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ABSTRACT 
The focus of this study was to explore current methodology for evaluating plant 
health surveillance systems for their ability to provide confidence towards 
demonstrating pest freedom using surveillance for Tilletia indica, an exotic fungal 
pathogen of wheat, in Western Australia as a model. Tilletia indica causes a disease 
commonly known as Karnal bunt and is an important pathogen in international 
trade, with many countries having phytosanitary restrictions. If T. indica were to 
become established in Australia it would cause considerable damage to the 
country’s economy through loss of domestic and international markets. Maintaining 
pest free status for T. indica is important to maintain Australia’s grain export 
markets. 
Integral to effective surveillance for T. indica are methods involved in the collection 
of grain samples and the sensitivity of the laboratory tests used in the surveillance 
systems. These surveillance ‘tools’ have been investigated and the current 
techniques have been shown to be effective. Grain sampling occurring at delivery 
during harvest provides an efficient way to collect samples representative of export 
quality grain. Stochastic modelling of the sampling process shows that test samples 
obtained using the current protocol will contain teliospores at detectable levels. In 
samples from delivery parcels there is a high probability (> 95%) that test samples 
will contain 5 or more teliospores where the prevalence is at least 1 infected grain in 
100 kg. For test samples collected from general siding samples there is a greater 
than 75% probability that teliospores will be present in the samples where the 
prevalence is at least 0.5% of delivery parcels and 10 infected grains per kg within 
parcels. Investigations also indicated that clustering of teliospores within infected 
grains did not influence the probability of test samples being infected.  
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Evaluation of the diagnostic protocols currently used in the surveillance programs 
for T. indica using traditional ‘gold-standard’ methods and a Bayesian statistical 
framework indicates that the sieve-wash protocol with microscopic observation has 
a high diagnostic sensitivity (> 84.8%) and specificity (> 96.0%) for detection of 
teliospores of T. indica, and similar results were obtained for related Tilletia species. 
The molecular protocol, proposed as the new ‘enhanced’ surveillance tool for 
detection of T. indica in grain samples, did not perform as well, with a sensitivity and 
specificity of 48.0% and 48.4% respectively. The estimates were comparable 
between the two evaluation methods, suggesting that the current protocol, sieve-
wash test with microscopic examination, is still the most suitable protocol for grain 
surveillance for Tilletia species. 
The expectation, under the SPS Agreement, that claims of pest freedom be 
supported by scientific evidence means that there is an increasing need for methods 
to evaluate the information collected during surveillance activities to provide a 
quantitative level of confidence upon which claims of freedom can be based. Ten 
years of historical grain surveillance, utilising samples collected at delivery and the 
sieve-wash test with microscopic examination, were evaluated using scenario tree 
methodology and have been shown to provide a high probability of freedom (>95%) 
from T. indica for Western Australia. The active surveillance systems were 
evaluated at a range of prevalence levels and were shown to provide a high 
probability of freedom for design prevalences above one in five regions infected, 
with 0.25% delivery parcels infected at a rate of 1 infected grain in 100 kg after 
evaluation of the ten years of surveillance. 
Passive surveillance systems can also provide evidence to support claims of pest 
freedom. The reporting mechanisms in Western Australia for grains pests were 
investigated, along with attitudes and behaviours relating to the likelihood that 
members of the grains industry would report a suspect pest or disease. The  
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information gathered was used to inform an evaluation of two passive surveillance 
system components operating in Western Australia, grower reporting and routine 
seed testing. Grower reporting was found to provide a high probability of freedom 
(> 95%) at a design prevalence level of one in five regions infected with 0.25% 
delivery parcels infected at a rate of 10 infected grains in 1 kg. The Seed Testing 
surveillance system component was found to provide little contribution to confidence 
in freedom, due to the low number of wheat samples tested annually. This study 
demonstrates that passive surveillance provides significant confidence in freedom 
for T. indica, but that the active surveillance programs provide additional confidence 
that Western Australia is free from T. indica at lower prevalence levels. Finally, 
recommendations are provided for future surveillance activities to maintain Western 
Australia’s confidence in from T. indica.  
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LITERATURE REVIEW 
The objective of this thesis was to consider possible methods used to evaluate 
surveillance systems with the purpose of demonstrating pest freedom from plant 
pests using surveillance conducted for Tilletia indica, an exotic, fungal pathogen of 
wheat (Triticum aestivum), in Western Australia as a case study. In reviewing the 
methods used to evaluate surveillance it became apparent that information on the 
prevalence of the pest or disease expected if it were present in the population of 
interest and the accuracy of the diagnostic tests used in the surveillance program 
are vital to being able to evaluate the surveillance system quantitatively. Therefore, 
it is important that an evaluation of the surveillance system includes an evaluation of 
the methods used within the system. 
The following chapters provide a review of the literature relevant to these aims. In 
Chapter 1, types of surveillance used in plant biosecurity and qualitative and 
quantitative methods used to evaluate surveillance in plant biosecurity and other 
related fields are reviewed. The suitability of the methods identified for use in 
demonstrating pest freedom is also discussed. Chapter 2 provides a review of the 
literature on T. indica with particular focus on information relevant to the evaluation 
of the surveillance systems in Western Australia, such as potential hosts, biology, 
climatic disease modelling and current diagnostic protocols. Grain sampling 
methods used in Western Australia, including those used at bulk grain receival sites 
and for seed testing and certification, have also been reviewed (Chapter 3). 
Sampling protocols were reviewed as the level, or prevalence, of teliospores in the 
test samples is dependent on the methods used to obtain the samples. Finally a 
review of methods used to evaluate diagnostic tests was included as it was 
necessary to determine the sensitivity of the diagnostic tests used in the 
surveillance programs (Chapter 4).  
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CHAPTER 1: SURVEILLANCE IN PLANT HEALTH 
1.1  Surveillance 
Surveillance is defined by the International Plant Protection Convention (IPPC) as 
‘an official process which collects and records data on pest occurrence or absence 
by survey, monitoring or other procedures’ (FAO 2009, International Standards for 
Phytosanitary Measures (ISPM) No. 5, pg 80). A pest is considered to be ‘any 
species, strain or biotype of plant, animal or pathogenic agent injurious to plants or 
plant products‘ (FAO 2009, ISPM No. 5, pg 76). The IPPC is the organisation 
responsible, under the World Trade Organization’s (WTO) Agreement on the 
Application of Sanitary and Phytosanitary Measures (the SPS agreement), for 
developing these international standards to protect plant health and is administrated 
by the Food and Agriculture Organization of the United Nations (FAO). In terms of 
general plant health, surveillance could be loosely defined as any activity involving 
the close observation of plants or their surrounds, which generates information on 
the presence or absence of a pest. Thus, it also includes the collection of data on 
pest occurrence or absence through other sources such as published literature, 
data from diagnostic laboratories and reports from experts, growers, and agricultural 
consultants that have knowledge of the pest in the geographical area of interest. 
Information could also be collected from programs such as seed certification 
schemes (FAO 2009, ISPM No. 6). Australia is a contracting party to the IPPC and 
is required to ‘…conduct surveillance for pests and develop and maintain adequate 
information on pest status in order to support categorization of pests, and for the 
development of appropriate phytosanitary measures’ (ArticleVII.2j of the IPPC cited 
by FAO 2009, ISPM No. 1, pg 24).  
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Surveillance is mentioned many times in the ISPMs, including in relation to 
determining pest status in an area, demonstrating freedom from specific pests and 
for demonstration of pest free places of production or production sites (FAO 2009). 
Information from surveillance is used in pest risk assessments, to contribute to the 
justification of phytosanitary measures, to facilitate the early detection of pests, to 
determine the distribution of pests, and to support the reporting requirements of 
National Plant Protection Organisations (NPPOs) (Cooke et al. 2006; FAO 2009). In 
the broader sense of the term, surveillance is used to support many decisions in 
plant pathology, including determining plant disease incidence and 
severity (Madden and Hughes 1999). These measures are then used as the basis 
for decision making, such as whether or not there is a need to apply control 
measures such as the application of pesticides (Madden and Hughes 1999). 
1.2  Types of Surveillance 
Surveillance is described in ISPM No. 6: Guidelines for Surveillance (FAO 2009) as 
either general surveillance or specific surveys and can be conducted using surveys, 
monitoring or other procedures. Specific surveys are activities that actively collect 
information on specific pests in a specific area during a specific time period while 
general surveillance uses information gathered from other sources such as 
government agencies and research institutions (FAO 2009, ISPM 6). The terms 
active and passive surveillance are also commonly used in the area of plant health, 
based on whether information is collected ‘actively’ through specific or general 
surveys or ‘passively’ through other activities that are no specifically undertaken for 
the pest(s) of interest such as results of routine diagnostic samples and reports to 
government departments (Hellström 2008; Keen et al 2008).  
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1.2.1  Specific surveys 
A specific survey is defined by the IPPC as ‘an official procedure conducted over a 
defined period of time to determine the characteristics of a pest population or to 
determine which species occur in an area’ (FAO 2009, ISPM No. 5, pg 80). They 
may be in the form of detection surveys, delimiting surveys or monitoring surveys 
and must follow a plan approved by the NPPO or Regional Plant Protection 
Organisation (RPPO) (FAO 2009, ISPM No. 6). Specific surveys are also commonly 
referred to as active surveillance because they involve actively conducting surveys 
to collect information on the incidence and severity of a specific pest or pests. 
1.2.1.1  Detection surveys 
Detection surveys, also known as pest or commodity surveys are aimed at 
collecting data on the presence or absence of a specific pest or pests in the area of 
interest. These surveys are often designed to support claims of pest freedom (FAO 
2009, ISPM No. 4 and ISPM No. 6; McMaugh 2005), for example, the survey of 
onion crops conducted to determine the status of the three exotic pathogens of 
Allium species, Sclerotium cepivorum, Puccinia porri and Urocystis cepulae in 
Western Australia (Mackie and McKirdy 2002). They are also used after an 
incursion and subsequent eradication campaign to demonstrate eradication success 
and re-substantiate freedom. Jorgensen et al. (2003) refer to the use of specific 
surveys as a component of a verification program in this situation. The four years of 
surveillance conducted (1996 to 2000) after the end of the eradication program for 
Apple scab (Venturia inaequalis) in Western Australia (WA) is an example of a 
detection survey used in a verification program (McKirdy et al. 2001). Detection 
surveys are also used as early detection methods for pests of interest, for example 
the annual Northern Australian Quarantine Strategy (NAQS) surveys conducted in  
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Australia (McMaugh 2005), and as reporting tools to other plant protection 
organisations (FAO 2009, ISPM No. 6). 
1.2.1.2  Delimiting surveys 
The main aim of delimiting surveys is to determine the extent of the distribution of a 
pest within the area of interest (FAO 2009, ISPM No. 5, pg 72; McMaugh 2005). 
These surveys may be conducted in the event of an incursion to determine how 
widely the pest has spread in the area of interest. For example, surveys of 
glasshouse crops of capsicum and tomato conducted in New Zealand after the 
initial detection of Potato spindle tuber viroid at two sites in Auckland detected the 
viroid at a further three sites (Lebas et al. 2005). This information can then be used 
in the development of an effective eradication, containment or control plan. 
1.2.1.3  Monitoring surveys 
Monitoring surveys are ongoing surveys conducted to detect changes in the 
characteristics of the population of interest, for example changes in the incidence 
and severity of a pest, or for changes in the distribution of the pest in the area of 
interest (McMaugh 2005). Monitoring surveys are mainly used in the study of 
established pests and diseases. This type of survey is important in plant biosecurity, 
and is used to monitor pests that are under official control, in the demonstration of 
areas of low pest prevalence and to verify phytosanitary status of an area or 
commodity (FAO 2009, ISPM No. 5; McMaugh 2005). 
An area of low pest prevalence (ALPP) is defined as ‘an area, whether all of a 
country, part of a country, or all or parts of several countries, as identified by the 
competent authorities, in which a specific pest occurs at low levels and which is 
subject to effective surveillance, control or eradication measures’ (FAO 2009, ISPM 
No. 5, pg 71). Areas of low pest prevalence may be used as a phytosanitary  
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measure to facilitate export of commodities through the removal of the need for 
post-harvest treatments. This allows the use of biological controls instead of 
chemical treatments and allowing for less restrictive movement controls usually 
associated with pest free areas (PFAs) (FAO 2009, ISPM No. 22). 
1.2.2  Targeted surveillance 
Targeted surveillance utilises specific surveys that are designed to target areas 
where there is a higher probability of the pest being present and can incorporate 
any of the active survey types previously discussed. Targeted surveillance systems 
are based on factors of the pest’s biology that increase its probability of being 
established in a particular region or habitat (Stärk et al. 2006). This method 
assumes that a high-risk population can be predicted based on the presence of risk 
factors for pest presence, and spread. In other fields targeted surveillance is also 
referred to as ‘risk-based’ surveillance (Stärk et al. 2006). 
1.2.3  Surveillance for Pest Free Areas 
Effective surveillance is becoming increasingly important internationally to 
demonstrate PFAs for trade purposes. The ISPMs define a ‘pest free area’ as ‘An 
area in which a specific pest does not occur as demonstrated by scientific evidence 
and in which, where appropriate, this condition is being officially 
maintained’ (FAO 2009, ISPM 5). The classification as a PFA can apply to an entire 
country, or part of a country. International Standards for Phytosanitary Measures 
No. 4 ‘Requirements for the establishment of pest free areas’ discusses the 
practical measures for establishing, maintaining and verifying PFAs. Systems to 
establish freedom include general and specific surveys. Maintenance of freedom is 
achieved by implementing phytosanitary measures, such as regulatory actions 
restricting the entry of commodities that could introduce the pest of interest, and  
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monitoring surveillance. Ad hoc inspections of export consignments produced in the 
PFA and systems for the notification of suspect occurrences of the pest are also 
used to verify that freedom has been maintained (FAO 2009, ISPM 4). The 
requirements for establishing a PFA can also be used to demonstrate pest freedom 
for places of production or production sites. The main difference between a PFA 
and pest free places of production or production sites is that in these smaller areas 
the status of pest freedom is only maintained for a defined period of time, such as a 
single growing period (FAO 2009, ISPM 4). 
Demonstrating that an area is unequivocally ‘free’ of a pest is not possible unless a 
test with 100% sensitivity and specificity were to be applied to the whole population 
of interest. This is not a practical approach. It is therefore recognised in the ISPMs, 
that demonstration of PFAs is based on scientific evidence in the form of general 
and specific surveys that provide an acceptable level of confidence of 
freedom (FAO 2009, ISPM 4). Historically, claims of PFAs have been based on the 
absence of pest records in the area, in other words, absence of evidence. The 
acceptable level of confidence or amount of evidence required to demonstrate a 
PFA is generally agreed upon between trading partners (Jorgensen et al. 2003). In 
demonstrating that an area is a PFA the need for surveillance for the establishment, 
maintenance and verification of freedom is discussed in ISPM 4 (FAO 2009). 
However, the ISPMs do not provide any guidelines on how the surveillance should 
be evaluated to determine that it is sufficient to meet the requirements for each of 
the components of demonstrating a PFA. Therefore, methods to evaluate the 
surveillance performed, and determine the probability of freedom that is provided by 
the surveillance, are required.  
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1.2.4  General surveillance 
The definition of general surveillance includes activities other than specific surveys 
that collect information on the presence or absence of a pest. General surveillance 
data can be sourced from NPPOs, RPPOs, government agencies, universities, 
research institutions, scientific societies (including amateur specialists), diagnostic 
laboratories, producers, consultants, museums, published literature, unpublished 
data and reports from the public (FAO 2009, ISPM No. 6; McMaugh 2005). The 
term passive surveillance also refers to activities that have another primary purpose 
or generate data on pest presence or absence that do not involve specific surveys, 
i.e. are not involved in collecting data from a physical survey; these activities are 
also considered to be general surveillance under the definitions in the ISPMs (FAO 
2009). General surveillance is often used in the determination of pest status in pest 
risk assessment but is under utilised in the demonstration of PFAs. Routine 
reporting systems and diagnostic laboratories routinely produce absence data that 
is not quantified in any way. These systems have the potential to provide a lot of 
data that could be considered as part of a surveillance system and aid in 
demonstrating freedom from specific pests. 
1.3  Evaluation of Surveillance Systems 
Surveillance systems and surveillance system components can generally be broken 
into systems and administrative elements (Stärk et al. 2002). The ‘systems’ element 
describes the design of the survey, the sampling regime, the inspection protocols 
followed and tests performed when conducting the surveillance. The ‘administrative’ 
element consists of the reporting process, communication systems, policy and 
regulatory guidelines, descriptions of personnel roles, quality management systems 
and structures for recording the results of the surveillance, including data storage  
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methods, retrieval mechanisms, reporting procedures. Both of these areas should 
be evaluated in terms of meeting the goal of the surveillance 
system (Stärk et al. 2002). 
The elements and evaluation of the surveillance system will depend on the goal of 
the system, whether it is to demonstrate pest freedom, demonstrate area of low pest 
prevalence or for early detection of a specific pest. A good surveillance system will 
have clearly explained plan, including the following elements; 
·  what entity or area is under surveillance for example the presence of a 
specific plant pest, 
·  clearly outlined procedures, 
·  consider relevant legislation and/or regulations for the pest/s of concern, 
·  identify the authorities involved in the system and outline their responsibilities, 
·  identify the components of the systems including appropriate tests, 
·  consider the available resources, 
·  state any constraints that may restrict the interpretation of the surveillance 
results, for example if surveillance was only conducted in a specific area, 
and 
·  provide justification for design decisions made (CDC 2001; FAO 2009, 
ISPM No. 6; Jorgensen et al. 2003; McMaugh 2005; Salman et al. 2003b; 
Stärk et al. 2002). 
General attributes often used in the evaluation of surveillance systems also include 
timeliness, simplicity, flexibility, data quality, acceptability, sensitivity, positive and 
negative predictive values, representativeness and stability (CDC 2001; FAO 2009,  
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ISPM No. 6; Salman et al. 2003b). The sensitivity of the surveillance system is 
particularly important for demonstrating pest freedom (McMaugh 2005; 
Stärk et al. 2002) 
1.3.1  Methods for evaluating surveillance systems 
A variety of qualitative and quantitative methods for the evaluation of surveillance 
systems have been developed in other disciplines. Animal health surveillance often 
has similar goals to surveillance used for plant pests. One example is demonstrating 
freedom from a disease in a host population and/or in a specific geographical area 
to support market access for trade of animals/animal products. Methods applicable 
to the evaluation of animal health surveillance have been discussed in some detail 
by Salman et al. (2003b) and Stärk et al. (2002). 
1.3.1.1  Qualitative methods 
Qualitative methods that could be applied to the evaluation of plant pest surveillance 
include; stakeholder questionnaires, fault trees and the critical examination 
technique (CDC 1988; CDC 2001; Salman et al. 2003a; Weinberg 2005). 
Stakeholder questionnaires 
Surveillance systems in the field of public health are often evaluated for their ability 
to detect outbreaks of disease at an early stage of an epidemic. The Centres for 
Disease Control and Prevention (CDC) have developed guidelines for evaluating 
public health surveillance systems (CDC 1988; CDC 2001). These guidelines 
outline steps for evaluation and the attributes that should be assessed in detail. 
Evaluation is conducted in the form of questionnaires completed by the 
stakeholders (users) of the surveillance system (CDC 1988; CDC 2001). Public 
health surveillance systems frequently include reports from hospitals, emergency  
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departments, practitioners and other health officials. Surveillance data is generally 
collected locally before being transferred to regional or national systems where the 
data is combined before being analysed for patterns of disease occurrence and 
anomalies (CDC 1988; CDC 2001). 
The CDC guidelines form the basis of many of the public health surveillance 
evaluations published. A recent evaluation of the Australian Gonococcal 
Surveillance Program (ASGP) used the CDC guidelines to evaluate the national 
surveillance program in Australia (Samaan et al. 2005). The evaluation showed that 
the system is a clearly defined laboratory based surveillance system with strengths 
in the surveillance methods used, it’s acceptability amongst stakeholders and it’s 
usefulness, with data being used for treatment, control and in a number of research 
activities. The evaluation also identified a number of weaknesses in the 
representativeness and accessibility of the surveillance program 
(Samaan et al. 2005). 
This type of evaluation system, although mainly used in the evaluation of 
surveillance conducted for early detection, could be adapted to and prove useful in 
the evaluation of plant health surveillance systems designed for early detection and 
demonstration of pest freedom. This method would be especially useful for systems 
that involve numerous stakeholders such as regional and state components 
participating in wider pest surveillance system that report results to a larger state or 
national agency. The use of questionnaires to incorporate stakeholder feedback is a 
method that is easy to administer, relatively cheap to implement and does not 
require specialised analysis of data (Czaja and Blair 2005; Dillman 2000). This 
system does however lack a quantitative analysis of the sensitivity of the 
surveillance system to support estimation of the probability of pest freedom. This 
type of analysis could be supplemented by other methods of sensitivity analysis that 
do provide a quantitative assessment. This type of analysis also does not consider  
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the evaluation of absence data that is routinely used in the demonstration of pest 
freedom, such as historical absence of pest species. 
Fault tree analysis 
Fault tree analysis has been suggested as a possible means for evaluation of 
surveillance in animal health (Salman et al. 2003b). Fault tree analysis is similar to 
scenario tree or event tree analysis in that it maps out the components of the 
surveillance system. However, the objective in fault tree analysis is to identify what 
may go wrong in the system rather than the events that lead to a successful 
outcome, i.e. detection of a pest. It is used in process engineering and safety 
analysis to determine series of events that may lead to an undesirable event, such 
as falling ill and requiring hospitalisation (Hope 2004). The undesirable outcome or 
‘fault’ is identified and the events in the process that need to occur to result in the 
fault are defined and added to the tree as a series of logic expressions. Fault tree 
analysis can be quantitative if enough data exists about the events in the fault tree. 
Fault tree analysis has been identified as a method that could be useful in risk 
analysis for biosecurity threats (Hope 2004; Salman et al. 2003b). This technique 
has been applied to ecological risk analysis for assessing the risk of introduction of 
new marine species in ballast water (Hayes 2002). Salman et al. (2003b) provide an 
example of how a fault tree analysis might be used in the evaluation of animal 
health surveillance or monitoring system to identify weaknesses in the system and 
clarify interactions between events and the influence these have on the overall 
system. 
Fault tree analysis enables a systematic approach, however the method has been 
criticised for its focus on negative events and outcomes, which leave the 
surveillance system vulnerable to criticism (Salman et al. 2003b). In addition, for 
evaluation of the ability of a surveillance system to demonstrate pest freedom fault  
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trees are unable to provide a quantitative estimate of the probability that the pest of 
interest does not occur at or above a specified prevalence. 
Critical examination technique 
Weinberg (2005) suggested the critical examination technique as a method for 
evaluating public health surveillance systems. It is a general purpose, problem-
solving technique and involves examination of the purpose, place, personnel, 
sequence of events, and means of the system using a series of structured questions 
that lead from what is done to what is best. For example, in examination of the 
purpose of the system the following questions are posed; 
1)  What is achieved? 
2)  Is it necessary and why? 
3)  What else could be done?, and 
4)  What should be done? 
Weinberg (2005) suggests that this technique could be used in the evaluation of a 
surveillance system and its various components. This technique may be useful for 
brainstorming improvements to the surveillance system but does not allow for the 
evaluation of the sensitivity of the system or of the probability of freedom provided 
by the surveillance. 
1.3.1.2  Quantitative methods 
Sensitivity of structured surveys 
The classical method for demonstrating pest or disease freedom is by conducting 
structured surveys. In structured surveys each unit (animal, tree, piece of fruit or unit 
area) in the source population has a known probability of being selected for testing  
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and the test used has a known probability of a positive test result given the unit of 
interest is infected, also known as the test sensitivity (Altman and Bland 1994a). It is 
possible to calculate the sensitivity of the survey, the probability of a positive survey 
outcome (detection of the disease), given that infection is present in the population 
at or above a specified design prevalence. Design prevalence is used in the 
evaluation of surveys to enable the sensitivity to be estimated; it is a hypothetical 
level of infection in the population and is generally thought of as proportion or 
percentage of the population that is infected. The sensitivity of the survey is 
commonly referred to as the ‘confidence level’ of the survey (Cannon and 
Roe1982). 
Methods for calculating the confidence levels provided by structured surveys are 
discussed by Cannon and Roe (1982) and Cameron and Baldock (1998a; 1998b). 
These methods focus on disease or pest freedom and can not be used to estimate 
the prevalence of the disease or pest in the population. Cannon and Roe (1982) 
demonstrate a formula based on the binomial distribution and an approximation of 
the hypergeometric distribution for determining the number of samples required to 
achieve a specific level of confidence of detecting a disease at a specified design 
prevalence. These formulae can also be used for calculating the confidence level 
provided by a structured survey for livestock diseases given the design prevalence 
and number of samples tested (Cannon and Roe 1982). 
The formula based on the binomial distribution is used for calculation of the 
confidence level in an infinite population using a perfect test (Cameron and 
Baldock 1998a). This formula makes the assumptions that; a) the survey population 
is infinite (or sampling with replacement occurs), b) the test is ‘perfect’ i.e. the test 
sensitivity and specificity are 100%, where the specificity of a test is the probability 
that the test will give a negative result given that the unit is not infected, and c)  
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sampling is performed by simple random sampling. However, these assumptions 
rarely hold true (Venette et al. 2002). 
Cannon and Roe (1982) also present an approximation of the hypergeometric 
distribution for a perfect test and a finite population, because survey populations are 
often finite, for example a herd or number of herds of known size. This 
approximation was later modified by MacDiarmid (1988) to take into account the 
sensitivity of an ‘imperfect’ test. 
Cameron and Baldock (1998a) present a more exact but complex binomial formula 
for determining sample size for sampling from an infinite population using an 
imperfect test. They also present a formula for calculating the probability of 
obtaining a specific number of positive tests based on the hypergeometric 
distribution when a survey is performed using an imperfect test in a finite population. 
The approximation presented by Cameron and Baldock (1998a) is still quite 
complex and is mainly applicable to use in small populations (<10 000 units). A 
freeware package, FreeCalc, was developed to calculate sample sizes for survey 
design and the confidence level provided by structured surveys (Cameron and 
Baldock 1998a; 1998b). These methods are now routinely used for designing 
structured surveys to demonstrate disease freedom in animal health. 
Structured survey design methods have been used for designing surveys for plant 
pests. These methods are discussed by Venette et al. (2002) for sampling rare 
populations of insect pests and approximations of the formula presented by Cannon 
and Roe (1982) are recommended for designing plant pest surveys in Asia and the 
Pacific (McMaugh 2005). These methods have also been used to design targeted 
surveys for demonstrating freedom from plant pathogens (Jorgensen et al. 2003), 
and are used in sampling regimes for quarantine inspections. They are the basis for 
the ‘600 unit’ inspection regime applied by AQIS for inspection of imports of fresh  
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fruit, vegetables, cut flowers and other goods, where a randomly inspected sample 
of 600 units provides 95% confidence that an infection of prevalence of 0.5% or 
greater would be detected (Cannon 1998). 
Structured surveys can be expensive and laborious, often requiring large sample 
sizes to provide a sufficiently high confidence level for demonstrating pest freedom. 
For structured surveys to be considered representative of a region they must 
sample a homogeneous population using simple random sampling. This does not 
allow for consideration of the higher risk posed by some sectors of the population 
such as more susceptible varieties, and favourable climatic conditions in areas 
within a region, or clustering of infected units within portions of a consignment or 
areas of a crop. Randomisation of such surveys is also very difficult to 
implement (Cameron and Baldock 1998a; Venette et al. 2002). 
Using structured surveys as the only basis for claims of pest freedom does not allow 
for inclusion of information provided by ‘non-structured’ or general surveillance 
activities such as routine diagnostic laboratory results, notifiable disease databases 
and reports to government departments from the public. 
Stochastic modelling 
Stochastic modelling incorporates variability and uncertainty in model parameters 
using probability distributions in place of fixed values (Audigé et al. 2003). Monte 
Carlo simulation is often used to implement stochastic models, and uses many 
iterations of the model where single values are drawn from each of the probability 
distributions describing the model parameters for use in the calculation of model 
outputs (Vose 2008). Stochastic modelling results in the output being described by a 
histogram of possible output values that takes into account the variation and 
uncertainty in the input values (Vose 2008). Stochastic modelling has been used to  
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evaluate surveillance systems in animal and plant health (Audigé and Beckett 1999; 
Audigé et al. 2001; Chriel et al. 2005; Fischer et al. 2005; Scott and Zummo 1995). 
Fischer et al. (2005) used epidemiological modelling principles to evaluate the 
detection of bovine tuberculosis under different surveillance strategies. They used 
the time until detection of bovine tuberculosis and the number of herds infected at 
the time of detection to compare surveillance strategies by modelling both disease 
spread and disease detection. Chriel et al. (2005) evaluated the Danish surveillance 
system for demonstrating freedom of cattle populations from infectious bovine 
rhinotracheitis using stochastic simulation. They evaluated sampling options based 
on the sensitivity of detection of an infected herd of slaughtered beef cattle and bulk 
milk from dairy herds over varying time periods (Chriel et al. 2005). Audigé and 
Beckett (1999) also used stochastic simulation modelling to evaluate a surveillance 
system for porcine reproductive and respiratory syndrome in Switzerland. The 
model presented in Audigé and Beckett (1999) is further developed in 
Audigé et al. (2001) for the evaluation of large populations with varying within-herd 
prevalences and sample sizes, and considers the pre-survey probability of freedom. 
Stochastic simulation modelling has been used in plant health to evaluate sampling 
methods for determining percentage of kernel infection by Aspergillus flavus (Scott 
and Zummo 1995) but has not been used to evaluate a complete surveillance 
system. 
Stochastic simulation modelling can be applied to many other techniques including 
scenario tree and event tree analysis to provide a quantitative analysis of the 
system. The main advantage of stochastic simulation modelling is its ability to 
incorporate the variability and uncertainty of the biological systems being studied. 
Stochastic simulation models of surveillance systems can be used in the evaluation 
of surveillance systems for demonstration of freedom and comparing the sensitivity 
of surveillance strategies.  
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Scenario trees 
Scenario trees are models of all possible scenarios and events that could occur in 
the system being analysed. They are similar to fault trees because they map the 
system. They provide the advantage that they consider all possible scenarios and 
not just the potential faults in the system (Salman et al. 2003b). At each node in the 
tree the possible scenarios, or events, from that node are described as branches 
and assigned probabilities, for example a product may be infected or not infected 
with the disease of concern. This leads to different pathways with numerous 
outcomes, or scenarios, for which the likelihood of occurrence can then be 
compared (Martin et al. 2007a; Salman et al. 2003b). 
Scenario trees have been used in many fields including engineering, financial 
analysis and general economic evaluations. It is the most frequently used method 
for conducting quantitative risk assessments in the fields of animal and plant 
health (Biosecurity Australia 2004a; Biosecurity Australia 2004b; Biosecurity 
Australia 2004c; de Vos et al. 2004; Peterson et al. 2009; USDA 2002; Vose 2008). 
The use of quantitative scenario tree analysis is also known as probabilistic 
scenario analysis due to the use of probability distributions in place of deterministic 
values in assigning probabilities to the branches of the tree (Audigé et al. 2003). 
Scenario trees have been used to evaluate targeted surveillance systems in the 
field of animal health, and have been used to demonstrate disease freedom in a 
number of scenarios in this field. Hueston and Yoe (2000) describe the use of an 
event tree to model a surveillance system that has multiple components within the 
one event tree outlining the pathways to detecting an infected animal. 
Martin et al. (2007a) present a scenario tree method for modelling complex 
surveillance systems. The model separates the different components of the system 
to enable the lack of independence between the surveillance system components to  
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be accounted for (Martin et al. 2007a). The scenario tree model is used to 
determine the sensitivity of the surveillance system, which, when no infected units 
have been detected, allows an estimate of the probability of disease freedom. The 
probability of freedom is based on the negative predictive value, the probability that 
the population is disease free given that the surveillance system didn’t detect the 
disease (Martin et al. 2007a). Martin et al. (2007a) also present the use of a 
sensitivity ratio as a method to compare targeted and representative surveillance 
system components (SSCs). This method can be extended to the analysis of 
general surveillance systems as well as structured surveys. Martin et al. (2007b) 
present a case study for the demonstration of freedom from Classical swine fever in 
Denmark using samples collected at slaughter for serological surveillance. 
The advantage of scenario tree analysis is that it is transparent. It provides a clear 
description of the surveillance system and the methods used in the surveillance 
program as the basis of the evaluation (Martin et al. 2007a; Stärk 2003). It is reliant 
on the application of relevant scientific information to describe the probability of 
each event, which leads to increased transparency. The visual representation 
provided by scenario trees also makes the process of describing systems clearer 
than many qualitative methods (Hood et al. 2009). Another advantage of scenario 
trees is that they can be combined with stochastic and deterministic modelling 
techniques to provide quantitative analysis of the sensitivity of the surveillance 
system (Stärk 2003). 
The disadvantages of scenario trees are that they can be time consuming to 
construct and appropriate data may not be available to estimate some parameters, 
such as the sensitivity of diagnostic test components. However, expert opinion can 
be incorporated where data is not readily available. Similar problems are also 
encountered when scenario trees are used in risk analysis (Vose 2008).  
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Bayesian modelling 
Bayesian modelling, based on Bayes’ theorem, is another method that has been 
used to evaluate surveillance data for the demonstration of disease freedom in the 
field of animal health. Bayes’ Theorem is named after the work of Reverend 
Thomas Bayes and uses probability functions to incorporate known information or 
‘prior’ data with the current data to arrive at a joint ‘posterior’ probability 
(Gardner 2002; McCarthy 2007). This differs to conventional statistical analysis 
because it considers known information as well as experimental data rather than 
just the experimental data to draw conclusions about a hypothesis (Gardner 2002; 
McCarthy 2007). 
The use of Bayes’ Theorem in the evaluation of surveillance data allows the analyst 
to account for prior knowledge about; a) the pest or disease status of a population, 
b) the sensitivity and specificity of tests, and c) the within-cluster and cluster 
prevalences (Wagner et al. 2003). Uncertainty in the prior estimates is incorporated 
using a probability distribution. Bayes’ Theorem has been used in the evaluation of 
surveillance data for the demonstrating disease freedom by a number of studies. 
Suess et al. (2002) presented a model that tested a two-stage cluster survey that 
incorporated prior knowledge of the disease status of the country to produce 
posterior estimates of the proportion of infected herds and within-herd disease 
prevalence. A study demonstrating disease freedom of the East-Belgium wild-boar 
population from classical swine fever also used Bayesian modelling methods to 
provide posterior estimates of test sensitivity and specificity, prevalence, and the 
probability of freedom (Mintiens et al. 2005). 
Bayesian methods have also been used to incorporate information on disease 
status to demonstrate freedom infectious bovine rhinotracheitis of Swiss 
cattle (Audigé 2001). Martin et al. (2007b; 2007a) used Bayesian methods in  
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conjunction with their scenario tree methodology to incorporate historical 
surveillance evidence, the probability of introduction for the disease being studied 
and to estimate the probability of freedom for sequential years of surveillance 
activities. 
Bayesian modelling has been applied to other situations in veterinary epidemiology 
including calculation of disease prevalence (Branscum et al. 2004; Gardner 2002) 
estimation of test sensitivity and specificity (Branscum et al. 2005; Gardner 2002) 
and calculation of sample sizes for surveys by Johnson et al. (2004) who 
incorporated the uncertainty in test parameters using prior probability distributions. 
Bayesian methods have only recently been applied in the field of plant 
pathology (Garrett et al. 2004; Scherm et al. 2006). Their potential application for 
updating disease prediction models, decision making for disease control, sequence 
segmentation and analysis of gene expression levels in the field of bioinformatics, 
reduction of noise in disease map reconstruction, and using prior knowledge in 
experimental design have been discussed (Mila and Carriquiry 2004; Yuen and 
Mila 2003; Yuen and Hughes 2002). Mila et al. (2003) and Mila and 
Michaildies (2006) present studies using Bayesian methods for updating parameters 
in disease prediction models for Sclerotinia stem rot of soybeans, and panical and 
shoot blight of pistachio respectively. These models were found to provide more 
consistent results when Bayesian methods were used to update model parameters 
(Mila and Michaildies 2006; Mila et al. 2003). Bayesian methods are likely to be 
equally applicable in plant biosecurity for the evaluation of surveillance and 
diagnostic methods. 
Prior probabilities used in Bayesian methods are often incorporated as a probability 
distribution based on expert opinion of the pest status prior to the surveillance 
activity (Martin et al. 2007a; Vose 2008). This allows for consideration of information  
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collected from general surveillance sources such as diagnostic laboratory reports, 
culture collection records and knowledge of clinicians (Martin et al. 2007a). This 
method allows for an updated probability of freedom by incorporation of historical 
data and it does not require an in-depth analysis of the general surveillance system 
being used to formulate the prior probabilities. 
Points-based system 
Cannon (2002) describes a points-based method to give an overall level of 
confidence of detecting the disease of interest. This method takes into account the 
different sensitivities of the tests used to detect the disease and allocates points for 
each test proportional to the probability that it would detect the disease at the 
prevalence at the time of the testing. Cannon (2002) suggests this as a more 
flexible, approximate method for combing the confidence from multiple different 
tests. The probability of introduction of disease over time is considered through the 
loss of points for purchase of new animals for the herd (Cannon 2002). 
Prattley et al. (2007) describe a points-based system that is an extension of the 
points method described by Cannon (2002) for the evaluation of surveillance for 
bovine spongiform encephalopathy (BSE). Their system is based on an age-cohort 
model that estimates the number of infected animals in each cohort that would be 
detected via the surveillance systems in place. This method considers the 
estimated (or design) prevalence of the infection in the population, the sensitivity of 
the test, and the epidemiology of the disease. It takes into account the incubation 
period before the development of clinical signs and the variation in the number of 
animals leaving the population via each surveillance system at each age 
(Prattley et al. 2007). Points are accumulated for each animal that tests negative 
and are calculated as the ratio of infected detectable animals to uninfected animals 
that are tested in each age cohort. Animals that have a higher risk of infection are 
awarded a higher number of points. The total number of points required to  
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demonstrate that disease is below a specified prevalence with required confidence 
can be calculated and points accumulated over a number of years’ worth of 
surveillance (Prattley et al. 2007). 
This system can provide a quantitative value for demonstrating disease freedom. It 
uses a risk-based approach to the surveillance being evaluated attributing more 
points to the testing of higher risk animals. A number of epidemiological factors and 
factors relevant to the surveillance system but specific to BSE surveillance are 
taken in to account. Prattley et al. (2007) suggests that points expire at a rate of 5% 
per year, based on the maximum 20 year lifespan of a cow to account for 
discounting of points over time. Target points values for BSE surveillance have 
been set for high and low BSE risk countries by the Office International des 
Epizooties (OIE) based on this method (OIE 2004; Prattley et al. 2007). Introduction 
of BSE into the region is an important factor when evaluating surveillance over 
extended periods of time but it is not considered in this model. However, the 
discounting method proposed by Prattley et al. (2007) could be used to incorporate 
the probability of disease introduction in a similar manner to the loss of points as 
suggested in Cannon (2002). Powell et al. (2008) argue that this method may not 
provide significant statistical power to distinguish prevalence levels in populations 
with low levels of BSE. 
1.3.2  Evaluating surveillance for demonstrating pest freedom 
Methods used to evaluate surveillance for the demonstration of pest or disease 
freedom should ideally be able to assess data gathered from both targeted and 
general surveillance activities, provide a quantitative level of confidence of freedom, 
be transparent, scientifically based and consider data gathered over extended 
periods of time. Analysis of structured surveys, stochastic simulation modelling, 
including scenario tree analysis and Bayesian methods, and the points-based  
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system can all be used to provide a probability of pest freedom although each 
method has its limitations. The scenario tree method described by 
Martin et al. (2007b; 2007a) and the points-based methods (Cannon 2002; 
Prattley et al. 2007) allow for incorporation of relative risks of infection, i.e. climatic 
factors that may increase the probability of a disease being present, whereas the 
other methods assume homogenous risk across the population. The use of a 
combination of these methods described in Martin et al. (2007b; 2007a) and 
Audigé et al. (2001) presents what appears to be the most comprehensive method 
for evaluation of general surveillance in addition to targeted surveillance systems for 
the demonstration of pest freedom. 
However, it should be noted that quantitative evaluation of surveillance systems is 
only one component of an effective surveillance system and evaluation of the 
sensitivity of the system should be performed in conjunction with a qualitative 
assessment of the surveillance plan as discussed in Section 1.3.1.1.  
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CHAPTER 2: TILLETIA INDICA 
Major reviews of the literature on Tilletia indica are provided by Warham (1986), 
Bonde et al. (1997), Carris et al. (2006), and Sansford and Baker (2008). The 
summary presented below is a brief review of the literature relevant to the current 
project and not by any means a full review of the literature on T. indica. 
2.1  Taxonomy 
Tilletia indica Mitra (1931) belongs to the class Ustilaginomycetes, phylum 
Basidiomycota. This group of fungi includes other cereal infecting species 
commonly known as bunt and smut fungi including Common bunt (T. caries and 
T. laevis), Dwarf bunt (T. contraversa), Loose smut (Ustilago tritici) and Flag 
smut (Urocystis tritici) (Carris et al. 2006; Vánky and Shivas 2008). 
2.2  Hosts 
Hosts known to be infected naturally by T. indica include 
wheat (Triticum aestivum L.), durum wheat (Triticum turgidum L. subsp. durum 
(Desf.) Husn.) and triticale (xTriticosecale) (Crous et al. 2001; Royer and Rytter 
1988; Sansford et al. 2006d; Ykema et al. 1996). A number of experimental host 
susceptibility studies have shown that cereal rye (Secale cerale L.) and a number of 
wild Triticum and grass species are susceptible to infection by T. indica, although 
none of these species have been reported to host T. indica under natural 
conditions (Sansford et al. 2006d). Royer and Rytter (1988) showed that 20 out of 
58 species of grasses and Triticum spp. developed infected grain using the boot 
inoculation method. Susceptible species included Oryzopsis miliacea and species 
from the genera Bromus, Lolium, Aegilops, Triticale (xTriticosecale) and  
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Triticum (Royer and Rytter 1988). Dhaliwal and Singh (1998) reported that eight out 
of 18 species of Aegilops and Triticum species tested were also susceptible to 
T. indica. Emmer wheat (T. dicoccum) genotypes tested in Italy have also been 
shown to be susceptible to T. indica (Riccioni et al. 2006). There is some variation in 
the literature on which species are susceptible to T. indica but there is general 
agreement that commercially grown wheat, durum wheat and triticale are naturally 
infected by T. indica (Sansford et al. 2006d). 
Warham (1988) tested susceptibility of cereal hosts using boot and spray 
inoculation techniques. Most of the rye lines and all of barely lines were found to be 
resistant to T. indica using both inoculation methods (Warham 1988). Bread wheat, 
durum wheat and triticale lines all showed the same degree of susceptibility with 
boot inoculations but under spray inoculation, triticale and durum lines were the 
least susceptible. These results suggest that the resistance of durum wheat and 
triticale to natural infection may be morphological rather than physiological 
(Warham 1988). 
Wheat (T. aestivum) is the main crop grown commercially in WA (Australian Bureau 
of Statistics 2009). Triticale and durum wheat are also grown but on a much smaller 
scale making up less than 1% grains delivered to Co-operative Bulk 
Handling (CBH) (Australian Bureau of Statistics 2010; pers. comm. 
Fitzpatrick 2007). 
2.2.1  Bread wheat 
Bread wheat (T. aestivum) is considered the main and most susceptible host of 
T. indica. Variation in susceptibility to T. indica has been observed and resistance 
had been identified in some cultivars (NAPPO 2001; Bonde et al. 1996; 
Sansford et al. 2006b; Warham 1988). Comparative testing of varieties of 
T. aestivum, T. turgidum subsp. durum and xTriticosecale conducted by Dhaliwal  
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and Singh (1998) indicated that there is variation in susceptibility between wheat 
lines and isolates of T. indica. The results presented by Dhaliwal and Singh (1998) 
also suggest that T. aestivum is more susceptible than T. turgidum subsp. durum 
and xTriticosecale. Studies conducted by Sansford et al. (2006b) showed that many 
of the European winter and spring wheat lines are also susceptible to T. indica. 
Testing of the susceptibility of wheat lines commonly grown and being developed in 
Australia was undertaken as part of a Grains Research and Development Council 
project in 1997–2003. A few currently grown cultivars (Frame, Pelsart and Takari) 
with resistance were identified. Further development of resistant lines and genetic 
markers for resistance has been undertaken (Wright et al. 2006). For the purpose of 
the work presented in this thesis a conservative assumption was made that all 
varieties grown in WA are equally susceptible to T. indica. 
2.2.2  Durum wheat 
Durum wheat has been shown to be moderately resistant to T. indica (Nagarajan 
1991 as cited in NAPPO 2001; Dhaliwal and Singh 1998; Warham 1988). Recent 
physiological susceptibility studies conducted in the United Kingdom found that in 
general durum wheat cultivars tested were more susceptible than the winter and 
spring wheat cultivars (Sansford et al. 2006b). These results may be due to the 
different inoculation methods used, i.e. boot and spray methods. One durum cultivar 
was also identified as having a much higher level of infection than the others tested, 
which when removed resulted in comparable results for durum, spring and winter 
wheat cultivars (Sansford et al. 2006b). 
2.2.3  Triticale 
Records of T. indica occurring on triticale are rare; records of the pathogen under 
natural conditions are mainly from India in the 1970s. The reported prevalence of  
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T. indica in seed of triticale grown under natural conditions in India, collected from 
400 germplasm lines in 1976 and 1977 was less than 2% (Agarwal et al. 1977; 
Khetarpal et al. 1980). 
2.2.4  Cereal rye 
Secale cerale L. (cereal rye or common rye) has been reported to be a host of 
T. indica by a number of researchers (EPPO 1992; EPPO 2004; Murray and 
Brennan 1998; Sansford 1998) and has been included as a regulated host of 
T. indica in the EC Plant Health Directive (Sansford et al. 2006d). However, Royer 
and Rytter (1988) reported that none of the 39 plants belonging to six accessions of 
cereal rye that they inoculated produced infected grain. Furthermore, 
Sansford et al. (2006d) recommends that rye be removed from the EC Plant Health 
Directive based on there being no reports of natural infection occurring in the 
published literature. 
2.3  Geographic Distribution 
T. indica was first described in Karnal, Punjab, India (Mitra 1931). It has since been 
identified in Afghanistan, India, Iran, Iraq, Mexico, Nepal, Syria, the Northern Cape 
Province of South Africa and the United States of America (USA). In the USA, 
T. indica has only been detected in small areas in California, Arizona and 
Texas (Carris et al. 2006; Rush et al. 2005). T. indica was first detected in Arizona 
in 1996 in durum wheat and shortly after it was confirmed in bread wheat in 
California. Retrospective testing of harvested seed stored by the Arizona 
Department of Agriculture detected T. indica spores in wheat harvested in 1993, 
indicating that the disease had been present in the 1992 growing 
season (Ykema et al. 1996). National grain surveys detected T. indica in Texas in 
1997 (Rush et al. 2005).  
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To date T. indica has not been detected in Australia. The alleged detection in 
consignments of grain exported from Australia in 2004 was determined to be due to 
contamination with T. ehrhartae, a smut of Ehrhartae calycina, which has some 
similar morphological characteristics to T. indica (Pascoe et al. 2005). 
2.4  Biology 
2.4.1  Disease cycle 
2.4.1.1  Teliospore germination 
T. indica is a non-systemic bunt fungus that requires specific conditions for 
teliospores to germinate. Although there are differing opinions on the requirements 
for teliospore germination, the conditions listed below describe the general 
consensus in the literature. Teliospores must be in the top 2 mm of the soil to 
successfully germinate and initiate infection, and germination is mainly influenced 
by temperature and available moisture (Bedi et al. 1990; Bonde et al. 1997; 
Sansford 1998). Teliospores germinate at temperatures between 5 and 25° C and 
have an optimum temperature range of 15–25° C (Bedi  et al. 1990; 
Bonde et al. 1997; Sansford 1998). Soil moisture and relative humidity are also 
important factors for germination of teliospores, with soil moisture of greater than 
15% and relative humidity of greater than 82% required (Bonde et al. 1997). 
The age of teliospores influences germination because teliospores go through a 
dormancy period. Teliospores have a maximum germination rate between four and 
14 months after which the germination rate declines (Bedi et al. 1990). 
Smilanick et al. (1985) showed that freshly harvested spores had a low germination 
rate (6.7%) which increased with the length of dormancy. After four months the 
germination rate was only 10% less than that of teliospores stored for 10– 
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18 months (Smilanick et al. 1985). It has been hypothesised that this dormancy 
period is to delay germination until host plants are available (Smilanick et al. 1985). 
2.4.1.2  Infection process 
Germinating teliospores produce a promycelium that bears many primary sporidia at 
its tip. The primary sporidia are blown or splashed on to leaf surfaces of cereal 
plants where they then germinate and produce hyphae from which secondary 
sporidia are produced (Bonde et al. 1997; Carris et al. 2006; Sansford 1998). 
Primary sporidia are known to produce two types of secondary sporidia, allantoid 
and filiform-like, allantoid sporidia play the main role in the infection of host plants. 
Secondary sporidia are blown or splashed on to leaves higher in the crop canopy 
and can in turn germinate and produce further secondary 
sporidia (Bonde et al. 1997; Carris et al. 2006; Sansford 1998).  
Grain infection by T. indica is initiated when secondary sporidia deposited on 
spikelets germinate to produce germtubes that penetrate the stomatal openings of 
the glume, lemma and/or palea. Intercellular growth of hyphae extends to the base 
of the floret entering the pericarp of the developing grains (Carris et al. 2006; 
Goates 1988). 
A dikaryotic state is required for production of teliospores to occur. It is not clear at 
which point the dikaryon is initiated but it has been suggested that the basidiospores 
and hyphae of different mating types regularly fuse to produce this dikaryotic 
state (Carris et al. 2006; Durán and Cromarty 1977; Garrett and Bowden 2002; 
Nagarajan et al. 1997). Hyphal anastomosis is rarely observed on floral surfaces 
prior to infection of the plant and is not considered a normal means of dikaryon 
formation. Therefore, anastomosis possibly occurs inside the host tissue during 
infection (Durán and Cromarty 1977; Goates 1988).  
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Large numbers of teliospores are produced in black, sooty masses in the middle 
layers of the pericarp as the grains mature; these are called sori (Bonde et al. 1997; 
Carris et al. 2006). The embryo is not colonised, although in severe infection the 
embryo may be killed, but often the seed is able to germinate, although reduced 
vigour has been noted (Bonde et al. 1997; Carris et al. 2006). 
2.4.1.3  Dispersal of inoculum 
Liberation and dispersal of teliospores occurs during mechanical harvesting of an 
infected crop (Bonde et al. 1997; Sansford 1998). The teliospores and infected or 
contaminated seed are deposited on the soil surface and may become incorporated 
by mechanical processes such as tillage and sowing (Bonde et al. 1997; 
Sansford 1998). Teliospores can be spread with infected or contaminated seed, on 
contaminated machinery, vehicles and in containers used for transportation of grain. 
They may also be spread by wind, and wind currents generated by burning crop 
residues. Teliospores may be dispersed in faeces of animals that ingest infected 
grain (Bonde et al. 1987; Smilanick et al. 1986). 
2.4.2  Climatic modelling 
Climatic models for T. indica infection severity have been developed based on a 
combination of maximum temperature, relative humidity and on rainfall data. 
Mavi et al. (1992) studied the relationship between the disease ‘intensity’ of 
T. indica and average maximum temperature during mid- to late-anthesis, the 
'evening relative humidity', sunshine duration during early to late-anthesis, and the 
number of rainy days in early anthesis. The average maximum temperature and 
sunshine hours were negatively correlated with disease intensity, and relative 
humidity and the number of rainy days were positively correlated with disease 
development. The regression model developed showed a high correlation with  
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disease development (R
2 = 0.89) (1992). Although, it has been suggested that the 
model developed by Mavi et al. (1992) may be location specific as it was based on 
meteorological and disease data from the Ludhiana district in Punjab (Murray and 
Brennan 1998). Jhorar et al. (1992) further developed the model constructed by 
Mavi et al. (1992) based on the Humid Thermal Index (HTI). The HTI is defined as 
the relative humidity divided by maximum daily temperature to account for the 
correlation of evening relative humidity and maximum temperature. HTI values at 
the extremes, 1 and 5, are not conducive to the development of T. indica , with 
values lower than 2.2 considered too hot or too dry and values higher than 3.3 too 
cold or too wet. Values between 2.2 and 3.3 are considered suitable for disease 
development. This model was further refined using linear, quadratic and 
transcendental equations by Jhorar et al. (1993) to develop a forecasting model. 
Data from HTI models (Jhorar et al. 1992; Jhorar et al. 1993) have been used to 
estimate the potential distribution of T. indica in Australia (Murray and Brennan 
1998; Stansbury and McKirdy 2002), South Africa (Stansbury and Pretorius 2001) 
and the United Kingdom and Europe (Baker et al. 2004; Sansford 1998). Stansbury 
and McKirdy (2002) used long term, average monthly and daily climatic data to 
estimate the suitability of nine locations in WA for the establishment of T. indica. 
Analysis of long term, average climatic data has shown that the HTI for some 
locations where T. indica is known to occur did not fall in the optimal range for 
T. indica. This suggests that the use of long term averages in this model may not be 
suitable (Stansbury and McKirdy 2002). Stansbury and McKirdy (2002) suggested 
that the less than optimal fit of HTI models could be due to; 1) the adaptation of 
T. indica to these environments, 2) that teliospores may have been present for 
some time and unseasonable weather conditions favourable for sporulation of 
T. indica may have occurred, or 3) that the flood or overhead sprinkler irrigation  
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used in these areas altered the within crop temperature and relative humidity to be 
within suitable conditions for development of T. indica. 
Previously Murray and Brennan (1998) had used a modification of the HTI model to 
calculate the HTI for locations across the Australian wheat growing regions. The 
results of Stansbury and McKirdy (2002) were similar to those of Murray and 
Brennan (1998), indicating that suitable locations for T. indica were in the western, 
south-western and south-eastern wheatbelt areas of WA. The analysis by Murray 
and Brennan (1998) also suggests that areas of South Australia, Victoria, Tasmania 
and much of New South Wales would be suitable for development of T. indica. 
Smiley (1997) presents an alternative model using three criteria; 1) measurable 
rainfall of more than 3 mm on each of two or more consecutive days, 2) cumulative 
rainfall of more than 10 mm over two consecutive days, and 3) average daily 
relative humidity of 70% or greater above the crop canopy to develop a model to 
predict the distribution of T. indica. Stansbury and McKirdy (2002) showed that the 
HTI (Jhorar et al. 1992) and rainfall models (Smiley 1997) gave comparable results 
for ranking the suitability of locations in the WA wheatbelt for T. indica development. 
Both models have also been applied to an assessment of wheat growing regions in 
South Africa and were found to give similar results (Stansbury and Pretorius 2001). 
Jones (2007a) argues that these models do not account for germination events that 
may occur before the period around anthesis and therefore make no allowance for a 
reduction in inoculum levels that may occur in the soil. The critical level of inoculum 
required for disease development has not been determined although it has been 
suggested that a relatively high number of teliospores are required to initiate 
disease in a crop. The dormancy period of teliospores demonstrated by 
Smilanick et al. (1985) may delay germination until host plants are at a susceptible 
stage in the next growing season (Carris et al. 2006; Warham 1986).  
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2.5  Diagnosis 
2.5.1  Teliospore morphology 
Teliospores of T. indica are globose to subglobose, brown to opaque black, 22–
61 µm in diameter and have dense, verrucose surface ornamentation with 
projections of 1.5 to 7.0 µm in size (Carris et al. 2006; Mitra 1931; NAPPO 2009; 
Warham 1986) 
Other Tilletia species that have been reported in association with post-harvest grain 
samples include; T. walkeri, T. ehrhartae, T. laevis, T. caries (synonym T. tritici), 
T. bromi, T. fusca, T. trabutii, T. barclayana, T. pulcherrima, T. horrida, T. vankyi, 
and T. contraversa (Carris et al. 2006; Carris et al. 2007; Carris et al. 2008; 
Castlebury and Carris 1999; Castlebury et al. 2005; Pascoe et al. 2005; Vánky and 
Shivas 2008). Of these species T. indica, T. horrida, T. barclayana, T. pulcherrima 
and T. contraversa are exotic to WA (Vánky and Shivas 2008). 
Teliospores of T. horrida, T. barclayana and T. walkeri are similar in appearance to 
those of T. indica. Tilletia walkeri (ryegrass bunt) is commonly identified as a 
contaminant of Australian post-harvest wheat samples and is the most likely species 
to be confused with T. indica in Australian grain (Wright et al. 2008). Tilletia walkeri 
has teliospores of 26–44 µm in diameter, spherical, light to dark brown but never 
opaque black, and has blunt surface protrusions (Castlebury and Carris 1999). 
Teliospores of T. horrida (rice kernel smut) are generally smaller than T. indica (17–
36 µm in diameter) but can be similar in colour and surface ornamentation may 
appear curved (Carris et al. 2006). Teliospores of T. pulcherrima (primary host 
Panicum spp.) are 17–30 µm in diameter, dark reddish brown, globose, and have 
blunt surface ornamentation that is 1–1.8 µm long and encased in a hyaline 
sheath (Carris et al. 2008). Teliospores of T. barclayana (primary host  
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Pennisetum spp.) are also smaller than T. indica, reddish brown to subopaque in 
colour, globose to subglobse and have dense, truncate warts that are 1.5–5 µm 
long (NAPPO 2009). 
2.5.2  Detection and diagnostic methods 
A number of methods have been developed for the detection of T. indica in grain 
and soil. These methods include a size selective sieve-wash method for teliospores, 
and manual and automated visual inspection for bunted seed to detect T. indica in 
grain samples. Polymerase chain reaction (PCR) protocols for identification of 
teliospores have also been developed (Babadoost and Mathre 1998; 
Chesmore et al. 2003; Frederick et al. 2000; Peterson et al. 2000; Tan et al. 2009; 
Tan and Murray 2006). The main methods used for surveillance for T. indica include 
the sieve-wash method published by Peterson et al. (2000) with morphological 
identification of teliospores and PCR confirmation, and visual inspection for bunted 
grain (Dowell et al. 2002; USDA 2007). 
2.5.2.1  Sieve-wash method 
The sieve-wash method described by Peterson et al. (2000) is conducted using 
size-selective sieves to separate particulate matter from the grain samples. Sieve 
sizes of 50 and 15 µm are recommended to maximise the detection of T. indica 
teliospores, being 22–61 µm in size. 
The sieves are placed to form a stack and the washed grain sample and wash 
solution are poured through the larger sieve at the top. The particulate matter 
collected in the smaller sieve is then concentrated by centrifugation and re-
suspended in sterile tap water or Shear’s solution for preservation of the spores. 
The re-suspended sample is then microscopically examined at 100X for tuberculate 
teliospores. If any tuberculate teliospores are detected, they are identified using  
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morphological characteristics or molecular methods. The sieve-wash method has 
been validated by Peterson et al. (2000) using a range of concentrations of spores 
added to 50 g samples of uninfected wheat containing natural levels of debris. The 
mean frequency of detection by microscopic examination was 82 to 
100% (Peterson et al. 2000). 
The sieve-wash method has been adopted by the European Union and Australia as 
the preferred method for testing of grain samples for the presence of T. indica 
teliospores (EPPO 2007; Wright et al. 2003). 
2.5.2.2  Molecular methods 
Peterson et al. (2000) also reviewed the use of a PCR method using species-
specific primers developed by Smith et al. (1996). This assay required germination 
of teliospores collected by the sieve-wash method, which was the major limiting step 
in the process. Cultures were often contaminated with other fungi and the 
teliospores of T. indica often failed to germinate, which resulted in limited material 
for DNA extraction. The mean frequency of detection for this method ranged from 
45 to 100% depending on the number of teliospores in the grain sample 
(Peterson et al. 2000). This PCR protocol was less sensitive than the sieve-wash 
method, especially at low levels of spores, 1 or 2, per 50 g grain 
sample (Peterson et al. 2000). 
The PCR protocol published by Smith et al. (1996) was based on mitochondrial 
DNA and differentiated T. indica from T. horrida (syn. T. barclayana). However, the 
PCR also amplified DNA from the ryegrass bunt T. walkeri (Castlebury and 
Carris 1999). This is not surprising given the close phylogenetic relationship 
between T. indica and T. walkeri (Castlebury et al. 2005). New primers for 
conventional PCR and TaqMan PCR assays, based on polymorphisms in the  
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mitochondrial DNA, have been developed to differentiate T. indica and 
T. walkeri (Frederick et al. 2000). 
In recent years, significant advances in molecular techniques and specifically those 
for the detection of T. indica have been made. A number of new PCR methods for 
differentiating T. indica from other Tilletia species have been published. Most of 
these methods make use of polymorphisms within the internal transcribed regions of 
the rDNA to differentiate Tilletia species (Castlebury et al. 2005; Josefsen and 
Christiansen 2002; Levy et al. 2001; Pimentel et al. 1998; Tan and Murray 2006). 
More recently a multiplex, real-time PCR assay has been reported for the detection 
of T. indica and other grass bunts in wheat (Tan et al. 2009). The assay is based on 
the ITS1 region and uses specific probes to differentiate T. indica from the closely 
related T. walkeri. A method for amplifying DNA from a single Tilletia spore, using 
small pieces of glass cover slip to crush the spore releasing DNA before 
amplification with Tilletia specific primers is also described (Tan et al. 2009). 
Tan et al. (2009) evaluated the diagnostic sensitivity and specificity of the enhanced 
real time PCR protocol using a replicated trial of three spiked and three un-spiked 
samples. Four of the six (66.67%) spiked samples gave positive results and 
all (100%) of the un-spiked samples gave negative results. The enhanced PCR 
protocol has been incorporated in the revised draft Australian National Diagnostic 
Protocol for the identification of individual teliospores but not for direct testing of 
grain samples (Wright 2010).  
2.5.2.3  Automated visual inspection methods 
Two methods using optical based sorting of grain and image analysis of teliospores 
have been described. Chesmore et al. (2003) investigated the potential of image 
analysis to differentiate T. indica from T. walkeri and T. horrida using customised  
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software to measure morphological characteristics of bleached teliospores. This 
method was able to differentiate T. indica and T. walkeri. However, further analysis 
of a larger number of teliospores and other Tilletia species would be required to 
refine the program before this method could be implemented as a routine screening 
test (Chesmore et al. 2003). 
A method for rapidly sorting bunted grains from large samples was described by 
Dowell et al. (2002). The method utilised a commercial sorter of the type used to 
remove discoloured peanuts from lots, using optical differences to detect bunted 
grain. It was found that all bunted grains were removed at a reject rate (percent 
grains removed from sample) of 8% or higher. Optical sorting is faster than manual 
inspection of grain samples, a larger sample can be processed and it is also likely to 
reduce error due to inspector fatigue because the sample inspected manually is 
smaller (Dowell et al. 2002). However, the method only detects bunted grains and 
will not detect contaminating teliospores that would be expected at a low level of 
infection. National Surveys for T. indica in the USA were performed in 2002 using 
the automated sorting method and it remains the primary method used for sample 
screening (Rush et al. 2005; USDA 2009). 
2.5.2.4  Immunochemical methods 
A number of immunological methods have been investigated for the identification of 
T. indica (Gupta et al. 2009; Kumar et al. 2008). Immunological assays are 
generally recognised as having high analytical sensitivity and specificity. However, 
in practice cross-reactivity has limited the application of these techniques in the 
identification of T. indica infected seed lots (Gupta et al. 2009). Gupta et al. (2009) 
found that the anti-teliospore antibodies produced cross-reacted with T. foetida, 
Puccinia recondita (wheat leaf rust) and Puccinia striiformis (wheat stripe rust). They 
proposed that this cross-reactivity was due to shared peptidal/oligosaccharide  
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epitopes overlapping the spore wall’s glycoprotein. The reported analytical 
sensitivity of this test was five teliospores (Gupta et al. 2009). 
2.5.2.5  Soil extraction methods 
Babadoost and Mathre (1998) developed a method for extraction of Tilletia 
teliospores from soil using a combination of sucrose-centrifugation (density-
dependent separation) and size-selective sieving to separate teliospores from soil 
particles. This method has been used in a number of studies to investigate the 
dispersion of T. indica teliospores in tilled soil (Babadoost et al. 2004; 
Bonde et al. 2004a; Bonde et al. 2004b). The average reported recovery rates of 
teliospores were 70.3%, 49.8%, and 67.5% of teliospores added to soil samples for 
T. indica, T. contraversa, and T. barclayana, respectively (Babadoost and 
Mathre 1998). 
2.5.3  International diagnostic protocols 
A number of national and international protocols have been developed for the 
detection and identification of T. indica teliospores and infected grain for use in 
phytosanitary activities. 
2.5.3.1  International Plant Protection Convention 
There is currently no internationally recognised test for T. indica in seed and grain 
samples (Munkvold 2009). However, T. indica has been identified as one of the 
priority pathogens by the IPPC for development of an internationally recognised 
diagnostic protocol (Clover et al. 2010). A proposed international diagnostic protocol 
for T. indica is currently being evaluated (pers. comm. D. Wright, 2010).  
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2.5.3.2  Australia – National Diagnostic Protocol 
As a national initiative, Plant Health Australia has contracted the development of 
National Diagnostic Protocols for a range of high priority pests (HPPs) including 
T. indica. The current National Diagnostic Protocol for T. indica (Wright et al. 2003) 
is based on the sieve-wash method described by Peterson et al. (2000), with 
confirmation by PCR (Inman et al. 2003). If 10 or more teliospores are detected, the 
presence of T. indica in the sample may be confirmed by morphological 
identification but additional PCR confirmation would still be used. The method was 
used in 2004 as part of a national surveillance activity to provide evidence of area 
freedom from T. indica after the alleged discovery teliospores in an Australian 
shipment of wheat grain by an importing country (Pascoe et al. 2005). Figure 2.1 
describes the National Diagnostic Protocol for T. indica. A revised version of the 
National Diagnostic Protocol for T. indica has recently been drafted 
(Wright et al. 2010) and incorporates the PCR test developed by Tan et al. (2009). 
2.5.3.3  European and Mediterranean Plant Protection Organisation 
The European and Mediterranean Plant Protection Organisation (EPPO) diagnostic 
protocol for T. indica (EPPO 2007) details the methods for detection and 
identification for European Union members. The protocol recommends current 
International Seed Testing Association (ISTA) rules for sampling seed lots and that 
larger grain lots should be sampled in an appropriate way to produce a 
representative sample of 1–2 kg (EPPO 2007; ISTA 2008).  
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.  
Figure 2.1. Flow diagram of protocols for the analysis of suspect grain 
sample; reproduced with permission from Wright et al. (2003)  
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The recommended method for detection of T. indica for phytosanitary purposes is 
the sieve-wash method (Peterson et al. 2000). Direct visual examination of samples 
for bunted grains or contaminating teliospores is not considered appropriate for 
phytosanitary purposes (EPPO 2007; European Food Safety Authority 2010). 
Identification of teliospores is achieved by morphological characterisation where 10 
or more spores are present and by molecular methods where less than 10 spores 
are detected. Three molecular protocols are provided; 1) restriction enzyme analysis 
of the ITS1 region (Pimentel et al. 1998), 2) conventional PCR assay using the 
species specific primers, or 3) the TaqMan assay developed by 
Frederick et al. (2000). All three molecular methods require germination of the 
teliospores before the PCR assay is performed on the cultures produced (EPPO 
2007). 
2.5.3.4  North American Plant Protection Organization 
The North American Plant Protection Organization (NAPPO) is a RPPO whose 
members include the USA, Mexico and Canada. The group has published two 
Standards for Phytosanitary Measures relating to the surveillance and diagnostics 
for T. indica: 
1)  RSPM No. 13 - Guidelines to Establish, Maintain and Verify T. indica Pest 
Free Areas in North America provides guidelines on demonstrating PFAs for 
T. indica. Although the testing and surveillance methods used for each 
country to demonstrate freedom varies, a number of recommended methods 
are listed in the document (NAPPO 2001), and 
2)  RSPM No. 21 - A Harmonized Procedure for Morphologically Distinguishing 
Teliospores of T. indica from Ryegrass Bunt, Rice Smut and Similar Smuts, 
which describes procedures for distinguishing teliospores of T. indica and  
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related species based on morphological characteristics of the 
teliospores (NAPPO 2009). 
In the NAPPO standards the recommended sampling intensity varies depending on 
the history of the area for which freedom is being demonstrated. For an area that 
has not previously been infected with T. indica and is geographically separate from 
infected areas a minimum of one sample per two million bushels (54 000 tonnes) 
per year is recommended (NAPPO 2001). Where T. indica has previously been 
detected one annual sample per field for a period of five years is recommended. For 
areas adjacent to an area where T. indica has been detected, one sample per five 
fields per year is recommended. Maintenance of freedom in these areas is at a 
reduced rate of sampling, with one sample per five fields per year for areas where 
T. indica has previously been detected and one sample per ten fields per year in 
adjacent areas (NAPPO 2001). 
Fifty gram samples from composite samples of 2.3 kg (5 lbs) are taken for testing 
using the sieve-wash method. For visual examination for bunted kernels a 
1.8 kg (4 lb) sample from 456.3 kg (1 000 lbs) or more of harvested grain is taken. 
Preferred testing methods vary across the member countries, with the United States 
using visual inspection for bunted kernels as the preferred method for surveillance, 
and the sieve-wash method for teliospores being used by Canada and Mexico. 
Efficacy and equivalence data is not provided on these tests but the NAPPO 
member countries consider them adequate for their intended purposes 
(NAPPO 2001). 
United States national surveillance protocol 
The current United States Department of Agriculture (USDA) protocol used for 
national surveillance activities involves inspection of 1.8 kg (4 lb) grain sample per 
one million bushels of host crop (approx. 27 000 tonnes) where T. indica has not  
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previously been detected (USDA 2009). This is double the sampling rate 
recommended in the NAPPO protocol (NAPPO 2001). These samples are then 
inspected visually, either by a high-speed optical sorter or manually by an inspector. 
Any suspect bunted grains found are then examined under a microscope for the 
presence of teliospores, and a morphological identification is made if they are 
present. Inspection of samples may also included testing using the sieve-wash 
method to detect the presence of teliospores (Peterson et al. 2000; USDA 2007; 
USDA 2009). 
2.6  Control 
Few effective fungicide controls have been reported for this pathogen. A recent 
European project showed that the fungicide azoxystrobin acted as a protectant and 
an eradicant when applied at different growth stages. This fungicide compared 
favourably with propiconazole, which is effective at reducing (but not eradicating) 
T. indica when used as a foliar spray (Sansford et al. 2006a). Application of seed 
treatment is not as effective as for other bunt species as development of the 
disease occurs later in the season (Sansford et al. 2006a). The main forms of 
control suggested where the disease is established are the use of resistant cultivars 
and good hygiene through planting uninfected seed (Dhaliwal and Singh 1998; 
Murray and Brennan 1998; Smilanick et al. 1988; Warham 1986). 
2.7  Impact 
2.7.1  Yield loss  
Tilletia indica causes a reduction in the size and weight of infected grain through 
replacement of grain mass with sori. However, its economic impact in terms of yield 
loss has not been seen to be severe in the USA. Rush et al. (2005) reported that  
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infected fields in the USA sampled from 1997 to 2004 had an incidence of less than 
0.02% infected grains, and that the highest levels were only in the range of 0.5 to 
1.0%. Where T. indica occurs it has historically caused minor yield losses with 
higher losses occurring where susceptible cultivars, high inoculum density and 
favourable weather conditions occur together (Brennan et al. 1992; 
Carris et al. 2006; Murray and Brennan 1998). Grain containing 3% or more bunted 
grains is not considered suitable for human consumption due to the fetid odour, and 
discoloration of flour caused by teliospores. Greater than 5% of T. indica infected 
grain is unacceptable for use in making bread, cookies and 
chapattis (Singh et al. 1998; Warham 1986). 
2.7.2  Trade implications 
In Mexico and the USA the major impact resulting from the detection of T. indica 
has been trade restrictions (Brennan et al. 1992; Rush et al. 2005). Attempts have 
been made to delist T. indica as a quarantine pathogen due to its low economic 
impact in terms of yield loss (Babadoost 2000; Jones 2007b). However, many 
countries still require declarations of area freedom from T. indica (Karnal bunt) 
before they will accept grain exports (AQIS 2009b). The impact of losing markets 
whilst other trading partners have restrictions in place would cause a significant 
economical consequence if the pathogen became established in Australia (Murray 
and Brennan 1998). 
2.8  Potential Introduction Pathways 
Stansbury et al. (2002) conducted an analysis to determine the risk of T. indica 
entering, establishing and spreading in the WA wheatbelt. The analysis suggested 
that the most likely pathway for introduction of T. indica was in bulk grain, with 
approximately one entry per 50 years predicted (based on importation of 672 kg  
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grain from affected regions). The total probability of introduction (entry and 
establishment) for all pathways for the WA wheatbelt was estimated to be 0.015 (± 
0.018) events per year, which is equivalent to one introduction every 67 years 
(Stansbury et al. 2002). Other potential pathways identified include introduction of 
the pathogen as a contaminant in herbs or other seed for sowing or seed imported 
for plant breeding programs, in fertilizer transported in contaminated containers, on 
new or second-hand agricultural machinery contaminated with wheat, ore as 
contaminated straw or packing materials, on personal effects of travellers who have 
had contact with infected crops (Murray and Brennan 1998; Stansbury et al. 2002). 
2.8.1  Current regulations 
Australia currently restricts the importation of potential hosts of T. indica into the 
country to minimise the risk of introduction of the disease (AQIS 2009a). The 
Australian Quarantine and Inspection Service (AQIS) only allows introduction of 
cereal species as seed with restrictions. These restrictions include that the seed be 
free of live insects, soil, disease symptoms, other prohibited seeds, and plant and 
animal material. Seed for sowing must be grown out in an approved post-entry 
facility under a compliance agreement with AQIS and inspected for disease 
symptoms at multiple growth stages (AQIS 2009a). 
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CHAPTER 3: SAMPLING OF POST-HARVEST GRAIN 
3.1  Grain Sampling 
Grain samples are taken for many reasons including to test for purity, germination 
and other quality traits, and to detect the presence of weed seed, insects, foreign 
objects, seed-borne pathogens and mycotoxins. Many of these tests are required to 
certify that the grain meets specific standards for export requirements and for seed 
certification programs (Armitage 2003; Morrison 1999; Pheloung and 
MacBeth 2000). These programs often require that a small test sample, 50–100 g, 
be representative of a larger lot of seed, often in the order of 10 000s of kilograms of 
seed. The sampling protocol followed can have a major influence on the 
representativeness of the final test sample. Therefore, protocols need to be able to 
provide confidence that pockets of infection or contamination in the larger bulk will 
be detected, especially for phytosanitary purposes (Thomas et al. 2005). 
3.2  Definition of a Lot 
Grain samples are generally collected from larger bulks of grain referred to as lots. 
A ‘lot’ is defined by the IPPC as being ‘A number of units of a single commodity, 
identifiable by its homogeneity of composition, origin etc., forming part of a 
consignment’ (FAO 2009, pg 75). Under the ISTA guidelines a seed lot is defined 
as ‘…a specified quantity of seed that is physically and uniquely 
identifiable’ (ISTA 2008, pg 2-1). In practice a bulk grain lot could fit both of these 
definitions, bounded only by the maximum lot sizes as set in the ISTA 
guidelines (ISTA 2008). In this chapter the term ‘lot’ has been used to represent the 
volume of grain from which the test sample was collected, i.e. the General Siding 
sample (GS sample, representing the bulked grain), the seed lot or the delivery  
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parcel. This is consistent with both the IPPC and ISTA definitions of a lot (FAO 
2009; ISTA 2008). 
Plant pathogens often occur in clusters of plants in a field and in the form of 
pathogen propagules (spores or bacteria) within a seed, having a heterogeneous 
distribution. Therefore, the general assumption of the infected and contaminated 
seeds being uniformly distributed or homogenous throughout the lot may be 
invalid (Binns et al. 2000; Hughes et al. 1996; Venette et al. 2002). Thus, sampling 
protocols used for testing quality traits such as purity, germination and other seed 
counts may not provide a reliable measure of the presence and distribution of the 
pathogen in the lot. 
The distribution of Tilletia teliospores in grain lots is important because sampling 
needs to be conducted in a manner that maximises the probability of detection. The 
aim of surveillance for early detection and demonstration of freedom is to detect 
teliospores at a very low level. Therefore, understanding the underlying distribution 
of teliospores in the lot will provide information to improve the efficiency of sampling 
and surveillance systems. 
Few investigations of the distributions of plant pathogens in seed lots have been 
published (Thomas et al. 2005; Thomas et al. 2001; Whitaker et al. 2001). Although, 
the distribution of other similar traits and contaminants (including weed seed, 
genetically modified (GM) seed and toxins) in seed lots have been more thoroughly 
investigated (Bányai and Barabás 2002; Champeil et al. 2004; Emslie et al. 2007; 
Paoletti et al. 2003; Whitaker 2003; Whitaker et al. 2006). 
3.2.1  Weed seed/Purity issues 
Testing of seed lots for weed seed, purity and other quality traits is conducted 
following the ISTA guidelines (ISTA 2008). Seed lots are generally sampled after  
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seed cleaning has occurred and mixing of multiple sources of seed may have 
occurred (Leggatt 1939; Morrison 1999). ISTA sampling protocols for purity and 
germination tests are based on the binomial distribution. For other seed count 
tests (weed seed) sampling is based on the Poisson distribution, using the 
assumptions that the probability of the trait of interest (p) is close to zero and a large 
sample is being examined. Both these sampling protocols are based on the 
assumption that the seed lot is homogeneous; i.e. that the trait of interest is not 
clustered within the lot. Prescribed sample sizes are used for ISTA seed tests and 
results are assessed against thresholds based on computation from the 
corresponding distributions (Bányai and Barabás 2002). 
3.2.2  Genetically modified seed 
With the introduction of GM seed it has become increasingly important to accurately 
determine the level of GM material in a seed lot, primarily to identify contamination 
of non-GM lots. Sampling studies of the distribution of GM material in seed and 
grain lots have highlighted the need to consider the potential heterogeneity of GM 
material in the lot (Emslie et al. 2007; Paoletti et al. 2003). Studies have shown that 
the distribution of GM plants in the field can be heterogeneous. This heterogeneity 
was reduced through the harvesting process but Allnutt et al. (2008) found that the 
correlation between levels of heterogeneity in the field and in harvest samples was 
still high (R
2=0.9232). 
Many GM sampling schemes are based on the binomial distribution, which assumes 
that the trait of interest is homogeneously distributed throughout the lot. The 
efficiency of a sampling scheme based on the binomial distribution may be reduced 
if heterogeneity exists (Paoletti et al. 2003). Paoletti et al. (2003) also demonstrated 
that an increase in the number of primary samples collected increased the efficiency 
of the sampling scheme.  
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3.2.3  Mycotoxins 
Sampling for mycotoxins is an important aspect of food safety. A number of studies 
assessing the variation of mycotoxin measurement under different sampling plans 
have been published in recent years. Mycotoxin contamination is highly 
heterogeneous and most of the error associated with testing is attributable to the 
method used for obtaining the initial sample (Champeil et al. 2004; Whitaker 2003; 
Whitaker et al. 2006). Studies of mycotoxin levels in peanuts, maize and wheat 
have shown that the distribution of mycotoxin contamination in a bulk lot is best 
represented by a negative binomial, lognormal or a compound gamma distribution. 
These distributions reflect the process of mycotoxin contamination in grains and 
nuts with a few grains/nuts having very high mycotoxin content whilst the rest have 
a nil or very low mycotoxin content (Ozay et al. 2007; Whitaker 2007; 
Whitaker et al. 2007). 
Whitaker et al. (2000) found that sampling for deoxynivalenol (DON) concentrations 
in wheat produced skewed distributions of DON levels in sub-samples from a bulk 
lot. However, it was noted that there was less variability compared to mycotoxin 
levels in peanuts and maize. They noted that this difference was most likely due to 
the higher number of wheat grains per gram (Whitaker et al. 2000). 
3.2.4  Pathogens 
Sampling of lots for pathogens generally utilises sampling plans designed for other 
traits such as germination and purity (Morrison 1999). These are based on the 
assumption that infected seeds are homogenously distributed throughout the lot and 
therefore conform to a binomial or Poisson distribution (Geng et al. 1983; 
Hughes et al. 1996; Morrison 1999; Russell 1988; Singh 1981).  
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It is generally accepted that where the proportion of infected seed is low, in the 
order of 1% or less, a Poisson distribution provides a good fit. Thus, when testing 
samples using a direct seed assay that determines the number of infected seed in 
the sample this distribution can be used to determine the appropriate number of 
seeds to be tested to achieve the desired level of confidence of 
detection (Geng et al. 1983; Morrison 1999). Singh (1981) showed that the level of 
variation in the number of T. indica infected seed detected in bags of wheat 
sampled using the ISTA guidelines was low, suggesting that this method is effective 
for detection of T. indica infected grains. 
Not all pathogens are dispersed as infected seed. Many smuts and bunts are 
dispersed as spores that may be associated with infected seed or as surface 
contaminants. Other pathogens can be distributed through seed lots on infected 
debris. Geng et al. (1983) suggest the use of the exponential distribution to 
determine, for a given design prevalence, the probability that the seed sample of 
size n will include one or more infected or contaminated seeds when indirect assays 
are used. Indirect assays measure the presence of pathogen propagules that may 
or may not be associated with an ‘infected’ seed. Geng et al. (1983) then use this as 
the basis for calculating the number of seeds that should be tested to determine if 
the level of infection within the seed lot is below the acceptable level given a zero 
result is obtained. This method is also based on a binomial process. However, it has 
been highlighted that if aggregation of pathogens occurs in a sample this may not 
be appropriate, and for count data the negative binomial may provide a better 
fit (Binns et al. 2000; Hughes et al. 1996; Venette et al. 2002). 
The negative binomial distribution can be used when a Poisson process occurs but 
has a greater spread than suggested by the Poisson distribution with the same 
mean, suggesting that the Poisson rate is not constant but random (Vose 2008).  
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Negative binomial distributions have been used to describe the distribution of pests, 
especially where spatial clustering occurs (Binns et al. 2000; Hughes et al. 1996). 
Russell (1988) also suggested that binomial properties may not be appropriate for 
the measurement of pathogen propagules where they are aggregated in the bulk 
sample, e.g. T. caries. They showed that it would be more appropriate to test 
multiple samples and determine the mean and standard deviation to define the 
distribution of the pathogen in the seed lot (1988). Fitting a probability distribution to 
the collected data has also been applied to the distribution of GM seed and 
mycotoxins in seed lots (Allnutt et al. 2001; Ozay et al. 2007; Whitaker 2007; 
Whitaker et al. 2007).  
3.2.4.1  Infection process and effect on distribution of teliospores in 
grain lots 
If the distribution of Tilletia spp. teliospores in the grain bulk is considered as a 
result of the infection process it can be described as a combination of two 
processes, infected seed and contamination of otherwise uninfected seed with 
pathogen propagules. For example with most bunt species, the fungus replaces 
portions of the grain with masses of teliospores (sori) resulting in infected grains. 
These sori may be disrupted and teliospores are spread throughout the lot during 
harvest, transport, cleaning, and sampling (Bonde et al. 1997; Sansford 1998) 
The distribution of pathogen propagules in the lot could potentially impact on the 
probability that the sampling protocol will detect the pathogen of interest. The unit of 
interest detected by the test i.e. infected seed or pathogen propagules will 
determine which probability distribution is the most appropriate basis for sampling 
protocols. For tests that detect infected seed the Poisson distribution is most likely 
appropriate (Bányai and Barabás 2002; Geng et al. 1983; Morrison 1999;  
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Russell 1988). When the unit detected by the test is the pathogen propagules 
another distribution may be more appropriate. Thus, the resulting distribution of 
teliospores in the bulk is possibly a mixture of two distributions. 
Thomas et al. (2005) investigated the distribution of T. caries teliospores in seed 
lots in the United Kingdom. Primary samples were collected from seed lots of 10–
500 tonnes in size using either a multi-chambered ‘walking stick’ sampler or a 
longer single chambered stick sampler randomly across the surface of the grain lot. 
Primary samples and composite samples were tested for the presence of T. caries 
using a seed wash method. This study found that if infection is either very low (less 
than one spore/seed) or very high (more than 10 spores/seed), the level of 
teliospores in the composite sample reflected the levels in the primary samples. At 
infection levels near the cited treatment tolerance (one spore per seed), the levels of 
teliospores in the primary samples varied considerably. For example, for composite 
samples that had infection levels just below the treatment threshold, one or more of 
the primary samples were above the threshold (Thomas et al. 2005). These results 
suggest that at very high or very low infection levels the distribution of teliospores in 
the bulked grain may be relatively homogeneous but for infection levels around the 
threshold level it may not be uniform (Thomas et al. 2005). 
In one seed lot, Thomas et al. (2005) also detected a significant level of infection in 
one area of the lot that was not reflected in the other primary samples, suggesting 
that the pooling of this sample with other uninfected seed would dilute the level of 
infection detected by the test. Thomas et al. (2005) recommended that 40 primary 
samples are collected from a lot of 30 tonnes to ensure that clusters of damaging 
levels of bunt are effectively detected. 
Whitaker et al. (2001) assessed the variability associated with the USDA sampling 
plan used to inspect export wheat shipments for T. contraversa spores. The  
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composite samples were collected from naturally infected grain lots according to the 
official sampling procedure and then divided to obtain a 50 g test sample. Sixteen 
samples were tested from each composite sample using a method similar to the 
sieve-wash method for the detection of T. indica in grain samples (Mathre and 
Johnston 1976; Peterson et al. 2000; Whitaker et al. 2001). They assumed that the 
infected kernels of wheat were uniformly dispersed throughout the shipments due to 
the mixing that would have occurred in previous processing and handling 
operations (Whitaker et al. 2001). They found that the number of spores per test 
sample varied and state that ’t[T]he distribution was probably skewed with a high 
probability of low spore counts per kernel along with a small probability of extremely 
high spore counts per wheat kernel’ (Whitaker et al. 2001, pg 758). This suggests 
that a skewed distribution of the number of teliospores in a test sample is likely to be 
more appropriate than a distribution that represents a uniform distribution of 
teliospores. Whitaker et al. (2001) used naturally infected grain shipments. Test 
samples may have contained portions of infected seed with intact or partially intact 
sori as well as uninfected seeds with contaminating teliospores. This would have 
resulted in some primary samples having higher concentrations of teliospores where 
they contained infected grains. 
Peterson et al. (2000) studied the number of spores per 50 g test sample from an 
experimentally contaminated seed lot at a number of dilutions. This study was 
conducted by mixing one, half infected grain into one kilogram of uninfected grain 
and then performing serial dilutions with more uninfected grain to represent different 
levels of infection. The level of variation in the number of spores detected was lower 
than in the study conducted by Whitaker et al. (2001). The manual mixing of the 
grain in the experiment of Peterson et al. (2000) may have resulted in more 
uniformly distributed teliospores in the test samples, resulting in the lower level of 
variation noted.  
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The variation of the number of spores in the test sample at each dilution in the study 
by Peterson et al. (2000) and shipments sampled by Whitaker et al. (2001) were 
larger than the means. This suggests that a skewed distribution such as a negative 
binomial may be more appropriate than the Poisson distribution used to model 
infected seeds (Vose 2008). Negative binomial distributions have been used to 
represent other rare seed-borne contaminants such as GM organisms and toxins. 
Negative binomial distributions are also used to describe the distribution of pests, 
especially where spatial clustering occurs (Binns et al. 2000; Hughes et al. 1996). 
3.3  Sampling Protocols in Western Australia 
A number of different protocols are used for sampling grain in WA depending on the 
intended purpose of the sample (pers. comm. Fitzpatrick 2007; ISTA 2008). Grain is 
sampled when it is delivered to handling and storage facilities from individual 
delivery parcels to determine the grade (quality) of grain being delivered. Composite 
samples of the sampled delivery parcels are used to determine the protein and 
moisture content of the delivery parcels for marketing purposes (pers. comm. 
Fitzpatrick 2007). Samples are also collected from seed lots for laboratory tests 
such as germination, weed seed check and phytosanitary certification (ISTA 2008). 
Each of these sampling and sub-sampling processes differs and can influence the 
probability of the resulting test sample containing the pest of interest. 
3.3.1  Grain handling and storage companies 
In WA, the main storage and handling operator is Co-operative Bulk Handling 
Ltd (CBH). Grain is delivered to a number of receival sites located throughout the 
WA wheatbelt, primarily by truck. Grain trucks can be a single truck, or a truck with 
one or more trailers. Each consignment of grain from a grower is a single delivery 
parcel, which is classified by the type and grade of the grain, as determined at  
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delivery. The amount of grain delivered in individual trucks or trailers (referred to as 
trailers here after) can vary from eight to 40 tonnes resulting in a range of delivery 
parcel sizes up to 75 tonnes for combinations of multiple trailers. The average size 
of delivery parcels was 26 tonnes prior to 2000 and 32 tonnes since 2000 (pers. 
comm. Fitzpatrick 2007; Wright et al. 2006). 
3.3.1.1  Sampling of delivery parcels 
Delivery parcels are sampled to detect the presence of abnormal seed and other 
contaminants such as stones, pests and weed seed. The number of primary 
samples collected from each trailer is dependent on the amount of grain in the 
trailer. Sampling rates for delivery parcels are summarised in Table 3.1. Each 
primary sample consists of a single spear sample that is approximately one litre or 
750 g of wheat (based on a hectolitre, 100 L) of wheat having a mass of 
approximately 75 kg (DAFWA 2007). These primary samples are then combined to 
form a composite trailer sample. 
Where a delivery parcel is comprised of more than one trailer, a sub-sample 
proportional to the size of the trailer is taken from each trailer’s composite sample to 
form a delivery parcel sample. Measures vary in size but sampling is conducted 
using the same size measure for each 10 tonne of grain (pers. comm. 
Fitzpatrick 2007; Wright et al. 2006). Laboratory and test samples are obtained by 
dividing the composite sample (one truck or trailer) or delivery parcel 
sample (multiple trailers) in half until the required sample size is obtained (pers. 
comm. Fitzpatrick 2007; ISTA 2008; Wright et al. 2006). The sampling processes for 
delivery parcels consisting of one and many trailers are illustrated in Figure 3.1 and 
Figure 3.2 respectively. 
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Table 3.1. Comparison of sampling guidelines for grain deliveries to 
Cooperative Bulk Handling Ltd and seed samples submitted to AGWEST Plant 
Laboratories for seed testing (adapted from pers. comm. Fitzpatrick 2007; 
ISTA 2008; Wright et al. 2006) 
  WA Registered 
Seed Scheme 
Seed Laboratory 
Guidelines 
Cooperative Bulk 
Handling 
Max lot size (tonnes)  25  30  40 
 
Sampling Intensity (# primary samples) 
a) Bulk lots or delivery parcels 
>=50kg  (minimum of 3)     
51–500kg  1/100kg (min 3)  min 5   
501–3000kg  1/300kg (min 5)  1/300kg (min 5)   
3001–10000kg  1/500kg (min 10)  1/500kg (min 10)  4 spears 
10001–20000kg  1/500kg (min 10)  1/500kg (min 10)  5 spears 
20001–30000kg    1/700kg (min 40)  6 spears 
30001–40000kg      7 spears 
       
b) Bags       
>=4 bags  1/bag (min 5)  3/bag   
5–8 bags  1/3 bags (min 5)  2/bag   
9–15 bags  1/3 bags (min 5)  1/bag   
16–30 bags  1/3 bags (min 5)  15 total   
31–59 bags  1/5 bags (min 10)  20 total   
>=60 bags  1/5 bags (min 10)  30 total   
       
Minimum submitted 
sample (g) 
3000  500  1000  
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Figure 3.1. Generalised sampling process for grain from a delivery parcel 
consisting of a single truck or trailer; adapted from Morrison (1999) 
 
Figure 3.2. Generalised sampling process for grain from a delivery parcel 
consisting of a combination of a truck and one or more trailers; adapted from 
Morrison (1999)  
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3.3.1.2  General siding samples 
Each delivery parcel is added to the bulk storage on site. Each type and grade of 
grain is stored separately in large storage areas known as cells, bins and 
bulkheads. Receival cells and bins vary in size but are commonly 500 tonne cells, 
2 000 tonne cells, or cells that can hold up to 10 000 tonnes. Grain may also be 
stored in larger sheds or bulkheads of up to 100 000 tonnes (pers. comm. 
Fitzpatrick 2007; Wright et al. 2006). 
General siding samples (GS samples) are bulked samples consisting of a portion of 
the grain sampled from each of the delivery parcels grouped by the type, grade of 
grain and the storage location of grain delivered at each receival site. Sub-samples 
from the delivery parcel samples are taken at a rate designed to produce a 
representative composite sample of the bulk grain. These samples are collected for 
further laboratory testing for purity, moisture and protein analysis, and portions of 
these samples may be used for other tests. Test samples are generally obtained 
from the submitted portion of the GS sample by mixing the submitted sample 
thoroughly and dividing repeatedly until the volume required for testing is 
obtained (pers. comm. Fitzpatrick 2007; Wright et al. 2006). 
3.3.2  Seed laboratory samples 
The AGWEST Seed Laboratory (Seed Lab) in WA conducts routine seed testing of 
cereal grain. The Seed Lab conducts a number of tests on cereal seeds according 
to the ISTA guidelines, including germination and purity analysis for growers and 
sellers of seed. Test results are used to demonstrate seed quality and to support 
phytosanitary certification for exports (ISTA 2008).  
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3.3.2.1  Sampling of seed lots 
Samples are taken from seed lots by the grower or seed cleaner and submitted to 
the Seed Lab for testing. The sampling guidelines used are consistent with the ISTA 
sampling guidelines and are designed to ensure a homogeneous sample 
representative of the seed lot for germination and purity analysis (Kruse 2004; 
Leggatt 1939). This involves taking multiple primary samples from the seed lot, 
which can consist of a bulked volume of seed or bags of seed (ISTA 2008). The 
number of primary samples and volume of submitted sample for the certified and 
registered seed schemes varies from the sampling for seed testing and both are 
outlined in Table 3.1. 
The primary samples are then combined and mixed thoroughly to form a composite 
sample which is then divided until the appropriately sized laboratory sample is 
obtained. The laboratory sample is then submitted to the Seed Lab for testing. A 
minimum of one kg of seed is requested if multiple tests are being conducted, and 
for testing of seed in certified or registered seed schemes (ISTA 2008). 
3.3.2.2  Laboratory sub-sampling 
Once the Seed Lab receives grain samples sub-samples may be taken depending 
on the test sample size required for the tests requested. Submitted samples are 
mixed and divided by a mechanical divider or using the spoon method (manual 
division) depending on the tests required. The spoon method is generally only used 
where small samples are submitted. Sub-sampling through the mechanical divider is 
conducted by passing the seed through the device three times to thoroughly mix the 
sample before dividing the sample in half and then halving the divided sample 
again, and so on, until the required volume of seed is obtained (ISTA 2008). For 
each test sample required the remaining sample is recombined and then split as  
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above until the required volume is obtained. This ensures that each sample is as 
representative as possible (ISTA 2008; Kruse 2004; Leggatt 1939). 
Further research is required of the distribution of pathogens in grain bulks and the 
ability of current sampling protocols to detect these pathogens. This is not only 
important from a phytosanitary perspective for demonstrating freedom but also in 
terms of management of established seed-borne diseases. Chapter 6 examines the 
appropriateness of the sampling protocols used in WA for detection of T. indica and 
discusses the impact of varying assumptions about the underlying distribution of 
teliospores in grain bulks on the ability of the sampling protocols to detect T. indica.  
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CHAPTER 4: VALIDATION OF DIAGNOSTIC TESTS 
Diagnostic tests are widely applied in plant biosecurity and may be thought of as 
including any ‘test’ that is applied to a commodity that helps to define the disease 
status of that commodity (FAO 2009, ISPMs No. 5 and No. 27). Validated diagnostic 
tests are important tools in decision-making. Tests are used as part of risk mitigation 
procedures to protect the importing country or area from exposure to new diseases 
by testing imports to certify them as free of plant pests (FAO 2009, ISPMs No.11 
and No.22). Tests are also used in phytosanitary certification of products being 
exported and are routinely used in surveillance activities conducted for early 
detection and demonstration of pest freedom (FAO 2009, ISMP No.6). 
Validation of diagnostic tests is an important component of developing nationally 
and internationally recognised diagnostic protocols. Diagnostic tests are commonly 
used in the routine detection of a unit or analyte of interest such as pathogens, 
antibodies to pathogens, toxic materials and specific genetic traits (Christensen 
2003; FAO 2009, ISPM No. 27). Validation of diagnostic tests includes 
standardisation of protocols and components of the test, optimisation of the assay 
and demonstration of the assay’s performance characteristics. This determines the 
‘fitness’ of a test (consistency and accuracy) for the particular use to which it is 
being applied (FAO 2009, ISPM 27; Greiner and Gardner 2000a; OCCPO 2007; 
OIE 2004). 
There are many factors that can influence the performance of a test including 
instrumentation, technician error, choice of reagents, the pH of buffers and diluents, 
variation in the temperature and duration of incubation, and error introduced by 
detection of closely related analytes, such as species closely related to the 
pathogen of interest (Greiner and Gardner 2000a; OIE 2004). Validation of the test 
protocols and components ensures that the test is performing consistently each time  
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it is used. Validation across laboratories also ensures the protocol is 
reproducible (Greiner and Gardner 2000a). 
Determining the analytical sensitivity and specificity is an important aspect of test 
validation. Analytical sensitivity is more commonly known as the ‘limit of detection’ 
or the lowest quantity of analyte detectable. The analytical specificity of the test is a 
measure of the level of cross-reactivity, and its ability to measure the analyte of 
interest in the presence of other similar substances (Crowther et al. 2006; 
FAO 2009, ISPM 27; OCCPO 2007). 
Diagnostic accuracy of tests is another, possibly more important, component of 
validation for tests used in the field of biosecurity. Diagnostic accuracy is defined as 
the ability of the test to accurately predict the status, infection or presence of the 
analyte, of the individual or unit being tested (Crowther et al. 2006; OIE 2004). In 
the clinical sciences the most commonly used measures of test accuracy are 
diagnostic sensitivity and specificity, and the positive and negative predictive values 
of the test (Altman and Bland 1994a; Altman and Bland 1994b; 
Bossuyt et al. 2003a; Enøe et al. 2000; Greiner and Gardner 2000a; 
Zhou et al. 2002) 
Although not a new concept in plant pathology, diagnostic accuracy is an aspect of 
test validation that is often not quantified when diagnostic tests for plant pathogens 
are developed. Use of the term sensitivity in plant pathology papers generally refers 
to the analytical sensitivity but this is often not clarified. For example, in assessing 
molecular tests such as PCR the sensitivity is often expressed as nano (10
-10) or 
pico (10
-13) grams of nucleic acid that can be detected (Bilodeau et al. 2007; 
Bonants et al. 2004).  
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4.1  Diagnostic Sensitivity and Specificity 
The diagnostic sensitivity (Se) of a test in the clinical sciences is defined as the 
probability that the test will give a positive result given that the individual has the 
disease (Alberg et al. 2004; OIE 2004). In probabilistic terms this can be expressed 
as P(T+|D+), where T+ is a positive test results and D+ indicates that the individual 
is truly disease positive. The complement of the diagnostic sensitivity (1-Se) 
provides information on the proportion of false negatives (i.e. diseased individuals 
that test negative) that may be expected when the test is used (Hui and 
Walter 1980). 
Diagnostic specificity (Sp) describes the probability that an individual will test 
negative given it is truly free of the disease, or P(T-|D-). A measure of the proportion 
of false positives (i.e. non-diseased individuals that test positive) that may be 
generated using the test is provided by the complement (1-Sp) of the diagnostic 
specificity (Hui and Walter 1980). 
The positive (PPV) and negative (NPV) predictive values describe the ability of the 
test to predict the status of the individual based on the results of the test. These 
parameters are dependent on the Se and Sp of the test and the prevalence of the 
disease in the study population (proportion of disease positives, or P(D+) (Altman 
and Bland 1994b). 
Policy and standards relating to plant biosecurity recognise that sensitivity and 
specificity are important aspects of diagnostic tests but don’t provide clear 
definitions of the terms or guidance on estimating these parameters. International 
Standard for Phytosanitary Measures No. 27 indicates that the Se and Sp of 
diagnostic tests are important stating that ’t(T)he methods included in diagnostic 
protocols are selected on the basis of their sensitivity, specificity and reproducibility,  
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and information related to these factors is provided for each of these methods’ and 
that ‘t(T)he level of sensitivity, specificity and reproducibility of each method is 
indicated where possible’ (FAO 2009). Although mentioned, the terms sensitivity 
and specificity are not clearly defined either in this ISMP or the glossary of terms in 
ISPM 5 (FAO 2009). 
Knowledge of the Se and Sp is also important in the quantitative evaluation of 
surveillance. These values are routinely used in the calculation of the confidence 
level of surveillance activities as discussed in Chapter 1 (Cameron and 
Baldock 1998a; Cannon and Roe 1982; Martin et al. 2007b). 
4.2  Diagnostic Test Accuracy in Plant Pathology 
Most publications in plant pathology report the analytic sensitivity and specificity 
when validating new diagnostic tests but not estimates of the diagnostic sensitivity 
or specificity (Bilodeau et al. 2007; López et al. 2003; Robert et al. 2003; 
Singh et al. 2000; Tomlinson et al. 2005). Discussions of innovative diagnostic tools 
in plant pathology indicate that serology and molecular techniques are more 
sensitive than other traditional tests but do not distinguish between analytical and 
diagnostic sensitivity (López et al. 2003; Robert et al. 2003; Ward et al. 2004). 
Two publications by De Boer et al. (1989; 1994) report the predictive value of an 
immunofluorescence test for the detection of Clavibacter michiganensis subsp. 
sepedonicus in potato stem and tuber samples. More recently the diagnostic 
sensitivity of tests for Phytophthora ramorum and P. kernoviae have been 
investigated (Hughes et al. 2007; Kox et al. 2007; Lane et al. 2006; 
Lane et al. 2007). Comparisons of new diagnostic methods to traditional isolation 
methods for P. ramorum in the United Kingdom and the Netherlands have shown 
that methods such as real-time PCR techniques, enzyme-linked immunosorbent  
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assay (ELISA), and lateral flow devices have a higher Se and Sp 
(Hughes et al. 2007; Kox et al. 2007; Lane et al. 2006; Lane et al. 2007). 
Other reports of diagnostic sensitivity in the plant pathology literature include a 
comparison of a lateral flow device and ELISA for the detection of Citrus tristeza 
virus, using ELISA as the reference (Salomone et al. 2004), and a comparison of a 
real-time PCR test with conventional PCR tests for Flavescence dorée and Bois noir 
phytoplasmas in grapevine (Hren et al. 2007). 
4.3  Calculating Diagnostic Sensitivity and Specificity 
A number of methods have been published for assessing the Se and Sp of tests in 
the clinical sciences. These include comparing the test being assessed to a ‘gold 
standard’ test or samples of known disease status, comparison to a reference test, 
and Bayesian methods for evaluation using samples of unknown disease 
status (Alberg et al. 2004; Enøe et al. 2000; Greiner and Gardner 2000a; Greiner 
and Gardner 2000b; Hui and Walter 1980; Hui and Zhou 1998; Martin 2004). 
4.3.1  Comparison to a ‘gold standard’ or reference test 
The most common method used to calculate the Se and Sp of a test is the 2x2 
contingency table (Table 4.1). This method is appropriate where the disease status 
of the sample is previously known as determined by a ‘gold standard’ or reference 
test. A ‘gold standard’ test is defined by the Office of International Des 
Epizooties (OIE) as methods that ‘unequivocally classify animals as 
infected/exposed or uninfected’ (OIE 2004). In terms of diagnostic accuracy this 
would be a test that had 100% Se and 100% Sp, which does not often occur in 
reality (Enøe et al. 2000; Greiner and Gardner 2000b; Venette et al. 2002). The Se  
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and Sp can then be determined from the ratios in Table 4.1 where Se, or P(T+|D+), 
is equal to a divided by (a+c) and Sp, P(T-|D-), by d divided by (b+d). 
Table 4.1. Layout of conventional 2x2 contingency table for calculating 
sensitivity and specificity 
 
Where a non-perfect reference test is used to classify the individuals as disease 
positive or negative any error in the reference test can lead to bias in the 
estimations of the Se and Sp of the new test (Hui and Walter 1980; Martin 2004). 
This method is the most commonly used to compare the Se and Sp of tests in the 
plant pathology literature (Hren et al. 2007; Hughes et al. 2007; Kox et al. 2007; 
Lane et al. 2006; Lane et al. 2007). 
4.3.2  Estimating sensitivity and specificity in the absence of a 
‘gold standard’ test 
Due to the imperfect nature of most diagnostic tests, methods have been developed 
to determine Se and Sp in the absence of a ‘gold standard’ test 
(Branscum et al. 2005; Enøe et al. 2000; Hui and Walter 1980; Joseph et al. 1995). 
Test result  Disease status  Row totals 
D+ (positive)  D- (negative) 
T+ (positive)  a  b  g 
T- (negative)  c  d  h 
Column totals  e  f  n  
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4.3.2.1  Maximum likelihood method 
Hui and Walter (1980) developed a maximum likelihood to estimate the Se and Sp 
of two tests, and the prevalence of a disease in two populations in the absence of a 
‘gold standard’. The maximum-likelihood method is based on estimating the set of 
parameters most likely to have resulted in the observed data (Enøe et al. 2000; Hui 
and Walter 1980). Test results are classified in two 2x2 contingency tables, as test 
positive for both tests, positive for one test or negative for both tests in each 
population. 
Maximum likelihood estimates are generally obtained using iterative procedures 
such as the Newton-Raphson technique. There have been a number of software 
packages and spreadsheet models developed to estimate the unknown parameters 
using the maximum likelihood method, one such example is provided by 
Georgiadis et al. (2005). 
4.3.2.2   Bayesian approach 
Due to the computational difficulties of the maximum likelihood method Bayesian 
methods have also been developed based on the Hui-Walter paradigm for a range 
of situations involving multiple tests and multiple populations (Branscum et al. 2005; 
Enøe et al. 2000; Joseph et al. 1995). Bayesian methods allow prior information 
about the test parameters and the population prevalences to be combined with the 
information obtained from the observed data to provide a posterior estimate of the 
unknown parameters. Advantages of Bayesian methods are that it is possible to use 
smaller sample sizes, and computation is simpler and easier to 
implement (Enøe et al. 2000; Joseph et al. 1995; Martin 2004). 
Prior information is incorporated in the form of probability distributions (simply 
referred to as priors). The Beta distribution (Beta (α, β)) is generally used to  
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estimate priors for the parameters (Se, Sp, and p) in diagnostic test evaluation. It is 
suitable for this purpose because it provides flexibility, can take on many different 
shapes depending on the values of α and β and it is also bound between 0 and 1 as 
are the parameters for Se, Sp and prevalence. A prior Beta distribution can be 
elicited from expert opinion based on the estimation of the mode or most likely 
value, and one percentile, commonly the 5
th or 95
th percentile (Enøe et al. 2000; 
Joseph et al. 1995). 
An issue with some proposed Bayesian models is the identifiability of the model. For 
a model to be identifiable the degrees of freedom in the data must be equal to or 
greater than the number of parameters being estimated. The identifiability of the 
model determines whether or not model parameters can be estimated from the 
observations (Toft et al. 2005). This can lead to issues with convergence of the 
models. Convergence occurs as the posterior estimates stabilise and approach a 
definite value. Lack of convergence or not running the simulation for enough 
iterations can lead to a posterior estimate that does not reflect the true posterior 
distribution (Gelman et al. 2004). 
Joseph et al. (1995) describes two Bayesian models for the estimation of Se and 
Sp. The first is based on one test and one population, and the second on two tests 
and one population. These models still require large sample sizes for convergence 
and are strongly influenced by the choice of priors (Enøe et al. 2000; 
Johnson et al. 2001). Johnson et al. (2001) provided an alternative Bayesian model 
using two tests and two populations which overcomes the problem of lack of 
identifiability. Convergence to the true value is observed and the effect of the prior 
diminishes as the sample size tends to infinity with this implementation of the Hui-
Walter method (Enøe et al. 2000; Johnson et al. 2001).  
Page 73 
4.3.2.3  Assumptions 
Both of the above methods are based on the assumptions made in the Hui-Walter 
paradigm for estimating diagnostic parameters; 1) the tests are conditionally 
independent, 2) the populations have different disease prevalences, and 3) the error 
rates are the same for each test in the different populations (Enøe et al. 2000; Hui 
and Walter 1980; Martin 2004; Toft et al. 2005). 
Conditional independence 
The assumption of conditional independence implies that the probability of the 
outcome of Test 2, given that an individual is diseased (or not diseased), is the 
same regardless of the outcome for Test 1 (Gardner et al. 2000; Toft et al. 2005). 
The validity of this assumption can generally be determined based on whether or 
not the diagnostic tests are based on the same biological principles. For example, 
two ELISA tests that are based on antigen detection would be considered to be 
conditionally dependent because they are based on the same biological principle; 
the agent being present (Gardner et al. 2000; Toft et al. 2005). 
The assumption of conditional independence is often violated when comparing 
diagnostic tests, which lead to the development of methods to estimate test 
parameters using conditionally dependent tests (Branscum et al. 2005; Dendukuri 
and Joseph 2001; Gardner et al. 2000; Georgiadis et al. 2003; Toft et al. 2005). It 
has been shown that positive correlation between diagnostic tests can lead to an 
underestimation of the error rates (false negative and false positive rates) of each 
test when calculated using the Hui-Walter (1980) maximum likelihood method. 
Estimation of the prevalences of the two populations can also be positively or 
negatively biased when the tests are conditionally dependent (Vacek 1985).  
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The diagnostic accuracy of tests used in combination is also influenced by 
dependence between the sensitivities and specificities of the tests used. This is 
demonstrated by Gardner et al. (2000) using simulation of test sensitivities and 
specificities with theoretical values. It was also found that dependence between test 
sensitivities does not necessarily imply dependence between specificities and vice 
versa (Gardner et al. 2000). 
Populations with different disease prevalences 
The influence of the difference in disease prevalence between populations has been 
explored by Toft et al. (2005) using simulation for both methods of estimation. The 
results for the maximum likelihood method showed that as the difference in 
prevalence increases the standard error of the Se and Sp estimates for the tests 
decreased. This was more marked for the Sp than the Se of the tests. Using 
Bayesian methods it was also noted that better estimates of both test parameters 
were obtained with larger differences in disease prevalence of the two 
populations (Toft et al. 2005). 
Constant error rates of tests across populations 
Assuming constant test error rates across populations limits the number of 
parameters that need to be estimated. By introducing variability in the Se and Sp of 
the tests between populations more parameters need to be estimated without 
providing additional degrees of freedom. Therefore, lack of identifiability in the 
model becomes an issue. The addition of more populations does not solve this 
because with each additional population only three degrees of freedom are added 
but three to five additional parameters may need to be estimated depending on 
which tests and which parameters vary (Toft et al. 2005).  
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Toft et al. (2005) explored the variation in estimates using a simulated case varying 
Se of one test across populations with low and high disease prevalences. They 
showed that the estimated Se of the test tended towards the true Se in the higher 
prevalence population, since it provided more data for estimation of this parameter. 
The Sp of the second test and the apparent prevalence in the ‘low prevalence’ 
population were also influenced by the variation in the Se of the first test. This would 
have significant implications in a situation where a screening test used in low 
prevalence populations had been validated using a population with high 
prevalence (Toft et al. 2005). 
4.3.2.4  Dealing with conditionally dependent tests 
A number of methods for exploring and modelling the dependence between 
diagnostic tests have been proposed. Vacek (1985) considered the effect of 
conditional dependence on the estimation of error rates and the estimation of the 
disease prevalence using conditional covariances in the Hui-Walter (1980) 
maximum likelihood method. In their study they used fixed estimates of the 
conditional covariances in the calculation of the error rate estimates to avoid lack of 
identifiability caused by introducing more parameters to be estimated than degrees 
of freedom in the model. They then compared the estimates over a range of values 
within the estimated range of the covariances. 
Georgiadis et al. (2003) presented an alternative parameterisation model for 
estimating diagnostic accuracy parameters under conditional dependence based on 
two tests and K (>1) populations. Branscum et al. (2005) proposed a simpler 
method for estimating the priors for the correlation parameters in the model 
presented by Georgiadis et al. (2003) using the modal values of the prior Beta 
distributions of the sensitivities and specificities of the tests. For estimating the 
conditional covariances in the model presented by Dendukuri and Joseph (2001),  
Page 76 
Branscum et al. (2005) suggested the use of uniform priors based on the bounds of 
the covariance parameters. The simulations performed by Branscum et al. (2005) 
using these priors produced similar results to those presented in the original papers. 
Another model also presented by Branscum et al. (2005) is based on applying an 
additional test (for a total of three tests) that is conditionally independent to the other 
two tests in K (>1) populations. 
All of these models still have the problem of lack of identifiability that cannot be 
solved with the addition of more tests or division into more populations. Informative 
priors are required for at least some of the parameters in all of these models, and 
results can be highly dependent on the choice of priors (Branscum et al. 2005; 
Dendukuri and Joseph 2001; Toft et al. 2005).  
The common recommendation for the evaluation of tests using latent class 
evaluation is to preferably choose tests that are conditionally independent, i.e. 
based on different biological principles. If this is not possible, recommendations 
include using tests that have marked difference in detection limits, for example 
visual inspection vs. PCR, and exploring the effects of correlation between 
tests (Branscum et al. 2005; Toft et al. 2005). 
4.3.2.5  Other issues with designing studies of diagnostic tests 
Other factors to consider when designing validation studies of diagnostic tests that 
could potentially introduce biases include the choice of target and study populations, 
collection of samples, the prevalence and stage of the disease being studied, 
selection of a ‘gold standard’ test if available, reader bias (training, experience, 
employment), data collection (what results and format recorded) and sample size. 
The choice of target and study populations need to be clearly defined as the 
performance of the test as determined in the study may only be accurate under a 
particular set of circumstances, for example PCR of a harvested grain sample  
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versus PCR testing of a fungal spores isolated from the grain sample. Therefore, 
circumstances under which the test is being evaluated need to be clearly defined. 
These issues are discussed in detail in a number of clinical science 
publications (Bossuyt et al. 2003a; Broemeling 2007; Zhou et al. 2002). 
4.4  Calculation of Sensitivity and Specificity in Plant 
Pathology 
All of the reports sourced from the plant pathology literature use a non-perfect 
reference test as the ‘gold standard’ to classify the samples as disease positive or 
negative. This can lead to the introduction of error in the estimates of Se and Sp of 
the new test. Most studies use the simple 2x2 contingency table in one population to 
calculate the Se and Sp of the new test (Hren et al. 2007; Hughes et al. 2007; 
Kox et al. 2007; Lane et al. 2006; Lane et al. 2007). Another issue with these 
analyses of Se and Sp is the likely correlation between the results of the tests used 
for comparison. If the tests are based on the same biological principle of detecting 
the disease agent, they are not conditionally independent and this violates the 
assumptions of the Hui-Walter paradigm (Enøe et al. 2000; Hui and Walter 1980; 
Martin 2004; Toft et al. 2005). 
4.4.1  Conditionally dependent or independent tests? 
Most diagnostic tests used in plant pathology are based on agent detection and 
would be considered conditionally dependent. Therefore, the models proposed by 
Georgiadis et al. (2003), Dendukuri and Joseph (2001) or Branscum et al. (2005, 
Section 3.3) for dependent tests could be used for the estimation of Se and Sp. 
However, all of these models lack identifiability and are therefore not statistically 
valid. Alternatively an exploration of the effect of correlation between the tests could 
also be included in the analysis as suggested by Toft et al. (2005).  
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However, in the broader sense, the term ‘test’ can also be applied to all activities 
that define the disease status of the host or sample as infected or not infected. This 
could include visual inspection for symptoms or automated detection of symptoms 
such as high-speed optical sorting of grain (Dowell et al. 2002). As symptoms are a 
host response, tests based on the presence or absence of symptoms could be 
considered conditionally independent to tests that are based on agent detection and 
the maximum-likelihood model proposed by Hui and Walter (1980) or the Bayesian 
model reported by Branscum et al. (2005, Section 3.2) could be used to estimate 
the diagnostic test parameters. 
Diagnostic tests are widely applied in plant biosecurity in a range of situations and 
knowing the Se and Sp is important for decision-making based on the results of 
these tests (Cameron and Baldock 1998a; Cannon and Roe 1982; FAO 2009, 
ISPMs No.11 and No.22; Martin et al. 2007a). Understanding the accuracy of tests 
used in surveillance programs for T. indica is crucial to being able to evaluate 
surveillance to demonstrate freedom. Chapter 7 evaluates two diagnostic methods 
used for the detection of T. indica in grain samples using both the ‘gold standard’ 
method and a Bayesian method, and provides a comparison of the parameter 
estimates from the two methods. 
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CHAPTER 5: DETECTING AND REPORTING HIGH PRIORITY 
PESTS IN THE GRAINS INDUSTRY 
5.1  Introduction 
5.1.1  Passive surveillance 
Passive surveillance activities are an important part of early detection and 
demonstrating area freedom. Passive surveillance uses data that has been 
generated for other purposes and often includes reports of suspect cases to the 
authorities (Hadorn and Stärk 2008; McMaugh 2005). This information can be 
collected from many sources such as, from NPPOs and RPPOs, government 
agencies, universities and research institutions, scientific societies, diagnostic 
laboratories, producers, consultants, museums, published literature, unpublished 
data and reports from the public (FAO 2009, ISPM No. 6; McMaugh 2005). Passive 
surveillance is often used to determine pest status in pest risk assessments but is 
under utilised in demonstrating area freedom. 
Much of the data available from passive surveillance in the WA grains industry is 
collected through reports of established and unusual plant pests and diseases. 
Many of these reports are obtained from samples sent to diagnostic services and 
reports made to the Department of Agriculture and Food, WA (DAFWA) by growers, 
agricultural consultants and researchers. Reporting systems and diagnostic 
laboratories routinely produce absence data that are not routinely recorded. These 
systems have the potential to provide a lot of information that could form part of a 
surveillance system and aid in demonstrating freedom from specific pests.  
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Recently a number of clinical surveillance systems have been evaluated in the 
areas of animal and human health. Clinical surveillance systems provide a parallel 
to many of the reporting systems utilised for plant pests and diseases. These 
surveillance systems have been examined using scenario tree 
methodology (Martin et al. 2007a) to evaluate their ability to contribute to confidence 
in demonstrating freedom from disease with varied results (Frössling et al. 2009; 
Hadorn et al. 2008; Hadorn et al. 2009; Martin 2008; Wahlström et al. 2010; 
Watkins et al. 2009). 
5.1.2  Understanding reporting structures and behaviour 
Understanding the reporting structures and behaviours of individuals involved in 
passive surveillance systems allows the evaluation of relevant surveillance system 
components (SSCs). These evaluations enable quantification of the contribution of 
these SSCs to demonstrating confidence in freedom from High Priority 
Pests (HPPs). This can be achieved through determining the sensitivity of the 
surveillance for detecting HPPs if they were present at a low but 
detectable threshold level (Martin et al. 2007a). 
Understanding the passive SSCs also allows for factors that influence reporting of 
HPPs to be identified, such as the pest/disease awareness of members of the 
industry and factors that influence decisions to report such as compensation for 
losses. Reporting behaviours and disease awareness impact on the performance of 
passive surveillance systems. Through the identification of these factors 
opportunities for improvement of the passive SSCs can be identified (Hadorn and 
Stärk 2008; Hopp et al. 2007; Palmer et al. 2009a; Palmer et al. 2009b). 
In the field of animal health the likelihood of infected animals showing signs of 
disease, the disease awareness of farmers and veterinarians and their motivation to  
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report have been shown to influence the probability that suspect animal diseases 
will be reported. These factors and the sensitivity of the diagnostic test used have 
been shown to affect the sensitivity of passive surveillance 
systems (Hadorn et al. 2008; Hadorn et al. 2009; Wahlström et al. 2010; 
Watkins et al. 2009). Studies by Hadorn et al. (2008) and Hadorn and Stärk (2008) 
identified that the disease awareness of people involved in the detection and 
reporting systems was the most influential factor in increasing the sensitivity of the 
system. This factor can potentially be improved through training and media 
awareness (Hadorn et al. 2008; McMaugh 2005). 
In the broader literature there are few studies relating the probability of detecting 
and reporting exotic pests and disease, and the attitudes of farmers and other 
industry participants towards biosecurity. A recent study of sheep and cattle farmers 
in WA by Palmer et al. (2009a) identified trust as a key contributor to perceived risks 
and farmers’ willingness to actively participate in biosecurity and report suspect 
diseases to government departments. Further, a Norwegian study of sheep farmers 
identified a number of factors including compensation for loss, easy access to a 
district veterinary officer and free examination of suspect animals as important 
factors in farmers’ decisions to report suspect scrapie infections (Hopp et al. 2007). 
There have been no studies to date in this area for plant biosecurity issues in 
Australia. Furthermore, the reporting structure in the WA grains industry has not 
been formally documented. 
A commonly used method for gathering this information is through the elicitation of 
expert opinion. Quantitative evaluations of passive surveillance in animal health 
have relied heavily on expert opinion to parameterise the values used to represent 
disease awareness and the probability that disease symptoms will be reported. Data 
used in this area has generally been gathered through telephone or personal 
interviews from a select group and modelled as probability  
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distributions (Hadorn et al. 2008; Martin 2008). Given the lack of published data 
relating to the likelihood that individuals would detect and report HPPs and the 
important role passive surveillance has in demonstrating pest freedom, there is a 
definite need to gather further information relating to issues surrounding passive 
surveillance systems in the WA grains industry. 
5.1.3  Eliciting expert opinion 
Expert opinion is a representation of an expert's knowledge of a topic or in response 
to a specific technical question, at a particular time, based on available information 
and may change over time as new information is obtained (Burgman et al. 2006). 
Expert opinion can be used in a number of ways including to structure the problem 
by identifying relevant data and variables, appropriate analytical methods and valid 
assumptions in the problem. Expert opinion is often used to establish estimates of 
the parameters of interest and characterise uncertainty around those estimates. For 
example, estimating the prevalence of a disease in a population or the accuracy of a 
diagnostic test can be estimated from expert opinion (Morgan and Henrion 1990). 
Expert opinion is also used in probabilistic risk analysis as there is often no data 
available on the variables of interest (Ouchi 2004). 
Expert knowledge, or opinion, is frequently used when modelling biological systems 
or conducting probabilistic risk analysis as empirical data and information about the 
system and its variables is often not readily available. Expert opinion is also used 
when the situation is new or rare, data are to expensive to collect, are unstable or 
uncertain, or are open to interpretation (Ouchi 2004). Expert opinion is a cheaper 
method of obtaining data and quicker than laborious experimentation. However, the 
disadvantages of using expert opinion are that few experts may be available, 
opinions may be biased, or one or more members may be dominant within a group 
and experts may not be competent (Burgman et al. 2006).  
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Introduction of biases when eliciting expert opinion is also an important issue. 
Biases are generally introduced through different cognitive styles and people’s 
nature to simplify complex problems based on their prior 
experiences (Burgman et al. 2006). These biases are known as heuristics and can 
include representative, availability and affect, and anchoring and adjusting 
heuristics. Representative heuristics occur where it is assumed that the process is 
representative of the base rate in the larger population and availability and affect 
heuristics are related to the previous experiences of the expert. Anchoring and 
adjusting occurs where the choice is made based on previous judgements or 
choices of the expert, providing a starting point which is then adjusted based on the 
supplementary information provided (Burgman et al. 2006; Morgan and Henrion 
1990). These biases often result in the expert being overconfident in the estimate 
provided; such that intervals, i.e. the range of uncertainty around the estimate, are 
too narrow (Burgman et al. 2006). 
Linguistic uncertainty is also an important issue when eliciting expert opinion. 
Linguistic uncertainty occurs when people have different understandings of specific 
terms. The use of qualitative ratings such as low, moderate and high in risk analysis 
is an example of linguistic uncertainty which can be reduced by specifying the 
context of the problem or question, clarifying the meaning of terms, specifying data 
and delineating categories sufficiently (Carey and Burgman 2008). Awareness of 
these potential biases and uncertainties is important when designing studies and 
framing questions to elicit expert opinion. 
Methods used for eliciting expert opinion generally include interviews, 
questionnaires and surveys. These techniques can be difficult to implement well 
because the analyst needs to consider how responses could be affected by the 
framing of the questions and how the above biases and uncertainty may affect the 
judgement of the expert (Burgman et al. 2006; Czaja and Blair 2005; Dillman 2000).  
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There are a number of different tools that can be used to elicit expert opinion such 
as probability scales, direct elicitation techniques, natural frequencies, probability 
wheels, and pair-wise comparisons (Burgman et al. 2006; Ouchi 2004). Each of 
these tools offers benefits and has limitations, although few studies have compared 
them directly. 
Questionnaires are commonly used to elicit expert opinion and to gather information 
about a large population due to the ease of implementation and reduced labour cost 
compared to interviews. A number of texts have been published on designing 
effective questionnaires including Dillman (2000), and Czaja and Blair (2005). 
Elicitation of expert opinion generally requires a similar sequence of steps, the first 
of which is to define the problem clearly (Burgman et al. 2006; Morgan and Henrion 
1990; Ouchi 2004). This includes identifying the variables of interest, deciding on 
the format of the elicitation procedure and how the results will be analysed, defining 
the quantities of interest clearly and randomising questions and choices within 
questions to reduce linguistic and order biases (Burgman et al. 2006; Morgan and 
Henrion 1990). The second step is to identify and recruit experts to participate in the 
study or identify the population of interest based on clearly defined selection criteria. 
The actual elicitation of expert opinion and analysis of the results is the final 
step (Burgman et al. 2006; Morgan and Henrion 1990). 
5.2  Objectives 
There is a need to define a passive SSC that accommodates reports of unusual or 
suspect HPPs from the grains industry and the likelihood that those HPPs would be 
reported within this system. The aims of this chapter are to; 1) elicit the reporting 
structure for grains pests and diseases in WA, 2) identify factors that influence 
reporting behaviour in the grains industry, and 3) elicit data that can be used in the  
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evaluation of passive surveillance programs relating to the likelihood that suspect 
HPPs will be detected and reported by members of the grains industry in WA. 
5.3  Methods 
5.3.1  Plant Pest Detection and Reporting Survey 
5.3.1.1  Target population 
The passive SSC evaluated included reports of pests and diseases from the 
members of the grains industry in WA. This includes members of the general public 
who handle cereal grain as part of their main source of income, through involvement 
in growing grain crops, providing advice to growers of grain crops, handling of grain 
or conducting research or testing of grain crops. 
5.3.1.2  Research questions 
The broad research questions that needed to be answered to describe the structure 
of, and estimate the parameters for, the passive surveillance system include; 
a)  whether or not these groups are likely to detect HPPs, such as T. indica, 
in cereal crops and grain, 
b)  whether or not they would report the suspect HPP to anyone, and 
c)  who would they report this to if they did report it. 
5.3.1.3  High priority grain pests considered 
The four HPPs considered in the survey were Karnal bunt (T. indica), Barley stripe 
rust (Puccinia striiformis f.sp. hordei), Khapra beetle (Trogoderma granarium) and 
Russian wheat aphid (Diuraphis noxia). The symptoms and signs of T. indica have  
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been described previously in Chapter 2. Barley stripe rust is similar to other cereal 
rusts in that it produces pustules on the leaves of barley plants. Pustules are yellow-
orange and occur in stripes on the leaves of the host plants. This rust is host 
specific, to barley (Hordeum vulgare L.), but is similar in appearance to wheat stripe 
rust (Puccinia striiformis f.sp. tritici) which does occur in WA (Wellings et al. 2003). 
Khapra beetle is a grain storage pest; signs of infestation include destruction of 
grain, hairy larvae and the presence of larval skins in the grain (Shea et al. 2000a). 
This beetle can be confused with other grain storage beetles that are small and 
brown-black in colour (Shea et al. 2000a). Russian wheat aphid feeds on cereal 
plants and is a small green aphid that has distinctive short antennae. Feeding 
damage caused by the aphid also produces distinctive signs on the host plants 
including bleached and curled heads and awns, a rolled flag leaf and streaks on the 
leaves (Hein et al. 2005; Shea et al. 2000b). 
5.3.1.4  Questionnaire 
Ethics approval (Approval No. 2008/195) was obtained to administer a 
questionnaire for the purpose of this study from the Murdoch University Human 
Research Ethics Committee. A cross-sectional survey was performed using both 
random and opportunistic sampling. The questionnaire was sent by mail to 300 
randomly selected growers generated from DAFWA’s Client Resources and 
Information Database. 
Complete sampling frames for the other groups involved in the grains industry do 
not exist therefore opportunistic sampling was used to collect responses from these 
groups. Agricultural consultant groups, grower groups and researchers in WA 
dealing with grain crops were identified from listings on the Australian Association of 
Agricultural Consultants (WA) Inc website (http://www.aaacwa.com.au/) and a Google 
search. Larger agricultural consultant groups (12) and grower groups (2) were  
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contacted through their state representatives with a request to circulate the 
questionnaire to their members. The leaders of research groups at 
DAFWA (Biosecurity, Cereal breeding, Entomology and Plant pathology groups), 
CSIRO Entomology and Plant Industries, University of Western Australia, and Curtin 
and Murdoch Universities were also requested to circulate the questionnaire to staff 
in their groups. Thirty-seven agricultural consultants that operate as small 
businesses or individuals were contacted through individual emails. Agricultural 
consultants, grower groups and researchers were asked to complete the 
questionnaire online. For both the online survey and the mail survey a reminder was 
sent at approximately five weeks (35 days) after the initial contact. 
Methods used in survey 
When formulating the questionnaire care was taken to ensure that a clear outline of 
the purpose of the survey was presented and that the questions were clear and 
unambiguous to reduce unintentional biasing of potential responses. The questions 
included in the questionnaire were posed in a variety of forms, including Likert-
scales, multiple-choice questions and a probability scale. The questionnaire was 
pre-tested with a small sample (10 respondents) prior to distribution to ensure that 
questions were clear and categories were appropriate. The questions and 
presentation of possible choices for each question included in the questionnaire are 
detailed in Appendix 1. The order of the possible choices in questions 9 to 12, and 
the order of the factors in questions 3, 7 and 8 were randomised in the online 
questionnaire. Four different randomisations were used for the mail survey to 
reduce any bias that may have been introduced by the ordering of choices.  
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Demographic and categorical questions 
Questions 1 and 2, 16, 17 and 18 were used to group the respondents into 
categories based on gender, age, location, their type of work and their involvement 
with cereal grain production, handling or research. 
Pest and disease reporting questions 
Question 3 was designed to establish the familiarity of respondents with a number 
of advisory services for plant pests and diseases operating in Western Australia. 
This question used a three point Likert-scale of “Not at all familiar”, “Somewhat 
familiar” and “Very familiar”. 
Questions 4, 5 and 6 were designed to establish the past reporting habits of the 
respondent when they detect a problem with cereal grain. The responses to 
Question 5 were coded based on the problem as described by the following 
categories; stored grain insect, mouldy/discoloured grain, weed seed, other foreign 
object, screenings (small, shrivelled seed), sprouting grain, in-crop disease issue, 
in-crop insect issue, and seed-borne disease. Question 6 detailed possible actions 
taken when a pest or disease issue was detected and responses were categorised 
as either reported or not reported. Where ‘reported’ was considered to be a step in 
the reporting process that may lead to an official notification of the suspect pest or 
disease to DAFWA as the Department responsible for notifying the NPPO of any 
new plant pest or disease problems. Actions equivalent to reporting the issue 
included discussing it with a consultant, contacting the local or head DAFWA office, 
phoning a hotline (AgLine, Pest and Disease Information Service (PaDIS) or the 
National Exotic Plant Pest Hotline), or sending samples to AGWEST Plant 
Laboratory. Other possible actions, including sending samples to another  
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laboratory, disposing of or destroying the grain, doing nothing, applying a treatment 
or doing something unspecified were categorised as not reported. 
Question 13 was used to determine the likely action the respondent would take if 
they detected one of four HPPs; Karnal bunt, Barley stripe rust, Russian wheat 
aphid and Khapra beetle. The options and coding for this question were the same 
as for Question 6. 
Factors influencing the respondents’ decisions to report suspect HPPs were 
assessed in Question 7. Respondents were asked to rate the importance of a 
number of factors relating to reporting of emergency plant pests on a five-point 
Likert-scale of “Not Important”, “Of minor importance”, “Important”, “Very Important”, 
and “Unsure”. 
Pest and disease detection questions 
Question 8 requested that respondents self-rank their ability to detect each of the 
four HPPs that affected grain crops. The probability scale used in Question 8 for the 
online questionnaire was divided into increments of 10% and included qualitative 
descriptors. In the mail survey a similar scale was provided and the respondents 
were asked to mark the appropriate position on the scale. These responses were 
categorised to match the increments used in the online questionnaire.. 
Questions 9 through 12 were designed to assess the respondents’ familiarity with 
the symptoms and signs of the four HPPs of grain crops. These questions were 
scored as multiple true/false questions with eight possible symptoms/signs for each 
HPP, of which three to four were associated with the HPP (Table 5.1). Each 
correctly marked symptom, associated symptoms checked and non-associated 
systems blank, was scored equally for a possible total score of one where all 
answers were correct.  
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Table 5.1. Symptoms and signs associated or non-associated with each of the 
four high priority pests used in the questionnaire 
Question  Pest  Symptoms and signs 
Associated  Non-associated 
9  Karnal bunt  Fishy odour 
Partially bunted grain 
Shrivelled grain 
Insects in grain 
Leaf 
lesions (spots/stripes) 
Ergot in grain 
Pink grain 
Insect feeding damage 
       
10  Khapra beetle  Hairy larvae 
Black-brown beetles 
Presence of larvae skins 
Insect feeding damage 
Bunted grain 
Flying beetles 
Beetles larger than 1 cm 
Fishy odour 
       
11  Russian wheat 
aphid 
Bleached, curled heads 
and awns 
Rolled up flag leaf 
Pale green aphids 
Streaks on leaves 
Insect feeding damage to 
grain 
Reddish-brown beetles 
Aphid with long antennae 
Fishy odour 
       
12  Barley stripe 
rust 
Rust pustules in stripes 
Yellow-orange rust 
pustules 
Stripe rust on barley 
plant 
Rust pustules on stems 
Bunted grain 
Pink grain 
Pale green aphids 
Insect feeding damage to 
leaves 
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5.3.1.5  Data management and analysis 
The online questionnaire was designed and administered using SurveyMonkey, 
web-based survey software available at www.SurveyMonkey.com (Finley 2008). 
Statistical analysis of the survey responses was conducted in the statistical software 
environment R (version 2.11.0) using the reshape, plyr and stats packages for 
data analysis and the ggplot2 package for generating plots of the results 
(R Development Core Team 2008; Wickham 2007; Wickham 2009a; Wickham 
2009b). Homogeneity tests (Fisher exact) were used to assess between group 
differences for responses based on demographic groups and employment 
categories. This was achieved using the fisher.test function in R with the argument 
x representing the tabulated data and p.simulate=TRUE. Probability values of 
<0.05 were considered statistically significant. Pairwise comparisons of the ratings 
in questions 3 and 7, rankings in question 8 and scores in questions 9 to 12 
between employment categories and factors within employment categories were 
made using the pairwise.t.test  with Bonferroni adjustment (argument p.adj = 
“bonf”). Qualitative factors in the Likert-scales for questions 3 and 7 were treated as 
ordinal data. Exact binomial 95% confidence intervals (95% CI) were determined for 
proportions using the binconf function in the Hmisc package for R (Harrell 2009); 
arguments method = “exact” and alpha = 0.05. As opportunistic sampling was 
used to collect responses from employment categories other than growers the 
calculated proportions and confidence intervals may not reflect the target population 
accurately.  
Page 92 
5.4  Results 
5.4.1  Response rates 
A total of 145 responses were received, 84 from the mail survey and 61 from the 
online questionnaire (Figure 5.1). Given that 300 questionnaires were mailed out, a 
response rate 28% was achieved for the mail survey. The response rate of the 
online survey could not be estimated because contact was made through group 
leaders and the number of people who received the request to participate in the 
survey could not be accurately quantified. 
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Figure 5.1. Number of responses received by the mail and online surveys over 
the 12-week period from the initial contact date  
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5.4.2  Eligibility of responses 
Respondents that answered “No” to Question 2 (being involved in cereal grains 
industry) were not considered eligible and were not included in the final analysis. 
Questionnaires where a postcode (Question 15) was not provided were considered 
incomplete and were also excluded from the final analysis. One-hundred and 
one (69.7%) of the 145 responses collected were eligible; comprising of 57 
responses to the mail survey and 44 to the online questionnaire. 
5.4.3  Demographic and categorical questions 
Questions 1 and 2 were used to group the respondents into categories based on the 
type of work they performed and their involvement with cereal grain production, 
handling or research. Sixty-two eligible responses were received from growers, 14 
from agricultural consultants, 18 researchers, two diagnosticians/seed analysts, 
three extension/biosecurity officers and one from a person working for a grain 
handling/seed cleaning company. One respondent didn’t fit any of the defined 
categories; they described their employment as a ‘cowboy/floor sander’ that had 
previously been involved in production of hay. A breakdown of the number of 
responses by demographic category is provided in Table 5.2. Information for the 
unclassified response and the one response from the person working for the seed 
cleaning/grain handling company are not shown to avoid identifiably of those 
responses. 
A total of 14.9% (95% CI, 8.6–23.3%) of the respondents were female. The 
distribution of the age of respondents was from 20–39 to 60–79, with the 
majority (56.4%; 46.2–66.3%) belonging to the 40–59 age group. The region with 
the largest number of responses was Kwinana West, which includes the Perth 
Metropolitan area where most of the researchers were located. Comparison of  
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employment categories by age and gender showed that gender had a significant 
association with employment category (Fisher exact, p<0.05). Almost 
half (40.0%; 16.3–67.7%) of the female respondents worked in grains research and 
93.5% (84.3–98.2%) of the growers and 85.7% (57.2–98.2%) of the agricultural 
consultants were male. The association of age with employment category was not 
as significant (Fisher exact, p<0.1). 
As the response rate was low for diagnosticians/seed analysts and 
extension/biosecurity officers these responses were grouped with those working in 
research. This pooled group are here-after referred to as DAFWA Staff as those 
categories represent the roles undertaken by DAFWA staff.  
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Table 5.2. Demographic classification of responses by employment category 
(excluding the seed cleaner/handler and one respondent that did not fit any 
category) 
     Employment Category  Totals 
Grower  Agricultural 
Consultant 
Research  Diagnostic/ 
Seed 
Analyst 
Extension/ 
Biosecurity 
Officer 
Gender             
  M  58  12  12  1  1  86 
  F  4  2  6  1  2  15 
               
Age             
  20-39  14  5  5  1  3  28 
  40-59  35  7  13  1  0  57 
  60-79  13  2  0  0  0  16 
               
Region             
  Albany   17  7  1  0  0  25 
  Esperance  7  0  0  0  0  8 
  Geraldton  8  0  1  0  1  11 
  Kwinana 
East 
12  3  0  0  0  15 
  Kwinana 
West 
18  4  16  2  2  42 
Totals  62  14  18  2  3  101  
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5.4.4  Knowledge of advisory services 
Respondents were mostly familiar with PestFax and AGWEST Plant Laboratories, 
with 43% (33.1–53.3%) and 35.6% (26.4–45.8%) respondents indicating that they 
were “Very familiar” with each service respectively. The responses received 
indicated that individuals were significantly (pairwise t test, p<0.05) more familiar 
with these two services compared to the other plant health services assessed in the 
questionnaire. Respondents were least familiar with the National Exotic Plant Pest 
Hotline with 68.0% (57.9–77.0%) indicating that they were “Not at all familiar” with 
the service. The seed cleaner/grain handler and the unclassified respondent were 
not familiar with any of the plant pest and disease services available. Figure 5.2 
illustrates the distribution of responses in each employment category for each of the 
plant and disease advisory services. 
5.4.4.1  PestFax 
Most agricultural consultants and DAFWA staff that responded were familiar with 
PestFax, with 100% (76.8–100%) and 87.0% (66.4–97.2%) of agricultural 
consultants and DAFWA staff indicating they were “Somewhat familiar” or “Very 
familiar” with the service respectively. Growers were also familiar with the service 
with 60.7% (47.3–72.9%) indicating that they were “Somewhat familiar” or “Very 
familiar” with PestFax. Although, growers were less familiar with PestFax than 
agricultural consultants and DAFWA staff (pairwise t test, p<0.05).  
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Figure 5.2. Familiarity of respondents with plant pest and disease services 
offered in Western Australia (top-most familiar to bottom-least familiar); 
bar=95% confidence intervals  
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5.4.4.2  AGWEST Plant Laboratories 
Agricultural consultants and DAFWA staff were the two groups that were most 
familiar with AGWEST Plant Laboratories with 78.6% (49.2–95.3%) and 
65.2% (42.7–83.6%) of respondents “Very familiar” with the service. Growers were 
less familiar (pairwise t test, p<0.05) with this service with only 16.1% (8.0–27.7%) 
indicating that they were “Very familiar” with the service, although more than 
half (56.5%; 43.3–69.0%) were “Somewhat familiar” with the service. 
5.4.4.3  Pest and Disease Information Service (PaDIS) 
Most growers (73.3%; 60.3–83.9%) were not familiar with PaDIS and only just over 
half (57.1%, 28.9–82.9%) of agricultural consultants were “Somewhat familiar” or 
“Very familiar” with the service. DAFWA staff were significantly more familiar 
(pairwise t test, p<0.05) with PaDIS, with 78.3% (56.3– 92.5%) being “Somewhat 
familiar” or “Very familiar” with the service. 
5.4.4.4  GrainGuard Identification Services, AgLine Phone Hotline and 
National Exotic Plant Pest Hotline 
In general, respondents were not familiar with the identification services offered as 
part of the GrainGuard program, or the AgLine and National Exotic Plant Pest 
Hotlines. Only one grower and one agricultural consultant indicated that they were 
“Very familiar” with the GrainGuard program. Of the groups of respondents, DAFWA 
staff were most aware of the GrainGuard service with 73.9% (51.6–89.8%)indicating 
that they were “Somewhat familiar” or “Very familiar” with the service. 
The familiarity of the respondents with the AgLine phone hotline was similar to that 
for the GrainGuard identification service. Although, growers and agricultural 
consultants were slightly more familiar with this service with 9.8% (3.7–20.2%) and  
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21.4% (4.7–50.8%) indicating they were “Very familiar” with this service 
respectively. 
Most growers and agricultural consultants were “Not at all familiar” with the National 
Exotic Plant Pest Hotline with 77.0% (64.5–86.8%) and 64.3% (35.1–87.2%). 
DAFWA staff were significantly more familiar (pairwise t test, p<0.05) with 
56.5% (34.5–76.8%) indicating they were “Somewhat familiar” or “Very familiar” with 
this service.  
5.4.5  Past reporting habits 
Half of the respondents had detected one or more problems in grain or grain crops 
in the last five years. A total of 44.3% (31.5–57.6%), 47.8% (26.8–69.4%) and 
50% (23.0–77.0%) of growers, DAFWA staff and agricultural consultants 
respectively claimed to have detected a problem in the last five years (Table 5.3). 
Common problems detected included stored grain insects (mainly weevils) and in-
crop disease issues such as cereal rusts (Table 5.4).  
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Table 5.3. Percentage (number) of respondents that had detected pest and 
disease issues within grain crops over the last five years by employment 
category and percentage (number) who reported a problem detected 
Employment Category  Problem not 
detected 
Problem detected 
Once or 
twice 
More 
than 
twice 
Reported 
Grower (n=61)  55.7% (34)  31.1% 
(19) 
13.1% 
(8) 
85.2% 
(23, n=27) 
Agricultural consultant (n=14)  50% (7)  28.6% 
(4) 
21.4% 
(3) 
57.1% 
(4, n=7) 
DAFWA staff (n=23)  52.2% (12)  8.7% (2)  39.1% 
(9) 
63.6% 
(7, n=11) 
Other (n=2)  50.0% (1)  0  50.0% 
(1) 
0% 
(0, n=1) 
All categories (n=100)  54.0% (54)  25.0% 
(25) 
21.0% 
(21) 
73.9% 
(34, n=46) 
 
Growers regularly reported the issues that they detected; with 85.2% (66.3–95.8%) 
of respondents indicating that they reported their last detected pest or disease 
issue. The problems mainly reported by growers were stored grain insects, 
mouldy/discoloured grain, weed seed, and in-crop diseases and pests. When 
reporting pest and disease issues, growers mainly discussed the issue with an 
agricultural consultant, or the local office of the Department of Agriculture and Food, 
WA (Table 5.5). One grower contacted one of the phone lines operated by 
DAFWA (AgLine or PaDIS) and three submitted samples to the AGWEST Plant 
Laboratories.  
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Table 5.4. Classification of last problem detected by employment category 
Employment 
Category 
Problem 
Stored 
grain 
insect 
Moldy 
grain 
Weed 
seed 
Screenings  In-crop 
disease 
In-
crop 
insect 
Seed-
borne 
disease 
Grower (n=29)  7  1  1  0  15  4  1 
Agricultural  
consultant (n=6) 
1  0  0  2  3  0  0 
DAFWA 
staff (n=10) 
1  0  1  1  2  3  2 
Other (n=1)  1  0  0  0  0  0  0 
All categories  10  1  2  3  20  7  3 
 
Agricultural consultants only reported issues 57.1% (18.4–90.1%) of the time, 
reporting stored grain pests, screenings and in-crop disease. Agricultural 
consultants discussed the issues detected with another consultant (1 respondent), 
or contacted the local (1 respondent) or head DAFWA office (1 respondent). One 
agricultural consultant sent samples to another laboratory, which in this study was 
considered analogous to not reporting the issue. The problems identified in this 
response were nutritional and disease issues, with samples being sent to the CSBP 
Limited laboratories for nutritional issues.  
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Table 5.5. Proportion of respondents that contacted different pest and disease 
services in Western Australia when reporting the last problem they detected 
Employment category  Action/s  Estimate  95% 
Confidence 
Interval 
Grower (n=23)  Discuss with consultant  60.8% 
(14) 
38.5–80.3% 
  Discuss with consultant and 
Contact local DAFWA office 
17.4% 
(4) 
5.0–38.8% 
  Contact local DAFWA office  8.7% 
(2) 
1.1–28.0% 
  Discuss with consultant and 
Send samples to AGWEST 
4.3% 
(1) 
0.1–21.9% 
  Discuss with consultant, 
Contact local DAFWA office 
and Call AgLine or PaDIS  
4.3% 
(1) 
0.1–21.9% 
  Discuss with consultant, 
Contact local DAFWA office 
and Send samples to 
AGWEST 
4.3% 
(1) 
0.1–21.9% 
       
Agricultural Consultant (n=4)  Discuss with consultant  25.0% 
(1) 
0.6–80.6% 
  Contact local DAFWA office  25.0% 
(1) 
0.6–80.6% 
  Contact DAFWA head 
office 
25.0% 
(1) 
0.6–80.6% 
  Contact DAFWA head 
office and Send samples to 
AGWEST 
25.0% 
(1) 
0.6–80.6% 
       
DAFWA staff (n=7)  Discuss with consultant  28.6% 
(2) 
3.7-71.0% 
  Contact local DAFWA office  28.6% 
(2) 
3.7-71.0% 
  Discuss with consultant and 
Contact DAFWA head 
office 
28.6% 
(2)) 
3.7-71.0% 
  Contact DAFWA head 
office and Send samples to 
AGWEST 
14.2% 
(1) 
3.6-57.9% 
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Of the DAFWA staff that detected a problem 63.6% (30.8–89.1%) reported it. 
DAFWA staff reported in-crop diseases and insects by contacting a consultant or 
specialist (4 respondents), the local (2 respondents) or head (2 respondents) 
DAFWA office, or submitting a sample to AGWEST Plant 
Laboratories (1 respondent). Problems reported included two cases of in-crop 
disease, two cases of in-crop insects and one case each of a stored grain insect, 
weed seed and screenings. 
Of the problems detected stored grain pests, weed seed, in-crop disease and insect 
pests, and seed-borne disease issues were reported to another person or entity. 
The rates at which each of these issues was reported are provided in Table 5.6. 
Table 5.6. Percentage (number) of plant pest and disease problems reported 
Problem  Action 
Not reported  Reported 
Stored grain insect (n=9)  33.3% (3)  66.7% (6) 
Moldy/discoloured grain (n=1)  0.0%  100.0% (1) 
Weed seed (n=2)  0.0%  100.0% (2) 
Screenings (n=3)  33.3% (1)  66.7% (2) 
In-crop disease (n=19)  15.8% (3)  84.2% (16) 
In- crop insect (n=5)  40.0% (2)  60.0% (3) 
Seed borne disease (n=3)  66.7% (2)  33.3% (1) 
All problems (n=42)  26.2% (11)  73.8% (31) 
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5.4.6  Factors impacting on decision to report 
The most important factor influencing the reporting behaviour of individuals involved 
in the WA grains industry was the ability to successfully eradicate the pest, with 72 
respondents (71.3%; 61.4–80.0%) indicating that this factor was “Very 
important” (Figure 5.3). Loss of income due to the introduction of an HPP, free 
examination of suspect samples, more information on HPPs and access to a 
biosecurity officer  were also considered important factors with 56.4% (46.2– 66 
.3%),  52.5% (42.3–62.5%), 46.5% (36.5-56.7%) and 38.6% (29.1-48.8%) of 
individuals indicating these were “Very important” respectively. The difference in 
ratings between these five factors was not significant (pairwise t test, p<0.05). 
Considering all respondents, the least important factors were being blamed for the 
introduction of an HPP, confidentiality of reports of HPPs and compensation for 
losses due to introduction of an HPP. Forty percent (40.6%; 30.9–50.8%), 
35.6% (26.4–45.8%) and 23.8% (15.9–33.3%) of respondents indicated that these 
factors were “Not important” or “Of minor importance” respectively. The percentage 
of each ranking for each factor for growers, agricultural consultants and people 
involved in grains research are provided in Appendix 2. 
The individual factors were ranked similarly across employment categories except 
for loss of income which growers ranked significantly higher than DAFWA staff 
(pairwise t test, p<0.05). 
The responses from growers were similar to the overall responses, with the ability to 
successfully eradicate (77.4%, 65.0–87.1%) and loss of income due to the 
introduction of an HPP (66.1%, 53.0–77.7%) both ranked as “Very important”. The 
factors considered least important by growers were confidentiality of reports, being 
blamed for the introduction of an HPP and compensation for losses due to the  
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introduction of a HPP. Growers indicated that these factors were “Not important” or 
“Of minor importance”, with 40.3% (28.1–53.6%), 38.9% (26.6–51.9%) and 
19.3% (10.4-31.4%) of the responses in these categories respectively.  
Agricultural consultants also considered free examination of suspect samples and 
more information on HPPs as important factors. Sixty-four percent (35.1–87.2%) 
and 57.1% (28.9–82.3%) of the agricultural consultants indicated that these factors 
were “Very important” in their decision to report unusual symptoms or signs of pests 
and diseases respectively. The only factor that was ranked significantly (pairwise t 
test, p<0.05) less these two factors was being blamed for the introduction of an 
HPP. Half (50.0%; 23.0–77.0%) of the agricultural consultants indicated that this 
was “Not important” or “Of minor importance” to their decision making. 
The responses from DAFWA staff indicated that more information on HPPs and free 
examination of suspect samples (both 50%; 26.0–74.0%) and the ability to 
successfully eradicate an HPP (56%; 30.8–78.5%) were “Very important”. The 
rankings of all of the factors assessed were not significantly different for DAFWA 
staff (Fisher exact, p<0.05).  
5.4.7  Probability of detection of high priority plant pests 
Respondents were asked to rate the likelihood that they would recognise the four 
HPPs in grain or an infected crop on a probability scale. The likelihood of detecting 
each of the HPPs for all respondents is illustrated in Figure 5.4. The HPPs of 
interest were Karnal bunt, Khapra beetle, Russian wheat aphid and Barley stripe 
rust. The responses collected varied with each of the different HPPs. In general 
respondents were significantly (pairwise t test, p<005) more confident in their ability 
to recognise Barley stripe rust (mode 80–90%; 95% CI 0–10% to 90–100%) than 
the other three emergency plant pests. They were least confident in their ability to  
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recognise Khapra beetle and Russian wheat aphid (mode 0–10%; 95% CI 0–10% to 
80–90%). The respondent involved in seed handling/cleaning was the least 
confident, indicating that they had a 0–10% likelihood of detecting each of the four 
HPPs listed. 
The responses received from growers, agricultural consultants and researchers for 
each of the HPPs are illustrated in Figure 5.5, Figure 5.6, Figure 5.7 and Figure 5.8. 
Growers were significantly (pairwise t test, p<0.05) more confident that they would 
detect Barley stripe rust than the other three HPPs, with nine responses in the 80-
90% range. They were least confident in their ability to detect Khapra beetle and 
Russian wheat aphid, with 23 and 26 responses in the 0–10% category 
respectively. Agricultural consultants were less confident of detecting Barley stripe 
rust with a modal response of 20–30% chance (4 out of 14 responses) of detecting 
the disease. Pair-wise comparison of the responses for the HPPs indicated that 
their confidence in detecting Barley stripe rust was significantly higher than that for 
Khapra beetle and Russian wheat aphid (pairwise t test, p<0.05), although the 
difference in the rankings between Karnal bunt, Khapra beetle and Russian wheat 
aphid were not significantly different (pairwise t test, p>0.05). 
DAFWA staff ranked their likelihood of detecting for all four HPPs similarly (pairwise 
t test, p>0.05). DAFWA staff ranked their ability to detect Karnal bunt and Russian 
what aphid significantly higher than growers (pairwise t test, p<0.05). However, 
rankings were not significantly different between employment categories for Barley 
stripe rust and Khapra beetle (pairwise t test, p>0.05).  
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Figure 5.4. Self-rated likelihood of detection for each high priority pest across 
all employment categories  
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Figure 5.5. Self-rated likelihood of detection for Barley stripe rust in cereal 
crops by employment category 
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Figure 5.6. Self-rated likelihood of detection for Karnal bunt in cereal grain by 
employment category  
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Figure 5.7. Self-rated likelihood of detection for Khapra beetle in cereal grain 
by employment category 
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Figure 5.8 Self-rated likelihood of detection for Russian wheat aphid in cereal 
crops by employment category  
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5.4.8  Reporting high priority grains pests and diseases 
A similar proportion of respondents indicated they would report the pest if detected 
for each of the HPPs considered. On average, across the four HPPs, 99.2% of 
respondents indicated that they would report a suspect HPP. The proportions of 
respondents that indicated that they would report a suspect HPP are given in 
Table 5.7 summarised by employment category and HPP. 
Not all of the growers that responded to the survey answered this question, and the 
number of responses per HPP varied from 53 to 59. Of those that did respond, 
100% indicated that they would report Karnal bunt, Khapra beetle or Barley stripe 
rust if detected. Only one grower responded that they would not report Russian 
wheat aphid if detected. The responses from DAFWA staff also indicated that a high 
percentage would report the HPPs considered. All respondents from this category 
indicated that they would report Karnal bunt if detected. However, one respondent 
indicated that they would not report Khapra beetle or Russian wheat aphid, and one 
other researcher would not report Barley stripe rust. 
Agricultural consultants and the seed handler/cleaner all indicated that they would 
report all of the HPPs considered. The respondent that was not classified indicated 
that they would report Barley stripe rust but did not answer the question for the other 
three HPPs. 
Significant differences were noted in the proposed action between employment 
categories (Fisher exact, p<0.05); within employment categories, the proposed 
action was similar for all four HPPs (Fisher exact, p>0.05). The proportion of 
individuals in each employment category that would take a specified action if they 
made a detection of suspected Karnal bunt are provided in Table 5.8. The  
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proportions for Khapra beetle, Russian wheat aphid and Barley stripe rust are 
provided in Appendix 3.  
Growers were more likely to discuss a suspect HPP with their agricultural 
consultant (57.4%–78% depending on the HPP) or contact the local DAFWA 
office (30.5%–42.6%). Agricultural consultants and DAFWA staff were more likely to 
contact the DAFWA head office (30.4%–50.0%) or send samples to AGWEST Plant 
Laboratories (31.8%–64.3%). The individual working for the seed cleaning/handling 
company indicated that they would contact the local DAFWA office if they detected 
any of the four HPPs. 
5.4.9  Knowledge of specific high priority grains pests 
The respondents’ knowledge of the signs and symptoms associated with each of 
the four HPPs was assessed in Questions 9 through 12. Many respondents missed 
this question or responded with “Don’t know”. The number of respondents that 
missed this question ranged from 17 for Barley stripe rust to 54 for Russian wheat 
aphid. Respondents were most familiar with the symptoms and signs of Barley 
stripe rust with 32.1% of respondents (27 of 84) correctly checking all of the 
associated symptoms and none of the non-associated symptoms. Respondents 
were least familiar with Russian wheat aphid with 29.8% of respondents (14 of 47) 
marking 50% or less of the symptoms correctly. 
The correct association of symptoms with the HPPs varied significantly (Fisher 
exact, p<0.05) with both the HPP being considered and employment category. The 
distribution of scores for growers, agricultural consultants and DAFWA staff for all 
four HPPs is illustrated in Figure 5.9. Median scores for Barley stripe rust, Karnal 
bunt, Khapra beetle and Russian wheat aphid were 0.875, 0.75, 0.625 and 0.625 
respectively.  
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Table 5.7. Percent of respondents that would report each of the four grains 
high priority pests considered by employment category 
Employment category  Pest or disease  Number 
of 
responses 
Report 
Estimate 
(count) 
95% CI 
Grower
a  Karnal bunt  55  100.0% 
(55) 
93.5–100.0% 
  Khapra beetle  54  100.0% 
(54) 
93.4–100.0% 
  Russian wheat aphid  53  98.1% 
(52) 
89.9–100.0% 
  Barley stripe rust  59  100.0% 
(59) 
93.9–100.0% 
         
Agricultural consultant  All HPPs  14  100.0% 
(14) 
76.8–100.0% 
         
Research  Karnal bunt  23  100.0% 
(23) 
81.5–100.0% 
  Khapra beetle  23  95.7% 
(22) 
78.1–99.9% 
  Russian wheat aphid  23  95.7% 
(22) 
78.1–99.9% 
  Barley stripe rust  23  95.7% 
(22) 
78.1–99.9% 
         
Seed 
handling/cleaning 
All HPPs  1  100.0% 
(1) 
2.5–100.0% 
         
All Categories  Karnal bunt  93  100.0% 
(93) 
96.1–100.0% 
  Khapra beetle  92  98.9% 
(91) 
94.1–100.0% 
  Russian wheat aphid  91  97.8% 
(89) 
92.3–99.7% 
  Barley stripe rust  98  99.0% 
(97) 
94.4–100.0% 
a – 62 growers responded to survey, not all answered this question  
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Table 5.8. Proportion of respondents that would contact different pest and 
disease services in Western Australia when reporting suspected Karnal bunt 
Employment 
category 
Action/s  Estimate 
(count) 
95% CI 
Grower (n=55)  Discuss with consultant  41.8% (23)  28.7–55.9% 
  Contact local DAFWA office  29.1% (16)  17.6–42.9% 
  Discuss with consultant and Contact 
local DAFWA office 
7.3% (4)  2.0–17.6% 
  Discuss with consultant and Send 
samples to AGWEST 
7.3% (4)  2.0–17.6% 
  Contact DAFWA head office  5.5% (3)  1.1–15.1% 
  Call National Hotline  1.8% (1)  0.04–9.7% 
  Send samples to AGWEST  1.8% (1)  0.04–9.7% 
  Discuss with consultant, Contact 
local DAFWA office and Send 
samples to AGWEST 
1.8% (1)  0.04–9.7% 
  Discuss with consultant, Call AgLine 
or PaDIS, and Send samples to 
AGWEST 
1.8% (1)  0.04–9.7% 
  Contact local DAFWA office, 
Contact DAFWA head office, Call 
AgLine or PaDIS, and Send 
samples to AGWEST 
1.8% (1)  0.04–9.7% 
       
Agricultural 
Consultant (n=14) 
Send samples to AGWEST  35.7% (5)  12.8–64.9% 
  Contact DAFWA head office  21.4% (3)  4.7–50.8% 
  Contact local DAFWA office  14.3% (2)  1.8–42.8% 
  Contact DAFWA head office and 
Send samples to AGWEST 
7.1% (1)  0.2–33.9% 
  Call National Hotline and Send 
samples to AGWEST 
7.1% (1)  0.2–33.9% 
  Discuss with consultant, Call AgLine 
or PaDIS, and Send samples to 
AGWEST 
7.1% (1)  0.2–33.9% 
  Contact local DAFWA office, 
Contact DAFWA head office and 
Send samples to AGWEST 
7.1% (1)  0.2–33.9% 
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Table 5.8. continued 
Employment 
category 
Action/s  Estimate  95% CI 
DAFWA Staff 
(n=23) 
Send samples to AGWEST  60.9% (11)  26.8–69.4% 
  Contact DAFWA head office  26.1% (6)  10.2–48.4% 
  Discuss with consultant  8.7% (2)  1.1–28.0% 
  Contact local DAFWA office  4.3% (1)  0.1–21.9% 
  Contact local DAFWA office, 
Contact DAFWA head office and 
Send samples to AGWEST 
4.3% (1)  0.1–21.9% 
  Discuss with consultant and Contact 
local DAFWA office 
4.3% (1)  0.1–21.9% 
  Call AgLine or PaDIS and Send 
samples to AGWEST 
4.3% (1)  0.1–21.9% 
       
Seed Handling/ 
Cleaning (n=1) 
Contact local DAFWA office  100.0% (1)  2.5–100.0% 
 
The knowledge of symptoms of Barley stripe rust was significantly higher than 
knowledge of the signs of the other three HPPs within all employment 
categories (pairwise t test, p<0.05). Growers and DAFWA staff achieved median 
scores of 0.875 and agricultural consultants achieved a median of 1.000 for Barley 
stripe rust. Knowledge of Karnal bunt signs was the next highest, with grower, 
agricultural consultants and growers achieving median scores of 0.75.However, the 
scores for Karnal bunt were not significantly (pairwise t test, p>0.05) higher than for 
Khapra beetle or Russian wheat aphid within any of the employment categories. 
There were a number of outlier scores for each of the HPPs (Figure 5.9), these 
were investigated but no consistent factors, respondent ID, employment category, 
age or gender, were identified.  
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Symptoms that were correctly associated with Barley stripe rust disease were ‘stripe 
rust on barley plants’ (83.3%; 73.6–90.6%), ‘rust pustules in stripes’ (78.6%; 68.3–
86.8%), and ‘yellow-orange rust pustules’ (57.1%; 45.9–67.9%). Incorrectly 
associated symptoms were ‘rust pustules on stems’ (15.5%; 8.5–25.0%) and ‘pink 
grain’, ‘bunted grain’, and ‘pale green aphids’ (1.2%; 0.0–6.5%). For Karnal bunt 
correctly associated symptoms were ‘partially bunted grain’ (75.0%; 63.0–84.7%), 
‘fishy odour’ (50.0%; 37.6–62.4%) and ‘shrivelled grain’ (45.6%; 33.5–58.1%). The 
other symptoms, ‘pink grain’, ‘leaf lesions/spots/stripes’, ‘ergot in grain’, ‘insects in 
grain’ and ‘insect feeding damage’ were all incorrectly associated with Karnal bunt 
by 4.4–11.8% of respondents. 
The signs associated with infestation by the insect HPPs were more often incorrect 
compared to Karnal bunt and Barley stripe rust. Symptoms correctly associated with 
Khapra beetle were ‘insect feeding damage’ (69.2%; 54.9–81.3%), ‘black-brown 
beetles’ (59.6%; 45.1–73.0%), ‘hairy larvae’ (36.5%; 23.6–51.0%) and ‘presence of 
larvae skins’ (34.6%; 22.0–49.1%). The main symptoms incorrectly associated with 
Khapra beetle infestation were ‘beetles larger than 1 cm’ (23.1%; 12.5–36.8%) and 
‘flying beetles’ (9.6%; 3.2–21.0%). For Russian wheat aphid the signs of ‘pale, 
green aphids’ (63.8%; 48.5–77.3%), ‘rolled up flag leaf’ (40.4%; 26.4–55.7%), 
‘streaks on leaves’ (34.0%; 20.9–49.3%) and ‘bleached, curled heads and 
awns’ (25.5%; 13.9–40.3%) were the correctly associated signs. ‘Aphids with long 
antennae’ was incorrectly associated with Russian wheat aphid by 31.9% (19.1–
47.1%) of respondents. The other incorrectly associated symptoms were ‘insect 
feeding damage to grain’ (21.3%; 10.7–35.7%) and ‘fishy odour’ (2.1%; 0.1–11.3%).  
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Figure 5.9. Box and whisker plot of the proportion of symptoms correctly 
marked (scores) for the four grains HPPs by growers, agricultural consultants 
and researchers  
Page 118 
5.4.10 Training received in recognising high priority pests 
Of the respondents, less than 10% had attended a course focused on recognising 
HPPs. Only 8.1% (95% CI, 2.7-17.8%) of growers, none (0-23.2%) of the 
agricultural consultants and 11.1% (7.5-43.7%) of DAFWA staff had attended a 
training course to improve their knowledge of HPPs. Of the DAFWA staff, neither of 
the respondents working in diagnostics/seed analysis had attended a training 
course in recognising HPPs, although all three of the extension/biosecurity officers 
had attended a training course. 
Six respondents had attended a biosecurity course run by Plant Health Australia. 
Other training courses listed by respondents included a number of workshops run 
by DAFWA on crop diseases and nematodes, weevils, aphids and other pests. 
Other sources of training and information listed were posters, e-mails and faxes for 
obtaining information on specific pest and disease issues, and training in specific 
biosecurity tools such as PaDIL (Pests and Diseases Image Library, 
http://www.padil.gov.au/). Responses from DAFWA staff also indicated tertiary 
training in agriculture and plant pests and diseases. 
5.5  Discussion 
This survey is the first study of attitudes and behaviours relating to plant biosecurity 
conducted in Australia. A few studies relating to general livestock biosecurity 
practices and risk factors have been recently published (Barclay 2005; 
Cha et al. 2009; East et al. 2006; East 2007; Nöremark et al. 2009; 
Ribbens et al. 2008). Studies providing information on the detection and reporting of 
emergency diseases in the livestock industries include; a Norwegian study on 
reporting of scrapie signs in sheep (Hopp et al. 2007), livestock biosecurity on farms  
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in Eastern Australia (Barclay 2005), and a study of WA sheep and cattle farmers’ 
attitudes to reporting livestock diseases (Palmer et al. 2009a; Palmer et al. 2009b). 
There was no way to compare the percentage response for the two survey methods 
because the online survey was conducted by contacting an indeterminate number of 
participants by group emails to companies and research institutions involved in 
agronomy or cereal research. Opportunistic sampling of agricultural consultants and 
researchers in the current survey also potentially introduced bias towards those 
members of the grains industry that are more proactively involved in biosecurity 
issues. Higher response rates have been achieved in surveys examining biosecurity 
issues in the pig and poultry industries in Australia with up to 99.7% response rate 
in one survey (East et al. 2006). However, these surveys used phone follow-ups 
and delivery of the questionnaire in person, by industry representatives or 
government department employees (Cha et al. 2009; East et al. 2006; East 2007). 
The response rate for a recent study which administered a questionnaire by mail in 
Western Australia to determine the reporting practices of cattle and sheep farmers 
was only 15% (454 responses from 3000 questionnaires) (Palmer et al. 2009b). 
A peak in responses was observed at the beginning of the survey and then again 
after the reminder email was sent for the online survey. The responses to the mail 
survey were slower after the initial peak. This lack of response may have been due 
to the timing of the survey, which commenced in October 2008 and ran until the end 
of January 2009. This period coincides with the harvest period for the WA grains 
industry, which may have reduced the number of responses received. The timing of 
the survey was problematic because of the need to compromise between busy 
periods, quiet periods where growers are likely to take holidays (and therefore not 
able to respond) and periods when plant pests are a prominent issue for the grains 
industry.  
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The response rate may have been improved by providing incentives, for example 
monetary incentives or conducting a prize draw, and by providing a printable version 
of the survey, rather than only offering to provide a copy, when contacting the 
participants for the online survey (Diment and Garrett-Jones 2007; East et al. 2006; 
Ribbens et al. 2008). Comparison of mixed-mode (web-based and paper) surveys 
have shown that the mode preference is influenced by the demographics of the 
participants, with younger, male participants more likely to respond using the web-
based mode than other groups of participants (Diment and Garrett-Jones 2007). 
There were marked differences in the gender distribution of the respondents across 
employment categories. Ninety percent of growers and 85% of agricultural 
consultants were male, and over a third of the respondents working in research 
were female. The proportions of respondents in the grower and agricultural 
consultant groups that were male were higher than the demographics of these 
occupation groups in WA. Data from the Australian Bureau of Statistics indicates 
that the percentage of males in these occupations is 71% for growers (Australian 
and New Zealand Standard Industrial Classification, 2006 (ANZSIC06) 121299 Crop 
farmers, 121216 Mixed crop farmers and 121411 Mixed crop and livestock farmers) 
and 67% for agricultural consultants (ANZSIC06 234111 Agricultural 
consultants) (Australian Bureau of Statistics 2006a; Australian Bureau of Statistics 
2006b). A recent survey of livestock farmers in Queensland, New South Wales and 
Victoria, was answered by similar proportions of male (85%) and female 
respondents (Barclay 2005). A similar proportion of male respondents (87%) were 
also observed in the survey of sheep and cattle farmers conducted by 
Palmer et al. (2009b) in WA. The gender proportion observed in the “DAFWA staff” 
category was approximately the same as the reported demographic for similar 
occupation groups in WA (34% female) (ANZSIC06 234112 Agricultural Scientist  
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and 311111 Agricultural Technician) (Australian Bureau of Statistics 2006a; 
Australian Bureau of Statistics 2006b). 
The median age group for growers, agricultural consultants and DAFWA staff was 
40-59 yrs, which is similar to the median age of people in the corresponding 
occupation groups in WA (Australian Bureau of Statistics 2006a). Results of the 
surveys conducted by Barclay (2005) and Palmer et al. (2009b) in the livestock 
industries observed a slightly higher mean age of respondents, 54 and 55 years, 
respectively. The results of the current survey suggest that a reasonable cross-
section of respondents by age and gender was achieved, although the number of 
female farmers responding could have been higher. This was probably because 
only one questionnaire was sent per property, and therefore only one response per 
property was received. 
Respondents’ familiarity with pest and disease advisory services offered in WA was 
investigated. It was found that they were most familiar with the AGWEST Plant 
Laboratories and PestFax services. Both of these are local services provided by 
DAFWA and both provide feedback to members in the grains industry. Information 
is provided in the form of pest and disease identification for samples submitted to 
AGWEST Plant Laboratories and a weekly newsletter (PestFax) detailing the pest 
and disease status in different regions throughout the growing season. PestFax 
contains information provided by DAFWA staff and agricultural consultants resulting 
in an interactive format. The regular feedback from these two services may explain 
the higher level of familiarity apparent in the WA grains industry. Regular contact 
with sheep and cattle farmers and sources of information that are seen as being 
part of the local community instil more trust (Palmer et al. 2009a). Barclay (2005) 
found that livestock farmers were likely to contact well-known and trusted people for 
information on possible outbreaks of animal diseases.  
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Respondents were least familiar with the National Exotic Plant Pest Hotline. The 
National Exotic Plant Pest Hotline is a national service provided by state based 
government departments. Only four respondents indicated that they were “Very 
familiar” with this service. This is a more recently introduced service, which may 
explain the lack of familiarity with it. This may also be because of a lack of 
knowledge of the service, or it may be due to a lack of trust in government bodies as 
identified in the study of sheep and cattle farmers by Palmer et al. (2009a). 
Barclay (2005) found that less than four percent of livestock farmers would report to 
the equivalent service for animal diseases. 
Reporting of past problems was investigated as a means to estimate the probability 
that a suspect HPP would be reported. Less than half of the respondents reported 
detecting a problem in grain crops in the past five years. The problems detected 
were mainly insects in grain and in-crop disease issues. The results of the survey 
indicate that WA growers are likely to report a pest or disease issue in their crops. 
Based on past behaviours, growers will preferentially contact their agricultural 
consultant or the local DAFWA office when they suspect there is a pest or disease 
problem in their grain crop. These contacts are generally located closer to the 
growers’ farms, allowing for a quicker response and personal contact with the 
agricultural consultants or local DAFWA staff. Similar findings have also been 
reported in the animal health field, with the proximity of the local veterinarian to the 
farm being a significant factor in assessing the likelihood that livestock farmers’ 
would report animal diseases (Barclay 2005; Palmer et al. 2009b). Farmers also 
contacted the local government-veterinary officer or a stock inspector if they had 
disease concerns in their livestock (Barclay 2005). Palmer et al. (2009a; 2009b) 
found that trust was a major issue in sheep and cattle farmers’ decisions to report 
suspect animal diseases and that there was general distrust of government 
departments based on previous experiences. Reporting of suspect HPPs in the WA  
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grains industry may also be influenced by trust issues and this aspect of attitudes 
towards reporting plant pests and diseases deserves further investigation. 
Agricultural consultants were less likely to report a pest or disease problem with 
only half of the respondents indicating that they reported the last problem they 
detected. DAFWA staff were a more likely to report a problem. One possible 
explanation for the lower rate of reporting from agricultural consultants is that in their 
role as consultants to farmers they are familiar with disease and pest problems 
commonly seen in the field and therefore do not report these common issues. 
Agricultural consultants and DAFWA staff reported problems to DAFWA local or 
head office, or submitted samples to AGWEST plant Laboratories. Studies in 
livestock industries have focused on the action and disease awareness of farmers 
and have not considered the actions that may be taken by private veterinarians or 
government officers (Barclay 2005; Hopp et al. 2007; Palmer et al. 2009a; 
Palmer et al. 2009b). Agricultural consultants are an important part of the passive 
surveillance process given that growers are most likely to report pest and disease 
issues to them. Further investigation to determine the reasons for the lower level of 
reporting are warranted, and would potentially provide information to improve 
education programs and increase the level of reporting of suspect pest and disease 
problems. 
Factors that were identified as important in the decision to report a suspect HPP 
varied across employment categories suggesting that each group possibly has 
different motivations for reporting suspect HPPs. However, the ability to eradicate 
the pest or disease, free examination of suspect samples and a need for more 
information of HPPs were common factors across the employment groups. In 
contrast to the current study, the study by Hopp et al. (2007) found that 
compensation for the cost of control of scrapie was considered a very important 
factor influencing the reporting behaviour of Norwegian sheep farmers. They also  
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found, similarly to this study, that having access to a district veterinary officer and 
being offered free examination of scrapie suspects were important to farmers. 
Palmer et al. (2009b) investigated a wider range of factors influencing reporting 
behaviour and found that approachability of the government advisor and distance 
from the local veterinarian were important to WA sheep and cattle farmers as well 
as the trust issues previously mentioned. The findings of the current study indicate 
that WA grain growers potentially do not consider compensation for cost of control 
as important compared to other agricultural industries. 
The fact that free examination of suspect samples was considered important by 
most respondents was of interest because such services are offered in WA. The 
GrainGuard service, provided by DAFWA, provides free examination of samples of 
suspect HPPs for the WA grains industry (McMaugh 2005). The familiarity of 
respondents with the GrainGuard service was very low, with over half of the 
respondents indicating that they were “Not at all familiar” with the service. The lack 
of familiarity with this service might explain why this was considered such an 
important factor in the decision to report a suspect HPP. Promotion of the 
GrainGuard service in the WA grains industry could increase the awareness of the 
service and the use of the service to report unusual plant pest and disease 
symptoms. Increased reporting would improve the passive surveillance system for 
HPPs in WA. The need for more information on HPPs was also highlighted by 
agricultural consultants and DAFWA staff suggesting that more training and 
information on the signs and symptoms HPPs is desired by these groups. 
The probability that members of the WA grains industry would detect the four HPPs 
considered in the survey was assessed. A wide range of confidence in the 
respondents own ability to detect each of the HPPs was noted. Generally, 
respondents had more confidence in their ability to detect the plant disease, Barley 
stripe rust than Karnal bunt, or the insect pests, Khapra beetle and Russian wheat  
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aphid. This is because this disease of barley is similar in appearance to stripe rust 
of wheat which has been established in WA since 2002 (Wellings et al. 2003), 
therefore respondents should be familiar with the symptoms of Barley stripe rust. 
The difference between the diseases is the host with Barley stripe rust occurring on 
barley and Wheat stripe rust occurring on wheat (Wellings et al. 2003). The finding 
that respondents also rated their likelihood of detecting Russian wheat aphid as low 
was also of interest because Russian wheat aphid and the host symptoms produced 
in-crop are distinctive (Hein et al. 2005; Shea et al. 2000b). Karnal bunt and Khapra 
beetle are more cryptic in nature, and symptoms and signs of these HPPs could 
easily be confused with other established pests and diseases, therefore confidence 
in detecting these pests was expected to be lower (Bonde et al. 1997; 
Shea et al. 2000a). 
Almost all of the respondents said they would report a suspect HPP if detected. This 
is similar to the results of Hopp et al. (2007), where 97% of Norwegian farmers 
indicated that they would report sheep with suspect scrapie associated signs. 
However, actual actions when faced with the situation of a suspect exotic animal 
disease or HPP may be different to those suggested in theoretical 
situations (Hopp et al. 2007; Palmer et al. 2009b). In the current study, the rate of 
problems reported based on the last problem detected was lower than the rates for 
theoretical detection of HPPs suggesting that the actual rate of reporting for suspect 
HPPs may be lower. The difference may also be due to none of the past problems 
looking like a suspect HPP considered in the survey. Although, the low knowledge 
of identifying symptoms for some of the HPPs considered suggests that not all 
would be recognised by respondents. 
For reporting of HPPs, growers indicated that they would discuss the detection with 
an agricultural consultant or contact the local DAFWA office. Very few indicated that 
they would report a suspect HPP using one of the phone hotlines available. These  
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results were similar to the actions reportedly taken for problems detected in the past 
five years and to the findings of Barclay (2005). In the study by Barclay (2005) most 
livestock farmers indicated that they would report a suspect exotic disease to their 
local veterinarian, then a government veterinarian, or a stock inspector. Less than 
four percent of respondents indicated that they would use the Emergency Disease 
Watch Hotline. This suggests that farmers have a preference to contact their local 
consultant over state or commonwealth government services. This may be due to 
the effect of trust and a reduction in government extension services as discussed by 
Palmer et al. (2009a). 
Agricultural consultants and DAFWA staff indicated that they would report suspect 
HPPs to the DAFWA head office or send samples to AGWEST Plant Laboratories. 
This suggests that these individuals are aware of the processes for reporting 
suspect HPPs. This is supported by the greater awareness of these groups of 
services such as PestFax and AGWEST Plant Laboratories, where both groups 
indicated that they were ‘Very familiar’ with these services. These actions were also 
similar to those indicated for past pest and disease problems. Due to the small 
number of respondents that had detected a problem in the past five years the 
proportion reporting to each advisory service may not be an entirely accurate 
representation of what might happen if a suspect HPP was actually detected. 
Respondents’ knowledge of signs and symptoms associated with each of the HPPs 
was assessed in the questionnaire. Respondents were most familiar with the signs 
and symptoms of Barely stripe rust and less familiar with the signs and symptoms of 
the other HPPs considered. This was expected because this disease is similar in 
appearance to Wheat stripe rust, which is established in WA (Wellings et al. 2003) 
and agrees with the results in the self-rated assessment of the likelihood of 
detection for each of the HPPs. This suggests that confidence in detection might be 
related to respondents’ knowledge of signs and symptoms. Although, the  
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agricultural consultants had a high median score for Barley stripe rust which is in 
contrast to their low confidence in detecting this disease. A number of respondents 
did not answer this set of questions with only 52 and 47 responses for Khapra 
beetle and Russian wheat aphid respectively. This suggests that the median scores 
could actually be lower; due to the respondents being given the option of leaving the 
questions blank if they did not know what signs would be associated with each HPP. 
The observation that the sign ‘Aphids with long antennae’ was incorrectly 
associated with Russian wheat aphid by more than a third of the respondents is 
important because the short antennae of this HPP are one of its distinctive 
characteristics (Hein et al. 2005; Shea et al. 2000b). Two of the more distinctive 
signs of Khapra beetle infection, ‘hairy larvae’ and ‘presence of larvae 
skins’ (Shea et al. 2000a) were also left unmarked by more than half of the 
respondents. These results suggest that members of the WA grains industry are 
more familiar with the symptoms of the plant diseases than the insect pests. The 
results also suggest that further training and information on the signs and symptoms 
of grains HPPs, especially the insect pests, is needed. 
DAWFA staff were the most familiar of the groups with the signs and symptoms of 
the HPPs considered. This may be due to the further training of DAFWA staff in 
areas specific to plant pests and diseases such as entomology and plant pathology, 
where agricultural consultants and growers have a broader knowledge and 
experience of the grains industry. This was evidenced in the responses to the 
question on training. Overall, very little training on recognition of pests and 
diseases, specifically HPPs, was reported, with less than 10% of all respondents 
having attended a course. None of the agricultural consultants that responded had 
undertaken training in the area. Increased training of all members of the grains 
industry would potentially increase the awareness of HPPs in the community, and 
therefore increase the likelihood of detection and reporting of suspect HPPs.  
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Although this study provides valuable insight into the detection capabilities and 
reporting behaviours of members of the grains industry, and is the first of its type to 
be conducted within the grains industry in Australia, further research into this area is 
needed. The methods used in this survey were aimed at providing expert 
knowledge on the probability that grains HPPs would be reported for use in 
quantitative evaluation of passive surveillance practices in WA for grains HPPs. 
Other methods of administering the survey may improve the number of responses 
and the type of information gathered. Palmer et al. (2009a; 2009b) has investigated 
the issue of trust and how this influences the reporting behaviours of sheep and 
cattle farmers in WA. Further research into the reporting practices of members of 
the grains industry, their knowledge of HPPs and factors, such as trust, that 
influence decisions to report suspect HPPs would allow for further opportunities to 
be identified to improve the level of reporting of suspect or unusual plant pests and 
diseases. 
The primary aim of this survey was to define the structure of the passive 
surveillance system that is in place within the Western Australian grains industry for 
detection and reporting of HPPs. The survey clearly shows that growers are most 
likely to report a suspect pest or disease to their agricultural consultants or the local 
DAFWA office. Agricultural consultants would then report a suspect pest or disease 
to the DAFWA head office or send samples to AGWEST Plant Laboratories. 
DAFWA staff are also likely to report suspect pests and diseases to the DAFWA 
head office or send samples to AGWEST Plant Laboratories where samples would 
be tested for the presence of pests and/or diseases including HPPs. The other aim 
of the survey was to estimate the likelihood that each of these groups would detect 
HPPs such as Karnal bunt and whether or not they would report the suspect HPPs. 
The results of the survey can be used to define probability distributions for each of 
these parameters. The information gathered through the questions on reporting of  
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past problems and theoretical reporting of HPPs can be used to inform the 
likelihood that each group would report a suspect HPP if detected. For the detection 
for each of the HPPs the results of the self-rated likelihood of detection can be used 
to inform a probability distribution for the likelihood that each group would detect 
each of the suspect HPPs if it were present in grain or crops.  
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CHAPTER 6: DISTRIBUTION OF TELIOSPORES IN GRAIN 
SAMPLES 
6.1  Introduction 
Samples of grain are regularly taken to certify that it meets specific standards for 
export requirements and for seed certification programs (Armitage 2003; Morrison 
1999; Pheloung and MacBeth 2000). These programs often require that a small test 
sample, 50 to 100 g, be representative of a larger lot of seed, which is often in the 
order of 10 000’s of kilograms. The sampling protocol followed can have a major 
influence on the representativeness of the final test sample. Therefore, sampling 
protocols need to be able to provide confidence that pockets of infection or 
contamination in the larger bulk will be detected, especially for phytosanitary 
purposes (Thomas et al. 2005).  
The underlying distribution of plant pathogen propagules in a grain lot will influence 
the ability of these sampling protocols to detect the pathogen of interest. The 
distribution of plant pathogens within grain lots is assumed to be represented by 
either Binomial or Poisson distributions (Geng et al. 1983; Hughes et al. 1996; 
Morrison 1999; Russell 1988; Singh 1981). These distributions assume that infected 
grains have a homogenous distribution throughout the lot and they do not allow for 
pathogen propagules clustering within, and as contaminants on the grains. The 
distribution of plant pathogen propagules and in particular the influence of clustering 
of the propagules, within grain lots has not been addressed in detail. A few studies 
have investigated the natural distribution of Tilletia spores within grain lots, including 
T. caries and T. contraversa in wheat (Thomas et al. 2005; Whitaker et al. 2001) 
and T. indica in one experimental study (Peterson et al. 2000). These studies 
provide information on the variation of the number of spores detected per 50 g test  
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sample but not on the underlying distribution of the spores within the grain or the 
influence this might have on the ability to detect spores in a test sample. 
A number of different protocols are used for sampling grain in WA depending on the 
intended purpose of the sample. Grain is sampled when it is delivered to handling 
and storage facilities for grading. Composite samples of the delivered grain are 
used to determine the protein and moisture content for marketing purposes. 
Samples are also collected from seed lots for laboratory tests such as germination, 
weed seed check and phytosanitary certification. Each of these sampling and sub-
sampling processes differs and can influence the probability of the resulting test 
sample containing the pest of interest. The sampling protocols used have been 
reviewed in Chapter 3. 
6.2  Objectives 
The objective of this chapter is to investigate the possible distributions of T. indica 
spores in grain lots. This was achieved by fitting mathematical distributions to 
published data and developing stochastic models of the sampling methods used in 
the various surveillance activities to describe the infection and sampling process, 
and estimate the level of infection in the laboratory samples as: 
1.  the number of infected seeds in samples submitted for routine seed 
testing, and 
2.  the number of teliospores in the case of the samples submitted for post-
harvest grain surveillance based on sampling of grain delivered to 
Cooperative Bulk Handling during harvest.  
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6.3  Methods 
6.3.1  Fitting distributions to published data 
Poisson and negative binomial distributions were fitted to the data presented in 
Whitaker et al. (2001) and Peterson et al. (2000) using the fitdistr function provided 
in the MASS package for the statistical software environment R (version 2.11.0) (R 
Development Core Team 2008; Venables et al. 2008; Venables and Ripley 2002). 
Visual comparison of probability densities, Akaike information criterion (AICc) values 
and Chi-square (χ
2) values (AIC and chisq.test functions from the stats package) 
were used as a basis for comparing the fit of the distributions. Smaller AICc values 
are considered a better fit for small samples sizes. Chi-square values were used to 
indicate the likelihood that the observed data was from the fitted 
distribution (p<0.100) (Vose 2008). Plots of the fitted distributions were generated 
using the ggplot2 package in R (R Development Core Team 2008; Wickham 
2009a). 
6.3.2  Stochastic sampling models 
Stochastic process models (Vose 2008) were developed for each of the three 
sampling protocols that are used to take grain samples that could be used for 
surveillance for T. indica. These are 1) Delivery Parcel samples, 2) General Siding 
samples (GS samples), and 3) samples for Seed Testing. A review of these 
sampling protocols is provided in Chapter 3. Figure 3.1 and Figure 3.2 illustrate the 
generalised sampling procedure that has been used to develop the stochastic 
models. Throughout each of the models it has been assumed that the primary 
samples are representative of the lots they have been drawn from and that the  
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mixing of sub-samples is complete and provides a random distribution of infected 
seed and teliospores within the composite sample. 
All models were implemented using the Microsoft Excel add-in 
PopTools (Hood 2009). Simulations of 10 000 iterations were run for each relevant 
combination of design prevalences, P*DeliveryParcel and P*Grain (Table 6.1) with a 
random seed of zero. Statistical analysis of the model output was conducted in the 
statistical software environment R using the reshape, plyr and stats packages for 
data analysis and the ggplot2 package for generating plots of the 
results (R Development Core Team 2008; Wickham 2007; Wickham 2009a; 
Wickham 2009b). The probability that the lot, the general siding sample and the test 
sample were infected, the number of infected seeds per test sample and the 
number of spores per test sample were calculated. The probability that the sample 
at each level was infected was interpreted as the proportion of iterations with 
greater than zero infected seeds or zero teliospores. 
6.3.2.1  Design prevalences 
Design prevalences incorporated into the models were used to represent infection 
at levels that might be expected if the disease were present in the population. 
Design prevalences are commonly set at 1–0.5% of groups and 1–0.1% of 
individual units (Binns et al. 2000; McMaugh 2005). In the sampling models the two 
design prevalences used were; 1) P*DeliveryParcel which describes the proportion 
of delivery parcels infected within the population, and 2) the within-parcel design 
prevalence, P*Grain, which represents the level of infection within an infected 
delivery parcel as the percentage of grain infected. 
Values for P*DeliveryParcel used in the sampling models were 1%, 0.5%, 0.25% 
and 0.1% of delivery parcels. These prevalence levels are within the reported levels  
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for infected fields from regions where T. indica occurs (Rush et al. 2005) and were 
considered appropriate design prevalences for assessing the capacity to detect an 
initial outbreak of T. indica. 
Values for P*Grain used in this analysis were of 3%, 1%, 0.04% (10 infected grains 
per kg, based on an average of 25 000 grains per kg), 0.0004% (1 infected grain in 
10 kg), 0.00004% (1 infected grain in 100 kg) and 0.000004% (1 infected grain in 
1 000 kg). Most of these prevalences are well below the 3% infection 
rate (750 infected grains/1 kg) accepted for grain infected with T. indica used for 
flour production (Singh et al. 1998; Warham 1986). 
Table 6.1. Design prevalences used in the sampling models; P*Grain is 
adapted from the data presented in Peterson et al. (2000) 
Design Prevalence  Parameters 
P*DeliveryParcel  Percentage infected 
delivery parcel 
  1.00 
  0.50 
  0.25 
  0.10 
 
P*Grain  Spores per 50 g grain 
3% grain (Flour)  5 930 250 
1% Grain (GM contamination)  1 976 750 
0.04% (10 grains in 1 kg)  79 070 
0.0004% (1 grain in 10 kg)  791 
0.00004% (1 grain in 100 kg)  72 
0.00004% (1 grain in 1000 kg)  6 
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6.4  Models 
6.4.1  Sampling model for Seed Testing samples 
The seed testing model was based on the sampling guidelines provided by ISTA 
(2008) outlined in Section 3.3.2. The unit of interest in this model is an infected seed 
because detection of T. indica via seed tests is reliant on visual detection of the 
infected seed in the test sample 
Seed lot size 
A seed lot may consist of a large bulk of seed or multiple bags of seed. The 
maximum size of a seed lot for cereal grains is 30 000 kg. The number of bags or 
the volume of the seed lot (kg), LotSize, was estimated from data provided by the 
AGWEST Plant Laboratories for seed testing samples received during the 04/05, 
05/06 and 06/07 harvest periods, which were summarised as probability 
distributions. A pert distribution was used to represent the size of the bulk seed lots 
in kilograms, LotSize~Pert(95, 25 000, 30 000). 
For bagged lots (bags) an empirical cumulative probability distribution was fitted to 
the data (Figure 6.1). 
Number of primary samples 
The number of primary samples taken, NoPSamples, was calculated based on the 
sampling regimes summarised in Table 3.1. 
Infected seeds per primary sample 
The number of infected seeds in each primary sample was estimated using the 
Poisson distribution, PInfectedGrains~Poisson(P*Grain x SpearSize x *25), 
assuming that there are approximately 25 grains per gram (DAFWA 2007).  
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Figure 6.1. Cumulative density function for the number of bags per seed lot. 
Number of infected seeds per composite sample 
The number of infected seeds in the composite sample was calculated as the sum 
of the number of infected grains in the primary sample (Equation 6.1), where i is the 
number of primary samples (NoPSamples). The size of the composite 
sample (number of seeds) was also calculated (Equation 6.2). 
 
∑
=
=
I
1 i
i rains PInfectedG edGrains CompInfect
 
(6.1) 
  25 SpearSize NoPSamples CompSize ´ ´ =   (6.2)  
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Infected seed in the laboratory sample 
It was assumed that the composite sample was thoroughly mixed and that the 
infected seed were randomly distributed throughout the sample. The number of 
infected seeds in the submitted sample (laboratory sample of 1000 g) was 
estimated using a Poisson distribution based on the concentration of infected seed 
in the composite sample, LabInfectedGrains. 
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Infected seeds per test sample 
The number of infected seeds present in the seed test sample, TestInfectedGrains, 
was estimated at test sample sizes (TestSampleSize) of 400, 1 000, 3 000 and 
25 000 seeds using a Poisson distribution. The probability of an individual seed 
being infected was equal to P*Grain. 
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The number of infected grains in the test sample was also estimated using a simple 
Poisson distribution, TestInfectedGrains~Poisson(P*Grain x TestSampleSize), for 
comparison (Morrison 1999; Russell 1988). 
Spores per test sample 
The number of spores present in the test sample if an infected seed is present was 
assumed to be greater than 10 teliospores per 50 g due to the number of 
teliospores in a sori being in the order of 10 000 to 100 000 spores (Goates 2008).  
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Scenarios were run for all P*Grain for both models and compared to the output 
resulting from the use of Poisson. 
6.4.2  Sampling models for grain delivered to Co-operative Bulk 
Handling 
6.4.2.1  Parameters 
Variability and uncertainty around the parameters used in the sampling models were 
incorporated using the following probability distributions. 
Number of trailers in delivery parcel 
A delivery parcel may consist of one truck, a truck with one or two trailers, or 
multiple trailers (pers. comm. Fitzpatrick 2007). The number of trailers in the 
delivery parcel has been represented using a discrete uniform distribution as 
NoTrailerPerDP~DiscreteUniform(1, 2, 3). 
Delivery parcel size 
The amount of grain delivered in individual trucks or trailers can vary from 8 to 
40 tonnes resulting in a range of delivery parcel sizes up to 75 tonnes for multiple 
trailers, with an average size of 26 tonnes (pers. comm. Fitzpatrick 2007; 
Wright et al. 2006). The delivery parcel size (DPSize) was represented as a Pert 
distribution, DPSize~Pert(8, 26, 75). 
Spear size and number of spears 
The number of samples collected from each trailer is dependent on the amount of 
grain in the trailer (Section 3.3.1.1). Four primary samples per trailer in the delivery 
parcel are collected with one additional sample for every 10 tonnes of grain over the  
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first 10 tonnes. Each primary sample consists of a single spear sample that is 
approximately 1 litre, or 750 g of wheat, represented as SpearSize=750. 
Measure size and number of measures 
Where there is more than one trailer carrying the delivery parcel, a sub-sample 
proportional to the size of the trailer is taken from each trailer sample to form a 
delivery parcel sample. Measures vary in size but sampling is conducted using the 
same size measure for each 10 tonnes of grain. Therefore, for the purpose of this 
study a standard half litre measure was used, which contains approximately 375 g 
grain, represented as MeasureSize=375. 
Mean number of contaminating spores 
The level of conversion of the seed to sori is often used as a measure of host 
susceptibility and is known as the "coefficient of infection". The coefficient of 
infection considers the proportion of seed converted to sori for an inoculated line or 
plant and includes uninfected as well as the infected seed. The sampling models 
were parameterised and run separately for bread and durum wheat to account for 
differences in host susceptibility (Bonde et al. 1996; Dhaliwal and Singh 1998; 
Sansford et al. 2006b; Sansford et al. 2006c; Warham 1988). The results of the 
inoculation studies presented in Sansford et al. (2006c) were used to create 
empirical cumulative density functions to parameterise the proportion of an infected 
seed converted to sori for bread and durum wheats, represented as 
HostPercentSori (Figure 6.2). 
The mean number of contaminating spores per 50 g test sample, 
SporesPer50gGrain, was estimated from the number of spores detected in the 
dilution series performed by Peterson et al. (2000). The mean number of spores per 
gram of grain, MeanSpores, was adjusted to account for the variability in the  
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proportion of the grain converted to sori, represented as HostPercentSori, using 
Equation 6.3. 
 
tSori HostPercen
0.5
50
0gGrain SporesPer5
MeanSpores ´ =
 
(6.3) 
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Figure 6.2. Cumulative probability distributions of percent conversion to sori 
for bread and durum wheat, adapted from Sansford et al. (2006c) 
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Bulk size 
The size of the bulked grain lot, BulkSize, from which the GS samples are collected, 
was estimated from the size of the grain storage bins, the annual tonnage for each 
of the survey years and the average number of GS samples collected per year, 
which is 600 (pers. comm. Fitzpatrick 2007; Wright et al. 2006). The size of the 
bulked grain lot could vary from one delivery parcel as small as 8 tonnes to 
thousands of delivery parcels. The variability and uncertainty of individual lot sizes 
from which the GS samples were collected was represented using a pert 
distribution, represented as BulkSize~Pert(8, 12 000, 17 000). 
Delivery parcels per bulk 
The number of delivery parcels contained in each bulk lot of grain, DPsPerBulk, was 
calculated as BulkSize divided by the average DPSize. The average DPSize was 
determined for DeliveryParceli where i=1 to 1 000 and was recalculated for each 
iteration of the model. 
6.4.2.2  Sampling model for delivery parcel samples 
The number of infected grains and the number of contaminating spores per test 
sample was modelled based on CBH’s standard sampling protocol for delivery 
parcels (Section 3.3.1.1). This involves collecting primary samples from each trailer 
in the delivery parcel based on the size of the trailer, which are then combined, 
mixed and subdivided until the appropriate composite sample is obtained as 
described in Section 3.3.1.1. 
Primary samples 
The number of infected grains and the number of contaminating teliospores for each 
primary sample were estimated using Poisson distributions based on the within-  
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parcel prevalence (P*Grain) assuming there are approximately 25 grains per gram, 
represented as SpearSize . 
InfectedGrainsPerPrimarySample~Poisson(P*Grain x SpearSize x 25) 
and 
SporesPerPrimarySample~Poisson(MeanSpores x SpearSize) 
Composite samples 
To estimate the number of infected grains and contaminating spores in the 
composite sample collected from each trailer in the delivery parcel the number of 
infected grains and contaminating spores in the primary samples were 
summed (Equations 6.4 and 6.5): 
 
∑
=
=
J
1 j
j i marySample ainsPerPri InfectedGr le positeSamp ainsPerCom InfectedGr
 
(6.4) 
 
∑
=
=
J
1 j
j i le rimarySamp SporesPerP mple ompositeSa SporesPerC
 
(6.5) 
The amount of grain in the composite sample was also calculated as the sum of the 
grain in the primary spears (Equation 6.6): 
  ( ) ∑
=
´ =
J
1 j
j i NoSpears SpearSize ple mpositeSam GrainPerCo
 
(6.6) 
where i is the trailer number and j is the number of primary samples collected from 
each trailer in the delivery parcel.  
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Delivery parcel samples 
From each composite sample, sub-samples are then taken and combined to form 
the delivery parcel sample. The number of infected grains and contaminating spores 
in the delivery parcel sample were estimated as the sum of the infected grains and 
spores in the sub-samples from the composite samples respectively (Equations 6.7, 
6.8 and 6.9). 
 
∑
=
=
I
1 i
i ample positeSubS ainsPerCom InfectedGr ample ainsPerDPS InfectedGr
 
(6.7) 
 
∑
=
=
i
1 i
i bsample ompositeSu SporesPerC PSample SporesPerD
 
(6.8) 
 
( ) ∑
=
´ =
I
1 i
i NoMeasures e MeasureSiz Sample GrainPerDP
 
(6.9) 
for i = 1, 2 or 3 trailers in the delivery parcel, where the number of infected grains 
and number of spores are represented by a Poisson distributions to account for the 
mixing of the composite samples that occurs. 
 
 


 


´ ´
 


 


´ ´
i
i
i
i
i
i
NoMeasures e MeasureSiz
mple ompositeSa GrainsPerC
mple ompositeSa SporesPerC
~Poisson
mple ompositeSa SporesPerC
NoMeasures e MeasureSiz
mple ompositeSa GrainsPerC
le positeSamp ainsPerCom InfectedGr
~Poisson
ample positeSubS ainsPerCom InfectedGr
and
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Infected grains per test sample 
The total number of infected grains present in the delivery parcel sample was then 
calculated, and the average infected grains per 50 g test sample determined using 
Equation 6.10. 
 
50
PSample GrainsPerD
ample ainsPerDPS InfectedGr
tSample ainsPerTes InfectedGr ´ =
 
(6.10) 
Spores per test sample 
The average number of spores in the delivery parcel sample was determined from 
the number of spores in the delivery parcel sample (Equation 6.11). A conservative 
approach was used and additional spores from infected grains present in the test 
sample were not considered in the estimation of spores per test sample. The 
presence of an infected grain in the test sample would increase the number of 
spores to above five spores per sample (Goates 2008). 
 
50
PSample GrainsPerD
PSample SporesPerD
estSample SporesPerT ´ =
 
(6.11) 
6.4.2.3  Sampling model for general siding samples 
General Siding samples are comprised of a proportional sample of each delivery 
parcel that is of a particular grade of grain received at each siding, or receival site. 
Test samples are a sub-sample of the GS sample, which are sent to the laboratory 
for testing for the presence of teliospores of T. indica.  
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Delivery parcel samples 
The size of the sample taken from each delivery parcel sample is proportional to the 
size of the delivery parcel, with one measure being added to the GS sample for 
each 10 tonnes in the delivery parcel (Equation 6.12). For the purpose of this study 
a standard half litre measure has been used, which is approximately 375 g of grain. 
 
e MeasureSiz
10
DPSize
ze DPSampleSi i ´ =
 
(6.12) 
The infection status of each delivery parcel sample was determined using a 
Bernoulli distribution based on the delivery parcel design prevalence, represented 
as DPInfected~Bernoulli(P*DeliveryParcel). 
The number of infected grains and the number of spores contained in each infected 
delivery parcel sample was modelled using Poisson distributions: 
InfectedGrainsPerDPSamplei~Poisson(MeanInfectedGrains x DPSampleSizei) 
and 
SporesPerDPSamplei~Poisson(MeanSpores x DPSampleSizei) 
where MeanInfectedGrains and MeanSpores were sampled from the empirical 
cumulative density functions generated from the output of the delivery parcel 
sampling model.  
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GS sample 
The number of delivery parcels represented per GS sample, DPsPerBulk, depends 
on the amount of each grade of grain delivered at the receival site and the size of 
the delivery parcels (Section 3.3.1.2). 
The size of the GS sample is the combined size of the delivery parcel sub-samples. 
The number of spores present in the GS sample depends on the number of spores 
in the infected delivery parcel sub-samples that make up the GS sample. These 
were estimated using Equations 6.13, 6.14 and 6.15: 
 
∑
=
=
I
i
i ze DPSampleSi GSSSize
1  
(6.13) 
 
( ) ∑
=
´ =
I
1 i
i i DPInfected ample ainsPerDPS InfectedGr ainsPerGSS InfectedGr
 
(6.14) 
 
( ) ∑
=
´ =
I
1 i
i i DPInfected PSample SporesPerD SS SporesPerG
 
(6.15) 
where i is the number of delivery parcels per bulk lot (DPsPerBulk). 
Test samples 
The number of infected grains and spores per 50 g test sample was determined 
using a Poisson distribution assuming thorough mixing of the GS sample. 
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


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50
GSSSize
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6.4.2.4  Sensitivity analysis 
To investigate the potential influence of clustering of teliospores within-parcels on 
the probability of T. indica spores being present in the test sample, a sensitivity 
analysis was performed for the delivery parcel and GS sampling models. It was 
assumed that due to the low levels of infected seed per lot that mixing due to the 
process of harvesting and transport would randomly distribute infected seed 
throughout the lot. In the delivery parcel sampling model the Poisson distribution 
used for SporesPerPrimarySample was replaced with a negative binomial 
distribution with various size (k) values to represent different levels of clustering, 
resulting in, SporesPerPrimarySample~NegativeBinomial(MeanSpores x 
SpearSize, k) The value of k was generally less than 20 in the negative binomial 
distributions fitted to the number of teliospores detected in samples from shipments 
explored in Whitaker et al. (2001). Therefore, values of k= 0.1, 1, 5, 10 or 20 were 
used in the sensitivity analysis. In the GS sample model the value of MeanSpores 
was drawn from empirical cumulative density functions generated from the output of 
the delivery parcel sampling model using negative binomial distributions for 
SporesPerPrimarySample as above.  
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6.5  Results 
6.5.1  Fitting distributions to reported sampling data 
The parameters for the fitted distributions and goodness-of-fit values for the sample 
data reported in Peterson et al. (2000) and Whitaker et al. (2001) are provided in 
Table 6.2 and Table 6.3 respectively. The negative binomial distributions provided a 
better fit to most of the sample data as evidenced by smaller AICc values. The 
exceptions to this were shipment 2 from Whitaker et al. (2001) and the 1 in 1 000 kg 
and 1 in 10 000 kg dilutions from Peterson et al. (2000). Although, for some of the 
shipments and dilutions the difference in the AICc values between the two fitted 
distributions was small. 
The results of the Chi-square analysis indicated that the observed data, for all 
except one shipment in Whitaker et al. (2001), could have been sampled from either 
fitted distribution. The observed data from shipment 4 was unlikely to have been 
sampled from the fitted negative binomial distribution (p<0.1). 
The observed data and fitted distributions from the 1 in 1 kg and 1 in 100 kg 
dilutions and shipments 1 and 10 from Peterson et al. (2000) and 
Whitaker et al. (2001) are shown in Figure 6.3, Figure 6.4, Figure 6.5 and Figure 6.6 
respectively. Visual comparison of the observed data and the fitted distributions 
indicates that neither distribution provides a good fit to all sets of data. P
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Figure 6.3. Observed values (histogram) and fitted distributions for 1 in 1 kg 
dilution from Peterson et al. (2000) 
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Figure 6.4. Observed values (histogram) and fitted distributions for 1 in 100 kg 
dilution from Peterson et al. (2000)  
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Figure 6.5. Observed values (histogram) and fitted distributions for shipment 
1 from Whitaker et al. (2001) 
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Figure 6.6. Observed values (histogram) and fitted distributions for shipment 
10 from Whitaker et al. (2001) 
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6.5.2  Sampling model for seed testing samples 
The probability that the test sample contained one or more infected seeds was low 
except for the higher P*Grain of 0.04%, 1% and 3%. There was little difference 
between the bulk and bagged seed lots (Table 6.4). The distribution of infected 
seeds in the test sample based on the simple Poisson distribution incorporating 
TestSampleSize and P*Grain were very similar to those generated with the 
stochastic models (Figure 6.7 and Figure 6.8). 
Chi-square analysis also suggests that the output of the stochastic model is not 
significantly different to the Poisson estimate for most combinations of P*Grain and 
TestSampleSize. The exceptions were P*Grain of 1% and 3% where the 
distributions were significantly different (Chi-square, p<0.001) for sample sizes of 
3000 and 25 000 seeds. However, the probability that a test sample was infected 
was 100% for both models at these prevalence levels and sample sizes. At a within-
parcel prevalence level of 0.04% the distributions were significantly different (Chi-
square, p<0.001) for TestSampleSize of 25 000 (Figure 6.8). In the stochastic 
model there was a 0.03% probability of there being no infected grains in the sample 
where the Poisson estimate had 100% of samples infected. The stochastic model 
also had a larger range of number of infected seed per sample (0 to 32 seeds) 
compared to the Poisson estimate (1 to 24 seeds).The probability that the test 
samples were infected at P*Grain of 0.0004% was below 10% for both models and 
equal to or less than 1% for P*Grain of 0.00004% and 0.000004%. 
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Table 6.4. Probability that the test sample contained one or more infected 
seeds for bulk and bagged seed lots from the stochastic model 
Seed Lot 
Type 
P*Grain  Test sample size (seeds) 
400  1000  3000  25000 
Bulked  3%  100%  100%  100%  100% 
1%  98.29%  100%  100%  100% 
0.04%  14.83%  32.94%  67.91%  99.77% 
0.0004%  0.17%  0.47%  0.99%  5.95% 
0.00004%  0.01%  0.06%  0.07%  0.62% 
0.000004%  0%  0%  0%  0.05% 
           
Bagged  3%  100%  100%  100%  100% 
1%  98.03%  100%  100%  100% 
0.04%  15.54%  31.82%  66.78%  99.76% 
0.0004%  0.19%  0.39%  1.06%  5.03% 
0.00004%  0.01%  0.03%  0.15%  0.73% 
0.000004%  0.01%  0.01%  0.02%  0.14% 
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Figure 6.7. Smoothed density plots of the number of infected seeds per test 
sample at P*Grain of 3% at different test sample sizes (400, 1000, 3000 and 
25000 seeds) for the stochastic model (solid line) and Poisson distribution 
(dashed line)  
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Figure 6.8. Smoothed density plots of the number of infected seeds per test 
sample at P*Grain of 0.04% at different test sample sizes (400, 1000, 3000 and 
25000 seeds) for the stochastic model (solid line) and Poisson distribution 
(dashed line) 
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6.5.3  Sampling model for delivery parcel samples 
6.5.3.1  Infected grains per test sample 
The probability that the test sample contained infected grains was zero for all 
P*Grain except for 1% and 3%, where the probability that infected grains were 
present in the sample was 100%. The mean number of infected grains per 50 g test 
sample for P*Grain of 3% was 19 (95% credible interval, 11–27) and for 1% was 
6 (95% CI, 3–9). The estimated number of infected grains per 50 g test sample from 
the model was lower than a direct Poisson estimate (i.e. 
InfectedGrainsPerTestSample ~Poisson (50 g*25 grains per g*P*Grain). This is 
illustrated in Figure 6.9. 
Visual assessment of the resulting histograms suggested that the number of 
infected grains per test sample were the same for the bread and durum wheat 
models. 
Infected grains
D
e
n
s
i
t
y
0.0
0.1
0.2
0.3
0.0
0.1
0.2
0.3
3%
1%
0 10 20 30 40 50 60
  
Page 159 
Figure 6.9. Number of infected grains in test samples from the stochastic 
model (black bars) compared to Poisson estimate (grey density plot) at 
P*Grain of 1% and 3% 
6.5.3.2  Spores per test sample 
Simulations to estimate the number of spores per test sample were only conducted 
for P*Grain where the probability of an infected grain being in the sample was less 
than one hundred percent; i.e. P*Grain of less than 1%. At P*Grain of 0.04% all 
samples contained spores, and the mean number of spores was 32 224 (95% CI, 
8 358 – 85 551) for bread wheat and 13 607 (95% CI, 946 – 30 269) for durum 
wheat. The probability that the test sample contained spores at the other P*Grain 
ranged from 99.97% to 96.43% for bread wheat and from 99.83% to 81.30% for 
durum wheat for P*Grain of 0.0004% to 0.000004% respectively. 
For all design prevalences except for P*Grain of 0.000004% the majority (>90%) of 
infected test samples contained 5 or more spores for both bread and durum 
wheat (Table 6.5 and Table 6.6 respectively). At the lowest within-parcel 
prevalence, P*Grain of 0.000004%, the majority of infected samples contained 2 to 
4 spores for bread wheat and 1 spore for durum wheat.  
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Table 6.5: Probability of test samples from bread wheat delivery parcel 
samples containing infected grains and teliospores, and the probability that 
the number of spores was in the range of 1, 2 to 4, or 5 or more spores at 
different P*Grain 
P*Grain   Probability that 
sample contains 
Probability of x spores per 50 g in 
infected test samples 
Infected 
grains 
Spores  1 spore  2 to 4 
spores 
5 or more 
spores 
1%  100%  100%  0%  0%  100% 
3%  100%  100%  0%  0%  100% 
0.04%  0%  100%  0%  0%  100% 
0.0004%  0%  99.97%  0.01%  0.10%  99.89% 
0.00004%  0%  99.70%  0.33%  1.00%  98.67% 
0.000004%  0%  96.43%  18.22%  67.48%  14.30% 
 
Table 6.6. Probability of test samples from durum wheat delivery parcel 
samples being infected and of infected test samples containing 1, 2 to 4, or 5 
or more spores at different P*Grain 
P*Grain   Probability that 
sample contains 
Probability of x spores per 50 g in 
infected test samples 
Infected 
grains 
Spores  1 spore  2 to 4 
spores 
5 or more 
spores 
1%  100%  100%  0%  0%  100% 
3%  100%  100%  0%  0%  100% 
0.04%  0%  100%  0%  0%  100% 
0.0004%  0%  99.83%  0.16%  0.43%  99.41% 
0.00004%  0%  98.50%  2.02%  5.29%  92.69% 
0.000004%  0%  81.30%  59.83%  40.16%  0.01% 
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6.5.3.3  Parameters for the general siding sample model 
Mean infected grains 
The output of the delivery parcel sampling model was used to provide parameter 
estimates for the mean number of infected grains per delivery parcel 
sample (MeanInfectedGrains) as an input of the GS sample model. Empirical 
cumulative density functions were only plotted for P*Grain of 1 and 3% (Figure 6.10) 
because there were no infected grains for P*Grain of 0.04% or less. 
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Figure 6.10. Cumulative density function of the mean number of infected 
grains per 50 g sub-sample collected from the delivery parcel samples for 
P*Grain of 3% and 1%  
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Mean number of spores 
Empirical cumulative density functions were also constructed for the mean number 
of spores per delivery parcel sample (MeanSpores). These were plotted for all 
P*Grain and are illustrated for both bread and durum wheat in Figure 6.11. The 
mean number of spores per delivery parcel sample was consistently less for the 
durum wheat model compared to the bread wheat model. 
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Figure 6.11. Cumulative density functions for the mean number of spores per 
50 g test sample collected from the delivery parcel sample for varying P*Grain 
for bread wheat (solid line) and durum wheat (dashed line) 
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6.5.4  Sampling model for general siding samples 
6.5.4.1  GS sample 
The probability that the GS sample is infected, or contains spores, decreased with 
decreasing P*DeliveryParcel but was similar between P*Grain for each 
P*DeliveryParcel (Figure 6.12). The probability that the GS sample was infected 
ranged from 27.40% to 94.37% for P*DeliveryParcel of 0.1% to 1% respectively. 
Durum wheat showed a similar pattern to bread wheat with the probability that the 
GS sample was infected ranging from 22.72% to 94.62% for P*DeliveryParcel of 
0.1% to 1% respectively. 
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Figure 6.12. Probability that the GS sample is infected for each combination of 
P*DeliveryParcel and P*Grain for bread wheat  
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6.5.4.2  Test sample 
The probability that the test sample was infected decreased with P*Grain and 
P*DeliveryParcel as did the number of spores present in each test sample. The 
larger impact of P*Grain on the probability that a test sample is infected is illustrated 
in Figure 6.13. For bread wheat the probability that the test sample was infected 
ranged from less than 1% to 28.10%, 56.67%, 80.19% and 94.37% for 
P*DeliveryParcel of 0.1%, 0.25%, 0.5% and 1% respectively (Table 6.7). The 
probability that the durum wheat test sample was infected for each combination of 
P*DeliveryParcel and P*Grain is provided in Table 6.8. 
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Figure 6.13. Probability that the test sample is infected for each combination 
of P*DeliveryParcel and P*Grain  
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Table 6.7. Probability that GS and test samples were infected, and of infected 
test samples containing 1, 2 to 4 or 5 or more spores for all combinations of 
P*Grain and P*DeliveryParcel for bread wheat 
P*Delivery
Parcel (%) 
P*Grain (
%) 
Probability 
GS sample 
infected 
Probability 
test sample 
infected 
Probability of x spores per 50 g in 
infected test samples 
1  2 to 4  5 or more 
1.00  3  94.37%  94.37%  0%  0%  100.00% 
1  94.46%  94.46%  0%  0%  100.00% 
0.04  93.99%  93.98%  0.04%  0%  99.96% 
0.0004  94.53%  84.07%  16.18%  0%  83.82% 
0.00004  94.10%  26.83%  79.31%  20.39%  0.30% 
0.000004  90.72%  2.00%  97.50%  2.50%  0% 
0.50  3  80.19%  80.19%  0%  0%  100.00% 
1  79.99%  79.98%  0%  0%  100.00% 
0.04  79.42%  79.36%  0.09%  0%  99.91% 
0.0004  80.21%  61.66%  29.14%  0%  70.86% 
0.00004  79.68%  14.41%  85.50%  14.50%  0% 
0.000004  76.53%  1.00%  98.00%  2.00%  0% 
0.25  3  56.67%  56.67%  0%  0%  100.00% 
1  57.02%  57.02%  0%  0%  100.00% 
0.04  56.99%  56.95%  0.11%  0%  99.89% 
0.0004  55.66%  38.81%  39.29%  0%  60.71% 
0.00004  56.03%  7.66%  89.30%  10.44%  0.26% 
0.000004  54.06%  0.55%  100.00%  0%  0% 
0.10  3  28.10%  28.10%  0%  0%  100.00% 
1  28.13%  28.13%  0%  0%  100.00% 
0.04  28.10%  28.04%  0.18%  0%  99.82% 
0.0004  28.56%  18.49%  45.89%  47.86%  6.55% 
0.00004  29.24%  3.41%  89.74%  9.97%  0.29% 
0.000004  27.40%  0.21%  100.00%  0%  0%  
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Table 6.8. Probability that GS and test samples were infected, and of infected 
test samples containing 1, 2 to 4 or 5 or more spores for all combinations of 
P*Grain and P*DeliveryParcel for durum wheat 
P*Delivery
Parcel (%) 
P*Grain 
(%) 
Probability 
GS sample 
infected 
Probability 
test sample 
infected 
Probability of x spores per 50 g in 
infected test samples 
1  2 to 4  5 or more 
1.00  3  94.62%  94.62%  0%  0.01%  99.99% 
1  94.76%  94.76%  0%  0.01%  99.99% 
0.04  94.76%  64.51%  0.23%  0.68%  99.09% 
0.0004  94.59%  71.76%  29.56%  50.11%  20.33% 
0.00004  93.43%  15.27%  85.92%  14.01%  0.07% 
0.000004  75.67%  0.84%  100.00%  0%  0% 
0.50  3  79.21%  79.21%  0%  0.01%  99.99% 
1  79.17%  79.17%  0%  0.03%  99.97% 
0.04  79.47%  79.20%  0.54%  1.40%  98.06% 
0.0004  80.07%  48.61%  43.96%  47.42%  8.62% 
0.00004  78.66%  8.65%  88.79%  11.21%  0% 
0.000004  63.95%  0.47%  100.00%  0%  0% 
0.25  3  56.35%  56.35%  0%  0.02%  99.98% 
1  56.58%  56.58%  0.03%  0.09%  99.88% 
0.04  56.06%  55.62%  0.49%  1.35%  98.17% 
0.0004  56.42%  29.06%  53.85%  41.78%  4.37% 
0.00004  55.08%  4.04%  92.08%  7.92%  0% 
0.000004  45.57%  0.23%  100.00%  0%  0% 
0.10  3  28.85%  28.85%  0%  0.03%  99.97% 
1  28.38%  28.38%  0%  0.14%  99.86% 
0.04  29.66%  28.88%  0.80%  2.22%  96.99% 
0.0004  28.34%  12.67%  58.41%  38.83%  2.76% 
0.00004  28.66%  1.38%  90.58%  9.42%  2.76% 
0.000004  22..72%  0.09%  100.00  0%  0%  
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Infected grains per test sample 
The probability that infected grains were present in the test sample was zero for 
design prevalence combinations including P*Grain of 0.04% or less. The probability 
that infected grains were present in the test sample was less than 10% for design 
prevalence combinations including P*Grain of 1% or 3% for all except the highest 
design prevalence combination of P*DeliveryParcel of 1% and P*Grain of 3%, which 
had a probability of 16.62% (Table 6.9). 
Table 6.9. Probability of test sample containing infected grains at different 
design prevalences 
P*DeliveryParcel (%)  P*Grain (%)  Probability of test sample 
containing infected grains 
1.00  3  16.62% 
1  5.45% 
0.50  3  8.62% 
1  2.53% 
0.25  3  4.78% 
1  1.48% 
0.10  3  1.79% 
1  0.61% 
 
Spores per test sample 
The results of the sampling model for the GS samples are summarised in Table 6.7 
for bread wheat and Table 6.8 for durum wheat. The probability that the test sample 
contained spores decreased with decreasing P*Grain as did the number of spores 
in infected samples. At higher prevalence combinations, those that included P*Grain  
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of 1% and 3%, all infected test samples contained 5 or more spores. At the lowest 
P*Grain of 0.000004% most infected test samples contained only 1 spore. 
6.5.5  Sensitivity analysis 
6.5.5.1  Sampling model for delivery parcel samples 
The models for bread and durum wheats had a similar distribution of spores per 
sample in each of the scenarios considered in the sensitivity analysis. The 
sensitivity analysis showed that for P*Grain of 0.04%, 0.0004% and 0.00004% only 
a negative binomial with size (k) of 0.1 and 1 differed from the Poisson model. 
Negative binomial distributions with larger size values produced distributions similar 
to the Poisson model (Table 6.10). The negative binomial distributions with k=0.1 
and 1 had wider distributions, with longer right-hand tails and had increased 
proportions of lower number of spores per sample. Negative binomial distributions 
with k=0.1 also had a skewed distribution incorporating more instances of zero 
spores per test sample (Figure 6.14). At P*Grain of 0.000004% the output 
distributions for the number of spores from the negative binomial distribution with a 
size of k=1 and 0.1 were similar (Figure 6.15).  
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Table 6.10. Mean number (95% credible interval) of spores per test sample for 
scenarios of delivery parcel sampling for bread wheat 
Scenario  P*Grain 
0.04%  0.0004%  0.00004%  0.000004% 
Poisson  39 313  
(9 299, 78 262) 
392 
(86, 788) 
35 
(7, 71) 
3 
(0, 6) 
Negative 
binomial k=0.1 
38 517 
(5, 201 285) 
401 
(0, 2 138) 
35 
(0, 194) 
3 
(0, 17) 
Negative 
binomial k=1 
39 067 
(5 373, 106 526) 
390 
(50, 1 078) 
35 
(4, 96) 
3 
(0, 8) 
Negative 
binomial k=5 
39 223 
(8 771, 85 960) 
393 
(83, 867) 
35 
(7, 77) 
3 
(0, 6) 
Negative 
binomial k=10 
39 370 
(9 211, 83 390) 
392 
(85, 834) 
35 
(7, 75) 
3 
(0, 6) 
Negative 
binomial k=20 
39 383 
(9 163, 81 315) 
392 
(87, 811) 
35 
(7, 73) 
3 
(0, 6)  
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Figure 6.14. The effect of clustering, represented by negative binomial 
distributions, on the number of spores per test sample for P*Grain of 0.04%, 
range truncated to 0 to 250 000 spores  
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Figure 6.15. Number of spores per test sample for clustering scenarios for 
P*Grain of 0.000004%, over a truncated range of 0 to 25 spores per test 
sample 
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6.5.5.2  Sampling model for General Siding Samples 
General Siding samples 
The results of the sensitivity analysis showed that the probability that the GS sample 
was infected was less when clustering was considered using a negative binomial 
distribution with size k=0.1 (Figure 6.16). This effect was more pronounced with the 
durum wheat model compared to the bread wheat model. 
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Figure 6.16. Probability that the GS sample was infected at different 
P*DeliveryParcel incorporating clustering of teliospores at P*Grain of 0.0004% 
for bread wheat  
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Test samples 
The probability that the test sample was infected was lower in the negative binomial 
model with k=0.1 than in the Poisson model for P*Grain of 0.04%, 0.0004% and 
0.0004% but higher for 0.000004% (Figure 6.17). 
There was a higher probability that the test sample contained a higher number of 
spores in the negative binomial models, evidenced by the right-hand tails of the 
output distributions. This was less pronounced for lower values of P*Grain where 
the probability that the test sample contained 1 spore, given that the test sample 
was infected, was greater than 90%. The sensitivity analysis demonstrated that the 
stochastic model for the GS sampling produced a zero inflated distribution of the 
number of spores per test sample for all models at lower P*Grain (Figure 6.18). 
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Figure 6.17. Probability that the test sample was infected at different P*Grain 
incorporating clustering of teliospores at P*DeliveryParcel of 0.25% for bread 
wheat  
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Figure 6.18. Number of spores per test sample for P*Grain of 0.0004% under 
different models incorporating clustering of teliospores within delivery 
parcels at P*DeliveryParcel of 1%  
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6.6  Discussion 
Visual and statistical comparison of the distributions fitted to the teliospore count 
data reported by Peterson et al. (2000) and Whitaker et al. (2001) does not show 
either the negative binomial or Poisson distribution to more appropriately describe 
the pattern of spores within bulk grain lots. The negative binomial provided a better 
fit to most of the data sets based on AICc values. However, there were only small 
difference in the AICc values between the two fitted distributions for some of the 
shipments and dilutions suggesting that either distribution may be appropriate to 
describe the data (Vose 2008). Chi-square analysis also indicated that the observed 
data could have been sampled from either fitted distribution for most of the sets of 
data studied. Only one shipment (Shipment 4) in Whitaker et al. (2001) had a p 
value of less than 0.1 for the fitted negative binomial distribution, suggesting that it 
was unlikely that the observed data was sampled from this distribution (Vose 2008). 
The lack of fit for either the Poisson or the negative binomial distributions to all of 
the data sets analysed could suggest that the distribution of spores observed is 
better described by another distribution. The lognormal distribution has been 
suggested for modelling the number of plant pathogenic, seed-borne 
bacteria (Gitaitis and Walcott 2007; Gitaitis et al. 2004). The lognormal is a 
continuous distribution, generally used to model large variables, where the variable 
can be thought of in orders of magnitude, and is a function of several uncorrelated 
variables which often multiplicative in nature (Vose 2008). The lognormal may not 
be suitable for modelling the low levels of teliospores per test sample that are of 
interest to the current study. The low level of teliospores considered is discrete 
count data and does not cover several orders of magnitude that are commonly a 
function of the lognormal distribution. The lack of fit could also due to a mixture of 
distributions, or the small sample sizes used in the two studies. A lack of fit has  
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been observed in a number of studies of mycotoxin levels in grain and nut lots 
where small sample sizes were used (Giesbrecht and Whitaker 1998; 
Ozay et al. 2007; Whitaker et al. 2007). 
It has been found that the size of the k value of the negative binomial distribution 
varies with the mean for many biological examples (Beyo et al. 2004; 
Copes et al. 2001; Ifoulis and Savopoulou-Soultani 2007). In the current study, k 
varied from 30.70 to 338.36 for the data presented in Peterson et al. (2000) and 
from 1.10 to 341.00 for the data from Whitaker et al. (2001). The larger values 
(>300) were outliers and in the study by Peterson et al. (2000) may be due to the 
manual mixing used in the experimental design which provides a more uniform 
distribution of the spores within the grain. The greater variation in k in the study by 
Whitaker et al. (2001) may represent the more varied distribution of spores 
expected in commercial grain lots. Other studies on the distribution of insect pests in 
crops (Beyo et al. 2004; Ifoulis and Savopoulou-Soultani 2007) and diseased fruit in 
harvested berries has not shown as wide a variation in k, with a maximum value of 
7.16 reported for mummified berries in harvested lots (Copes et al. 2001). 
The sampling processes used to obtain test samples for T. indica were modelled 
stochastically because a specific distribution that described the pattern of the 
dispersion of spores in the grain lot could not be identified. The models were 
defined with the number of infected grains and spores in the test sample as the 
outputs of interest. The effect of clustering of spores within each primary sample 
was investigated by incorporating a negative binomial distribution using a range of k 
values in place of the standard Poisson distribution (Binns et al. 2000; 
Nyrop et al. 1999). 
The design prevalences, P*DeliveryParcel and P*Grain, used in the stochastic 
models were considered appropriate for the detection of an initial outbreak of  
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T. indica in WA. During the initial detection of T. indica in the United States from 
1996 to 2004 the annual average proportion of fields infected per regulated state 
was 4.4% (Rush et al. 2005). Thus, assuming that a delivery parcel represents an 
individual field or paddock, the design prevalences considered in this 
analysis (0.1%,0.25%,0.5% and 1%) are lower than the average reported field 
prevalence in the United States. The values used for P*Grain were considered 
appropriate as they represent the range of accepted levels of similar contaminates 
in bulk grain lots. The design prevalences used are equal to and lower than the 
following reported P*Grain. The damage thresholds set for many of the important 
seed-borne pathogens and acceptable levels of adventitious contamination of grain 
with genetically modified material are generally 1% affected grains per lot (Morrison 
1999; Paoletti et al. 2003). The maximum acceptable level of T. indica infected grain 
for use in flour production in countries where the disease occurs is 
3% (Singh et al. 1998; Warham 1986). Reported levels of bunted grain detected in 
the United States during the years following the initial detection of T. indica in 1996 
varied from one bunted grain (0.00002%) up to 1% of grains per 1.81 kg 
sample (Rush et al. 2005). 
It was necessary to convert the P*Grain from a percentage of grains to a 
concentration of spores because the diagnostic test currently used to detect 
T. indica in grain samples detects the teliospores of the fungus. This was achieved 
in the models by including the proportion of a grain converted to 
sori (Sansford et al. 2006c) and the number of spores released from a single 
grain (half converted to sori as estimated from the multiple 50 g grain samples) 
reported by Peterson et al. 2000). Since the completion of the experimental 
component of this study another report of the number of teliospores contained in 
naturally infected grain has been published (Goates 2008). In the new study, the 
number of spores from 8–14 individual infected grains from each of nine commercial  
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lots was estimated. The mean estimate of spores per grain was 23 000, with a 
range of 1 000–93 000 spores per infected grain. Grains that were almost 
completely infected, via artificial inoculation of developing plants, contained 
260 000–500 000 spores per grain (Goates 2008). These numbers of spores per 
infected grain are similar to those suggested by the dilution experiments conducted 
by Peterson et al. (2000) that were used to inform the models in the current study. 
The Poisson distribution has been used widely to represent the number of infected 
grains or seeds where the event of an infected seed is considered rare, i.e. 
prevalence is low (Geng et al. 1983; Morrison 1999). The results of the comparison 
of the output from the stochastic process model for seed testing in the current study 
also indicated that the Poisson distribution is appropriate for this purpose. The only 
exception to this was for test sample sizes of 25 000 seeds at P*Grain of 0.04% and 
lower because the Poisson model overestimated the probability that the test sample 
contained infected seed. Even in this case the overestimation was small, being from 
0.6% for P*Grain of 0.000004% to 4.62% for P*Grain of 0.00004%. These 
differences were most likely due to the stochastic model having a wider range of 
number of infected seeds per sample and incorporating more iterations with zero 
infected seeds per sample than the Poisson estimates. 
The seed testing model indicates that at a P*Grain of 0.0004% or lower there is little 
chance (<10%) of the test sample containing at least one infected seed. Therefore, 
the probability of detection of a T. indica infection visually through routine seed tests 
at these prevalence levels is low. At levels of 0.04% of grains there was greater 
than 65% probability that there was at least one infected seed in the test sample. At 
1% and 3% the probability of at least one infected seed in the test sample was 
greater than 95%. These results suggest that for T. indica infection to be detected 
through routine seed tests the level of within-parcel infection would need to be at 
least 10 infected grains per 1 kg (0.04%).  
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The number of spores in the test samples was not considered for the seed testing 
model, because routine seed tests generally rely on visual detection of infected 
seed (ISTA 2008; Leggatt 1939). Where infected seed are present spores will also 
be present, because an infected seed contains in the order of 10 000 to 100 000 
spores per sori (Goates 2008). It is also unlikely that these samples would be tested 
for the presence of Tilletia spores in the absence of the detection of an infected 
seed. 
The results from the stochastic sampling models used for the delivery parcel 
samples and the GS samples suggest that infected grains would only be present in 
test samples from the higher P*Grain of 1% and 3%. The Poisson distribution did 
not provide an appropriate approximation for the number of infected grains per test 
sample from these sampling models. The sampling model for delivery parcel 
samples produced lower estimates of the number of infected grains per test sample 
than direct Poisson estimation. This suggests that there is a dilution effect in the 
sampling method, possibly due to some primary samples containing none, or very 
few, infected grains. The dilution effect noted in the delivery parcel model may be 
due to increased variation in the number of infected grains per primary sample 
provided by the negative binomial model and not represented by the Poisson model. 
The increased variation provided by using the negative binomial may better reflect 
inadequate mixing of the grain that potentially occurs during harvest and sampling. 
Samples received for seed testing are normally taken after seed cleaning and 
blending of lots has occurred which would produce a more uniform distribution of 
infected seed (Leggatt 1939). This theory would need to be tested by collecting and 
testing samples throughout the harvest and delivery process. The dilution effect 
noted in the delivery parcel model was more pronounced in the GS sampling model. 
This is likely to be due to the presence of uninfected delivery parcels (P*Grain of 
less than 100%) that dilute the level of infected seed in the grain bulk. This dilution  
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effect was also noted in the study by Thomas et al. (2005). The level of T. caries 
spores in a primary sample from a pocket of significant infection in a 200 tonne bulk 
of wheat was diluted when combined with the primary samples from uninfected 
areas of the bulk, leading to a lower level of spores in the composite 
sample (Thomas et al. 2005). 
In the delivery parcel sampling model, the probability that the test sample was 
infected, or contained spores, was greater than 95% for all P*Grain for wheat, and 
only below this level for a P*Grain of 0.000004% for durum (81.30%). The 
observation that the number of spores in the test samples decreased with 
decreasing P*Grain was expected. However, 90% of test samples had 5 or more 
spores at P*Grain greater than or equal to 0.00004%. For a P*Grain of 0.000004%, 
or 1 infected grain per 1 000 kg, there was an 85% probability that there would be 
less than 5 spores in an infected test sample. These results suggest that 95% of the 
test samples would be infected and of those more than 95% would contain 5 or 
more spores for all but the lowest value of P*Grain considered. Therefore, there is a 
high probability that the test sample collected will contain enough spores for 
detection by the current sieve-wash method if the infection in a delivery parcel is 
equal to or greater than 1 seed in 100 kg (Peterson et al. 2000). A similar pattern 
was observed for durum wheat, although at the lowest P*Grain there was a higher 
probability that there would be less than 5 spores per test sample. This is likely to 
be due to the smaller proportion of the seed converted to sori for 
durum (Sansford et al. 2006b; Sansford et al. 2006c) and therefore fewer spores 
present per infected seed. 
The results of the GS sampling model suggest that the probability that the test 
sample collected contains spores decreases with decreasing P*DeliveryParcel. This 
reflects the increasing dilution of infected composite samples with uninfected 
samples that occurs at lower prevalence levels. The probability that the test sample  
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contained spores, and the number of spores per test sample, decreased with 
decreasing P*Grain in a similar pattern to that observed with the delivery parcel 
sampling model. The probability that a test sample from the GS sampling protocol 
contained spores was lower than a sample from a delivery parcel, because of the 
incorporation of the P*DeliveryParcel. At the higher levels of P*Grain (0.04%, 1% 
and 3%) there was still a high (>99%) probability that the test sample would contain 
spores if the GS sample contained infected grain or spores. There was also greater 
than 99% probability that a contaminated test sample would contain 5 or more 
spores. Given the high sensitivity of the current diagnostic test 
(Peterson et al. 2000), there is a high probability (>75%) that T. indica would be 
detected in test samples collected from GS samples where contamination is equal 
to or greater than 10 infected grains per kilogram (0.04%), and 0.5% or more of 
delivery parcels are infected. At the lowest level of design prevalence, P*Grain of 
0.000004%, there was less than a 2% probability of the test sample containing 1 or 
more spores. Therefore, the probability of detection with the current protocol would 
be lower at the lower design prevalences. 
The other factor investigated was clustering of spores within primary samples. 
Infection of grains by T. indica is in the form of sori, masses of teliospores, which 
replace portions of the seed. These masses of sori can be disrupted during the 
sampling process but may also remain intact, protected by the seed 
coat (Bonde et al. 1997; Sansford 1998). This suggests that some spores may 
remain clustered within sori within the grain bulk. The effect of this was investigated 
by replacing the Poisson distribution in the sampling models with a negative 
binomial with varying size (k) values to represent different levels of clustering. 
Smaller k values represent higher clustering of the spores (Binns et al. 2000; 
Nyrop et al. 1999). Using a negative binomial distribution to represent the clustered 
distribution of the teliospores in the primary samples produced similar results to  
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those based on a Poisson distribution. This lack of influence of clustering was also 
noted by Beyo et al. (2004) in their assessment of sampling protocols for cotton 
bollworm. 
The main difference in the output based on the different distributions was in the 
right-hand tail, which was longer for the negative binomial based models. A longer 
right-hand tail indicates a higher number of test samples with more spores. There 
was little difference observed at the lower end (0-20 spores) of the distributions. 
Using a negative binomial of k=0.1, representing a highly clustered pattern, in the 
delivery parcel sampling model produced a distribution with a higher level of zero 
spores per test sample. This was the only level that produced a noticeably different 
distribution of number of spores per test sample. 
Using a negative binomial with size parameter k=0.1 may overestimate the 
clustering occurring in the grain. There are few reports of models using a similar 
size parameter in the published literature (Beyo et al. 2004; Copes et al. 2001; 
Ifoulis and Savopoulou-Soultani 2007). The size parameters of the fitted negative 
binomial distributions in analysis of the data presented in Peterson et al. (2000) and 
Whitaker et al. (2001) also suggest that the k is unlikely to be less than 1. Therefore, 
the delivery parcel model using a Poisson estimate of the number of spores in the 
primary sample is likely to produce reasonable estimates of the number of spores in 
the test sample. 
The observation that the negative binomial distribution with k of 0.1 had a high 
proportion of samples with larger numbers of spores than the other scenarios and 
the Poisson distribution had a more conservative estimate of the number of spores 
per sample was similar to the pattern noted in the delivery parcel samples. This is 
important because it shows that the Poisson model provides a more conservative  
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estimate of the number of spores per sample, which is a prudent approach for use 
in the plant biosecurity context. 
When selecting a distribution to use as the basis of a sampling protocol it is 
important to consider any processes (such as bulking of infected and uninfected 
material) occurring prior to the sample being collected that may influence the level 
and distribution of teliospores (or other pathogen propagules) present in the sample. 
The use of the Poisson distribution to represent the level of infection in the primary 
grain samples is appropriate for use in these stochastic sampling models. However, 
using a Poisson distribution to estimate the level of infection in a test sample without 
considering the sampling processes, and the dilution that occurs when mixing grain 
from infected and uninfected delivery parcels, overestimates the number of infected 
grains and spores in the resulting test sample. This overestimation of the level of 
infection in the test sample may lead to an underestimation of the number and size 
of samples required for detection (Gitaitis and Walcott 2007; Gitaitis et al. 2004). 
However, if the purpose of the sampling protocol is detection a negative binomial 
estimate may be more appropriate as it will account for larger variation in the 
number of spores per test sample and include a higher proportion of samples with 
lower number of spores. Therefore, more samples may be required to detect and 
infection.  
Page 184 
.  
Page 185 
CHAPTER 7: SENSITIVITY AND SPECIFICITY OF DIAGNOSTIC 
PROTOCOLS TO DETECT TILLETIA INDICA 
7.1  Introduction 
Understanding the ‘fitness’ of a test (precision and accuracy) for the particular use 
to which it is being applied is an important consideration in developing surveillance 
activities for early detection and demonstration of pest freedom. Therefore, 
validation of diagnostic tests used in surveillance activities is an important 
component of developing nationally and internationally recognised testing protocols 
(FAO 2006, ISPM 27; Greiner and Gardner 2000a; OCCPO 2007; OIE 2004). 
Diagnostic accuracy is an aspect of test validation that is often not quantified when 
diagnostic tests for plant pathogens are developed. Use of the terms sensitivity and 
specificity in plant pathology literature generally refers to the analytical sensitivity 
and specificity, which is often not made explicit. For example, in assessing 
molecular tests such as PCR the sensitivity is often expressed as nano (10
-10) or 
pico (10
-13) grams of nucleic acid that can be detected (Bilodeau et al. 2007; 
Bonants et al. 2004). 
Diagnostic accuracy is defined as the ability of the test to accurately predict the 
infection status of the unit being tested (Crowther et al. 2006; OIE 2004). In the 
clinical sciences the most commonly used measures of test accuracy are diagnostic 
sensitivity and specificity (Bossuyt et al. 2003a; Enøe et al. 2000; Greiner and 
Gardner 2000a; Zhou et al. 2002). 
The diagnostic sensitivity (Se) of a test in the clinical sciences is defined as the 
probability that the test will give a positive result (T+) given that the individual has 
the disease (D+) (Alberg et al. 2004; OIE 2004), or in probabilistic terms P(T+|D+).  
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Diagnostic specificity (Sp) describes the proportion of individuals that are disease 
free (D-) that react negatively to the test (T-), or P(T-|D-) (Hui and Walter 1980). 
Diagnostic Se and Sp can be determined using the ‘gold standard’ method; where a 
reference test with perfect Se and Sp, or samples of known status are available. 
Methods to estimate Se and Sp in the absence of a ‘gold standard’ have also been 
developed. These methods utilise the results of multiple tests on multiple 
populations to estimate the sensitivity and specificity of the tests, and the disease 
prevalence in each population by computational means. Computation methods used 
include a frequentist maximum-likelihood method and Bayesian methods 
(Branscum et al. 2005; Enøe et al. 2000; Hui and Walter 1980; Joseph et al. 1995). 
A number of methods that have been developed to detect Tilletia indica in post-
harvest grain samples however, current diagnostic protocols have not been formally 
validated in terms of their diagnostic Se and Sp. The most commonly used 
diagnostic method for the detection of teliospores of T. indica is the size-selective 
sieve-wash method (Peterson et al. 2000). The material collected by this method is 
tested for the presence of teliospores of T. indica by either microscopic examination 
(Peterson et al. 2000) or molecular testing, for example the multiplex, real-time PCR 
assay described by Tan et al. (2009; 2008). There are currently no internationally 
accepted reference assays for T. indica, although it has been identified as a priority 
pathogen for the development of an internationally recognised diagnostic protocol 
by the IPPC (Clover et al. 2010; Munkvold 2009). 
Peterson et al. (2000) reported a mean frequency of detection of 82–100% for a 
range of levels of infection for the sieve-wash method with microscopic examination 
for detection of T. indica. A multiplex, real-time PCR assay has been recently 
developed for the detection of T. indica and other grass bunts in wheat 
(Tan et al. 2009). The Se and Sp of the test was estimated to be  
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66.67% (95% confidence interval, 31.53-91.95%) and 100% (95% CI 65.18-100%) 
respectively using small numbers of grain samples containing 5 to 8 T. indica 
teliospores and un-contaminated grain (Tan et al. 2009). 
7.2  Objectives 
The objective of this chapter is to compare the Se and Sp of the current diagnostic 
protocol and the new multiplex, real-time PCR protocol, which has been proposed 
as an alternative method for use in post-harvest grain surveillance (Tan et al. 2008). 
This was conducted firstly by estimating the Se and Sp of both tests using samples 
of known disease status, a ‘gold standard’ method (Study 1). Estimates of the Se 
and Sp of the tests were also calculated in the absence of a ‘gold-standard’ 
(Study 2) using a Bayesian implementation of the Hui-Walter paradigm. 
7.3  Methods 
7.3.1  Diagnostic protocols 
The diagnostic protocols used were the size-selective sieve-wash method with, 1) 
microscopic examination (Test 1), and 2) the multiplex, real-time PCR protocol 
developed by Tan et al. (2009) (Test 2, “Enhanced PCR protocol”). The tests were 
performed according to current Australian protocols: National Diagnostic Protocol 
for the Identification of Tilletia indica, the Cause of Karnal Bunt (Wright et al. 2003) 
and the PCR method as described by Tan et al. (2009) with extraction of DNA from 
grain washings. The DNA extractions were performed on half of the grain wash 
materials as proposed in An Enhanced protocol for the detection of Tilletia indica, 
the cause of Karnal bunt in wheat (Tan et al. 2008).  
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The results of Test 2 were determined in relation to the standard curve for T. indica 
in the real-time PCR output for each reaction. Real-time PCR runs were considered 
adequate if the standard curve had an R
2 value of 0.8 or greater, the non-template 
controls were negative and there was clear separation between the fluorescence 
curves of the T. indica and T. walkeri controls. Where runs failed to meet these 
criteria they were repeated until satisfactory results were obtained. A cycle threshold 
(CT) value of 35 was the maximum cut-off value as described in the Enhanced PCR 
protocol to reduce likelihood of obtaining false positive results due to late 
amplification (Tan et al. 2008). 
7.3.2  Target population 
The target population was post-harvest grain of potential T. indica hosts produced in 
WA. This includes wheat (Triticum aestivum), durum wheat (Triticum turgidum 
subsp. durum) and triticale (xTriticosecale). 
7.3.3  Study 1 
7.3.3.1  Population and sample sizes 
A maximum sample size of 300 (200 infected samples and 100 uninfected samples) 
were planned for each test in Study 1. Sample sizes required to estimate the 
predicted Se and Sp with an acceptable error of 0.05 (e) and a 95% confidence 
interval (Z1-α/2 = 1.96, α = 0.05) were determined (Greiner and Gardner 2000b), 
where n = (Z1-α/2/e)
2θ(1- θ). Sample sizes were calculated separately for Se (infected 
samples) and Sp (uninfected samples) where θ is the prior estimate of the 
parameter of interest. 
The population for Study 1 was constructed from clean grain (uninfected with 
T. indica) containing natural levels of debris, including other fungal contaminates,  
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obtained from DAFWA. A number of “infected” grain samples were made by adding 
1, 2, 3,…, 10 T. indica teliospores to 50 g grain samples with the aid of a dissecting 
microscope. Twenty replicates of each level of contamination were created. One-
hundred samples of clean grain with no added teliospores were also included in the 
study as uninfected controls. The infected and uninfected samples were randomised 
and coded with a unique number by a DAFWA staff member so they could be tested 
as blind samples. The number of teliospores added per sample and the sample 
unique number were recorded and held by a DAFWA staff member until completion 
of testing of the grain samples. 
All work with T. indica was conducted in the Australian Quarantine and Inspection 
Service (AQIS) Approved Quarantine Plant Pathology facilities at DAFWA, using 
twice-autoclave sterilised teliospores held under AQIS permit number IP07021167. 
7.3.3.2  Statistical methods 
Estimates of sensitivity and specificity 
The Se and Sp of each test for Study 1 was estimated using the epi.tests function 
of the epiR package (version 0.9-17) in the statistical software environment R 
(version 2.11.0) with a confidence level of 95%. This package bases estimates of 
the confidence intervals for Se and Sp on a Bayesian interval using the binomial 
distribution with a uniform prior distribution (R Development Core Team 2008; 
Stevenson et al. 2008). 
Predictive values 
The positive and negative predictive values, PPV and NPV respectively, were 
estimated for Test 1 and Test 2 (Altman and Bland 1994) using Equation 7.1 and 
Equation 7.2. The PPV is the probability that a test positive sample is actually  
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infected and the NPV is the probability that a sample that tests negative is truly not 
infected (Altman and Bland 1994b). 
For estimation of the predictive values, the prevalence was equal to the probability 
that the test sample contained spores determined from the results of the sampling 
models presented in Chapter 6. These estimates included delivery parcel design 
prevalences (P*DeliveryParcel) of 0.1%, 0.25%, 0.5%, and 1% and within-parcel 
design prevalence (P*Grain) levels of 3%, 1%, 0.04%, 0.0004%, 0.00004% and 
0.000004% of grains infected. 
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Correlation of test sensitivity with the number of spores 
The diagnostic sensitivities of the two tests were also estimated for groups stratified 
by the number of spores in the grain sample. A linear regression line was fitted 
using the lm function of the stats package in R (R Development Core Team 2008) 
to estimate the correlation between the number of spores per sample and the test 
sensitivities. 
Recovery rate for Test 1 
For Test 1 the number of teliospores observed in each sieve-wash sample was 
used to estimate the number of spores recovered by the sieve-wash method, or the 
recovery rate, using linear regression. The linear regression of the number of spores  
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recovered by the number of initially in the sample was conducted using the lm 
function of the stats package in R (R Development Core Team 2008). 
The probability that the PCR test sample will contain one or more teliospores was 
modelled stochastically using the PopTools add-in for Microsoft Excel (Hood 2009). 
The model used the binomial distribution to represent the process of halving the 
sample, where the probability of an individual spore being in the tested half of the 
sample was 50%. The number of spores recovered by the sieve-wash method that 
could potentially be in the PCR test sample was represented by a Poisson 
distribution using the mean number of spores recovered at each level as determined 
from the data gathered in Study 1. 
7.3.4  Study 2 
7.3.4.1  Population and sample sizes 
Samples were collected by Co-operative Bulk Handing (CBH) as part of the grain 
surveillance program for T. indica in Western Australia from the 2007/08 harvest 
using their standard sampling protocol as described in Section 3.3.1.2. The samples 
were divided into three geographical sub-populations based on the CBH 
management zone from which they originated; Albany (100 samples), Geraldton (31 
samples) and Kwinana (East and West, 84 samples), giving a total of 215 samples. 
The presence of established bunts and smuts, T. caries and T. laevis, T. walkeri, 
and T. ehrhartae was used as a model for T. indica. Tilletia caries and T. laevis 
were considered together as the PCR test does not discriminate between the two 
species (Tan et al. 2009). Each sample was tested by DAFWA using the sieve-wash 
method with microscopic examination as part of routine surveillance activities. An 
additional 50 g replicate of each sample, for testing using the Enhanced PCR 
protocol, was washed by DAFWA staff during the preparation of samples for routine  
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surveillance activities. The pellets from the sieve-wash were divided in half, as per 
the Enhanced PCR protocol (Tan et al. 2008), and stored at -20ºC until required. 
Attempts to estimate the sample size based on these priors required for the study 
using the maximum-likelihood spreadsheet model developed by 
Georgiadis et al. (2005) were unsuccessful. The model suggested that a very large 
sample size would be required to estimate the test parameters using frequentist 
methods. Prior values used in this model for the parameters, confidence intervals 
and error were as described for Study 1. 
7.3.4.2  Statistical models 
Test agreement 
The agreement between Test 1 and Test 2 for the detection of each Tilletia species 
was estimated using kappa (κ). The epi.kappa function in the epiR package 
(version 0.9-17), with 95% confidence level, was used to estimate kappa in the 
statistical software environment R (version 2.11.0) (R Development Core Team 
2008; Stevenson et al. 2008). 
Model 
The Se and Sp of each of the two tests, the prevalences of the three populations 
and the conditional covariance factors (cov.se and cov.sp) for the sensitivities and 
specificities of the two tests were estimated using the Bayesian model incorporating 
conditional dependence described by Toft et al. (2007a). Gibbs sampling was 
performed using the RBugs package for R to obtain posterior estimates of the 
parameters of interest (Thomas et al. 2006; R Development Core Team 2008; 
Spiegelhalter et al. 2007). The model had nine degrees of freedom, allowing the  
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nine parameters to be estimated. The code and model files used are given in 
Appendix 4 and Appendix 5 respectively. 
Priors 
The estimates for the Se and Sp for the multiplex, real-time PCR protocol as 
calculated for Study 1 were used as priors in the Bayesian model. 
Convergence  
Convergence of the model was assessed using the methods outlined in 
Toft et al. (2007b). Convergence occurs as the posterior estimates stabilise and 
approach a definite value (Gelman et al. 2004). Three chains with different initial 
values were used to monitor convergence. The values of the parameters of interest 
were plotted against time until all three chains converged on the same target 
distribution. The iterations before convergence was achieved were discarded to 
reduce the influence of the starting values; this is also known as burn-in. 
The Gelman-Rubin convergence diagnostic and autocorrelation plots were also 
assessed. Gelman-Rubin convergence plots are used to assess the convergence of 
multiple chains. Once the variance within and between multiple chains was equal, 
and the Gelman-Rubin diagnostic ratio (R) was equal to 1 convergence was 
considered to have occurred (Gelman et al. 2004). Autocorrelation plots indicate the 
degree of with-in sequence correlation; where sequential draws from the prior 
distributions are correlated. Thinning of the sampled iterations (every kth iteration) 
was performed to reduce the level of autocorrelation and increase the efficiency of 
the simulations (Gelman et al. 2004). 
For each model 10 000 iterations were collected after the burn-in iterations had 
been discarded and thinning performed to improve mixing.  
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Sensitivity analysis and assumptions 
An analysis of the model’s sensitivity to the priors used was conducted by 
comparing estimates of the test sensitivities and specificities using un-informative 
priors, Beta(1,1), to those calculated using the informative priors described above. 
The influence of the sample size was investigated by doubling and tripling the 
number of test results in the contingency tables. The Bayesian models were then 
run with these larger sample sizes and the un-informative priors, Beta(1,1). 
Case influence was investigated by replacing any 0 or 1 values in the results tables 
with values of 1 or 2 respectively, and recalculating the estimates of Se and Sp of 
the two tests to determine if there were any significant changes. 
The model used to estimate the Se and Sp in Study 2 is based on the Hui-Walter 
paradigm, which carries a number of assumptions. The probable violation of the 
assumption of conditional independence of the two tests was accounted for by 
including conditional covariances in the model. The influence of the conditional 
covariances was also examined using the method described by Vacek (1985) using 
fixed values for the conditional covariance parameters. The conditional covariances 
were fixed at values of -0.2, -0.1, 0.1, and 0.2 representing varying levels of 
dependency between the tests and at 0.0 for independent tests. 
The second assumption, that the prevalences in the populations are different, was 
met by choosing sub-populations that historically had different prevalences of 
established bunts in samples tested in routine surveillance activities. The third 
assumption, the tests having constant error rates across the different populations, 
was investigated by estimating the parameters of interest for each pair of 
management zones, using a two test and two-population model. These parameter 
estimates were then compared to those obtained from the analysis of the three 
management zones together (Georgiadis et al. 2003).  
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7.4  Results 
7.4.1  Study 1 
7.4.1.1  Sample sizes 
To estimate the required sample sizes for Se and Sp for Test 1 prior estimates were 
derived from the data presented by Peterson et al. (2000). The Se of the test was 
represented as Test1Se~Beta(106, 8) which had a mean of 
93.75% (95% confidence interval, 88.24–97.27%) and the Sp as 
Test1Sp~Beta(29, 1), mean of 100% (90.19–100%). Using the lower 2.5
th percentile 
to provide an upper estimate of the required sample sizes for Test 1 in Study 1 were 
160 infected and 136 uninfected samples for the estimation of Se and Sp 
respectively. Estimates of the Se and Sp of the multiplex, real-time PCR protocol 
were derived from the results published by Tan et al. (2009) and represented as 
Beta distributions. These were Test2Se~Beta(5, 3) which has a mean of 
66.67% (31.53–91.95%) and Test2Sp~Beta(7, 1), mean of 100% (65.18–100%). 
Based on the lower 2.5
th percentile, the estimated sample sizes required for Test 2 
were 332 infected samples and 349 uninfected samples. 
7.4.1.2  Test results and estimates of sensitivity and specificity 
The test results for the samples tested in Study 1 and estimates of the Se and Sp 
are summarised in Table 7.1. 
Test 1 - Sieve-wash method with microscopic examination 
Of the 300 samples tested, 172 samples tested positive based on the morphology of 
teliospores detected in the pellet from the sieve-wash method. Teliospores were 
red-brown to dark brown/black in colour, tuberculate and mainly globose to sub- 
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globose with diameters of 35–50  m. Four of the samples that tested positive were 
samples to which spores had not been added (false positives). Thirty of the infected 
samples tested negative (false negatives) and 96 of the non-infected samples gave 
true negative results. Two samples were excluded from the analysis due to labelling 
errors. The diagnostic Se and Sp of Test 1 were estimated to be 84.8% and 96.0% 
respectively. 
Test 2 – Sieve wash test with Enhanced PCR protocol 
Of the 300 samples 140 samples tested positive with Test 2; 95 true positives and 
49 false positives. Of the test-negative samples 103 were false negatives and 46 
were true negatives. Seven samples were excluded from the analysis due to 
labelling errors. The estimated values for Test 2 were 48.0% and 48.4% for the Se 
and Sp respectively. 
7.4.1.3  Predictive values 
The predictive values of Test 1 were higher than those for Test 2 for both delivery 
parcel samples (Figure 7.1) and general siding samples (Figure 7.2). For both 
sampling situations the positive predictive value (PPV), or probability that the 
sample is infected given a positive test result, was less than the prevalence and the 
negative predictive value (NPV), or probability that the sample is not infected given 
a negative test result was, less than one minus the prevalence for Test 2. As 
expected the PPV increased with increasing prevalence and the NPV decreased 
with increasing prevalence for both tests. However, the decrease in the NPV at low 
prevalence in delivery parcel samples was small (Figure 7.1). 
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Table 7.1. Results of the Test 1 and Test 2 applied to varying levels of 
T. indica spores in spiked grain samples (95% confidence intervals) 
a – 2 samples excluded due to labelling errors 
b – 7 samples excluded due to labelling errors 
 
Test  Infection 
status 
Test results    Parameter estimates 
Test 
+ 
Test 
- 
Row 
totals 
  Sensitivity 
(Se) 
Specificity 
(Sp) 
Test 1 
(Microscopic) 
Infected  168  30  198    84.8%  
(79.1–89.5%) 
 
Non-
infected 
4  96  100      96.0%  
(90.1–98.9%) 
Column 
totals 
172  126  298
a       
               
Test 2 (PCR)  Infected  95  103  198    48.0%  
(40.8–55.2%) 
 
Non-
infected 
49  46  95      48.4%  
(38.0–58.9%) 
Column 
totals 
144  149  293
b        
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Figure 7.1. Positive (PPV) and negative (NPV) predictive values for Test 1 and 
Test 2 for test samples from delivery parcels where prevalence is the 
P(Test sample infected) estimated from the delivery parcel sampling model 
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Figure 7.2. Positive (PPV) and negative (NPV) predictive values for Test 1 and 
Test 2 for test samples from general siding samples where prevalence is the 
P(Test sample infected) estimated from the general siding sampling model 
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7.4.1.4  Correlation of results with number of teliospores 
The change in Se for the two tests with different levels of spores in the grain 
samples is illustrated in Figure 7.3. The Se of Test 1 for T. indica was positively 
correlated (R
2=0.6926) with the number of spores per sample, with a Se of 60% at 
one spore to greater than 90% for four or more spores. The estimated Se of Test 2 
was lower compared to Test 1 for most levels of spores per sample and there was 
no correlation (R
2=0.0275) between the number of spores per sample and the Se of 
Test 2. The estimated diagnostic Se of Test 2 varied from 63.2% at one spore to 
less than 40% for three to eight spores and 60% for nine or 10 spores.  
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Figure 7.3. Estimated sensitivity of two tests for T. indica at 1 to 10 teliospores 
per 50 g wheat grain with fitted linear regression lines  
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7.4.1.5  Recovery rate 
The number of spores recovered by the sieve-wash method (Test 1) is illustrated in 
Figure 7.4. The proportion of spores recovered at each level of infection varied 
greatly. Linear regression indicates that the overall recovery rate is approximately 
50% of the spores. 
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Figure 7.4. Recovery rate of teliospores in grain samples in Test 1 (horizontal 
scatter plot) with the fitted linear regression line. 
The probability that the portion of the sample used for DNA extraction contains one 
or more spores is illustrated in Figure 7.5. These estimates were based on a 
stochastic model that accounted for the number of spores recovered from the sieve-
wash method and halving of the pellet from the wash test for DNA extraction. For a 
grain sample containing three spores or less, the probability of containing one or 
more spores in the portion of the sample used for DNA extraction in the PCR test is 
less than 60%. It was not until there were seven or more spores in the grain sample  
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that the probability of there being one or more spore in the portion of the sample 
used for DNA extraction in the PCR test is greater than 80%. 
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Figure 7.5. Probability of the presence of one or more teliospores, P(X>0), in 
the portion (half) of the wash sample tested by PCR 
7.4.2  Study 2 
7.4.2.1  Test results 
The results of Test 1 and Test 2 are provided in Table 7.2 for each species grouped 
by management zone. For T. caries/T. laevis the two tests had slight agreement 
(κ=0.11), with 21 samples positive for both tests and 92 samples negative. Of the 
102 samples where the tests did not agree, 96 were positive on Test 1 and negative 
on Test 2, and six were negative on Test 1 but positive by Test 2. Although the tests 
agreed on the presence/absence of T. walkeri for the majority of samples (177), a κ 
value of -0.01 was obtained suggesting poor agreement. Only one sample returned  
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a positive result for both of the tests and 176 samples were negative for both tests. 
Of the remaining 38 samples, 31 were positive on Test 1 and negative for Test 2, 
and seven were negative for Test 1 and positive for Test 2. For T. ehrhartae the two 
tests were in slight agreement (κ=0.04) for 81 of the samples, with 19 and 62 
samples being positive and negative on both tests respectively. For the 134 
samples where the tests gave different results, 130 were positive on Test 1 but 
negative on Test 2, and four were positive on Test 2 but negative on Test 1. 
Table 7.2. Results of the sieve-wash method with microscopic examination 
(Test 1) and Enhanced PCR protocol (Test 2) 
Pathogen/s  Management 
Zone 
Test Results
a  Totals 
T1+,T2+  T1+,T2-  T1-,T2+  T1-,T2- 
T. caries 
T. laevis 
Albany  3  43  2  52  100 
Geraldton  1  15  0  15  31 
Kwinana  17  38  4  25  84 
             
T. ehrhartae  Albany  16  65  2  17  100 
Geraldton  1  22  0  8  31 
Kwinana  2  43  2  37  84 
             
T. walkeri  Albany  1  6  4  89  100 
Geraldton  0  3  2  26  31 
Kwinana  0  22  1  61  84 
a – T1 = Test 1, T2 = Test 2, + = positive result, - = negative result 
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7.4.2.2  Estimates 
Estimates of the median for the Se and Sp for both tests for each of the Tilletia spp. 
considered in Study 2 are provided in Table 7.3, and estimates of the prevalence of 
each species in each management zone are provided in Table 7.4. 
Table 7.3. Estimated median diagnostic sensitivity and specificity for sieve-
wash method with microscopic examination (Test1) and the Enhanced PCR 
protocol (Test 2) for Tilletia caries/Tilletia laevis, Tilletia ehrhartae and 
Tilletia walkeri (95% credible intervals) 
Pathogen/s  Test  Parameter estimates 
(median, 95% credible interval) 
Sensitivity (Se)  Specificity (Sp) 
T. caries 
T. laevis 
Test 1  76.6% (49.8–95.6%)  55.0% (40.2–67.4%) 
Test 2  36.2% (10.2–74.2%)  97.3% (86.9–99.8%) 
T. ehrhartae  Test 1  87.1% (75.5–96.2%)  52.7% (37.9–93.2%) 
Test 2  22.2% (12.5–40.7%)  97.4% (91.0–99.8%) 
T. walkeri  Test 1  61.7% (28.4–85.4%)  96.5% (85.4–99.8%) 
Test 2  17.7% (5.3–51.2%)  97.3% (92.8–99.8%) 
 
T. caries/T. laevis 
Estimates of the median diagnostic Se and Sp of the tests and the prevalences of 
the three populations for T. caries/T. laevis were based on simulations of 102 000 
iterations, ignoring the first 2 000 iterations as burn-in and sampling every 10
th 
iteration to improving mixing of the chain as indicated by the autocorrelation plots. 
The Se of Test 1 was higher than for Test 2 for T. caries/T. laevis, although the Sp 
of Test 2 was higher than that of Test 1. Histograms of the model output for the Se 
and Sp of the two tests for are provided in Figure 7.6. The estimated prevalence of  
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T. caries/T. laevis in each of the management zones was 9.6%, 13.1% and 60.3% 
for Albany, Geraldton and Kwinana respectively. 
T. ehrhartae  
The median diagnostic Se of Test 1 was also higher than for Test 2 for T. ehrhartae, 
and the Sp of Test 2 was higher than Test 1. The estimated prevalence of 
T. ehrhartae in the populations was 79.3% for Albany, 47.3% for Geraldton, and 
16.9% for Kwinana. These estimates were based on simulations of 510 000 
iterations, ignoring the first 10 000 iterations as burn-in and sampling every 50
th 
iteration to improve mixing of the chain. 
Table 7.4. Estimated prevalences of Tilletia caries/Tilletia laevis, 
Tilletia ehrhartae and Tilletia walkeri for three Western Australian harvest 
zones (median, 95% credible intervals) 
Pathogen/s  Zone  Prevalence estimates 
(median, 95% credible interval) 
T. caries/T. laevis  Albany  9.6% (0.7–60.6%) 
Geraldton  13.1% (0.8–73.0%) 
Kwinana  60.3% (26.3–97.7%) 
T. ehrhartae   Albany  79.3% (46.2–98.8%) 
Geraldton  47.3% (4.6–91.3%) 
Kwinana  16.9% (1.3–61.1%) 
T. walkeri  Albany  8.5% (0.6–25.0%) 
Geraldton  16.0% (1.8–47.1%) 
Kwinana  31.4% (3.6–76.2%) 
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T. walkeri 
The estimates of the median diagnostic Se and Sp of the tests and the prevalences 
of the populations for T. walkeri were based on simulations of 255 000 iterations, 
ignoring the first 5 000 iterations as burn-in and sampling every 25
th iteration to 
improve mixing of the chain. The estimates of the Se of the tests for T. walkeri 
showed a similar pattern to those for T. caries/T. laevis and T. ehrhartae, with 
Test 1 higher than Test 2. However, the Sp estimates were high (>95%) for both 
tests for this Tilletia species. The estimated prevalence of T. walkeri in was highest 
in Kwinana (31.4%), then Geraldton (16.0%) and Albany (8.5%). 
7.4.2.3  Sensitivity analysis 
The median and 95% credible intervals for the estimates of the Se, Sp and 
prevalences under different scenarios used in the sensitivity analysis are provided 
for each model in Appendix 6. 
Influence of priors 
The estimates of the diagnostic sensitivities and specificities, and the population 
prevalences did not vary using un-informative priors in the T. caries/T. laevis model. 
The use of un-informative priors in the T. ehrhartae model resulted in wider 
distributions and lower medians for test sensitivities, specificities and population 
prevalences. This effect is illustrated in Figure 7.7 for the Se and Sp estimates and 
in Figure 7.8 for the prevalence estimates. For T. walkeri, the use of un-informative 
priors caused an increase in the median of the estimates and the width of the 
distributions. The use of un-informative priors also resulted in bimodal posterior 
estimates for many of the model parameters, as illustrated in Figure 7.8. 
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Figure 7.6. Posterior estimates of the diagnostic sensitivity (Se) and 
specificity (Sp) of the sieve-wash method with microscopic examination 
(Test 1) and the Enhanced PCR protocol (PCR) for detection of 
Tilletia caries/Tilletia laevis, Tilletia ehrhartae and Tilletia walkeri 
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Figure 7.7. Probability distributions for estimates of the population 
prevalences for Tilletia ehrhartae model  
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Figure 7.8. Estimates of diagnostic sensitivity and specificity for the sieve-
wash method with microscopic examination (Test 1) and Enhanced PCR 
protocol (Test 2) with informed and un-informed priors for the 
Tilletia ehrhartae model 
Sample size  
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Under increased sample sizes, the T. caries/T. laevis model provided very similar 
estimates to the original model with informed priors, but had narrower distributions 
(Figure 7.9). The model for T. ehrhartae also showed similar estimates to the 
original model, with narrower distributions. Increasing the sample sizes also 
reduced the bimodality when compared to the uninformed priors model 
(Figure 7.10). The estimates from the T. walkeri models using larger sample sizes 
were different to those obtained using informed priors and uninformed priors. The 
bimodality of the distributions was reduced but the estimates for the diagnostic Se of 
both tests was significantly lower, 2.9% for Test 1 and 6.2% for Test 2, than those 
for the base models (Figure 7.11). The prevalence estimates for T. walkeri were 
higher for Albany and Geraldton using larger sample sizes and lower for Kwinana 
(Figure 7.12). 
Case influence 
The estimates provided by the models considering case influence only varied 
slightly with the additional case for T. walkeri. The prevalence estimates for 
Geraldton for T. caries/T. laevis and T. ehrhartae increased under the case 
influence scenario, from 13.1% (95% credible interval, 0.8–72.7%) to 22% (3.1–
63.2%) and 47.3% ( 4.6–91.3%) to 57.8% (12.7–93.9%) respectively. Figure 7.13 
illustrates the change in the prevalence estimates for Geraldton for the three 
species models under case influence.  
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Figure 7.9. Test parameters estimates from the Tilletia caries/ Tilletia laevis 
model with uninformed priors and larger samples sizes  
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Figure 7.10. Probability distributions of diagnostic sensitivity and specificity 
of the two tests for Tilletia ehrhartae using uninformed priors and larger 
sample sizes  
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Figure 7.11. Estimates of test parameters for the sieve-wash method and the 
Enhanced PCR protocol for uninformed priors and larger sample size for 
Tilletia walkeri  
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Figure 7.12. Estimates of the population prevalences for Tilletia walkeri using 
larger sample sizes and uninformed priors 
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Figure 7.13. Probability distributions of estimates for population prevalences 
for Tilletia caries/ Tilletia laevis, Tilletia ehrhartae, Tilletia walkeri for 
Geraldton before and after allowing for case influence  
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Conditional dependence 
Estimates of the covariance factors for Se and Sp are given in Table 7.5. All of the 
models had covariance estimates that contained zero. For all three models a fixed 
covariance of 0.2 produced an error in the model and estimates were not obtained. 
The estimates of the test sensitivities and specificities varied significantly with 
changes in the covariance factors. Figure 7.14 illustrates the variation of the 
diagnostic sensitivities and specificities of the tests with fixing of the covariances for 
the T. ehrhartae model. Fixing the covariance at 0 gave parameter estimates most 
similar to the base model (informative priors) for all of the models. 
Table 7.5. Estimates (median, 95% credible intervals) of the covariance factors 
for sensitivity and specificity for each of the Tilletia species models using 
informative priors 
Model  Covariance factor estimates 
(median, 95% credible interval) 
Sensitivity (Se)  Specificity (Sp) 
T. caries/ 
T. laevis 
0.0107 (-0.058, 0.079)  0.001 (-0.015, 0.023) 
T. ehrhartae   -0.005 (-0.052, 0.028)  -0.001 (-0.020, 0.021) 
T. walkeri  -0.061 (-0.183, 0.032)  0.003 (-0.001, 0.019) 
 
Constant test accuracy across populations 
When testing for the constancy of the test estimates across populations 
management zones in all combinations estimates for the T. caries/T. laevis model 
were similar across all three pairings of the management zones; 1) Albany and  
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Figure 7.14. Test parameter estimates with fixed values for test covariances 
for Tilletia ehrhartae  
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Geraldton, 2) Albany and Kwinana, and 3) Geraldton and Kwinana. For T. ehrhartae 
the estimated disease prevalence for Geraldton demonstrated a bimodal distribution 
in the pairings with Albany and Kwinana, the estimates of the other zone 
prevalences were similar across pairings (Figure 7.15). The Se estimates for both 
tests for the Geraldton and Kwinana combination and the Sp estimate for Test 1 for 
the Albany and Geraldton combination were lower (Figure 7.16). 
Variation was noted in the estimates for T. walkeri. The estimated prevalence for 
Kwinana was lower in the pairing with Geraldton (Figure 7.17), and the Se of Test 2 
was higher in the combinations of Geraldton with Albany and Geraldton with 
Kwinana than for the three-population model. The Sp of the sieve-wash method for 
T. walkeri was also lower in the Geraldton and Kwinana combination than all other 
combinations (Figure 7.18). 
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Figure 7.15. Population prevalence estimates for Tilletia ehrhartae with testing 
for constancy across populations  
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Figure 7.16. Test sensitivity and specificity estimates for Tilletia ehrhartae 
with testing for constancy across populations  
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Figure 7.17. Population prevalence estimates for Tilletia walkeri with testing 
for constancy across populations 
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Figure 7.18. Test sensitivity and specificity estimates for Tilletia walkeri with 
testing for constancy across populations  
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7.5  Discussion 
The sample sizes for Study 1 estimated using the method of Greiner and Gardner 
(2000b) were larger than the number of samples able to be processed given the 
time and resources available. The sample sizes for each test were therefore 
adjusted to 200 infected samples and 100 uninfected samples. This provided more 
precision in the estimation of the sensitivity and than the specificity of the tests as 
the sensitivity was the parameter of interest for evaluation the surveillance system 
components in the following chapters. Increasing the sample sizes would have 
narrowed the credible intervals for both the Se and Sp of the two tests. 
The estimates of the Se of the sieve-wash method with microscopic examination 
(Test 1) using both the “gold standard” method and non-gold standard methods 
were higher than that for the Enhanced PCR protocol (Test 2) for all species in both 
studies. Test 1 was approximately 1.8 to 3.9 times more sensitive than Test 2 for 
the Tilletia species considered in this study. This result was unexpected because 
molecular methods are often reported to be highly sensitive (L¢pez et al. 2003; 
Robert et al. 2003; Ward et al. 2004). In the few studies comparing different 
diagnostic tests for plant pathogens PCR, ELISA and lateral flow devices have all 
been shown to be more sensitive than the traditional methods of direct culturing 
(Hughes et al. 2007; Kox et al. 2007; Lane et al. 2006; Lane et al. 2007). However, 
a direct comparison of the studies is not appropriate because direct culturing is 
different to microscopic examination for Tilletia teliospores. Furthermore, these 
studies focused on methods for Phytophtora ramorum and similar species which are 
biologically different to Tilletia spp. 
The Se estimated from the results of Peterson et al. (2000) for the sieve-wash 
method with microscopic examination was higher than the estimates in this study 
(93.7%; 88.22-97.27%). This may be due to slight differences in the style of sieves  
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used in the wash component of the test, which may have affected the recovery rate 
of teliospores, or the level of training staff performing the test have received that 
may affect the sensitivity of detection of the spores recovered. 
The only previous estimate of the Se of the Enhanced PCR protocol for T. indica is 
66.67% (95% CI 31.53-91.95%), derived from the study reported by 
Tan et al. (2009). This is higher than the estimated Se of Test 2 for T. indica in 
Study 1. However, the current estimate has a much narrower 95% confidence 
interval of 40.8–55.2%. The study conducted by Tan et al. (2009) used a very small 
sample size (6 infected samples), which is the likely reason that their estimated Se 
is higher and that the confidence interval is wider. The estimated Se from the larger 
sample size used in the current study provides a more accurate estimate of the Se 
of the test. The low Se and SP for Test 2 suggest that this test is not very accurate 
for testing grain samples for Tilletia spp. and that the test would give a large 
proportion of false negatives (~50% of all negatives). The number of samples tested 
would need to be increased to increase the sensitivity of a survey using this test. 
The false negatives observed in Test 1 may be due to incomplete recovery of the 
teliospores during the sieve-wash component of the protocol. The recovery rate of 
teliospores observed during Study 1 was less than 50%, varying slightly with the 
number of spores in the grain sample. The mean recovery rate for the sieve-wash 
method reported by Peterson et al. (2000) was 81–88%. Although this rate was 
higher than that observed in the current study, it was still less than 100%, indicating 
that not all of the spores are recovered by the sieve-wash process. 
The variability observed in recovery rate may also be due to reader variability 
introduced during the microscopic observation of the pelleted material. The 
influence of reader variability on the Se of the sieve-wash method was not 
considered in this study and was assumed to be 100% for estimation of test  
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parameters. Reader variability has been observed between people conducting 
microscopic observation and has been noted in the evaluation of the Se of 
diagnostic tests in the clinical sciences, for example microscopy of blood films for 
the diagnosis of malaria (Makler et al. 1998; Tangpukdee et al. 2009). Reader 
variability can be influenced by a wide range of factors including the time of the day, 
the duration of microscopic observation, and the training and experience of the 
technician performing the examination (Bossuyt et al. 2003b). 
The observation in Study 1 that the Se of Test 1 increased with increasing number 
of teliospores per sample up to 90% when seven or more spores were present was 
expected. However, it is interesting to note that the Se of Test 2 was not correlated 
to the number of teliospores in the sample. 
The low Se of Test 2 observed in both of the current studies is possibly due to the 
loss of teliospores during the sieve-wash component of the test. The step of dividing 
the pelleted material in half for the DNA extraction in the Enhanced PCR protocol 
may also have contributed to a number of test samples containing zero teliospores. 
Probabilistic modelling of the number of spores remaining in the sample after sieve-
washing and halving of the pellet shows that 7 or more spores are required in the 
initial 50 g grain sample for there to be a greater than 75% probability that the 
sample contains 1 or more spores at the stage of DNA extraction. Based on the 
stochastic modelling conducted in Chapter 6, the level of contamination in delivery 
parcels would need to be higher than 1 grain in 100 kg to have a 95% probability 
that the test sample contained five or more spores. For samples from bulked 
delivery parcels (from GS samples) the level of infection would need to be greater 
than 0.5% of delivery parcels infected with at least 10 grains per kilogram to have a 
probability greater than 75% of five or more spores in the sample.  
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The lower Se of Test 2 at higher levels of spores could also have been due to 
increased inhibition of the PCR reactions due to cellular components or reagents 
from the DNA extractions (Wilson 1997). This theory was not investigated because 
the Enhanced PCR protocol is a published method (Tan et al. 2009) and the study 
was designed to make a direct assessment of the standard protocol. Although 
Tan et al. (2009) did test grain samples spiked with varying levels of T. ehrhartae 
spores; inhibition was not investigated as a reason for the false negative samples. 
They attributed samples with no reaction to loss of spores at the sieve-wash stage 
and/or unsuccessful extraction of DNA from the pelleted material and did not 
investigate possible inhibition (Tan et al. 2009). 
The Se of Test 2 may be improved by testing the whole pellet from the sieve-wash 
stage. Tan et al. (2009) also describe a method for amplifying DNA from a single 
Tilletia teliospore using the same multiplex, real-time PCR assay. The ability to test 
directly from a single spore has not previously been possible, with PCR tests relying 
on germination of the teliospore and extraction of DNA from the resulting cultures 
(Frederick et al. 2000; Peterson et al. 2000). To obtain more precise estimates the 
Se and Sp of the new PCR protocol to amplify and identify DNA from single 
teliospores needs to be evaluated experimentally using more samples than in 
Tan et al. (2009). 
The results of Study 1 showed that the Sp of Test 2 for T. indica was low (48.4%). 
This indicates that cross-reaction may have occurred with non-target organisms. 
The low Sp of Test 2 would require that a follow-up test with a higher specificity be 
used to confirm all T. indica positive samples identified. However, the results of 
Study 2 indicate that the test is highly specific for the established Tilletia species, 
T. ehrhartae (97.4%), T. walkeri (97.2%), and T. caries/T. laevis (97.3%). The cross-
reactivity noted for T. indica may be due to the amplification of other Tilletia species 
or contaminants in the grain samples by the T. indica primers and/or probes. In the  
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development of the multiplex, real-time PCR protocol, the primers and probes were 
tested to determine if non-specific amplification of Tilletia species commonly found 
in post-harvest grain samples would occur. This assessment included T. walkeri, 
T. ehrhartae, common bunts (T. laevis and T. caries), grass bunts (T. bromi and 
T. fusca) and two other species exotic to Australia (T. contraversa and T. horrida). 
Tilletia is a genus that infects many grass species in the family Poaceae (Vánky and 
Shivas 2008). A number of other Tilletia species have been identified in other 
Australian states on native plants and weeds that have been observed growing in 
the wheatbelt area of WA (Vánky and Shivas 2008; Western Australian Herbarium 
1998). A survey of Tilletia species infecting Poaceae common to the WA wheatbelt 
has not been conducted (Shivas and Vánky 2003). Not all of these Tilletia spp. have 
a sequence in GenBank
® (Benson et al. 2008) or were tested in the report published 
by Tan et al. (2009). Therefore, there may be other Tilletia species not yet identified 
in WA that are reacting with the T. indica primers and/or probes. 
Another possible explanation for the cross-reactivity is that another fungal species 
or environmental contaminant such as plant pollen is being amplified non-
specifically by the primers and/or probes. A range of other fungal species and 
pollens were detected during the microscopic examination of the pellets in Test 1. 
These included Alternaria spp., cereal rusts including leaf and stem rust 
(Puccinia spp.), and flag smut (Urocystis tritici). Although Tan et al. (2009) tested 
the primer sequences against available species sequences in GenBank
® it is 
possible that ITS sequences are not available for all of the other pathogens and 
contaminants found in the samples. The primers and probes from the multiplex real-
time assay were only tested against Tilletia species by Tan et al. (2009), and the 
enrichment primers MK56 and Tilletia-R are known to have sequence homology 
with other fungi in the groups Basidiomycota and Chytridiomycota (Tan et al. 2009; 
Tan and Murray 2006). No experimental work was conducted during the current  
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study to determine if the primers and probes were reacting with a common 
contaminate of grain samples. This is an area that needs further investigation in 
order to improve the Sp of the multiplex, real-time PCR protocol before it can be 
considered for use as a routine test for T. indica surveillance. 
Carryover of the primers and dNTPs from the enrichment assay to the real-time 
assay is another possible cause of poor specificity. Use of nested primers and a 
second round of amplification is a known factor that contributes to false-positive 
results in multiplex PCR assays (Markoulatos et al. 2002). Carryover could not be 
ruled out in this study. However, care was taken with all of the laboratory 
procedures to minimise possible contamination of samples and reaction tubes and 
positive controls were added to the PCR runs last to avoid cross contamination of 
reactions. Contamination of reagents with positive samples and controls was 
investigated by testing a random sample of enrichment and multiplex real-time PCR 
reactions with new reagents. Multiple negative controls were included in all of the 
PCR assays to check for contamination during set up. The same results were 
observed which suggests that no contamination was present. Similar results (false 
positives) were also noted for the T. indica primers and probes with the harvest 
samples used in Study 2. Tilletia indica was not observed in the microscopic 
examination of the sieve-wash pellets from these samples. 
The cross-reactivity of the T. indica primers used in the multiplex, real-time PCR 
protocol needs to be investigated further as this could lead to false positives, which 
could potentially have a major impact on the trade of Australian wheat. If this test 
gains acceptance and is used by countries to confirm that imported grain is free of 
T. indica a false positive result would lead to implications that Australian grain is 
contaminated, and many of the countries that import Australian grain would halt 
trade, as evidenced in the alleged incident in 2004 (Pascoe et al. 2005).  
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The positive and negative predicative values of the tests were also used as 
measures of test performance, providing a measure of the probability that a correct 
diagnosis has been made. Their estimation is reliant on the prevalence of the 
disease in the population of interest (Altman and Bland 1994; Toft et al. 2007a), 
thus they provide a posterior estimate of the disease status of the sample given that 
the estimated prevalence can be used as prior information on the disease status 
(Gardner 2002). Because of the low design prevalences considered in the delivery 
parcel samples, the PPV for samples from delivery parcels was low and the NPV 
was high. The pattern observed followed the probability that the test sample 
contained teliospores as determined in the sampling models (Chapter 6). The 
predictive values, both PPV and NPV, were higher for Test 1 than for Test 2 for test 
samples from delivery parcels and general siding samples suggesting that Test 1 is 
more likely to provide a correct diagnosis of infected and non-infected samples 
(Altman and Bland 1994; Toft et al. 2007a). 
The PPV for samples from GS samples was significantly higher than the PPV for 
samples from delivery parcels at the same design prevalences and the NPV was 
lower except at the lowest design prevalence combinations. The predictive values 
for testing samples from either delivery parcels or general siding samples were 
similar in a situation where the expected prevalence is nil or very low such as 
disease freedom. Where the expected prevalence was higher, such as 1% of 
delivery parcels being infected, a positive result is more likely to be a correct 
identification of an infected sample if from a general siding sample due to the prior 
probability of the sample containing spores being higher. 
The estimates of the Se of Test 1 for established Tilletia spp. obtained using 
Bayesian methods in Study 2 were comparable to those for T. indica estimated 
using the ‘gold-standard’ method in Study 1. The Sp of Test 1 for T. indica (Study 1) 
and for T. walkeri (Study 2) was higher than for T. ehrhartae and T. caries/T. laevis.  
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This may be due to T. indica and T. walkeri being more distinctive in appearance, 
and greater emphasis on training of diagnostic staff in the recognition and 
differentiation of these two species. Estimates for the Se of Test 2 were also low for 
the established Tilletia spp. in Study 2. This is likely due to loss of teliospores in the 
sieve-wash process and halving of the pelleted material (discussed above). 
The lower Sp observed for Common bunt in Test 1 may be due to confusion of the 
teliospores of T. laevis with cereal leaf rust spores (Puccinia recondita), which can 
have a similar appearance to an untrained observer. T. ehrhartae also showed a 
lower Sp for the sieve-wash method. This may be due to confusion of T. ehrhartae 
spores with morphologically similar, unknown Tilletia species present in the post 
harvest grain samples. It was noted during the microscopic examination of the 
pellets from the sieve-wash methods that there appeared to be two morphological 
variations of T. ehrhartae present in some of the samples. Further investigation of 
the morphological and molecular differences of these two variants of T. ehrhartae 
and their reaction with the primers and probes in the multiplex real-time PCR assay 
is needed. 
Comparison of the results of the two studies revealed that Study 1 provided 
narrower, or more precise, distributions for Se and Sp for both tests 
(Binns et al. 2000). This is due to the differences in sample size and the number of 
parameters estimated in each of the studies (Branscum et al. 2007). The sensitivity 
analysis of the parameter estimates in Study 2 showed that the width of the 
distributions narrowed with increasing sample size. 
Both Test 1 and Test 2 rely on teliospores of Tilletia spp. being present in the 
sample and are therefore likely to be conditionally dependent. This was accounted 
for in the Bayesian models by incorporating conditional covariance factors 
(Toft et al. 2005). However, in Study 2 the estimates of the conditional covariance  
Page 230 
factors for the test sensitivities and specificities in the base models (informed priors) 
all included zero. The models using a fixed covariance equal to zero produced 
similar estimates of the test parameters to the base models. These results would 
suggest that it is possible that the two tests actually behave independently, these 
results agree with the low kappa values observed for both Se and Sp 
(Gardner et al. 2000). 
The sensitivity analysis of the models used in Study 2 suggests that the sample size 
and the use of informative priors were the most influential factors in the estimation 
of the Se and Sp of the tests. This was evidenced by the wider distributions at lower 
sample numbers and the bimodality of the output distributions where un-informative 
priors were used. Increasing the sample sizes or using informative priors reduced 
the width of the distributions and the occurrence of bimodality, and produced 
estimates similar to using informed priors for most of the parameters. The bimodal 
results in the sensitivity analysis suggest that there are two possible scenarios for 
the estimated parameters and it is difficult to determine which Test has higher Se 
and Sp (Toft et al. 2007a). The main cause of the bimodality is likely to be the lack 
of agreement between the two tests; low occurrence of both tests being positive, the 
high number of samples with positive Test 1 and negative Test 2 and a low number 
of samples with negative Test 1 and positive Test 2. Using larger samples sizes 
appear to increase the accuracy of the estimates of the test parameters and would 
be preferable in future studies. 
The T. walkeri model was the exception to this; the estimates from increasing the 
sample sizes were significantly different to those using the informed priors. This is 
possibly due to the presence of zero values for T1+,T2+ in the results for Geraldton 
and Kwinana. This is because of the number of samples testing positive to both 
tests remains the same when increasing the sample size while the numbers for the 
other test combinations increase, thus giving more weight to the other tests  
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combinations. This causes the Se of the two tests to decrease whilst the Sp 
increases. These results suggest that the estimates from the T. walkeri model in 
Study 2 are not as stable as those from the T. caries/T. laevis and T. ehrhartae 
models. 
The influence of additional cases where there were zero values in the tables was 
minimal. Minor variation in the estimates for the population prevalence of 
T. caries/T. laevis and T. ehrhartae for the Geraldton management zone were noted 
under the case influence models. This is likely to be because the number of 
samples for Geraldton was low (31), and there was only one sample that was 
positive for both tests and no samples that were T1+,T2- for T. caries/T. laevis and 
T. ehrhartae . 
The comparable results for the Se of the tests observed in the two studies suggest 
that the estimates of Se based on the established Tilletia species provide a good 
general indication of the performance the two tests considered. Although, 
differences in the performance of the tests between Tilletia species exist and 
determination of the diagnostic Se and Sp is best performed for each species. 
The results of these two studies suggest that the Enhanced PCR protocol has low 
Se for T. indica and established Tilletia species, and is therefore not suitable for use 
as a routine test for surveillance in its current form. The sieve-wash method showed 
a higher Se for T. indica and established Tilletia species, and therefore, based on 
Se alone, is currently the more appropriate screening test for use in surveillance 
activities. In the surveillance the cost of the test is also an important consideration 
as a test with a low Se may also provide equivalent survey sensitivity to a test with a 
high Se if many samples are tested (Cameron and Baldock 1998a). If the test with 
the lower Se is cheaper it may be more economical to use for routine surveillance. 
The low Sp of Test 2 for T. indica however can not be overcome by testing more  
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samples. A low Sp will give a large proportion of false positives with requires further 
testing with a test that has a high Sp to confirm the status of the samples. 
Tan et al. (2010) present an economical analysis of the two tests considered in this 
study. Based on a Test 2 having a Se of 100% and Sp of 95% their analysis 
suggests that Test 2 is a better tool for grain surveillance (Tan et al. 2010). Given 
the poor Se and Sp of Test 2 for the detection of T. indica established in this study a 
re-evaluation of the economic analysis is important as Test 1 may actually be more 
cost effective given the higher Se and Sp. 
The estimation of the diagnostic Se of the sieve-wash method for T. indica provides 
useful information for the evaluation of surveillance activities designed to detect 
T. indica, and for demonstrating area freedom for this high priority pest in WA. 
  
Page 233 
CHAPTER 8: EVALUATION OF POST-HARVEST GRAIN 
SURVEILLANCE FOR TILLETIA INDICA IN WESTERN 
AUSTRALIA USING SCENARIO TREES 
8.1  Introduction 
Scenario trees are used to model the possible scenarios and events that could 
occur in a surveillance system. Scenario trees ensure a logical chain of events and 
a framework for mathematical models of the systems and assist in risk 
communication (MacDiarmid and Pharo 2003; Vose 2008; Vose 1997). MacDiarmid 
and Pharo (2003) believe that ‘Scenario trees are the most appropriate and effective 
way of depicting biological pathways’ (MacDiarmid and Pharo 2003, pg 402), 
providing a visual representation useful in identifying pathways, variables and 
information requirements. 
Probabilistic scenario tree analysis allows for the inherent variability and uncertainty 
in biological systems to be incorporated in the analysis as probability distributions 
where each probability in the tree is conditional on the outcome of the event prior to 
it in the chain (Vose 1997). Scenario tree analysis is routinely used in the area of 
animal biosecurity for risk assessment (Biosecurity Australia 2006; USDA 2002) and 
have only more recently been identified for use in risk assessment in the area of 
plant biosecurity (Biosecurity Australia 2004a; Biosecurity Australia 2004c; 
Peterson et al. 2009).  
Scenario tree analysis has more recently been applied to the evaluation of 
surveillance options and for demonstration of freedom in the area of animal 
biosecurity (Doherr and Audigé 2001; Martin et al. 2007b; Salman et al. 2003b; 
Stärk et al. 2006; Stärk et al. 2002). Scenario trees can provide a structured  
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description of complex monitoring and surveillance systems, which can be used in a 
quantitative form if appropriate data are available for the comparison of several 
monitoring and surveillance systems. Scenario trees have not been used for 
quantitative evaluation of surveillance for plant pests in a biosecurity context. 
Demonstrating freedom and evaluation of surveillance activities are an important 
part of biosecurity programs. Under the Agreement on the Application of Sanitary 
and Phytosanitary Measures decisions on restrictions relating to the trade of plant 
products must be “technically justified” and based on scientific evidence (World 
Trade Organisation 1995). Thus, there is a need for methods to evaluate both 
specific and general surveillance data to justify claims of pest free areas. 
8.2  Objectives 
In this chapter, the suitability of scenario tree modelling for the evaluation of plant 
pest surveillance using the methods of Martin et al. (2007b) is evaluated. As an 
example, post-harvest grain surveillance conducted for T. indica in WA from 
1997/98 to 2006/07 was modelled. The sensitivity of two surveillance system 
components (SSCs), 
1.  the “Delivery Parcel SSC”, samples collected from delivery parcels during 
delivery to receival sites, and  
2.  the “GS sample SSC”, samples collected from General Siding samples, 
which are representative of the bulk grain lots held at receival sites, 
was calculated and compared with a theoretical representative sampling system. In 
addition, the sensitivity of the component sensitivity (CSe) for each SSC to variation 
in the inputs is assessed.  
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8.3  Methods 
Scenario trees were constructed to represent the two surveillance system 
components, the Delivery Parcel SSC and the GS sample SSC. The population 
from which the surveillance data was collected, and which the SSCs represent, 
includes the grain of species that are known hosts of T. indica (bread wheat, durum 
wheat and triticale) produced in WA in the years in which the surveillance was 
conducted. 
A scenario tree models the probability of obtaining a positive surveillance outcome, 
given that infection is present in the population at the specified design 
prevalence (Martin et al. 2007b). Design prevalence is used in the scenario tree 
model to enable the sensitivity to be estimated and is a hypothetical value of 
infection in the population (Cannon 2002). When evaluating a scenario tree it is 
assumed that all false positive observations are resolved as true positives or 
negatives or, in other words, that the specificity of the system equals 1. Notation 
used to describe the scenario tree includes NODES, Branches, and population 
proportions (PrP) and SSC proportions (PrSSC). The SSC proportions relate to the 
units processed in the surveillance system (Martin et al. 2007b). The time period 
used for the evaluation of the GS sample SSC was a growing season, from sowing 
until harvest, to match the production cycle of grain in WA. 
The models were implemented in Microsoft Excel using the PopTools add-
in (Hood 2009). Simulations of 10 000 iterations were run for each combination of 
design prevalence for both scenario tree models using a random seed of zero. The 
outputs of the simulations were analysed using the statistical software environment 
R, and the reshape, plyr and ggplot2 packages to generate statistical summaries  
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and plots of the model results (R Development Core Team 2008; Wickham 2007; 
Wickham 2009a; Wickham 2009b). 
8.3.1  Design prevalences 
Both active SSCs incorporated a design prevalence at the region level, P*Region, 
which describes the proportion of regions within the state that are infected. A value 
of 20%, or 1 of the 5 regions was used in the active SSCs for P*Region. 
Two additional design prevalences were used in the Delivery Parcel SSC; 1) 
P*DeliveryParcel, which describes the level of infection among the delivery parcels 
in the population, and 2) the within-parcel design prevalence, P*Grain, which 
represents the level of infection within an infected delivery parcel as the percentage 
of grains infected. The probability that a test sample taken from a delivery parcel 
was contaminated with spores and the level of spores present were determined 
from the results of the sampling model presented in Section 6.5.3.  
Two additional design prevalences, P*DeliveryParcel and P*Grain, were also used 
in the GS sample SSC. Both design prevalences were incorporated in the sampling 
models described in Section 6.5.4, and the probability that the lot (bulked delivery 
parcels which the GS sample represents) and a test sample taken from the GS 
sample were contaminated with spores, and the level of spores present in the test 
sample were incorporated into the scenario tree model. 
The number of infected delivery parcels per REGION was estimated for a range of 
prevalences P*DeliveryParcel (1%, 0.5%, 0.25% and 0.1%) using the 2005/06 
harvest data for WA (Australian Bureau of Statistics 2008a; Australian Bureau of 
Statistics 2008b; Australian Bureau of Statistics 2008c; Australian Bureau of 
Statistics 2009; Australian Bureau of Statistics 2010). The delivery parcel size used  
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in the sampling models, DPSize~Pert(8, 26, 75) was used to estimate the number of 
delivery parcels produced. 
The design prevalence values used in the sampling models (Table 6.1) were used 
for P*DeliveryParcel and P*Grain in the scenario trees. Results are reported for a 
P*DeliveryParcel of 0.25% of delivery parcels and values of 0.04% (10 infected 
grains per kg) and 0.0004% (1 infected grain in 10 kg) for P*Grain. 
8.4  Models 
8.4.1  Post harvest grain surveillance for Tilletia indica in 
Western Australia 
A surveillance program to detect T. indica in grain samples was initiated in 1997 by 
the DAFWA Quarantine Plant Pathology group as part of the GrainGuard initiative. 
This program has run for over 10 years and includes post harvest grain samples 
from the 1997/98, 1998/99, 1999/2000, 2004/05 and 2005/06 harvests. Grain 
samples were obtained from Co-operative Bulk Handling Ltd (CBH) from delivery 
parcels, an individual consignment of grain delivered by the grower, and from 
General Siding samples (GS samples) which are representative samples of bulked 
grain of one type and grade at each receival site. 
Samples collected in the first year (1997/98) were taken for another surveillance 
program. There was no targeted surveillance for T. indica in this growing season 
because samples were only tested opportunistically for T. indica. Samples from 
delivery parcels were also only received in the first year of surveillance. In 
subsequent years, samples were obtained directly from CBH for the T. indica 
surveillance program. Samples were requested from receival sites in high and very  
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high rainfall areas, which were deemed climatically suitable for the establishment of 
T. indica. 
Grain samples received from the wheat growing regions throughout WA by DAFWA 
were 250–500 g in size. Sampling was conducted according to the standard 
sampling protocol followed by CBH Operations discussed in Section 3.3.1. A test 
sample consisted of a 50 g sub-sample of grain obtained from the submitted 
sample. 
The samples were tested using the sieve-wash method described by 
Peterson et al. (2000) with microscopic examination of the collected particulate 
matter for the presence of teliospores of T. indica. Thirty-eight to 746 samples were 
tested during each round of surveillance. T. indica was not detected in any of the 
samples tested, although other bunt and smut species including Tilletia caries and 
T. laevis (common bunts) and Urocystis tritici (flag smut) were detected in some of 
samples tested. Spores of Puccinia graminis f.sp tritici (wheat stem rust) and 
Puccinia recondita (wheat leaf rust) were also detected. 
8.4.1.1  Delivery parcel samples 1997/98 
During the 1997/98 harvest season survey 187 samples were collected from 
delivery parcels from three CBH receival sites in two management zones; Kojonup 
in the Albany management zone, and Wongan Hills and Wubin in the Kwinana West 
zone. The amount of grain delivered in each load varies with truck size, and the 
number and size of the trailers comprising the delivery parcel. A single delivery 
parcel can consist of the grain from a single truck, trailer, or a combination of truck 
and/or multiple trailers. The sampling procedure used to obtain test samples from 
the delivery parcels has been modelled separately (Chapter 6) and the output of this 
model included as parameters in the Delivery Parcel SSC.  
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8.4.1.2  General siding samples 1997/98 to 2005/06 
General Siding samples are composite samples of all of the loads delivered for a 
particular grade of grain at each receival site. At larger sites, composite samples 
may also be separated by the storage cell or bin in which the grain is stored. 
Samples are collected from the delivery parcel samples at a rate designed to 
produce a representative composite sample based on the expected tonnage for that 
grade during that harvest. Sub-samples from the GS samples were submitted for 
testing as part of the T. indica surveillance program. The sampling process that 
generates GS and test samples has been modelled in Chapter 6 and the potential 
number of infected test samples and the number of spores per test sample have 
been incorporated in the scenario tree’s parameters for the GS sample SSC. The 
scenario tree used to evaluate both SSCs is illustrated in Figure 8.1 and the nodes 
are described in Table 8.1. 
The numbers of samples tested in each harvest period stratified by CBH 
management zone and host species are provided in Table 8.2 and Table 8.3 for the 
Delivery Parcel SSC and the GS sample SSC respectively.  
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Figure 8.1. A simplified scenario tree for the surveillance system components 
for test samples collected from delivery parcels and general siding samples  
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Table 8.1. Description of nodes for the Delivery Parcel and GS sample 
surveillance system components 
Node  Name  Type  Source of Data  Branches  Next 
Node 
1  REGION  Infection 
Category 
PrP: Industry 
statistics, ABS data 
RR: Scientific 
literature 
Albany  2 
Esperance  2 
Geraldton  2 
Kwinana East  2 
Kwinana West  2 
2  REGION 
STATUS 
Infection  Design Prevalence, 
P*Region 
Infected  3 
Not Infected  End 
3  HOST  Detection 
Category 
RR: Scientific 
literature 
Bread wheat  4 
Durum wheat  4 
Triticale  4 
4  LOT STATUS  Infection  Delivery Parcel 
SSC: Design 
Prevalence, P*Lot 
GS sample SSC: 
Sampling 
models (Chapter 6) 
Infected  5 
Not Infected  End 
5  TEST SAMPLE 
STATUS 
Infection  Sampling 
models (Chapter 6) 
Infected  6 
Not Infected  End 
6  LEVEL OF 
SPORES 
Detection 
Category 
Sampling 
models (Chapter 6) 
1  7 
2-4  7 
5 or more  7 
7  DIAGNOSTIC 
TEST 
Detection  Test 
sensitivity (Chapter 
7) 
Teliospores 
Detected 
End 
Teliospores Not 
Detected 
End 
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Table 8.2. Number of test samples collected from delivery parcels for the 
1997/98 harvest period by management zone and host 
Harvest 
period 
REGION  HOST  Number 
of 
samples 
Total for 
harvest period 
1997/98  Albany   Wheat  30  187 
  Esperance  Wheat  0   
  Geraldton  Wheat  0   
  Kwinana East  Wheat  0   
  Kwinana West  Wheat  157   
 
8.4.2  Nodes 
Three types of nodes were used to construct the scenario trees, 1) infection nodes, 
2) detection nodes, and 3) category nodes. Infection nodes represent the probability 
that the unit of interest is infected at that point of the tree, for example the probability 
that the lot is infected, and have branches of Infected and Uninfected. The detection 
nodes represent the probability that an existing infection is detected by a test 
applied at that point of the scenario tree and have branches of Detected and 
Not detected, for example the sieve-wash method used for detecting T. indica. 
Category nodes are of two types, infection and detection, and their purpose is to 
divide the population into homogeneous subgroups based on characteristics that 
influence the risk of infection, or the probability of detection. Category nodes are 
always placed before the infection or detection node to which they 
apply (Martin et al. 2007b).  
Page 243 
Table 8.3. Number of test samples collected from GS samples for the 1997/98 
to 2005/06 harvest periods by management zone and host 
Harvest 
period 
REGION  HOST  Number of 
samples 
Total for 
harvest 
period 
1997/98   Albany   Wheat  101  557 
  Esperance  Wheat  47   
  Geraldton  Wheat  47   
  Kwinana East  Wheat  242   
  Kwinana West  Wheat  120   
1998/99   Albany   Wheat  177  426 
  Esperance  Wheat  0   
  Geraldton  Wheat  43   
    Durum  2   
  Kwinana East  Wheat  24   
  Kwinana West  Wheat  180   
1999/00  Albany   Wheat  86  309 
  Esperance  Wheat  0   
  Geraldton  Wheat  48   
    Durum  1   
  Kwinana East  Wheat  10   
  Kwinana West  Wheat  164   
    Durum  0   
2004/05  Albany   Wheat  14  38 
  Esperance  Wheat  2   
  Geraldton  Wheat  8   
  Kwinana East  Wheat  5   
  Kwinana West  Wheat  9   
2005/06  Albany   Wheat  46  213 
  Esperance  Wheat  18   
  Geraldton  Wheat  33   
  Kwinana East  Wheat  73   
  Kwinana West  Wheat  43    
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8.4.2.1  Category nodes 
In this case study two infection category nodes were included, REGION and HOST. 
This was done to allow for the correlation of infection by T. indica to the climatic 
conditions that occur at anthesis (the susceptible period of growth) and differences 
in host susceptibility reported in the literature. 
Differential risks that the subgroups are infected, defined at the infection category 
nodes, are incorporated through the use of relative risks (RR), which are estimated 
for each branch arising from the risk category node. Relative risks may be estimated 
from data (experimental or historical) or from expert opinion and are generally 
based on the epidemiology of the disease and other environmental 
factors (Martin et al. 2007b). The risk of the lowest risk branch is set to 1 and risks 
for other branches are specified relative to this reference group. The relative risks 
are then adjusted (weighted) to ensure that the average adjusted risk (AR) for the 
whole population at that risk category node is equal to 1 (Martin et al. 2007b). For 
example, this allows the adjusted risk of each REGION (AR_Regioni) to be calculated 
using Equation 8.1: 
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(8.1) 
where PrPRegioni is the proportion of grain produced in each REGION, and 
RR_Regioni is the relative risk for the branch represented by each REGION. 
Region 
CBH receival sites for grain deliveries are located throughout the WA wheatbelt. 
These receival sites are located within five management zones, Albany, Esperance, 
Geraldton, Kwinana East and Kwinana West. The management zones, which  
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roughly correspond to the different climatic regions in the WA wheatbelt, have been 
used as branches of the infection category node, REGION.  
The volume of production and number of establishments involved in production of 
cereal grain for each year was obtained from the Agricultural Surveys and 
Agricultural Censes performed from 1997/98 to 2007/08. This data was summarised 
by Statistical Division (Australian Bureau of Statistics 2008a; Australian Bureau of 
Statistics 2008b; Australian Bureau of Statistics 2008c; Australian Bureau of 
Statistics 2009; Australian Bureau of Statistics 2010). To determine the production 
volume by REGION, a map of the REGIONs was overlayed on to a map of the 
Statistical Divisions using Quantum GIS (Quantum GIS n.d.). The proportion of land 
area for each Statistical Division contained within each REGION was determined 
using the Intersect function in Quantum GIS. An assumption was made that all 
cereal grain is produced within the REGIONs, and production is uniform across each 
REGION to simplify the calculation. This proportion was then used to estimate the 
volume of grain produced by REGION for 1997/98 to 2006/07 harvests. 
The number of delivery parcels produced in each REGION per harvest period was 
then calculated by dividing the production volume of each REGION by the delivery 
parcel size, as defined in the sampling models for delivery parcel size, 
DPSize~Pert(8, 26, 75). The number of GS samples per REGION was also estimated 
by dividing the production for each REGION by the bulked grain lot size as defined in 
the sampling model, BulkSize~Pert(8, 12 000, 17 000). 
Region relative risks 
Tilletia indica has specific humidity and temperature requirements for germination of 
teliospores and infection of host plants to occur (Bedi et al. 1990; Bonde et al. 1997; 
Sansford 1998). A number of climatic models have been developed to predict the 
occurrence and severity of T. indica in locations where it is established and to  
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predict where it might establish in countries where it is not present. Data in Table 2 
of Stansbury and McKirdy (2002) was used to estimate the probability that a 
climatically suitable period for germination of T. indica teliospores would occur 
during anthesis (the growth stage when infection can occur) was estimated using 
beta distributions of α=suitable+1, β=total-suitable+1 (Table 8.4). A suitable month 
was defined as having a HTI between 2.2 and 3.3 (Jhorar et al. 1992). The relative 
risk, RR_Regioni, for the REGION with the lowest probability of a suitable infection 
period was given a value of 1 and the other REGIONS were adjusted so they were 
relative to the region with the lowest probability of a suitable infection period. As 
probability distributions were used to incorporate uncertainty about the climatic 
suitability of each REGION, RR_Regioni and therefore the AR_Regioni were 
recalculated for each iteration of the scenario tree model. 
Table 8.4. Beta distributions of the probability that there was a 
suitable infection period for infection by Tilletia indica in each REGION, 
adapted from Stansbury and McKirdy (2002) 
Region  Months suitable  Total months  Beta distribution 
parameters 
Albany  15.0  72.0  (16, 58) 
Esperance  16.0  30.0  (17, 15) 
Geraldton  17.0  57.0  (18, 41) 
Kwinana East  12.0  35.0  (13, 24) 
Kwinana West  37.0  99.0  (37, 63) 
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Host 
The category node HOST has three branches, Wheat, Durum and Triticale, which 
are the hosts that are known to be naturally infected by T. indica (Crous et al. 2001; 
Royer and Rytter 1988; Sansford et al. 2006d; Ykema et al. 1996). Wheat is the 
most commonly produced HOST grain in WA and constitutes over 99% of 
susceptible grain produced each year. The proportion of grain by HOST produced in 
each region was estimated from the data obtained from the Australia Bureau of 
Statistics (Australian Bureau of Statistics 2008a; Australian Bureau of Statistics 
2008b; Australian Bureau of Statistics 2008c; Australian Bureau of Statistics 2009; 
Australian Bureau of Statistics 2010) by the same method used for the total grain 
produced per REGION. 
Host relative risks 
From the information provided in several host susceptibility studies (Dhaliwal and 
Singh 1998; Fuentes-Davila et al. 1996; Sansford et al. 2006b; Warham 1988) the 
number of lines that were successfully infected by T. indica for each HOST were 
calculated by converting the coefficient of infection to a binary variable (0, 1). This 
data was then used to calculate the probability of infection for each HOST. Beta 
distributions, α=Infected+1, β=N-Infected+1, for each individual study and the 
combined results of the studies (Table 8.5). These distributions were used to 
represent the uncertainty around the probability that the HOST is infected and to 
compare the proportion of lines of each HOST that were infected.  
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Table 8.5. Aggregated results of studies to determine the susceptibility 
studies of bread wheat, durum wheat and triticale to infection with 
Tilletia indica  
Study  HOST  Number of lines  Beta 
distribution 
parameters  Infected  Total tested 
Sansford et al. (2006b)  Wheat  26  30  (27, 5) 
  Durum  9  11  (10, 3) 
Warham (1988, Table 1)  Wheat  451  455  (452, 5) 
  Durum  142  142  (143, 1) 
  Triticale  172  177  (173, 6) 
Dhaliwal and Singh (1998)  Wheat  71  72  (72, 2) 
  Durum  15  16  (16, 2) 
Fuentes Davila et al. (1996)  Wheat  172  173  (173, 2) 
  Durum  24  26  (25, 3) 
Combined  Wheat  720  730  (721, 11) 
  Durum  190  195  (191, 6) 
  Triticale  188  193  (189, 6) 
 
The Beta distributions fitted to the data for each HOST across the different studies 
were somewhat similar. Density plots of the fitted Beta distributions are illustrated in 
Figure 8.2. Overlap between the HOST lines tested in the studies is unlikely, thus the 
data across studies were assumed independent and were combined for each HOST. 
Relative risks of 1 were assigned to all HOST branches because density plots of the 
combined data (Figure 8.3) showed that the proportion of lines infected is similar 
between HOSTS, therefore RRs of 1 were assigned to all HOST branches. This 
makes the HOST infection category node redundant in the scenario tree model. 
However, the node was retained in the tree as a detection category node because  
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the proportion of each seed that is converted to sori for the different HOSTs is 
relevant to the sampling model, and the detection nodes that occur later in the 
scenario tree. 
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Figure 8.2. Probability of infection for bread wheat, durum wheat and triticale 
lines in four studies of host susceptibility to Tilletia indica  
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Figure 8.3. Comparison of probability of infection for bread wheat, durum 
wheat and triticale lines for susceptibility to T. indica based on combined data 
from studies by Dhaliwal and Singh (1998), Fuentes-Davila et al. (1996), 
Sansford et al. (2006b) and Warham (1988) 
8.4.2.2  Region status 
An infection node, REGION STATUS, was used to represent the infection status of the 
REGIONS. The node had two branches, Infected and Not Infected, and the 
probability that the region is infected, P(RegionInfected), was equal to the region 
design prevalence, P*Region. 
8.4.2.3  Lot status 
The lot-level infection node (LOT STATUS), which has two branches, Infected and 
Not Infected, represents the probability that a lot, being either a delivery parcel or 
bulked delivery parcels, is infected. In the Delivery Parcel SSC the probability that a 
lot, P(LotInfected), is infected is represented by P*DeliveryParcel. For the GS  
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sample SSC the results of the sampling model (Table 6.7) were used for 
P(LotInfected). 
8.4.2.4  Test sample status 
TEST SAMPLE STATUS is represented by an infection node with two branches, 
Infected and Not Infected. The probability that a test sample is infected, 
P(TestSampleInfected), depends on the sampling process used to obtain the test 
sample and the distribution of the teliospores within the lot. To determine the 
probability that a test sample is infected the sampling processes used to obtain the 
test sample were modelled separately. The results of the sampling models in 
Section 6.5.3 and Section 6.5.4 have been used to inform the models for the 
Delivery Parcel SSC (Table 6.5 for bread wheat and Table 6.6 for durum wheat and 
triticale) and the GS sample SSC (Table 6.7 and Table 6.8 for durum wheat and 
triticale). 
8.4.2.5  Level of spores 
The sensitivity of the diagnostic test (WashSe) used for testing the grain samples 
varies with the number of spores in the sample tested. Therefore, a detection 
category node, LEVEL OF SPORES, has been incorporated into the scenario tree. 
There are three branches for this category node, ≥ 5 spores, 2-4 spores, and 
1 spore, with the probability of the test sample belonging to each of these 
categories, P(NoSpores), calculated in the sampling models (Table 6.5 and 
Table 6.7 for bread wheat and Table 6.6 and Table 6.8 for durum wheat and 
triticale).  
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8.4.2.6  Diagnostic test 
Samples were tested using the sieve-wash method described by 
Peterson et al. (2000). DIAGNOSTIC TEST is the detection node in both the Delivery 
parcel SSC and the GS sample SSC. It has branches Teliospores Detected and 
Teliospores Not Detected. The probability of an outcome of Teliospores Detected is 
given by the diagnostic sensitivity of the sieve-wash method (WashSe). The 
sensitivity of the sieve-wash method, which varies with the number of the spores in 
the test sample, was determined in Chapter 7 Study 1. A Beta distribution was used 
to represent the probability of a positive test result (sensitivity) for the different levels 
of spores in the test samples. The distributions used are provided Table 8.6. 
Table 8.6. Probability distributions for the sensitivity of the Sieve-wash 
method 
Level of 
spores (spores/50
50 g grain) 
WashSe 
Beta 
distribution 
parameters 
Mean  Variance 
1  (13, 9)  0.59  0.0105 
2 to 4  (45, 17)  0.73  0.0032 
5 or more  (113, 7)  0.94  0.0005 
 
8.4.3  Evaluation of surveillance system components 
Both the Delivery Parcel SSC and the GS sample SSC were evaluated for each 
year where surveillance was conducted for T. indica using the scenario tree models 
described.  
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8.4.3.1  Component unit sensitivity (CSeU) 
The component unit sensitivity (CSeU) represents the probability that a typical, 
randomly selected sample will test positive via the surveillance system component 
given the population is infected at the specified design prevalence. The CSeU was 
calculated for each SSC, allowing comparison of the sensitivity of processing one 
typical test sample by each of the SSCs. The CSeU was calculated using Equation 
8.2 for each of the SSCs:  
s s h h h
h i h
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1 i
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1 h
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(8.2) 
where i refers to the REGION category, h to the HOST category and s to the LEVEL OF 
SPORES. WashSes is the sensitivity of the diagnostic test for the LEVEL OF SPORES, 
and P(NoSpores)h,s is the probability that the test sample contains each LEVEL OF 
SPORES for each HOST. The probability that the test sample and lot are infected for 
each HOST is P(TestSampleInfected)h and P(LotInfected)h respectively, and 
PrPRegionHosti,h is the population proportion for each HOST category within each 
REGION and PrPRegioni is the population proportion for each REGION. The adjusted 
risks for REGION and HOST are represented by AR_Regioni and AR_Hosth 
respectively. As RR_Hosth was equal to 1 for all hosts, AR_Hosth is also 1 and has 
been excluded for simplification from the remainder of the calculations. 
This is calculated by summing the probabilities of the branches that result in an 
outcome of Teliospore Detected in the scenario tree model. The SSC 
proportion (PrSSC) values were used to inform the model for the estimation of the 
CSeU for the Delivery Parcel SSC (CSeU_DeliveryParcelSSC) and the GS sample 
SSC (CSeU_GSsampleSSC).  
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8.4.3.2  Surveillance system component sensitivity (CSe) 
The sensitivity of the SSC (CSe) is the probability that the surveillance system 
component would detect the disease if it were present at the specified design 
prevalence in the population. The CSe was calculated for each round of surveillance 
allowing for grouping of the test samples within lots, and lots by HOST and REGION. 
The number of test samples within lots, and lots within HOST and REGION subgroups 
were estimated from the amount of grain of each HOST produced in each REGION for 
each harvest period given an average delivery parcel size of 26 tonnes (pers. 
comm. Fitzpatrick 2007). 
The CSe was calculated in a number of sequential steps from the level of lot 
through to the REGION and state levels for the Delivery Parcel 
SSC (CSe_DeliveryParcelSSC) and the GS sample SSC (CSe_GSsampleSSC). 
Lot sensitivity 
If present in the population (at the specified design prevalence), T. indica infections 
would be clustered among lots (delivery parcels or GS samples). Thus, the 
sensitivities of the SSCs were calculated separately for each lot sampled. As the 
test sample unit was relatively small compared to the number of possible units in the 
lot the binomial approach (Martin et al. 2007b) was used to derive SeLot for each lot 
tested using Equation 8.3: 
  ( )
l ntests
s s h h h l WashSe ) P(NoSpores ) leInfected P(TestSamp 1 1 SeLot ´ ´ - - = , ,  
(8.3) 
where ntestsl is the number of tests performed on lot l of HOST type h.  
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REGION sensitivity 
The sensitivity of the SSCs was calculated for each subgroup in the population 
surveyed, based on the REGION from which samples were collected. Where the 
number of samples was relatively small (< 10%) compared to the number of lots in 
the REGION the binomial approach was used, Equation 8.4 (Martin et al. 2007b). 
Where the number of samples was relatively large compared to the population size 
the hypergeometric method (Cameron and Baldock 1998a) was used, Equation 8.5. 
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(8.5) 
where Nlotsi is the number of lots in REGION i, Nlotsi,h is the number of lots of HOST 
type h in REGION i, nlotsi,h is the number of lots processed of HOST type h in REGION 
i, and P(LotInfected)h is the probability that a lot of HOST type h is infected. SeLotl,h 
is the sensitivity for lot l of HOST type h and in the hypergeometric method SeLotAvh 
is the average of SeLotl,h for all lots of HOST type h. 
Component sensitivity 
The CSe was calculated for each harvest period in which a survey was completed 
for both the Delivery Parcel SSC and the GS sample SSC. The CSe was calculated 
using a modification of the binomial approximation of the hypergeometric 
method (Cameron and Baldock 1998a) where less than five REGIONs were sampled 
that accounts for P*Region being equal to one REGION (1/NRegions), provided in 
Equation 8.6. Where all five regions were sampled, a simplification of the 
hypergeometric method, the ‘exact method’ was used, Equation 8.7.  
Page 256 
The simplification of the binomial approximation of the hypergeometric method is 
detailed below: 
  NRegions P*Region V AR_RegionA
SeRegionAv
NRegions
nRegions
1 1 CSe
´ ´
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 
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where the number of REGIONs sampled is represented by nRegions, the total 
number of REGIONs by NRegions and SeRegionAv is the average of SeRegioni for 
all sampled REGIONs. AR_RegionAV is the weighted average of the risk AR_Regioni 
for the sampled REGIONS and is equal to: 
 
∑
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Where P*Region=1/NRegions this simplifies to: 
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Where all regions are sampled, nRegions equals NRegions and AR_RegionAv 
becomes equal to 1 according to Equation 1 in Martin et al. (2007b).  
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Page 257 
Therefore, the equation can be further simplified to the ‘exact 
method’ (Equation8.7): 
  1
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and 
  SeRegionAv CSe =   (8.7) 
8.4.3.3  Representative surveillance and the sensitivity ratio 
The sensitivity of the surveillance conducted, CSe_Actual, was compared with that 
of a representative sampling program, CSe_Representative, using the sensitivity 
ratio (SR). The sensitivity ratio was calculated using Equation 12 from 
Martin et al. (2007b), where SR is equal to CSe_Actual divided by 
CSe_Representative. 
Representative data, used to inform the model for calculation of 
CSe_Representative, was simulated using the PrP values for each REGION and 
HOST combination delivered in each harvest period. This represents a surveillance 
program with representative sampling of REGIONs and HOSTs based on the 
proportion of grain produced for each sub-category. The number of test samples per 
lot was set to a constant of one, because it is unlikely that more than one sample 
per lot would be tested by the laboratory. The CSe_Representative was calculated 
as for CSe for each round of surveillance. The representative numbers of samples 
are provided in Table 8.7 and Table 8.8 for the Delivery Parcel SSC and the GS 
sample SSC respectively. All other branch probabilities remained unchanged.  
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Table 8.7. Number of test samples collected from delivery parcels for the 
1997/98 harvest period by management zone and host for a representative 
sampling situation 
Harvest 
period 
Management 
zone 
Host  Number of samples per model 
State  Export  Total 
1997/98   Albany   Wheat  33  31  187 
  Esperance  Wheat  18  17   
  Geraldton  Wheat  38  42   
  Kwinana East  Wheat  54  61   
  Kwinana West  Wheat  43  36   
 
Table 8.8. Number of wheat test samples collected from GS samples for the 
1997/98 to 2005/06 harvest periods by management zone and host for a 
representative sampling situation 
Management zone  Harvest period 
1997/98  1998/99  1999/00  2004/05  2005/06 
Albany  99  73  44  6  30 
Esperance  55  43  27  4  19 
Geraldton  113  87  64  7  44 
Kwinana East  163  124  114  12  79 
Kwinana West  128  99  60  9  41 
Total  557  426  312  38  213 
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8.4.4  Exported grain 
The models were also evaluated against the volume of grain received by CBH to 
represent the sub-population of exported grain. The proportion of grain received in 
each REGION (PrP_Regioni) by CBH for the harvest periods 1997/98 to 2006/07 is 
provided in Table 8.9. The proportion of grain of each HOST received in each of the 
REGIONS (PrP_RegionHosti) for the years when surveillance samples were taken is 
given in Table 8.10, the full data set is provided in Appendix 7. The surveillance in 
the export grain sub-population was also compared to a representative set of 
surveillance samples to determine the sensitivity ratio. The numbers of samples for 
a representative surveillance system are provided in Table 8.11 by REGION and 
harvest period. 
Table 8.9. Proportion of grain (wheat, durum and triticale) received by 
Cooperative Bulk Handling in each REGION during 1997/98 to 2006/07 harvest 
periods for Western Australia 
Harvest  Region  Total 
Albany  Esperance  Geraldton  Kwinana 
East 
Kwinana 
West 
1997/98  0.17  0.09  0.22  0.33  0.19  1.00 
1998/99  0.16  0.10  0.21  0.33  0.20  1.00 
1999/00  0.19  0.09  0.19  0.34  0.19  1.00 
2000/01  0.15  0.11  0.21  0.31  0.22  1.00 
2001/02  0.17  0.13  0.18  0.29  0.23  1.00 
2002/03  0.21  0.09  0.24  0.20  0.26  1.00 
2003/04  0.15  0.10  0.19  0.35  0.21  1.00 
2004/05  0.14  0.09  0.19  0.33  0.25  1.00 
2005/06  0.13  0.12  0.22  0.31  0.22  1.00 
2006/07  0.17  0.16  0.08  0.37  0.23  1.00  
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Table 8.10. Proportion of wheat, durum and triticale received by Cooperative 
Bulk Handling in each REGION in Western Australia for harvests periods when 
surveillance was conducted (pers com. Fitzpatrick 2007) 
Harvest 
period 
REGION  HOST 
Wheat  Triticale  Durum 
1997/98  Albany   0.9968  0.0032  0.0000 
  Esperance  0.9957  0.0043  0.0000 
  Geraldton  0.9999  0.0001  0.0000 
  Kwinana East  0.9977  0.0022  0.0001 
  Kwinana West  0.9994  0.0006  0.0000 
1998/99  Albany   0.9993  0.0007  0.0000 
  Esperance  0.9958  0.0042  0.0000 
  Geraldton  0.9999  0.0000  0.0001 
  Kwinana East  0.9989  0.0010  0.0001 
  Kwinana West  0.9989  0.0007  0.0004 
1999/00  Albany   0.9996  0.0004  0.0000 
  Esperance  0.9984  0.0004  0.0012 
  Geraldton  0.9993  0.0000  0.0007 
  Kwinana East  0.9986  0.0010  0.0004 
  Kwinana West  0.9977  0.0007  0.0016 
2004/05  Albany   1.0000  0.0000  0.0000 
  Esperance  1.0000  0.0000  0.0000 
  Geraldton  0.9994  0.0006  0.0000 
  Kwinana East  0.9977  0.0018  0.0004 
  Kwinana West  0.9992  0.0002  0.0007 
2005/06  Albany   1.0000  0.0000  0.0000 
  Esperance  1.0000  0.0000  0.0000 
  Geraldton  1.0000  0.0000  0.0000 
  Kwinana East  0.9976  0.0022  0.0002 
  Kwinana West  0.9993  0.0000  0.0007  
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Table 8.11. Number of wheat test samples collected from GS samples for the 
1997/98 to 2005/06 harvest periods by management zone and host for a 
representative sampling situation for Export grain 
Management zone  Harvest period 
1997/98  1998/99  1999/00  2004/05  2005/06 
Albany  93  69  59  5  29 
Esperance  50  41  30  3  25 
Geraldton  124  91  58  7  47 
Kwinana East  183  140  105  13  66 
Kwinana West  107  85  60  10  46 
Total  557  426  312  38  213 
 
8.4.5  Sensitivity analysis 
The sensitivity of the CSe for an average production year to variation in the input 
parameters RR_Regioni, RR_Hosth, and WashSe was assessed. Scenarios for 
each of these inputs were evaluated separately. 
To evaluate the sensitivity of CSe to variation in WashSe the value of WashSe was 
fixed at the 1
st, 5
th, 25
th, 50
th, 75
th, 95
th and 99
th percentiles. Simulations were run at 
each of these fixed values, allowing all other parameters to vary across their 
respective distributions (Vose 2008). 
To evaluate the sensitivity of CSe to variation RR_Region three scenarios were run 
with values for the RRs of the REGIONs being fixed and all other parameters being 
allowed to vary across their respective distributions. The first scenario (RR_Region 
Scenario A) represented there being no difference between the relative risks of the 
REGIONs, and a RR value of 1 was used for all REGIONs. The second 
scenario (RR_Region Scenario B) represented the risk based on the probability that  
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suitable periods of infection will occur (Stansbury and McKirdy 2002), and values of 
2, 3, 1, 1, and 3 were used for Albany, Esperance, Geraldton, Kwinana East and 
Kwinana West respectively. The final scenario (RR_Region Scenario C) used RR 
proportional to the number of samples previously collected in “targeted” surveillance 
activities respectively, with the RR values of 4, 1, 2, 4 and 4 for Albany, Esperance, 
Geraldton, Kwinana East and Kwinana West respectively. These scenarios were 
compared to the base scenario using Beta distributions to represent RR_Region 
provided in Table 8.4. 
The final input parameter considered in the sensitivity analysis was RR_Hosti. This 
was assessed in the same manner as RR_Regioni. The first scenario (RR_Host 
Scenario A) represented an assumption that there is no difference in host 
susceptibility; values of 1 were used for the RR of bread wheat, durum wheat and 
triticale The second scenario (RR_Host Scenario B) assumed that bread wheat is 
twice as susceptible compared to durum wheat and triticale and values of 2, 1 and 1 
were used for the RR of each host respectively. The final scenario (RR_Host 
Scenario C) assumed that bread wheat was three times more susceptible compared 
to durum wheat and triticale and values of 3, 1 and 1 were used for the RR of each 
host respectively. Before simulations of the scenario tree model were run the 
adjusted risk values, AR_Hosth, were estimated for each scenario. 
A Monte Carlo simulation of 10 000 iterations was run for each value for each input 
parameter and each scenario, during which all other inputs were allowed to vary 
over the range of their specified distributions (Vose 2008). All simulations for the 
sensitivity analysis were run with design prevalences of P*DeliveryParcel=0.25% 
and P*Grain=0.04% using population proportion values for an average harvest, 
provided in Table 8.12. The number of samples set to 100, allocated to REGIONs 
based on the previous division of samples (Table 8.13).  
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The effect of the number of lots tested was also investigated for each active SSC. 
For both models the mean CSeU at each of the design prevalences was used to 
estimate CSe with varying numbers of lots tested, using Equation 8.8, where nlots is 
the number of lots processed by the SSC. 
  ( )
nlots CSeU CSe - - = 1 1  
(8.8) 
The CSe was also estimated by simulating the number of lots using the scenario 
tree models based on average annual harvest values. Plots of the estimates 
obtained with the two methods were compared visually.  
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Table 8.12. Average volume and population proportions of grain (wheat, 
durum and triticale) produced in each REGION during a harvest period for 
Western Australia 
REGION  HOST  Volume 
(‘000s tonnes) 
PrP_Region  PrP_RegionHost 
Albany  Wheat  1 350  0.1431  0.9908 
   Triticale  13    0.0092 
   Durum  0    0.0000 
Esperance  Wheat  797  0.0841  0.9949 
   Triticale  4    0.0051 
   Durum  0    0.0000 
Geraldton  Wheat  3 005  0.3158  0.9992 
   Triticale  2    0.0008 
   Durum  0    0.0000 
Kwinana East  Wheat  2 520  0.2663  0.9937 
   Triticale  16    0.0063 
   Durum  0    0.0000 
Kwinana West  Wheat  1 805  0.1906  0.9948 
   Triticale  9    0.0052 
   Durum  0    0.0000 
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Table 8.13. Allocation of samples for the sensitivity analyses of the Delivery 
Parcel and the GS sample surveillance system components 
SSC  REGION  HOST  Number 
of 
samples 
Total for 
harvest period 
Delivery Parcel  Albany   Wheat  16  100 
  Esperance  Wheat  0   
  Geraldton  Wheat  0   
  Kwinana East  Wheat  0   
  Kwinana West  Wheat  84   
GS sample  Albany   Wheat  28  100 
  Esperance  Wheat  4   
  Geraldton  Wheat  12   
  Kwinana East  Wheat  23   
  Kwinana West  Wheat  33   
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8.5  Results 
8.5.1  Design prevalences 
The average estimated number of infected lots if one REGION was infected was 
estimated to be 454, 227, 114 and 45 at P*DeliveryParcel 1%, 0.5%, 0.25% and 
0.1% respectively (Table 8.14). 
Table 8.14. Theoretical number of delivery parcels infected at different 
delivery parcel design prevalences based on the volume of grain (wheat, 
triticale and durum) produced in Western Australia during the 2005/06 harvest 
period 
Region  Volume 
(‘000 tonnes) 
Lots 
(‘000s) 
No Lots Infected 
at P*DeliveryParcel 
1%  0.5%  0.25%  0.1% 
Albany  1 301  50  501  250  125  50 
Esperance  804  31  309  155  77  31 
Geraldton  1 900  73  731  365  183  73 
Kwinana East  3 320  128  1 277  638  319  128 
Kwinana West  1 763  68  678  339  169  68 
Total Lots infected at P*DeliveryParcel  2 272  1 136  568  227 
Average Lots Infected given 1 Region Infected 
at P*DeliveryParcel 
454  227  114  45 
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8.5.2  Nodes 
8.5.2.1  Production by region 
Figure 8.4 illustrates the Statistical Divisions in Western Australian overlayed with 
the REGIONS as defined by the CBH management zones. The proportion of land 
area of each Statistical Division contained within each REGION is provided in 
Table 8.15 and the estimated proportion of grain produced in each REGION is given 
in Table 8.16. The production, average numbers of lots and GS samples per 
REGION per harvest period are provided in Appendix 8. 
Mean values for RR_Region and AR_Region based on the average proportion of 
grain produced in each REGION were determined by simulation and are provided in 
Table 8.17. 
Table 8.15. Proportion of land area of each Statistical Division contained 
within each REGION 
Statistical 
Division 
REGION  Totals 
Albany  Esperance  Geraldton  Kwinana 
East 
Kwinana 
West 
Central  0.00  0.00  1.00  0.00  0.00  1.00 
Lower Great 
Southern 
1.00  0.00  0.00  0.00  0.00  1.00 
Midlands  0.00  0.00  0.00  0.57  0.43  1.00 
Perth  0.00  0.00  0.00  0.00  1.00  1.00 
South Eastern  0.00  1.00  0.00  0.00  0.00  1.00 
South West  0.78  0.00  0.00  0.00  0.22  1.00 
Upper Great 
Southern 
0.47  0.16  0.00  0.19  0.17  1.00 
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Figure 8.4. Western Australian Statistical Divisions overlayed by Cooperative 
Bulk Handling management zones which correspond to the REGION category 
node; G = Geraldton, KW = Kwinana West, KE = Kwinana East, A = Albany, 
E = Esperance  
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Table 8.16. Estimated proportion of grain produced in each REGION for the 
1997/98 to 2006/07 harvest periods 
Harvest 
Period 
Region 
Albany  Esperance  Geraldton  Kwinana 
East 
Kwinana 
West 
1997/98  0.176  0.099  0.203  0.292  0.230 
1998/99  0.060  0.036  0.719  0.103  0.082 
1999/00  0.365  0.113  0.096  0.223  0.203 
2000/01  0.144  0.088  0.208  0.366  0.194 
2001/02  0.182  0.124  0.174  0.292  0.228 
2002/03  0.204  0.097  0.228  0.264  0.207 
2003/04  0.161  0.094  0.176  0.320  0.249 
2004/05  0.165  0.097  0.178  0.315  0.245 
2005/06  0.144  0.088  0.208  0.366  0.194 
2006/07  0.189  0.132  0.084  0.334  0.261 
Average  0.179  0.097  0.227  0.288  0.209 
 
Table 8.17. Mean (95% credible interval) values for the relative (RR_Region) 
and adjusted (AR_Region) for each region 
Region  RR_Region  AR_Region 
Albany  1.030 (1.000, 1.332)  0.642 (0.399, 0.927) 
Esperance  2.641 (1.500, 4.366)  1.579 (1.084, 2.094) 
Geraldton  1.508 (1.000, 2.568)  0.901 (0.608, 1.218) 
Kwinana East  1.742 (1.000, 3.046)  1.033 (0.696, 1.360) 
Kwinana West  1.840 (1.123, 2.941)  1.100 (0.830, 1.396) 
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8.5.2.2  Host 
The proportion grain of each HOST produced in each of the REGIONS for the years 
when surveillance samples were collected are provided in Table 8.18. 
8.5.3  Evaluation of SSCs for State production 
8.5.3.1  Delivery Parcel SSC 
Component Unit Sensitivity 
The CSeU for the Delivery Parcel SSC (CSeU_DeliveryParcelSSC) was 
0.04% (95% credible interval 0.03–0.04%) at both values of P*Grain. Estimates of 
the CSeU_DeliveryParcelSSC are provided for a range of design prevalences in 
Table 8.19. The CSeU_DeliveryParcelSSC decreased with decreasing 
P*DeliveryParcel. 
Surveillance system component sensitivity 
The component sensitivity for the Delivery Parcel SSC (CSe_DeliveryParcelSSC) 
was 7.8% (7.3–8.4%) for both P*Grain. The CSe_DeliveryParcelSSC also 
decreased with decreasing P*DeliveryParcel (Table 8.20).  
Representative surveillance and the sensitivity ratio 
The CSe_DeliveryParcelSSC was 8.7% (8.0–9.4%) for both P*Grain (Table 8.20). 
The representative values were higher than the actual surveillance resulting in 
sensitivity ratios of less than 1 for all design prevalence combinations. The 
sensitivity ratios are also provided in Table 8.20. 
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Table 8.18. Proportions by volume of wheat, durum and triticale produced in 
each REGION in Western Australia for harvests periods when surveillance was 
conducted 
Harvest 
period 
REGION  HOST 
Wheat  Triticale  Durum 
1997/98  Albany   0.9943  0.0057  0.0000 
  Esperance  0.9906  0.0094  0.0000 
  Geraldton  0.9994  0.0006  0.0000 
  Kwinana East  0.9953  0.0047  0.0000 
  Kwinana West  0.9951  0.0049  0.0000 
1998/99  Albany   0.9905  0.0095  0.0000 
  Esperance  0.9890  0.0110  0.0000 
  Geraldton  0.9999  0.0001  0.0000 
  Kwinana East  0.9958  0.0042  0.0000 
  Kwinana West  0.9957  0.0043  0.0000 
1999/00  Albany   0.9883  0.0117  0.0000 
  Esperance  1.0000  0.0000  0.0000 
  Geraldton  1.0000  0.0000  0.0000 
  Kwinana East  0.9974  0.0026  0.0000 
  Kwinana West  0.9963  0.0037  0.0000 
2004/05  Albany   0.9925  0.0075  0.0000 
  Esperance  0.9955  0.0045  0.0000 
  Geraldton  0.9978  0.0022  0.0000 
  Kwinana East  0.9941  0.0059  0.0000 
  Kwinana West  0.9940  0.0060  0.0000 
2005/06  Albany   0.9914  0.0086  0.0000 
  Esperance  0.9938  0.0062  0.0000 
  Geraldton  0.9978  0.0022  0.0000 
  Kwinana East  0.9907  0.0093  0.0000 
  Kwinana West  0.9956  0.0044  0.0000  
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Table 8.19. Component unit sensitivity provided by the Delivery Parcel 
surveillance system component at varying design prevalences 
P*Delivery 
Parcel (%) 
P*Grain (%)  Mean  95% Credible interval 
1.00  0.00004  0.12%  0.07–0.17% 
  0.000004  0.09%  0.05–0.13% 
0.50  0.00004  0.06%  0.04–0.09% 
  0.000004  0.04%  0.03–0.07% 
0.25  0.0004  0.04%  0.03–0.04% 
  0.00004  0.04%  0.03–0.04% 
  0.000004  0.02%  0.01–0.03% 
0.10  0.00004  0.01%  0.00–0.02% 
  0.000004  0.01%  0.00–0.01% 
 
Table 8.20. Component sensitivities and sensitivity ratios for the Delivery 
Parcel surveillance system component (95% credible interval) at varying 
design prevalences 
P*Delivery 
Parcel (%) 
P*Grain (
%) 
CSe_DeliveryParcel
SSC 
CSe_Representative  SR 
1.00  0.00004  21.1% (19.8–22.5%)  30.3% (28.2–32.2%)  0.70 (0.69–0.71) 
  0.000004  17.8% (16.3–19.6%)  23.7% (21.0–26.4%)  0.76 (0.74–0.78) 
0.50  0.00004  13.6% (12.6–14.5%)  16.6% (15.4–17.8%)  0.82 (0.82–0.83) 
  0.000004  11.0% (9.8–12.2%)  12.7% (11.1–14.2%)  0.86 (0.86–0.88) 
0.25  0.0004  7.8% (7.3–8.4%)  8.7% (8.0–9.4%)  0.90 (0.90–0.91) 
  0.00004  7.8% (7.3–8.4%)  8.7% (8.0–9.4%)  0.90 (0.90–0.91) 
  0.000004  6.1% (5.4–6.9%)  6.6% (5.8–7.4%)  0.93 (0.92–0.94) 
0.10  0.00004  3.4% (3.2–3.7%)  3.6% (3.3–3.8%)  0.96 (0.96–0.97) 
  0.000004  2.6% (2.3–3.0%)  2.7% (2.4–3.0%)  0.98 (0.97–0.98) 
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8.5.3.2  General Siding sample SSC 
Component Unit Sensitivity 
The component unit sensitivity of the GS sample SSC (CSeU_GSsampleSSC) was 
6.11% (5.97-6.33%) for P*Grain of 0.04% and 3.47% (3.10-3.80%) for P*Grain of 
0.0004%. The CSeU_GSsampleSSC decreased with decreasing P*DeliveryParcel 
and P*Grain (Table 8.21). The CSeU_GSsampleSSC values were higher than those 
of the CSeU_DeliveryParcelSSC at corresponding design prevalences. 
Surveillance system component sensitivity 
The component sensitivity for the GS sample SSC (CSe_GSsampleSSC) 
decreased with decreasing delivery parcel and within-parcel design prevalences. 
The estimates for the CSe_GSsampleSSC ranged from 80.7% to 100% and 78.3% 
to 100% at P*Grain of 0.04% and 0.0004% respectively (Table 8.22). The 
CSe_GSsampleSSC estimates for all of the design prevalence combinations are 
provided in Appendix 9. 
Representative surveillance and the sensitivity ratio 
The values for the CSe_GSsampleSSC of the theoretical representative 
surveillance ranged from 97.9% to 100% and 89.2% to 100% at P*Grain of 0.04% 
and 0.0004% respectively (Table 8.22). The sensitivity ratio, also provided in 
Table 8.22, was less than or equal to 1 for all harvest years at both values of 
P*Grain. The estimates of CSe_Representative and SR for all of the design 
prevalence combinations are provided in Appendix 9.  
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Table 8.21. Component unit sensitivity for the GS sample surveillance system 
component for state production at varying design prevalences 
P*Delivery 
Parcel (%) 
P*Grain (%)  Mean  95% Credible interval 
1.00  3.00  16.78%  15.91–17.38% 
  1.00  16.80%  15.91–17.42% 
  0.04  16.61%  15.78–17.21% 
  0.0004  14.05%  13.24–14.76% 
  0.00004  3.12%  2.28–3.88% 
  0.000004  0.22%  0.14–0.28% 
0.50  3.00  12.11%  11.50–12.56% 
  1.00  11.87%  11.42–12.48% 
  0.04  11.87%  11.27–12.29% 
  0.0004  8.29%  7.62–8.91% 
  0.00004  1.40%  0.99–1.78% 
  0.000004  0.09%  0.09–0.12% 
0.25  3.00  6.05%  5.75–6.27% 
  1.00  6.12%  5.82–6.35% 
  0.04  6.11%  5.79–6.33% 
  0.0004  3.47%  3.10–3.80% 
  0.00004  0.52%  0.36–0.66% 
  0.000004  0.04%  0.02–0.05% 
0.10  3.00  1.49%  1.41–1.54% 
  1.00  1.49%  1.41–1.55% 
  0.04  1.48%  1.41–1.54% 
  0.0004  0.72%  0.60–0.83% 
  0.00004  0.12%  0.08–0.15% 
  0.000004  0.01%  0.00–0.01%  
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Table 8.22. Component sensitivities and sensitivity ratios for the GS sample 
surveillance system component in the state production model at a delivery 
parcel prevalence of 0.25% (95% credible interval), for varying P*Grain 
Harvest 
Period 
P*Grain (%)  CSe_GSsampleSSC  CSe_Representative  SR 
1997/98  0.04  100%  100%  1.00 
  0.0004  100%  100%  1.00 
1998/99  0.04  81.2% (79.1-83.3%)  100%  0.81 (0.79-0.83) 
  0.0004  80.9% (78.8-83.0%)  100%  0.81 (0.79-0.83) 
1999/00  0.04  80.7% (77.7-83.7%)  100%  0.81 (0.78_0.84) 
  0.0004  78.3% (75.1-83.2%)  100%  0.78 (0.75-0.83) 
2004/05  0.04  93.9% (92.3-95.3%)  97.9% (94.8%-99.8%)  0.96 (0.93-0.99) 
  0.0004  79.4% (75.1-83.2%)  89.2% (80.4-97.1%)  0.89 (0.81-0.98) 
2005/06  0.04  100%  100%  1.00 
  0.0004  99.9% (99.8-100%)  100% (99.8-100%)  1.00 
 
8.5.4  Evaluation SSCs for Exported grain 
8.5.4.1  Delivery Parcel SSC 
When the Delivery Parcel SSC was evaluated for export grain only, the 
CSeU_DeliveryParcelSSC was 0.03% (0.02–0.04%) at both values of P*Grain. The 
estimates for the CSeU_DeliveryParcelSSC for the export grain models were similar 
to that for the state production models in Section 8.5.3.1. Estimates of the 
CSeU_DeliveryParcelSSC are provided for a range of design prevalences in 
Table 8.23.  
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Table 8.23. Component unit sensitivity provided by the Delivery Parcel 
surveillance system component at varying P*Grain 
P*Delivery 
Parcel (%) 
P*Grain (%)  Mean  95% Credible interval 
1.00  0.00004  0.12%  0.07–0.18% 
  0.000004  0.09%  0.05–0.13% 
0.50  0.00004  0.06%  0.04–0.09% 
  0.000004  0.05%  0.03–0.07% 
0.25  0.0004  0.03%  0.02–0.04% 
  0.00004  0.03%  0.02–0.04% 
  0.000004  0.02%  0.01–0.03% 
0.10  0.00004  0.01%  0.00–0.02% 
  0.000004  0.01%  0.00–0.01% 
 
Surveillance system component sensitivity 
The CSe_DeliveryParcelSSC values for the actual surveillance and the 
representative survey were similar to the values for the state production models. 
The CSe_DeliveryParcelSSC values and the sensitivity ratios are provided in 
Table 8.24. 
8.5.4.2  General Siding sample SSC 
The CSeU_GSsampleSSC, CSe_GSsampleSSC and the sensitivity ratios for the 
GS sample SSC for export grain were similar to the values for state production. The 
model output for the CSeU_GSsampleSSC is provided in Appendix 10, and the 
CSe_GSsampleSSC for the actual and representative surveillance and the 
sensitivity ratios are provided in Appendix 11. 
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Table 8.24. Component sensitivities and sensitivity ratios for the Delivery 
Parcel surveillance system component (95% credible interval) at varying 
design prevalences 
P*Delivery 
Parcel (%) 
P*Grain 
(%) 
CSe_DeliveryParcel
SSC 
CSe_Representative  SR 
1.00  0.00004  21.3% (19.7–22.9%)  30.2% (27.9–32.6%)  0.70 (0.70–0.71) 
  0.000004  18.1% (16.2–20.0%)  23.9% (21.0–26.7%)  0.76 (0.74–0.78) 
0.50  0.00004  13.7% (12.6–14.8%)  16.6% (15.3–18.1%)  0.82 (0.82–0.83) 
  0.000004  11.1% (9.8–12.4%)  12.9% (11.2–14.6%)  0.86 (0.85–0.88) 
0.25  0.0004  7.9% (7.2–8.6%)  8.7% (8.0–9.5%)  0.90 (0.90–0.91) 
  0.00004  7.9% (7.2–8.6%)  8.7% (8.0–9.5%)  0.90 (0.90–0.91) 
  0.000004  6.2% (5.4–7.0%)  6.7% (5.8–7.6%)  0.93 (0.92–0.94) 
0.10  0.00004  3.5% (3.1–3.8%)  3.6% (3.3–3.9%)  0.96 (0.96–0.97) 
  0.000004  2.7% (2.3–3.0%)  2.7% (2.4–3.1%)  0.97 (0.97–0.98) 
 
8.5.5  Sensitivity analysis 
8.5.5.1  Region relative risk 
The component sensitivity showed some variation with changes in the relative risks 
for each of the REGIONs. The mean and 95% credible interval of the CSe for each 
scenario is illustrated in Figure 8.5 for the Delivery parcel SSC and Figure 8.6 for 
the GS sample SSC. The base model used Beta distributions to represent the 
probability of a suitable infection period in each of the REGIONs. Scenario A and C 
for RR_Region resulted in a CSe estimate lower than that of the base model in both 
SSCs. A higher CSe estimate for both of the SSCs was obtained under RR_Region 
Scenario B. However, the credible intervals of each of the RR_Region scenarios 
tested overlapped with the results of the base model suggesting that the base  
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model incorporated much of the expected variability in the potential scenarios for 
the relative risk. 
8.5.5.2  Host relative risk 
The host relative risk did not influence the output of the scenario tree model. The 
adjusted risk, AR_Hosth, for wheat was found to be 1.00 for all scenarios. The 
population proportion for wheat approached 1.00 in all harvest years, and therefore 
the population proportions for triticale and durum approached zero in all harvest 
years. The equation for the calculating the adjusted risk, Equation 8.1, in this case 
simplifies to RR_Host/RR_Host and is equal to 1.00 for the main host (wheat) in the 
population. This is the case for all three proposed scenarios in the sensitivity 
analysis; therefore the simulations for the sensitivity analysis for RR_HostHosti were 
not run. 
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Figure 8.5. Component sensitivity estimates (bars=95% credible interval) with 
changes in the relative risk of the REGIONs for the Delivery Parcel surveillance 
system component for different RR_Region scenarios  
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Figure 8.6. Component sensitivity estimates (bars=95% credible interval) with 
changes in the relative risk of the REGIONs for the GS sample surveillance 
system component for different RR_Region scenarios 
 
8.5.5.3  Diagnostic test sensitivity 
The CSe increased slightly from 4.5% to 4.7% for the Delivery Parcel SSC and from 
98.6% to 99.0% for the GS sample SSC when WashSe was increased. The pattern 
of the change in CSe for the Delivery Parcel SSC was similar to that illustrated for 
the GS sample SSC in Figure 8.7. At lower design prevalences of 
P*DeliveryParcel=0.25% and P*Grain=0.00004% CSe varied more with WashSe, 
over 20% (Figure 8.8).  
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Figure 8.7. Change in component sensitivity (mean, bars=95% credible 
interval) for the GS sample surveillance system component with variation in 
the value of the test sensitivity with design prevalences of 
P*DeliveryParcel=0.25% and P*Grain=0.04%  
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Figure 8.8. Change in component sensitivity (mean, bars=95% credible 
interval) for the GS sample surveillance system component with variation in 
the value of the test sensitivity with design prevalences of 
P*DeliveryParcel=0.25% and P*Grain=0.00004% 
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8.5.5.4  Number of samples 
The increase in CSe_DeliveryParcelSSC with increasing number of delivery parcel 
samples processed is illustrated in Figure 8.8 for varying P*DeliveryParcel at 
P*Grain of 0.04%. The CSe_DeliveryParcelSSC increased to 95%, at 
P*DeliveryParcel of 1% and P*Grain of 0.04%, if 2 500 delivery parcel samples 
were processed. 
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Figure 8.9. Change in component sensitivity with number of samples 
processed for the Delivery Parcel surveillance system component at varying 
delivery parcel prevalences and a with-in parcel prevalence of 0.04% 
The CSe_GSsampleSSC also increased with increasing number of GS samples 
processed. The CSe_GSsampleSSC was higher than the CSe_DeliveryParcelSSC 
for the same number of samples processed. The CSe_GSsampleSSC approached 
100% if 100 GS samples were processed at a P*DeliveryParcel of 0.25% and 
P*Grain of 0.04%. At a design prevalence a P*DeliveryParcel of 0.1% and P*Grain  
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of 0.04% the CSe_GSsampleSSC approached 100% if 400 GS samples were 
processed. The increase in the CSe_GSsampleSSC with number of samples 
processed is illustrated in Figure 8.9. The CSe values estimated using Equation 8.8 
were similar to the number needed to reach an equivalent CSe using the scenario 
tree model for both active SSCs. 
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Figure 8.10. Change in component sensitivity with number of samples 
processed for the GS sample surveillance system component at varying 
delivery parcel prevalences and a with-in parcel prevalence of 0.04%  
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8.6  Discussion 
The results from evaluating the active grain surveillance program conducted in WA 
to detect T. indica shows that a high level of sensitivity (>75%) was provided by the 
surveys at a design prevalence of P*DeliveryParcel of 0.25% and P*Grain of 
0.0004% of grains infected (1 infected grain in 10 kg). This evaluation of the active 
grain surveillance is presented as an illustration of the application of the scenario 
tree methodology presented by Martin et al. (2007b) to evaluating plant pest 
surveillance systems. The results of this case study show that this method can be 
applied successfully to the evaluation of grain surveillance for T. indica and is 
potentially suitable for a wide range of plant pests and surveillance systems. The 
scenario tree method (Martin et al. 2007b) provides additional transparency in the 
calculation of the sensitivity of surveillance programs compared to traditional 
methods because the components of the surveillance system are described 
separately (MacDiarmid and Pharo 2003; Martin et al. 2007b). This methodology 
also provides a means for the comparison of potential surveillance 
programs (Hadorn et al. 2009; Hadorn and Stärk 2008). 
Probabilistic scenario tree analysis, the basis of this method, is already used in 
many fields and is an accepted method for quantitative import risk analysis in the 
field of plant biosecurity (Biosecurity Australia 2004a; Biosecurity Australia 2004c; 
European Food Safety Authority 2010; Peterson et al. 2009). Another potential 
application of the scenario tree methodology is using it as a tool for comparing the 
sensitivity of SSCs for a given number of samples or allocation of funds in planning 
surveillance programs (Hadorn et al. 2009; Knight-Jones et al. 2010; 
Schuppers et al. 2010).  
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The design prevalences used in the evaluation of surveillance are generally agreed 
upon by trading partners (Hood et al. 2009). Acceptable surveillance standards for 
some animal diseases have been agreed upon at an international level (OIE 2010). 
Design prevalences for veterinary surveillance are commonly set at levels of 
infection that would be detectable if the disease had been present (but undetected) 
for sometime (Alban et al. 2008; Cannon 2002; Martin et al. 2007b). Design 
prevalence is quite often influenced by the purpose of the survey and can be a trade 
off between achieving the required confidence and the number of samples 
processed (Cannon 2002). In the area of plant diseases and pests even less 
information is available to guide the choice of acceptable design prevalence. 
General texts relating to sampling for rare individuals and seed-borne disease 
tolerance levels suggest that values of less than 10% and less than 1% are 
acceptable for these uses respectively (Morrison 1999; Venette et al. 2002). The 
design prevalences chosen in this study were 0.25% of delivery parcels and 
0.04% (10 infected grains in 1 kg) and 0.0004% (1 infected grain in 10 kg) of grains 
infected. These values were chosen because the prevalence chosen for 
surveillance purposes must be sufficient to allow assessment of whether 
surveillance data is adequate to determine that the pest would be detected if 
present at or above the specified level (FAO 2009, ISPM No. 22 and ISPM No. 29). 
Furthermore, they were considered appropriate for the detection of an initial 
outbreak or for an established but low level of infection of T. indica in WA. As 
discussed previously in Chapter 6 the levels considered for P*DeliveryParcel fall 
within, or are lower than, the range reported when T. indica was detected in the 
United States (Rush et al. 2005). The values used for P*Grain represent the range 
of accepted levels of similar contaminates in bulk grain lots, and damage thresholds 
set for important seed-borne pathogens, including T. indica (Morrison 1999; 
Paoletti et al. 2003; Singh et al. 1998; Warham 1986). Reported levels of bunted  
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grain detected in the United States during the years following the initial detection of 
T. indica in 1996 were also within the range of values used for 
P*Grain (Rush et al. 2005). 
Levels of seed-borne diseases are generally considered in terms of a number of 
infected seeds per bulk lot (Bányai and Barabás 2002; Morrison 1999; Russell 
1988). However, the diagnostic test used for T. indica detects teliospores rather 
than infected seed/grains. Thus, the stochastic sampling models developed in 
Chapter 6 were used to inform the probability that the test samples were infected 
with teliospores and the level of infection in the test samples in the scenario tree 
models. 
It was necessary to use a probability distribution based on published data and 
climatic models to represent the relative risks for the REGIONs because T. indica 
does not occur in Australia. The models in the literature used as the basis for 
calculating the relative risks for the REGIONs were considered to provide a 
reasonable approximation for WA (Murray and Brennan 1998; Stansbury and 
McKirdy 2002). These models provided similar results for the likelihood that each 
REGION would be suitable for T. indica to establish. Four scenarios for the relative 
risks of the growing regions in WA were compared in order to determine the 
influence of this infection category node on the CSe of the scenario tree models. 
Similar patterns of variation between the scenarios tested were obvious for both 
active SSCs. The CSe estimate for the Beta parameterisation used in the model 
had a wider credible interval, which overlapped all of the other scenarios, 
suggesting that this parameterisation included most of the possible scenarios. 
However, the variation between scenarios was small with CSe only varying 1% 
between the lowest and highest values for both the Delivery parcel SSC and the GS 
sample SSC. This suggests that at the given sampling rate and test sensitivity the 
differential risk between the REGIONs is unlikely to be important.  
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The differences between the previous targeting scenario, the fixed values scenario 
and Beta parameterisation may be due to differences in the interpretation of the 
limited data presented in Stansbury and McKirdy (2002). Data from Stansbury and 
McKirdy (2002), used to inform the Beta parameterisation of RR_Region, was 
derived from only nine sites in the WA wheatbelt of which only one site was in the 
REGION of Esperance. The Beta distribution for Esperance was wider compared to 
the other regions because of the limited data available. Analysis of climatic data 
from more sites within each of the REGIONs may have enabled a more robust 
parameterisation of the relative risks in the scenario tree models. 
The literature suggests that there are differences in the susceptibility of the three 
main host species to infection by T. indica (Dhaliwal and Singh 1998; Fuentes-
Davila et al. 1996; Sansford et al. 2006b; Warham 1988). Susceptibility of hosts to 
T. indica is commonly measured using a coefficient of infection (Bonde et al. 1996; 
Dhaliwal and Singh 1998). The coefficient of infection represents the proportion of 
seed of a particular line or plant tested that is converted to sori when the heads are 
inoculated with T. indica. Data used for parameterisation of the HOST relative risk 
were generated using the boot inoculation method (Dhaliwal and Singh 1998; 
Fuentes-Davila et al. 1996; Sansford et al. 2006b; Warham 1988). Boot inoculation 
provides a less accurately representation of the natural infection 
process (Crous et al. 2001; Royer and Rytter 1988; Sansford et al. 2006d; 
Ykema et al. 1996). However, these data reports were used because there were 
very few published studies using the alternative spray inoculation method. Although 
plots of Beta distributions representing the probability of infection suggest that 
triticale and durum wheat are slightly less susceptible than bread wheat, there was 
little difference in the adjusted risk calculated for the different scenarios for HOST 
relative risk. This was due to predominance of bread wheat as the main (>99%)  
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grain produced in WA (Australian Bureau of Statistics 2010). This allowed the 
simplification of the adjusted risks to one (1) for all host species. 
The HOST category node was retained as a detection category node due to the 
differences in conversion of the grain to sori reported for the different 
species (Sansford et al. 2006c). More information is required on the number of 
spores produced in individual grains of each host to assess the difference between 
species. However, the impact on the sensitivity of the active SSCs for T. indica in 
WA is likely to be negligible because the population proportion for bread wheat is 
almost 100%. 
The CSeU_GSsampleSSC was greater than the CSeU_DeliveryParcelSSC for all 
except the lowest design prevalence combination, P*DeliveryParcel of 0.1% and 
P*Grain of 0.000004%. For P*Grain of 0.00004% to 3%, the CSeU_GSsampleSSC 
ranged from 12 to 149 times greater than the CSeU_DeliveryParcelSSC. This is 
likely due to the higher probability that a test sample from a GS sample contained 
teliospores (Chapter 6). This was because of the bulking of delivery parcels prior to 
sampling, which increased the probability that an infected delivery parcel was part of 
the bulked grain lot. At the lowest combination of design prevalences, the CSeU 
was the same for both SSCs. This may be due to the very low number of teliospores 
present in the test samples at this prevalence as indicated by the sampling 
models (Chapter 6).  
The Delivery Parcel SSC only provided a moderate level of sensitivity, due to the 
lower CSeU and the smaller number of samples tested. Hutchison and 
Martin (2005) also found that bulked milk samples (that approximate bulk grain 
samples) provided a higher level of sensitivity than individual samples for enzootic 
bovine leucosis surveillance in the Australian dairy industry. The analysis of 
potential surveillance system components for bluetongue in Switzerland also  
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indicated that testing of bulk milk provided the same level of sensitivity as testing 
individual blood samples for the same number of herds (Hadorn et al. 2009). 
Testing of bulked samples is often a more cost effective method of conducting 
surveillance (Hadorn et al. 2009; Venette et al. 2002). 
The sensitivity ratio for both the Delivery Parcel SSC and the GS Sample SSC were 
less then 1.00, which suggests that the targeting applied in the surveillance periods 
1998/99, 1999/00, 2004/05 and 2005/06 actually resulted in a decrease in sensitivity 
of the surveillance when compared to collection of a representative sample. In the 
1998/99 and 1999/00 harvest periods greater than 80% of samples were collected 
from Albany and Kwinana West and the sensitivity ratio varied from 0.52 to 0.77 for 
different design prevalences. Where the number of samples tested was spread 
across all REGIONs, such as for the 2004/05 and 2005/06 harvest periods, the 
sensitivity ratios where closer to 1.00, varying from 0.70 to 0.98. The variation in the 
sensitivity ratio may have been due to interpretation of the limited data in Stansbury 
and McKirdy (2002) used for the targeting of the surveillance. It may also be due to 
the geographical bias that was present in the data, which was apparent from the 
large numbers of samples that were tested from a small number of REGIONs. This is 
important because the unit increase in sensitivity provided by collecting additional 
samples for each REGION decreases as the number of samples increases (Cannon 
and Roe 1982). 
The estimated CSe using the volume of grain delivered to CBH was similar to the 
sensitivity estimated using state production values. This is not surprising given the 
dominance of CBH as the main grain storage and export facility in WA. More than 
half of grain produced in the state is delivered to CBH each harvest (Co-operative 
Bulk Handling Limited 2009).  
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Other than the relative risk of the REGIONs, the only input parameter that influenced 
the sensitivity of the active SSCs was the sensitivity of the diagnostic test, WashSe. 
The CSe increased with increasing sensitivity of the diagnostic test as expected. 
The change in CSe was greater at lower design prevalences, or where there were a 
lower number of samples with spores and a lower number of spores per sample. 
Therefore, the only way to increase the sensitivity of the active SSCs would be to 
increase the sensitivity of the diagnostic test used (Hadorn et al. 2009; Martin 2008). 
Two tests for the detection of T. indica in grain samples were compared in Chapter 
7. The traditional sieve-wash method with microscopic examination had a higher 
sensitivity (84.8%) than the enhanced PCR protocol (48.0%) and therefore remains 
the better test for surveillance activities at this time based on diagnostic sensitivity 
alone. 
The CSe of both of the SSCs increased with increasing number of samples 
processed as expected (Hadorn et al. 2009; Schuppers et al. 2010). The CSe for 
the GS Sample SSC approached 100% at a smaller number of samples than the 
Delivery Parcel SSC. For example, if 100 samples were processed by each SSC 
the GS Sample SSC would have a CSe of almost 100% at a design prevalence of 
P*DeliveryParcel 0.25% and P*Grain of 0.04%. The Delivery Parcel SSC would only 
have a CSe of approximately 15% at the higher design prevalence of 
P*DeliveryParcel 1% and P*Grain of 0.04%. This is due to the higher unit sensitivity 
provided by processing samples from bulked grain, and is similar to the results for 
bulk milk testing for bluetongue versus individual blood 
serology (Hadorn et al. 2009). Therefore, a surveillance system based around 
testing GS samples provides a higher level of sensitivity for detection of T. indica 
than surveillance based on testing samples from delivery parcels. 
The active SSCs considered in this study are not the only surveillance activities that 
could provide data for demonstrating freedom from T. indica in Western Australia.  
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Other activities such as seed health testing and reports from the growers and other 
members of the public involved in grain handling would provide additional 
confidence and coverage for grain growing areas of WA not covered by the grain 
surveillance, for example seed grown for on-farm use. The additional sensitivity 
provided by these surveillance activities may allow the number of samples tested 
annually to be reduced, potentially decreasing the cost of active grain surveillance. 
Two of these passive surveillance system components are considered in Chapter 9. 
Chapter 10 considers the combined sensitivity of the active and passive SSCs and 
the probability of freedom provided by combined surveillance system. 
During this case study it was not always possible to obtain appropriate data for 
inclusion in the model for; 1) setting design prevalences, 2) determining relative 
risks, and 3) the sensitivity of diagnostic tests. Some of these issues were resolved 
by undertaking further research to obtain missing data (Chapters 5, 6, and 7). In 
general, the following research is needed for many plant pests to enable a 
systematic assessment of surveillance systems using scenario tree models: 
1.  determining the diagnostic sensitivity and specificity of the tests used in 
the surveillance programs (including visual inspection), 
2.  research into the relative risk that the pest is present under different 
conditions, and 
3.  observation of the prevalence of the pest in established populations and 
when new introductions occur.  
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CHAPTER 9: EVALUATION OF PASSIVE SURVEILLANCE FOR 
TILLETIA INDICA IN WESTERN AUSTRALIA 
9.1  Introduction 
General surveillance activities are an important part of early detection and 
demonstrating area freedom. Passive surveillance, a form of general surveillance, 
uses data that has been generated for other purposes and can be collected from 
many sources (Doherr and Audigé 2001). It can include information from samples 
received for pest identification or disease diagnosis through government and private 
laboratory services, reports to government agencies through phone-in lines, reports 
for newsletters, phone calls to area specialists, and surveillance and research 
activities targeted at other pests (FAO 2009, ISPM No. 6; McMaugh 2005). 
Passive surveillance can be a more cost effective alternative to conducting specific 
surveys and is therefore commonly used to gather information on pest and disease 
status (Doherr and Audigé 2001; Hadorn and Stärk 2008). This information can be 
used in the determination of plant pest status for pest risk assessment and for the 
demonstration of pest free areas. Passive surveillance also plays an important role 
in the early detection of exotic and emerging pests and 
diseases (Frössling et al. 2009; Hadorn and Stärk 2008; Hellström 2008; 
Kean et al. 2008). Passive surveillance systems are the most commonly used 
method for monitoring of emerging and re-emerging diseases in animal 
health (Doherr and Audigé 2001). Theoretically, passive systems such as clinical 
reporting include the whole population of interest, have a much wider coverage than 
targeted surveillance programs and they provide information on a continuous basis. 
The main disadvantage of passive surveillance is its reliance on the presence and  
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detection of clinical signs of disease in the target population (Doherr and 
Audigé 2001). 
Passive surveillance, in the form of expert opinion, has historically played an 
important role in demonstration of pest freedom. This expert opinion is based on 
consideration of information collected through passive surveillance programs such 
as diagnostic laboratory reports, culture collection records and reports in scientific 
literature. Use of expert opinion often leads to qualifying statements accompanying 
justifications of freedom such as ‘not known to occur’. Under the WTO and SPS 
agreements declarations of freedom are required to be based on scientific 
evidence (FAO 2009). Therefore, there is an increasing need for methods to 
demonstrate freedom at a specified level of confidence using information gathered 
through quantifiable surveillance activities. 
Clinical surveillance systems in animal and human health use many of the same 
types of reporting systems utilised for plant pests and diseases. Doherr and 
Audigé (2001) define a clinical surveillance system as reporting of unusual clinical 
symptoms in animals by livestock producers and private veterinary practitioners. 
Recently a number of clinical surveillance systems have been evaluated using 
scenario tree methodology to determine their ability to contribute to confidence in 
freedom from animal and human diseases (Frössling et al. 2009; 
Hadorn et al. 2008; Hadorn et al. 2009; Martin 2008; Wahlström et al. 2010; 
Watkins et al. 2009). These evaluations have demonstrated that clinical surveillance 
can vary greatly in its sensitivity, or its ability to detect the disease of interest if it 
were present. The evaluation of passive surveillance systems also provides a 
means by which influential factors can be ascertained (Doherr and Audigé 2001). 
Thus, potential opportunities for improving the sensitivity of passive surveillance 
systems can be identified, as well as the probability that exotic pests and diseases 
will be reported. A common factor that influences the sensitivity of many passive  
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surveillance systems identified in the animal health field is the “disease awareness” 
of farmers and veterinarians. The probability that clinical signs are detectable was 
also highlighted as an important factor in a number of studies (Hadorn et al. 2008; 
Hadorn et al. 2009; Hadorn and Stärk 2008; Martin 2008). 
9.2  Objectives 
The objective of this chapter was to evaluate the sensitivity of passive surveillance 
activities occurring in the WA grains industry for detection of T. indica if it were 
present at specified design prevalences. Two passive surveillance system 
components (SSCs) were identified and evaluated using the scenario tree 
methodology presented by Martin et al. (2007b), including: 
1.  a “Reporting SSC”, which incorporated all reports and other diagnostic and 
surveillance samples submitted by community groups for the 1997/98 to 
2006/07 harvest periods, and  
2.  a “Seed Testing SSC” which included all wheat, durum and triticale samples 
submitted to the AGWEST Plant Laboratories for routine seed testing for the 
2004/05 to 2006/07 harvest periods. 
The variation of the sensitivity of the SSCs to inputs was also assessed. 
9.3  Methods 
Scenario trees were constructed to represent the two surveillance system 
components, the Reporting SSC and the Seed Testing SSC for grain of known 
T. indica hosts (bread wheat, durum wheat and triticale) produced in WA. The time 
period used for the evaluation of the SSCs was a harvest period (growing season), 
from sowing until harvest, to match the production cycle of grain in WA. The unit of  
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interest in the passive SSCs is a lot of grain. To reduce the complexity of the 
scenario trees and to enable comparison with the active SSCs it has been assumed 
that grain lots are equivalent in size to a delivery parcel used for the active SSCs in 
Chapter 8. This also corresponds with the lot sizes specified by the International 
Seed Testing Association (ISTA), upon which the sampling for the Seed Testing 
SSC is based (ISTA 2008). 
The scenario tree methodology used was the same as for the active SSCs in 
Chapter 8 and the notation used throughout to describe the scenario tree includes 
NODES, Branches, and population proportions (PrP) and SSC proportions (PrSSC). 
The models were implemented in Microsoft Excel using the PopTools add-
in (Hood 2009). Simulations of 10 000 iterations were run for each design 
prevalence for both scenario tree models using a random seed of zero. The outputs 
of the simulations were analysed using the statistical software environment R, and 
the reshape, plyr and ggplot2 packages to generate statistical summaries and 
plots of the model results (R Development Core Team 2008; Wickham 2007; 
Wickham 2009a; Wickham 2009b). 
9.3.1  Design prevalences 
The values of the design prevalences used in the passive SSCs were the same as 
those used in the active SSCs in Chapter 8. In the Passive SSC scenario tree 
models three design prevalences were used, P*Region which describes the 
proportion of regions which are infected, P*Lot which describes the infection level 
among the lots in the population (equivalent to P*DeliveryParcel in the active SSCs) 
and P*Grain which represents the level of infection within an infected lot as the 
percentage of grain infected. Modelling of the sampling processes in Chapter 6 
suggest that it was unlikely that infected grains would be present in test samples at  
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the lower P*Grain values considered in the active SSCs (0.0004%, 0.00004% and 
0.000004%). Therefore, these values have not been considered in the evaluation of 
the passive SSCs, which rely on visual detection of infected grains. Results are 
reported for P*Lot of 0.25% and P*Grain of 0.04%, results for other design 
prevalences are provided in the tables and appendices. 
9.4  Models 
9.4.1  Reporting of plant pests and diseases (Reporting SSC) 
The Reporting SSC describes the systems through which a suspect High Priority 
Pest (HPP) may be reported to the Department of Agriculture and Food, Western 
Australia (DAFWA) if detected by a grower or other member of the grains industry. 
The Department of Agriculture and Food operates a number of systems that allow 
submission of reports and samples that are sources of passive surveillance data 
and could provide additional confidence in the state’s freedom from T. indica. The 
systems include; 1) phone, email and direct contact with crop/area specialists, for 
example pathologists, entomologists and regional and metropolitan DAFWA staff, 2) 
submission of samples to AGWEST Plant Laboratories (run by DAFWA) for disease 
diagnosis and insect identification, and 3) phone hotlines for reporting and obtaining 
advice about pests and diseases in crops and in gardens (this includes the National 
Exotic Plant Pest Hotline, PaDIS and AgLine). 
The structure of the Reporting SSC was defined using the information generated by 
the previous study on detection and reporting of HPPs in the WA grains 
industry (Chapter 5). The structure of the Reporting SSC was developed in sub-
components relating to the reporting chain and is outlined in Figure 9.1 to 
Figure 9.5. It was found that growers (Figure 9.1) preferentially report to an 
agricultural consultant (Figure 9.2), who may then report to the local DAFWA  
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office (Figure 9.3), a phone hotline (Figure 9.4) or send samples to AGWEST Plant 
Laboratories or the DAFWA head office (Figure 9.5). 
 
 
Figure 9.1. Scenario tree for Reporting Surveillance System Component – 
Infection and grower detection and reporting stages  
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Figure 9.2. Scenario tree for Reporting Surveillance System Component – 
Reporting stage for Agricultural consultants 
 
Figure 9.3. Scenario tree for Reporting Surveillance System Component – 
Reporting stage for DAFWA staff members  
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Figure 9.4. Scenario tree for Reporting Surveillance System Component – 
Reporting stage for Phone Hotlines 
 
Figure 9.5. Scenario tree for Reporting Surveillance System Component – 
Detection stage for reports and samples submitted to AGWEST Plant 
Laboratories or DAFWA head office 
9.4.1.1  Nodes 
The scenario tree consists of a number of different node types, 1) infection nodes, 
2) detection nodes, and 3) category nodes. The roles of the node types have 
previously been discussed in Chapter 8. The nodes for the Reporting SSC are 
described in Table 9.1.  
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Infection category nodes 
In this case study only one infection category node was included, REGION. 
Successful visual detection requires the presence of infected grains. If an infected 
grain were present in the test sample there would be enough spores to be detected 
by the sieve-wash method (Goates 2008) and the number of spores is unlikely to 
influence the sensitivity of the diagnostic test. Therefore, the category node HOST is 
not relevant as either an infection or a detection category node for the passive 
SSCs. 
Detection category nodes 
Detection category nodes were included for report types for each of the groups 
represented in the scenario tree, GROWER REPORT TYPE, AG CONSULTANT REPORT 
TYPE and DAFWA STAFF REPORT TYPE. Each of these detection category nodes 
reflects the proportion of reports made to the different entities in the Reporting SSC. 
Each detection category node is discussed separately below. 
Region 
The differential risks that a REGION subgroup is infected, defined at the infection 
category node, are incorporated using relative risks (RRs), which are estimated for 
each branch arising from the risk category node. Calculation of the RRs and 
adjusted risks (ARs) has been discussed in Chapter 8. The proportion of grain 
produced in each REGION for each harvest year is shown in Table 8.15. 
Region status 
An infection node, REGION STATUS, was used to represent the infection status of the 
REGIONs. The node had two branches, Infected and Not Infected. The probability 
that the REGION is infected was equal to P*Region.  
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Table 9.1. Description of nodes for the Reporting Surveillance system 
Component 
Node  Name  Type  Source of Data  Branches  Next 
Node 
1  REGION  Risk 
Category 
PrP: Industry 
statistics, ABS data 
RR: Scientific 
literature 
Albany  2 
Esperance  2 
Geraldton  2 
Kwinana East  2 
Kwinana West  2 
2  REGION STATUS  Infection  Design Prevalence, 
P*Region 
Infected  3 
Not Infected  End 
3  LOT STATUS  Infection  Design Prevalence, 
P*Lot 
Infected  4 
Not Infected  End 
4  DETECTABLE 
LEVEL 
Detection  Poisson distribution  
of P*Grain 
Yes (>10 
infected grains 
per kg) 
5 
No (<10 
infected grains 
per kg) 
End 
5  GROWER DETECTS 
ABNORMAL GRAIN 
Detection  Questionnaire 
results (Chapter 5) 
Detected  6 
Not Detected  End 
6  GROWER 
REPORTS 
ABNORMAL GRAIN 
Detection  Questionnaire 
results (Chapter 5) 
Reported  7 
Not Reported  End 
7  GROWER REPORT 
TYPE 
Detection 
Category 
Questionnaire 
results (Chapter 5) 
Ag Consultant  8 
DAFWA Staff  10 
Phone Hotline  12 
AGWEST Plant 
Laboratories/ 
DAFWA Head 
Office 
13 
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Table 9.1. Continued.  
Node  NAME  Type  Source of Data  Branches  Next 
Node 
8  AG CONSULTANT 
REPORTS 
ABNORMAL GRAIN 
Detection  Questionnaire 
results (Chapter 5) 
Reported  9 
Not Reported  End 
9  AG CONSULTANT 
REPORT TYPE 
Detection 
Category 
Questionnaire 
results (Chapter 5) 
DAFWA Staff  10 
Phone Hotline  12 
AGWEST Plant 
Laboratories/ 
DAFWA Head 
Office 
13 
10  DAFWA STAFF 
REPORTS 
ABNORMAL GRAIN 
Detection  Questionnaire 
results (Chapter 5) 
Reported  11 
Not Reported  End 
11  DAFWA STAFF 
REPORT TYPE 
Detection 
Category 
Questionnaire 
results (Chapter 5) 
Phone Hotline  12 
AGWEST Plant 
Laboratories/ 
DAFWA Head 
Office 
13 
12  SAMPLE 
FORWARDED TO 
APL 
Detection 
Category 
Questionnaire 
results (Chapter 5) 
Yes  13 
No  End 
13  DIAGNOSTIC TEST  Detection  Test Validation 
results (Chapter 7) 
Teliospores 
Detected 
End 
Teliospores Not 
detected 
End 
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Lot status 
The infection status of a lot was represented as an infection node, LOT STATUS, with 
two branches, Infected and Not Infected. The probability that a lot was infected was 
equivalent to the lot design prevalence, P*Lot. 
Detectable level 
The number of infected seeds per kilogram of grain would influence the probability 
of detection. Ten infected grains per kilogram is the minimum level that would be 
visually detectable in a grain lot during routine handling by growers, agricultural 
consultants or researchers (pers. comm. Wright 2010). Therefore, the probability 
that the grain lot contains a detectable level of infected grain has been represented 
as a detection node, DETECTABLE LEVEL, with two branches, Yes (≥ 10 infected 
grains per kg) and No (< 10 infected grains per kg). 
The number of infected grains per kilogram of the lot was represented by a Poisson 
distribution where λ equals P*Grain and t equals one kilogram of grain or 
approximately 25 000 grains. The probability that a lot contains infected grain at a 
detectable level was represented in the model using the POISSON function in 
Microsoft Excel (2003): 
  TRUE) n*25 000,  (9, P*Grai 1-POISSON  P(Yes) =     
Grower detects and reports abnormal grain 
Two detection nodes, GROWER DETECTS ABNORMAL GRAIN and GROWER REPORTS, 
represent the probabilities that the grower detects and reports abnormal grain in an 
infected lot respectively. This part of the scenario tree has been divided into two 
detection nodes to represent the different processes involved and the complexity of 
the detection and reporting processes. The decision to report a suspect HPP may  
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be influenced by a number of factors such as the possibility of successful 
eradication if reported and likelihood of compensation for losses (Hadorn and Stärk 
2008; Hopp et al. 2007; Palmer et al. 2009a). 
GROWER DETECTS ABNORMAL GRAIN has two branches, Detected and Not Detected. 
The probability of the grower detecting infected grain, P(GrowerDetects), has been 
represented by an empirical cumulative probability distribution generated from the 
responses to Question 8 in the questionnaire on detection and reporting of 
HPPs (Section 5.4.8) received from growers. The probability that a grower detects 
infected grain had a mode of 0–10% and ranged from 0–10% to 90–100%. The 
distribution used is illustrated in Figure 9.6. 
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Figure 9.6. Cumulative probability distribution of growers’ self-rated likelihood 
of detecting Karnal bunt (Tilletia indica)  
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GROWER REPORTS also has two branches, Reported and Not Reported. In the 
responses to the questionnaire (Chapter 5, Question 13), 100% (n=55, 
95% confidence interval, 93.5–100%) of growers indicated that they would report 
suspect Karnal bunt infected grain. The majority of growers 85.2% (66.3–95.8%) 
reported the last pest or disease problem they detected (Chapter 5, Question 6). 
The probability that the grower reports infected grain if it is detected, 
P(GrowerReports), was represented by a discrete distribution based on the 
responses to the questionnaire using the method recommended by Vose (2008, 
pg 410-411) for incorporating differences in expert opinion. The responses to each 
question, reporting past problem and reporting Karnal bunt, were parameterised 
using separate Beta distributions (α=report+1, β=total-report+1) based on the 
number of respondents that indicated they would report. The two Beta distributions 
were then combined using a weighted discrete distribution (xi, pi), where, for 
question i, xi is the Beta distribution summarising the response to the question and 
pi is the weighting given to the question. The two Beta distributions used were 
PastReporting~Beta(24, 5) and ReportingKarnalBunt~Beta(56, 1). Equal 
weighting (1, 1) was given to the two questions. The resulting discrete distribution 
had a mean of 90.4% (95% CI, 70.2–99.9%). 
A detection category node, GROWER REPORT TYPE, was included in the scenario 
tree because the results from the questionnaire indicated that growers report pest 
and disease issues to different entities. This detection category node has four 
branches, Ag Consultant, Local DAFWA Staff, Phone Hotline and AGWEST Plant 
Laboratories/DAFWA Head Office. The proportion of reporting growers that would 
contact one or a combination of these entitles was parameterised in the same 
manner as P(GrowerReports). The proportion of growers that took each action for 
the last pest or disease problem detected (Chapter 5, Question 6; Table 5.5) and 
the proportion that indicated they would take each action if suspect Karnal bunt was  
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being reported (Chapter 5, Question 13; Table 5.8) were parameterised as Beta 
distributions. Equal weightings were given to each of the Beta distributions. 
Because probability distributions were used for each proportion within GROWER 
REPORT TYPE the proportions were adjusted relative to each other so that they 
would sum to one (1). This was achieved by dividing each proportion by the total of 
the proportions for each iteration of the model. 
Ag Consultant reports abnormal grain 
A detection node, AG CONSULTANT REPORTS, with two branches Reported and Not 
Reported, represented the probability that the agricultural consultant reports 
abnormal grain that has been reported to them. The probability that the agricultural 
consultant reports, P(AgConsultantReports), was parameterised as a discrete 
distribution in the same manner as P(GrowerReports) with equal weighting of the 
Beta distributions using data from Chapter 5. The resulting distribution had a mean 
of 74.3% (95% CI, 28.9–99.7%). 
Agricultural consultants report pest and disease issues to different entities. A 
detection category node, AG CONSULTANT REPORT TYPE, was included in the 
scenario tree to represent the different types of reports made by agricultural 
consultants. This detection category node has three branches, Local DAFWA Staff, 
Phone Hotline and AGWEST Plant Laboratories/DAFWA Head Office. The 
proportion of agricultural consultants that would contact one or a combination of 
these entitles was parameterised in the same manner as GROWER REPORT TYPE. 
Beta distributions based on the responses to the questionnaire for reports made for 
the last problem detected (Table 5.5) and the indicated actions if suspect Karnal 
bunt was being reported (Table 5.8) were used. Equal weightings were given to 
each of the Beta distributions and they were adjusted relative to each other so that 
they would sum to one (1).  
Page 308 
DAFWA staff reports abnormal grain 
The probability that a DAFWA staff member reports abnormal grain that has been 
reported to them was also represented by a detection node; 
DAFWA STAFF REPORTS. This detection node has two branches Reported and 
Not Reported. The probability of DAFWA staff reporting a suspect detection, 
P(DAFWAStaffReports), was also parameterised as a discrete distribution, in the 
same manner as P(GrowerReports) and P(AgConsultantReports) using data from 
Chapter 5, and has a mean of 78.7% (95% CI, 39.3%–99.7%). 
The results of the questionnaire also indicate that DAFWA staff report pest and 
disease issues to different entities. A detection category node was included in the 
scenario tree, DAFWA STAFF REPORT TYPE, to represent the different report types 
made. This detection category node has two branches, Phone Hotline and 
AGWEST Plant Laboratories/DAFWA Head Office. The proportion of DAFWA staff 
that would contact one or both of these entitles was parameterised in the same 
manner as GROWER REPORT TYPE. Beta distributions based on the responses to the 
questionnaire for reports made for the last problem detected (Table 5.5) and the 
indicated actions if suspect Karnal bunt was being reported (Table 5.8) were used. 
Equal weightings were given to each of the Beta distributions. The proportions were 
adjusted relative to each other so that the total would not exceed one (1), by 
dividing each proportion by the total of the proportions. 
Sample forwarded to APL 
The probability that operators of one of the phone hotlines would arrange for 
samples to be forwarded to AGWEST Plant Laboratories (APL) was estimated from 
the probability that a researcher, diagnostician/seed analyst or extension/biosecurity 
officer would report suspect grain (Chapter 5). This node was represented by a  
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detection node, SAMPLE FORWARDED TO APL, and was described by the same 
discrete distribution as P(DAFWAStaffReports), which had a mean of 
78.7% (95% CI, 39.3%–99.7%). 
Diagnostic test 
DIAGNOSTIC TEST is the final detection node in the Reporting SSC, and has 
branches Teliospores Detected and Teliospores Not Detected. The probability of a 
Detected outcome is given by the diagnostic sensitivity of the sieve-wash method, 
WashSe. It is likely that infected grains will be present in any suspect T. indica 
sample reported through passive surveillance. Where there are infected grains in 
the test sample it is reasonable to assume there will be more than five spores in the 
sample because an infected grain contains thousands of spores (Goates 2008). The 
sensitivity of the sieve wash test was determined in Chapter 7 and for samples 
containing five or more spores WashSe~Beta (113, 7), with a mean of 0.94 and 
variance of 0.0005. 
9.4.2  Routine seed testing of cereal grains (Seed Testing SSC) 
The AGWEST Seed Laboratory (Seed Lab) in WA conducts routine seed testing of 
cereal grain. The results of these tests are used for quality and phytosanitary 
certification of seed and grain sold domestically or exported. Seed health tests are 
conducted according to the International Seed Testing Association (ISTA) 
guidelines, which is the international body that develop standards for sampling and 
testing of seeds (ISTA 2008). 
Routine tests performed by the Seed Lab that could potentially detect seed infected 
by T. indica include purity and germination tests, cultivar Identifications, 1000 seed 
weight, weed seed checks and moisture content tests. Samples are often submitted 
for two or more of these tests. When samples are subjected to more than one test  
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each sub-sample is taken from the whole submitted sample separately, i.e. each 
sub-sample is obtained by splitting the submitted sample until the required size is 
obtained using the sub-sampling methods described in Section 3.3.2. The extent of 
visual inspection of the seed in each of the tests differs. The methods involved in 
the tests are briefly described below. 
Purity 
The purity test involves the examination of two sub-samples of 60 g of 
seed (approximately 3000 seeds in total) on a cleared work surface under a lamp; 
using magnification if necessary. The seed is separated into pure seed and inert 
matter and the percentage purity is determined by weight. Pure seed is defined as 
seed of the species stated that is greater than half a seed and may be discoloured, 
sprouted, shrivelled or partially diseased (ISTA 2008). Diseased seed where the 
whole seed has been replaced by a nematode gall, ergot or smut balls are 
considered inert matter. Bunted seed may be detected by the purity test during the 
visual examination of the seed (ISTA 2008). 
Germination 
The germination test is conducted on a 400 seed sub-sample. Four sub-samples of 
100 seeds are rolled in moist germination paper and incubated under appropriate 
conditions for the seed type. The samples are then visually inspected for evidence 
of germination (ISTA 2008). At this stage of the test the seed is carefully inspected 
and T. indica infected seed could be detected. 
Cultivar identification 
For cultivar identification, a sub-sample from the submitted sample is sent to an 
external laboratory for protein profiling. The test does not involve visual inspection of 
the seed, and is therefore unlikely to detect seed infected by T. indica.  
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Weed seed check 
The weed seed check is conducted on two 500 g sub-samples. Each sub-sample is 
inspected for any weed seeds on a table under a lamp using magnification if 
necessary. The proportion, by weight, of weed seed in the submitted sample is then 
calculated (ISTA 2008). It is possible that seed infected with T. indica could be 
detected during this test. 
1000 seed weight test 
The 1000 seed weight test is conducted on 10 sub-samples of 100 seeds. The 
weight of each 100 seed portion is determined and the 1000 seed weight 
calculated (ISTA 2008). During sub-sampling a brief visual examination occurs and 
seed infected with T. indica may be detected at this stage. The probability of 
detection of infected seed during this process is lower than during the purity and 
weed seed checks and is likely to be similar to the germination test. 
Moisture content test 
The moisture content test is treated differently to the other tests conducted. The 
client provides the sub-sample in a sealed plastic bag and the sample is not mixed 
or split to avoid changes in the moisture content that may occur if the seed sample 
is exposed to the laboratory environment. No visual examination of the seed occurs 
in this test and it is unlikely seed infected with T. indica would be detected. 
Wheat Streak Mosaic Virus test (WSMV Test) 
Samples submitted for testing for WSMV are sub-sampled using the Spoon method 
to avoid contamination of sampling equipment and subsequent samples by WSMV 
virus particles contained in the seed coat. A sub-sample of 250 g (approximately 
6 250 seeds) is taken. These samples are not visually inspected, and are tested for  
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WSMV using PCR (Jones et al. 2005). It is unlikely that bunted seed would be 
detected during this testing process. 
If bunted seed was detected it is possible that it would be referred to the APL for 
testing for the presence of T. indica teliospores. A scenario tree representing the 
Seed Testing SSC was developed using the information presented above and is 
illustrated in Figure 9.7. 
 
Figure 9.7. Scenario tree for the Seed Testing Surveillance System 
Component  
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9.4.2.1  Nodes 
The nodes in the Seed Testing SSC are described in Table 9.2. The REGION, 
REGION STATUS, LOT STATUS and DIAGNOSTIC TEST nodes were all parameterised 
using the same methods employed for the Reporting SSC. 
Table 9.2. Nodes used in the Seed Testing Surveillance System Component 
Node  Name  Type  Source of Data  Branches  Next 
Node 
1  REGION  Infection 
Category 
PrP: Industry statistics, 
ABS data 
RR: Scientific literature 
Albany 
Esperance 
Geraldton 
Kwinana East 
Kwinana West 
2 
2 
2 
2 
2 
2  REGION 
STATUS 
Infection  Design Prevalence, 
P*Region 
Infected 
Not Infected 
3 
End 
3  LOT STATUS  Infection  Design Prevalence, 
P*Lot 
Infected 
Not Infected 
4 
End 
4  TEST TYPE  Detection 
Category 
PrP: Historical Sample 
data 
PrSSC: Sample data 
Close Visual 
Inspection 
5 
Cursory Visual 
Inspection 
 5 
No Visual 
Inspection 
 5 
5  TEST 
SAMPLE 
STATUS 
Infection   Design Prevalence, 
P*Grain, Sampling 
models 
Infected 
Not Infected 
6 
End 
6  BUNTED 
SEED 
DETECTED 
Detection  Questionnaire results  Yes 
No 
7 
End 
7  SAMPLE 
FORWARDED 
TO APL 
Detection  Questionnaire results  Yes 
No 
8 
End 
8  DIAGNOSTIC 
TEST 
Detection  Test validation results  Teliospores 
Detected 
Teliospores Not 
Detected 
End 
End  
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Test type 
The TEST TYPE node is a detection category node representing the different levels 
of visual examination involved in the seed tests performed, and has branches of 
CloseVisualInspection, CursoryVisualInspection and MinimalVisualInspection. Purity 
and weed seed checks were classified as CloseVisualInspection because they 
involve inspection on a light table possibly using a magnifying lamp by a qualified 
seed analyst. Germination and 1000 seed weight tests were classified as 
CursoryVisualInspection because they involve less rigorous visual inspection 
compared to purity and weed seed checks. Tests where MinimalVisualInspection 
occurs included those for moisture content, cultivar identification and WSMV test. 
Table 9.3 provides the proportion of tests for each branch determined from the 
2004/05 to 2006/07 seed testing data (pers. comm. Dark 2010). 
Table 9.3. Population proportions of each test type for the Seed Testing 
Surveillance System Component; adapted from seed testing data from to 
2004/05 to 2006/07 harvest periods (pers. comm. Dark 2010) 
Test Type  Test sample size 
(seeds) 
Proportion of test 
type 
Close Visual Inspection  3000  0.644 
  25000  0.356 
Cursory Visual Inspection  400  0.954 
  1000  0.046 
Minimal Visual Inspection  6250  0.049 
  Unknown  0.951 
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Test sample status 
The TEST SAMPLE STATUS infection node has two branches, Infected and 
Not Infected. The number of infected grains per test sample was represented by a 
Poisson distribution where λ equals P*Grain and t equals test sample size in grains, 
TestSampleSize. The sizes of test samples are 400, 1 000, 3 000, 6 250 or 25 000 
seeds depending on the test required. Test samples are obtained using sampling 
methods designed to ensure a representative sample (Bányai and Barabás 2002; 
ISTA 2008). The parameter TestSampleSize was estimated using a discrete 
distribution (xi, pi)  based on the proportion of test samples (pi) of each size (xi) 
within TEST TYPE from the seed testing data from the 2004/05, 2005/06 and 2006/07 
harvest periods (Table 9.3). For samples of unknown test size the parameter 
TestSampleSize was estimated using a discrete distribution based on the proportion 
of test sizes in the rest of the population. 
The probability that the test sample is infected, P(TestSampleInfected), was 
represented in the model using the POISSON function in Microsoft Excel (2003);  
  UE) leSize, TR n*TestSamp (0, P*Grai 1-POISSON  )  leInfected P(TestSamp =     
Bunted seed detected 
The detection node BUNTED SEED DETECTED had two branches, Detected and 
Not Detected. The probability that bunted seed was detected, 
P(BuntedSeedDetected), is represented by an empirical cumulative probability 
distribution generated from the responses to Question 8 (self-rated likelihood of 
detection) in the questionnaire (Chapter 5). There were only two respondents in the 
diagnostician/seed analysts group, therefore, the responses from individuals 
working in grains research were also included (hereafter collectively referred to as  
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seed analysts) in the parameterisation of this variable. The cumulative probability 
distribution for P(BuntedSeedDetected) is illustrated in Figure 9.8. 
Because only one estimate of BUNTED SEED DETECTED was available a relative 
‘likelihood’ of detection, RD_TestType, was applied to the branches of the 
TEST TYPE detection category node. This was to take into account the different 
likelihood of detection associated with each branch of TEST TYPE. The relative 
likelihoods were then adjusted (weighted) to ensure that the maximum likelihood for 
any one branch was one (1). This was achieved by dividing each relative likelihood 
by the maximum relative likelihood, resulting in the adjusted relative likelihood’ of 
detection for each TEST TYPE, ARD_TestType (Table 9.4). 
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Figure 9.8. Cumulative probability distribution of seed analysts self-rated 
likelihood of detecting Karnal bunt (Tilletia indica)  
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Table 9.4. Population proportions and relative likelihood of detection for each 
test type for the Seed Testing Surveillance System Component; adapted from 
seed testing data from to 2004/05 to 2006/07 harvest periods (pers. comm. 
Dark 2010) 
Test Type  Proportion  Relative 
likelihood of 
detection 
Adjusted relative 
likelihood of 
detection 
Close Visual Inspection  0.469  3  1 
Cursory Visual Inspection  0.290  2  0.67 
Minimal Visual Inspection  0.240  1  0.33 
 
Sample forwarded to APL 
The detection node SAMPLE FORWARDED TO APL has two branches, Yes and No. 
The probability that the sample was forwarded to APL, P(SampleForwardedtoAPL), 
was parameterised as a discrete distribution, in the same manner as 
P(GrowerReports) using data from Chapter 5. The resulting distribution for 
P(SampleForwardedtoAPL) had a mean of 76.8% (95% CI, 33.3%–99.8%). 
9.4.3  Evaluation of surveillance system components 
The Reporting SSC was evaluated using the scenario tree model described above 
based on the number of grain lots produced for the 1997/98 to 2006/07 harvest 
period. The production, and average numbers of lots and GS samples per REGION 
per harvest period are provided in Appendix 8. 
The Seed Testing SSC was evaluated using the scenario tree model described 
above based on the number of seed lots tested per harvest period (Table 9.5).  
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Table 9.5. Number of seed lots tested by the AGWEST Seed Laboratory per 
harvest period by REGION 
Region  Harvest Period 
2004/05  2005/06  2006/07 
Albany  2  21  10 
Esperance  11  6  7 
Geraldton  11  8  6 
Kwinana East  15  57  9 
Kwinana West  65  55  33 
Total  104  147  65 
 
9.4.3.1  Component unit sensitivity (CSeU) 
The component unit sensitivity (CSeU) represents the probability that a typical, 
randomly selected sample will test positive via the surveillance system at the 
specified design prevalences. The CSeU was calculated for each SSC, allowing 
comparison of the sensitivity of processing one typical test sample by each of the 
SSCs. CSeU is calculated by summing the probabilities of the limbs that result in a 
Detected outcome in the scenario tree model. 
The CSeU for the Reporting SSC (CSeU_ReportingSSC) was calculated using 
Equation 9.1:  
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(9.1) 
where i refers to the REGION category, g refers to the GROWER REPORT TYPE, a to 
the AGRICULTURAL CONSULTANT REPORT TYPE and d the DAFWA STAFF REPORT 
TYPE. PrSSC_Regioni is the proportion of the lots and AR_Regioni is the adjusted 
risk for REGION i. The population proportion for each HOST h category within each 
REGION i is PrSSCRegionHosti,h. Pr(Grower Report Type)g is the proportion of 
reports from growers in GROWER REPORT TYPE g, Pr(Ag Consultant Report Type)a 
refers to the proportion of reports from agricultural consultants in AGRICULTURAL 
CONSULTANT REPORT TYPE a. The proportion of reports from DAFWA staff in 
DAFWA STAFF REPORT TYPE d is referred to by Pr(DAFWA Report Type)d. 
For the Seed Testing SSC the CSeU was calculated using Equation 9.2:  
WashSe PL) rwardedtoA P(SampleFo TestType ARD
) edDetected P(BuntedSe ) leInfected P(TestSamp e) Pr(TestTyp
P*Lot P*Region AR_Region n PrSSCRegio CSeU
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´ ´ ´
´ ´ ´
´ ´ ´ =∑∑
= =
_  
(9.2) 
where t refers to the TEST TYPE,  Pr(TestType)t is the proportion of tests of TEST 
TYPE t and ARD_TestTypet is the adjusted relative likelihood of detection for TEST 
TYPE t.  
Page 320 
9.4.3.2  Surveillance system component sensitivity (CSe) 
The sensitivity of the SSC (CSe) is the probability that the surveillance system 
component would detect the disease if it were present at the specified design 
prevalence in the population. 
Reporting SSC 
For the Reporting SSC the CSe (CSe_ReportingSSC) was calculated from the tree 
in stages to account for the grouping of infected units within a REGION. The 
sensitivity at each reporting node was calculated sequentially to account for reports 
to multiple entities, and the binomial method (Martin et al. 2007b) was used to 
estimate the sensitivity of multiple reports. It was assumed that where reports were 
made to more than one entity that they were independent and that the outcome of 
one reporting process would not influence the outcome of the other reporting 
process. 
The sensitivity of the reports to AGWEST Plant Laboratories/DAFWA Head 
office (Se_AGWEST) was equal to the WashSe. This assumed that all samples 
submitted were tested and all reports to the head office resulted in a sample being 
submitted. Reports to the DAFWA head office of suspect HPPs are generally 
followed up to the point of collecting a sample for testing. The sensitivity of reports 
to the PhoneHotline (Se_PhoneHotline) were equal to P(SampleForwardedtoAPL) 
multiplied by WashSe and the sensitivity of the reports to DAFWA Staff and 
Agricultural consultants were estimated using Equations 9.3 and 9.4 respectively.  
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where Se_ReportTyped and Se_ReportTypea is the sensitivity of the report type 
made by either the DAFWA Staff or Agricultural Consultant. For example if a 
DAFWA Staff member reports to both the phone hotline and sends a sample to 
AGWEST Plant Laboratories Se_ReportTyped would be based on the combined 
sensitivity of Se_PhoneHotline and Se_AGWEST using the binomial method; 
  ( ) ( ) ( ) AGWEST Se 1 ne PhoneHotli Se 1 1 DAFWAStaff Se _ _ _ - ´ - - =    
This method was also used to estimate the sensitivity of each GROWER REPORT 
TYPE, Se_GrowerReportTypeg. 
The unit sensitivity for each REGION, SeURegioni, was then calculated using 
Equation 9.5, then the REGION sensitivity was estimated using Equation 9.6 and 
finally CSe_ReportingSSC was calculated using the exact method as the mean of 
SeRegion 
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where nlotsi is the number of lots tested within each REGION i.  
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Seed Testing SSC 
For the Seed Testing SSC a total of 104, 147, and 65 lots were tested in the 
2004/05, 2005/06 and 2006/07 harvest periods respectively. As multiple tests, of 
different TEST TYPES were performed per grain lot the CSe_SeedTestingSSC was 
calculated in a series of sequential steps. 
The sensitivity of each TEST TYPE t, SeTestTypet was calculated using Equation 9.7:  
WashSe PL) rwardedtoA P(SampleFo
pe ARD_TestTy ) edDetected P(BuntedSe SeTestType t t
´ ´
´ =
 
(9.7) 
where ARD_TestTypet is the adjusted relative likelihood of detection for TEST TYPE 
t. 
If present in the population T. indica infections would be clustered within lots, 
therefore the sensitivities of the Seed Testing SSC were calculated separately for 
each lot sampled. As the number of test samples was relatively small compared to 
the number of possible test samples in the lot the binomial 
approach (Martin et al. 2007b) was used to derive SeLot for each lot tested using 
Equation 9.8: 
 
( ) Õ
=
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T
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(9.8) 
where ntestsl,t is the number of tests of TEST TYPE t performed on lot l. 
The sensitivity of the Seed Testing SSC was calculated for each REGION from which 
samples were collected, SeRegioni. As the number of lots sampled was relatively 
small (< 10%) compared to the number of lots in the REGION the binomial approach 
was used, Equation 9.9:  
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The CSe_SeedTestingSSC was calculated using the exact method as the mean of 
SeRegion because all five REGIONs were sampled in the each of the harvest periods 
considered. 
9.4.3.3  Sensitivity analysis 
The sensitivity of CSe to variation in the input parameters was assessed for the 
Reporting SSC and the Seed Testing SSC for an average harvest period. For the 
Reporting SSC the sensitivity of the CSe to variation in the input parameters 
P(GrowerDetects), P(GrowerReports), P(AgConsultantReports), 
P(DAFWAStaffReports), P(PhonelineForwardsSample) and WashSe was assessed. 
For the Seed Testing SSC the sensitivity of the CSe to variation the input 
parameters P(AnalystDetects), P(SampleForwardedtoAPL) and WashSe was 
assessed. To assess the sensitivity of the CSe to variation in these input 
parameters the selected input parameter was fixed at each of the 1
st, 5
th, 25
th, 50
th, 
75
th, 95
th and 99
th percentiles of its distribution (Vose 2008). 
For both passive SSCs the sensitivity of CSe to the weighting (pi) used in defining 
the discrete distributions was assessed for the reporting parameters; 
P(GrowerReports), P(AgConsultantReports), P(DAFWAStaffReports), 
P(PhonelineForwardsSample) in the Reporting SSC, and P(AnalystDetects) and 
P(SampleForwardedtoAPL) in the Seed Testing SSC. The weightings used for the 
reporting parameters in the base model were 1 for each beta distribution. An 
alternative scenario of where the weighting given to actions taken for the previously 
reported pest and disease problems was double that of the theoretical action taken  
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if Karnal bunt was detected was also considered, with the weightings being 2 and 1 
respectively (Reporting Scenario A). 
The sensitivity of CSe to variation in the values for the RR_Regioni was also 
assessed. The scenarios tested were those previously described for the active 
SSCs (Section 8.4.5). 
For the Seed Testing SSC the influence of RD_TestTypet of detection for the three 
types of tests (t) was also assessed. Four different scenarios of the relative ability of 
the test types to detect infected seed were used. Test Type Scenario A considered 
CloseVisualInspection to be 10 times more likely to detect bunted seed than 
CursoryVisualInspection and 20 times more likely than MinimalVisualInspection. In 
Test Type Scenario B CloseVisualInspection was five and 10 times more likely to 
detect bunted seed than CursoryVisualInspection and MinimalVisualInspection 
respectively. For Test Type Scenario C and Test Type Scenario D 
CloseVisualInspection was two and four times, and one and one half, and three 
times more likely to detect bunted seed than CursoryVisualInspection and 
MinimalVisualInspection respectively. 
For each value or scenario of each input parameter a Monte Carlo simulation of 
10 000 iterations was run, during which all other inputs parameters were allowed to 
vary over the range of their specified distributions (Vose 2008). All simulations for 
the sensitivity analysis were run with design prevalences of P*Lot=0.25% and 
P*Grain=0.04% using population proportion values for an average production 
year (Table 8.11). For the Seed Testing SSC the number of samples was set to 100 
and allocated to REGIONs based on the previous division of samples (Table 9.6).  
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Table 9.6. Allocation of lots and samples for the sensitivity analyses of the 
Seed Testing Surveillance System Component 
REGION  TEST TYPE  Test 
sample 
size 
Number of 
lots 
Total lots 
REGION  Harvest 
Period 
Albany   Close Visual  3000  4  7  100 
    25000  1     
  Cursory 
Visual 
400  1     
  No Visual  Unknown  1     
Esperance  Close Visual  3000  2  9   
    25000  1     
  Cursory 
Visual 
400  3     
    1000  1     
  No Visual  6250  1     
    Unknown  1     
Geraldton  Close Visual  3000  4  11   
  Cursory 
Visual 
400  2     
  No Visual  Unknown  5     
Kwinana East  Close Visual  3000  7  19   
    25000  6     
  Cursory 
Visual 
400  4     
  No Visual  Unknown  2     
Kwinana West  Close Visual  3000  14  54   
    25000  8     
  Cursory 
Visual 
400  17     
  No Visual  Unknown  15      
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The effect of the number of lots processed was also investigated the Seed Testing 
SSC. The mean CSeU was used to estimate CSe with varying numbers of lots 
tested using Equation 8.8. Fifty to 2 000 lots were considered for the Seed Testing 
SSC and plots of the CSe estimates using Equation 8.8 were compared visually to 
CSe estimates from the scenario tree models for the same number of lots based on 
average annual production. 
The effect of the number of lots processed could not be estimated using 
Equation 8.8 for the Reporting SSC as the equation is based on the binomial 
binomial distribution (Cannon and Roe 1982; Martin et al. 2007b) which assumes 
that the number of samples is small relative to the size of the population. As the 
Reporting SSC is comprehensive, including all of the population, this assumption is 
not valid. Therefore the effect of the number of lots processed was estimated using 
the scenario tree only. 
9.5  Results 
9.5.1  Reporting of plant pests and diseases 
9.5.1.1  Component unit sensitivity (CSeU) 
The sensitivity of the Reporting SSC for a typical, randomly selected grain lot, or 
CSeU_ReportingSSC, was 0.0065% (95%credible interval, 0.0002–0.0194%) for a 
design prevalence of P*Lot of 0.25% and P*Grain of 0.04%. The 
CSeU_ReportingSSC was below 0.05% for all design prevalences (Table 9.7).  
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9.5.1.2  Surveillance system component sensitivity (CSe) 
The CSe_ReportingSSC for a design prevalence of P*Lot of 0.25% and P*Grain of 
0.04% was 77.7% (9.1-100.0%) for the 2006/07 harvest period. The 
CSe_ReportingSSC ranged from 64.6% (4.0-99.8%) for the 2002/03 harvest period 
to 81.3% (17.9-100.0%) for the 1998/99 harvest period. Estimates of the 
CSe_ReportingSSC at all design prevalences for the 2006/07 harvest period are 
provided in Table 9.8. 
Table 9.7. Component unit sensitivity estimates at varying P*Lot and P*Grain 
for the Reporting Surveillance System Component 
Design Prevalences    CSeU estimate 
P*Lot  P*Grain  Mean  95% credible interval 
1%  3%    0.0474%  0.0012–0.1408% 
1%    0.0480%  0.0012–0.1428% 
0.04%    0.0262%  0.0007–0.0770% 
0.5%  3%    0.0239%  0.0006–0.0699% 
1%    0.0243%  0.0007–0.0715% 
0.04%    0.0129%  0.0003–0.0381% 
0.25%  3%    0.0122%  0.0003–0.0354% 
1%    0.0120%  0.0003–0.0354% 
0.04%    0.0065%  0.0002–0.0194% 
0.1%  3%    0.0048%  0.0001–0.0142% 
1%    0.0048%  0.0001–0.0142% 
0.04%    0.0026%  0.0001–0.0077% 
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The 95% credible interval around the CSe_ReportingSSC estimates increased with 
decreasing P*Lot and P*Grain. At the lowest design prevalence, P*Lot of 0.10% and 
P*Grain of 0.04%, the mean CSe_ReportingSSC estimate per harvest period was 
55%. The minimum estimate at P*Lot of 0.10% and P*Grain of 0.04% was 39.6% in 
2002/03 and the maximum was 62.6% in 1998/99. The estimates of the 
CSe_ReportingSSC also vary with the volume of grain produced per harvest period. 
Estimates for all harvest period and design prevalences are provided in 
Appendix 12. 
Table 9.8. Estimated component sensitivity of the Reporting Surveillance 
System Component at varying P*Lot and P*Grain for the 2006/07 harvest 
period 
P*Lot (%)  P*Grain (%)  CSe estimate 
Mean  95% credible interval 
1.00  3.00  95.6%  48.1–100.0% 
  1.00  95.7%  48.8–100.0% 
  0.04  92.6%  31.6–100.0% 
0.50  3.00  91.7%  27.6–100.0% 
  1.00  92.4%  32.5–100.0% 
  0.04  86.8%  18.3–100.0% 
0.25  3.00  85.8%  16.8–100.0% 
  1.00  85.6%  15.0–100.0% 
  0.04  77.7%  9.1–100.0% 
0.10  3.00  72.2%  6.7–99.9% 
  1.00  72.6%  6.8–99.9% 
  0.04  60.1%  4.0–99.1% 
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9.5.1.3  Sensitivity analysis 
The input parameter to which the CSe_ReportingSSC was most sensitive was 
P(GrowerDetects), the probability that the grower detects grain infected with 
T. indica; CSe increased with increasing values of P(GrowerDetects). The 
CSe_ReportingSSC was less sensitive to changes in the other input parameters. 
The order of the other parameters in terms of influence on the CSe_ReportingSSC 
was P(AgConsultantReports)>P(GrowerReports))>P(DAFWAStaffReports)> 
WashSe. Figure 9.9 illustrates the change in CSe_ReportingSSC with variation in 
the input parameters. 
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Figure 9.9. Spider plot of the change in component sensitivity of the 
Reporting Surveillance System Component caused by variation in the input 
parameters  
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Figure 9.10. Estimates (bars representing 95% credible interval) of the 
component sensitivity under different scenarios of relative risks for Region 
(upper panel) and weighting of Beta distributions in the parameterisation of 
the probability that each group would report (lower panel) 
 
The CSe_ReportingSSC estimates for all RR Region scenarios were similar. 
Figure 9.10 illustrates the change in CSe_ReportingSSC under different the RR 
Region scenarios. The estimates of the CSe_ReportingSSC calculated using the 
two Reporting scenarios were also similar (Figure 9.10). 
The results for the CSe_ReportingSSC estimates for different number of lots 
processed using the scenario tree are presented in Figure 9.11. At P*Grain of 
0.04% the CSe_ReportingSSC was greater than 80% for P*Lot of 1 and 0.5% at 
approximately 140 000 and 275 000 lots. When 400 000 lots were processed by the 
SSC the CSe_ReportingSSC reached 74% and 57% at P*Lot of 0.25 and 0.1% 
respectively (Figure 9.11).  
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Figure 9.11. Estimates of component sensitivity of the Reporting surveillance 
system component with increasing number of lots processed at varying P*Lot 
and P*Grain of 0.04% using the scenario tree 
 
9.5.2  Routine seed testing of cereal grains 
9.5.2.1  Component unit sensitivity (CSeU) 
The CSeU_SeedTestingSSC was below 0.05% for all design prevalences and was 
similar to the CSeU_ReportingSSC at corresponding design 
prevalences (Table 9.9). At a design prevalence of P*Lot of 0.25% and P*Grain of 
0.04% the CSeU_SeedTestingSSC was 0.0072% (0.0003–0.0191%).  
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Table 9.9. Component unit sensitivity estimates at varying P*Lot and P*Grain 
for the Seed Testing Surveillance System Component 
Design Prevalences    CSeU estimate (%) 
P*Lot  P*Grain  Mean  95% credible interval 
1%  3%    0.0485  0.0020–0.1287 
1%    0.0480  0.0025–0.1286 
0.04%    0.0282  0.0012–0.0757 
0.5%  3%    0.0246  0.0011–0.0649 
1%    0.0239  0.0010–0.0646 
0.04%    0.0143  0.0006–0.0378 
0.25%  3%    0.0120  0.0005–0.0321 
1%    0.0120  0.0005–0.0321 
0.04%    0.0071  0.0003–0.0191 
0.1%  3%    0.0048  0.0002–0.0129 
1%    0.0048  0.0002–0.0129 
0.04%    0.0028  0.0001–0.0076 
 
9.5.2.2  Surveillance system component sensitivity (CSe) 
The component sensitivity for the Seed Testing SSC (CSe_SeedTestingSSC) was 
lower than CSe_ReportingSSC; less than 10% of CSe_ReportingSSC for all harvest 
periods and design prevalences. The highest CSe_SeedTestingSSC estimate was 
8.1% for the 2005/06 harvest period at prevalence of P*Lot of 1% and P*Grain of 
3%. At P*Lot of 0.25% and P*Grain of 0.04% the CSe_SeedTestingSSC ranged 
from 0.73% to 1.62% in the 2006/07 to 2005/06 harvest periods respectively. The 
width of the credible interval decreased with decreasing design prevalence. 
Estimates of the CSe_SeedTestingSSC for each design prevalence and harvest  
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period are provided in Appendix 13 and estimates for the 2006/07 harvest period 
are presented in Table 9.10. 
Table 9.10. Estimated component sensitivity of the Seed Testing Surveillance 
System Component at varying P*Lot and P*Grain for the 2006/07 harvest 
period 
P*Lot (%)  P*Grain (%)  CSe estimate 
Mean  95% credible interval 
1.00  3.00  4.16%  0.20–9.89% 
  1.00  4.11%  0.25–9.85% 
  0.04  2.79%  0.13–7.17% 
0.50  3.00  2.15%  0.11–5.19% 
  1.00  2.10%  0.10–5.13% 
  0.04  1.44%  0.07–3.72% 
0.25  3.00  1.07%  0.05–2.62% 
  1.00  1.07%  0.05–2.63% 
  0.04  0.73%  0.04–1.91% 
0.10  3.00  0.43%  0.02–1.07% 
  1.00  0.43%  0.02–1.07% 
  0.04  0.29%  0.01–0.77% 
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9.5.2.3  Sensitivity analysis 
The largest variation in CSe_SeedTestingSSC occurred when changes were made 
to the probability that bunted seed was detected, P(BuntedSeedDetected) followed 
by the probability that the sample was forwarded to AGWEST Plant Laboratories, 
P(SampleForwardedtoAPL). Changes in WashSe, RR_Region, RD_TestType and 
the alternative scenario for P(SampleForwardedtoAPL only  resulted in minimal 
changes to the CSe_SeedTestingSSC. The change in the CSe_SeedTestingSSC 
with variation in the input parameters and using different scenarios is illustrated in 
Figure 9.12 and Figure 9.13 respectively. 
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Figure 9.12. Spider plot of the change in component sensitivity of the Seed 
Testing Surveillance System Component with variation in the input 
parameters  
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Figure 9.13. Estimates (bars representing 95% credible interval) of the 
component sensitivity under different scenarios of relative risks for REGION 
(top panel), weighting of Beta distributions in the parameterisation of the 
probability that a sample is forwarded to the lab (middle panel) and the 
relative likelihood of detection for the different TEST TYPEs (bottom panel)  
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Increasing the number of lots processed each year by the Seed Testing SSC 
increased the CSe_SeedTestingSSC (Figure 9.14). However, the 
CSe_SeedTestingSSC increased to only a little lower than 25% at P*Lot of 1% and 
P*Grain of 0.04% tested when 1 000 lots were processed. The change in the 
CSe_SeedTestingSSC with increasing number of lots tested is illustrated in 
Figure 9.14 for varying P*Lot at P*Grain of 0.04%. The CSe_SeedTestingSSC 
estimates generated using Equation 8.8 and those simulated using the scenario tree 
for the Seed Testing SSC were similar. 
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Figure 9.14. Estimates of component sensitivity of the Seed Testing 
Surveillance System Component with increasing number of lots processed at 
varying P*Lot and P*Grain of 0.04%  
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9.6  Discussion 
The results of evaluating the passive grain surveillance conducted in WA for 
T. indica shows that a moderate level of sensitivity (average of 55% per harvest 
period) was provided by the surveillance at the lowest design prevalence 
considered. 
In the case of passive surveillance for T. indica, it is most likely that suspect grain 
would be detected during harvest because the disease is difficult to detect in the 
field unless present at high levels (Wright et al. 2006). Grain samples are often 
received by AGWEST Plant Laboratories from growers, agricultural consultants and 
bulk handlers during harvest where the grain is mouldy, discoloured or otherwise 
damaged (pers. comm. Wright 2010). The values of P*Grain used for the evaluation 
of the Reporting SSC were limited by the minimum DETECTABLE LEVEL of infected 
seed, which was set at 10 grains per kilogram. The minimum DETECTABLE LEVEL of 
infection was considered appropriate for detection of T. indica infection by visual 
inspection (pers. comm. Wright 2010). Therefore, at P*Grain of 0.0004% or less the 
probability of the level of infected seed being at or above the DETECTABLE LEVEL 
was zero. Reducing the minimum DETECTABLE LEVEL to five infected grains per 
kilogram did not increase the probability that the level of infection was at or above 
the DETECTABLE LEVEL at P*Grain of 0.0004% or less. 
The CSeU was less than 0.05% for the two passive SSCs evaluated at all design 
prevalences, and the CSeU decreased with decreasing design prevalence as 
expected. The CSeU of the passive SSCs was significantly lower than for the CSeU 
of the active SSCs evaluated in Chapter 8. This suggests that for any one typical, 
randomly selected lot being tested through one of the active SSCs is more likely to 
detect T. indica if present in the lot. The higher CSeU values for the active SSCs are 
likely due to the smaller number and higher sensitivity of the detection steps  
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involved in the active SSCs compared to the passive SSCs. Other evaluations of 
passive surveillance using scenario tree methodology have not reported the CSeU 
values for individual surveillance system components (Hadorn et al. 2008; Martin 
2008; Martin et al. 2007b; Watkins et al. 2009). Therefore, a direct comparison of 
the CSeU of the passive surveillance SSCs with other reports cannot be made. 
The CSe of the surveillance systems also decreased with decreasing design 
prevalences for the number of lots processed as expected. The CSe_ReportingSSC 
was moderate at the lowest design prevalence (P*Lot of 0.1% and P*Grain of 
0.04%), ranging from 39.6% (2002/03) to 62.6% (1998/99). At the higher design 
prevalence, the CSe_ReportingSSC was greater than 75% in most harvest periods. 
In addition, it was also noted that the 95% credible interval for CSe_ReportingSSC 
was wider with decreasing design prevalence suggesting that there is greater 
uncertainty around the CSe estimate at the lower prevalences (McCarthy 2007). 
The greater uncertainty at the lower design prevalences is probably because there 
is less evidence to support T. indica not being present at these prevalences.  
The CSe_ReportingSSC also varied with harvest period. This reflects the influence 
of the volume of grain produced, and hence the number of lots processed by the 
SSC, on the component sensitivity. This observation agrees with 
Watkins et al. (2009) who observed that the CSe values of a clinical surveillance 
system for acute flaccid paralysis varied between the states and territories of 
Australia differed according to their population size (Watkins et al. 2009). 
The observed CSe_ReportingSSC was similar for P*Grain of 3% and 1% for each 
P*Lot. This is due to the high (100%) probability that number of infected grains per 
kilogram would be above the minimum detectable level at both of these within-lot 
prevalences, which reduces the effect of the P*Grain on the probability of detection. 
At P*Grain of 0.04% there is only a 54% probability that the rate of infected grains  
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will be above the minimum detectable level. The CSe_SeedTestingSSC estimate at 
P*Grain of 3% and 1% were also similar for each P*Lot for the same reason. 
Although the CSeU_SeedTestingSSC was similar to the CSeU_ReportingSSC the 
CSe_SeedTestingSSC was low (<10%) for all of the harvest periods and design 
prevalences considered. This was due to the low number of lots processed by the 
Seed Testing SSC. Only 104, 147 and 65 samples processed in the 2004/05, 
2005/06, 2006/07 harvest periods respectively (pers. comm. Dark 2010). 
The sensitivity of other clinical surveillance systems reported in the literature varies 
widely. For example 34% per year for clinical surveillance of bovine Johne’s disease 
in Western Australia (Martin 2008), 80% for porcine reproductive and respiratory 
syndrome (PRRS) in Sweden (Frössling et al. 2009) and 95% for bluetongue virus 
cattle in Switzerland (Hadorn et al. 2009). The variation in the estimated CSe is 
partially attributable to the different design prevalences used in the studies. The 
calculation of the CSe is inextricably linked to the design prevalence in both the 
binomial and hypergeometric methods and therefore decreases with decreasing 
design prevalence (Cameron and Baldock 1998a; Martin et al. 2007b). 
The type of disease and the purpose of the surveillance being evaluated are also 
important considerations in deciding on design prevalences (Martin et al. 2007b). 
The rate of spread of the disease influences the proportion of the population that 
may be infected. For example, when considering surveillance for demonstrating 
freedom at early stages of an incursion for a slow spreading disease it would be 
expected that the prevalence would be lower than if a fast spreading disease were 
being considered (Martin et al. 2007b). If early detection is the goal of the 
surveillance, a low design prevalence may be appropriate regardless of the rate of 
spread of the disease. Thus, any comparison of the CSe of clinical SSCs also 
needs to consider the design prevalence used to evaluate the surveillance.  
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The results from the sensitivity analysis of the passive SSCs indicated that the initial 
detection step included in both of the SSCs had the greatest impact on the CSe of 
the SSCs. For the Reporting SSC this was the probability that the grower detects 
the infected grain, P(GrowerDetects), and in the Seed Testing SSC, it was the 
probability that the analyst detects infected grain, P(BuntedSeedDetected). The 
other input parameters considered did not influence the sensitivity of SSCs as 
much. The initial steps in the passive SSCs also had the widest distributions, which 
is another reason why they are indicated as the most influential steps by the 
sensitivity analysis. The wide probability distributions to these steps reflects the 
greater uncertainty of these parameters and suggests further research should be 
conducted to more precisely estimate the probabilities that the grower detects the 
infected grain, P(GrowerDetects) and the probability that the analyst detects 
infected grain, P(BuntedSeedDetected). 
Other studies have also suggested that "disease awareness" is the most influential 
parameter in sensitivity of the clinical surveillance systems 
considered (Hadorn et al. 2008; Hadorn et al. 2009; Hadorn and Stärk 2008; 
Watkins et al. 2009). Disease awareness in these reports includes both the 
detection of symptoms and the reporting of any suspect symptoms to the 
authorities. Hadorn and Stärk (2008) and Hadorn et al. (2008) suggest that the 
sensitivity of the clinical surveillance systems considered could be increased by 
improving disease awareness of farmers through information campaigns. These 
information campaigns would include information on the important signs and 
symptoms that are likely to be observed, when to increase vigilance for signs of 
disease and how to report incidents of suspect diseases (Hadorn et al. 2008; 
Hadorn and Stärk 2008).  
Other factors that are also influential in clinical surveillance systems include the 
sensitivity of the diagnostic test and the probability that animals show clinical  
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symptoms (Hadorn et al. 2009; Martin 2008). In the current study the sensitivity of 
the diagnostic test is already high (>90%) and had little impact on the CSe of the 
passive SSCs. 
The probability that clinical signs are present is incorporated in the Reporting SSC 
as the DETECTABLE LEVEL node. This detection node represents the probability that 
the number of infected grains present in the grain lot is above a minimum threshold 
required for detection by visual inspection. Increasing this threshold for the 
Reporting SSC from 10 infected grains per kilogram would be unlikely to influence 
CSe_ReportingSSC at the higher design prevalences (P*Grain of 3% or 1%) but 
may decrease CSe_ReportingSSC for the lower P*Grain of 0.04%. For example, at 
P*Grain of 0.04% there would be a 3.5% probability of the infection being at a 
detectable level if the threshold was raised to 20 infected grains per kilogram versus 
54% of the infection being at a detectable level of 10 infected grains per kilogram. 
The CSe of the passive SSCs could also be improved by increasing the probability 
that bunted grain/seed that is detected is reported. The probability that the 
agricultural consultant reports suspect T. indica infected grain was the second most 
influential parameter in the Reporting SSC. The decision to report a suspect HPP 
may be influenced by a number of factors such as the possibility of successful 
eradication if reported and free examination of samples (Chapter 5). The probability 
of this detection node resulting in a report could be improved by offering free 
identification of any bunted seed detected. To increase the probability that samples 
are forwarded to the laboratory in the Seed Testing SSC new legislation could be 
introduced to require compulsory submission of samples with suspected bunted 
grain. However, the cost of implementing these options would need to be weighed 
against the potential increase in the CSe, which is only 0.7% and 0.5% for the Seed 
Testing SSC and the Reporting SSC respectively. In addition, the feasibility of 
enforcing new legislation would need to be evaluated.  
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The results of the sensitivity analysis indicated that the relative risk of the regions, 
RR_Region, did not impact the CSe of either passive SSC. All scenarios tested 
provided similar estimates and credible intervals of the CSe. This is in contrast to 
the results from evaluation of the active SSCs where the relative risk of the regions 
did influence the CSe. The weighting of the reporting nodes in the passive SSCs 
had minimal influence on the CSe of both SSCs. This finding was interesting as it 
has been suggested that when responses to questionnaires where theoretical 
situations are posed may not be as reliable as those relating to past 
experiences (Hopp et al. 2007; Palmer et al. 2009b). The results of the sensitivity 
analyses suggest that increased weighting of the responses to the past issues did 
not make a difference to the CSe even though the rate of reporting in past situations 
was lower than in the theoretical situation. 
The number of lots processed by the Seed Testing SSC to achieve a 
CSe_SeedTestingSSC of greater than 10% was greater than 450 at P*Lot of 1% 
and P*Grain of 0.04%. The number of lots actually tested per year by the Seed 
Testing SSC is lower than the number of lots required for a CSe_SeedTestingSSC 
of 10%. An average harvest period, in which approximately 100 lots are tested, 
would provide a CSe_SeedTestingSSC of only 2% at P*Lot of 1% and P*Grain of 
0.04%. This is significantly lower than the CSe_ReportingSSC for an average 
harvest period. 
Scenario tree evaluation of surveillance is an important tool for survey design and 
can identify strengths and weakness of surveillance systems prior to 
implementation (Hadorn et al. 2009; Schuppers et al. 2010). The consideration of 
both active and passive surveillance system components in surveillance planning is 
important to allow the most effective allocation of scare resources to achieve the 
desired outcome, whether that is demonstration of freedom or early detection. 
Passive surveillance can provide additional sensitivity to complement active  
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surveillance programs. Estimation of the probability of freedom using both active 
and passive surveillance is discussed in Chapter 10.  
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CHAPTER 10:  ESTIMATING THE PROBABILITY OF 
FREEDOM FROM TILLETIA INDICA FOR WESTERN 
AUSTRALIA 
10.1  Introduction 
The purpose of demonstrating that an area is free from a pest is to provide a basis 
for phytosanitary certification of exported plants and plant products. It also provides 
information on pest status for use in pest and import risk assessments, upon which 
phytosanitary measures can be justified for risk mitigation against the pest of 
interest on imported plants and plant products (FAO 2009, ISPM 4). 
It is not possible to prove absolutely that an area is entirely free of a pest without 
testing the whole population with a test that has 100% sensitivity and 
specificity (FAO 2009, ISPM 4). However, it is possible to determine how confident 
one can be that the pest is not present at or above a specified level, also known as 
the probability of freedom (Martin et al. 2007b). Incorporation of Bayesian principles 
allows use of prior knowledge of the disease status of the area, consecutive periods 
of surveillance and information from both active and passive surveillance activities 
to be used in deriving the probability of freedom (Martin et al. 2007b). The 
probability of freedom is the negative predictive value (the probability that the 
population is not infected given that disease is not detected by the surveillance) of 
the surveillance system. Estimating the probability of freedom incorporates the 
sensitivity of the surveillance system components, as calculated in Chapter 8 and 
Chapter 9, with the probability of introduction over multiple time periods. 
A number of recent studies in animal and human health have used the scenario tree 
methodology to demonstrate confidence in freedom (Frössling et al. 2009; Martin  
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2008; Martin et al. 2007b; Wahlström et al. 2010; Watkins et al. 2009). 
Watkins et al. (2009) demonstrated that for acute flaccid paralysis, long-term 
surveillance of at least four years with continuous negative results was required to 
demonstrate a probability of freedom for Australia that was greater than 95% for a 
prevalence of 1 infected person per 10 000. The evaluation of historical surveillance 
for bovine Johne’s disease by Martin (2008) found that at a design prevalence of 
0.2% of herds and 2% of animals within those herds there was an 89% probability 
that WA was be free at the end of 2005. In Europe, surveillance for porcine 
reproductive and respiratory syndrome after eradication in 2007 was evaluated and 
found to provide 99.8% probability of freedom based on a prevalence of 0.2% of 
herds and 20% of animals within those herds infected (Frössling et al. 2009). Other 
evaluations of surveillance programs that have used this methodology include 
surveillance for bovine tuberculosis in farmed deer in 
Sweden (Wahlström et al. 2010), classical swine fever in 
Denmark (Martin et al. 2007b) and comparison of the probability of freedom 
resulting from traditional and risk based surveillance plans for Trichinella in pigs in 
Switzerland (Schuppers et al. 2010). 
10.2  Objectives 
The objective of this chapter is to determine probability of freedom from T. indica for 
Western Australia and the surveillance system sensitivity (SSe) of the combined 
active and passive surveillance activities evaluated in Chapters 8 and 9 
respectively. Surveillance activities evaluated were those conducted during the 
1997/98 to 2006/07 harvest periods. The sensitivity of the probability of freedom to 
variation in the inputs was also assessed.  
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10.3  Methods 
The population from which the surveillance data was collected, and which the SSCs 
represent, is the grain of species that are known T. indica hosts (bread wheat, 
durum wheat and triticale) produced in WA. The time period used for the evaluation 
of the probability of freedom was a harvest period as for the evaluation of the 
individual SSCs. The three design prevalences, P*Region, P*DeliveryParcel/P*Lot 
and P*Grain, used in the SSCs described in Chapter 8 and Chapter 9 were used to 
estimate the probability of freedom. The SSCs considered were the two active 
SSCs (the Delivery Parcel SSC and the GS Sample SSC), and the Reporting SSC 
discussed in Chapter 8 and Chapter 9 respectively. Data for the Seed Testing SSC 
was only available for three harvest periods and CSe_SeedTestingSSC was less 
than 10% in all harvest periods, therefore it was not included in the estimation of the 
SSe or the probability of freedom. 
The models were implemented in MS Excel using the PopTools add-in (Hood 2009). 
Simulations of 10 000 iterations were run for each combination of design prevalence 
for the scenario tree models using a random seed of zero. The outputs of the 
simulations were analysed using the statistical software environment R, and the 
reshape, plyr and ggplot2 packages to generate statistical summaries and plots of 
the model results (R Development Core Team 2008; Wickham 2007; Wickham 
2009a; Wickham 2009b). 
10.3.1 Combining multiple surveillance system components 
To calculate the SSe the individual SSC models were combined into one model. 
Although the passive and active SSCs overlapped, with lots being processed by 
more than one SSC, the number of lots processed by the active SSCs was only a  
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small proportion of the lots processed by the Reporting SSC (approximately 200 per 
harvest period). Therefore, it was assumed that the SSCs were independent, and 
the SSe was estimated for each harvest period using Equation 10.1: 
  ( ) Õ
=
- - =
J
1 j
j CSe 1 1 SSe
 
(10.1) 
where CSej is the CSe for each of the j SSCs considered. 
10.3.2 Probability of freedom 
The probability that the state was free from T. indica was calculated after each 
round of surveillance (PostPFreetp) for 10 harvest periods considered using 
Equation 10.2, in which the subscript tp denotes the surveillance time period under 
consideration (Martin et al. 2007b). 
 
tp tp
tp
tp SSe PriorPInf 1
PriorPInf 1
PostPFree
´ -
-
=
 
(10.2) 
For the initial round of surveillance, an uninformed prior (PriorPInf1 = 0.5) was used 
for the prior probability of infection (PriorPInftp) and SSetp is the sensitivity of the 
surveillance system at tp. For subsequent rounds of surveillance PriorPInf was 
obtained by discounting the previous period’s posterior probability of 
infection (PostPInftp-1) by the probability of introduction (PIntrotp) during the year 
using Equation 10.3 (Martin et al. 2007b). 
  tp 1 tp tp 1 tp tp PIntro PostPInf PIntro PostPInf PriorPInf ´ - + = - -  
(10.3) 
The annual probability that T. indica is introduced to Western Australia was 
estimated from the output of the quantitative risk analysis model developed by  
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Stansbury et al. (2002) and was represented by a Beta distribution with a mean of 
0.015 and standard deviation of 0.018, PIntrotp~Beta(0.67,43.93). 
10.3.3  Sensitivity analysis 
The sensitivity of the posterior probability of freedom in the last year of 
surveillance (PostPFree2006/07) to variation in the inputs PIntro, P(GrowerDetects), 
P(GrowerReports), P(AgConsultantReports), and P(DAFWAStaffReports) was 
assessed. Each of these input parameters was evaluated separately with the 
selected input parameter fixed at the 1
st, 5
th, 25
th, 50
th, 75
th, 95
th and 99
th percentiles 
while a Monte Carlo simulation was run (Vose 2008). 
The sensitivity of CSe to variation in the values for the RR_Regioni was also 
assessed. The scenarios tested were the same as those tested in the active and 
passive SSCs (Section 8.4.5 and Section 9.4.3.3). 
The influence of the prior probability of infection for the first period, PriorPInf1, on the 
posterior probability of freedom (PostPFree2006/07) was assessed. PriorPInf1 was 
fixed at 0.10, 0.25, 0.375, 0.50, 0.625, 0.75, and 0.90, to reflect a range of possible 
levels of infection, from a high level of confidence in freedom (PriorPInf1=0.10) to a 
scenario suggesting likely infection (PriorPInf1=0.90). 
For each value of each input parameter and each scenario tested a Monte Carlo 
simulation of 10 000 iterations was run, during which all other inputs were allowed to 
vary over the range of their specified distributions (Vose 2008). All simulations for 
the sensitivity analysis were run with design prevalences of P*Lot of 0.25% and 
P*Grain of 0.04%.  
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10.3.4 Equilibrium of probability of freedom 
10.3.4.1  Passive surveillance 
Where the effect of the probability of disease introduction is less than the effect of 
SSe in each surveillance period it has been shown that with accumulation of 
continuous negative surveillance data the probability of freedom reaches a 
maximum equilibrium. A method for estimating this equilibrium has been described 
by Watkins et al. (2009) . The equilibrium for the probability of freedom, PFreeEquil, 
was estimated for the Reporting SSC based on the mean CSe_ReportingSSC for 
each design prevalence considered using Equation 10.4. 
  ( ) ( )
( ) PIntro
CSe
PIntro
PFreeEquil
-
-
=
1
1
 
(10.4) 
The PFreeEquil for the Reporting SSC (PFreeEquil_ReportingSSC) and the number 
of continuous of harvest periods with no detections of T. indica until 
PFreeEquil_ReportingSSC was achieved were estimated based on average annual 
production figures using Equations 10.2 and 10.3. 
10.3.4.2  Active surveillance sensitivity required to maintain freedom 
The mean CSe required to achieve an equilibrium value of 90%, 95% and 99% for 
the probability of freedom at values of P*Grain lower than 0.04% was estimated by 
rearranging Equation 10.4 to solve for CSe (Equation 10.5). 
 
( ) ( ) PIntro 1 PFreeEquil 1
PIntro
CSe
- -
=
 
(10.5) 
The average number of samples that would need to be processed by the GS 
sample SSC to achieve these levels of sensitivity was estimated as follows. The  
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results of the sensitivity analysis conducted in Section 8.5.5.4 were used to estimate 
the number of samples required by solving Equation 8.8 for the number of lots 
processed, nlots, based on average annual production values, and the mean CSeU 
for each design prevalence. These estimates were verified by estimating the CSe 
obtained though simulations using the scenario tree models with nlots being the 
number of samples processed. 
10.4  Results 
10.4.1 Surveillance system sensitivity (SSe) 
The mean SSe at a design prevalence of P*Lot of 0.25% and P*Grain of 0.04% 
varied from 62% for the 2002/03 harvest period to approaching 100% for the 
1997/98 harvest period. At P*Grain of 0.0004%, the Reporting SSC did not 
contribute to the probability of freedom, with the CSe_ReportingSSC equal to zero. 
The mean SSe of the active SSCs alone ranged from zero in periods where no 
surveys were conducted to approaching 100% in the 1997/98 harvest period. In 
harvest periods when surveys were not conducted the SSe was equal to the CSe of 
the Reporting SSC. The mean SSe for each time period is provided in Table 10.1. 
10.4.2 Probability of freedom 
The mean probability of freedom after the 10 harvests periods 
considered, (PostPFree2006/07) provided by the combined SSCs was greater than 
99% at a P*Region of 0.2%, P*Lot of 0.25% and P*Grain of 0.04%. The mean CSe 
of each of the SSCs, SSe and PostPFree for each harvest period provided are 
provided in Table 10.1. 
At a design prevalence of P*Lot of 0.25% and P*Grain of 0.0004% the active 
surveillance SSCs alone provide greater than 95% probability (mean) that WA was  
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free from T. indica at the end of the 2006/07 harvest. Table 10.2 provides the mean 
CSe of each of the SSCs, the SSe and the PostPFree for each harvest period for a 
design prevalence of P*Lot of 0.25% and P*Grain of 0.0004%. The change in the 
PostPFree with each harvest period at varying P*Grain and P*Lot of 0.25% is 
illustrated in Figure 10.1. 
The PostPFree decreases with decreasing prevalence and is less than 60% for 
P*Lot of 0.25% and P*Grain 0.000004%, after the 10 harvest periods considered. 
The estimates of the PostPFree2006/07 provided by the combined SSCs at varying 
P*Lot and P*Grain are provided in Appendix 14. Figure 10.2 illustrates the change 
in PostPFree over time for varying P*Grain at P*Lot of 0.25%. 
Table 10.1. Probability of freedom of the combined surveillance system 
components for 1997/98 to 2006/07 harvest periods at P*Lot of 0.25% and 
P*Grain of 0.04% 
Harvest 
Period 
Mean sensitivity of surveillance system/ 
components 
PriorPInf  PostPFree 
CSe 
Delivery 
Parcel 
SSC 
CSe GS 
sample 
SSC 
CSe 
Reporting 
SSC 
SSe 
1997/98  7.87%  ~100.00%  73.27%  ~100.00%  50.00%  ~100.00% 
1998/99    81.22%  74.16%  95.14%  1.52%  99.92% 
1999/00    80.68%  74.73%  95.08%  1.60%  99.91% 
2000/01      74.10%  74.10%  1.61%  99.54% 
2001/02      72.16%  72.16%  1.96%  99.28% 
2002/03      62.06%  62.06%  2.21%  98.88% 
2003/04      77.21%  77.21%  2.60%  99.04% 
2004/05    85.96%  74.42%  96.39%  2.45%  99.84% 
2005/06    99.96%  74.77%  99.99%  1.67%  ~100.00% 
2006/07        62.65%  62.65%  1.52%  99.41%  
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Table 10.2. Probability of freedom of the combined surveillance system 
components for 1997/98 to 2006/07 harvest periods at P*Lot of 0.25% and 
P*Grain of 0.0004% 
Harvest 
Period 
Mean sensitivity of surveillance system/ 
components 
PriorPInf  PostPFree 
CSe 
Delivery 
Parcel 
SSC 
CSe GS 
sample 
SSC 
CSe 
Reporting 
SSC 
SSe 
1997/98  7.87%  ~100.00%  0.00%  ~100.00%  50.00%  ~100.00% 
1998/99  -  80.92%  0.00%  80.92%  1.52%  99.70% 
1999/00  -  78.31%  0.00%  78.31%  1.80%  99.60% 
2000/01  -  -  0.00%  0.00%  1.90%  98.10% 
2001/02  -  -  0.00%  0.00%  3.34%  96.66% 
2002/03  -  -  0.00%  0.00%  4.73%  95.27% 
2003/04  -  -  0.00%  0.00%  6.07%  93.93% 
2004/05  -  70.19%  0.00%  70.19%  7.37%  97.49% 
2005/06  -  99.27%  0.00%  99.27%  3.93%  99.97% 
2006/07  -  -  0.00%  0.00%  1.54%  98.46% 
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Figure 10.1. Probability of freedom (black line, bars 95% credible interval) and 
mean surveillance system sensitivity (grey squares) at P*Lot of 0.25% and 
P*Grain of 0.04% 
  
Page 355 
Harvest Period
P
r
o
b
a
b
i
l
i
t
y
0.4
0.5
0.6
0.7
0.8
0.9
1.0
Prior P(Infection)
97/98 98/99 99/00 00/01 01/02 02/03 03/04 04/05 05/06 06/07
P*Grain
1.00%
0.04%
0.0004%
0.00004%
0.000004%
 
Figure 10.2. Mean probability of freedom over 10 harvest periods until 2006/07 
at varying P*Grain and P*Lot of 0.25% 
10.4.3 Sensitivity analysis 
The posterior probability of freedom in the last year of surveillance PostPFree2006/07 
was most influenced by the input parameters P(GrowerDetects) and PIntro. 
Figure 10.3 illustrates the change in PostPFree2006/07 with the input variables. The 
probability of freedom increases with increasing P(GrowerDetects) and decreases 
with increasing PIntro. The greatest change in PostPFree2006/07 is only about 3% 
over the range of PIntro, and PostPFree2006/07 remains above 95%. The probability 
of freedom increases slightly with the other input parameters, P(GrowerReports), 
P(AgConsultantReports, and P(DAFWAStaffReports) within the range of 99.3–
99.5% at P*Lot of 0.25% and P*Grain of 0.04%.  
Page 356 
Percentile of input distribution
P
r
o
b
a
b
i
l
i
t
y
 
o
f
 
f
r
e
e
d
o
m
0.96
0.97
0.98
0.99
1.00
1 5 25 50 75 9599
Parameter
Grower Detects
Grower Reports
Ag Consultant Reports
DAFWA Staff Reports
P(Introduction)
 
Figure 10.3. Spider plot of the change in posterior probability of freedom after 
the 2006/07 harvest period, PostPFree2006/07, with variation in the input 
parameters in the combined surveillance system components 
The influence of PriorPInf on PostPFree2006/07 was minimal. The credible interval for 
PostPFree2006/07 was marginally wider for a PriorPInf of 0.75 than the uninformed 
prior probability of 0.5 that was used in the SSC models. The estimates of 
PostPFree2006/07 with varying PriorPInf values are illustrated in Figure 10.4.  
The sensitivity of PostPFree2006/07 to variation in the values for the RR_Region was 
also assessed. The estimate of PostPFree2006/07 for RR Region Scenario C was 
lower and the credible interval wider than the initial parameterisation of the SSC 
scenario tree (base model). However, there was no significant difference between 
these and the other scenarios evaluated. Figure 10.5 illustrated the estimates of 
PostPFree2006/07 under the alternative scenarios for the RRs for the REGIONs. 
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Figure 10.4. Mean posterior probability of freedom after the 2006/07 harvest 
period, PostPFree2006/07, at varying prior probability of infections, PriorPInf, 
(bars = 95% credible interval) 
10.4.4 Probability of freedom equilibrium 
10.4.4.1  Passive surveillance 
After four continuous years with no detections of T. indica, the Reporting SSC 
provides greater than 95% probability of freedom for WA based on average annual 
production and mean CSe_ReportingSSC values. At the lowest design 
prevalence (P*Lot of 0.1% and P*Grain of 0.04%) an equilibrium value of 98.94% is 
achieved after 14 years of continuous negative surveillance findings. The 
PFreeEquil_ReportingSSC values for each design prevalence combination based 
on average annual production and mean CSe_ReportingSSC values are provided in 
Table 10.3. 
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Figure 10.5. Mean estimates and 95% credible interval for the posterior 
probability of freedom after the 2006/07 harvest period, PostPFree2006/07, under 
different scenarios of relative risks for REGION  
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Table 10.3. Equilibrium values for the probability of freedom provided by the 
Reporting Surveillance System Component at varying design prevalences 
Design prevalence  Mean CSe  PFreeEquil_ 
ReportingSSC 
Time to 
PFreeEquil
 (years) 
Time to reach 
≥95% 
probability of 
freedom (yea
rs) 
P*Lot  P*Grain 
1.00%  3.00%  95.44%  99.93%  4  1 
  1.00%  95.45%  99.93%  4  1 
  0.04%  91.93%  99.87%  5  2 
0.50%  3.00%  91.62%  99.86%  5  2 
  1.00%  91.57%  99.86%  5  2 
  0.04%  85.75%  99.75%  7  2 
0.25%  3.00%  85.01%  99.73%  6  2 
  1.00%  84.90%  99.73%  6  2 
  0.04%  76.43%  99.53%  7  3 
0.10%  3.00%  72.06%  99.41%  8  3 
  1.00%  71.89%  99.40%  8  3 
  0.04%  58.88%  98.94%  14  4 
 
10.4.4.2  Active surveillance requirements 
At design prevalences less than P*Grain of 0.04%, the SSe of the active 
surveillance components needs to be approximately 13.3%, 23.4% and 60.4% each 
harvest period to maintain equilibrium probability of freedom values of 90%, 95% 
and 99% respectively. The number of general siding samples (GS samples) 
processed to achieve these levels of sensitivity was estimated from the sensitivity 
analysis conducted in Section 8.5.5.4. Figure 10.6 and Figure 10.7 show the 
number of samples required at varying P*Grain and P*Lot of 0.25 and 0.1% 
respectively.  
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If the design prevalence is P*Lot of 0.25% then processing 55 samples annually will 
maintain PFreeEquil at 95% for P*Grain of 0.00004% and above 99% for P*Grain of 
0.0004%. If P*Lot is 0.1% then processing 55 samples annually will maintain a 
PFreeEquil above 95% for P*Grain of 0.0004%. Testing 150 samples annually will 
maintain PFreeEquil above 90% for P*Grain of 0.00004% at P*Lot of 0.1%. The 
number of GS samples required to maintain PFreeEquil at 90%, 95% and 99% at 
each of the design prevalences is provided in Table 10.4. 
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Figure 10.6. Component sensitivity estimates for increasing number of GS 
samples processed and the number of samples required to maintain 
probability of freedom equilibrium value of 90% (grey dashed line), 95% (grey 
dash-dot line) and 99% (grey dotted line) at varying P*Grain and P*Lot of 
0.25% 
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Figure 10.7. Component sensitivity estimates for increasing number of GS 
samples processed and the number of samples required to maintain 
probability of freedom equilibrium value of 90% (grey dashed line), 95% (grey 
dash-dot line) and 99% (grey dotted line) at varying P*Grain and P*Lot of 0.1%  
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Table 10.4. Approximate number of GS samples required per harvest period to 
maintain a specified probability of freedom equilibrium at varying P*Lot and 
P*Grain 
P*Lot  P*Grain 
0.000400%  0.000040%  0.000004% 
PFreeEquil = 90% (CSe required = 13.3%) 
1.00%  5  10  70 
0.50%  5  15  160 
0.25%  5  30  410 
0.10%  25  120  2110
a 
PFreeEquil = 95% (CSe required = 23.4%) 
1.00%  5  10  125 
0.50%  5  20  300 
0.25%  10  55  765
a 
0.10%  40  225  3940
a 
PFreeEquil = 99% (CSe required = 60.4%) 
1.00%  10  35  435 
0.50%  15  70  1025
a 
0.25%  30  180  2645
a 
0.10%  135  770
a  13675
a 
  a – greater than the average number of GS samples per harvest period 
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10.5  Discussion 
The scenario tree analysis of the active grain surveillance and the passive 
surveillance system components demonstrates that there is a high (>98%) 
probability that WA was free from T. indica at the end of the 2006/07 harvest period. 
At a design prevalence of P*Lot of 0.25% and P*Grain of 0.04% (the minimum 
prevalence detectable by visual inspection) there was greater than 99% PostPFree 
after the 10 harvest periods ending with the 2006/07 harvest. The width of the 
credible interval for PostPFree decreased with each additional period of active grain 
surveillance, and increased in harvest periods where the Reporting SSC is the only 
form of surveillance. However, the 95% credible interval remained above 85%, even 
after four consecutive years with no active surveillance conducted. A decrease in 
the PostPFree where only passive surveillance contributes is also evident in 
Martin (2008). Interestingly, the width of the confidence interval remains fairly 
stable (Martin 2008). This may be because there is greater uncertainty in the input 
distributions for the parameters used in the Reporting SSC than in the clinical SSC 
presented by Martin (2008). 
At P*Grain below 0.04%, where detection of infected grains through the Reporting 
SSC is unlikely, the SSe and PostPFree are reliant upon the sensitivity of the active 
SSCs, in particular the GS sample SSC. The PostPFree2006/07 was greater than 94% 
and 75% at a design prevalence of P*Grain of 0.00004% (1 infected grain in 100 kg) 
and P*Lot of 0.25 and 0.1% respectively. These levels still provide high and 
moderate levels of probability of freedom respectively. This is consistent with the 
results of previous surveillance efforts designed to detect the presence of T. indica 
in Western Australian grain (Pascoe et al. 2005; Wright et al. 2008).  
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The PostPFree2006/07 decreased with decreasing design prevalence. As discussed in 
the previous chapters this because the estimation of the SSe is directly linked to the 
design prevalence (Cameron and Baldock 1998a; Martin et al. 2007b). Although, 
only at P*Lot of 0.1% and P*Grain of 0.000004% was the PostPFree2006/07 less than 
50%. At this prevalence level, the probability of freedom continued to decrease in 
harvest periods where active surveillance was conducted because the effect of 
CSe_GSsampleSSC was less than that of PIntro. This is because the probability of 
the test sample containing teliospores is very low, less than 1%, at this prevalence 
level (Chapter 6). 
Although the PostPFree2006/07 estimates are high for all but the lowest design 
prevalence considered, it would ultimately be up to discussion with importers of 
Western Australian grain to determine if these levels were 
acceptable (Hood et al. 2009; Martin et al. 2007b). The United States bases their 
certification of freedom on a ‘bunted kernel’ system. This requires that a 1.8 kg 
sample of the grain lot is checked visually by inspectors or using an automated 
process (Dowell et al. 2002) for bunted (infected) kernels. The grain lot is 
considered free of Karnal bunt if no bunted grains are detected (European Food 
Safety Authority 2010; NAPPO 2001; USDA 2009). This equates to a percentage 
infection rate of 0.002%, or one in 45 000 grains infected. The design prevalence 
levels used in the current evaluation of surveillance protocols are equivalent to and 
below this level. For example, at P*Lot of 0.25% and P*Grain of 0.0004%, the 
effective percentage grain infection in bulked grain lots is 0.001% of grains. 
Therefore, there is a high probability of freedom from T. indica for WA at prevalence 
levels below the bunted kernel level used for certification in the United States. 
The level of sensitivity provided by the Seed Testing SSC for most of the design 
prevalences was less than the mean PIntro of 1.5%. This is not sufficient to 
increase the probability of freedom. Data for the Seed Testing SSC was only  
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available for three harvest periods, and therefore it was not included in the 
estimation of the SSe and the probability of freedom. However, the Seed Testing 
SSC would provide a small contribution to the SSe in most harvest periods and 
could be included if the data for all of the harvest periods evaluated were readily 
available. 
In the estimation of the SSe it was assumed that the SSCs were independent. 
However, it is likely that there is some overlap in the activities of the SSCs because 
the Reporting SSC provides comprehensive coverage of the same population from 
which the active grain surveillance samples were collected. The assumption of 
independence between passive (clinical) and active SSCs is common in evaluations 
that have been published in animal health (Hadorn et al. 2009; Martin 2008). 
Violating this assumption would likely increase the uncertainty (credible interval) 
around the estimate of the probability of freedom. However, this assumption does 
not appear to significantly alter the estimates of the probability of freedom compared 
to estimations that account for the overlap of the SSCs evaluated by 
Frössling et al (2009) and Wahlström et al. (2010). 
The sensitivity of the PostPFree2006/07 to the input parameters indicated that the 
probability that the grower detects infected grain, P(GrowerDetects), influenced 
PostPFree2006/07 the most. The other input parameters assessed did not significantly 
influence the probability of freedom. As discussed in Chapter 9, ‘disease 
awareness’ has also been identified as an influential factor in evaluations of clinical 
surveillance for animal diseases (Hadorn et al. 2008; Hadorn and Stärk 2008). 
Disease awareness is a factor that can be improved through extension 
campaigns (Hadorn et al. 2009). The sensitivity analysis also indicated that the 
probability of freedom was influenced by the probability of introduction, decreasing 
with increases in PIntro as expected (Martin 2008). The probability of introduction 
was based on a risk assessment of the entry and establishment of T. indica in WA  
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and although already low it could be reduced further through increased quarantine 
funding to improve barrier activities (Stansbury et al. 2002). 
The sensitivity analysis also investigated the influence of the initial prior probability 
of infection on the probability of freedom. Not surprisingly, it was found that 
PriorPInf1 did not have a significant influence on PostPFree2006/07 due to the high 
SSe. Similar estimates and credible intervals were obtained at a range of PriorPInf1 
values, representing a range from likely to be infected (0.90) to very confident that 
WA is free of T. indica (0.10). This suggests that the surveillance conducted over 
the past 10 harvest periods has been sufficient to demonstrate freedom regardless 
of the initial opinion on the presence of T. indica in WA. 
The probability of freedom potentially provided by the Reporting SSC alone after a 
number of consecutive harvest periods with no detections of T. indica was 
considered by estimating the equilibrium for PostPFree (PFreeEquil_ReportingSSC) 
based on long term annual production values. Through simulation, it was estimated 
that PFreeEquil_ReportingSSC would be greater than 98%, and would be achieved 
within 14 years of continuous negative findings for all design prevalences 
considered. The analysis also suggested that a PFreeEquil_ReportingSSC of 95% 
could be achieved within four years. This is comparable to the PostPFree estimated 
by simulation based on the available data. The report by Watkins et al. (2009) is the 
only published surveillance evaluation to have considered PFreeEquil. They found 
that clinical surveillance for acute flaccid paralysis in Australia reached an 
equilibrium of 96.9% after 10 years of surveillance. The surveillance for bovine 
Johne’s disease in Western Australia reached a level of 89% after 10 years of 
surveillance although this was based on four rounds of active surveillance in 
addition to the ongoing clinical surveillance (Martin 2008). These results suggest 
that the Reporting SSC contributes significantly to the probability of freedom from 
T. indica for Western Australia at P*Grain of less than or equal to 0.04%. This is  
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encouraging given that passive surveillance programs are being increasingly relied 
upon for detection of HPPs and to support claims of freedom in Australia and New 
Zealand due to the costs involved in active surveillance programs (Hellström 2008; 
Kean et al. 2008). 
Although estimating the CSe required to maintain a specific PFreeEquil level using 
the approach in this study has not been considered before, the scenario tree 
methodology has been used to compare proposed surveillance systems. 
Hardorn et al. (2009) considered the sensitivity provided by active and passive 
surveillance systems for bluetongue in Switzerland, showing that improved clinical 
surveillance and bulk milk testing provided the most cost-effective surveillance 
system. Schuppers et al (2010) used scenario tree modelling to compare traditional 
and risk based surveillance and showed that the risk-based system could provide 
an equivalent sensitivity with a four-fold reduction in the number of samples 
required. At lower design prevalences, the number of GS samples that would be 
required to maintain a specified PFreeEquil was greater than the average number of 
GS samples collected by CBH during a harvest period. To increase the 
CSe_GSsampleSSC multiple test samples could be processed from each GS 
sample. This would increase the probability of detecting T. indica in each 
lot (Se_Lot), therefore increasing the CSe_GSsampleSSC. 
The evaluation of the surveillance system components for T. indica in WA presented 
in this case study demonstrates that there is a high probability of freedom for the 
pathogen in WA (>95%) and that the active grain surveillance and the passive 
surveillance systems currently in place are able to detect T. indica if it were 
established in WA at the design prevalences considered. Although the study 
indicates that the Reporting SSC is sufficient to maintain a high (> 95%) probability 
of freedom until this is accepted by international trading partners it is advisable to 
continue an active surveillance program. The uncertainty and variability evident in  
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the probability of freedom in harvest periods where only passive surveillance is 
undertaken suggested by the increasing credible intervals could be reduced by 
incorporating active surveillance. The successful implementation of the scenario 
tree methodology to the evaluation of plant pathogen surveillance also 
demonstrates that the methodology presented by Martin et al. (2007b) can be 
adapted to evaluate plant pest surveillance and may provide a useful tool in the 
evaluation of and planning for future surveillance programs. 
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CHAPTER 11:  GENERAL DISCUSSION 
The goal of this project was to explore methodology that could be used to evaluate 
plant health surveillance systems to determine their ability to provide confidence 
towards demonstrating pest freedom. The case study used for the project was 
surveillance conducted to detect Tilletia indica in Western Australia. Tilletia indica is 
an exotic fungal pathogen of wheat which causes a disease commonly known as 
Karnal bunt (Warham 1986). It is an important pathogen in international trade, with 
phytosanitary restrictions in place in many countries to limit the likelihood of its 
introduction to new areas (Brennan et al. 1992; Rush et al. 2005). If T. indica were 
to become established in Australia it would cause considerable damage to the 
country’s economy through downgrading of grain and loss of domestic and 
international markets (Murray and Brennan 1998). The ability to demonstrate pest-
free status for T. indica is important to maintain Western Australia’s grain export 
markets. 
The expectation that claims of pest freedom under the SPS Agreement are 
supported by scientific evidence means that there is an increasing need for methods 
to evaluate the information collected during surveillance activities. These processes 
are required to provide a quantitative level of confidence or probability of freedom 
upon which claims of freedom can be based. Of the methods reviewed the scenario 
tree methodology published by Martin et al. (2007b) was the most transparent and 
robust methodology. The scenario tree methodology enabled assessment of data 
gathered from disparate data sources including both targeted and general 
surveillance activities. It generated a quantitative probability of freedom, the 
structure of the model was transparent, scientifically based and could incorporate 
data gathered over extended periods of time.  
Page 370 
The case studies presented in this study included both active grain surveillance and 
passive surveillance for detection of T. indica, including reporting of cases of 
T. indica and routine seed testing for quality traits. When evaluating these SSCs it 
became apparent that gaps in the data used to develop the scenario tree models 
would be a limiting factor in the analyses. Therefore, the project was expanded to 
include evaluations of the sampling protocols and diagnostic test accuracy used in 
the active SSCs, and a study to define the structure of the reporting system for 
grains pests to inform the passive SSCs. 
The underlying distribution of plant pathogen propagules in a grain lot can influence 
the ability of these sampling protocols to detect the pathogen of interest. The 
stochastic sampling models developed indicated that the current grain sampling that 
occurs during delivery of harvested grain is an efficient way to collect test samples 
that would contain T. indica teliospores at detectable levels. There is a high 
probability (> 95%) that test samples taken from delivery parcels will contain 5 or 
more teliospores at prevalence levels as low as 1 infected grain in 100 kg. For test 
samples collected from general siding samples there is greater than 75% probability 
that teliospores will be present in the samples at a prevalence of 0.5% of delivery 
parcels infected at a rate of 10 infected grains in 1 kg. Investigations also indicated 
that clustering of teliospores within infected grains did not influence the probability of 
test samples being infected at the low prevalence levels considered. This is 
encouraging as it means that surveillance samples for detection of T. indica can 
confidently be collected using current industry sampling practices. 
Understanding the ‘fitness’ of a test (precision and accuracy) for the particular use 
to which it is being applied is an important consideration in developing surveillance 
activities for early detection and demonstration of pest freedom. The accuracy of the 
tests used in surveillance programs is integral to determining the sensitivity of the 
SSCs. The accuracy of the diagnostic protocols currently used in surveillance  
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programs for T. indica were determined using traditional ‘gold-standard’ methods 
and Bayesian methods for use when a ‘gold-standard’ test is not available. The 
results showed that the sieve-wash method with microscopic observation has a high 
diagnostic sensitivity (> 84.8%) and specificity (> 96.0%) for detection of teliospores 
of T. indica in grain samples. Similar results for the microscopic observation were 
obtained for related, established Tilletia species using the Bayesian method 
employed. The new ‘enhanced’ multiplex, real-time PCR method that has been 
proposed as a surveillance tool for detection of T. indica in grain samples, did not 
perform as well, with a sensitivity of 48.0% and specificity of 48.4%.These results 
suggest that the current protocol, sieve-wash method with microscopic examination, 
is still the most suitable protocol for detection of Tilletia species in grain samples 
based on sensitivity. This is the first evaluation of diagnostic tests for plant 
pathogens to use Bayesian methods. 
The active SSCs evaluated included ten years of historical grain surveillance, 
utilising samples collected at delivery and the sieve-wash method with microscopic 
examination. The SSCs were shown to provide a high level (> 95%) of confidence in 
freedom from T. indica for WA. This active surveillance system was evaluated at a 
range of design prevalences and was shown to have a high sensitivity for detection 
of levels of T. indica infection above one in five regions infected with 0.25% of 
delivery parcels infected region at a rate of 1 infected grain in 100 kg. This indicates 
that the past surveillance activities are likely to have detected T. indica if it were 
present at or above this level. 
To evaluate the passive SSCs that would potentially detect T. indica, the reporting 
mechanisms in WA for grains pests were investigated. Attitudes and behaviours 
relating to the likelihood that members of the grains industry would report a suspect 
pest or disease if detected were also considered. The information gathered from the  
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study was used to inform the evaluation of the two passive SSCs considered, the 
Reporting SSC and the Seed Testing SSC. 
The survey of members of the grains industry in WA is the first of its type to be 
conducted in Australia relating to detection and reporting of plant pest and disease 
problems. The responses to the survey indicated that grain growers were most likely 
to report pest and disease problems to agricultural consultants or the local DAFWA 
office. This finding is supported by similar surveys in the livestock industries, where 
farmers preferentially reported to their local private or government veterinarian 
(Barclay 2005; Palmer et al. 2009b). Agricultural consultants and researchers were 
more likely to contact the head office of DAFWA or submit samples to the 
government diagnostic laboratory. There was a wide variation in the likelihood that 
suspect T. indica infections in grain would be detected by growers and agricultural 
consultants. Although, the responses indicated that growers and consultants 
thought it more likely that they would detect T. indica than the two insect pests 
considered. The information gathered in this aspect of the project could be used to 
target future education and awareness campaigns to increase the likelihood of 
detecting and reporting of HPPs in the WA grains industry. 
The evaluation of the passive SSCs suggested that the sensitivity of the Reporting 
SSC for detection of T. indica was greater than 75% for design prevalences of, or 
above, one in five regions infected with 0.25% delivery parcels infected at a rate 10 
infected grains in 1 kg. The sensitivity of the Seed Testing SSC was low, less than 
10%, in each of the three harvest periods evaluated. This is because only a small 
number of samples were processed by this SSC in comparison to the 
comprehensive coverage offered by the Reporting SSC. The assessment of the 
passive SSCs suggests that at the design prevalences considered it is likely that 
T. indica would be detected and reported if it were present in the WA grain growing 
regions. It also indicates that the current reporting system used by growers,  
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agricultural consultants and researchers is likely to be an effective surveillance tool 
and provide additional confidence in pest freedom. This may allow more effective 
use of limited government resources by being able to reduce the amount of active 
surveillance conducted for T. indica. 
The scenario tree methodology was also used to estimate the probability of freedom 
based on the combined sensitivity of the SSCs. The probability of freedom from 
T. indica in WA was estimated to be high, greater than 95%, after the 2006/07 
harvest period at a design prevalences of, or above, one in five regions infected with 
0.25% of delivery parcels infected at a rate of 10 infected grains per 1 kg. The 
probability of freedom remained above 90% for infection as low as 1 infected grain 
in 100 kg. Consideration of ongoing active and passive surveillance activities 
suggests that the number of active grain surveillance samples processed annually 
could be reduced to almost a quarter of previous active surveillance efforts whilst 
still maintaining a probability of freedom above 90%. This could reduce the amount 
of resources required for active surveillance to support ongoing demonstration of 
area freedom. The optimal allocation of resources between passive and active 
surveillance needs further assessment including consideration of the cost of grain 
surveillance activities, cost of raising disease awareness and the amount of 
sensitivity gained by each component of the surveillance system if changes were 
made. 
In conclusion this project has demonstrated that the scenario tree methodology 
developed by Martin et al. (2007b) can be adapted to evaluate plant pest 
surveillance. It has also identified that there are gaps in the data that is required to 
undertake such an evaluation and that more information on the efficacy of sampling 
protocols and diagnostic test accuracy are required. The studies in this project have 
made significant progress in filling these gaps in relation to surveillance for the 
detection of T. indica in grain samples; however variations and improvements to the  
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protocols and tests will need to be evaluated as they are developed. The 
information provided by this project will be useful in informing the design of future 
surveillance programs for the detection T. indica and other high priority plant pests 
for early detection and for demonstration of pest free area status. 
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CHAPTER 12:  APPENDICES 
Appendix 1:  Plant pest detection and reporting survey
  
Page 376 
  
Page 377 
  
Page 378 
  
Page 379 
  
Page 380 
  
Page 381 
  
Page 382 
  
Page 383 
  
Page 384 
  
P
a
g
e
 
3
8
5
 
A
p
p
e
n
d
i
x
 
2
:
 
I
m
p
o
r
t
a
n
c
e
 
o
f
 
f
a
c
t
o
r
s
 
o
n
 
d
e
c
i
s
i
o
n
 
t
o
 
r
e
p
o
r
t
 
a
 
s
u
s
p
e
c
t
e
d
 
E
P
P
 
i
n
 
o
r
d
e
r
 
o
f
 
d
e
c
r
e
a
s
i
n
g
 
i
m
p
o
r
t
a
n
c
e
 
E
m
p
l
o
y
m
e
n
t
 
C
a
t
e
g
o
r
y
 
F
a
c
t
o
r
 
P
e
r
c
e
n
t
a
g
e
 
(
c
o
u
n
t
)
 
o
f
 
e
a
c
h
 
r
a
n
k
i
n
g
 
N
o
t
 
i
m
p
o
r
t
a
n
t
 
O
f
 
m
i
n
o
r
 
i
m
p
o
r
t
a
n
c
e
 
I
m
p
o
r
t
a
n
t
 
V
e
r
y
 
i
m
p
o
r
t
a
n
t
 
U
n
s
u
r
e
 
G
r
o
w
e
r
 
(
n
=
6
2
)
 
A
b
i
l
i
t
y
 
t
o
 
s
u
c
c
e
s
s
f
u
l
l
y
 
e
r
a
d
i
c
a
t
e
 
1
.
6
%
 
(
1
)
 
3
.
2
%
 
(
2
)
 
1
4
.
5
%
 
(
9
)
 
7
7
.
4
%
 
(
4
8
)
 
3
.
2
%
 
(
2
)
 
L
o
s
s
 
o
f
 
i
n
c
o
m
e
 
3
.
2
%
 
(
2
)
 
6
.
5
%
 
(
4
)
 
2
2
.
6
%
 
(
1
4
)
 
6
6
.
1
%
 
(
4
1
)
 
1
.
6
%
 
(
1
)
 
F
r
e
e
 
e
x
a
m
i
n
a
t
i
o
n
 
1
.
6
%
 
(
1
)
 
8
.
1
%
 
(
5
)
 
3
8
.
7
%
 
(
2
4
)
 
4
6
.
8
%
 
(
2
9
)
 
4
.
8
%
 
(
3
)
 
M
o
r
e
 
i
n
f
o
r
m
a
t
i
o
n
 
1
.
6
%
 
(
1
)
 
1
1
.
3
%
 
(
7
)
 
4
5
.
2
%
 
(
2
8
)
 
4
0
.
3
%
 
(
2
5
)
 
1
.
6
%
 
(
1
)
 
A
c
c
e
s
s
 
t
o
 
b
i
o
s
e
c
u
r
i
t
y
 
o
f
f
i
c
e
r
 
1
.
6
%
 
(
1
)
 
1
4
.
5
%
 
(
9
)
 
4
5
.
2
%
 
(
2
8
)
 
3
7
.
1
%
 
(
2
3
)
 
1
.
6
%
 
(
1
)
 
C
o
m
p
e
n
s
a
t
i
o
n
 
3
.
2
%
 
(
2
)
 
1
6
.
1
%
 
(
1
0
)
 
4
3
.
5
%
 
(
2
7
)
 
3
2
.
3
%
 
(
2
0
)
 
4
.
8
%
 
(
3
)
 
C
o
n
f
i
d
e
n
t
i
a
l
i
t
y
 
6
.
5
%
 
(
4
)
 
3
3
.
9
%
 
(
2
1
)
 
3
5
.
5
%
 
(
2
2
)
 
1
9
.
4
%
 
(
1
2
)
 
4
.
8
%
 
(
3
)
 
B
e
i
n
g
 
b
l
a
m
e
d
 
9
.
7
%
 
(
6
)
 
2
9
.
0
%
 
(
1
8
)
 
2
4
.
2
%
 
(
1
5
)
 
2
5
.
8
%
 
(
1
6
)
 
1
1
.
3
%
 
(
7
)
 
 
 
 
 
 
 
 
A
g
r
i
c
u
l
t
u
r
a
l
 
C
o
n
s
u
l
t
a
n
t
 
(
n
=
1
4
)
 
A
b
i
l
i
t
y
 
t
o
 
s
u
c
c
e
s
s
f
u
l
l
y
 
e
r
a
d
i
c
a
t
e
 
0
.
0
%
 
(
0
)
 
7
.
1
%
 
(
1
)
 
2
1
.
4
%
 
(
3
)
 
7
1
.
4
%
 
(
1
0
)
 
0
.
0
%
 
(
0
)
 
F
r
e
e
 
e
x
a
m
i
n
a
t
i
o
n
 
0
.
0
%
 
(
0
)
 
7
.
1
%
 
(
1
)
 
2
8
.
6
%
 
(
4
)
 
6
4
.
3
%
 
(
9
)
 
0
.
0
%
 
(
0
)
 
M
o
r
e
 
i
n
f
o
r
m
a
t
i
o
n
 
0
.
0
%
 
(
0
)
 
7
.
1
%
 
(
1
)
 
3
5
.
7
%
 
(
5
)
 
5
7
.
1
%
 
(
8
)
 
0
.
0
%
 
(
0
)
 
C
o
n
f
i
d
e
n
t
i
a
l
i
t
y
 
7
.
1
%
 
(
1
)
 
1
4
.
3
%
 
(
2
)
 
4
2
.
9
%
 
(
6
)
 
3
5
.
7
%
 
(
5
)
 
0
.
0
%
 
(
0
)
 P
a
g
e
 
3
8
6
 
 
E
m
p
l
o
y
m
e
n
t
 
C
a
t
e
g
o
r
y
 
F
a
c
t
o
r
 
P
e
r
c
e
n
t
a
g
e
 
(
c
o
u
n
t
)
 
o
f
 
e
a
c
h
 
r
a
n
k
i
n
g
 
N
o
t
 
i
m
p
o
r
t
a
n
t
 
O
f
 
m
i
n
o
r
 
i
m
p
o
r
t
a
n
c
e
 
I
m
p
o
r
t
a
n
t
 
V
e
r
y
 
i
m
p
o
r
t
a
n
t
 
U
n
s
u
r
e
 
A
g
r
i
c
u
l
t
u
r
a
l
 
C
o
n
s
u
l
t
a
n
t
 
(
n
=
1
4
)
 
L
o
s
s
 
o
f
 
i
n
c
o
m
e
 
0
.
0
%
 
(
0
)
 
4
2
.
9
%
 
(
6
)
 
1
4
.
3
%
 
(
2
)
 
4
2
.
9
%
 
(
6
)
 
0
.
0
%
 
(
0
)
 
A
c
c
e
s
s
 
t
o
 
b
i
o
s
e
c
u
r
i
t
y
 
o
f
f
i
c
e
r
 
7
.
1
%
 
(
1
)
 
3
5
.
7
%
 
(
5
)
 
2
1
.
4
%
 
(
3
)
 
3
5
.
7
%
 
(
5
)
 
0
.
0
%
 
(
0
)
 
C
o
m
p
e
n
s
a
t
i
o
n
 
0
.
0
%
 
(
0
)
 
3
5
.
7
%
 
(
5
)
 
4
2
.
9
%
 
(
6
)
 
2
1
.
4
%
 
(
3
)
 
0
.
0
%
 
(
0
)
 
B
e
i
n
g
 
b
l
a
m
e
d
 
2
1
.
4
%
 
(
3
)
 
2
8
.
6
%
 
(
4
)
 
2
8
.
6
%
 
(
4
)
 
2
1
.
4
%
 
(
3
)
 
0
.
0
%
 
(
0
)
 
 
 
 
 
 
 
 
D
A
F
W
A
 
S
t
a
f
f
 
(
n
=
2
3
)
 
M
o
r
e
 
i
n
f
o
r
m
a
t
i
o
n
 
4
.
3
%
 
(
1
)
 
8
.
7
%
 
(
2
)
 
3
0
.
4
%
 
(
7
)
 
5
6
.
5
%
 
(
1
3
)
 
0
.
0
%
 
(
0
)
 
F
r
e
e
 
e
x
a
m
i
n
a
t
i
o
n
 
1
3
.
0
%
 
(
3
)
 
4
.
3
%
 
(
1
)
 
2
1
.
7
%
 
(
5
)
 
6
0
.
9
%
 
(
1
4
)
 
0
.
0
%
 
(
0
)
 
A
b
i
l
i
t
y
 
t
o
 
s
u
c
c
e
s
s
f
u
l
l
y
 
e
r
a
d
i
c
a
t
e
 
1
7
.
4
%
 
(
4
)
 
8
.
7
%
 
(
2
)
 
8
.
7
%
 
(
2
)
 
6
0
.
9
%
 
(
1
4
)
 
0
.
0
%
 
(
0
)
 
A
c
c
e
s
s
 
t
o
 
b
i
o
s
e
c
u
r
i
t
y
 
o
f
f
i
c
e
r
 
8
.
7
%
 
(
2
)
 
1
3
.
0
%
 
(
3
)
 
3
0
.
4
%
 
(
7
)
 
4
3
.
5
%
 
(
1
0
)
 
4
.
3
%
 
(
1
)
 
L
o
s
s
 
o
f
 
i
n
c
o
m
e
 
1
7
.
4
%
 
(
4
)
 
2
1
.
7
%
 
(
5
)
 
2
1
.
7
%
 
(
5
)
 
3
9
.
1
%
 
(
9
)
 
0
.
0
%
 
(
0
)
 
B
e
i
n
g
 
b
l
a
m
e
d
 
2
1
.
7
%
 
(
5
)
 
2
1
.
7
%
 
(
5
)
 
2
1
.
7
%
 
(
5
)
 
3
0
.
4
%
 
(
7
)
 
4
.
3
%
 
(
1
)
 
C
o
n
f
i
d
e
n
t
i
a
l
i
t
y
 
2
6
.
1
%
 
(
6
)
 
8
.
7
%
 
(
2
)
 
2
6
.
1
%
 
(
6
)
 
3
9
.
1
%
 
(
9
)
 
0
.
0
%
 
(
0
)
 
C
o
m
p
e
n
s
a
t
i
o
n
 
2
1
.
7
%
 
(
5
)
 
8
.
7
%
 
(
2
)
 
3
9
.
1
%
 
(
9
)
 
2
1
.
7
%
 
(
5
)
 
8
.
7
%
 
(
2
)
  
P
a
g
e
 
3
8
7
 
A
p
p
e
n
d
i
x
 
3
:
 
P
r
o
p
o
r
t
i
o
n
 
o
f
 
r
e
s
p
o
n
d
e
n
t
s
 
t
h
a
t
 
w
o
u
l
d
 
c
o
n
t
a
c
t
 
d
i
f
f
e
r
e
n
t
 
p
e
s
t
 
a
n
d
 
d
i
s
e
a
s
e
 
s
e
r
v
i
c
e
s
 
i
n
 
W
e
s
t
e
r
n
 
A
u
s
t
r
a
l
i
a
 
w
h
e
n
 
r
e
p
o
r
t
i
n
g
 
s
u
s
p
e
c
t
e
d
 
K
h
a
p
r
a
 
b
e
e
t
l
e
,
 
R
u
s
s
i
a
n
 
w
h
e
a
t
 
a
p
h
i
d
 
o
r
 
B
a
r
l
e
y
 
s
t
r
i
p
e
 
r
u
s
t
 
H
P
P
 
E
m
p
l
o
y
m
e
n
t
 
c
a
t
e
g
o
r
y
 
A
c
t
i
o
n
/
s
 
E
s
t
i
m
a
t
e
 
(
c
o
u
n
t
)
 
9
5
%
 
C
o
n
f
i
d
e
n
c
e
 
I
n
t
e
r
v
a
l
 
K
h
a
p
r
a
 
b
e
e
t
l
e
 
G
r
o
w
e
r
 
(
n
=
5
4
)
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
 
4
2
.
6
%
 
(
2
3
)
 
2
9
.
2
–
5
6
.
8
%
 
 
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
 
3
1
.
5
%
 
(
1
7
)
 
1
9
.
5
–
4
5
.
6
%
 
 
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
 
a
n
d
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
 
7
.
4
%
 
(
4
)
 
2
.
1
–
1
7
.
9
%
 
 
 
C
a
l
l
 
N
a
t
i
o
n
a
l
 
H
o
t
l
i
n
e
 
5
.
6
%
 
(
3
)
 
1
.
2
–
1
5
.
4
%
 
 
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
3
.
7
%
 
(
2
)
 
0
.
5
–
1
2
.
7
%
 
 
 
C
o
n
t
a
c
t
 
D
A
F
W
A
 
h
e
a
d
 
o
f
f
i
c
e
 
1
.
9
%
 
(
1
)
 
0
.
0
5
–
9
.
9
%
 
 
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
 
a
n
d
 
C
a
l
l
 
N
a
t
i
o
n
a
l
 
H
o
t
l
i
n
e
 
1
.
9
%
 
(
1
)
 
0
.
0
5
–
9
.
9
%
 
 
 
C
o
n
t
a
c
t
 
D
A
F
W
A
 
h
e
a
d
 
o
f
f
i
c
e
 
a
n
d
 
C
a
l
l
 
N
a
t
i
o
n
a
l
 
H
o
t
l
i
n
e
 
1
.
9
%
 
(
1
)
 
0
.
0
5
–
9
.
9
%
 
 
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
,
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
,
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
1
.
9
%
 
(
1
)
 
0
.
0
5
–
9
.
9
%
 
 
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
,
 
C
a
l
l
 
A
g
L
i
n
e
 
o
r
 
P
a
D
I
S
,
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
1
.
9
%
 
(
1
)
 
0
.
0
5
–
9
.
9
%
 
 
 
 
 
 
K
h
a
p
r
a
 
b
e
e
t
l
e
 
A
g
r
i
c
u
l
t
u
r
a
l
 
C
o
n
s
u
l
t
a
n
t
 
(
n
=
1
4
)
 
C
o
n
t
a
c
t
 
D
A
F
W
A
 
h
e
a
d
 
o
f
f
i
c
e
 
2
8
.
6
%
 
(
4
)
 
8
.
4
–
5
8
.
1
%
 P
a
g
e
 
3
8
8
 
 
H
P
P
 
E
m
p
l
o
y
m
e
n
t
 
c
a
t
e
g
o
r
y
 
A
c
t
i
o
n
/
s
 
E
s
t
i
m
a
t
e
 
(
c
o
u
n
t
)
 
9
5
%
 
C
o
n
f
i
d
e
n
c
e
 
I
n
t
e
r
v
a
l
 
K
h
a
p
r
a
 
b
e
e
t
l
e
 
A
g
r
i
c
u
l
t
u
r
a
l
 
C
o
n
s
u
l
t
a
n
t
 
(
n
=
1
4
)
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
 
2
1
.
4
%
 
(
3
)
 
4
.
7
–
5
0
.
8
%
 
 
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
2
1
.
4
%
 
(
3
)
 
4
.
7
–
5
0
.
8
%
 
 
 
C
o
n
t
a
c
t
 
D
A
F
W
A
 
h
e
a
d
 
o
f
f
i
c
e
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
7
.
1
%
 
(
1
)
 
0
.
2
–
3
3
.
9
%
 
 
 
C
a
l
l
 
N
a
t
i
o
n
a
l
 
H
o
t
l
i
n
e
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
7
.
1
%
 
(
1
)
 
0
.
2
–
3
3
.
9
%
 
 
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
,
 
C
o
n
t
a
c
t
 
D
A
F
W
A
 
h
e
a
d
 
o
f
f
i
c
e
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
7
.
1
%
 
(
1
)
 
0
.
2
–
3
3
.
9
%
 
 
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
,
 
C
o
n
t
a
c
t
 
D
A
F
W
A
 
h
e
a
d
 
o
f
f
i
c
e
,
 
C
a
l
l
 
A
g
L
i
n
e
 
o
r
 
P
a
D
I
S
,
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
7
.
1
%
 
(
1
)
 
0
.
2
–
3
3
.
9
%
 
 
 
 
 
 
 
D
A
F
W
A
 
S
t
a
f
f
 
(
n
=
2
3
)
 
C
o
n
t
a
c
t
 
D
A
F
W
A
 
h
e
a
d
 
o
f
f
i
c
e
 
4
0
.
9
%
 
(
9
)
 
2
0
.
7
–
6
3
.
6
%
 
 
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
2
2
.
7
%
 
(
5
)
 
7
.
8
–
4
5
.
4
%
 
 
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
 
9
.
1
%
 
(
2
)
 
1
.
1
–
2
9
.
2
%
 
 
 
C
a
l
l
 
A
g
L
i
n
e
 
o
r
 
P
a
D
I
S
 
9
.
1
%
 
(
2
)
 
1
.
1
–
2
9
.
2
%
 
 
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
 
4
.
5
%
 
(
1
)
 
0
.
1
–
2
2
.
8
%
 
 
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
,
 
C
o
n
t
a
c
t
 
D
A
F
W
A
 
h
e
a
d
 
o
f
f
i
c
e
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
4
.
5
%
 
(
1
)
 
0
.
1
–
2
2
.
8
%
  
P
a
g
e
 
3
8
9
 
H
P
P
 
E
m
p
l
o
y
m
e
n
t
 
c
a
t
e
g
o
r
y
 
A
c
t
i
o
n
/
s
 
E
s
t
i
m
a
t
e
 
(
c
o
u
n
t
)
 
9
5
%
 
C
o
n
f
i
d
e
n
c
e
 
I
n
t
e
r
v
a
l
 
K
h
a
p
r
a
 
b
e
e
t
l
e
 
D
A
F
W
A
 
S
t
a
f
f
 
(
n
=
2
2
)
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
 
a
n
d
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
 
4
.
5
%
 
(
1
)
 
0
.
1
–
2
2
.
8
%
 
 
 
C
a
l
l
 
A
g
L
i
n
e
 
o
r
 
P
a
D
I
S
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
4
.
5
%
 
(
1
)
 
0
.
1
–
2
2
.
8
%
 
 
 
 
 
 
 
S
e
e
d
 
H
a
n
d
l
i
n
g
/
 
C
l
e
a
n
i
n
g
 
(
n
=
1
)
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
 
1
0
0
.
0
%
 
(
1
)
 
2
.
5
–
1
0
0
.
0
%
 
 
 
 
 
 
R
u
s
s
i
a
n
 
w
h
e
a
t
 
a
p
h
i
d
 
G
r
o
w
e
r
 
(
n
=
5
2
)
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
 
4
6
.
2
%
 
(
2
4
)
 
3
2
.
2
–
6
0
.
5
%
 
 
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
 
3
0
.
8
%
 
(
1
6
)
 
1
8
.
7
–
4
5
.
1
%
 
 
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
 
a
n
d
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
 
7
.
7
%
 
(
4
)
 
2
.
1
–
1
8
.
5
%
 
 
 
C
o
n
t
a
c
t
 
D
A
F
W
A
 
h
e
a
d
 
o
f
f
i
c
e
 
3
.
8
%
 
(
2
)
 
0
.
5
–
1
3
.
2
%
 
 
 
C
a
l
l
 
N
a
t
i
o
n
a
l
 
H
o
t
l
i
n
e
 
3
.
8
%
 
(
2
)
 
0
.
5
–
1
3
.
2
%
 
 
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
3
.
8
%
 
(
2
)
 
0
.
5
–
1
3
.
2
%
 
 
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
,
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
1
.
9
%
 
(
1
)
 
0
.
0
5
–
1
0
.
3
%
 
 
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
,
 
C
a
l
l
 
A
g
L
i
n
e
 
o
r
 
P
a
D
I
S
,
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
1
.
9
%
 
(
1
)
 
0
.
0
5
–
1
0
.
3
%
 
 
 
 
 
 
 
A
g
r
i
c
u
l
t
u
r
a
l
 
C
o
n
s
u
l
t
a
n
t
 
(
n
=
1
4
)
 
C
o
n
t
a
c
t
 
D
A
F
W
A
 
h
e
a
d
 
o
f
f
i
c
e
 
2
8
.
6
%
 
(
4
)
 
8
.
4
–
5
8
.
1
%
 P
a
g
e
 
3
9
0
 
 
H
P
P
 
E
m
p
l
o
y
m
e
n
t
 
c
a
t
e
g
o
r
y
 
A
c
t
i
o
n
/
s
 
E
s
t
i
m
a
t
e
 
(
c
o
u
n
t
)
 
9
5
%
 
C
o
n
f
i
d
e
n
c
e
 
I
n
t
e
r
v
a
l
 
R
u
s
s
i
a
n
 
w
h
e
a
t
 
a
p
h
i
d
 
A
g
r
i
c
u
l
t
u
r
a
l
 
C
o
n
s
u
l
t
a
n
t
 
(
n
=
1
4
)
 
C
o
n
t
a
c
t
 
D
A
F
W
A
 
h
e
a
d
 
o
f
f
i
c
e
 
2
8
.
6
%
 
(
4
)
 
8
.
4
–
5
8
.
1
%
 
 
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
 
2
1
.
4
%
 
(
3
)
 
4
.
7
–
5
0
.
8
%
 
 
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
2
1
.
4
%
 
(
3
)
 
4
.
7
–
5
0
.
8
%
 
 
 
C
o
n
t
a
c
t
 
D
A
F
W
A
 
h
e
a
d
 
o
f
f
i
c
e
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
7
.
1
%
 
(
1
)
 
0
.
2
–
3
3
.
9
%
 
 
 
C
a
l
l
 
N
a
t
i
o
n
a
l
 
H
o
t
l
i
n
e
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
7
.
1
%
 
(
1
)
 
0
.
2
–
3
3
.
9
%
 
 
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
,
 
C
o
n
t
a
c
t
 
D
A
F
W
A
 
h
e
a
d
 
o
f
f
i
c
e
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
7
.
1
%
 
(
1
)
 
0
.
2
–
3
3
.
9
%
 
 
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
,
 
C
o
n
t
a
c
t
 
D
A
F
W
A
 
h
e
a
d
 
o
f
f
i
c
e
,
 
C
a
l
l
 
A
g
L
i
n
e
 
o
r
 
P
a
D
I
S
,
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
7
.
1
%
 
(
1
)
 
0
.
2
–
3
3
.
9
%
 
 
 
 
 
 
 
D
A
F
W
A
 
S
t
a
f
f
 
(
n
=
2
2
)
 
C
o
n
t
a
c
t
 
D
A
F
W
A
 
h
e
a
d
 
o
f
f
i
c
e
 
4
0
.
9
%
 
(
9
)
 
2
0
.
7
–
6
3
.
6
%
 
 
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
2
2
.
7
%
 
(
5
)
 
7
.
8
–
4
5
.
4
%
 
 
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
 
9
.
1
%
 
(
2
)
 
1
.
1
–
2
9
.
2
%
 
 
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
 
4
.
5
%
 
(
1
)
 
0
.
1
–
2
2
.
8
%
 
 
 
C
a
l
l
 
A
g
L
i
n
e
 
o
r
 
P
a
D
I
S
 
4
.
5
%
 
(
1
)
 
0
.
1
–
2
2
.
8
%
 
 
 
C
o
n
t
a
c
t
 
D
A
F
W
A
 
h
e
a
d
 
o
f
f
i
c
e
 
a
n
d
 
C
a
l
l
 
N
a
t
i
o
n
a
l
 
H
o
t
l
i
n
e
 
4
.
5
%
 
(
1
)
 
0
.
1
–
2
2
.
8
%
  
P
a
g
e
 
3
9
1
 
H
P
P
 
E
m
p
l
o
y
m
e
n
t
 
c
a
t
e
g
o
r
y
 
A
c
t
i
o
n
/
s
 
E
s
t
i
m
a
t
e
 
(
c
o
u
n
t
)
 
9
5
%
 
C
o
n
f
i
d
e
n
c
e
 
I
n
t
e
r
v
a
l
 
R
u
s
s
i
a
n
 
w
h
e
a
t
 
a
p
h
i
d
 
D
A
F
W
A
 
S
t
a
f
f
 
(
n
=
2
2
)
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
,
 
C
o
n
t
a
c
t
 
D
A
F
W
A
 
h
e
a
d
 
o
f
f
i
c
e
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
4
.
5
%
 
(
1
)
 
0
.
1
–
2
2
.
8
%
 
 
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
 
a
n
d
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
 
4
.
5
%
 
(
1
)
 
0
.
1
–
2
2
.
8
%
 
 
 
C
a
l
l
 
A
g
L
i
n
e
 
o
r
 
P
a
D
I
S
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
4
.
5
%
 
(
1
)
 
0
.
1
–
2
2
.
8
%
 
 
 
 
 
 
 
S
e
e
d
 
H
a
n
d
l
i
n
g
/
 
C
l
e
a
n
i
n
g
 
(
n
=
1
)
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
 
1
0
0
.
0
%
 
2
.
5
–
1
0
0
.
0
%
 
 
 
 
 
 
B
a
r
l
e
y
 
s
t
r
i
p
e
 
r
u
s
t
 
G
r
o
w
e
r
 
(
n
=
5
9
)
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
 
5
4
.
2
%
 
(
3
2
)
 
4
0
.
8
–
6
7
.
3
%
 
 
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
 
2
2
.
0
%
 
(
1
3
)
 
1
2
.
3
–
3
4
.
7
%
 
 
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
8
.
5
%
 
(
5
)
 
2
.
8
–
1
8
.
7
%
 
 
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
 
a
n
d
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
 
5
.
1
%
 
(
3
)
 
1
.
1
–
1
4
.
1
%
 
 
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
,
 
C
a
l
l
 
A
g
L
i
n
e
 
o
r
 
P
a
D
I
S
,
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
5
.
1
%
 
(
3
)
 
1
.
1
–
1
4
.
1
%
 
 
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
,
 
a
n
d
 
C
a
l
l
 
A
g
L
i
n
e
 
o
r
 
P
a
D
I
S
 
1
.
7
%
 
(
1
)
 
0
.
0
4
–
9
.
1
%
 
 
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
,
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
 
a
n
d
 
C
o
n
t
a
c
t
 
D
A
F
W
A
 
h
e
a
d
 
o
f
f
i
c
e
 
1
.
7
%
 
(
1
)
 
0
.
0
4
–
9
.
1
%
 
 
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
,
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
1
.
7
%
 
(
1
)
 
0
.
0
4
–
9
.
1
%
 P
a
g
e
 
3
9
2
 
 
H
P
P
 
E
m
p
l
o
y
m
e
n
t
 
c
a
t
e
g
o
r
y
 
A
c
t
i
o
n
/
s
 
E
s
t
i
m
a
t
e
 
(
c
o
u
n
t
)
 
9
5
%
 
C
o
n
f
i
d
e
n
c
e
 
I
n
t
e
r
v
a
l
 
B
a
r
l
e
y
 
s
t
r
i
p
e
 
r
u
s
t
 
A
g
r
i
c
u
l
t
u
r
a
l
 
C
o
n
s
u
l
t
a
n
t
 
(
n
=
1
4
)
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
3
5
.
7
%
 
(
5
)
 
1
2
.
8
–
6
4
.
9
%
 
 
 
C
o
n
t
a
c
t
 
D
A
F
W
A
 
h
e
a
d
 
o
f
f
i
c
e
 
2
1
.
4
%
 
(
3
)
 
4
.
7
–
5
0
.
8
%
 
 
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
 
7
.
1
%
 
(
1
)
 
0
.
2
–
3
3
.
9
%
 
 
 
C
a
l
l
 
A
g
L
i
n
e
 
o
r
 
P
a
D
I
S
 
7
.
1
%
 
(
1
)
 
0
.
2
–
3
3
.
9
%
 
 
 
C
o
n
t
a
c
t
 
D
A
F
W
A
 
h
e
a
d
 
o
f
f
i
c
e
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
7
.
1
%
 
(
1
)
 
0
.
2
–
3
3
.
9
%
 
B
a
r
l
e
y
 
s
t
r
i
p
e
 
r
u
s
t
 
A
g
r
i
c
u
l
t
u
r
a
l
 
C
o
n
s
u
l
t
a
n
t
 
(
n
=
1
4
)
 
C
a
l
l
 
N
a
t
i
o
n
a
l
 
H
o
t
l
i
n
e
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
7
.
1
%
 
(
1
)
 
0
.
2
–
3
3
.
9
%
 
 
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
,
 
C
o
n
t
a
c
t
 
D
A
F
W
A
 
h
e
a
d
 
o
f
f
i
c
e
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
7
.
1
%
 
(
1
)
 
0
.
2
–
3
3
.
9
%
 
 
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
,
 
C
o
n
t
a
c
t
 
D
A
F
W
A
 
h
e
a
d
 
o
f
f
i
c
e
,
 
C
a
l
l
 
A
g
L
i
n
e
 
o
r
 
P
a
D
I
S
,
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
7
.
1
%
 
(
1
)
 
0
.
2
–
3
3
.
9
%
 
 
 
 
 
 
 
D
A
F
W
A
 
S
t
a
f
f
 
(
n
=
2
2
)
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
3
6
.
4
%
 
(
8
)
 
1
7
.
2
–
5
9
.
3
%
 
 
 
C
o
n
t
a
c
t
 
D
A
F
W
A
 
h
e
a
d
 
o
f
f
i
c
e
 
2
7
.
3
%
 
(
6
)
 
1
0
.
7
–
4
3
.
4
%
 
 
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
 
9
.
1
%
 
(
2
)
 
1
.
1
–
2
9
.
2
%
 
 
 
D
i
s
c
u
s
s
 
w
i
t
h
 
c
o
n
s
u
l
t
a
n
t
 
a
n
d
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
 
9
.
1
%
 
(
2
 
0
.
1
–
2
2
.
8
%
 
 
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
 
5
.
9
%
 
(
1
)
 
0
.
1
–
2
2
.
8
%
  
P
a
g
e
 
3
9
3
 
H
P
P
 
E
m
p
l
o
y
m
e
n
t
 
c
a
t
e
g
o
r
y
 
A
c
t
i
o
n
/
s
 
E
s
t
i
m
a
t
e
 
(
c
o
u
n
t
)
 
9
5
%
 
C
o
n
f
i
d
e
n
c
e
 
I
n
t
e
r
v
a
l
 
B
a
r
l
e
y
 
s
t
r
i
p
e
 
r
u
s
t
 
D
A
F
W
A
 
S
t
a
f
f
 
(
n
=
2
2
)
 
C
a
l
l
 
N
a
t
i
o
n
a
l
 
H
o
t
l
i
n
e
 
5
.
9
%
 
(
1
)
 
0
.
1
–
2
2
.
8
%
 
 
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
,
 
C
o
n
t
a
c
t
 
D
A
F
W
A
 
h
e
a
d
 
o
f
f
i
c
e
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
5
.
9
%
 
(
1
)
 
0
.
1
–
2
2
.
8
%
 
 
 
C
a
l
l
 
A
g
L
i
n
e
 
o
r
 
P
a
D
I
S
 
a
n
d
 
S
e
n
d
 
s
a
m
p
l
e
s
 
t
o
 
A
G
W
E
S
T
 
5
.
9
%
 
(
1
)
 
0
.
1
–
2
2
.
8
%
 
 
 
 
 
 
 
S
e
e
d
 
H
a
n
d
l
i
n
g
/
 
C
l
e
a
n
i
n
g
 
(
n
=
1
)
 
C
o
n
t
a
c
t
 
l
o
c
a
l
 
D
A
F
W
A
 
o
f
f
i
c
e
 
1
0
0
.
0
%
 
(
1
)
 
2
.
5
–
1
0
0
.
0
%
  
Page 394  
Page 395 
Appendix 4:  R code for model with monitoring of convergence 
# winbugs/openbugs 
# Latent class model for the 2 tests 3 populations with assumed conditional dependence 
between tests 
 
#1 where is the data! 
library(BRugs) 
setwd('C:/Documents and Settings/29405801/My Documents/PhD/6_Test 
Validation/Models/Versions/Bugs_090609/2tests_3populations') 
 
#2. read the model 
modelCheck("Model_Prior_Informative.txt") 
 
#3 load the data 
modelData("Data.txt") 
modelCompile(numChains=3) 
 
#4 load the initial values for the parameters 
modelInits("Inits_Convergence1.txt", chainNum = 1) 
modelInits("Inits_Convergence2.txt", chainNum = 2) 
modelInits("Inits_Convergence3.txt", chainNum = 3) 
modelGenInits() 
 
#5 run the sampler 
parameters <-  c("se","sp","p","cov.sp","cov.se") 
np = length(parameters) 
samplesSet( parameters ) 
modelUpdate(150000) 
n = 0 
 
pdf('2tests_3populations_modelling_Prior_Informative.pdf') 
for ( i in 1:np){ 
samplesHistory( parameters[i],beg=n+1 ,ask=FALSE,mfrow=c(1,1)) 
samplesDensity( parameters[i],beg=n+1 ,ask=FALSE,mfrow=c(1,1)) } 
dev.off() 
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#6 Summary 
sink('2tests_3populations_modelling_Prior_Informative_stats.txt') 
ans = samplesStats("*",beg=n+1) 
print(ans) 
sink() 
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Appendix 5:  Winbugs Model Files 
Model.txt 
model{ 
# Priors for Se and Sp and the prevalence (p) 
for (i in 1:2){ 
se[i] ~ dbeta(5,3); 
sp[i] ~ dbeta(7,1); 
} 
 
# Limits for covariates 
se.l <- max(-(1-se[1])*(1-se[2]),-se[1]*se[2]) 
se.u <- min(se[1]*(1-se[2]),se[2]*(1-se[1])) 
cov.se ~ dunif(se.l,se.u) 
sp.l <- max(-(1-sp[1])*(1-sp[2]),-sp[1]*sp[2]) 
sp.u <- min(sp[1]*(1-sp[2]),sp[2]*(1-sp[1])) 
cov.sp ~ dunif(sp.l,sp.u) 
 
# The model 
for (i in 1:3) { 
p[i] ~ dbeta(1,1); 
pop[i,1:4] ~ dmulti(par[i,1:4],n[i]); 
par[i,1] <- (se[1]*se[2]+cov.se)*p[i] + ((1-sp[1])*(1-sp[2])+cov.sp)*(1-p[i]); 
par[i,2] <- (se[1]*(1-se[2])-cov.se)*p[i] + ((1-sp[1])*(sp[2])-cov.sp)*(1-p[i]); 
par[i,3] <- ((1-se[1])*(se[2])-cov.se)*p[i] + ((sp[1])*(1-sp[2])-cov.sp)*(1-p[i]); 
par[i,4] <- ((1-se[1])*(1-se[2])+cov.se)*p[i] + ((sp[1])*(sp[2])+cov.sp)*(1-p[i]); 
n[i] <- sum(pop[i,]) 
} 
}  
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Inits.txt 
#INITS  
list(se=c(0.8,0.8),sp=c(0.8,0.8),p=c(0.5,0.5,0.5),cov.sp=0,cov.se=0) 
Data.txt 
# DATA MUST BE ORDERED ++| +-| -+| -- 
# Populations Albany, Geraldton, Kwinana West 
# Tests PCR=1, Wash=2 
pop[,1] pop[,2] pop[,3] pop[,4] 
1 6 4 89 
0 3 2 26 
0 22 1 61 
END 
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Appendix 7:  Proportion of HOST received by CBH in each REGION 
for 1997/98 to 2006/07 harvest periods 
Harvest 
period 
Host  Region 
Albany  Esperance  Geraldton  Kwinana 
East 
Kwinana 
West 
1997/98  Wheat  0.9968  0.9957  0.9999  0.9978  0.9994 
Triticale  0.0032  0.0043  0.0001  0.0022  0.0006 
Durum  0  0  0  0.0001  0 
             
1998/99  Wheat  0.9993  0.9958  0.9999  0.9989  0.9990 
Triticale  0.0007  0.0042  0  0.001  0.0007 
Durum  0  0  0.0001  0.0001  0.0004 
             
1999/00  Wheat  0.9996  0.9984  0.9993  0.9986  0.9977 
Triticale  0.0004  0.0004  0  0.0010  0.0007 
Durum  0  0.0012  0.0007  0.0004  0.0017 
             
2000/01  Wheat  1.0000  0.9993  0.9997  0.9978  0.9980 
Triticale  0.0000  0.0000  0.0000  0.0016  0.0001 
Durum  0.0000  0.0007  0.0003  0.0006  0.0019 
             
2001/02  Wheat  1.0000  1.0000  0.9996  0.9976  0.9975 
Triticale  0.0000  0.0000  0.0000  0.0019  0.0010 
Durum  0.0000  0.0000  0.0004  0.0005  0.0015 
             
2002/03  Wheat  1.0000  1.0000  0.9996  0.9988  0.9995 
Triticale  0.0000  0.0000  0.0000  0.0011  0.0002 
Durum  0.0000  0.0000  0.0004  0.0001  0.0003 
             
2003/04  Wheat  1.0000  1.0000  1.0000  0.9946  0.9968 
Triticale  0.0000  0.0000  0.0000  0.0048  0.0010 
Durum  0.0000  0.0000  0.0000  0.0006  0.0022 
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Harvest 
period 
Host  Region 
Albany  Esperance  Geraldton  Kwinana 
East 
Kwinana 
West 
2004/05  Wheat  1.0000  1.0000  0.9994  0.9977  0.9992 
Triticale  0.0000  0.0000  0.0006  0.0018  0.0002 
Durum  0.0000  0.0000  0.0000  0.0004  0.0007 
             
2005/06  Wheat  1.0000  1.0000  1.0000  0.9976  0.9993 
Triticale  0.0000  0.0000  0.0000  0.0022  0.0000 
Durum  0.0000  0.0000  0.0000  0.0002  0.0007 
             
2006/07  Wheat  1.0000  1.0000  1.0000  0.9978  0.9995 
Triticale  0.0000  0.0000  0.0000  0.0019  0.0002 
Durum  0.0000  0.0000  0.0000  0.0003  0.0003 
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Appendix 8:  Volume, and average number of GS samples and lots 
of grain produced in Western from 1997/98 to 2006/07 
Harvest 
Period 
Region  Host  Volume (‘000s 
tonnes) 
Potential 
Lots (‘000s) 
Potential 
GS 
samples 
1997/98  Albany  Wheat  1 359  52 257  114 
    Triticale  8  299  1 
    Durum  0  0  0 
  Esperance  Wheat  762  29 320  64 
    Triticale  7  278  1 
    Durum  0  0  0 
  Geraldton  Wheat  1 574  60 526  132 
    Triticale  1  37  1 
    Durum  0  0  0 
  Kwinana 
East 
Wheat  2 256  86 762  188 
    Triticale  11  408  1 
    Durum  0  0  0 
  Kwinana 
West 
Wheat  1 774  68 235  148 
    Triticale  9  337  1 
    Durum  0  0  0 
           
1998/99  Albany  Wheat  1 394  53 601  117 
    Triticale  13  516  2 
    Durum  0  0  0 
  Esperance  Wheat  823  31 659  69 
    Triticale  9  353  1 
    Durum  0  0  0  
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Harvest 
Period 
Region  Host  Volume (‘000s 
tonnes) 
Potential 
Lots (‘000s) 
Potential 
GS 
samples 
1998/99  Geraldton  Wheat  16 728  643 388  1 395 
    Triticale  2  77  1 
    Durum  0  0  0 
  Kwinana 
East 
Wheat  2 390  91 934  200 
    Triticale  10  390  1 
    Durum  0  0  0 
  Kwinana 
West 
Wheat  1 890  72 705  158 
    Triticale  8  314  1 
    Durum  0  0  0 
           
1999/2000  Albany  Wheat  1 762  67 753  147 
    Triticale  21  804  2 
    Durum  0  0  0 
  Esperance  Wheat  858  33 008  72 
    Triticale  0  0  0 
    Durum  0  0  0 
  Geraldton  Wheat  1 730  66 540  145 
    Triticale  0  0  0 
    Durum  0  0  0 
  Kwinana 
East 
Wheat  2 605  100 208  218 
    Triticale  7  261  1 
    Durum  0  0  0 
  Kwinana 
West 
Wheat  2 049  78 807  171 
    Triticale  8  291  1 
    Durum  0  0  0  
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Harvest 
Period 
Region  Host  Volume (‘000s 
tonnes) 
Potential 
Lots (‘000s) 
Potential 
GS 
samples 
2000/01  Albany  Wheat  1 301  50 056  109 
    Triticale  11  435  1 
    Durum  0  0  0 
  Esperance  Wheat  804  30 919  67 
    Triticale  5  195  1 
    Durum  0  0  0 
  Geraldton  Wheat  1 900  73 081  159 
    Triticale  4  163  1 
    Durum  0  0  0 
  Kwinana 
East 
Wheat  3 320  127 697  277 
    Triticale  31  1 200  3 
    Durum  0  0  0 
  Kwinana 
West 
Wheat  1 763  67 792  147 
    Triticale  8  301  1 
    Durum  0  0  0 
           
2001/02  Albany  Wheat  1 406  54 082  118 
    Triticale  13  513  2 
    Durum  0  0  0 
  Esperance  Wheat  967  37 183  81 
    Triticale  1  33  1 
    Durum  0  0  0 
  Geraldton  Wheat  1 358  52 243  114 
    Triticale  1  27  1 
    Durum  0  0  0  
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Harvest 
Period 
Region  Host  Volume (‘000s 
tonnes) 
Potential 
Lots (‘000s) 
Potential 
GS 
samples 
2001/02  Kwinana 
East 
Wheat  2 263  87 021  189 
    Triticale  10  373  1 
    Durum  0  0  0 
  Kwinana 
West 
Wheat  1 766  67 930  148 
    Triticale  8  294  1 
    Durum  0  0  0 
           
2002/03  Albany  Wheat  819  31 488  69 
    Triticale  11  404  1 
    Durum  0  0  0 
  Esperance  Wheat  393  15 098  33 
    Triticale  2  68  1 
    Durum  0  0  0 
  Geraldton  Wheat  928  35 699  78 
    Triticale  1  25  1 
    Durum  0  0  0 
  Kwinana 
East 
Wheat  1 069  41 122  90 
    Triticale  5  211  1 
    Durum  0  0  0 
  Kwinana 
West 
Wheat  838  32 248  70 
    Triticale  4  167  1 
    Durum  0  0  0 
           
2003/04  Albany  Wheat  1 778  68 373  149 
    Triticale  14  530  2 
    Durum  0  0  0  
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Harvest 
Period 
Region  Host  Volume (‘000s 
tonnes) 
Potential 
Lots (‘000s) 
Potential 
GS 
samples 
2003/04  Esperance  Wheat  1 036  39 851  87 
    Triticale  6  238  1 
    Durum  0  0  0 
  Geraldton  Wheat  1 955  75 210  163 
    Triticale  6  234  1 
    Durum  0  0  0 
  Kwinana 
East 
Wheat  3 543  136 265  296 
    Triticale  27  1 026  3 
    Durum  0  0  0 
  Kwinana 
West 
Wheat  2 758  106 072  230 
    Triticale  20  788  2 
    Durum  0  0  0 
           
2004/05  Albany  Wheat  1 417  54 519  119 
    Triticale  11  414  1 
    Durum  0  0  0 
  Esperance  Wheat  839  32 265  70 
    Triticale  4  146  1 
    Durum  0  0  0 
  Geraldton  Wheat  1 538  59 166  129 
    Triticale  3  129  1 
    Durum  0  0  0 
  Kwinana 
East 
Wheat  2 715  104 423  227 
    Triticale  16  625  2 
    Durum  0  0  0  
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Harvest 
Period 
Region  Host  Volume (‘000s 
tonnes) 
Potential 
Lots (‘000s) 
Potential 
GS 
samples 
2004/05  Kwinana 
West 
Wheat  2 109  81 130  176 
    Triticale  13  489  2 
    Durum  0  0  0 
           
2005/06  Albany  Wheat  1 301  50 056  109 
    Triticale  11  435  1 
    Durum  0  0  0 
  Esperance  Wheat  804  30 919  67 
    Triticale  5  195  1 
    Durum  0  0  0 
  Geraldton  Wheat  1 900  73 081  159 
    Triticale  4  163  1 
    Durum  0  0  0 
  Kwinana 
East 
Wheat  3 320  127 697  277 
    Triticale  31  1 200  3 
    Durum  0  0  0 
  Kwinana 
West 
Wheat  1 763  67 792  147 
    Triticale  8  301  1 
    Durum  0  0  0 
           
2006/07  Albany  Wheat  966  37 157  81 
    Triticale  12  479  2 
    Durum  0  0  0 
  Esperance  Wheat  680  26 147  57 
    Triticale  2  70  1 
    Durum  0  0  0  
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Harvest 
Period 
Region  Host  Volume (‘000s 
tonnes) 
Potential 
Lots (‘000s) 
Potential 
GS 
samples 
2006/07  Geraldton  Wheat  433  16 660  37 
    Triticale  1  50  1 
    Durum  0  0  0 
  Kwinana 
East 
Wheat  1 717  66 035  144 
    Triticale  11  430  1 
    Durum  0  0  0 
  Kwinana 
West 
Wheat  1 338  51 477  112 
    Triticale  9  352  1 
    Durum  0  0  0  
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Appendix 10:  Component unit sensitivity for the GS sample 
surveillance system component for export grain 
P*Delivery 
Parcel (%) 
P*Grain (%)  Mean  95% Confidence interval 
1.00  3.00  16.77%  15.93–17.40% 
  1.00  16.80%  15.93–17.42% 
  0.04  16.63%  15.78–17.24% 
  0.0004  14.06%  13.24–14.76% 
  0.00004  3.13%  2.30–3.89% 
  0.000004  0.22%  0.14–0.28% 
       
0.50  3.00  12.11%  11.49–12.56% 
  1.00  12.05%  11.45–12.48% 
  0.04  11.86%  11.24–12.30% 
  0.0004  8.30%  7.64–8.91% 
  0.00004  1.40%  0.99–1.78% 
  0.000004  0.09%  0.06–0.12% 
       
0.25  3.00  6.05%  5.73–6.26% 
  1.00  6.12%  5.80–6.35% 
  0.04  6.11%  5.80–6.34% 
  0.0004  3.47%  3.10–3.82% 
  0.00004  0.52%  0.36–0.66% 
  0.000004  0.04%  0.02–0.05% 
       
0.10  3.00  1.49%  1.41–1.54% 
  1.00  1.49%  1.41–1.54% 
  0.04  1.48%  1.41–1.54% 
  0.0004  0.72%  0.60–0.82% 
  0.00004  0.12%  0.08–0.15% 
  0.000004  0.01%  0.00–0.01%  
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Appendix 12:  Estimated component sensitivity of the Reporting 
surveillance system component at varying among-lot and within-
lot design prevalence prevalences for the 1997/98 to 2006/07 
harvest periods 
Harvest 
period 
P*Lot (%)  P*Grain (%)  CSe estimate 
Mean  95% credible interval 
1997/98  1.00  3.00  95.32%  41.9-100.0% 
    1.00  95.47%  43.8-100.0% 
    0.04  92.06%  29.7-100.0% 
  0.50  3.00  91.14%  25.0-100.0% 
    1.00  91.93%  30.1-100.0% 
    0.04  85.82%  16.2-100.0% 
  0.25  3.00  84.88%  14.8-100.0% 
    1.00  84.61%  13.3-100.0% 
    0.04  76.48%  8.1-100.0% 
  0.10  3.00  70.69%  5.7-99.9% 
    1.00  71.08%  6.0-99.9% 
    0.04  58.77%  3.3-98.9% 
         
1998/99  1.00  3.00  96.39%  57.3-100.0% 
    1.00  96.39%  55.6-100.0% 
    0.04  93.84%  44.4-100.0% 
  0.50  3.00  93.04%  39.4-100.0% 
    1.00  93.65%  44.4-100.0% 
    0.04  89.07%  30.4-100.0% 
  0.25  3.00  88.21%  26.4-100.0% 
    1.00  87.93%  26.4-100.0% 
    0.04  81.27%  17.9-100.0%  
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Harvest 
period 
P*Lot (%)  P*Grain (%)  CSe estimate 
Mean  95% credible interval 
1998/99  0.10  3.00  76.7%  13.5-100.0% 
    1.00  77.0%  13.7-100.0% 
    0.04  66.9%  8.7-99.3% 
         
1999/00  1.00  3.00  96.1%  49.7-100.0% 
    1.00  96.2%  50.6-100.0% 
    0.04  93.2%  33.5-100.0% 
  0.50  3.00  92.4%  27.8-100.0% 
    1.00  93.2%  33.8-100.0% 
    0.04  87.7%  19.3-100.0% 
  0.25  3.00  86.8%  16.9-100.0% 
    1.00  86.6%  16.6-100.0% 
    0.04  79.0%  9.1-100.0% 
  0.10  3.00  73.8%  6.8-100.0% 
    1.00  74.2%  6.9-100.0% 
    0.04  62.4%  3.9-99.5% 
         
2000/01  1.00  3.00  95.6%  48.0-100.0% 
    1.00  95.7%  48.8-100.0% 
    0.04  92.6%  33.8-100.0% 
  0.50  3.00  91.8%  27.9-100.0% 
    1.00  92.4%  33.9-100.0% 
    0.04  86.8%  18.9-100.0% 
  0.25  3.00  85.8%  16.2-100.0% 
    1.00  85.5%  15.5-100.0% 
    0.04  77.7%  8.7-100.0%  
Page 439 
Harvest 
period 
P*Lot (%)  P*Grain (%)  CSe estimate 
Mean  95% credible interval 
2000/01  0.10  3.00  72.3%  6.4-100.0% 
    1.00  72.5%  7.0-100.0% 
    0.04  60.8%  3.8-99.1% 
         
2001/02  1.00  3.00  95.3%  45.0-100.0% 
    1.00  95.4%  44.3-100.0% 
    0.04  92.1%  28.9-100.0% 
  0.50  3.00  91.1%  23.4-100.0% 
    1.00  91.9%  28.9-100.0% 
    0.04  85.8%  15.8-100.0% 
  0.25  3.00  84.8%  14.0-100.0% 
    1.00  84.6%  13.5-100.0% 
    0.04  76.3%  7.2-100.0% 
  0.10  3.00  70.5%  5.7-99.9% 
    1.00  70.9%  5.6-99.9% 
    0.04  58.6%  3.3-99.1% 
         
2002/03  1.00  3.00  92.0%  27.8-100.0% 
    1.00  92.2%  27.3-100.0% 
    0.04  86.9%  15.9-100.0% 
  0.50  3.00  85.8%  13.4-100.0% 
    1.00  86.8%  17.3-100.0% 
    0.04  78.1%  9.3-100.0% 
  0.25  3.00  76.8%  8.3-100.0% 
    1.00  76.5%  7.5-100.0% 
    0.04  65.4%  4.0-99.8%  
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Harvest 
period 
P*Lot (%)  P*Grain (%)  CSe estimate 
Mean  95% credible interval 
2002/03  0.10  3.00  58.5%  2.9-99.2% 
    1.00  58.7%  3.2-99.1% 
    0.04  44.7%  1.8-94.0% 
         
2003/04  1.00  3.00  96.6%  55.4-100.0% 
    1.00  96.5%  53.7-100.0% 
    0.04  93.9%  37.4-100.0% 
  0.50  3.00  93.2%  32.6-100.0% 
    1.00  93.9%  38.8-100.0% 
    0.04  89.0%  21.8-100.0% 
  0.25  3.00  88.0%  19.1-100.0% 
    1.00  88.0%  18.2-100.0% 
    0.04  81.0%  10.5-100.0% 
  0.10  3.00  76.0%  8.7-100.0% 
    1.00  76.4%  8.4-100.0% 
    0.04  65.4%  4.7-99.7% 
         
2004/05  1.00  3.00  95.6%  45.9-100.0% 
    1.00  95.7%  47.9-100.0% 
    0.04  92.4%  31.4-100.0% 
  0.50  3.00  91.6%  26.1-100.0% 
    1.00  92.3%  30.0-100.0% 
    0.04  86.6%  17.2-100.0% 
  0.25  3.00  85.5%  15.2-100.0% 
    1.00  85.3%  14.9-100.0% 
    0.04  77.5%  8.3-100.0% 
  0.10  3.00  71.9%  6.5-100.0% 
    1.00  72.2%  6.4-100.0%  
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Harvest 
period 
P*Lot (%)  P*Grain (%)  CSe estimate 
Mean  95% credible interval 
2004/05  0.10  0.04  60.2%  3.6-99.1% 
2005/06  1.00  3.00  95.6%  48.1-100.0% 
    1.00  95.7%  48.8-100.0% 
    0.04  92.6%  31.6-100.0% 
  0.50  3.00  91.7%  27.6-100.0% 
    1.00  92.4%  32.5-100.0% 
    0.04  86.8%  18.3-100.0% 
  0.25  3.00  85.8%  16.7-100.0% 
    1.00  85.6%  15.0-100.0% 
    0.04  77.7%  9.1-100.0% 
  0.10  3.00  72.2%  6.7-99.9% 
    1.00  72.6%  9.8-99.9% 
    0.04  61.0%  4.0-99.1% 
         
2006/07  1.00  3.00  94.9%  41.9–100.0% 
    1.00  94.8%  44.3–100.0% 
    0.04  90.8%  26.7–100.0% 
  0.50  3.00  90.2%  23.7–100.0% 
    1.00  90.4%  25.3–100.0% 
    0.04  84.4%  15.8–100.0% 
  0.25  3.00  83.3%  14.4–100.0% 
    1.00  83.2%  13.5–100.0% 
    0.04  73.9%  8.2–100.0% 
  0.10  3.00  69.1%  5.7–99.9% 
    1.00  68.8%  5.3–99.8% 
    0.04  56.1%  3.1–98.1% 
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Appendix 13:  Estimated component sensitivity of the Seed Testing 
surveillance system component at varying among-lot and within-
lot design prevalence prevalences for the 2004/05 to 2006/07 
harvest periods 
Harvest 
period 
P*Lot (%)  P*Grain (%)  CSe estimate (%) 
Mean  95% credible interval 
2004/05  1.00  3.00  8.1%  0.5-16.5% 
    1.00  8.1%  0.6-16.4% 
    0.04  5.3%  0.3-12.6% 
  0.50  3.00  4.4%  0.3-9.0% 
    1.00  4.3%  0.3-8.9% 
    0.04  2.8%  0.1-6.7% 
  0.25  3.00  2.2%  0.1-4.7% 
    1.00  2.2%  0.1-4.7% 
    0.04  1.4%  0.1-3.5% 
  0.10  3.00  0.9%  0.0-1.9% 
    1.00  0.9%  0.0-1.9% 
    0.04  0.6%  0.0-1.4% 
         
2005/06  1.00  3.00  7.7%  0.4-17.6% 
    1.00  7.6%  0.5-17.7% 
    0.04  6.0%  0.3-14.9% 
  0.50  3.00  4.1%  0.2-9.6% 
    1.00  4.0%  0.2-9.6% 
    0.04  3.2%  0.2-8.0% 
  0.25  3.00  2.1%  0.1-5.0% 
    1.00  2.0%  0.1-5.0% 
    0.04  1.6%  0.0-4.2%  
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Harvest 
period 
P*Lot (%)  P*Grain (%)  CSe estimate (%) 
Mean  95% credible interval 
2005/06  0.10  3.00  0.8%  0.0-2.0% 
    1.00  0.8%  0.0-2.0% 
    0.04  0.7%  0.0-1.7% 
         
2006/07  1.00  3.00  4.2%  0.2–9.9% 
    1.00  4.1%  0.2–9.8% 
    0.04  2.8%  0.1–7.2% 
  0.50  3.00  2.2%  0.1–5.2% 
    1.00  2.1%  0.1–5.1% 
    0.04  1.4%  0.1–3.7% 
  0.25  3.00  1.1%  0.1–2.6% 
    1.00  1.1%  0.1–2.6% 
    0.04  0.7%  0.0–1.9% 
  0.10  3.00  0.4%  0.0–1.1% 
    1.00  0.4%  0.0–1.1% 
    0.04  0.3%  0.0–0.8%  
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Appendix 14:  Estimated probability of freedom at an among-lot 
design prevalence of 0.25% and varying within-lot design 
prevalence prevalences for the 1997/98 to 2006/07 harvest 
periods 
P*Grain (%)  Harvest period  CSe estimate 
Mean  95% credible interval 
3.00  1997/98  99.75%  99.19–100.00% 
  1998/99  99.85%  99.18–100.00% 
  1999/00  99.84%  98.96–100.00% 
  2000/01  99.43%  96.20–100.00% 
  2001/02  99.13%  93.93–100.00% 
  2002/03  98.67%  91.26–100.00% 
  2003/04  98.83%  90.86–100.00% 
  2004/05  99.23%  93.83–100.00% 
  2005/06  99.92%  99.39–100.00% 
  2006/07  99.28%  99.28–100.00% 
       
1.00  1997/98  99.75%  99.20–100.00% 
  1998/99  99.86%  99.18–100.00% 
  1999/00  99.84%  98.94–100.00% 
  2000/01  99.43%  96.18–100.00% 
  2001/02  99.14%  93.86–100.00% 
  2002/03  98.69%  91.26–100.00% 
  2003/04  98.85%  90.63–100.00% 
  2004/05  99.25%  93.80–100.00% 
  2005/06  99.92%  99.38–100.00% 
  2006/07  99.28%  95.81–100.00%  
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P*Grain (%)  Harvest period  CSe estimate 
Mean  95% credible interval 
0.04  1997/98  99.65%  99.14–100.00% 
  1998/99  99.79%  99.00–100.00% 
  1999/00  99.77%  98.69–100.00% 
  2000/01  99.18%  95.25–100.00% 
  2001/02  98.73%  92.25–100.00% 
  2002/03  98.11%  89.03–99.99% 
  2003/04  98.23%  87.82–100.00% 
  2004/05  98.83%  91.40–100.00% 
  2005/06  99.88%  99.11–100.00% 
  2006/07  99.03%  95.01–100.00% 
       
0.0004  1997/98  93.65%  91.08–95.64% 
  1998/99  97.41%  95.49–98.51% 
  1999/00  98.45%  95.82–99.42% 
  2000/01  96.98%  89.74–99.35% 
  2001/02  95.56%  83.99–99.31% 
  2002/03  94.19%  78.59–99.28% 
  2003/04  92.87%  73.62–95.34% 
  2004/05  93.35%  74.31–99.43% 
  2005/06  97.75%  90.08–99.87% 
  2006/07  96.32%  84.34–99.85% 
       
0.00004  1997/98  65.19%  60.95–68.97% 
  1998/99  72.23%  65.73–77.83% 
  1999/00  77.11%  68.74–83.47% 
  2000/01  75.99%  65.36–83.20% 
  2001/02  74.90%  61.44–83.00% 
  2002/03  73.86%  57.67–82.82%  
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P*Grain (%)  Harvest period  CSe estimate 
Mean  95% credible interval 
0.00004  2003/04  72.85%  54.07–82.69% 
  2004/05  72.78%  51.87–83.38% 
  2005/06  76.58%  76.58–87.20% 
  2006/07  75.57%  75.57–87.07% 
       
0.000004  1997/98  51.57%  51.19–51.95% 
  1998/99  51.40%  48.75–52.60% 
  1999/00  51.15%  46.12–53.16% 
  2000/01  50.40%  43.21–53.10% 
  2001/02  49.68%  40.45–53.05% 
  2002/03  48.98%  37.84–53.01% 
  2003/04  48.31%  35.40–52.97% 
  2004/05  47.73%  33.19–53.02% 
  2005/06  47.46%  31.40–53.43% 
  2006/07  46.85%  29.35–53.40% 
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