Introduction L
INEAR time-harmonic wave analysis plays a key role in various areas of aerospace engineering. The simplest equation that governs time-harmonic wave motion and can serve as a prototype for more complicated situations is the (inhomogeneous) Helmholtz equation [1] 
Here ux is the amplitude (or spatial form) of the wave field, fx is the wave source amplitude and kx is the wave number. In the absence of dispersion or damping of any sort, the wave number k is real and is related to the angular frequency ! and to the medium's wave speed cx via kx !=cx. Accompanying Eq. (1) with appropriate boundary conditions yields a well-posed problem provided that ! is not an eigenvalue of the homogeneous problem.
A single time-harmonic analysis of this type is associated with a single frequency !. However, in many situations the need arises to perform the time-harmonic analysis repeatedly for many different frequencies ! m , m 1; . . . ; M, or equivalently for many wave numbers k m . For example, aeroelastic analysis always involves multifrequency response; see, e.g., [2, 3] . Aeroacoustics problems also often involve many frequencies; see, e.g., [4, 5] . If human hearing is concerned (a pilot in the cockpit of an aircraft or a listener on the ground exposed to aircraft noise), as in [6] , then the acoustic problem has to be solved for a very wide range of frequencies (20 Hz to 20 kHz). Additional applications include the design of rotorcraft blades [7] , and vortex merging, pairing and tearing in a jet [8] .
The straightforward procedure for multifrequency analysis (MFA) is based on the repeated solution of the single-frequency problem. This is usually a computationally intensive task. It involves much more effort than, say, solving the Helmholtz Eq. (1) for many righthand-side functions f, since different wave numbers k in Eq. (1) yield after discretization different system matrices, which have to be reconstructed and repeatedly operated on (e.g., factorized) for each frequency. When the size of the discrete system is very large, this task may become prohibitive.
In this light, various methods have been proposed in the last 15 years for reducing the computational cost of MFA; see, e.g., the review paper [9] and references therein. The most classical approach is that which is based on the Padé approximation [10] . Some of the more recent schemes are based on constructing and fast-solving, for many sampled frequencies, a reduced-order system derived directly from the complete system. See, e.g., [11] and related work in [12, 13] . Yet another method is that of Ekici and Hall [14] , which is based on a harmonic balance technique in a mixed time-domain-frequencydomain.
In this paper a very simple procedure is proposed for efficient MFA. The procedure is based on constructing a single timedependent problem which involves all the frequencies of interest, solving it, and extracting from its solution, using fast Fourier transform (FFT), the desired Helmholtz solutions. Of course, a procedure quite reversed to the one proposed here is commonly applied, i.e., sequences of computed frequency-domain solutions are used to reconstruct impulse response functions in the time domain. Here it is shown that the opposite procedure is also useful, as a MFA technique, under certain conditions.
Admittedly the proposed procedure is limited in its scope, but under certain conditions it becomes very effective, and in such cases it has an advantage over some other methods due to its simplicity. The most important condition for this technique to be effective is that a sufficiently strong energy dissipation mechanism is present, as will be discussed later. No attempt is made to compete with the schemes mentioned above, some of which are very powerful and costeffective. The goal is merely to show that under certain conditions, efficient MFA analysis may be performed by using only standard solution tools, like a solver for the time-dependent wave equation and an FFT routine.
For the simplicity of the presentation the special and important case in which the frequencies of interest are equally spaced is considered in some detail. However, the scheme can be generalized to the case of nonuniform frequency distribution, as briefly commented upon here and shown in [15] . The properties of the proposed technique, its efficiency, and the conditions under which it is effective are discussed. It is illustrated via a two-dimensional numerical example involving finite element (FE) discretization in space and Newmark time integration.
MFA Procedure
Consider M Helmholtz problems in the computational domain , with different wave numbers:
Bu n g n on @
for n 1; . . . ; M. Equation (2) does not involve a damping term; this is assumed here for the simplicity of presentation (whereas the boundary operator B may include a damping effect), although this assumption is by no means essential. Here u n x is the solution of the nth problem, k n is the nth wave number, f n x is the nth given source function (which is allowed to be frequency-dependent), B is a boundary operator (e.g., the identity for a Dirichlet boundary condition, the normal derivative for a Neumann condition, an absorbing boundary operator if the domain is a truncation of an infinite domain, etc.), and g n is the nth given boundary loading on @ (which is also allowed to be frequency-dependent). It is assumed that all the wave numbers k n are real, and that k n ! n =c, where ! n is the nth frequency and c is the wave speed. Moreover, it is assumed that there exists a basic frequency ! 0 and some nonnegative integer n 0 such that
Thus, the ! n are equally spaced, i.e., they form an arithmetic sequence. The goal is to find the M functions u n x using significantly less computational effort than would be needed if each of the Helmholtz problems is solved separately.
The proposed technique is based on constructing a problem for a time-dependent function Ux; t whose one-time solution will yield all the solutions u n x. First, the functionÛx; t is defined as a linear combination of the M solutions u n , with coefficients which are timeharmonic, i.e.Û
Here n ≠ 0 are constant frequency weights that can be chosen for convenience; the simplest choice is n 1 for all n. It is easy to verify thatÛ satisfies
Here a superposed dot indicates time derivative. At time t 0 the functionÛ satisfieŝ
Equations (6-8) constitute a well-posed problem forÛx; t.
NowÛ is written as a sum of two functionŝ
Ux; t U IC x; t Ux; t (9) where U IC x; t satisfies the homogeneous counterpart of the wave Eq. (6), the homogeneous counterpart of the boundary condition (7) and the initial conditions (8), whereas Ux; t satisfies Eqs. (6) and (7) and zero initial conditions. Thus U IC is driven by the initial conditions, and U is driven by the boundary condition and source and can be regarded as the steady-state solution. A crucial point is that if there is a sufficiently strong energy reduction mechanism in then U IC rapidly decays to zero in time. It will indeed be assumed that initial energy is reduced; see next section. Thus, for sufficiently long times, when the influence of U IC becomes negligible, there is practically no distinction between U andÛ, and one can write
The function Ux; t satisfies
Ux; 0 0; _ Ux; 0 0
The problems (11-13) may be solved using a standard numerical method, such as the FE method in space and the Newmark algorithm in time [16] . Having found an approximation for Ux; t, one can now "extract" from it the u n x for n 1; . . . ; M. This is done by using the Fourier transform. First note that in general, assuming that Eq. (4) holds, the time period of U is T 2=! 0 . Then one can calculate the mth Fourier coefficient of U, denoted U m x, for m 1; . . . ; M:
The last equality follows from the fact that for n ≠ m the whole expression vanishes, while for n ! m both numerator and denominator approach zero, and their ratio approaches a limit that can easily be calculated using l'Hopital's rule. Thus, one gets from Eq. (14)
A crucial observation is that u m can be calculated very efficiently by applying the FFT to U.
The solution procedure is summarized by the following steps: 1) Given the M Helmholtz problems (2) and (3) and the basic frequency ! 0 , construct a numerical model for the problem (11-13) for Ux; t.
2) To find an approximation for Ux; t, step in time long enough for the effect of the initial conditions to become negligible, and then continue to step in time for one additional complete period T 2=! 0 . This last interval of time is denoted [t 0 , t 0 T].
3) Apply FFT to the solution Ux; t for t 2 t 0 ; t 0 T and obtain the Fourier coefficients u m x for m 1; . . . ; M. These are the desired solutions of the Helmholtz problems.
An extended version of this procedure to nonuniformly distributed frequencies has been devised; see [15] . In this case one can derive an M M system of linear equations for the desired Helmholtz solutions u M x fu n xg, of the form Au M x Gx, where
It is possible to prove that the matrix A is nonsingular. To evaluate Eq. (17) and solve the system efficiently, one should use the nonuniform FFT ideas devised by Greengard and Lee; see. e.g., [17] .
Computational Aspects
First, the computational cost of the proposed procedure will be compared with that of solving M separate Helmholtz problems. The framework of FE discretization in space and finite difference discretization (stepping) in time [16] is considered.
Let N be the number of degrees of freedom in space in the discrete model for the Helmholtz problem. The number of operations associated with a single Helmholtz solution is
where 0 N is the cost associated with the preliminary phase (reading input, forming the element arrays, assembly, etc.), C 1 and are constants, and C 1 N is the cost of solving the global system of FE equations, Kd F, while exploiting the sparseness of K. For example, in 2-D, for a mesh that is approximately square topologically, 2 [18] . From Eq. (18), the number of operations associated with the solution of M Helmholtz problems (for M frequencies, and assuming for simplicity that all of them use the same mesh, i.e., the same number of degrees of freedom) is
In the proposed method, it is assumed that the same mesh that is used for the Helmholtz problems is used for the solution of the hyperbolic wave equation, and hence the number of degrees of freedom for the latter is also N. Then the number of operations can be estimated by
On the right side, the first term is the fixed preliminary-phase cost, the second term is associated with the one-time decomposition of the system matrix, the third term represents the work done during timestepping, and the last term is the work associated with the Fourier transform. The coefficient imp is 1 for an implicit time-integration scheme and 0 for an explicit scheme, N ts is the number of time steps, , C 1 , and C 2 are constants, and M is the cost of applying the Fourier transform once. For an FFT routine, M M log M. The quantity C 2 N is the number of operations done in each time step. For an explicit scheme 1 (the matrix-vector products are all done on the element level and there is no need for forward reduction/back substitution), whereas for an implicit scheme > 1. For example, in 2-D, for a mesh that is approximately square topologically, 1:5 [18] .
To compare Eq. (20) to Eq. (19), a few simplifying assumptions are made. The case of uniformly distributed frequencies is taken, with a two-dimensional spatial domain. Explicit time integration is used. It is assumed that the time step t is chosen to be close to the stability limit, namely t Oh=c where h is the mesh parameter. Then, for a topologically square mesh, one can relate N ts to N:
Here T simul is the time that the simulation reaches, N T is the number of time quasi periods of duration T that have to be simulated until a steady state is reached, L is the size of the domain and is the typical wave length. It is assumed that the wave length is much smaller than the global length scale, namely L.
It is also assumed that M N. This is a reasonable assumption, since the number of frequencies of interest M is usually fixed, whereas the number of spatial degrees of freedom N is unbounded in principle and tends to be very large in realistic industrial applications. Finally it is assumed that N T is not large, namely that the transient effect of the initial conditions decays sufficiently fast. Of all the assumptions mentioned the latter is the strongest, and will be discussed later. Now, Eqs. (19) and (20) give:
For M N the last term in Eq. (22) is negligible compared with ON 2 , and one gets
Since =L 1, this difference in computational effort is a large positive number. Thus the proposed method is much more efficient than the solution of M Helmholtz problems. Another way to see this is to neglect the initial-phase cost 0 altogether, thus obtaining from Eqs. (22) and (23) H
If the decay in time is strong enough that N T is O1 (but even if N T OM!) then, since C 2 C 1 O1 (see [18] ), the computational effort ratio = H is a small number, and the same conclusion is reached. Now the conditions under which the proposed scheme is effective are discussed. Most importantly, as explained previously, the proposed procedure assumes that as time proceeds the influence of the initial conditions on the solution Ux; t dies out. In such a case, after a sufficiently long time the correct steady state is reached, and there is practically no distinction between U, which is actually found andÛ, which is defined by Eq. (5). The influence of the initial conditions decays in time when there is a sufficiently strong mechanism of energy dissipation or reduction. In turn, this happens in any of the following circumstances:
1) The original problem domain is unbounded, and therefore some absorbing (nonreflecting) boundary condition or an absorbing layer is used on all or part of the computational boundary [19] . In this case the energy associated with the initial conditions goes out of the computational domain after some time, and steady state is reached.
2) The medium is dissipative, or some type of physical damping exists in the problem. In fact, a nondissipative system is usually an idealization of an actual, dissipative system. The most common type of dissipation is viscous damping. In this case the wave number in the Helmholtz equation becomes complex, and the nondissipative wave Eq. (11) should be modified to include a damping term.
3) An impedance boundary condition, which involves boundary absorption, is applied on all or part of the boundary [1] . This is common in both interior (e.g., aircraft cockpit) and exterior acoustics [6] and in electromagnetic scattering. In fact, the extremes of zero and infinite impedance (acoustically soft and hard walls) are idealizations of finite impedances. In this case energy due to the initial conditions goes out through the boundary.
In addition, it is required that all operators (like the boundary operator B in Eq. (3), a damping operator, or an absorbing boundary condition on an artificial boundary) depend on the frequency in a simple way (rational dependence at worse). This guarantees that the transformation to the time domain is easy and that one obtains local time operators. This condition implies that complicated forms of damping or of absorbing boundaries cannot be used in conjunction with the proposed scheme, but it still leaves many practical situations applicable.
To summarize, the proposed technique is effective if the following conditions are satisfied: 1) the wave length is much smaller than the global length scale; 2) the number of frequencies of interest is much smaller than the number of spatial degrees of freedom in the FE model; 3) the problem is associated with a sufficiently strong mechanism of energy dissipation or reduction; and 4) all operators appearing in the Helmholtz problem depend rationally on the frequency.
To employ the scheme, one needs a computational criterion to determine the beginning of steady state. This criterion is based on the periodicity of Ux; t in time. In particular, steady state is reached "numerically" when the current time t is such that for allt 2 t T; t one has kUx;t Ux;t Tk <
Here is some chosen small tolerance, and k k is the L 2 norm. Practically, one calculates the norm in Eq. (26) at each time-step starting from t T, and one stops once Eq. (26) is satisfied for all the time steps contained in one time period.
Numerical Example
Consider the domain illustrated in Fig. 1 , which is a 10 2 rectangle with a quarter of a circle of radius 0.55 removed at the lower left corner. In the damped Helmholtz equation holds. Thus, the Helmholtz equation is modified to include a damping term, i.e.
where d is the damping coefficient. The value d 0:1 is taken in this example. On the curved part of the boundary, a nonhomogeneous Dirichlet boundary condition is prescribed, and acts as the loading that drives the entire problem. Two cases will be considered. In the case considered first, this loading does not depend on the frequency: u 1 is prescribed along the circular curve. On the rest of the boundary a homogeneous Neumann boundary condition is imposed.
The goal is to solve the problem for the 40 frequencies ! n ck n 0:05; 0:1; . . . ; 2. The wave velocity is taken to be c 1.
The given problem is solved in two different ways. First, the 40 Helmholtz problems are solved separately. This yields 40 reference solutions. Second, the proposed method is applied, namely a single time-dependent wave equation is solved and from its solution one recovers the 40 Helmholtz solutions. In the presence of damping, the appropriate wave equation corresponding to Eq. (27) is
In both cases the FE mesh shown in Fig. 1 is used, which includes 1434 linear triangular elements. Here M=N ' 0:01, which is in accord with the assumption M N (see previous section); this ratio is even much smaller in typical industrial applications. Figure 2 shows four Helmholtz solutions for ! 0:05, 0.25, 1, 2 as color maps. It is apparent that the wave field highly depends on the frequency. Figure 3 shows the corresponding maximal relative errors generated by the proposed method, measured by
where u Helmholtz is the reference solution obtained by solving the Helmholtz equation and u MFA is the solution obtained by the proposed MFA method. The maximal relative error is shown in Fig. 3 as a function of the frequency !. Although the graph in Fig. 3 is not monotone (the error near eigenfrequencies is locally larger), the error norm generally grows with increasing frequency because of the pollution effect and the need for finer discretization for shorter waves. However, even with ! 2 the error is only 0.7%.
Defining the simulation time needed for a single Helmholtz solution to be 1 time unit, the entire solution process for the 40 Helmholtz problems took 40 time units, while the proposed method required a simulation time of 4.9 time units. Thus, the saving in computing time for the example above was by a factor of 8.2. Admittedly, by using coarser meshes to solve the Helmholtz problems associated with the lower range of frequencies, this factor would somewhat be reduced. On the other hand, for large industrial problems the saving is believed to be typically larger. The second case is that of frequency-dependent spike loading. For the sake of brevity results for this case are not presented here, but are only described briefly; see [15] for graphs and more details. The relative error is higher in this case than in the first case, but it is still rather small. On the other hand, in the constant-load problem ten quasi periods were needed to reach steady state according to the applied criterion, whereas in the spike problem it was sufficient to step in time for two quasi periods to reach steady state.
Conclusions
In this paper a simple procedure was proposed for the efficient multifrequency analysis of linear time-harmonic waves. This procedure obtains solutions of the Helmholtz equation for many different wave numbers in a way which is significantly more efficient than solving many separate Helmholtz problems. The technique is viable provided that some conditions are satisfied, the most important of which being that some reduction of energy mechanism is present. The method proposed here is not claimed to be better than existing methods in terms of accuracy or efficiency; however, in the regime where it is applicable it has the advantage that it is extremely simple and can be implemented by using only standard computational tools. See [15] for more details and extensions. max error frequency Fig. 3 The constant-load problem: maximal relative error generated by the proposed method, as a function of the frequency !.
