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Abstract
We consider a vector version of Lp-multipliers for the Dunkl transform on R and we prove
Lp-inequalities for the Littlewood–Paley operators.
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1. Introduction
In the Littlewood–Paley theory for Euclidean analysis, the Lp-norm of the Littlewood
–Paley function g(f ) is comparable with the Lp-norm of f for p ∈ ]1,∞[ (see [16,20]).
In his studies of these operators, Stein [20] uses two approaches. The ﬁrst is the theory
of singular integrals in the context of Hilbert space-valued functions, and the second
is the theory of harmonic functions. Next, these operators play an important role in
questions related to multipliers [20, pp. 81–112], Sobolev spaces [20, pp. 150–159] and
Hardy spaces [20, pp. 217–235].
Over the past 20 years considerable effort has been made to extend the classical
Littlewood–Paley theory on the Bessel–Kingman hypergroups [22], the Chèbli–Trimèche
hypergroups [1,2], and complete Riemannian manifolds [6,12].
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In this paper we consider harmonic analysis associated with the Dunkl operator on
R. The Dunkl operators [7] on Rn are differential-difference operators associated with
some ﬁnite reﬂection groups. They are important in pure mathematics and in certain
parts of quantum mechanics and one expects that the results in this paper will be useful
when discussing boundedness properties in Dunkl analysis. Furthermore, these operators
provide a useful tool in the study of special functions associated with root systems
[8,9,19,23]. They are closely related to certain representations of degenerated afﬁne
Hecke algebras [5,13]. Moreover the commutative algebra generated by these operators
has been used in the study of certain integrable models of quantum mechanics, namely
the Calogero–Sutherland–Moser models, which deal with systems of identical particles
in a one dimensional space [3,11].
Central objects in Dunkl analysis are Lp(), F and ∗,  −1/2, where  is an
appropriate measure on R, F the Dunkl transform and ∗ a generalized convolution.
We establish a vector version of a multiplier theorem for the Dunkl transform F. This
is our way to obtain the Lp-inequalities for the Littlewood–Paley function in the Dunkl
case.
The paper is organized as follows. In Section 2 we recall some results about harmonic
analysis on R associated with the operator  and we give a vector version of the
multiplier theorem.
In Section 3 we study the Littlewood–Paley g1-function:
g1(f )(x) :=
[∫ ∞
0
∣∣∣∣ t u(x, t)
∣∣∣∣2 t dt
]1/2
, x ∈ R,
where u(x, t) is the -Poisson integral of f .
We prove that the Lp-norm of g1(f ) is comparable with the Lp-norm of f for p ∈
]1,∞[, as in the Euclidean case. It will be obtained as a consequence of a vector
version of the multiplier theorem given in Section 2.
In Section 4 we study the Littlewood–Paley g-function:
g(f )(x) :=
[∫ ∞
0
|∇u(x, t)|2 t dt
]1/2
, x ∈ R,
where ∇ is the usual gradient given by ∇ := ( t , x ).
We prove that the Lp-norm of g(f ) is comparable with the Lp-norm of f for p ∈]1, 2].
In the classical case ( = −1/2) this operator is studied by Stein in [20, pp. 82–85].
Throughout the paper we use the classical notation. Thus D(R), S(R) and S ′(R)
are the spaces of smooth functions on R with compact support, the space of tempered
functions on R and of tempered distributions on R respectively. Finally, c denotes a
positive constant whose value may vary from line to line.
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2. Vector version of Lp-multipliers
We recall ﬁrst basic deﬁnitions and some facts. We consider the Dunkl operator ,
 − 1/2, associated with the reﬂection group Z2 on R:
f (x) := d
dx
f (x)+ 2+ 1
x
[
f (x)− f (−x)
2
]
. (1)
Note that −1/2 = d/dx.
For  − 1/2 and  ∈ C, the initial value problem:
f (x) = f (x), f (0) = 1, (2)
has a unique solution E(x) called Dunkl kernel [8,17,23] given by
E(x) = (x)+ x2(+ 1)+1(x), x ∈ R,
where  is the modiﬁed Bessel function of order  [24] given by
(x) := (+ 1)
∞∑
n=0
(x/2)2n
n!(n+ + 1) .
Note that E−1/2(x) = ex .
Let
d(x) := (2+1(+ 1))−1|x|2+1 dx.
We denote by Lp(R,), p ∈ [1,∞], the Lebesque space on R with respect to the
measure . For any measurable function f and any p ∈ [1,∞], we use the shorter
notation ‖f ‖p, instead of ‖f ‖Lp(R,).
The Dunkl kernel gives rise to an integral transform, called Dunkl transform on R,
which was introduced and studied in [9].
The Dunkl transform of a function f ∈ L1(R,), is given by
F(f )() :=
∫
R
E(−ix)f (x) d(x),  ∈ R.
Here the integral makes sense since |E(ix)|1 for every x ∈ R [14, p. 295].
Note that F−1/2 agrees with the Fourier transform F , given by:
F(f )() := (2)−1/2
∫
R
e−ixf (x) dx,  ∈ R.
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Proposition 1 (see Soltani [18]).
(i) For all f ∈ L1(R,), we have ‖F(f )‖∞,‖f ‖1,.
(ii) For all f ∈ S(R), we have
F(f )() = iF(f )(),  ∈ R,
where  is the Dunkl operator given by (1).
(iii) F is a topological automorphism on S(R) which extends to a topological auto-
morphism on S ′(R).
Theorem 1 (see de Jeu [9], Soltani [18]). (i) Plancherel theorem: The Dunkl trans-
form F is an isometric automorphism of L2(R,). In particular, ‖f ‖2,=‖F(f )‖2,.
(ii) Inversion formula: Let f be a function in L1(R,), such that F(f )∈L1(R,),
then
F−1 (f )(x) = F(f )(−x), a.e. x ∈ R.
Notation. For all x, y, z ∈ R, we put:
W(x, y, z) := [1− x,y,z + z,x,y + z,y,x](|x|, |y|, |z|), (3)
where
x,y,z :=
{
x2+y2−z2
2xy , if x, y ∈ R\{0}
0, otherwise
and  is the Bessel kernel given by
(|x|, |y|, |z|) :=

b
[((|x|+|y|)2−z2)(z2−(|x|−|y|)2)]−1/2
|xyz|2 , if |z| ∈ Ax,y
0, otherwise,
b = 21−((+ 1))2/
√
(+ 1/2), Ax,y = [||x| − |y||, |x| + |y|].
Remark (see Rösler [14]). The signed kernel W is even and satisﬁes:
W(x, y, z) = W(y, x, z) = W(−x, z, y),
W(x, y, z) = W(−z, y,−x) = W(−x,−y,−z)
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and ∫
R
|W(x, y, z)| d(z)4.
Theorem 2 (see Rösler [14]). (i) Let  > −1/2,  ∈ C. The Dunkl kernel E satisﬁes
the following product formula:
E(x)E(y) =
∫
R
E(z) dx,y(z); x, y ∈ R,
where x,y are a signed measures given by
dx,y(z) =

W(x, y, z) d(z), if x, y ∈ R\{0}
d	x(z), if y = 0
d	y(z), if x = 0.
(ii) The measures x,y have the following properties:
supp(x,y) = Ax,y ∪ (−Ax,y), ‖x,y‖ :=
∫
R
d|x,y |(z)4.
For all x, y ∈ R and f a continuous function on R, we put:

xf (y) :=
∫
R
f (z) dx,y(z).
The operators 
x , x ∈ R, are called Dunkl translation operators on R.
Proposition 2. (i) If f is an even positive continuous function, then 
xf is positive.
(ii) For all x ∈ R and f ∈ Lp(R,), p ∈ [∞]:
‖
xf ‖p,4 ‖f ‖p,.
(iii) For all x ∈ R and f ∈ L1(R,):
F(
xf ) = E(ix.)F(f ).
Proof. Let f be an even positive continuous function. Then

xf (y) =
∫
R
f (z)(1− x,y,z)(|x|, |y|, |z|) d(z)0.
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The assertions (ii) and (iii) are shown in [18]. 
Let f and g be two continuous functions on R with compact support. We deﬁne the
generalized convolution ∗ of f and g by
f ∗ g(x) :=
∫
R

xf (−y)g(y) d(y), x ∈ R.
The generalized convolution ∗ is associative and commutative [14]. Note that ∗−1/2
agrees with the standard convolution ∗.
Proposition 3 (see Soltani [18]). (i) If f is an even positive function and g a positive
function with compact support, then f ∗ g is positive.
(ii) Assume that p, q, r ∈ [1,∞] satisﬁes the Young condition 1/p+ 1/q = 1+ 1/r .
Then the map (f, g)→ f ∗ g extends to a continuous map from Lp(R,)×Lq(R,)
to Lr(R,), and we have
‖f ∗ g‖r,4 ‖f ‖p,‖g‖q,.
(iii) For all f ∈ L1(R,) and g ∈ L2(R,), we have
F(f ∗ g) = F(f )F(g).
By analogy with the case of the Euclidean space [20, p. 61] we deﬁne, for t > 0,
the functions Pt on R by
Pt(x) := d t
(t2 + x2)+3/2 , d = 2
+1(+ 3/2)/√.
The functions Pt , may be called -Poisson kernel, which was studied by Rösler
in [15].
However, for t > 0 and for all f ∈ Lp(R,), p ∈ [1,∞], we put:
u(x, t) := Pt ∗ f (x), x ∈ R. (4)
The function u is called the -Poisson integral of f .
Furthermore, for all t > 0 and f ∈ S(R), we have
u(x, t) =
∫
R
e−t ||E(ix)F(f )() d(), x ∈ R. (5)
Proposition 4. Let f ∈ D(R) be a positive function and p ∈ ]1,∞[.
(i) |kutk (x, t)|ct−(2+k+2); k ∈ N and x ∈ R.
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(ii) For |x| large we have
u(x, t)c (t2 + x2)−(+1) and
∣∣∣∣ux (x, t)
∣∣∣∣ c (t2 + x2)−(+3/2).
(iii) limN→∞
∫ N
−N
∫ N
0
2up
t2 (x, t) t dt d(x) =
∫
R f
p(x) d(x).
(iv) limN→∞
∫ N
0
∫ N
−N

x (|x|2+1 u
p
x (x, t)) t dx dt = 0.
Proof. (i) From Proposition 3(ii), we have∣∣∣∣∣
k
u
tk
(x, t)
∣∣∣∣∣ 4‖f ‖1,
∣∣∣∣∣
∣∣∣∣∣
k
Pt
tk
∣∣∣∣∣
∣∣∣∣∣∞, .
Then we obtain the result from the fact that∣∣∣∣∣
∣∣∣∣∣
k
Pt
tk
∣∣∣∣∣
∣∣∣∣∣∞, c t−(2+k+2).
(ii) From [14, p. 299], we can write

xPt (−y) = M
∫ 
0
t[1+ sgn(xy) cos ](sin )2
[t2 + x2 + y2 − 2|xy| cos ]+3/2 d; x, y ∈ R,
where M = d(+1)√(+1/2) .
Since f ∈ D(R), there exists a > 0, such that supp(f ) ⊂ [−a, a]. Then
u(x, t) = M
∫ a
−a
∫ 
0
t[1+ sgn(xy) cos ](sin )2
[t2 + x2 + y2 − 2|xy| cos ]+3/2 f (y) d d(y). (6)
It is easily veriﬁed for |x| large, y ∈ [−a, a] and  ∈ [0,] that
1+ sgn(xy) cos 
[t2 + x2 + y2 − 2|xy| cos ]+3/2 c (t
2 + x2)−(+3/2).
Therefore and by using the fact that t(t2 + x2)1/2, we obtain
u(x, t)c t (t2 + x2)−(+3/2)c (t2 + x2)−(+1).
Thus the ﬁrst inequality is proven.
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By derivation under the integral sign of (6), we obtain
u
x
(x, t) = c
∫ a
−a
∫ 
0
tK(x, y, )(sin )2
[t2 + x2 + y2 − 2|xy| cos ]+5/2 f (y) d d(y),
where K(x, y, ) = [1+ sgn(xy) cos ][x − sgn(x)|y| cos ].
But for |x| large, y ∈ [−a, a] and  ∈ [0,], we have
K(x, y, )
[t2 + x2 + y2 − 2|xy| cos ]+5/2 c |x| (t
2 + x2)−(+5/2).
Thus and since t |x| t2 + x2, we obtain
∣∣∣∣ux (x, t)
∣∣∣∣ c t |x| (t2 + x2)−(+5/2)c (t2 + x2)−(+3/2).
Which proves the second inequality.
(iii) Integrating by parts, we obtain
∫ N
−N
∫ N
0
2up
t2
(x, t) t dt d(x)=
∫ N
−N
f p(x) d(x)−
∫ N
−N
up(x,N) d(x)
+pN
∫ N
−N
up−1(x,N)u
t
(x,N) d(x).
From (i), we easily get
∫ N
−N
up(x,N) d(x)c N−(p−1)(2+2)
and
N
∫ N
−N
up−1(x,N)u
t
(x,N) d(x)c N−(p−1)(2+2).
Which gives (iii).
(iv) We have∫ N
0
∫ N
−N

x
(
|x|2+1 u
p
x
(x, t)
)
t dx dt
= pN2+1
∫ N
0
[
up−1(N, t)u
x
(N, t)− up−1(−N, t)u
x
(−N, t)
]
t dt.
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Then, by applying (ii), for N large, we get
∣∣∣∣∫ N
0
∫ N
−N

x
(
|x|2+1 u
p
x
(x, t)
)
t dx dt
∣∣∣∣
c N2+1
∫ N
0
(t2 +N2)−(+1)p−1/2t dt
c N−2p(+1)+2
∫ N
0
t dtc N−(p−1)(2+2).
Which completes the proof of (iv). 
Let H be a separable Hilbert space with inner product 〈., .〉 and norm ‖.‖. Then
a function (x) : R → H is measurable if the scalar valued function 〈(x),〉 is
measurable, where  denotes an arbitrary vector of H. If (x) is such a measurable
function, then ‖(x)‖ is also measurable. Thus Lp(R,H,), p ∈ [1,∞], is deﬁned
as the set of measurable H-valued functions on R, so that
‖‖p,,0:=
[∫
R
‖(x)‖p d(x)
]1/p
<∞, p ∈ [1,∞[,
‖‖∞,,0:= ess sup
x∈R
‖(x)‖ <∞.
We assume that, for  ∈ L2(R,H,),
∫
R
‖(x)‖2 d(x) =
∫
R
‖F()(x)‖2 d(x),  − 1/2. (7)
Notations. We denote by
• S(R,H), the space of C∞-functions on R, such that
sup
x∈R
((1+ x2)k‖(l)(x)‖) <∞; k, l ∈ N.
• S ′(R,H), the topological dual of S(R,H).
• Se([0,∞[,H), the subspace of even functions of S(R,H) restricted on [0,∞[.
• Hs0 , s ∈ R, the H-valued Sobolev space on R:
Hs0 :=
{
(x) ∈ S ′(R,H)/‖‖2Hs0 :=
∫
R
(1+ 2)s‖F()()‖2 d <∞
}
.
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• Hs,
∞,0; s, 
 ∈ R, the space of distributions m(x) ∈ S ′(R,H) which can be written as
m(x) :=
∞∑
q=0
mq(2−qx), (8)
where mq(x) ∈ Hs0 and satisﬁes supp(‖m0(x)‖) ⊂ {x ∈ R/|x|4},
supp(‖mq(x)‖) ⊂ {x ∈ R/1/4 |x|4} when q1, and
sup
q ∈N
(2q(
+1/2)‖mq‖Hs0 ) <∞.
The space Hs,
∞,0 is equipped with the norm:
‖m‖Hs,
∞,0 := inf
[
sup
q∈N
(2q(
+1/2)‖mq‖Hs0 )
]
,
where the inﬁmum is taken over all the representations (8).
For a bounded measurable function m : R → H, on R, we consider next the
operator Tm, deﬁned by the formula F(Tmf ) := mF(f ). Here f ∈ S ′(R) is such
that mF(f ) makes sense as an element in S ′(R,H).
By using hypothesis (7) and the same method as in [18, Theorem 3], we show the
following vector version of the multiplier theorem.
Theorem 3. Let s > + 1. If the function m belongs to Hs,−1/2∞,0 , then for p ∈ ]1,∞[,
there exists a constant Ap > 0 such that, for f ∈ Lp(R,),
‖Tmf ‖p,,0Ap ‖f ‖p,.
3. The Littlewood–Paley gk-function
Deﬁnition 1. We deﬁne the function gk(f ), k ∈ N\{0} initially for f ∈ S(R), by
gk(f )(x) :=
∫ ∞
0
∣∣∣∣∣ 
k
tk
u(x, t)
∣∣∣∣∣
2
t2k−1 dt
1/2 , x ∈ R,
where u is the -Poisson integral of f given by (4).
In this section we give the Lp-inequalities for the gk-Littlewood–Paley functions.
The main result is:
F. Soltani / Journal of Functional Analysis 221 (2005) 205–225 215
Theorem 4. For p ∈ ]1,∞[, there exist two constants Ap,k > 0 and Bp,k > 0 such
that, for f ∈ Lp(R,),
Bp,k ‖f ‖p,‖gk(f )‖p,Ap,k ‖f ‖p,.
Proof. We consider the Hilbert space:
Hk :=
{
f (x, t)/‖f (x, .)‖2k :=
∫ ∞
0
|f (x, t)|2 t2k−1 dt <∞
}
.
From Fubini–Tonnelli’s Theorem and Theorem 1, the norm ‖.‖k satisﬁes the hypoth-
esis (7).
Let f ∈ S(R), then from (5), we have for every x ∈ R:
ku
tk
(x, t) = Tmf (x, t), where m(, t) = (−1)k||ke−t ||. (9)
First step: The function → m(, t) ∈ HN,−1/2∞,0 when N ∈ N and N > + 1.
For  ∈ R\{0} and j ∈ N, we have
djm
dj
(, t) = (−1)j+kk!(sgn())j e−t ||
inf{j,k}∑
n=0
(−1)n
(k − n)!
(
j
n
)
||k−ntj−n.
Thus for  ∈ R\{0} and j ∈ N, we deduce that
∣∣∣∣∣∣∣∣djm
dj
(, .)
∣∣∣∣∣∣∣∣2
k
 cj||2j , (10)
where
cj = [1+ inf{j, k}](k!)2
inf{j,k}∑
n=0
(2(j − n+ k))[
(k − n)! 2j−n+k]2
[(
j
n
)]2
.
From [10, p. 121], there exists an even positive function  in S(R), such that
supp() ⊂ { ∈ R/1/4 ||4}, and
∞∑
j=−∞
(2−j) = 1,  ∈ R\{0}.
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Let q , q ∈ N, be the function deﬁned by
0() =
∞∑
j=0
(2j) and q() = (2−q), q1.
We consider a dyadic decomposition m(, t) =∑∞q=0 mq(2−q, t), with
mq(2−q, t) = m(, t)q(), q ∈ N.
Is it clear that the function → m0(, t) belongs to the space Se([0,∞[,Hk), then
for all  ∈ [0,∞[, we have
F(m0)() =
∫
R
e−ixm0(x, t) dx = 2Fc(m0)(),
where Fc is the cosine Fourier transform.
As in the classical case Fc is a topological automorphism on Se([0,∞[,Hk). Hence
there exists a constant c > 0, for which
(1+ 2)‖Fc(m0)()‖kc; for all  ∈ [0,∞[ and  > (N + 1)/2.
Thus
‖m0‖ 2HN0 8
∫ ∞
0
(1+ 2)N‖Fc(m0)()‖2k d
c
∫ ∞
0
(1+ 2)N−2 d <∞.
Now from (7) and the properties of the Fourier transform F , we have
‖m‖
H
N,−1/2
∞,0
‖m0‖HN0 + c sup
q∈N\{0}
 N∑
i=0
∫
1
4  ||4
∣∣∣∣∣
∣∣∣∣∣dimqdi (, .)
∣∣∣∣∣
∣∣∣∣∣
2
k
d
1/2
 .
Using the Leibnitz rule, we get for  ∈ R and q ∈ N\{0}:
∣∣∣∣∣
∣∣∣∣∣dimqdi (, .)
∣∣∣∣∣
∣∣∣∣∣
k
c
i∑
j=0
2qj
∣∣∣∣∣∣∣∣djm
dj
(2q, .)
∣∣∣∣∣∣∣∣
k
; i = 0, 1, . . . , k.
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Thus applying (10), we obtain
‖m‖
H
N,−1/2
∞,0
‖m0‖HN0 + c sup
q∈N\{0}
 N∑
j=0
2qj
[∫
1
4  ||4
∣∣∣∣∣∣∣∣djm
dj
(2q, .)
∣∣∣∣∣∣∣∣2
k
d
]1/2
‖m0‖HN0 + c
N∑
j=0
[∫
1
4  ||4
||−2j d
]1/2
<∞,
which proves that → m(, t) ∈ HN,−1/2∞,0 when N ∈ N and N > + 1.
Second step: The inequality ‖gk(f )‖p,Ap,k ‖f ‖p,.
Let Tm the multiplier operator given by (9). Then from Theorem 3, there exists a
constant Ap,k > 0, so that
‖Tmf ‖p,,0Ap,k ‖f ‖p,.
But
‖Tmf ‖p,,0 =
[∫
R
‖Tmf (x, .)‖pk d(x)
]1/p
and from (9) we have
‖Tmf (x, .)‖k =
[∫ ∞
0
|Tmf (x, t)|2 tdt
]1/2
= gk(f )(x).
This gives ‖gk(f )‖p,Ap,k ‖f ‖p, for f ∈ S(R).
In the general case when f ∈ Lp(R,), p ∈ ]1,∞[, the result is shown to hold
similarly to [20, p. 85] by a limiting argument.
Third step: The inequality Bp,k ‖f ‖p,‖gk(f )‖p,.
Let f ∈ L2 ∩ Lp(R,) and h ∈ L2 ∩ Lq(R,), 1p + 1q = 1. We put
u(x, t) := Pt ∗ f (x) and v(x, t) := Pt ∗ h(x), x ∈ R.
As in the Euclidean case [20, pp. 82–83], we prove
‖gk(f )‖22, = 2−2k(2k − 1)! ‖f ‖22,, f ∈ L2(R,).
From this relation and by the polarization identity, we deduce that
∫
R
f (x)h(x) d(x) =
22k
(2k − 1)!
∫
R
∫ ∞
0

t
u(x, t)

t
v(x, t)t2k−1 dt d(x).
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Applying Hölder’s inequality and the relation ‖gk(h)‖q,Aq,k ‖h‖q,, we obtain∣∣∣∣∫
R
f (x)h(x)d(x)
∣∣∣∣ 22k(2k − 1)!
∫
R
gk(f )(x)gk(h)(x) d(x)
 2
2k
(2k − 1)! Aq,k‖h‖q, ‖gk(f )‖p,.
As
‖f ‖p, := sup
{∣∣∣∣∫
R
f (x)h(x) d(x)
∣∣∣∣ , ‖h‖q,1} .
Thus
Bp,k ‖f ‖p,‖gk(f )‖p,, Bp,k =
{
22k
(2k − 1)! Aq,k
}−1
.
The result is shown to hold by a limiting argument. 
Let us consider the auxiliary operator Gk , k ∈ N\{0} deﬁned initially for f ∈ S(R),
by
Gk(f )(x) :=
[∫ ∞
0
|ku(., t)(x)|2 t2k−1 dt
]1/2
, x ∈ R,
where  is the Dunkl operator given by (1).
Lemma 1. For p ∈ ]1,∞[, there exist two constants Ap,k > 0 and Bp,k > 0 such that,
for f ∈ Lp(R,),
Bp,k ‖f ‖p,‖Gk(f )‖p,Ap,k ‖f ‖p,.
Proof. We consider the Hilbert space Hk given in the proof of Theorem 4.
Let f ∈ S(R), then from (2) and (5), we have for x ∈ R:
ku(., t)(x) = Tmf (x, t), where m(, t) = (i)ke−t ||.
On other hand, for  ∈ R\{0} and j ∈ N, we have
djm
dj
(, t) = (−1)j ikk!(sgn())j−k e−t ||
inf{j,k}∑
n=0
(−1)n
(k − n)!
(
j
n
)
||k−ntj−n
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and
∣∣∣∣∣∣∣∣djm
dj
(, .)
∣∣∣∣∣∣∣∣2
k
 cj||2j , cj = [1+ inf{j, k}](k!)
2
inf{j,k}∑
n=0
(2(j − n+ k))
[(k − n)! 2j−n+k]2
[(
j
n
)]2
.
By the same steps as in the proof of Theorem 4, we prove the lemma. 
We consider also the operator G deﬁned initially for f ∈ S(R), by
G(f )(x) :=
[∫ ∞
0
|u(x, t)|2 t dt
]1/2
, x ∈ R.
Lemma 2. For p ∈ ]1,∞[, there exist a constant Ap,k > 0 such that, for f ∈
Lp(R,),
‖G(f )‖p,Ap,k ‖f ‖p,.
Proof. We consider the Hilbert space H1 given in the proof of Theorem 4.
Let f ∈ S(R), then for x ∈ R we have
u(x, t) = Tmf (x, t), where m(, t) = e−t ||.
On other hand, for  ∈ R\{0} and j ∈ N, we have
djm
dj
(, t) = (−1)j (sgn())j tj e−t ||
and
∣∣∣∣∣∣∣∣djm
dj
(, .)
∣∣∣∣∣∣∣∣2
1
= cj||2(j+1) , where cj = 2
−2(j+1)(2j + 1)!.
By the same steps 1 and 2 as in the proof of Theorem 4, we prove the lemma. 
4. The Littlewood–Paley g-function
Deﬁnition 2. We deﬁne the Littlewood–Paley g-function initially for f ∈ S(R), by
g(f )(x) :=
[∫ ∞
0
|∇u(x, t)|2 t dt
]1/2
, x ∈ R,
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where
|∇u(x, t)|2 :=
∣∣∣∣ t u(x, t)
∣∣∣∣2 + ∣∣∣∣ x u(x, t)
∣∣∣∣2 .
In the Euclidean case ( = −1/2) the Lp-norm of g(f ) is comparable with the Lp-
norm of f for p ∈ ]1,∞[ (see [20]). In the following we prove the same results for
our g-function when p ∈ ]1, 2]. We will make use of the Hardy–Littlewood maximal
function.
Deﬁnition 3. For a locally integrable function f on R, we deﬁne its maximal function
M(f ), by
M(f )(x) := sup
t>0
{
1
(] − t, t[)
∫ t
−t
|
x(f )(y)| d(y)
}
, x ∈ R.
This operator satisﬁes the following properties.
Lemma 3. (i) For p ∈ ]1,∞[, there exists a constant Cp > 0 such that, for f ∈
Lp(R,),
‖M(f )‖p,Cp ‖f ‖p,.
(ii) For  a positive, non increasing function in L1(R,) and f a locally integrable
function on R, we have
sup
t>0
|t ∗ f (x)|‖‖1,M(f )(x), x ∈ R,
where t is the dilation of  given by t (x) := t−2(+1)
(
x
t
)
, x ∈ R.
Proof. (i) Since the operator M is sub-linear it sufﬁces to show the result for non-
negative functions only. From (3), we have
|W(x, y, z)|4(|x|, |y|, |z|), |z| ∈ Ax,y,
where  is the Bessel kernel introduced in (3).
We write f = fe + fo with fe even and fo odd, then
|
xf (y)|8
∫ |x|+|y|
||x|−|y||
fe(z)(|x|, |y|, |z|) d(z).
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Thus
M(f )(x)4f ∗e (|x|),
where f ∗e is the maximal function of fe on the Bessel–Kingman hypergroups [4,22].
Therefore and by using [4, p. 58] (see also [22]), one shows that there exists a constant
Cp > 0, so that
‖M(f )‖p,Cp ‖fe‖p,Cp ‖f ‖p,,
which proves the (i).
(ii) As in the Euclidean case [21, p. 57], we prove the second assertion. 
Theorem 5. For p ∈ ]1, 2], there exist two constants Ap > 0 and Bp > 0 such that,
for f ∈ Lp(R,),
Bp ‖f ‖p,‖g(f )‖p,Ap ‖f ‖p,.
Proof. The left inequality follows directly from Theorem 4.
Let f ∈ D(R) be a positive function. From Proposition 3(i) the -Poisson integral
u of f is positive.
First step: Estimate of the quantity |∇u(x, t)|2.
Let  the operator:
 := 1|x|2+1

x
(
|x|2+1 
x
)
+ 
2
t2
.
Using the fact that
2u(., t)(x)+
2
t2
u(x, t) = 0,
we obtain for p ∈ ]1,∞[:
up(x, t) = p(p − 1)up−2(x, t)|∇u(x, t)|2 + (2+ 1)p2x2 Up(x, t),
where
Up(x, t) := up−1(x, t)(u(x, t)− u(−x, t)).
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Since
Up(x, t)
1
2
(up−1(x, t)+ up−1(−x, t))(u(x, t)− u(−x, t)),
we deduce that
|∇u(x, t)|2 1
p(p − 1)u
2−p(x, t){vp(x, t)+ up(x, t)}, (11)
where
vp(x, t) := (2+ 1)p4x2 (u
p−1(x, t)+ up−1(−x, t))(u(−x, t)− u(x, t)).
Second step: The inequality ‖g(f )‖p,Ap ‖f ‖p,, for p ∈ ]1, 2[.
From (11), we have
[g(f )(x)]2 1
p(p − 1)
∫ ∞
0
u2−p(x, t){vp(x, t)+ up(x, t)}t dt
 1
p(p − 1)I(f )(x) [M˜(f )(x)]
2−p, x ∈ R,
where
I(f )(x) :=
∫ ∞
0
{vp(x, t)+ up(x, t)}t dt
and
M˜(f )(x) := sup
t>0
{u(x, t)}.
Thus it proves that
‖g(f )‖pp,
(
1
p(p − 1)
)p/2 ∫
R
[I(f )(x)]p/2 [M˜(f )(x)](2−p)p/2 d(x).
By applying Hölder’s inequality, we obtain
‖g(f )‖pp,
(
1
p(p − 1)
)p/2
‖I(f )‖p/21, ‖M˜(f )‖(2−p)p/2p, . (12)
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From Lemma 3(ii), it is clear that
‖M˜(f )‖p,Cp ‖f ‖p,. (13)
Since vp(x, t)+ up(x, t)0, we can apply Fubini–Tonnelli’s Theorem we obtain
‖I(f )‖1, = lim
N→∞
∫ N
0
∫ N
−N
{vp(x, t)+ up(x, t)} d(x)t dt.
Using the fact that x → vp(x, t) is odd, the Proposition 4(iii) and (iv), we deduce that
‖I(f )‖1, = lim
N→∞
∫ N
−N
∫ N
0
up(x, t)t dt d(x) = ‖f ‖pp,. (14)
Finally, from (12), (13) and (14), we obtain
‖g(f )‖p,Ap ‖f ‖p,, Ap =
(
1
p(p − 1)
)1/2
C
(2−p)/2
p .
Since the operator g is sub-linear, we obtain the inequality for f ∈ D(R). And by an
easy limiting argument one shows that the result is also true for any f ∈ Lp(R,),
p ∈ ]1, 2[.
For the case p = 2, using (11) and (14) we get
‖g(f )‖22,
1
2
∫
R
∫ ∞
0
{v2(x, t)+ u2(x, t)}t dt d(x) =
1
2
‖f ‖22,.
Which completes the proof of the theorem. 
Finally, we consider the operator decomposition:
g(f ) = g0(f )+ g∞(f ), g0(f ) = g(f )]−1,1[ and g∞(f ) = g(f )]−1,1[c ,
where A is the characteristic function for the set A.
Lemma 4. The operators g0 and g∞ satisfy the following properties:
(i) for p ∈ ]1, 2], there exists a constant Ap > 0 such that, for f ∈ Lp(R,),
‖g0(f )‖p,Ap ‖f ‖p,.
(ii) For p ∈ ]1,∞[, there exists a constant Ap > 0 such that, for f ∈ Lp(R,),
‖g∞(f )‖p,Ap ‖f ‖p,.
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Proof. The assertion (i) follows directly from Theorem 5.
(ii) For |x|1, we have
∣∣∣∣ux (x, t)
∣∣∣∣2 c {|u(., t)(x)|2 + |u(x, t)|2 + |u(−x, t)|2}.
Thus we obtain
g∞(f )c{g1(f )(x)+G1(f )(x)+G(f )(x)+G(f )(−x)}, (15)
where g1, G1 and G are the operators given in Section 3.
Then the inequality holds from Theorem 4, Lemmas 1, 2 and (15). 
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