Very large irregular-grid data sets are represented as tetrahedral meshes and may incur significant disk YO access overhead in the rendering process. An effective way to alleviate the disk Yo overhead associated with rendering large tetrahedral mesh is to re duce the U 0 bandwidth requirement though compression. Existing tetrahedral mesh compression algorithms focus only on compression efficiency and cannot be readily integrated into the mesh rendering process, and thus demand that a compressed tetrahedral mesh be decompressed before it can be rendered into a 2D image. This paper presents an integrated tetrahedral mesh compression and rendering algorithm called Gatun, which allows compressed tetrahedral meshes to be rendered incrementally as they are being d e compressed, thus leading to an efficient h g u l a r grid rendering pipeline. Both compression and rendering algorithms in Gatun exploit the same local connectivity information among adjacent tetrahedra, and thus can be tightly integrated into a unified implementation framework Our tetrahedral compression algorithm is specifically designed to facilitate the integration with irregular grid renderer without any compromise in compression efficiency. A unique pformance advantage of Gum is its ability to reduce the mntime memory footprint requirement by releasing memory allocated to tetrahedra as early as possible. As a result, Gufun is able to d e crease rendering time by one or two orders of magnitude for very large tetrahedral mesh whose size exceeds the amount of physical memory. At the same time, the smaller working set and better access locality of G a m improve the rendering pesformance by up to 30%, even when the input tetrahedral mesh is entirely memoryresident.
Introduction
Irregular-grid volumetric data set represented as tetrahedral mesh is becoming ever more important in volume visualization research b e *Depaament of Computer Science, State University of New Yak at Stony Brook, Stony Brook, NY 11794-4400. Emails: {ckyrmg, mim, chiueh)@cs.sunysb.edu 0 0-7803-6478-3/00/$10.00 2000 IEEE cause of its natural fit with the way physical systems are modeled, i.e., representing more details only where they are actually needed. However, because of the lack of structure in the irregular grids, the coordinates of the vertices need to be explicitly represented, as well as the connectivity among vertices. As a result, irregular volume grids require relatively large storage space and may incur significant disk Yo overhead during the rendering process. One way to reduce this disk YO performance overhead is to compress the irregular grid data sets. so that at least the initial data set loading time is reduced. Existing tetrahedral mesh compression algoritiims focus mainly on improving the compression efficiency and are completely decoupled from the irregular volume rendering process. Because of this decoupling. a compressed tetrahedral mesh needs to be completely decompressed before it can be rendered into a 2D image. In contrast to this "store and forward" approach, this papex describes a "cut through" approach that integrates the decompression and rendering steps into a streamlined process. and thereby significantly cuts down both the run-time memory footprint size and the disk U 0 bandwidth requirement.
The resulting irregular-grid volume rendering system, called Gum, consists of a lossless tetrahedral mesh compression algorithm and an object space-based ray-casting rendering algorithm
The proposed tetrahedral mesh compression algorithm is a generalization of the one originally designed for triangle mesh [9] and provides compression efficiency comparable to [5] . Basically this algorithm starts from a seed tetrahedron or a seed face, and then proceeds in a "breadth first" manner until it covers all the tetrahedra. This breadth first traversal decision plays an important role in Gam's ability to streamline the decompression and rendering steps of compressed tetrahedral meshes.
The second component of Gantn is an irregular grid volume renderer that uses ray-casting, but is object spacebased rather than image space-based. This object space orientation allows Gatun to incrementally build up the contribution of each tetrahedron to the intersecting rays as it is decompressed. It exploits the tetrahedral adjacency information, which is created and exploited by the tetrahedral mesh compression algorithm. to perform on-the-fly rendering of uncompressed tetrahedra without waiting for the whole data set to be completely decompressed. As a result, the start-up latency for xendering a compressed tetrahedral mesh is minimal. To s u p port incremental rendering, the compression algorithm traverses the tetrahedral mesh from the external surface ''inwards" towards the core of the data set. As new tetrahedra appear in the decompression process. theK contributions to the rays that intersect with them are accumulated. This incremental rendering algorithm includes a new tetrahedron interpolation scheme and a new segment-based compositing formula, and implements unit sampling distance as in standard regular-grid volume rendering.
A key innovation of Gufun is its ability to determine when a temhedron is no longer needed and deallocate the memory allocated to the tetrahedron as soon as it is done. As a result, G u m reduces the maximal memory footpint to as low as one fifth of the entire data set and greatly improves the rendering performance of very large data sets by avoiding paging. In summary, G m n streamlines the decompression and rendering of losslessly compressed tetrahedral mesh and significantly reduces the run-time memory and disk bandwidth requirements. In c d n cases, Gufun makes it possible to render certain data sets on a machine that w m not even "runnable" with standard irregular-grid volume rend-.
The rest of this paper is organized as follows. We review re lated work on tetrahedral mesh compression, as well as on irregular grid rendering in the next section. Section 3 presents the proposed tetrahedral mesh compression algorithm and how it is designed to facilitate integration with the rendering process. In Section 4, we describe the on-the-fly rendering algorithm that is tightly coupled with the mesh decompressor, and the current prototype implementation. Section 5 reports the performance measurements of Gatun prototype for six irregular-grid data sets with the number of tetrahedra ranging from 1.3K to 1M. Section 6 summarizes the main research contribution of this paper.
Related Work
In the area of lossless tetrahedral mesh compression, there m two existing methods. The first one was proposed by Szymczak 1131. Their representation consists of a tetrahedron spanning tree string, which is obrained by recursively attaching tetrahedra to external faces starting from an arbitrary tetrahedron, and a folding string, which defines the incidence relations among the remaining external faces. Their method requires 7 bits per tetrahedron on an average to represent the topology. The second method, proposed by Gumhold [5] achieves by far the best compression efficiency for tetrahedral meshes. Their cut-border engine starts with the faces of an arbitrary tetrahedron and attempts to add tetrahedra to the external faces through different operations. They requk 2.04 bits per tetrahedron on an average. The compression algorithm used in Gatun is similar in spirit to this approach. However, the options we Worm and the heuristics we use are much simpler and lead to faster implementation.
There are several early works on rendering of irregular grids. Wilhelms et. al. 1151 applied a re-sampling technique to reduce the problem to the rendering of traditional regular rectilinear grids. However, to represent the finest details, the resampling overhead may be exceedingly high. Another attempt from Fruhauf 121 tried to apply the naditional algorithm, originally designed for rectilinear grids, to curvilinear grids by casting ''curved'' rays to fit the curvilinearity of the data set. However this approach can not be readily applied to the unst~ctured grids. Another school of algorithms is called "sweeping" algorithm, proposed originally by Giertsen [4] and later improved or modified by Silva and Yagel [I 1.161. While the algorithm in [ 161 needs a large amount of memory and high-end graphics engines, the approach in 1111 is more memory efficient and reasonably fast even when a moderate graphics engine is available. However, Bunyk et. al. [l] presented a much faster algorithm based on the works f " Garrity and Uselton [3, 141. This algorithm, although still requires a great deal of memory for good performance, does provide a good starting point to derive the renddng algorithm used in G a m . Another completely different approach to render irregular grids is through "projection." Here, each tetrahe dron is scan-converted and displayed on the image plane through a projection process that takes into account the depth information.
The idea was proposed independently by Max et. al. [SI and Shirley et. al. [lo] . The best property of this approach is that it can take advantage of the standard 3D graphics hardware. But a m4or drawback is that it requires depth-sorting of the tetrahedra in order to generate correct composited image. The work from [A uses a hybrid scheme by ''splaaing'' the sample points obtained from the object base. However, it requires a re-sampling precess and sorting to get the cOfiect result. Ma 161 and Silva [ 121 have tried to parallelize irregular volume rendering algorithms. In conuast, the target machines of this project are mostly PC workstations which in general are singleprocessor machines.
Gatun uses an object spacebased ray-casting approach. Because of ray-casting, the resulting rendered image quality is high. Because of the object space architecture, rendering can be done incrementally and thus can be nicely tied with the mesh decompression process.
Tetrahedral Mesh Compression

Ovenrlew
Given a tetrahedral mesh, the proposed tetrahedral mesh compression algorithm starts with the boundary faces and then grows the surface inwards by visiting the tetrahedron that is paired with each boundary face. After all the tetrahedra that can be paired with the current surface are visited, the set of faces of these tetdedra, that are not part of the current surface, form a new surface. The algorithm then continues with this new surface to visit more tetrahedra, itetation by iteration. until it visits every tetrahedron in the mesh. The input tefl.ahedral mesh consists of a vertex army containing the geometry information associated with the vextices and a termhe&un array containing four vertex indices per tetrahedron. The output of the tetTahedral mesh compression algorithm also consists of two parts: a representation of the boundary surface and a representation of the geometry and connectivity of the tetrahedral mesh. To represent the boundary surface of a tetrahedral mesh efficiently, we use a triangle mesh compression algorithm described in [9], which is based on a similar breadth-first-traversal approach applied to triangle meshes. The geometry i n f o d o n associated with a vertex, such as coordinate and density value, appear in the compressed output only once, when either the first boundary face or the first tetrahedron containing that vertex is visited. The first time the geometry information of a vertex appears in the input, it is appended to the vertex tabk. Future refmnces to this vertex can then be an index access to the vertex table. The order of the first appearance of each v e m in the input detanines the index of the vertex in the vertex table, which is implicitly agreed upon by the mesh compressor and decompressor. In the proposed tetrahedral mesh compression algorithm, visiting a tetrahedron means denoting the fourth vertex that pairs with a triangle face on the current surface. If the fourth vertex of every visited tetrahedron is explicitly represented by its geometry information in its first appearance and as an index into the vertex table for all subsequent appearances, then it takes N -V indices where N is the number of tetrahedra. V is the number of vextiws. and the size of each venex index is log(V) bits. The challenge of the. tetmhedral m a h compression algorithm design is to represent "fourth" vertices implicitly by exploiting connectivity information, so that fewer than Zog(V) bits per tetrahedron is required.
Let us call the particular face with which to pair a "fourth" vertex as rhe current face. A face is a partly-used face if only one of its adjoining tetrahedra is not yet visited. A my-used face is either a boundary face with no adjoining visited teuahedron or a non-boundary face with one adjoining visited tetrahedron. This is because a boundary face has exactly one adjoining tetrahedron and a non-boundary face has two adjoining tetrahedra. Let T be the triangle mesh containing all the parrly-used faces as the compression algorithm visits the tetrahedral mesh. The current face is an element of T. In most cases, the fourth vertex that pairs with the current face is a vertex that belongs to one of the edgeadjacent faces of the CUTrent face in T. Note that the triangle mesh T can be non-manifold with the implication that an edge of the current face can have more than one adjacent faces. To denote the face with which the pairing vertex is associated, we order the faces edge-adjacent to the current face. First, we order the vertices of the current face according to their indices to the vertex table. Let this order be (ul, v2, v3). and let nl. n2, n3 be the number of faces adjacent to the edges (ul, v2), (us, u3). and (v3, "1) respectively (excluding the current face). Then the faces adjacent to the current face ~IE numbered 0, 1, . . . , nl + n2 + n3 -1. The ordering among faces adjacent to the same edge is determined by the order in which they are visited during compressioddecompression. Thus the ordering of adjacent faces with respect to the current face is guaranteed to be unique and shared by the compressor and the decompressor. Given this ordering, specifying the neighboring face that contains the pairing vertex specifies the fourth vertex and visits the associated tetrahedron. Empirical results indicate that the index value of the "pairing face" is 0, 1 , 2 in most of the cases. If a pairing vertex cannot be represented by an edgeadjacent face, them are two possibilities: (1) the vertex appears for the first time in the input or (2) the vertex appeared earlier. In the firsc case, we can store the geometry infomation associated with the vertex into the vertex table. In the second case (which formnately does not occur frequently), we first check if the paring vertex belongs to a face adjacent to a vertex of the current face, see Figure 2 . If so, the vertex is specified according to its position in an ordered vertex list that includes all the vertices that belong to faces adjacent to vertices (but not edges) of the cumnt face. The order of the vertices is determined by the order in which the vertex adjacent faces they belong to are visited during compressioddecompression. If the pairing vertex is not incident to any vertex of the current face, it is represented by its index value into the vertex table. Once the fourth vertex of a tetrahedron is determined. the three faces of the tetrahedron other than the current face are examined individually. For each of these faces, if it is marked pdy-used, then all the adjoining tetrahedra of that face have been visited and the face can be deleted. If not, we mark the face as pdy-used and put it in the next surface for the next iteration. Finally, the current face is deleted.
The compression algorithm as described above does not speciQ which face of a surface to start with. The choice of the current face has direct impact on compression efficiency since it detennines where the fourth vertex falls in the neighborhood of a face. Gutun chooses to use the order as determined by the triangle mesh a v e rsal and completes the formation of tetrahedra for all of them before moving onto the next iteration. This design decision is based on the belief that peeling the tetrahedral mesh layer by layer will allow the rendering process to complete the processing of a tetrahedron as eady as possible. Within an iteration, we choose to follow the generation order of the faces, and empirical results indicate that this heuristic works well. Figure 3 illustrates how the visit of a tetrahedral mesh starts from the boundary surface. The leftmost figure shows the uaversal order of the dangles as determined by the triangle mesh compression algorithm. The rest of the figure shows the formation of the tetrahedra. The bold lines indicate the tetrahedron enumerated for a particular boundary face. Notice that faces 1, 3.5, 6, and 9 form new tetrahedra with explicitly represented vertices, whereas other tetrahedra are formed by pairing up with a neighboring face. The rightmost figure shows the new faces that will participate in the next iteration.
Encoding of the Compressed Mesh
The encoding for the boundary faces of a teaahedral mesh is based on a Eliangle mesh compression algorithm described in [9]. The way each tetrahedron is represented depends on whether the fourth vertex is represented explicitly, using geomeuy information, or using connectivity information. There are four different commands for the encoding:
1. EXPLICIT {geometry information}: Thisisforexplicit representation of a vertex when it first appears in the input mesh. 2. INDEX {index value}: This corresponds to the case when the fourth vertex is represented as an index into the vertex table. 3. FACE {order}: This is used when the fourth vertex belongs to a face incident to an edge of the m n t face. The order is the order of the face among the adjacent faces as d e fined earlier. 4. VERTEX {order}: This is used when the fourth vertex belongs to a face adjacent to a vertex of the current face and cannot be represented by face-adjacency. The order is determined using the method discussed in subsection 3.1.
After the tenahedra are repesented using the above commands, we apply Huffman encoding on the resultant command sequence to achieve on an average 22% M e r compression.
Data Structure
Because Gutun stmudines the decompression and rendering steps, the decompression step must be sufficiently simple to reduce its impacts on run-time performance. The mesh decompressor maintains the following data structures: 3. Surface Queues are the two queues of faces wmsponding to the eriangle meshes associated with the current iteration and the next iteration. The decompressor dequeues faces from the current-iteration surface queue and adds the newly generated faces to the next-iteration surface queue.
On-the-Fly Rendering of Compressed Grlds
Baseline Algorithm
The baseline tetrahedmn mesh rendering algorithm is based on the work described in [l] . Although this algorithm was designed for parallel projection, it can be mdily extended to suppoa perspective projection.
The algorithm has a "view-independent" preprocessing step that identifies the adjacency information and some normal vector processing associated with each face of the input tetrahedral mesh. The adjacency information includes which vertices are used in which faces. and which faces are used in which tetrahedra.
Given a view angle, the baseline algorithm first identifies the intersections between the input mesh's boundary faces and all the cast rays. More concretely, the algorithm back-projects each boundary face to the image plane, finds a bounding box for the projected footprint, and tests evcry ray inside the bounding box to check whether it falls within the boundary face's projected footprint. An optimization to this step is to perform this intersection computation only for boundary faces whose projected footprint is not completely occluded. Once the set of intersecting boundary faces are identified, the algorithm som the intersection points with respect ta a ray according to their distance from the origin of the ray on the image plane. Note that a ray may have more than two intersection points if the input tetrahedral mesh is not convex.
The final phase of the baseline algorithm is a ray-casting process.
For each ray, the algorithm retrieves the first boundary face that it intersects, then the face's associated tetrahedron, and then the next face of the same tetrahedron that this ray passes through. If this next face is a not a boundary face, then the "next" tetrahedron that shares this new face is retrieved. Through the same process, a ray can go through faces of neighboring tetrahedra until it hits another boundary face and exits the data set. The adjacency information computed by the pre-processing step plays an important role in allowing the algorithm to quickly identify which faces and tetrahedra 
The Gatun Approach
The goal of on-thefly mesh rendering is to accumulate the contribution of each tetrahedmn as it is output from the decompressor. This way there is no need to Wait for the entire decompression process to complete and the memory allocated to the tetrahedra can be freed as soon as possible. G a m usts an object-space ray-casting algorithm to achieve this goal. The fundamental problem is to identify the set of rays cast from the image plane that intersect with a given tetrahedron. Compared to the baseline algorithm, which assumes that an uncompressed tetrahedral mesh is already available, G a n~, does not have all the adjacency information immediately available, and the ray-casting process is dictated by the order of the tetrahedra that the decompressor outputs. By employing an inward approach towards tetrahedral mesh compression, Gotun exploits the explicit representation of boundary surfaces to calculate the intersections between the boundary sur- faces and the cast rays. Then a ray is decomposed into a set of one or multiple segments, each comsponding to a contiguous section of the ray that intersects with the input data volume, as shown in Figure 4 . Notice that each ray is duplicated not only in the opposite direction, but also in each segment. Moreover, each segment is further decomposed into two subsegments, one starting with the end closer to the image plane and having the original raycast direction, while the other starting with the end that is further away fiom the image plane and having the opposite of the original raycast direction, as shown in Figure 5 .
Once the intersection points between the boundary faces and the rays are available, each ray is "attached" to its corresponding boundary face. As mentioned in the previous paragraph, since each ray in duplicated in each segment and for both dktions, therefore it becomes easier to identify all the rays that intersect with a given tetrahedron as early as possible. Every time a tetrahedron is output fiom the decompressor. Gafun checks if there are any rays attached to any of its four faces, and if so, advances those rays as much as possible. To determine whether a ray has exhausted all the tetrahedra that it can possibly intersect, the renderer maintains a water mark that represents the CMent progress of each subsegment, and concludes that a segment is "done" when the water marks of these co-locating subsegments meet.
Because of the use of segments and subsegments, the compositing process associated with a ray is necessarily hierarchical: a standard lkont-to-back compositing algorithm is used within a subsegment, and a slightly modified front-to-back "positing algorithm is used between subsegments and between segments. The sample to-sample front-to-back compositing formulas are: Because Gatun uses an object-space rendering algorithm that processes those rays that intersect with each tetrahedron, it is conceivable that the memory allocated for a tetrahedron can be freed as soon as it is done, thus significantly reducing the memory footprint requkment of the rendering process. However, this requires
Gam to maintain the following invariant: whenever a tetrahedron is processed, all the rays that can intersect with this tetrahedron have already been attached to its faces. This invariant does not hold in general, because when the decompressor outputs a tetmhedmn, some of the rays that intersect with this tetrahedron may not arrive at its faces yet. For example, in Figure 6 , if teaahedmn A is output first, then only the rays for its face a have arrived. Those rays that are to be attached to face e through face c have not come yet.
To address this problem, Gafun checks whether a tetrahedron is ready before processing it. A tetrahedron is ready if: the projection of "processed" faces of this tetmhedmn covers the projected fmtprint of the tehahedrorr This check is called the readiness check A face is processed if all the rays that can be attached to the face have already been attached. Initially all the faces are unprocessed.
There are only two cases in which a face can become processed. First, the face is a boundary face, for which G a m uses back projection to identify all the intersecting rays. Therefore by definition it is a processed face. Second. the face belongs to a tetrahedron that is ready. By definition, a tetrahedron is ready if all the rays that can be attached to it are already attached, therefore after the processing of the tetrahedron, all its constituent faces must become processed. After a tetrahedron is processed. the memory allocated to it is freed. Gatun uses a tetrahedron classification scheme to classify the projection of a tetrahedron into a fixed number of cases in order to decide if the projected footprint of the processed faces of a tetrahedron is the same as the projection of the entire tetrahedron. There are 6 different possible shapes for a teuahedron's projection image, as shown in Figure 7 . The algorithm first tries to decide which case it is for a given tetrahedron. It first checks if there exists any pair of vertices whose projections are exactly the same. If yes, then the projection shape must be either case (d), (e) or (0 in Figure 7; otherwise, the projection shape is either case (a), (b) or (c). Let po.
pl, pa and m represent the projected 2D_points of the tetrahedron's four vertices on the image plane, and i j the vector pointing from pi to p j . For cases (a), (b) and (c), the algorithm performs four and classifies them according to the signs of these cross products. If all of the b e cross products are zero, then the projection of the tetrahedron must be a segment or a point, for which M e r disdnction is not necessary because practically such a teuahedron would not intersect rays. To speed up tetrahedron classification, we use a radix3 table look-up scheme to map the results of cross products to the classification decision. On a Pentium n 300MHz machine, this algorithm takes less than 1 .S secs to classify 1M tetrahedra.
After a tetrahedron's projection is classified, Gatun performs the readiness check on the kuahedron. For example, if an tetrahedron's projection is case (a) in Figure 7 with ps in the center, then there are. two ways to "cover" this projection: A012 or A013 U A123 U A203, where Aijk is a face formed from pi, p j and pk. So in this case, if A012 is already a processed face, then the entire tetrahedron is covered and therefore ready. Scenarios in which two processed faces are required to cover a tetrahedron's projection can be found from group @) and (c) in Figure 7 .
It should be noted that a teuahedron must be ready when more than two of its faces are processed, and a teuahedron cannot be ready when none of its faces is processed. Themfore the readiness check only needs to be applied to a new tetrahedron when it has one or two processed faces. When the decompressor outputs a tetrahedron, if the renderer cannot conclude that it is ready, then the renderer puts this tetrahedron to the waiting field of all its unprocessed faces. If on the other hand the new tetrahedron is determined to be ready, then the renderer processes all the attached rays by accumulating the contributions from the tetrahedron to the rays from the processed faces, advancing these rays a m d i n g to their casting direction, and eventually attaching these rays to other faces of this tetrahedron. As for unprocessed faces, they hnn processed as more rays m attached to them during the processing of the tetrahedron.
After a tetrahedron is processed, the renderer examines each constituent face. If a face is previously processed, then it is freed b e cause all its adjoining tetrahedra have been visited. If a face is unprocessed, G a m changes the status of this face to processed, removes the tenahedron in its waiting field, and performs the readiness check on the tetrahedron just removed to see if it, with the addition of this processed face, is ready or not. If the indeed tums ready, Gahtn continues to process this tetrahedron. Whenever a tetrahedron is found to be ready. it is put into a tetrahedra working queue. G a m renuns control to the decompressor to output new tetrahedra only when this working queue is empty, which means either currently all the non-ready tetrahedra are waiting for some faces to become processed, or all the tetrahedra have been processed already. Because a non-ready tetrahedron is put into the waiting field of all its unprocessed faces, there is a bit in the tetrahedron data structure to indicate that a given tetrahedron is already put in the tetrahedra working queue to avoid duplicated insextion from multiple faces.
With the tetrahedmn classification scheme for efficient readiness check, Gatun is able to free at least 98% more tetrahedra on an average from the memory, compared to the naive approach where a tetrahedron can be released only if it has more than two processed faces. Moreover, the smaller working set also leads to bemr overall performance in many cases, as will be shown in the performance evaluation section. 
Performance Evaluation
The performance evaluation of Gantn is carried out on a Pentium n300 MHz machine with 320 MB memory. The data sets used are shown in Table 1 , ordered by the number of tetrahedra. While the first two data sets are unstructured grids, the remaining four are converred into tetrahedral grids from originally curvilinear grids.
The intent of including the first two grids into our experiments is to demonstrate that our algorithm can be applied to both structured and unstructured grids. Table 2 presents the compression performance. The command sequence generated by the compression code is m through a static Huffman encoder to arrive at the final compressed output. The first and second columns show the cost in bytes to represent the boundary faces and the tetrahedra. This cost is only for the topology. We ignore the cost of geometq information in this work. The Total Cost column indicates the sum of boundary faces and tetrahedra repsentation. The fourth column shows the average number of bits requid to encode the topology of a tetrahedron. Column five and six show the percentage savings with respect to the number of bytes for the topology and the topology plus geometry of the input data set. The input representation is a vertex array followed by the teuahedra represented as four indices into the vertex array. Pervertex gmmeuy costs 16 bytes, 12 for coordinates and 4for density.
Compresslon Eff lclency
Finally. the last column shows the decompression speed in tetrahedra per second. This decompression speed is for topology only and does not include the disk VO cost. On an average, o w encoding requires 2.31 bits per teaahedron and can be decompressed at the rate of 162K mahedrdsec. Our compression efficiency is comparable to that of [SI, which is the most efficient tetrahedral compression algorithm developed so far and requires 2.04 bits on an average, and our encoding can be decompsed 1.5 times as fast Table 3 r e p e n t s the distribution of different commands for implicitly represented fourth vertex. The first three cases represent the F a c e { o r d e r } command with order value 0.1 or 2. Thelastcaserepresents thevertex {order}, I n d e x { i n d e x value}, and F a c e {order} command with o r d e r greater than 2. Across all data sets, more than 88% of the time, the fourth veaex can be represented with F a c e 0, F a c e 1, or F a c e 2 commands. In fact, for all curvilinear data sets, the pairing vertex can be covered with these three commands for 99% cases.
Rendering Performance
To evaluate the performance of Gatun , we first modified the base line renderer (called generic rederer hereafter) so that it mads the compressed data set from the disk, uncompses the entire data set, and then starts the rendering. To show that Ganut can improve the rendering performance in many cases with a much smaller memory G a m about two third of the effort to "classify" and thus releasing the allocated memory for teaahedra will end up as redundant work.
Thus the effort to reduce the memory usage results in more computation in this case, which in turn may hurt the performance. As can be seen from Figure 9 , as the image resolution increases, and higher percentage of tet~ahedm get "touched", a higher percentage of the classification becomes useful. and thmfore the advanrage of using smaller memory begins to emerge. Another subtle point wonh pointing out is the following. Since we am dealing with one tetrahedron at a time, it seems it should exhibit better memory locality than that of the generic renderer where the memory access pattern is considerably random, determined by the traversal of the rays along the data set. Figure 8 (color plate) shows the peak memory requirement for Gufun and generic renderer comsponding to different image resolutions. In general, the peak memory requirement of Catun is around 50-70% of the generic renderer. As the image resolution increases, the difference becomes more significant. However, at 512 x 512 and 1024 x 1024 image resolutions for the Spx data set, Gatun uses a little more peak memory than that in the generic renderer. This is hecause Spx is a non-convex dataset with holes, and thesefore the avmge number of segments per ray is slightly higher than in the other data sets. This results in extra storage and processing overhead for the segments. However, we should point out that most of the time the memory usages of G a m are below the m s p o n d i n g peak memory usage because of the early deallocation scheme we employ, whereas for generic renderer peak memory requirement is constant for the entire duration of the rendering process. Figure 10 (color plate) shows some images rendered by our system. We applied the linear color m s f e r function f " [I] and a linear opacity transfer function by mapping the highest density value to 3 and the lowest to 0. No directional shading is applied.
Conclusion
Very large irregular-grid volume data set is becoming more or more popular in the scientific computing community because it is a natural fit for modeling the physical world. Rendering of irregular or unstructured grids could incur significant disk YO overhead due to both initial data loading and virmal memory paging. Compression is an effective technique to reduce the memory requirements at run time. While existing nxdering systems require the input data set to be completely uncompressed before the rendering starts, the system described in this paper called Gah~r supports a novel on-thefly rendering method for losslessly compressed te~ahedral mesh. To further reduce the memory usage, G a m features a unique "garbage detection" technique that can quickly recognize the tetrahedra that have been processed completely and thus can be safely discarded without affecting the corxectness of the rendering programs.
Performance measmments on the fist Gatun prototype shows that the lossless compression algorithm used in G a m achieves a compression efficiency of 5 times on an average, the run-time memory requirements are r e d u d by up to a factor of 7, and the performance can be one or two orders of magnitude beam when the data set size is larger than the host memoq size. Even when the whole data set is memory resident, Gam's integrated rendering algorithm is up to 30% better than a "store and forward" approach because it exhibits better data access locality.
