As a renewable and clean energy source, wind power is being widely utilized all over the world. The uncertainty of wind speed makes certain trouble for the development of wind power generation. In order to relieve the disadvantageous impact of wind speed intermittence on connected power system, this paper proposes a radial basis function (RBF) neural network-based prediction model for ultra-short-term wind speed. Simulation studies are carried out to validate the proposed model for ultra-short-term wind speed by using data obtained from a wind farm from Beijing. The performance of the RBF neural network is compared with that of BP network. Results show that the RBF prediction model significantly outperforms the BP model.
Introduction
The development and utilization of renewable energy, especially wind energy has been attached great importance all over the world. The rapid growth of wind power installed capacity will affect the safety and stability operation of the power grid, and power prediction is one of the effective ways to solve the problem. 
RBF neural network algorithm and prediction system A. RBF neural network
Artificial neural network is a large-scale parallel distributed and nonlinear information processing system [4] . RBF neural network, as showing in Fig.1 , has three layers. The input layer is simply a set of sensory units. The second layer is a hidden layer of sufficient dimension, which performs a nonlinear transformation from the input space to a higher-dimensional hidden-unit space. Its action function (basis function) is usually Gauss Function. When the input information is close to the central area of the basic function, the hidden layer nodes will have a greater output. Thus, this network has a good capacity of local approximation, as well as fast learning speed. The third layer performs a linear transformation from the hidden unit space to the output space. In case that there are enough hidden nodes, it could approximate any nonlinear function [5] .
Fig.1 RBF neural network structure

B. RBF network learning algorithm
There are three parameters to be solved in RBF neural network learning algorithm, namely the center of the basis function, the variance and weights from hidden layer to output layer [6] . Gauss Function is usually used as the basis function of RBF network. Therefore the active function can be expressed as Eq.1:
 is the European norm, c is the center of Gauss function,  is the variance of Gauss function.
The output of network can be obtained from the RBF neural network structure which is shown as Eq.2:
Where   
C. Prediction Evaluation Standard
To evaluate the accuracy of RBF approach in forecasting wind speed, different criterions are used. The relative percentage error (RPE) criterion, the mean absolute percentage error (MAPE) criterion are defined as follows. 1 1 100%
The RBF neural network applied to wind speed In the RBF network learning process, when the data is far from the null range, learning speed is slow. In order to improve the training and forecasting speed, the wind speed in the dataset data should be normalized, and the data is mapped to the range from -1 to 1. In the end of training, the simulation output will be anti-normalized. Normalized function is shown as Eq.6:
v is maximum of original data.
The function of newrbe() from MATLAB toolbox is used to construct RBF function networks and make the design error meet zero. The function is called as:
net=newrbe (P, T, spread), where P is the input vector and T is desired output vector (goal) and spread is the distribution density of RBF. And in RBF spread is the only parameter that needs to be determined. It's very important to select a reasonable size for spread. With the value of spread increasing, it becomes much easier for RBF to respond the interval covered by input vector and the output is much smoother. But it will result in the great difficulty in numerical calculation.
When the size of spread is 51, the training sample error gets the relatively excellent results by experiments. 
Summary
This paper has presented a RBF neural network-based prediction model for wind speed, which has been compared with BP prediction model. Simulation studies using the data from a wind farm in Beijing have yielded several conclusions. First, the proposed RBF neural network-based prediction model has better performance than the BP prediction model in terms of the prediction accuracy. This is due to the RBF neural network's ability of capturing nonlinear and time-varying nature of the wind speed data. Second, simulation results have indicated the success of using historical wind speed variables to improve the prediction accuracy.In future work, other nonlinear prediction models will be compared with the RBF neural network-based model.
