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Abstract: This paper proposes an efficient continuation method for solving nonlinear equations. The proposed method 
belongs to a class of predictor-corrector methods and uses modified Euler's predictors in order that larger step-sizes 
may be accepted. Some numerical results show that the method obtains a solution with less computational effort than 
the ordinary Euler's method, especially when the starting point is far from the solution. 
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1. Introduction 
The aim of this paper is to provide a new scheme of continuation methods for solving a system 
of nonlinear equations in several variables. Continuation methods construct a one-parameter 
family of problems in which the problem under consideration is imbedded. Because its solutions 
generally constitute continuous curves depending on the parameter, we may trace the curve from 
a known point to the desired solution point by varying the value of the parameter. 
It is well known [1] that the solution curve is usually characterized by a differential equation 
and hence may be traced by using any of the existing numerical integration methods for initial 
values problems. In particular, variants of predictor-corrector methods have been proposed in 
the context of continuation methods and proved to be useful for tracing a solution curve [1,3,4,5]. 
It is noted, however, that in the present case we are only interested in a particular point on the 
solution curve, which corresponds to a solution of the nonlinear equation to be solved. Therefore, 
it may be required that a point of interest on the solution curve is reached as quickly as possible, 
rather than tracing the whole curve with high accuracy. 
Beating this in mind, we propose a new predictor-corrector method that uses a modified 
Euler's predictor. Because of its simplicitly, Euler's method is a popular numerical scheme among 
many predictor-corrector methods. However, since Euler's predictors are chosen along the 
tangent direction at a point on the curve, a corrector step such as Newton's method may fail to 
converge when the step-size used to determine the predictor is large. Therefore, the stepsizes in 
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Euler's method usually become very small for highly nonlinear problems in order to make sure 
the success of corrector steps. 
To accelerate tracing the solution curve, we try to find a predictor on a 'nonlinear' curve 
which is not only tangent o the solution curve at the current point but also expected to give a 
better approximation to the solution curve than the tangent line used in Euler's method. 
An approximation curve for finding a new predictor is obtained by the following procedure: 
First, compute Euler's predictor using a certain stepsize. Next, perform a single iteration of 
Newton's method for finding a point on the solution curve. Then, construct a curve by joining 
the current point and the point obtained by the single Newton iteration. 
Because the curve obtained in this manner is expected to better approximate the solution 
curve than the tangent line, we may determine acceptable predictors by choosing larger step-size 
than those used in the ordinary Euler's method. 
2. Background 
In this section we briefly review some of the fundamental  matters of continuation methods. 
Let a system of nonlinear equations be given in the form 
F(x) -0  (2.1) 
where F: R" ~ R" is smooth. We consider a smooth function H: R "÷ 1 _+ R" such that 
H(x,X)=F(x) ,  x~R ~, 
and such that the nonlinear system 
H(x ,  O) =0 
has a known solution x ° ~ R ~. Two typical examples of the function H are 
H(x, t)=(1-t)(x-x°)+tF(x) (2.2) 
and 
H(x, t)= F(x) + (t-  1)F (x° ) .  (2.3) 
Now let us consider the system of equations 
H(x, t)=0. (2.4) 
By the definition of the function H, the number of variables in (2.4) minus the number of 
equations is just one. Therefore, under some mild conditions, the solution set of (2.4) forms a 
continuous curve in R "+x which links the known point x ° with zero point x* of F [1,2,7]. The 
continuation methods try to find x* by numerically following such a solution curve, starting at 
the point (x, t) -- (x °, 0). Clearly (2.1) is solved when t = 1 is attained on the curve. 
3. Description of the new algorithm 
In this section, we describe a new predictor-corrector method of following a solution curve of 
(2.4). The algorithm uses two sequences {8k } and { % } of positive parameters to control the 
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step-size of the predictor. Let a 1, a 2 and ot 3 be given constants uch that 0 < a~ < ot 2 < 1 and 
0 < a 3 < 1. For simplicity of notation, we introduce (n + 1)-vector z to represent (x, t). The 
algorithm starts with z ° = (x °, 0) and (8 0, ~'0) = (1, 1). 
Given a point z k on the solution curve of (2.4), the kth iteration of the algorithm proceeds as 
follows: First, a vector d k tangent o the curve at z k is computed by 
DH(zk)d  k = 0, II d k II = 1, (3.1) 
where DH denotes the Jacobian of H and II • II is the Euclidean norm. Note that the system (3.1) 
of equations usually has two solutions with opposite direction. Here, we choose d k such that 
(dk -1)Tdk  > O, 
where T denotes transposition. In particular, for k = 0, we choose d o such that dn+10 > 0, where 
0 d,+l  is the (n + 1)th component of d °. Using the vector d k thus obtained, we then define 
(n + 1)-vector yk by 
yk  = Z k + ok (3.2) 
where 
O k = 8k dk (3.3) 
and 8 k > 0. The vector yk determines the ordinary Euler's predictor. 
Next we consider the system of equations 
H(z )  --0, (3.4) 
where the function H: R ~ ÷1 ~ R" is defined by 
= (ek)T (z_yk)  . 
It is noted that a solution of (3.4) corresponds to a point where the solution curve of (2.4) 
intersects the hyperplane perpendicular to the vector d k (see Fig. 1). Instead of solving (3.4) 
accurately, we perform a single iteration of Newton's method for (3.4) with starting point yk and 
obtain a point yk + w k, where 
wk = _ D/~(y  k) - I  I~(y k). (3.5) 
If yk is already close enough to the solution curve, we may expect hat the point yk + w k gets 
much closer to the solution curve. In order to see if this situation occurs, we may use the ratio 
11 H(Y k + wk) [1/ll H(Y  k) II as a measure of improvement of the Newton iteration. In particular, 
if the inequality 
II H(Y  k + wk) I1 /11H(Y  k) II ~< a2 (3.6) 
does not hold, then we judge that yk is far from the solution curve. In this event, after setting 
8k "= ½8k, we return to the step of determining the vector yk by (3.2) and (3.3). 
On the other hand, if (3.6) is satisfied, we construct another predictor sk by the formula 
S k= Z k dr" "fkl3 k dr" (Tk)2W k, (3.7) 
where v k and w k are given by (3.3) and (3.5), respectively, and I" k > 0 is a step-size parameter 
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Fig. 1. Illustration of predictor sk. 
determined by the following rule: If we have 
II H(Y k + wk ) II/ll H(Y k) II ~ ~3, (3.8) 
then set "r~, "= 2zk_ x. Otherwise, set "r k := "rk_ 1. The predictor point s k given by (3.7) is illustrated 
in Fig. 1. 
The corrector step then consists of solving the system of equations 
H(z )  =0,  (dk) r (z - - sk )=O (3.9) 
by using Newton's method with starting point s k. If Newton's method fails to converge in N 
iterations (e.g., N = 5), then we reduce the value of either "r k or 8k according to whether "r k > 1 or 
"r k = 1, and repeat he process of computing the predictor. Specifically, if ~'k > 1, then we set "r k 
-'= ½-r k and determine the predictor point s k by (3.7) using the revised step-size ~'k- If ~'k = 1, then 
we set 8 k "= ½8/, and return to the initial stage (3.2), (3.3) of determining the vector y~'. 
On the other hand, if Newton's method produces an approximate solution of (3.9) within N 
iterations, we set it as z k+l and proceed to the next major iteration after adjusting the value of 
parameter 8k by the following rule: If the inequality 
II H(Y k + Wk) II/11H(Y k) II -< al (3.10) 
is satisfied, then set 8k+ 1 := 28 k. Otherwise, set ~k+l '= ~k. 
Since our goal is to find a solution of equation (2.1) (i.e., equation (2.4) with t = 1), the above 
procedure is continued until we obtain z k such that _k+l z,  1 (= tk+l) >1 1. 
Summarizing the preceding discussion, we can state the new predictor-corrector method for 
solving nonlinear equations (2.1) as follows: 
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Algorithm 
Step O. Choose z ° = (x  °, to) = (x  °, 0), 0 < a 1 < a 2 < 1, 0 < a 3 < 1, 30 > 0, ~'0 = 1 and a positive 
Step 1. 
Step 2. 
Step 3. 
Step 4. 
Step 5. 
Step 6. 
Step 7. 
Step 8. 
integer N. 
Compute  d k by (3.1). 
Put yk := zk + 8kdk and compute  w k by (3.5). 
If (3.6) is not satisfied, then 8k '= ½8k and return to Step 2. 
I f  (3.8) holds, then ~'k '= 2"rk- 
Put s k := z k + Tk Uk + (Tk)2W k. 
Apply  Newton 's  method to equation (3.9). If it converges within N iterations, then let 
the computed solution be z k+l and go to Step 7. Otherwise, if ~'k > 1, then ~'~ := ½~'k and 
return to Step 5. If ~'k = 1, then 8 k -'= ½~k and return to Step 2. 
If _k+l z, l  >t 1, then stop. 
Set ~'k+l := z/,- If (3.10) is satisfied, then 8k+1 := 28k- Otherwise, 8k+ 1 := 8 k. Set k "= k + 1 
and return to Step 1. 
4. Numerical experiments 
To claim the eff iciency of the proposed pred ictor -corrector  method,  it is compared with the 
ordinary Euler's method using predictor yk given by  (3.2) and (3.3). In our implementat ion of 
Euler's method, the step-size 8k of (3.3) was also control led in such a way that the path fol lowing 
is automatical ly accelerated and decelerated. In both of the proposed method and Euler's, the 
solutions d k of equat ion (3.1) were computed by using subrout ine NS01A due to Powell [6]. 
The test problems used in the numerical experiments are as follows: 
Problem 1. (F reudenste in -Roth)  n = 2: 
F (x )= ( -13+ x 1 - 2X 2 + 5X22--X3 I 
-29  +x I - 14x 2 +x22 + x 3 ] '  
I: x ° = (0.5, -2 .0 ) ,  
II: x ° = (2 .5 , -  10.0), 
III: x ° -- (5.0, - 20.0), 
IV: x ° = (25.0, - 100.0), 
V: x ° = (50.0, - 200.0). 
x* = (5.o, -4 .0 ) ;  
Problem 2. (Rosenbrock)  n = 2: 
I: 
II: 
III: 
IV: 
V: 
F(x) = ( lO(x - x?) ) 
1 - X 1 
X ° ----- ( -- 1.2, 1.0), 
X ° ---- ( -- 6.0, 5.0), 
X ° ---- ( -- 12.0, 10.0), 
X ° ---- ( -- 60.0, 50.0), 
X ° = ( -- 120.0, 100.0). 
x*  = (1.0, 1.0); 
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Problem 3. (Powell) n = 4: 
x 1 + lOx  2 
if'5- (x3 -- X4) 
F(x )  = 
(x ,  - 2x3) 2 ' 
d-6(x , -  x,) 2 
I: x ° -- (3.0, - 1.0, 0.0, 1.0), 
II: x ° = (15.0, - 5.0, 0.0, 5.0), 
III: x ° -- (30.0, - 10.0, 0.0, 10.0), 
IV: x °= (150.0, -50 .0 ,  0.0, 50.0), 
V: x ° = (300.0, - 100.0, 0.0, 100.0). 
x*=(o,o,o,o); 
For  each problem, x*  and x ° are the true solut ion and starting points, respectively. The 
homotopy  employed in the numerical  experiments i the one given by (2.3). Also, the parameters 
used in the algorithm were chosen as a 1 = 0.05, a 2 = 0.7 and N = 5 for all problems, and 
a 3 = 0.007 for problems 1 and 2, and ot 3 = 0.001 for prob lem 3. The convergence criterion of 
Newton's  method for (3.9) was given by 
II z ÷ - z II ~ < 10-6,  
where z and z ÷ are two successive iterates and I1"11~ denotes the max norm def ined by 
I1" II ~ = max, ]z i 1. 
The computer  program was written in FORTRAN IV and the runs were made on a 
FACOM-M383 computer  at the Data  Processing Center,  Kyoto  University. 
Table 1 
Problem 1 
New Method Euler's Method 
IT NT IT NT 
I 19 101 21 91 
II 32 167 43 149 
III 36 217 86 263 
IV 46 296 725 1512 
V 48 351 1968 3955 
Table 2 
Problem 2 
New Method Euler's Method 
IT NT IT NT 
I 6 30 6 32 
II 9 43 14 51 
III 16 78 25 81 
IV 20 120 103 249 
V 28 150 201 443 
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Table 3 
Problem 3 
New Method Euler's Method 
IT NT IT NT 
I 4 25 4 25 
II 7 38 10 41 
III 7 49 21 70 
IV 7 41 93 203 
v 8 55 184 386 
The results of computer  uns for the test problems are given in Tables 1-3,  where IT  and NT  
are the number  of the major  iterations and the total number  of  Newton  iterations, respectively. 
The results of computat ion  show that the new method is general ly more  effective than Euler's 
method, especially when the stating point  is far f rom the true solution. 
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