Accelerated gradient methods are a powerful optimization tool in machine learning and statistics but their development has traditionally been driven by heuristic motivations. Recent research, however, has demonstrated that these methods can be derived as discretizations of dynamical systems, which in turn has provided a basis for more systematic investigations, especially into the structure of those dynamical systems and their structure preserving discretizations. In this work we introduce dynamical systems defined through a contact geometry which are not only naturally suited to the optimization goal but also subsume all previous methods based on geometric dynamical systems. These contact dynamical systems also admit a natural, robust discretization through geometric contact integrators. We demonstrate these features in paradigmatic examples which show that we can indeed obtain optimization algorithms that achieve oracle lower bounds on convergence rates while also improving on previous proposals in terms of stability.
Motivation and previous results
They throw geometry out the door, and it comes back through the window. H.G.Forder, Auckland 1973 [12] .
Despite their practical utility and explicit convergence bounds, accelerated gradient methods have long been difficult to motivate from a fundamental theory. This lack of understanding limits not only the theoretical understanding of the methods but also the development of new and more efficient optimization algorithms. Recently a progression of work has studied the continuum limit of accelerated gradient methods, demonstrating that these methods can be derived as discretizations of continuous dynamical systems. Shifting focus to the structure and discretization of these latent dynamical systems provides a foundation for the systematic development and implementation of new accelerated gradient methods.
This recent direction of research began with [16] which found a continuum limit of Nesterov's accelerated gradient method (NAG)
x k = y k−1 − τ ∇f (y k−1 )
(1)
by discretizing the ordinary differential equation
for t > 0 with the initial conditions X(0) = X 0 andẊ(0) = 0. By generalizing the ordinary differential equation (3) they were then able to derive new accelerated gradient methods that achieved comparable convergence rates. [19] continued in this direction by showing that NAG can also be derived as a discretization of a more structured variational dynamical system specified with a time-dependent Lagrangian, or equivalent Hamiltonian. Consider an objective function f : X → R which is continuously differentiable, convex, and has a unique minimizer x * ∈ X . Moreover assume that X is a convex set endowed with a distancegenerating function h : X → R that is also convex and essentially smooth. From the Bregman divergence induced by h,
they derived the Bregman Lagrangian L(X, V, t) = e α+γ D h (X + e −α V, X) − e β f (X) ,
where α, β, and γ are continuously differentiable functions of time. They then proved that under the ideal scaling conditionṡ
the solutions of the resulting Euler-Lagrange equations X + (e α −α)Ẋ + e 2α+β ∇ 2 h(X + e −αẊ ) −1 ∇f (X) = 0 (8) satisfy [19, Theorem 1 .1]
From a dynamical systems perspective the two terms in equation (5) play the role of a kinetic and a potential energies, respectively. At the same time the explicit time-dependence of the Lagrangian (5) is a necessary ingredient in order for the dynamical system to dissipate energy and relax to a minimum of the potential, and hence to a minimum of the objective function. Moreover, by (6) , the optimal convergence rate is achieved by choosingβ = e α , i.e. β = t t0 e α(s) ds, and we observe that in the Euclidean case, h(X) = 1 2 X 2 , the Hessian is the identity matrix and thus (8) simplifies toẌ + (e α −α)Ẋ + e 2α+β ∇f (X) = 0 .
Finally the authors developed a heuristic discretization of (8) that yielded optimization algorithms matching the continuous convergence rates.
[1] considered more systematic discretizations of these variational dynamical systems that exploited the fact that they are well suited for numerical discretizations that preserve their geometric structure [12] . In particular they Legendre transformed the Bregman Lagrangian (5) to derive the Bregman Hamiltonian,
where h * (P ) = sup V P · V − h(X) is the Legendre transform of h(X), and then argued that a principled way to obtain reliable and rate-matching discretizations of the resulting dynamical systemẊ
is with symplectic integrators. They numerically demonstrated in the Euclidean case that a standard leapfrog integrator yields an optimization algorithm that achieves polynomial convergence rates and showed how the introduction of a gradient flow could achieve late-time exponential convergence rates matching those seen empirically in other accelerated gradient methods. Perhaps most importantly these variational methods allowed the focus to shift from existing accelerated gradient methods to the structure of the latent dynamical systems. Although the variational dynamical systems were initially derived to reproduce existing accelerated gradient methods, their existence suggests the introduction of new, principled dynamical systems that promise entirely new methods.
For example we can replace variational dynamical systems that exploit heuristic time-dependencies to achieve dissipation with explicitly dissipative dynamical systems. [14] and [8] considered a dynamical systems perspective on these systems, showing how relatively simple dissipations can achieve state-of-the-art convergence.
[9] took a more geometric perspective, replacing the time-dependent Hamiltonian geometry of the variational systems with a conformally symplectic geometry that generates dynamical systems of the forṁ
with c ∈ R a constant. Being a geometric dynamical system this approach also admits effective geometric integrators similar to [1] . These conformally symplectic dynamical systems, however, are less general than the time-dependent variational dynamical systems; in particular NAG cannot be exactly recovered in this framework [9] . The authors also showed that a careful choice of the kinetic energy term can stabilize the dynamical systems when the objective function is rapidly changing, similar to the regularization induced by trust regions. Like the popular Adam, AdaGrad and RMSprop algorithms, the resulting Relativistic Gradient Descent (RGD), algorithm regularized the dynamical velocities to achieve a faster convergence and improved stability.
Finally [15] introduced another way of incorporating dissipative terms into Hamilton's equations (12)- (13) . Their Hamiltonian descent algorithm is derived from the equations of motionẊ
where (X * , P * ) = argmin H(X, P ). Because the dynamics are defined using terms only linear in X and P they converge to the optimal solution exponentially quickly under mild conditions on H [15] . That said, this exponential convergence requires already knowing the optimum (X * , P * ) in order to generate the dynamics. Additionally this particular dynamical system lies outside of the variational and conformal symplectic families of dynamical systems and so can not take advantage of the geometric integrators.
In this work we show that all of the existing methods can be incorporated into a single family of contact Hamiltonian systems [2, 4] endowed with a contact geometry. The geometric foundation provides a powerful set of tools for both studying the convergence of the continuous dynamics as well as generating structure-preserving discretizations. We also produce a new version of RGD, Contact Relativistic Gradient Descent (CRGD), and provide numerical experiments that show how it improves over RGD in terms of stability and rates of convergence.
The structure of this work is as follows: in Section 2 we introduce contact Hamiltonian systems and show that all systems corresponding to Equations (10), (14)- (15) , and (16)-(17) can be easily recovered as particular examples. In Section 3 we provide the basics of the geometric theory of time-discretization of contact systems by means of splitting, thus deriving optimization algorithms similar in spirit to, but more general than, those introduced in [1, 9] . Then in Section 4 and Section 5 we show numerically that our algorithms can improve both the speed of convergence and the stability with respect to the ones previously proposed. Finally, in Section 6 we summarize the results and discuss future directions.
Continuous-time contact optimization
Contact geometry is a rich subject, but to ease exposition we will consider here only how contact geometries manifest in Euclidean spaces. For a treatment of the more general theory see [3, 4, 6, 7, 10, 17] ).
In the Euclidean context a contact state space is odd-dimensional, R 2n+1 , and coordinated by the variables (X, P, S), where the X ∈ R n play the role of generalized coordinates, the P ∈ R n the corresponding momenta and S ∈ R the action of the system.
A contact geometry is defined by a contact structure. On a Euclidean state space there are two common ways to specify such a structure.
Example 1 (The standard contact structure in canonical coordinates). The standard structure is defined as the kernel of the 1-form
We use "standard" because one can show that a contact structure on any manifold looks like this one locally [11] .
Example 2 (The standard contact structure in non-canonical coordinates). This structure is defined as the kernel of the 1-form
Although this appears different from the structure in Example 1 they define equivalent geometries.
Transformations that preserve the contact structure, and hence the contact geometry, play a special role on these spaces.
is a map that preserves the contact structure
where F * is the pullback induced by F , and α F : M → R is a nowhere-vanishing function.
Remark 1. From Definition 1 and Examples 1 and 2 we see that a contact map re-scales the contact 1-form by multiplying it by a nowhere-vanishing function. Indeed, such multiplication preserves the kernel of the 1-form, and hence the resulting geometry.
Remark 2. We can explicitly construct a contact transformation between η std1 and η std2 above. The map
satisfies F * η std2 = η std1 . Consequently the two structures defined in Examples 1 and 2 are equivalent. The superficial difference arises only because they are written in different coordinates.
We can now define dynamical systems that generalize the Hamiltonian systems arising in symplectic geometries.
Definition 2 (Contact Hamiltonian systems). Given a possibly time-dependent differentiable function H(X, P, S, t) on the contact state space (R 2n+1 , η), we define the contact Hamiltonian vector field associated to H as the vector field X H satisfying
where £ X H η denotes the Lie derivative of η with respect to X H and η can be either η std1 or η std2 respectively. We denote the flow of X H the contact Hamiltonian system associated to H.
Remark 3. The first condition in (22) simply ensures that the flow of X H generates contact transformations, while the second condition requires the vector field to be generated by a Hamiltonian function.
Lemma 1 (Contact Hamiltonian systems: std1). Given a (possibly time-dependent) differentiable function H(X, P, S, t) on the contact state space (R 2n+1 , η std1 ), the associated contact Hamiltonian system is the following dynamical systeṁ
Lemma 2 (Contact Hamiltonian system: std2). Given a (possibly time-dependent) differentiable function H(X, P, S, t) on the contact state space (R 2n+1 , η std2 ), the associated contact Hamiltonian system is the following dynamical systeṁ
The proofs of the above lemmas follow from writing explicitly the conditions in (22) for η std1 and η std2 respectively, using Cartan's identity for the Lie derivative of a 1-form, and then contracting the first identity in (22) with the vector field ∂/∂S to show that the factor f H has to be ∂H/∂S in both cases.
Remark 4 (Lagrangian formulation). Contact systems can alternatively be introduced starting from the Lagrangian function L(X, V, S, t) and its corresponding generalized Euler-Lagrange equations
together with the action equationṠ = L(X, P, S, t) .
Indeed, for regular Lagrangians it can be shown that (23)-(25) are equivalent to the system (29)-(30).
We arrive at our main result with a direct calculation using equations (23)-(25) and (26)-(28), Proposition 1 (Recovering previous frameworks). All the previously-mentioned frameworks for describing continuous-time optimization methods can be recovered as follows:
, that is, if H does not depend explicitly on S, then from equations (23)-(24) we obtain the standard Hamiltonian equations (12)- (13), with (25) completely decoupled from the system. Consequently we recover all the results for the symplectic Hamiltonian analysis of the continuous-time Bregman dynamics considered in [1] as particular cases.
ii) If H = H(X, P, t) + c S, then from equations (23)-(24) we obtain the standard equations for conformally symplectic systems (14)- (15), with (25) once again completely decoupled from the system. Consequently we recover all the results for the conformally symplectic analysis of continuous-time optimization dynamics considered in [9] as particular cases.
iii) If H = 1 2 P 2 +e 2α+β f (X)+(e α −α) S, then from equations (23)-(24) we obtain the Euler-Lagrange equations (10) for the Euclidean Bregman Lagrangian. As in the first two cases (25) completely decouples from the system. Here we recover all the results obtained in [9] by exploiting this variational formulation in continuous time.
iv) If H = H(X, P, t) + X * P − P * X + 2S, then from equations (26)-(27) we obtain the Hamiltonian descent equations (16)- (17), with (28) decoupled from the system. Consequently we recover all the results for the Hamiltonian descent analysis of continuous-time optimization dynamics considered in [15] as particular cases.
Remark 5 (H and Lyapunov functions). Although in Proposition 1.iii) we start with the Hamiltonian formulation and recover equation (10) directly, in principle, we can alternatively start by defining the Euclidean contact Bregman Lagrangian,
and check that its associated generalized Euler-Lagrange equations (29) coincide with (10) . Moreover, if we compute the momenta using the standard Legendre transform,
then we obtain the corresponding contact Hamiltonian
The Hamiltonians in Proposition 1.iii) and in (33) are equivalent, in the sense that both lead to the same dynamical systems (10). (33), however, can be further manipulated into the equivalent form
where
is the Lyapunov function used in [19] to prove the rate of convergence of the dynamics (10). This suggests constructing principled contact Hamiltonians for optimization purposes by taking
and properly engineering the functions g(t) and G(S) to ensure that the dynamical system converges to the desired optimum.
Remark 6 (Continuous versus discrete equivalence). Although the different formulations of (10) lead to the same continuous dynamical systems they will not, in general, lead to the same discretized dynamical system. Having multiple formulations may make it easier to identify optimal discretizations and hence the most effective optimization algorithms.
Remark 7 (Avoiding Optimum-Dependent Hamiltonians). In Proposition 1.iv) the contact Hamiltonian and the resulting equations of motion suffer from the same problem as Hamiltonian descent case, namely that one needs to know the optimum in order to define the dynamical systems. Besides the possibility of using the techniques introduced in [15] , we can also use the geometry of contact Hamiltonian systems to investigate equivalent contact Hamiltonians that do not require knowing the optimum a priori.
The possibilities discussed in these remarks will be explored in future works. We conclude this section with an important corollary of Proposition 1.
Proposition 2 (Recovering NAG). Continuous-time NAG is contact.
Proof.
(3) is a particular case of (10) and therefore the continuous limit of NAG is a contact system. One possible contact Hamiltonian that generates these dynamics is
Remark 8. Indeed, all the ODEs giving rise to the generalized Nesterov's schemes proposed in [16] are analogously seen to be contact systems.
Discrete-time contact optimization
Before considering new optimization algorithms that stem from the discretization of contact Hamiltonian systems with geometric integrators, we will first prove the discrete-time analogue of Proposition 2 and show that discrete-time NAG is indeed a contact map.
Proposition 3 (Recovering NAG). Discrete-time NAG, (1)- (2), is contact.
Proof. To prove that discrete-time NAG is a contact map let us consider the contact structure introduced in Example 2. We extend NAG with the following (decoupled) equation for the additional variable, S,
A direct computation shows that (1)-(2) together with (37) induce the following transformation,
In words the contact form (19) is re-scaled by the nowhere-vanishing factor k−1 k+2 at each step, which is the definition of a contact map. Hence discrete-time NAG is a contact map on R 2n+1 . Remark 9. The fact that NAG has a latent geometric nature is already a step forward towards understanding its effectiveness. The use of the contact structure in Example 2, which is the usual contact structure on the Heisenberg group appearing in quantum mechanics and optimal control theory, suggests deeper links between NAG and, for example, sub-Riemannian optimization [13] . We will not pursue this direction here, leaving it to future work.
We now review a more systematic procedure to discretize contact Hamiltonian systems, which, when applied to equation (3) or to the more general (10), leads to new optimization algorithms. First we introduce the following lemmas from [5] which show how and when we can construct contact integrators of any even order. 
such that each of the vector fields X φj are exactly integrable. Then the integrator
is a second-order contact integrator.
Lemma 4 (Higher-order integrator with exact coefficients). If S 2n (τ ) is an integrator of order 2n then the map
with z 0 and z 1 given by
is an integrator of order 2n + 2.
Lemma 5 (Higher-order integrator with approximated coefficients). There exist m ∈ N and a set of real coefficients {w j } m j=0 such that the map
is an integrator of order 2n. The coefficients w 1 , . . . , w m are obtained as approximated solutions to an algebraic equation derived from the Baker-Campbell-Hausdorff formula.
We refer to [5] for the proofs of these lemmas and to [5, 18] for the analysis of the corresponding geometric integrators.
Consequently all we need to find in order to obtain contact integrators for contact Hamiltonian systems such as (10) is a splitting of the corresponding contact Hamiltonian (33) into a sum of contact Hamiltonians whose vector fields are exactly integrable. As an example, we provide the next result.
Proposition 4 (Second-order contact optimization algorithm). Splitting the contact Hamiltonian (33) into the terms
gives the following second-order contact integrator, which in turn derives an explicit optimization algorithm,
where each map is given by
Corollary 1 (Higher-order contact optimization algorithms). By combining the second-order contact optimization algorithm of Proposition 4 as in Lemmas 4 and 5, we can obtain contact optimization algorithms of any even order.
Remark 10 (Matching rates). Given that the thus-obtained optimization algorithms are based on contact integrators of any even order, in principle one can use backward error analysis and show that the convergence rates of the corresponding discrete maps match those of the continuous differential equation up to the order of the integrator. See, for example, the discussion in [9] . This goes beyond the scope of the present work and will be presented elsewhere.
Remark 11 (Increased stability). Since contact integrators are very stable under the increase of the step size τ [5] , we can use larger steps than standard optimization algorithms and achieve an effective increase in the rate of convergence. In particular, the higher the order of the integrator, the larger we can choose τ . See, for example, Example 3 below.
Contact relativistic gradient descent
As an example of how the contact geometry framework can guide the generalization of optimization algorithms, let us consider generalizing the Relativistic Gradient Descent proposed in [9] .
Proposition 5 (Contact Relativistic Gradient Descent). Consider the contact version of the Relativistic Gradient Descent (RGD) introduced in [9] . We start with the contact Hamiltonian
with a time-dependent dissipative term h(t) = γ + α t instead of the constant factor γ considered in [9] . Splitting the contact Hamiltonian into the sum of
yields the following second-order contact integrator,
where each map is given explicitly by
These discretized dynamics define a new accelerated optimization algorithm that we call Contact Relativistic Gradient Descent (CRGD).
Remark 12. If we take h(t) = γ and using a first-order discretization
applied to only the variables (X, P ) then we re-obtain the RGD algorithm originally proposed in [9] . RGD, as well as any other algorithm based on conformally symplectic systems, can be considered as a particular contact optimization algorithm.
Remark 13. If we fix γ = α and µ = e −γτ then can rewrite the map for X φ1 as
(62)
The dissipation parameter µ ∈ (0, 1) in RGD is constant and therefore it has to be carefully tuned; in regions where f (X) has a high curvature one would prefer such a parameter to be small while in flat regions one would like it to be as large as possible. A dynamically tuned µ, however, has the potential to work well in both regimes.
If we assume convex functions that are relatively flat around the minimum then the dynamics are likely to start in a region of high curvature before converging to the low curvature near the optimum. In other words we would want the dissipation parameter to transition from a small value to a larger value as the system evolves. Indeed the choice of h(t) = γ + γ/t in CRGD is equivalent to a time-dependent dissipation parameter µ
which interpolates between 0 and µ 1 2 < 1 with increasing time. Consequently this choice should improve convergence for objective functions that exhibit strong enough convexity near the optimum. We explore this possibility in the numerical experiments below. This is just one example of the type of reasoning that can guide the generalization from standard symplectic and conformally symplectic to contact optimization algorithms.
Numerical experiments
In this section we compare CM, NAG, RGD and CRGD on the benchmark examples considered in [9] .
Example 3 (Quadratic function). Let us start with a simple quadratic function
where A ∈ R 500×500 is a positive-definite random matrix with eigenvalues uniformly distributed over the range [10 −3 , 1].
In Figure 1 we show the convergence rate of each algorithm when minimizing a f (X) in each of 50 Monte Carlo simulations. We see that CRGD converges the fastest for most sampled objective functions. Figure 1 : CRGD demonstrates the fastest convergence on random quadratic functions (64). The initial state for each run is always X 0 = (1, . . . , 1) T , P 0 = 0 (and S 0 = 0 for CRGD).
In Figure 2 we compare the performance of RGD and CRGD on this problem using dissipation parameter µ = 0.72, step size τ = 0.43, speed of light v = 4403754.17, and mass m = 0.073 all tuned to optimize the performance of RGD. For this particular tuning both RGD and CRGD exhibit similar rates of convergence, but if we increase the step size slightly to τ = 0.53 then RGD becomes unstable and fails to converge entirely while the CRGD sustains the rapid convergence. This increased stability allows one to run CRGD with higher step sizes and faster convergence in practice. Figure 2 : When well-tuned, RGD quickly converges to the optimum of a random quadratic objective function, but so too does CRGD with the same configuration. When we increase the step size, however, RGD becomes unstable and diverges while CRGD maintains its rapid convergence.
Example 4 (Correlated Quadratic function). Next let's consider the correlated quadratic function
We perform 200 Monte Carlo simulations where the initial position in each is sampled uniformly at random in the range −1 ≤ X 0,i ≤ 1 to test the robustness of each method to the initialization. In this case we observe a similar behavior for the four methods ( Fig. 3) . Example 5 (Camelback Function). To push the algorithms further we consider the nonconvex Camelback objective function,
The contour plot in Fig. 4(a) demonstrates the multimodality of this objective function, with three locally convex neighborhoods separated by nonconvex valleys. A unique global minimum can be found at f (0) = 0 while two local minima can be found at (X 1 , X 2 ) ±(−1.75, 0.87) with f 0.3. In Fig. 4(b) we set the initial state X 0 = (5, 5) T , P 0 = 0, and S 0 = 0 for CRGD, and see that CRGD has the fastest convergence. For Fig. 4 (c) we repeat the same experiment but initialize each algorithm close to one of the local minimizers. While CM and NAG are unable to escape the local minimum, both RGD and CRGD escape to the global minimum, with CRGD escaping earlier and converging to the global minimum faster after it has escaped.
For a quantitative comparison, we report the numerical estimation for the rate of convergence of RGD and CRGD in Table 1 . Fig. 4(b) -(c) can be quantified by numerically estimating the convergence rates of the competing algorithms.
In Fig. 4(d) we perform 500 experiments where the initial position is sampled uniformly in the range −1 ≤ X 0,i ≤ 1. Every algorithm was vulnerable to being trapped by the local minima, but CRGD found the global minimum more often than the other algorithms ( Table 2 : CRGD is able to find the global minimum of the Camelback objective function more frequently than CM, NAG, and RGD. (d) When the initialization is chosen at random, −5 ≤ X 0,i ≤ 5, CRGD displays the best asymptotic convergence.
Example 6 (Rosenbrock Function). For a higher-dimensional challenge, let's consider the nonconvex Rosenbrock function,
with n = 100 dimensions. The Rosenbrock landscape is quite complex; for instance there are only two local minimizers, one global at X * = (1, 1, . . . , 1) T where f (X * ) = 0, and one local near X ≈ (−1, 1, . . . , 1) T . CRGD demonstrates the fastest convergence both when the algorithms are initialized close to the local minimum, X 0,2i = 1 and X 0,2i−1 = −1.2, i = 1, . . . , 50, ( Fig. 6(b) ) and when initialized in the tails of the Rosenbrock function, X 0,2i = 5 and X 0,2i−1 = −5, i = 1, . . . , 50 ( Fig. 6(c) ). Moreover if we sample the initialization uniformly at random in the range −2.048 ≤ X 0,i ≤ 2.048 then we see that the performance of CRGD is more robust to the specific initialization than CM, NAG, and RGD ( Fig. 6(d) ). (67) where X = (X 1 , X 2 , 1, . . . , 1) demonstrates the complex landscape that can frustrate optimization algorithms. CRGD converges the fastest when the optimization algorithms are initialized (b) close to and (c) far from the local minimum. At the same time CRGD is less sensitive to the specific initialization, demonstrating much less variability as the initialization is randomly sampled.
Numerical Details
In this section we describe the tuning process for the parameters used in the examples of Section 4. In all the experiments we use an exhaustive random search on parameter space and the same number of Monte Carlo runs for each algorithm. Moreover we always set P 0 = 0 and S 0 = 0.
Quadratic function
In Fig. 1 we performed 50 samples of A and for each sample we ran each algorithm 150 times and for 200 iterations, and chose the parameters that give the lowest objective function value. Search ranges are shown in Table 3 .
Algorithm
Step Table 3 : Ranges for parameters search in the experiment of Fig. 1 .
Correlated quadratic function
For the experiment in Fig. 3 , we performed 50 samples of the initial position, where each sample is chosen uniformly in the range −1 ≤ X 0,i ≤ 1. Then, for each initial position, we run each algorithm 100 times and for 100 iterations, and choose the parameters which give the lowest objective function value. Search ranges are shown in Table 4 .
Algorithm
Step Table 4 : Ranges for parameters search in the experiment of Fig. 3 .
Camelback Function
For the experiment in Fig. 4(b) -(c), we run each algorithm 1500 times and for 300 iterations, and choose the parameters which give the lowest objective function value. For the experiment in Fig. 4(d) we performed 100 samples of the initial position, where each sample is chosen uniformly in the range −5 ≤ X 0 ≤ 5. Then, for each initial position, we run each algorithm 500 times and for 1200 iterations, and choose the parameters which give the lowest objective function value. Search ranges are show in Table 5 .
Conclusions
In this paper we have demonstrated that contact geometry, and contact Hamiltonian systems, naturally generate the dissipative dynamical systems whose discretizations give rise to accelerated gradients algorithms. Not only do these geometric systems subsume a wide range of dynamical systems previously considered in the literature, their geometric integration provides a principled means of constructing discretizations that preserve the important structure of the latent dynamics. Quite remarkably NAG itself defines an exact contact transformation demonstrating the fundamental nature of these systems. We expect that unifying the development of optimization algorithms through this contact geometric lens will allow us to not only better understand these algorithms but also identify how their structure translates to ultimate performance and hence derive improved algorithms more effectively. As a preliminary example we have shown that the RGD algorithm can be immediately generalized to the contact case, resulting in a more stable and generally faster algorithm.
The geometric foundation also brings with it a wealth of mathematical tools for the thorough analysis of the convergence of these algorithms, which we defer to subsequent work.
