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Abstract
In this paper we construct a new factorized representation of the R-matrix related to the
affine algebra Uq(ŝln) for symmetric tensor representations with arbitrary weights. Using
the 3D approach we obtain explicit formulas for the matrix elements of the R-matrix and
give a simple proof that a “twisted” R-matrix is stochastic. We also discuss symmetries of
the R-matrix, its degenerations and compare our formulas with other results available in
the literature.
1 Introduction
Originally quantum groups were discovered in the context of quantum integrable systems and
quantum inverse scattering method (see, for example, [1–3] and [4] for a review). They were
formally introduced by Drinfeld and Jimbo [5,6] as certain deformations of universal enveloping
algebras of simple Lie algebras. The R-matrix as a solution of the Yang-Baxter equation [7, 8]
plays the central role in the theory of quantum groups.
From the physical point of view different representations of quantum groups allow us to con-
struct different spaces of physical states of quantum integrable models. The R-matrix becomes
a linear operator acting in the tensor product of two arbitrary representations. In this paper we
address the problem of finding explicit matrix elements for the R-matrix R(λ) associated with
symmetric tensor representations of the affine quantum algebra Uq(ŝln). The parameter λ here
plays the role of a spectral parameter entering the evaluation homomorphism [6].
The problem of calculating quantumR-matrices related to the highest weight representations
of the Uq(ŝln) algebra have been considered by many authors. The two most known methods
are a fusion procedure [2, 9, 10] and the method of spectral decomposition [6, 11]. Another
method is based on the explicit evaluation of the universal R-matrix [12] in the tensor product
of two highest weight representations but this method is technically challenging and has been
successfully applied only for low rank algebras [13, 14]. We also mention the approach of [15]
where the calculation of the higher-spin sl(2) R-matrices is based on factorization properties of
the L-operator.
In this paper we use the 3D approach developed in [16–18] and apply it to the case of
symmetric representations of the Uq(ŝln) algebra. Previously a closed formula for the higher-
spin R-matrix of the 6-vertex model was obtained in [19] based on the positive solution of the
1
tetrahedron equation [18]. It can be interpreted as the R-matrix of the higher-spin stochas-
tic 6-vertex model [20–23]. Under a special choice of the spectral parameter [21] this model
degenerates into the q-Hahn system which corresponds to the most general “chipping model”
introduced by Povolotsky [24]. Let us notice that the action of the Q-operator for the higher
spin 6-vertex model (see Section 6 in [25]) can be identified with the transition matrix of the
Povolotsky’s chipping model in [24].
In the recent paper [26] the above higher spin stochastic 6-vertex model has been generalized
to the case of symmetric representations of the higher rank Uq(A
(1)
n ) (or Uq(ŝln+1)). It was
shown that even for a general n the corresponding R-matrix satisfies the sum rule required
for a stochastic interpretation. At a special point it gives a n species generalization of the
Povolotsky model. However, most of the results in [26] were obtained using the machinery
of quantum groups. Our strategy is to derive explicit formulas for the R-matrix related to
symmetric representations of Uq(A
(1)
n ) extending the method of [19].
The structure of the paper is as follows. In Section 2 we introduce the Boltzmann weights
of the 3D model from [18] and a definition of a composite weight. In Section 3 we consider
the n-layer projection of the 3D model and obtain the formula for the R-matrix in the form
of the (n − 1)-tuple sum. For n = 2 it corresponds to the formula from [19] up to a certain
transformation. In Section 4 we discuss symmetries of the R-matrix. In Section 5 we consider
degenerations and derive a factorization formula for the R-matrix. In Section 6 we compare our
formulas with other results available in the literature. In Section 7 we introduce a stochastic
R-matrix and give a simple proof of a sum rule. We also consider the corresponding L-operator
and show that it is equivalent to the L-operator from [27]. In Section 8 we discuss the results
and Appendix A contains notations and some formulas used in the main text.
2 The 3D Integrable Model
In this section we recall a definition of the 3D integrable model with positive Boltzmann weights
introduced in [18]. The Boltzmann weights of the model are constructed from matrix elements of
an operator R acting in the tensor product of three Fock spaces F⊗F⊗F with the orthonormal
basis |n1, n2, n3〉 = |n1〉⊗|n2〉⊗|n3〉, ni ∈ Z≥0. The operatorR solves the tetrahedron equation
R123R145R246R356 = R356R246R145R123. (2.1)
With respect to the basis |n1, n2, n3〉, the operator R has the following matrix elements
R
n′1,n
′
2,n
′
3
n1,n2,n3 = 〈n1, n2, n3|R|n′1, n′2, n′3〉 (2.2)
with
R
n′1,n
′
2,n
′
3
n1,n2,n3 = δn1+n2,n′1+n′2δn2+n3,n′2+n′3q
−n2(1+n1+n3)−n′1n
′
3
×
[
n1 + n2
n1
]
q2
φ2 1
(
q−2n2 , q−2n
′
1
q−2n1−2n2
∣∣∣∣ q2, q2(1+n′3)
)
, (2.3)
where we used standard notations for q-series from Appendix A and φ2 1 is a basic hypergeo-
metric series defined in (A.5).
We shall refer to the matrix representation of the operator R as the 3D R-matrix. It is
easy to write a matrix realization of the operator equation (2.1) in terms of matrix elements
R
n′
1
,n′
2
,n′
3
n1,n2,n3 .
Note that in (2.3) we used a slightly different presentation of (2.3) compared to [18]. The
two presentations are equivalent and related by a change r := n2− r in the summation variable.
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We also notice that due to conservation laws we always have n2 ≤ n1 + n2 and n′1 ≤ n1 + n2,
so the hypergeometric function in (2.3) doesn’t require a regularization. All nonzero elements
in (2.3) are positive for 0 < q < 1 as explained in [18].
The R-Matrix (2.3) possesses a number of symmetries which are generated by two elementary
ones
R
n′
1
,n′
2
,n′
3
n1,n2,n3 = R
n′
3
,n′
2
,n′
1
n3,n2,n1 , R
n′
1
,n′
2
,n′
3
n1,n2,n3 = q
n3−n2+n21−n
′2
1
(q2; q2)n′
1
(q2; q2)n1
R
n1,n′3,n
′
2
n′
1
,n3,n2
. (2.4)
They can be proved by using Heine’s transformations of φ2 1 series (A.6). We list here two
other useful symmetries which follow from (2.4)
R
n′1,n
′
2,n
′
3
n1,n2,n3 = q
n1−n2+n23−n
′2
3
(q2; q2)n′
3
(q2; q2)n3
R
n′2,n
′
1,n3
n2,n1,n′3
(2.5)
and
R
n′
1
,n′
2
,n′
3
n1,n2,n3 = q
(n3+n′3+2n
′
1
−2n2+1)(n1−n′1)
3∏
i=1
(q2; q2)n′i
(q2; q2)ni
R
n1,n2,n3
n′
1
,n′
2
,n′
3
. (2.6)
Let us notice that up to the factor q−n2(1+n1+n3)−n
′
1n
′
3 the expression (2.3) is a polynomial
in q2n
′
3 and can be formally continued to negative values n3, n
′
3 < 0. So let us assume that
ni, n
′
i ≥ 0, i = 1, 2 and n3, n′3 ∈ Z provided that all indices are still constrained by delta-
functions entering (2.3). Then it is easy to find a transformation of matrix elements of the 3D
R-matrix under the replacement q → q−1
R
n′
1
,n′
2
,n′
3
n1,n2,n3
∣∣∣
q→q−1
= q(n1−n
′
2
)(n2−n′2−1)R
n′
1
,n′
2
,−n3−1
n1,n2,−n′3−1
. (2.7)
Following [18] we define a composite weight Si
′,j′
i,j (w)
S
i′,j′
i,j (w) =
∑
k
wk1
n∏
s=1
R
j′s,i
′
s,ks+1
js,is,ks
, (2.8)
where i = {i1, i2, . . . , in}, j = {j1, j2, . . . , jn}, etc. and kn+1 = k1.
This composite weight has a number of important properties. Firstly, the presence of delta
functions in (2.3) imply global conservation laws , namely
I = I ′, J = J ′, (2.9)
I :=
N∑
n=1
in, I
′ :=
N∑
n=1
i′n, J :=
N∑
n=1
jn, J
′ :=
N∑
n=1
j′n, (2.10)
and therefore the matrix S with entries (2.8) will have a block-diagonal form indexed by integers
I, J = 0, . . . ,∞. Secondly, standard arguments relating the tetrahedron and Yang-Baxter
equations imply that (2.8) satisfies the Yang-Baxter equation∑
i′,j′k′
S
i′,j′
i,j (w)S
i′′,k′
i′,k′
(w′)Sj
′′,k′′
j′,k′
(w′/w) =
∑
i′,j′k′
S
j′,k′
j,k (w
′/w)Si
′,k′′
i,k′
(w′)Si
′′,j′′
i′,j′
(w), (2.11)
and hence defines the R-Matrix [16]. This R-Matrix is composite in the sense that it is a direct
sum of “smaller” R- matrices. It is thr fact which follows from considering the conservation
laws (2.9) applied to each component in (2.11) and noticing that the equation reduces to a
tensor sum of an infinite number of the Yang-Baxter equations on subspaces indexed by global
parameters I, J,K = 0, . . . ,∞ defined in (2.10).
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In particular, it was argued in [16,18] that the subspace for each parameter I is in fact the
underlying space of the rank I symmetric tensor representation of Uq(ŝln) and the action of S
on this space is the corresponding R-matrix
S
i′,j′
i,j (w) =
∞⊕
I,J=0
R
(n)
I,J(w). (2.12)
The case n = 2 in (2.8) was considered in [19] which resulted in a new formula for the matrix
elements of the R-Matrix for Uq(ŝl2) acting in the tensor product of representations of highest
weight I and J . Setting I = J = 1 the formula gives the R-matrix for the 6-vertex model.
3 The n-layer projection
In this section we will generalize the result of [19] by taking the n-layer projection and construct
a new formula for the Uq(ŝln) R-matrix acting in the tensor product of representations with
weights Iω1 and Jω1 respectively.
First let us introduce some vector notations. We denote by i := {i1, . . . , ir} a set of positive
integers ik ∈ Z≥0 with r components and define
|i| =
r∑
s=1
is, (i, j) =
r∑
s=1
isjs. (3.1)
Addition is done component-wise and we introduce two permutations σ and τ acting on k as
σ{k1, . . . , kr} = {k2, . . . , kr, k1} (3.2)
τ{k1, . . . , kr} = {kr, kr−1, . . . , k1} (3.3)
of the vector coordinates. The dimension r can take values n and n− 1 as explained below.
The Kronecker delta function of two vectors is zero unless all their components match, i.e.
δi,j =
r∏
s=1
δis,js . (3.4)
We also note that in discussing S(w) and R
(n)
I,J(w) the vectors i, j, i
′, j′ have different di-
mensions. When we use S(w), the n-layer composite weight, it is implied that the dimension
r = n. When we derive the expression for the R-Matrix R
(n)
I,J , it is implied that the dimension
r = n−1 because by fixing I, J the relation (2.10) implies that we can remove one of the indices.
Typically we choose to remove last components in, jn, i
′
n, j
′
n and replace them with I−|i|, J−|j|
etc. except in certain cases where it is more convenient to keep them. Of course, in evaluating
final expressions the replacement has to be made regardless.
Combining (2.3) and (2.8) the composite weight Si
′,j′
i,j (w) can be written as
S
i′,j′
i,j (w) = δi+j,i′+j′
∑
k∈Zn
+
δi+k,i′+σk w
k1q−|i|−(i,j)−(k,i+σ
−1j′)
n∏
s=1
[
is + js
is
]
q2
(3.5)
×
∑
m∈Zn
+
n∏
s=1
(q−2is , q−2j
′
s ; q2)ms
(q2, q−2is−2js ; q2)ms
q2|m|+2(m,σk).
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The above formula contains 2n summations. The n summations in k are infinite ranging from
0 to ∞. The n summations in m are restricted by 0 ≤ ms ≤ min(is, j′s), s = 1, . . . , n due to
the presence of Pochhammers symbols in the numerator. Let us also notice that all sums in m′s
truncate before the Pochhammer symbols in the denominator become zero. Therefore, there is
no need for a regularization.
This formula is quite easy to simplify. The presence of delta functions in (3.5) lead to the
following global conservation laws for the spin indices i, j, i′, j′,
i1 + · · ·+ in = i′1 + · · ·+ i′n = I, j1 + · · ·+ jn = j′1 + · · · + j′n = J (3.6)
which allows us to remove one of the indices from i, j, i′, j′ once we fix integers I, J . Further-
more, we can also express k2, . . . , kn in terms of k1 by the relations
ks+1 = ks + is − i′s, kn = k1 +
n−1∑
s=1
(is − i′s), (3.7)
which allows us to rewrite the sum in k as a single sum in k1. However, some care must be
taken in computing this sum. Note that when i′s > is for some s, the summation range of ks
implies contributions to the sum for negative values of ks+1 not included in the expression (3.5).
These contributions turn out to be trivial. To see that we first notice that
R
n′1,n
′
2,n
′
3
n1,n2,n3 = 0, n3 < 0, n
′
3 ≥ 0 (3.8)
This follows from (2.5) since the factor 1/(q2; q2)n3 becomes zero and all other factors are
nonzero. Now let us look at the product in (2.8) and assume that there are contributions from
negative values for some ks, s = 1, . . . , n. All ks can not be negative, since k1 ≥ 0. Since
the product is cyclic, we will always find at least one factor R
j′s,i
′
s,ks+1
js,is,ks
such that ks < 0 and
ks+1 ≥ 0. This factor will be equal to zero because of (3.8). Therefore, all factors which contain
some negative ks automatically disappear and we can safely sum over k1 from 0 to ∞ in (3.5)
with substitutions (3.7). As one can easily see the sum on k1 becomes a geometric series which
converges provided
wq−I−J < 1, 0 < q < 1. (3.9)
Once this condition is satisfied for w = λ2 > 0, the sum in (2.8) has all positive terms,
since all matrix elements of the 3D R-matrix (2.3) are positive. Restricting the result to fixed
positive values I, J we get the expression for matrix elements of the operator R
(n)
I,J(w) in (2.12).
The result reads
[
R
(n)
I,J(λ)
]i′,j′
i,j
= δi+j,i′+j′ q
Ψ
n∏
s=1
[
is + js
is
]
q2
∑
m∈Zn
+
q
2|m|+2
∑
k≥l
mk(il−i
′
l)
1− λ2q2|m|−I−J
n∏
s=1
(q−2is , q−2j
′
s ; q2)ms
(q2, q−2(is+js); q2)ms
(3.10)
where
Ψ = −2(i, j) + (i′, j′)− (I − |i|)(J − |j|) + I(|i′| − |i| − 1) +
∑
1≤k<l≤n−1
(i′kj
′
l − ikjl) (3.11)
Here in the LHS of (3.10) and in the expression for the phase factor (3.11) we used (n − 1)-
component indices, see (3.1) with r = n− 1. However, in the RHS of (3.10) for compactness we
kept n-component external indices assuming that we need to substitute in, jn, i
′
n, j
′
n from (3.6).
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The formula has n summation indices m1,m2, . . . ,mn which truncate after finitely many terms.
Finally we notice that the sum
∑
k≥l in (3.10) taken over n ≥ k ≥ l ≥ 1 can be restricted to
the values n− 1 ≥ k ≥ l ≥ 1, since it is equal to zero for k = n due to (3.6).
The case n = 2 of (3.10) was given in (75) of [18]. This formula generates elements of a(
I+n−1
n−1
)× (J+n−1n−1 )-dimensional matrix determined by indices 0 ≤ |i|, |i′| ≤ I, 0 ≤ |j|, |j′| ≤ J .
As the next step we shall evaluate one sum in (3.10) and reduce the total number of sum-
mations to n− 1. We use the same method as in [19].
We start with the Lagrange interpolating formula
k∑
l=0
x
x− ql
ql(q−k; q)l
(q; q)l
Pk(q
l) =
Pk(x)(q; q)k
xk(x−1; q)k+1
, (3.12)
which is valid for any polynomial Pk(x) of degree at most k. First we define a new variable
l = m1 + · · ·+mn (3.13)
which runs from 0 to I and use l instead of mn. Then one can rewrite (3.10) as[
R
(n)
I,J(λ)
]i′,j′
i,j
= δi+j,i′+j′(−1)|i|−|i
′|q−2(i,j)+(i
′,j′)−(I−|i|)(J−|j|)+I(|i′|−|i|−1)+
∑
k<l(i
′
k
j′
l
−ikjl)
× q
(|i|−|i′|)(|j|+|j′|−2J−1)(q−2J ; q2)|j|
(q−2J ; q2)|j′|(q
2; q2)I
n−1∏
s=1
[
is + js
is
] I∑
l=0
q2l
1− λ2q−I−J+2l
(q−2I ; q2)l
(q2; q2)l
P (q2l). (3.14)
The summation in l matches (3.12) with k = I, x = λ−2qI+J and
PI(q
2l) = q2l(I+|i|−|i
′|)
∑
m
q2(|m|+
∑
l>kmk(i
′
l−il))
n−1∏
s=1
(q−2is , q−2j
′
s ; q2)ms
(q2, q−2(is+js); q2)ms
(3.15)
× (q−2l; q2)|m|(q2(1−l+J−|j
′|+|m|; q2)I−|i′|(q
2(1−l+I−|i|+|m|); q2)|i|−|m|.
The polynomial PI(x) in (3.15) has degree of at most I and therefore we can replace the sum
in l in (3.14) with the right hand side of (3.12) to find the expression
[
R
(n)
I,J(λ)
]i′,j′
i,j
= δi+j,i′+j′
[
A
(n)
I,J(λ)
]i′,j′
i,j
BI,J(λ) q
(i′,j′)−(i,j)−J |i|−I|j′|+
∑
k>l
(ikjl+j
′
ki
′
l)
(3.16)
×
∑
m∈Zn−1
+
(λ2q−I−J , λ2q2+I+J−2|i|−2|j|; q2)|m|
(λ2q2+I−J−2|i|, λ2q2+J−I−2|j
′|; q2)|m|
n−1∏
s=1
(q−2is , q−2j
′
s ; q2)ms
(q2, q−2(is+js); q2)ms
q
2(|m|+
∑
k<l
mk(i
′
l−il))
.
All external and summation indices in (3.16) have n − 1 components and the coefficients
A
(n)
I,J(λ)
i′,j′
i,j and BI,J(λ) are given by
[
A
(n)
I,J(λ)
]i′,j′
i,j
=
(λ−2qI−J ; q2)|j′|(λ
−2qJ−I ; q2)|i|(q
−2J ; q2)|j|
(λ−2q−I−J ; q2)|i+j|(q−2J ; q2)|j′|
n−1∏
s=1
[
is + js
js
]
q2
, (3.17)
BI,J(λ) = q
−I−IJ (λ
2q−I−J ; q2)I+J+1
(λ2q−I−J ; q2)I+1(λ2q−I−J ; q2)J+1
. (3.18)
The formula (3.16) gives the answer for the matrix elements of the Uq(ŝln) R-Matrix acting on
the space VI ⊗ VJ where
VI ≡ {|i〉}, |i| ≤ I. (3.19)
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It follows from the tetrahedron equation for the 3D R-matrix (2.3) that (3.16) satisfies the
Yang-Baxter equation
R
(n)
I,J(λ)R
(n)
I,K(λµ)R
(n)
J,K(µ) = R
(n)
J,K(µ)R
(n)
I,K(λµ)R
(n)
I,J(λ) (3.20)
for any I, J,K ∈ Z+. However, one will notice that the coefficient BI,J(λ) is just a constant
not depending on indices. We find it convenient to set this factor to 1. In what follows, we will
use (3.16) with BI,J(λ) = 1 unless stated otherwise. In this normalization we have[
R
(n)
I,J(λ)
]
0,0
0,0
= 1. (3.21)
The main reason we do this is because (3.16) is now well defined even when I, J ∈ C.
Although the 3D model projection outlined in this paper satisfies the Yang-Baxter equation for
integral weights by construction, the equation (3.20) remains valid even for complex weights
I, J,K ∈ C. The proof closely follows the arguments given in [26].
Consider a particular matrix element of the Yang-Baxter equation 〈i, j,k|(3.20)|i′, j′,k′〉
with fixed external indices i = (i1, . . . , in−1), etc. Due to the conservation law in (3.16) we have
|i+ j+ k| = |i′ + j′ + k′| ≡ m and all summation indices in (3.20) will also be limited by m.
Choose an integer N > m and assume that integer weights I, J,K > N . It is easy to see that
all denominators in the R-matrices entering the Yang-Baxter equation are non-zero and (3.20)
becomes the equality of two rational functions in variables x = q−I , y = q−J and z = q−K . After
eliminating denominators we can rewrite (3.20) as equality of two polynomials in three variables
x, y, z. The degree of these polynomials grows as a fixed polynomial in N . Now we know that
the Yang-Baxter equation (3.20) is true for infinitely many integer variables I, J,K > N . It can
only happen if (3.20) reduces to a polynomial identity in x, y, z ∈ C. Therefore, the Yang-Baxter
equation with the R-matrix (3.16) and normalization (3.21) is satisfied for I, J,K ∈ C. In this
case it defines the infinite dimensional R-matrix corresponding to Verma module representations
of Uq(ŝln).
To illustrate how formula (3.16) works, let us consider a special case n = 2. In this case
matrix elements are indexed by indices i, j, i′, j′, (3.16) becomes a single sum which is given by
[
R
(2)
I,J(λ)
]i′,j′
i,j
= δi+j,i′+j′q
i′j′−ij−iJ−Ij′
[
i+ j
i
]
q2
(λ−2qI−J ; q2)j′(λ
−2qJ−I ; q2)i(q
−2J ; q2)j
(λ−2q−I−J ; q2)i+j(q−2J ; q2)j′
× 4φ3
(
q−2i q−2j
′
λ2q−I−J λ2q2+I+J−2i−2j
q−2i−2j λ2q2+I−J−2i λ2q2+J−I−2j
′
∣∣∣∣ q2, q2
)
. (3.22)
This is a truncated and balanced basic hypergeometric series φ4 3 for the elements of the Uq(ŝl2)
R-matrix. This case was already studied in [19] and the formula given there is of the same
type as (3.22) but with different arguments. Most notably, the hypergeometric sum in [19] is a
polynomial in the spectral parameter λ while (3.22) is a rational function.
Using the Sears transform (A.7) we can transform the sum in (3.22) to (5.8) in [19] by
identifying n = i, a = q−2j
′
, b = λ2q−I−J , c = λ2q2+I+J−2i−2j , d = λ2q2+I−J−2i, e = q−2i−2j
and f = λ2q2+J−I−2j
′
. Let us note that (5.8) in [19] requires a regularization but the expression
(3.22) is free from any divergences.
One of the problems with (3.16) is that the hypergeometric sum is a rational function in λ.
Of course, being multiplied with the extra factors (3.17) it becomes a polynomial in λ.
As mentioned before, for n = 2 (3.16) can be transformed to a polynomial formula in λ
using the Sears’ transformation. The authors are aware of the An multivariable generalizations
of the Sears’ transformation in the literature, but they do not appear to be applicable to our
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expression for n ≥ 3. Focusing on each summation index in (3.16) one can easily see that it
is a 4φ3 basic hypergeometric series but it is not balanced and only one of the hypergeometric
series has a q2 argument so the A1 Sears’ transformations does not apply.
We expect that a formula with a hypergeometric sum being a polynomial in λ still exists
but it probably requires a new yet to be discovered identity for multivariable hypergeometric
series.
4 Symmetries and special cases
In this section we discuss symmetries of the R-matrix R
(n)
I,J(λ) given by (3.16). They can be
derived from the corresponding symmetries of the 3D R-Matrix generated by (2.4). It is actually
more convenient to use (2.5-2.6) since we need to to keep a position of the 3rd “hidden” direction
where we take the trace. Applying these transformations to the factors in (2.8) we find two
symmetries[
R
(n)
I,J(λ)
]i′,j′
i,j
= λ2(|i
′|−|i|)
[
R
(n)
J,I (λ)
]τj′,τi′
τj,τi
, (4.1)
[
R
(n)
I,J(λ)
]i′,j′
i,j
= q2[i
′,j′]−2[i,j]λ2(|i
′|−|i|)
n∏
s=1
(q2; q2)i′s(q
2; q2)j′s
(q2; q2)is(q
2; q2)js
[
R
(n)
I,J(λ)
]τi,τj
τi′,τj′
. (4.2)
Let us explain some notations here. In the previous section we mentioned that for the R-
matrix R
(n)
I,J(λ) we are using n− 1-component indices, i.e. i = {i1, . . . , in−1} with the last n-th
component in = I − |i| removed and similar for j’s. However, in (4.2) the product in the RHS
is taken over s = 1, . . . , n where for s = n we substitute the last component as above, i.e.
in = I − |i|, jn = J − |j|, etc. The transformation τ is defined in (3.2).
In addition, in (4.2) we used a notation [i, j] for a convolution of n-component indices, i.e.
[i, j] = (i, j) + (I − |i|)(J − |j|). (4.3)
There is also a symmetry of the R-matrix which corresponds the the cyclic permutation of
the n 3D R-matrices in the “hidden” direction. Let us introduce the notation
i¯ = {I − |i|, i1, . . . , in−2}. (4.4)
which is equivalent to the permutation σ−1i for the n-tuple i but with the last component
removed. Here we assume that I, J ∈ Z+. Performing a cyclic shift in (2.8) we easily obtain[
R
(n)
I,J(λ)
]i′,j′
i,j
= λ2(|i
′|−|i|)
[
R
(n)
I,J(λ)
]i¯′,j¯′
i¯,j¯
. (4.5)
For example, when n = 2 this corresponds to i→ I − i and similarly for other indices.
The last symmetry follows from the transformation of the 3D R-matrix (2.7). After simple
calculations one can obtain the following result[
R
(n)
I,J(λ, q)
]i′,j′
i,j
= q[i,j]−[i
′,j′]
[
R
(n)
J,I (λ
−1, q−1)
]j′,i′
j,i
. (4.6)
Finally, when I = J and λ = 1 the R-matrix reduces to permutation operator
R
(n)
I,I (1) = P1,2 (4.7)
which can be seen from (5.2) in the next section.
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5 Reductions and factorization
There are two special points in the spectral parameter λ = q±(I−J)/2 where the multiple sum in
(3.16) reduces to one non-zero summand. These specializations produce the R-matrix without
difference property with weights I, J playing the role of spectral parameters. With the normal-
ization (3.21) we can choose I, J ∈ C and obtain the R-matrix acting in the tensor product of
two Verma modules.
For the case of the Uq(ŝl2) algebra the importance of such reductions was first noticed
in [21]. Under the choice λ = q(J−I)/2 the Uq(ŝl2) R-matrix of [19] reduces to the R-matrix of
Povolotsky model [24] which satisfies stochasticity condition and defines a family of zero-range
chipping models. A generalization of the Povolotsky model to arbitrary rank n−1 was obtained
in the recent paper [26].
So let us start with the case λ = q(I−J)/2, I − J ∈ Z+. The expression for the R-matrix
(3.16) contains the factor (λ−2qI−J ; q2)|j′| outside the sum which has the argument 1 after the
above substitution. This factor is always zero for |j′| > 0 unless it is canceled off by the factor
(λ2q2+J−I−|j
′|; q2)|m| inside the sum. It can only happen when |m| = |j′| or m = j′, since
ms ≤ j′s, s = 1, . . . , n− 1. Let us note that the argument fails when J − I is a positive integer
because the other factor in the denominator can cancel off the zero of (λ−2qI−J ; q2)|j′| and
multiple summands survive.
After simple algebra one can derive from (3.16) the following result
[
R
(n)
I,J(q
I−J
2 )
]i′,j′
i,j
= δi+j,i′+j′q
(i′,j′)−(i,j)−J |i|−I|j′|+2J |j′|+
∑
k>l
(ikjl+j
′
ki
′
l−2j
′
kjl)
× (q
−2J ; q2)|j|(q
2J−2I ; q2)|i′|−|j|
(q−2I ; q2)|i′|
n−1∏
s=1
[
i′s
js
]
q2
. (5.1)
Similarly, we can make substitution λ = q
J−I
2 for J − I ∈ Z+. In this case the argument
is the same except with the factors (λ−2qJ−I ; q2)|i| and (λ
2q2+I−J−|i|; q2)|m| and so the only
summand that contributes is m = i. Then we obtain[
R
(n)
I,J(q
J−I
2 )
]i′,j′
i,j
= δi+j,i′+j′q
(i′,j′)−(i,j)−J |i|−I|j′|+2I|i|+
∑
k>l(ikjl+j
′
ki
′
l−2iki
′
l)
× (q
−2I ; q2)|i|(q
2I−2J ; q2)|j′|−|i|
(q−2J ; q2)|j′|
n−1∏
s=1
[
j′s
is
]
q2
. (5.2)
Obviously these reductions are substantially simpler than the original R-matrix. As mentioned
above I, J play role of the spectral parameters for these R-matrices and can now take arbitrary
complex values.
In fact, one can construct the full R-matrix as a matrix product of (5.1)-(5.2). To explain
this it is convenient to apply a simple similarity transformation in the first space and introduce
R
(n)
I,J(λ) = U ⊗ 1R(n)I,J(λ) U−1 ⊗ 1 (5.3)
with
Ui,i′ = δi,i′
(
λq(I−J)/2
)|i|
. (5.4)
Now let us define two operators M and N acting in the tensor product of two Verma modules
by
M(qI , qJ) = Rˇ
(n)
I,J(q
I−J
2 ), N(qI , qJ) = Rˇ
(n)
I,J(q
J−I
2 ) (5.5)
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where as usual Rˇ1,2(λ) = P1,2R1,2(λ), etc. with P1,2 being the permutation operator. Both
operators M(qI , qJ) and N(qI , qJ) of complex arguments qI , qJ are defined by its matrix
elements via (5.1)-(5.2) and (5.5).
With these notations one can easily derive from (3.16) the following factorization
Rˇ
(n)
I,J(λ) = M(λq
I+J
2 , qJ)N (λ−1q
I+J
2 , qJ). (5.6)
A similar factorization of the R-matrix appeared in [28] for the n = 2 case of the XXX chain.
We can also rewrite a factorization formula (5.6) for the matrix elements of the original
R-matrix R
(n)
I,J(λ) as follows [
R
(n)
I,J(λ)
]i′,j′
i,j
=
∑
k+l=i+j
M˜
k,l
i,j N˜
i′,j′
k,l , (5.7)
with
M˜
i′,j′
i,j = δi+j,i′+j′ q
−J |i|−(i,j)+
∑
k>l
(ikjl+j
′
ki
′
l−2j
′
kjl) (q−2J ; q2)|j|(λ
−2qJ−I ; q2)|i′−j|
(λ2q−I−J)|j
′|(λ−2q−I−J ; q2)|i′|
n−1∏
s=1
[
i′s
js
]
q2
,
(5.8)
N˜
i′,j′
i,j = δi+j,i′+j′ q
(i′,j′)−I|j′|+
∑
k>l
(jkil+j
′
ki
′
l−2jki
′
l) (λ2q−I−J ; q2)|j|(λ
−2qI−J ; q2)|j′−j|
(q−2J ; q2)|j′|
n−1∏
s=1
[
j′s
js
]
q2
(5.9)
where we removed some gauge factors which cancel in the matrix product (5.7).
6 Comparison with other results
In this and next sections we will compare (3.16) with some other presentations of the Uq(ŝln)
related R-matrix given in the literature. We will establish a connection with the standard
the Uq(ŝln) L-operator presented in [26] and also compare our results with some higher-spin
examples of the Uq(ŝl3) R-Matrix.
We start with some remarks regarding the coefficient A
(n)
I,J(λ) in (3.17). For specific elements
of the R-matrix the q-Pochhammer symbols are finite as their arguments are integers. If we
want to derive the formula for the L-operator as an n × n-matrix with operator entries acting
in the Verma modules spanned by |j〉 = |j1, . . . , jn−1〉 we need to rewrite (3.17) in the form
suitable for abstract values of j indices.
This is achieved by a slight change of normalization of the R-matrix
R¯
(n)
I,J(λ) = σI,J(λ)R
(n)
I,J(λ), (6.1)
with
σI,J(λ) = −λ−Iq
I+J
2 (λ2q−I−J ; q2)I+1. (6.2)
We also restore a coefficient BI,J(λ) in (3.18) and define
A¯
(n)
I,J(λ) = σI,J(λ)A
(n)
I,J(λ)BI,J(λ). (6.3)
After simple calculations we obtain
A¯
(n)
I,J(λ) =
(λ−2q−I−J+2|i|+2|j|; q2)I−|i′|(λ
−2qJ−I ; q2)|i|
(−1)I+1λ−Iq− I+J2 (q−2J+2|j|; q2)|i−i′|
n−1∏
s=1
(q2+2js ; q2)is
(q2; q2)is
(6.4)
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and this expression is a finite product for integer i, i′ and abstract values of j’s. Shortly
speaking a change of normalization is equivalent to replacing the product A
(n)
I,J(λ)BI,J(λ) in
(3.16) with (6.4). The sum in (3.16) is still finite because it truncates by integer values of i’s.
It is easier to write down explicit formulas in original n-component notations. Introduce
n-component vectors eα = (0, . . . , 0, 1, 0, . . . , 0) with 1’s at the α-th position from the left,
j,k ∈ Zn+ with |j| = |k| = J . Then using (6.4) in (3.16) we obtain for the renormalized
R-matrix (6.1)
[
R¯
(n)
1,J(λ)
]eβ ,k
eα,j
=


[λq
1−J
2
+kα ] if α = β,
λq
1−J
2
+
∑α−1
s=β ks [qkα ] if α > β,
λ−1q
1+J
2
−
∑β−1
s=α ks [qkα ] if α < β,
(6.5)
where
[x] = x− x−1. (6.6)
In the recent paper [26] matrix elements for the Uq(A
(1)
n−1) R-Matrix R
K(z) acting in the space
V1 ⊗ Vm were given by
[
RK1,m(z)
]ek,δ
ej ,β
=


qβk+1 1−q
−2βk+m−1z
qm+1−z
if j = k
−qβj+1+···+βk−1 1−q2βk
qm+1−z
if j < k,
−qm−(βk+···+βj) z(1−q2βk )
qm+1−z
if j > k.
(6.7)
and the elements of RK(z) acting on Vl ⊗ V1 were given by
[
RKl,1(z)
]γ,ek
α,ej
=


qγk+1 1−q
−2γk+l−1z
ql+1−z
if j = k
−ql−(αj+···+αk) z(1−q2αk )
ql+1−z
if j < k,
−qαk+1+···+αj−1 1−q2αk
ql+1−z
if j > k,
(6.8)
where we write them in the same notations as in (6.5).
A direct comparison of (6.7) and (6.5) gives[
R¯
(n)
1,J(λ)
]eβ ,k
eα,j
=
[
λq
1+J
2
]
q[eβ ,k]−[eα,j]
[
RK1,J(λ
−2)
]eα,j
eβ ,k
. (6.9)
To compare matrix elements of RKl,m(z) with our formula (3.16) for other cases we must first
identify their parameters. So we set l = I, m = J and z = λ−2. The normalization of the
R-matrix RKl,m(z) is the same as (3.21) for R
(n)
I,J(λ). Therefore, we expect that for arbitrary I, J[
R
(n)
I,J(λ)
]i′,j′
i,j
= q[i
′,j′]−[i,j]
[
RKI,J(λ
−2)
]i,j
i′,j′
. (6.10)
The difference between two R-matrices in (6.10) is easy to explain. The matrix elements of
R
(n)
I,J(λ) are defined similar to (2.2), i.e.[
R
(n)
I,J(λ)
]i′,j′
i,j
= 〈i, j|R(n)I,J(λ)|i′, j′〉. (6.11)
However, the matrix elements of RKl,m(z) in [26] are defined by the transposed action[
RKl,m(z)
]γ,δ
α,β
= 〈γ, δ|RKl,m(z)|α, β〉 . (6.12)
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It is easy to check that the extra “twist” factor q[i
′,j′]−[i,j] in (6.10) drops out from the Yang-
Baxter equation.
We have checked that the relation (6.10) holds for the Uq(A
(1)
1 ) and Uq(A
(1)
2 ) R-matrices for
all cases given in Appendix A of [26].
It is also interesting to compare our reductions (5.1) and (5.2) with that obtained in [26].
In particular, we expect that the Theorem 2 in [26]
[
RKl,m(q
l−m)
]γ,δ
α,β
= δα+β,γ+δq
ψ
[
m
l
]−1
q2
n+1∏
s=1
[
βs
γs
]
q2
(6.13)
ψ =
∑
1≤s,t≤n+1
αs(βt − γt) +
∑
1≤s,t≤n+1
(βs − γs)γt (6.14)
should correspond to the substitution λ = q
J−I
2 given by (5.2). A direct calculation shows the
relation (6.10) also holds in this case.
Now let us turn to the Uq(sln) L-operator. When J = 1 the expression (6.5) further reduces
to the trigonometric n-state R-Matrix [29, 30]. We shall also use a twisted version of this R-
matrix [31] which we give using notations of [32]
Rβ,δα,γ(λ) = δα,βδγ,δδα,γ(q − 1)(λ+ λ−1q−1) + δα,βδγ,δρα,γ(λ− λ−1) + δα,δδβ,γσα,β, (6.15)
where
σα,β =


0 if α = β,
(q − q−1)λ if α < β,
(q − q−1)λ−1 if α > β
(6.16)
and ρα,β are nonzero complex parameters such that
ρα,α = ρα,βρβ,α = 1, α, β = 1, . . . , n. (6.17)
Setting all ρα,β = 1 and taking convention that all indices α, β, γ, δ = 1, . . . , n in (6.15) denote
positions of 1’s counted from the right, i.e. α ≡ en−α+1 we obtain that (6.15) is equivalent to
(6.5) with J = 1.
Setting I = J = 1 in the Yang-Baxter equation (3.20) we obtain the L-operator algebra
R1,2(λ/µ)L1(λ)L2(µ) = L2(µ)L1(λ)R1,2(λ/µ), (6.18)
where the R1,2(λ)-matrix corresponds to the standard Uq(A
(1)
n−1) trigonometric R-matrix (6.5)
with J = 1. The L-operators L(λ) are identified with R¯
(n)
1,K(λ) (6.5) acting in the “quantum”
space with the weight K.
To rewrite the L-operator in algebraic notations let us introduce Weil operators Xk, Zk,
i = 1, . . . , n acting in the space of n-component vectors |j〉, js ∈ Z, s = 1, . . . , n and their
conjugates such that
Zk|j〉 = qjk |j〉, Xk|j1, . . . , jn〉 = |j1, . . . , jk + 1, . . . , jn〉, (6.19)
〈j|Zk = qjk〈j|, 〈j1, . . . , jn|Xk = 〈j1, . . . , jk − 1, . . . , jn|. (6.20)
They satisfy the Weil algebra relations
ZkXl = q
δk,lXl, Zk, k, l = 1, . . . , n. (6.21)
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We can now define the L-operator L(λ) as an n× n matrix with operator entries such that
〈j|Lα,β(λ)|k〉 =
[
R¯
(n)
1,J(λ)
]eβ ,k
eα,j
. (6.22)
Using (6.19)-(6.21) we obtain
Lα,β(µ) =


[µZα] if α = β,
µ X−1α Xβ [Zα]
α−1∏
s=β
Zs if α > β,
µ−1qX−1α Xβ [Zα]
β−1∏
s=α
Z−1s if α < β,
(6.23)
where we defined a rescaled spectral parameter µ = λq
1−J
2 and for any vector |j〉, |j| = J
Z|j〉 = q|j||j〉, Z =
n∏
s=1
Zs (6.24)
In fact, we can consider (6.23) as an operator solution of the algebra (6.18) since a rescaling of
the spectral parameter does not affect (6.18). The operator Z commutes with (6.23) and all
representations are characterized by its complex eigenvalue qJ .
7 Stochastic R-matrix
Let us define another R-matrix SI,J(λ) by
[SI,J(λ)]
i′,j′
i,j = ρ
i′,j′
i,j
[
R
(n)
I,J(λ)
]i′,j′
i,j
, i, j, i′, j′ ∈ Zn−1+ , (7.1)
with
ρi
′,j′
i,j = q
[i,j]−[i′,j′]+
∑
1≤k<l≤n
(jkil−i
′
kj
′
l)
= q
(i,j)−(i′,j′)−J |i|+I|j′|+
∑
1≤k<l<n
(jkil−i
′
kj
′
l)
. (7.2)
In [26] SI,J(z) was given in terms of R
K
I,J(z) with z = λ
−2. Here we defined SI,J(λ) in terms
of R
(n)
I,J(λ) using the relation (6.10). Using quantum group arguments it was shown in [26] that
(7.1) solves the Yang-Baxter equation and satisfies the stochasticity condition∑
i,j
[SI,J(λ)]
i′,j′
i,j = 1. (7.3)
We can now give the direct proof of (7.3) using the explicit formula (3.16) for the R-matrix.
To do that we find it convenient to follow notations of [26]. Introduce the function
Φq(γ|β;λ, µ) = qξ
(µ
λ
)|γ| (λ; q)|γ|(µλ ; q)|β|−|γ|
(µ; q)|β|
n−1∏
s=1
[
βs
γs
]
q
, (7.4)
ξ =
∑
1≤l<k<n
(βl − γl)γk, (7.5)
where α, β, γ, δ ∈ Zn−1+ , λ, µ ∈ C. This function satisfies the following sum rule∑
i
Φq(i|j;λ, µ) = 1. (7.6)
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Note that the sum in (7.6) is always finite since the summand is equal to zero unless 0 ≤ i ≤ j,
i.e. 0 ≤ is ≤ js for all s = 1, . . . , n− 1. The relation (7.6) can be easily proved by induction in
n, see [26] for details.
Using these definitions and the expansion (5.7) R
(n)
I,J(λ) can be expressed as[
R
(n)
I,J(λ)
]i′,j′
i,j
= δi+j,i′+j′ q
(i′,j′)−(i,j)−J(|i|+|j|)+I(|j|−|j′|)+
∑
k>l(ikjl+j
′
ki
′
l−2iljk) ×∑
m+n=i+j
Φq2(j|m; q−2J , λ−2q−I−J)Φq2(n|j′;λ2q−I−J , q−2J )q2|n|J+
∑
k>l 2(jknl−jlnk). (7.7)
where we imply that the sum is taken over m,n ∈ Zn−1+ with the sum m+ n = i+ j fixed.
Using this presentation of R
(n)
I,J(λ) in terms of Φ we can rewrite the expression for matrix
elements of SI,J(λ) as
[SI,J(λ)]
i′,j′
i,j = δi+j,i′+j′
(
λ2qI+J
)|j|×∑
m+n=i+j
Φq2(j|m; q−2J , λ−2q−I−J)Φq2(n|j′;λ2q−I−J , q−2J)q−2|m|J+
∑
k>l 2(jlmk−jkml) (7.8)
This expression can be simplified using symmetries of the function Φ. Substituting the explicit
form of Φ (7.4) one can easily check that
Φq(m − j|m, µ/λ, µ) = Φq(j|m, λ, µ) q
∑
k<l
(jkml−mkjl)
µ−|j|λ|m|. (7.9)
Then we can rewrite (7.8) in a factorized form
[SI,J(λ)]
i′,j′
i,j = δi+j,i′+j′
∑
m+n=i+j
Φq2
(
m − j|m; q
J−I
λ2
,
q−I−J
λ2
)
Φq2
(
n|j′; λ
2
qI+J
, q−2J
)
.
(7.10)
Now the relation (7.3) becomes trivial. Indeed, for fixed i′, j′ we have
∑
i,j
[SI,J(λ)]
i′,j′
i,j =
∑
i+j=i′+j′
m+n=i′+j′
Φq2
(
m − j|m; q
J−I
λ2
,
q−I−J
λ2
)
Φq2
(
n|j′; λ
2
qI+J
, q−2J
)
=
=
∑
m+n=i′+j′
Φq2
(
n|j′; λ
2
qI+J
, q−2J
) ∑
i+j=m+n
Φq2
(
m − j|m; q
J−I
λ2
,
q−I−J
λ2
)
=
∑
m+n=i′+j′
Φq2
(
n|j′; λ
2
qI+J
, q−2J
)
= 1, (7.11)
where we used twice the relation (7.6).
Setting λ = q±(J−I)/2 in (7.8) and using relations
Φq(i|j; 1, µ) = δi,0, Φq(i|j;µ, µ) = δi,j , (7.12)
we obtain two nontrivial degenerations of the R-matrix SI,J(λ)[
S(1)(µ, ν)
]i′,j′
i,j
≡
[
SI,J(q
(J−I)/2)
]i′,j′
i,j
= δi+j,i′+j′Φq2
(
i|j′;µ, ν) (7.13)
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and [
S(2)(µ, ν)
]i′,j′
i,j
≡
[
SI,J(q
(I−J)/2)
]i′,j′
i,j
= δi+j,i′+j′Φq2
(
j|i′; ν, µ)µ−|j|ν |i′|q 2 ∑k<l(jki′l−i′kjl),
(7.14)
where µ = q−2I , ν = q−2J play the role of (complex) spectral parameters. Similar formulas for
the R-matrix R
(n)
I,J(λ) have been already obtained in (5.1)-(5.2).
We can now derive the formula for the L-operator corresponding to the stochastic R-matrix
(7.1). First, we choose I = 1, J ∈ Z+ and i = eα, i′ = eβ. Let us notice that the exponent of
the q-factor in (7.1) can be compactly written in n-component notations as follows
[i, j]− [i′, j′] +
∑
1≤k<l≤n
(jkil − i′kj′l) =
α∑
k=1
jk −
n∑
k=β
j′k. (7.15)
In particular, for J = 1 it simplifies to
ρ
eβ , eδ
eα, eγ = q
δα,β ǫα,γ , (7.16)
for eα + eγ = eβ + eδ with
ǫα,γ =


1, α > γ,
0, α = γ,
−1, α < γ.
. (7.17)
Let us comment that (7.16) corresponds to the case
ρα,γ = q
ǫα,γ (7.18)
in (6.15). It was shown in [32] that (7.18) leads to a factorization of the L-operators at roots
of unity. It would be interesting to understand further a relation between stochasticity and
factorization of L-operators.
We can now derive the formula for the L-operators corresponding to the stochastic R-matrix
SI,J(λ). Using (7.15) for general J and (6.5) one can write it in terms of Weil generators (6.21)
similar to (6.23) in a compact form
LSα,β(µ) = µ
ǫα,β X−1α Xβ
[
µδα,βZα
] n∏
γ=1
Z
ǫα,γ
γ . (7.19)
It satisfies the algebra
S1,2(µ/ν)L
S
1 (µ)⊗ LS2 (ν) = LS2 (ν)⊗ LS1 (µ)S1,2(µ/ν), (7.20)
where S1,2(λ) is given by (7.1) with I = J = 1. This L-operator was first obtained in [32] in a
slightly different form. The root of unity condition qN = 1 used there does not affect the local
structure of the algebra (7.20).
Choosing the eigenvalue of the operator Z in (6.24) as C one can rewrite (7.19) as
Lα,β(µ) = µ
ǫα,β+δα,βC X−1α Xβ (1− µ−2δα,βZ−2α )
n∏
s=α+1
Z−2s . (7.21)
This L-operator contains two complex parameters µ and C = qJ , where J can be identified
with the weight of representation. As well known one can multiply the L-operator (7.21) by
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arbitrary complex parameters ai (“horizontal” fields) from the left without affecting the Yang-
Baxter relation. It immediately follows from the property
[A1 ⊗A2, S1,2(µ)] = 0., (7.22)
where A = {a1, . . . , an}.
We can also remove one pair of Weyl operators Z1,X1 by setting
Z1 = C
n∏
i=2
Z−1i , X1 ≡ 1. (7.23)
Let us introduce another set of operators
ki = q
−2Z−2i+1, φ
+
i = X
−1
i+1(1− Z−2i+1), φi = Xi+1, i = 1, . . . , n − 1 (7.24)
instead of Zi,Xi, i = 2, . . . , n. Each set ki, φi, φ
+
i forms a q-oscillator algebra
φk = q2kφ, φ+k = q−2kφ+, φφ+ − q2φ+φ = 1− q2. (7.25)
If we now choose
a1 = −µC, ai = µv
C
q2(i−1−n), i = 2, . . . , n (7.26)
and make a change of variables
C =
√
uv
qn
, µ = q
√
x
v
, (7.27)
then we get exactly the L-operator from the recent paper by Garbali, De Gier and Wheeler [27]
LGGWi,j (x) = aiLi,j(µ), (7.28)
with Lij(µ) given by (7.21). Therefore, the L-operator L
GGW (x) corresponds to the standard
Uq(sl(n)) L-operator for symmetric representations in the presence of twist and “horizontal”
fields.
8 Conclusion
In this paper we have constructed a new formula of the R-matrix R(λ) acting in the tensor
product of two symmetric representations of the quantum group Uq(sln). The method is based
on calculating the n-layer projection of the 3D integrable model introduced in [16–18]. The
final result (7.7) can be represented in the factorized matrix form with both factors given by a
simple product formula (7.4).
The structure of this factorized representation is quite interesting. The weights of representa-
tions enter the result algebraically with no poles at integer values, so the formula equally applies
to finite-dimensional and infinite-dimensional representations. For integer weights we only need
to restrict matrix elements to basis vectors from finite-dimensional submodules. However, the
internal sum in (7.7) can include vectors beyond finite-dimensional blocks.
Following [26] we also introduced a stochastic R-matrix (7.1). A factorized representation
(7.10) makes the proof of stochasticity almost trivial. All matrix elements of the R-matrix
are positive provided that the condition (3.9) is satisfied. Therefore, it defines a discrete time
Markov process with positive probabilities.
One of the possible directions of future research is to construct stochastic models for other
Lie algebras. The quantum group approach of [26] suggests that this may be possible and a
similar factorization of the R-matrix can exist for other cases.
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Appendix A
Here we list standard definitions in q-series which we need in the main text
(a; q)∞ :=
∞∏
i=0
(1− aqi), (A.1)
(a; q)n :=
(a; q)∞
(aqn; q)∞
(A.2)
(a1, . . . , am; q)n =
m∏
i=1
(ai; q)n (A.3)
[
n
m
]
q
:=
(q; q)n
(q; q)n−m(q; q)m
(A.4)
We also define a basic hypergeometric series
r+1φr
(
a1, a2, . . . , ar+1
b1, . . . , br
∣∣∣∣ q, x
)
=
∑
i≥0
(a1, . . . , ar+1; q)i
(q, b1, . . . , br; q)i
xi. (A.5)
In the main text we use Heine’s transformations of 2φ1 series ((III.1)-(III-3) in [33])
2φ1
(
a, b
c
∣∣∣∣ q, z
)
=
(az, b; q)∞
(c, z; q)∞
2φ1
(
c/b, z
az
∣∣∣∣ q, b
)
=
=
(c/b, az; q)∞
(c, z; q)∞
2φ1
(
abz/c, b
bz
∣∣∣∣ q, c/b
)
=
(abz/c; q)∞
(z; q)∞
2φ1
(
c/a, c/b
c
∣∣∣∣ q, abz/c
)
(A.6)
and Sears’s transformation of terminating 4φ3 series
4φ3
(
q−n, a, b, c
d, e, f
∣∣∣∣ q, q
)
=
(
a,
ef
ab
,
ef
ac
; q
)
n(
e, f,
ef
abc
; q
)
n
4φ3

q
−n,
e
a
,
f
a
,
ef
abc
ef
ab
,
ef
ac
,
q1−n
a
∣∣∣∣∣∣∣ q, q

 (A.7)
provided that def = abcq1−n, see (III.16) in [33].
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