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This paper treats two problems in high-dimensional testing that have
received attention in the recent literature. The first problem is that tests
based on a quadratic statistic (such as the Wald statistic) lose power
against subspaces of the alternative hypothesis as the dimension of the
parameter vector of interest increases. The second problem is that the
Wald statistic is not defined in high-dimensional settings, as it requires
an invertible sample covariance matrix. I simultaneously address these
issues by generalizing the Wald statistic to a statistic that is large in
a subspace of the alternative hypothesis chosen by the econometrician.
The existence of the statistic depends on a restricted eigenvalue condi-
tion that is tied directly to the size of the subspace. I show that if the
conventional sample covariance matrix is used, then the statistic can be
computed using linear regression with a constant dependent variable,
where coefficient vector is restricted to the subspace of interest. As a
demonstration, I consider subspaces that contain sparse or nearly-sparse
vectors. For these cases, the computation reduces to `0-regularized re-
gression (best subset selection) and `1-regularized regression (Lasso),
respectively.
Keywords: High dimensional testing, Mahalanobis distance, Wald
statistic, sparse alternatives, power enhancement, best subset selection,
Lasso.
1. INTRODUCTION
There has recently been a heightened interest in testing the location of a high-dimensional
parameter vector, whose dimension p may exceed the number of observations n. Tradition-
ally, such tests are often based on a quadratic statistic like the Wald statistic. However,
tests based on quadratic statistics are known to lose power and can become inconsistent
against subspaces of the alternative hypothesis as the dimension of the parameter vector
increases (see e.g. Fan et al., 2015; Kock and Preinerstorfer, 2019).
In addition, quadratic statistics typically involve the inverse of the covariance matrix,
which is usually not known in practice and must be estimated. This is problematic in high-
dimensional settings, as the standard sample covariance matrix is not invertible if p > n.
The solution provided in the literature is to impose restrictions, through regularization or
other means, in order to estimate the covariance matrix (see e.g. Srivastava and Du, 2008;
Chen et al., 2011). However, if no information about the covariance matrix is available,
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2 NICK KONING
then it is not clear what restrictions should be used. Imposing the wrong restrictions may
lead to poor estimates, which in turn may lead to a loss of power.
I simultaneously address these two issues by proposing a novel test statistic that gen-
eralizes the Wald statistic and is large in a subspace of the alternative hypothesis that
is specified by the econometrician. This subspace is described as a third type of hypoth-
esis in addition to the null and alternative hypotheses, that is henceforth referred to as
the sub-alternative hypothesis. The statistic is obtained through a generalization of the
Mahalanobis norm and measures length in the direction of a subspace of interest.
For the test statistic to be finite, a restricted eigenvalue condition must be met. The
strength of this condition depends directly on the ‘size’ of the sub-alternative hypothesis,
and is weaker than the condition that the sample covariance matrix is positive-definite.
Therefore, the test statistic can be used even in high-dimensional settings, as long as the
sub-alternative hypothesis is sufficiently ‘small’.
In addition, I show that the computation of the test statistic can be formulated as a
quadratic minimization problem, restricted by the same constraints that specify the sub-
alternative. If the conventional sample covariance matrix and sample mean are used as
estimators, this problem reduces to linear regression with a constant dependent variable.
I provide an additional result for the special case of a diagonal estimate of the covariance
matrix and sub-alternative defined by sign or sparsity restrictions. In that case, the com-
putation reduces to solving a minimum distance problem which can lead to a closed-form
test statistic.
I demonstrate this methodology by testing against sparse sub-alternatives, which are
defined by the number of hypothesized element-wise violations of the null hypothesis. This
setting is also considered by Fan et al. (2015). They provide the following motivating
example from financial econometrics concerning multi-factor pricing theory.
Example 1 Multi-factor pricing models assume that returns of assets can be described
by a linear combination of a limited number of factors, so that no individual assets have
returns in excess of the market (known as ‘alpha’ in the finance literature). Because such
models are well founded in arbitrage pricing theory (Ross, 1976), one would expect that if
such a model is false then it would only be violated by a small number of exceptional assets.
So, if the alternative hypothesis holds, then the underlying vector of excess returns is likely
to be sparse. Therefore, one may want to test such a multi-factor pricing model with extra
power towards sparse sub-alternative hypotheses.
In case of a sparse sub-alternative hypothesis, the computation of the test statistic is a
special case of best-subset selection in linear regression. Best-subset selection has seen a
recent surge of interest after Bertsimas et al. (2016) showed that this problem is easier to
solve than was commonly assumed, by exploiting gradient descent methods and commer-
cially available mixed-integer optimization solvers.1 If one uses a diagonal covariance matrix
1See e.g. Hastie et al. (2017); Mazumder et al. (2017); Hazimeh and Mazumder (2018); Koning and
Bekker (2018) for more recent work.
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estimator, then the test statistic has a closed form solution and is related to threshold-type
statistics (see e.g., Fan, 1996; Zhong et al., 2013).
In addition, I consider the sub-alternative hypothesis for which the computation of the
test statistic coincides with Lasso, which is another popular technique used to obtain sparse
solutions (Tibshirani, 1996). I show that Lasso corresponds to a sub-alternative hypothesis
that consists of convex cones that are centered around sparse vectors. The width of these
cones depends on the Lasso regularization parameter. So, this sub-alternative hypothesis
can be interpreted as a nearly-sparse sub-alternative hypothesis, consisting of vectors that
are ‘close’ to a sparse vector.
For the demonstration on sparse and nearly-sparse sub-alternative hypotheses, I use
randomization based on reflection symmetry to construct a critical value (see e.g. Lehmann
and Romano, 2006; Canay et al., 2017). While this construction relies on a symmetry
assumption on the distribution of the error term, the advantage is that size control is
guaranteed in small samples, even if p n.
1.1. Comparison to Power Enhancement
Another method that increases power in a subspace of interest is the power enhance-
ment technique proposed by Fan et al. (2015). This technique works as follows: given some
initial test, one chooses an enhancement test which has asymptotic size zero and is con-
sistent against a subspace of the alternative hypothesis, against which the initial test is
not consistent. The combination of these two tests has asymptotic size equal to the initial
test, and may be consistent against a strictly larger set of alternatives. The existence of
enhancement tests has recently been discussed by Kock and Preinerstorfer (2019).
The main advantage of the methodology proposed in this paper over the power enhance-
ment technique is that it is constructive: when the econometrician specifies a sub-alternative
hypothesis, this simultaneously defines an appropriate test statistic. The advantage of the
power enhancement technique are its attractive asymptotic properties, which can deliver a
strictly larger region against which the test is consistent. However, it remains unclear how
these properties transfer to the finite sample.
2. DIRECTING THE MAHALANOBIS NORM
In this section, I propose an asymmetric semi-norm which generalizes the Mahalanobis
norm to measure length in the direction of a subspace of interest. In addition, I provide
some intuitions, a condition for which the quantity is finite and a computational result.
I use the following notation. For a set A, the set A0 = A∪{0} denotes the set in addition
to the origin and A∅ = A \ {0} the set excluding the origin. I use In = (e1, e2, . . . , en) to
denote the n × n identity matrix, and ιn to denote an n-vector of ones. The subscripted
vector xJ has elements equal to xj if j ∈ J and 0, otherwise. Finally, for a vector x with
elements xj, the following standard notation is used
‖x‖q =
{∑
j 1{xj 6=0}, q = 0,
(
∑
j |xj|q)
1
q , 0 < q <∞.
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Let the p-vector µ be the parameter of interest and let V = {λ ∈ Rp | λ′Σλ = 1} be the
set containing the (possibly defect) unit ellipsoid described by some positive semi-definite
matrix Σ, with diagonal elements σ21, . . . , σ
2
p. Let C ⊆ Rp represent a subspace of interest.
Without loss of generality, assume that C is closed under positive scalar multiplication, so
that it constitutes a cone.2 That is, if λ ∈ C, then γλ ∈ C, for all γ > 0.
The key object of interest in this paper is the following asymmetric semi-norm.
Definition 1
TC = max
λ∈(V∩C)∪{0}
µ′λ.
The dependence on µ and V is suppressed for notational convenience. The 0 is included
in the maximization to simplify the computation and to ensure that TC is non-negative so
that it is an (asymmetric) semi-norm.
The quantity TC has the following interpretation. Suppose that λ̂ 6= 0 is the maximizing
vector. Then µ′λ̂ can be viewed as the Euclidean norm of the vector µ projected onto λ̂
and scaled by the relative stretching of the Σ-induced ellipsoid and the unit sphere:
µ′λ̂ =
∥∥∥∥∥∥
√
λ̂′λ̂
λ̂′Σλ̂
Pλ̂µ
∥∥∥∥∥∥
2
,
where Pλ̂ = λ̂λ̂
′/λ̂′λ̂ is the projection matrix of λ̂. A visual demonstration for both a
singular and positive-definite matrix Σ is given in Figure 1.
In addition, TC can be viewed as a restricted version of the Mahalanobis norm. In par-
ticular, suppose that Σ is invertible, and let C = Rp. Then the maximizing argument λ is
equal to Σ−1µ/
√
µ′Σ−1µ, so that TRp coincides with the Mahalanobis norm
√
µ′Σ−1µ.
While the Mahalanobis norm requires Σ to be positive-definite in order to be finite (or
to exist, using the conventional definition), the finiteness of TC typically requires a weaker
condition. Specifically, if C ⊆ Rp, then the following condition guarantees that TC <∞.3
Condition 1 min λ∈C
µ′λ=1
λ′Σλ > 0.
This condition is a restricted eigenvalue condition. Restricted eigenvalue conditions are
well-known for use their use in proving oracle results for Lasso (see e.g. Van De Geer et al.
2009).4
2Generality is not lost, as only the intersection of C with V is used in Definition 1. Hence, the cone
CΛ = {λ | γλ ∈ Λ,∃γ > 0} can be constructed from an arbitrary subset C ⊆ Rp, where Λ = C ∩ V, so that
it has the same intersection Λ = CΛ ∩ V. This is demonstrated using a Lasso restriction in Section 4.2.
3The condition follows from first observing that the case λ = 0 is irrelevant, and then rewriting TC as
1/min λ∈C
µ′λ=1
√
λ′Σλ for λ 6= 0.
4For example, if we choose C = {λ | ‖λZc‖1 < L‖λZ‖1 6= 0} and µ = sign(λZ)/
√|Z|, where Z is an
index set with cardinality |Z| and complement Zc, and L is some constant, then Condition 1 coincides
with the compatibility condition (Van de Geer, 2007).
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Figure 1: Visual demonstration of TC for a positive-definite and singular matrix Σ. In both
plots, the diagonal elements of Σ are 1. For the left plot, its off-diagonals are −.6, so
that V is an ellipse, and for the right plot the off-diagonals are 1, so that V consists of
two parallel lines. The thicker parts shows the intersection with C = {λ | λ ≥ 0}. In both
plots, the thin line with an open circle at the end represents µ = (1.1,−.4), and the thicker
line with the square at the end represents the maximizing vector λ̂. The black solid dot is
the projection Pλ̂µ, and the red solid diamond is the scaled projection sPλ̂µ of µ onto λ̂,
where s =
√
λ̂′λ̂
λ̂′Σλ̂
. The Euclidean norm of this scaled projection is µ′λ̂.
The following result shows that TC can be computed using restricted quadratic minimiza-
tion. This is convenient as some of such problems have been well studied in the optimization
literature. A proof of the result can be found in Appendix A. In Section 3.2, where a sam-
ple equivalent of TC is used as a test statistic, results for sample moments are provided for
which the computation simplifies.
Proposition 1 Let λ′Σλ > 0 for all λ ∈ C∅. Assume that β̂ = arg minλ∈C 1 − 2µ′β +
β′Σβ and λ̂ = arg maxλ∈(V∩C)∪{0}µ
′λ are unique optimizers. Then
λ̂ =
β̂√
β̂′Σβ̂
.
3. HYPOTHESIS TESTING
In this section, I apply TC to hypothesis testing. This will lead to the definition of a
third type of hypothesis, in addition to the null hypothesis and alternative hypothesis.
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Furthermore, the sample equivalent of TC is proposed as a test statistic for testing such a
triplet of hypotheses.
The setting can described as follows. Let X be an n× p matrix that can be decomposed
as X = ιnµ
′ +E, where µ is the p-vector of interest, ιn is an n-vector of ones, and E is a
random matrix with expectation zero and covariance matrix E(E′E)/n = Σ.
3.1. Sub-alternatives
In order to simplify the description of the hypotheses, let us assume that Σ > 0.
Using TC, the null hypothesis H0 : µ = 0 and alternative hypothesis H1 : µ 6= 0 can be
equivalently written using Mahalanobis norm of µ:
H0 : TRp = 0,
H1 : TRp > 0.
This reformulation is convenient, as it condenses the vector hypotheses to scalar hypotheses.
A different null hypothesis HC0 and alternative hypothesis H
C
1 can be constructed by
simply replacing Rp with some other cone C ⊆ Rp. This is shown in the following two
examples.
Example 2 The cone C+ = {λ | λ ≥ 0} produces the multi-dimensional ‘one-sided’
hypotheses H
C+
0 : µ ≤ 0 and HC+1 : µ 6≤ 0.
Example 3 The cone C(1) = {λ | λj = 0, j 6= 1} produces the one-dimensional two-sided
hypotheses H
C(1)
0 : µ1 = 0, H
C(1)
1 : µ1 6= 0. The intersection C(1)+ = C(1) ∩ C+ produces the
one-dimensional one-sided hypotheses H
C(1)+
0 : µ1 ≤ 0, HC(1)+1 : µ1 > 0.
A key observation is that different sets C can produce the same null and alternative
hypothesis. This is illustrated in the following example.
Example 4 Let us consider C1 = {λ | ‖λ‖0 ≤ 1}, containing the cones that coincide with
the axes, and Rp. Notice that TC1 = maxj |µj/σj| and TRp =
√
µ′Σ−1µ, are zero if and
only if µ = 0. So, both C1 and Rp produce the null hypothesis H0 : µ = 0 and alternative
hypothesis H1 : µ 6= 0. However, TC1 and TRp are different for almost all µ in Rp: they
only coincide if µ ∈ C1.
As HC0 and H
C
1 may be the same for difference C, it seems natural to define a third type
of hypothesis that specifies the subspace of the alternative hypothesis for which TC is large
in µ (henceforth sub-alternative).
Definition 2 The sub-alternative hypothesis corresponding to C is HCsub : µ ∈ C∅.
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C HC0 HC1 HCsub TC statistic
Rp µ = 0 µ 6= 0 µ 6= 0
√
µ̂′Σ̂−1µ̂
C+ µ ≤ 0 µ 6≤ 0 µ ≥ 0 and µ 6= 0 T+ (Koning and Bekker, 2019)
C(1) µ = 0 µ 6= 0 µ1 6= 0 |µ̂1|/σ̂1
C(1) ∩ C+ µ ≤ 0 µ 6≤ 0 µ1 > 0 µ̂1/σ̂1
C1 µ = 0 µ 6= 0 ‖µ‖0 = 1 maxj |µ̂j|/σ̂j
C1 ∩ C+ µ ≤ 0 µ 6≤ 0 µ ≥ 0 and ‖µ‖0 = 1 maxj µ̂j/σ̂j (Chernozhukov et al., 2018)
TABLE I
This table contains some examples of hypotheses and test statistics that are nested by
the methodology in this paper if m = µ̂ and S = Σ̂ > 0. The constraint sets are defined
as follows: C+ = {λ | λ ≥ 0}, C(1) = {λ |λj = 0, j 6= 1}, C1 = {λ | ‖λ‖0 ≤ 1}.
3.2. Test statistic
In this section, I use TC to propose a novel test statistic, that directs power towards
the sub-alternative HCsub. In order to do so, the following notation is used. The vector m
stands for a generic estimator of µ, and S for a generic estimator of Σ. Let S = {λ ∈
Rp | λ′Sλ = 1}.
I propose the following test statistic that is the sample analogue of the TC:
T̂C = max
λ∈{S∩C}∪{0}
m′λ,
where C is the cone that describes the sub-alternative. The intuition for the statistic is that
it is small under HC0 , positive under H
C
1 and large under the sub-alternative H
C
sub, so that
power is directed towards the sub-alternatives.
For the estimator m, I use the sample mean µ̂ = X ′ιn/n. For S, I will focus on two
estimators. The first is a standard sample covariance matrix Σ̂ = Ĝ− µ̂µ̂′ with diagonal
elements σ̂21, σ̂
2
2, . . . , σ̂
2
p, where Ĝ = X
′X/n is the Gramian matrix. The second is an
arbitrary diagonal estimator, which includes popular choices such as diag(Σ̂) or the pooled
variance tr(Σ̂/p)Ip. For notational clarity, I write T̂
F
C if S is the full sample covariance
matrix Σ̂ and add the superscript T̂DC to denote the statistic if S is a diagonal estimate.
Notice that if the C = Rp, then T̂ FRp is equal to square-root of the Wald statistic. A crucial
difference with the Wald statistic is that the T̂ FC statistic typically does not require Σ̂ to
be invertible. Instead, for its existence the sample equivalent of Condition 1 is required,
which can be much weaker depending on C. Table I provides some examples of other test
statistics that are nested by the methodology discussed in this paper.
3.3. Computing the test statistic
From Proposition 1 it follows that the computation of T̂C reduces to a quadratic mini-
mization problem. In this section, I show that the computation can simplify in some cases.
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In particular, I provide results for the case that S = Σ̂ and the case that S is diagonal.
The proofs of these results can be found in Appendix A.
If Σ̂ is chosen as estimator of the covariance matrix and m = µ̂, then Proposition 2
shows that the computation simplifies to linear regression of a constant vector ιn on X,
restricted by the cones C that define the sub-alternative of interest. This is convenient, as
restricted linear regression is a well-studied problem and implementations of special cases
are widely available. One of such special cases is treated in Section 4.
Proposition 2 Let λ′Σ̂λ > 0 for all λ ∈ C∅. Let β̂ = arg minβ∈C 1n‖ιn −Xβ‖22 and
λ̂ = arg maxλ∈(S∩C)∪{0}µ
′λ be unique optimizers. Then
λ̂ = β̂/
√
β̂′Σ̂β̂,
if β̂ 6= 0 and λ̂ = 0, otherwise.
In addition, I consider the case where S is a diagonal estimator of the covariance matrix,
such as diag(Σ̂) or tr(Σ̂/p)Ip. In this case, the computation can simplify substantially if
a special type of cone is used. In particular, let D be the set of vectors that is closed under
multiplication by a positive definite diagonal matrix. That is, if λ ∈ D, then Dλ ∈ D,
where D > 0. I have been unable to find the name of these types of cones and will
henceforth use the name scone (sign cone). A scone can be viewed as a union of sub-orthants
(i.e. a union of possibly lower dimensional orthants embedded in a higher dimensional
space). As pre-multiplication by a diagonal matrix D > 0 is a sign-preserving operation,
the sub-alternatives for scones relate directly to hypotheses concerning sign or sparsity
restrictions.
For a scone sub-alternative HDsub : µ ∈ D, Proposition 3 shows that computing T̂DD
requires solving a minimum distance problem. Such problems are typically easier to solve
than linear regression. For example, the next section considers testing against sparse sub-
alternatives, for which this problem has a closed-form solution.
Proposition 3 Let S > 0 be a diagonal matrix and let D be a scone. Suppose that
λ̂ = arg maxλ∈(S∩D)∪{0}m
′λ and β̂ = arg minβ∈D ‖S−
1
2m − β‖22 are unique optimizers.
Then
λ̂ = S−
1
2 β̂/
√
β̂′β̂,
if β̂ 6= 0 and λ̂ = 0, otherwise.
4. SPARSE SUB-ALTERNATIVES
In this section, I demonstrate the methodology described in the previous section by
considering the special case of sparse sub-alternatives. For a given level of sparsity k, I use
Dk = {λ ∈ Rp | ‖λ‖0 ≤ k} to denote the set of all k-sparse vectors of length p, where
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Figure 2: Levelplot of T̂1 (left) and T̂p (right) over µ̂ in two dimensions, where S = I2.
‖x‖0 =
∑p
j=1 1{xj 6=0} is the `0-norm of a vector x, which counts the number of non-zero
elements in the vector. Notice that Dk is a scone, as ‖x‖0 = ‖Dx‖0 for all diagonal matrices
D > 0. The sub-alternative corresponding to this scone is given by
Hksub : ‖µ‖0 ≤ k,µ 6= 0.
The interpretation of this sub-alternative is that (at most) k elements of µ are unequal to
zero. The corresponding null hypothesis is H0 : µ = 0 and the alternative hypothesis is
H1 : µ 6= 0.
The sparse sub-alternative leads to the statistic T̂Dk , which will be abbreviated as T̂k for
notational convenience. A visual illustration comparing the T̂k statistic to the T̂p = T̂Rp
statistic is provided for the two-dimensional case in Figure 2. On the left panel, it can be
observed that, the T̂1 statistic is largest on the axes, where µ̂ is sparse. Conversely, the
right panel shows that the T̂p statistic is equally large in every direction. This difference
becomes increasingly pronounced as p increases and the level of sparsity k is fixed.
4.1. Computation
For the case that S = Σ̂, Proposition 2 shows that the corresponding test statistic
requires solving the non-convex quadratic minimization problem
β̂ = arg min
β
‖β‖0≤k
‖ιn −Xβ‖22.(1)
This minimization problem is a special case of the best subset selection problem (BSS),
which was long deemed computationally infeasible for p & 40. Recently, Bertsimas et al.
(2016) have shown that BSS can be solved for problems of practical size within reasonable
time by using gradient descent methods and mixed-integer optimization solvers. In partic-
ular, they solve BSS with n of order 103 and p of order 102 in minutes. If p and n are very
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large or if re-sampling is used to construct a critical value, then this may still be costly in
terms of computation. However, promising work by Hazimeh and Mazumder (2018) shows
that problems of order p = 106 can be approximated in seconds. An alternative approach is
to approximate the solution of 1 using greedy methods such as forward stepwise selection
(see e.g. Hastie et al. 2009, 2017).
If S is assumed to be diagonal, then the computation becomes much simpler. Proposition
3 shows that T̂Dk can be computed by solving
β̂ = arg min
β
‖β‖0≤k
‖S− 12 µ̂− β‖22.
It is straightforward to show that β̂ = S−1µ̂Jk , where Jk contains the largest k elements
of S−1µ̂.5 This leads to the closed form
T̂Dk =
√
µ̂′S−1µ̂Jk ,
where µ̂Jk has elements equal to the corresponding element in µ̂ if its index is in Jk, and
0 otherwise.
If S = diag(Σ̂), then the T̂Dk test statistic is closely related to threshold-type statistics
(see e.g. Fan, 1996; Zhong et al., 2013), which include the screening statistic proposed by
Fan et al. (2015). They define the screening statistic as
J0 =
√
pµ̂′diag(Σ̂)−1µ̂J ∨ 0,
where J = {j ∈ {1, . . . , p} | |µ̂j| > σ̂jδ}, for a given threshold value δ. Here, Fan et al.
(2015) choose δ to grow sufficiently fast so that using 0 as critical value results in a test
with asymptotic size 0. Notice that if δ is instead chosen such that |J | = k, then J0 is a
monotone function of T̂Dk : J0 =
√
p(T̂Dk )
2. Hence, the difference is that a threshold-type
statistic implicitly defines the sparsity level, while the T̂Dk explicitly specifies the sparsity
level of the sub-alternative of interest. The latter option seems more intuitive, but there may
be applications for which a threshold-type specification of the sparsity level is desirable.
4.2. Lasso
Another popular tool to obtain sparse solutions is Lasso (Tibshirani, 1996), which is
linear regression under an `1-norm restriction. Unlike Dk, the Lasso constraint set Bt =
{λ | ‖λ‖1 ≤ t}, where t ≥ 0, is not a scone nor even a cone. However, as mentioned in
Section 2, it is possible to use a non-cone restriction by converting it to a cone restriction,
which I will demonstrate in this section.
Let Λt = V ∩ Bt be the intersection of the Lasso constraint set and V , for some t ≥ 0.
Then we can construct the cone CΛt = {λ | γλ ∈ Λt,∃γ > 0} ∪ {0} that consists of all the
scalar multiples of Λt and the origin. This leads to the sub-alternative
µ ∈ CΛt \ {0}.
5See e.g. Proposition 3 of Bertsimas et al. (2016) for a formal proof.
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Notice that if Σ = Ip, then this sub-alternative coincides with the 1-sparse sub-alternative
when t = 1, and the Wald statistic if t ≥ √p. A visual illustration of the two-dimensional
case is given in Figure 3, for t = 1.2. This figure shows that the sub-alternative corre-
sponding to the Lasso constraint is set of cones that are centered around the axes, and
whose angles are regulated by the parameter t. Therefore, the sub-alternative induced by
Lasso can be viewed as a near-sparse sub-alternative. The interpretation of near-sparse
alternatives extends to higher dimensions.
By Proposition 2, the computation of the test statistic T̂CΛt reduces to Lasso regression
β̂ = arg min
β
‖β‖1≤t/
√
β̂′Σ̂β̂
‖ιn −Xβ‖22,
so that λ̂ = β̂/
√
β̂′Σ̂β̂.
Using the penalty form of Lasso exposes an alternative interpretation. Namely that an
`1 penalty shrinks the mean estimate µ̂. In particular, using Proposition 2, the penalized
form of the Lasso problem given by
β̂ = arg min
β
1
n
‖ιn −Xβ‖22 + τ1‖λ‖1
=
√
β̂′Σ̂β̂ arg max
λ
λ′Σ̂λ=1
sign(µ̂)([|µ̂| − τ1ιp]+)′λ,
where τ1 is the `1 penalty parameter, | · | is the element-wise absolute value, and [ · ]+ is
the element-wise positive-part operator. This shows that Lasso shrinks each element of the
mean estimate by τ1, to produce the estimate m = sign(µ̂)([|µ̂| − τ1ιp]+).6
4.3. Critical values
In order to a critical value, I will use a reflection-based randomization test. Under a
symmetry assumption on E, this leads to an exact critical value because the sparse sub-
alternatives and Lasso sub-alternatives share H0 : µ = 0.
7 This section briefly describes
the construction of such a critical value (see e.g. Ch. 15 of Lehmann and Romano (2006)
for a more general discussion).
Let R contain all n × n reflection matrices, so that R is the reflection group of order
N = 2n. The assumption that permits the construction of an exact test is that E and
RE share the same distribution, for all R ∈ R. Let RM := {In,R2, . . . ,RM} ⊆ R
be selected uniformly from R such that it includes the identity matrix. Denote the set
containing the reflection transformed data byRMX = {X,R2X, . . . ,RMX}. Let T̂C(RMX ) =
6Similarly, a Ridge or `2-penalty (Hoerl and Kennard, 1970) inflates the diagonals of the covariance
estimate to S = Σ̂ + τ2Ip, where τ2 ≥ 0 is the `2-penalty parameter.
7Koning and Bekker (2019) apply a reflection-based randomization test to a composite null hypothesis.
Although they are unable to formally show that such a test maintains size for all parameter values under
the null, they do provide simulation results that support this conjecture.
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Figure 3: The construction of a Lasso sub-alternative in two dimensions. The area inside
the diamond corresponds to the Lasso constraint set B1.2, the circle is the unit sphere U ,
the thicker sections of the circle correspond to the intersection Λ1.2 = U ∩ B1.2, and the
cone corresponding to the intersection C`1Λ1.2 is shown as the gray dashed areas.
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{T̂C(X), T̂C(R2X), . . . , T̂C(RMX)} be the set containing test statistic of interest applied
to each of the reflected data sets. Notice that under H0, each of the elements of T̂C(RMX )
would ex-ante have been equally likely to be observed. So, for a given level of significance
α, the critical value cα can be defined as the 1 − α quantile of T̂C(RMX). If all elements
of T̂C(RMX ) are different, then rejecting H0 if T̂C > cα is an exact test.
14 NICK KONING
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5. APPENDIX A
In order to present the proofs of Proposition 1, I first provide the following simple lemma,
where the notation γA is used to mean element-wise scalar multiplication of the setA ⊆ Rp.
Lemma 1 Let C be a cone and γ > 0. If Condition 1 holds, then
arg max
λ∈C
λ′Σλ=γ2
µ′λ = γ arg max
λ∈C
λ′Σλ=1
µ′λ.
Proof: As Condition 1 holds, a maximizing argument exists. I find
arg max
λ∈C
λ′Σλ=γ2
µ′λ = arg max
λ∈C
1
γ2
λ′Σλ=1
µ′λ = arg max
(
1
γ
λ)∈C
(
1
γ
λ)′Σ( 1
γ
λ)=1
µ′λ = γ arg max
λ∈C
λ′Σλ=1
µ′λ.
Q.E.D.
Proposition 1 Let λ′Σλ > 0 for all λ ∈ C∅. Let β̂ = arg minλ∈C 1− 2µ′β+β′Σβ and
λ̂ = arg maxλ∈(V∩C)∪{0}µ
′λ be unique optimizers. Then
λ̂ =
β̂√
β̂′Σβ̂
,
if β̂ 6= 0 and λ̂ = 0, otherwise.
Proof: I will consider two cases: β̂ 6= 0 and β̂ = 0.
Case β̂ 6= 0
I find
λ̂ = arg max
λ∈C
λ′Σλ=1
µ′λ = 1√
β̂′Σβ̂
arg max
λ∈C
λ′Σλ=β̂′Σβ̂
µ′λ
= 1√
β̂′Σβ̂
arg min
λ∈C
λ′Σλ=β̂′Σβ̂
1− 2µ′λ+ λ′Σλ = 1√
β̂′Σβ̂
β̂,
where the second equality follows from Lemma 1, the third equality from the fact that
λ′Σλ is constant due to the constraint, and the final equality from the definition of β̂.
Case β̂ = 0
I will prove that λ̂ = 0 by contradiction. Suppose that λ̂ ∈ C∅ is arbitrarily given. Then
λ̂′Σλ̂−2µ′λ̂ > 0, as β̂ = 0 is a unique minimizer. So 1
2
> µ′λ̂/λ̂′Σλ̂, because we assumed
that λ′Σλ > 0, for all λ ∈ C∅. As λ̂ ∈ C∅, we have that γλ̂ ∈ C∅ for all γ > 0. Then
lim
γ→0+
µ′(γλ˜)/(γλ˜)′Σ(γλ˜) = lim
γ→0+
1
γ
µ′λ̂/λ̂′Σλ̂ < 1/2, which implies µ′λ̂ < 0 = µ′0. This
contradicts the assumption that λ̂ is a minimizer. Hence, λ̂ = 0. Q.E.D.
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Proposition 2 Let λ′Σ̂λ > 0 for all λ ∈ C∅. Let β̂ = arg minβ∈C 1n‖ιn −Xβ‖22 and
λ̂ = arg maxλ∈(S∩C)∪{0}µ
′λ be unique optimizers. Then
λ̂ = β̂/
√
β̂′Σ̂β̂,
if β̂ 6= 0 and λ̂ = 0, otherwise.
Proof: I will consider two cases.
Case β̂ 6= 0
Writing out the `2-norm and using Proposition 1 yields
β̂ = arg min
β∈C
1− 2µ̂′β + β̂′Ĝβ̂ =
√
β̂′Ĝβ̂ arg max
λ∈C
λ′Ĝλ=1
µ̂′λ,
where I use the fact that λ′Σ̂λ > 0 for all λ ∈ C∅, implies that λ′Ĝλ > 0 for all λ ∈ C∅.
By Lemma 1
λ̂ = arg max
λ∈C
λ′Ĝλ−(µ̂′λ)2=1
µ̂′λ = arg max
λ∈C
λ′Ĝλ=1+(µ̂′λ̂)2
µ̂′λ =
√
1 + (µ̂′λ̂)2 arg max
λ∈C
λ′Ĝλ=1
µ̂′λ.
Combining this and applying some straightforward algebra yields
λ̂ =
√
1+(µ̂′λ̂)2
β̂′Ĝβ̂
β̂ = 1√
β̂′Σ̂β̂
β̂.
Case β̂ = 0
This case is analogous to the case that β̂ = 0 in the proof of Proposition 1. Q.E.D.
Proposition 3 Let S > 0 be a diagonal matrix and let D be a scone. Suppose that
λ̂ = arg maxλ∈(S∩D)∪{0}m
′λ and β̂ = arg minβ∈D ‖S−
1
2m − β‖22 are unique optimizers.
Then
λ̂ = S−
1
2 β̂/
√
β̂′β̂,
if β̂ 6= 0 and λ̂ = 0, otherwise.
Proof: I will consider two cases: β̂ 6= 0 and β̂ = 0.
Case β̂ 6= 0
Using the substitution β = S
1
2λ and m̂ = S−
1
2m yields
λ̂ = arg max
λ∈DΛ
λ′Sλ=1
µ̂′λ = S−
1
2 arg max
β∈DΛ
β′β=1
m̂′β,
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where β ∈ DΛ if λ ∈ DΛ, as S is diagonal and positive-definite. Define β̂ = arg minβ∈DΛ ‖β−
m̂‖22. From Lemma 1 it follows that
λ̂ = 1√
β̂′β̂
S−
1
2 arg max
β∈DΛ
β′β=β̂′β̂
m̂′β = 1√
β̂′β̂
S−
1
2 arg min
β∈DΛ
‖β − m̂‖22 = 1√
β̂′β̂
S−
1
2 β̂.
Case β̂ = 0.
This case is analogous to the case that β̂ = 0 in the proof of Proposition 1. Q.E.D.
