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&HWUDYDLOHVW O¶REMHWG¶XQHFROODERUDWLRQ entre le département 3MI (Méthodes et Modèles 
0DWKpPDWLTXHVSRXUO¶,QGXVWLHGHO¶(FROH1DWLRQDOH6XSpULHXUHGHV0LQHVGH6DLQW-Etienne 
(ENSM-SE) et le service Géomodélisation et Incertitudes (G&I) de Total.  
/HSUpVHQWWUDYDLOV¶LQVFULWGDQVOHFRQWH[WHGe la simulation des phénomènes complexes par 
des codes de calculs très onéreux en temps de calcul. $O¶LQLWLDWLYHGH7RWDOHWGHO¶(160-SE, 
un consortium réunissant les principaux aFWHXUV GH O¶LQGXVWULH a été créé pour réaliser une 
synergie de compétences. Cette structure, baptisée DICE (Deep Inside Computer 
Experiments), regroupe divers industriels et organismes publics de recherche tels que EDF, 
IRSN, ONERA, Renault et Total ainsi que des partenaires académiques (les universités 
Joseph Fourier de Grenoble, 3DXO&p]DQQHG¶$L[-Marseille, Orsay de Paris VI et les Mines de 
Saint-Etienne) 6RQ REMHFWLI HVW G¶DPpOLRUHU OD FRPSUpKHQVLRQ GH WRXWH OD WKpPDWLTXH GHV
codes de calculs lourds FRPSUHQDQW OD VHQVLELOLWp JOREDOH OD SURSDJDWLRQ G¶LQFHUWLWXGHV
O¶HVWLPDWLRQ GHTXDQWLOHV O¶RSWLPLVDWLRQRXELHQ HQFRUH OD UpVROXWLRQGH SUREOqPHV LQverses 
DLQVLTXHG¶LQQRYHU DYHFGHV WHFKQLTXHVGHSODQVG¶H[SpULHQFHVQXPpULTXHV de surfaces de 
réponses, de criblage et de screening. 
Le travail présenté dans ce mémoire sur la plaQLILFDWLRQG¶H[SpULHQFHVQXPpULTXHVen phase 
exploratoire pour les codes simulant les phénomènes complexes HVWO¶XQGHV axes de recherche 
financé par le consortium DICE et tout particulièrement par un contrat de thèse industriel 
(CIFRE) avec Total. 
 
1. CONTEXTE SCIENTIFIQUE 
/¶REMHFWLIHVWGHSURSRVHUXQHIRUPXODWLRQGHVSUREOqPHVDERUGpVVXIILVDPPHQWJpQpUDOH
pour V¶DGDSWer aux différentes appOLFDWLRQV2QV¶LQVSLUH dans cette partie assez largement de 
Santner (2003), qui donne un formalisme général pour les computer experiments, sans pour 
DXWDQW O¶DGRSWHU WRWDOHPHQW A noter que les travaux fondateurs, dans ce domaine, sont 
principalement ceux de Sacks, Welch, Mitchell et Wynn (1989). 
Afin de concrétiser démarche et notations, on illustre le plus possible QRVSURSRVjO¶DLGHGH 
SUREOqPHV GH O¶H[SORUDWLRQ - production pétrolière. La simulation numérique de réservoir 
FRQVLVWHjGLVFUpWLVHUXQUpVHUYRLUjODIRLVGDQVO¶HVSDFHHWGDQVOHWHPSVSRXUUHSUpVHQWHUOHV
écoulements de celui-ci. Ainsi, elle est le seul moyen de résoudre un problème complexe 
comme par exemple décrire de façon quantitative les écoulements de plusieurs phases dans un 
réservoir hétérogène. La simulation SHXWSDU DLOOHXUV UpVRXGUHGHVSUREOqPHV VLPSOHVG¶XQH
IDoRQSOXVVDWLVIDLVDQWHTX¶HQutilisant les méthodes analytiques classiques. Il est par exemple 
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tout à fait possible de construire en quelques jours un modèle de réservoir très simplifié pour 
pYDOXHU XQH QRXYHOOH GpFRXYHUWH /¶XWLOLVDWLon des simulations se justifie par des choix 
éconoPLTXHVODFUpGLELOLWpGHVUpVXOWDWVO¶DLGHjODGpFLVLRQHWODVXUYHLOODQFHGXFKDPS 
 
'H QRPEUHX[ SKpQRPqQHV FRPSOH[HV GH O¶LQGXVWULH VRQW PRGpOLVpV SDU des codes de 
VLPXODWLRQQXPpULTXHVRSKLVWLTXpVFRPPHRXWLOGHSUpYLVLRQG¶RSWLPLVDWLRQHWGHGpFLVLon. 
&¶HVW OHFDVGH OD VLPXODWLRQQXPpULTXH de production G¶XQ UpVHUYRLUSétrolier comme nous 
venons de le voir mais aussi de la simulation de crues et de calcul de rejet de CO2, de la 
VLPXODWLRQG¶XQHVRXIIOHULHj0DFKGHODVLPXODWLRQG¶DFFLGHQWQXFOpaire, de la simulation 
de crash automobile, etc. 
Avant de discuter plus précisément des simulateurs, nous présentons dans un premier temps 
la caractérisation des phénomènes réels.  
Le phénomène réel. Un phénomène est supposé être caractérisé par :  des variDEOHV G¶LQWpUrW regroupées dans un vecteur réely  de dimension l1. Par 
analogie à un contexte de régression, la variable réely  sera appelée réponse. Par 
exemple, lHVYDULDEOHVG¶LQWpUrWSHXYHQW rWUH ODSURGXFWLRQG¶KXLOHDXFRXUVGX WHPSV
O¶LQVWDQWROHSXLWVFRPPHQFHjSURGXLUHGHO¶HDXEUHDNWKURXJKODSURGXFWLRQG¶HDX
au cours du temps, etc.  des YDULDEOHVG¶HQYLURQQHPHQW le plus souvent mal connues, regroupées dans une 
quantité envv . La variable envv  est en général de grande dimension, voire souvent de 
GLPHQVLRQ LQILQLH FKDPSVGpILQLVGDQVXQYROXPH«Les YDULDEOHVG¶HQYLURQQHPHQW
sont essentiellement les variables descriptives du réservoir, par exemple nature des 
faciès, champ de porosité, champ de perméabilité, perméabilités relatives, viscosités, 
etc.   des variables de contrôle TXL SHXYHQW rWUH IL[pHV SDU O¶XWLOLVDWHXU SRXU DWWHLQGUH
divers objectifs ; elles sont regroupées dans la quantité contu  TXH O¶RQ VXSSRVH, pour 
simplifier, de dimension finie. Par exemple, les variables de contrôle fixent le schéma 
de développement du champ : position des puits producteurs et injecteurs, scénarios de 
SURGXFWLRQ« (OOHV VRQW GpWHUPLQpHV HQ SKDVH G¶DSSréciation / développement, puis 
modifiées au cours de la production (forage de nouveaux puits par exemple). 
                                                 
1 Ce vecteur peut comporter une structure particulière, par exemple si la réponse est constituée de variables 
observées au cours du temps. 
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Figure 1. Schéma représentant les facteurs et les réponses 
 
Sa traduction fonctionnelle est la suivante : ฀ ฀,réel env conty f v u฀ . 
Remarque. /D YDULDEOH WHPSV Q¶HVW SDV H[SOLFLWpH GDQV OHV UHODWLRQV FL-dessus car elle 
Q¶LQWHUYLHQW SDV REOLJDWRLUHPHQW 1pDQPRLQV GH QRPEUHX[ SUREOqPHV SRVVqGHQW une 
dimension temporelle. Il peut alors être intéressant de faire apparaître le temps dans la 
description du phénomène.  
Le simulateur. A ce stade, de nombreuses questions restent sans réponse, comme par 
H[HPSOHO¶HIIHWGHODPpFRQQDLVVDQFHGH envv  sur réely &¶HVWXQHGHVUDLVRQVSRXUOHVTXHOOHV
la fonction réelf  HVW DSSURFKpH SDU XQ VLPXODWHXU ,O HVW G¶DLOOHXUV ERQ GH QRWHU LFL TXH OD
GHVFULSWLRQGXSKpQRPqQHSDUOHVYDULDEOHVG¶HQYLURQQHment est déjà liée à une modélisation 
de celui-ci, et contient donc en germe la construction du VLPXODWHXU ,O HVW DLVp GH V¶HQ
convaincre, par exemple, DYHF O¶LQWHUYHQWLRQ G¶XQH YDULDEOH G¶HQYLURQQHPHQW FRPPH OD
perméabilité. Celle-ci est en effet liée à XQPRGqOHG¶pFRXOHPHQWvia la loi de Darcy.  
'DQVFHFRQWH[WHV¶DMRXWHXne nouvelle classe de variables : les variables de simulation qui 
SHUPHWWHQWGHSDUDPpWUHUHWpYHQWXHOOHPHQWG¶DMXVWHU OHVLPXODWHXU. Evidemment, pour leur 
intégration au simulateur, toutes ces variables (discrétisation en espace, orientation de la 
grille, gestion de la discrétisation en temps, critère de convergence, « sont de dimension 
finie et sont en général fixées avant toute simulation. 
 
Problèmes à résoudre. Ils sont globalement de deux types : problèmes directs et problèmes 
LQYHUVHV/HGpYHORSSHPHQWGHVWHFKQLTXHVGHPRGpOLVDWLRQUHQIRUFpHSDUO¶DXJPHQWDWLRQGH
puissance de calcul des ordinateurs, a PHQp DX GpYHORSSHPHQW GH VLPXODWHXUV G¶XQH WUqV
grande complexité. Ce gain de réalisme se paye par un temps de calcul souvent prohibitif. A 
WLWUHG¶H[HPSOH, dans le domaine pétrolier, pour une configuration de puits donnée, une seule 
VLPXODWLRQ GH UpVHUYRLU SHXW SUHQGUH MXVTX¶j  MRXUV &38 SRXU IRXUQLU OHV SURILOV GH
YDULDEOHVG¶HQYLURQQHPHQW envv  
variables de contrôle contu  
YDULDEOHVG¶LQWpUrW réely  réelf  
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production attendus. Cela implique aussi une difficulté à cerner globalement le simulateur. En 
effet, le modèle numérique de simulation fait en général intervenir des dizaines, voire des 
centaines, GH SDUDPqWUHV G¶HQWUpH SDUPL OHVTXHOV XQ JUDQG QRmbre sont incertains. En 
ingénierie réservoir, on pense par exemple aux paramètres géométriques (taille du réservoir, 
HPSODFHPHQWGHVIDLOOHVHWFDX[SDUDPqWUHVG¶H[SORLWDWLRQW\SHGHUpFXSération, position et 
QRPEUH GH SXLWV GpELWV GH SURGXFWLRQ LQMHFWLRQ G¶HDX RX GH Jaz , etc.), aux paramètres 
pétrophysiques (perméabilités, porosités, etc.), etc. La solution de ce modèle numérique, 
FRPPHSDUH[HPSOH O¶HVWLPDWLRQGH ODSURGXFWLRQG¶K\GURFDUEXUHHQIRQFWLRQGHVGLIIpUHQWV
SDUDPqWUHVG¶HQWUpHHVWGRQFGpGXLWHGHGRQQpHVincertaines.  
Deux types de problèmes, parfois complémentaires, se posent :  Analyse de sensibilité : Quels sont les paramètres ou les combinaisons de 
paramètres influents sur la réponse du simulateur ? En effet, afin de simplifier le 
problème étudié, il esWG¶XVDJHGHGpILQLUOHVSDUDPqWUHVVXVFHSWLEOHVG¶LQIOXHQFHUOD
réponse (Saltelli et al., 2000) et leur domaine de variation (domaine expérimental).  3URSDJDWLRQG¶LQFHUWLWXGHV : Comment propager les incertitudes affectant certaines 
des variaEOHVG¶HQWUpH sur la réponse du simulateur ? En effet, une faible variation de 
O¶XQ GHV SDUDPqWUHV GX PRGqOH SHXW HQWUDvQHU GHV SUpYLVLRQV GH SURGXFWLRQ WUqV
différentes. La gestion des incertitudes devient donc essentielle en ingénierie 
réservoir, elle permet non seulePHQW G¶DFFURvWUH OD SURGXFWLRQ HW SDU FH ELDLV GH
WUDLWHUXQSUREOqPHG¶RSWLPLVDWLRQPDLVSUpFLVHVXUWRXWOHVHQMHX[pFRQRPLTXHV&H
problème ne sera pas traité en tant que tel dans ce mémoire, le lecteur souhaitant en 
savoir plus peut se référer à la thèse de Scheidt (2006).  
Les difficultés à surmonter. Les difficultés essentielles proviennent du coût de calcul du 
simulateur et de la dimension du problème à traiter. Même après une diminution drastique de 
la dimension, il devient impossible pour certaines applications (par exemple, le calcul de 
distribution de probabilité par des techniques de Monte-&DUOR G¶HQYLVDJHU G¶XWLOLVHU
directement le simulateur. $LQVLO¶H[SORUDWLRQGHFHVFRGHVHVWGLIILFLOHHWQpFHVVLWHODPLVHHQ
°XYUHGHPpWKRGHVVSpFLILTXHs. 
La solution. /¶LGpHHVWGHUHPSODFHU le simulateur par une ou plusieurs fonctions approchées. 
Ce sont en général des fonctions relativement simples qui sont construites j O¶DLGH GH
méthodes G¶DSSUR[LPDWLRQ RX G¶LQWHUSRODWLRQ et à partir G¶expériences numériques, i.e. de 
divers runs GX VLPXODWHXU SRXU GHV YDOHXUV GLIIpUHQWHV GHV YDULDEOHV G¶HQYLURQQHPHQW et de 
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contrôle &H MHX GH YDULDEOHV G¶HQYLURQQHPHQW HVW DSSHOp MHX G¶DSSUHQWLVVDJH ou plan 
G¶H[SpULHQFHVQXPpULTXHV.  
Evidemment, la possibilité dans ce FRQWH[WH GH SRXYRLU IL[HU OH SODQ G¶H[SpULHQFHV
représente un degré de liberté déterminant, et une bonne interaction entre le choix de la 
surface de réponse et la FRQVWUXFWLRQGXSODQG¶H[SpULHQFHVHVW VDQVDXFXQGRXWHXQ IDFWHXU
prépondérant de succès. 
On V¶LQWpUHVVH LFL WRXWSDUWLFXOLqUHPHQWDX[ SODQVG¶H[SpULHQFHVQXPpULTXHV sur lesquels 
on évalue le simulateur et qui servent de base pour construire une approximation du code de 
calcul.  
Les difficultés sont doubles. Les expériences, pour lesquelles les simulations seront 
réalisées, doivent être échantillonnées de façon optimale aILQ G¶HVWLPHU OHV paramètres du 
modèle. Ce travail se faisant en phase exploratoire, à savoir sans DXFXQH VLPXODWLRQ Q¶DLW
encore pWp HIIHFWXpH OH SODQ G¶H[SpULHQFHV GRLW VDWLVIDire à tous les types de surfaces de 
réponse. Ainsi le modèle choisi, a priori ou de manière itérative, pour décrire correctement le 
comportement de la réponse doit être estimé, dans un premier temps, j SDUWLU G¶XQ SHWLW
QRPEUHG¶H[SpULHQFHVNous expliquons ici comment choisir les expériences afin G¶DVVXUHUOD
meilleure estimation possible avec un nombre de simulations assez faible lorsque nous 
sommes sans aucune connaissance sur le phénomène. Avant cela, nous proposons une revue 
des différences essentielles entre les planifications G¶H[SpULHQFHs classiques et numériques 
afin de mieux comprendre le cadre de ce travail. 
 
2. DES PLANS D¶EXPERIENCES CLASSIQUES AUX PLANS D¶EXPERIENCES 
NUMERIQUES. 
/DGLIIpUHQFHIRQGDPHQWDOHHQWUHOHVSODQVG¶H[SpULHQFHVQXPpULTXHs et les plans classiques 
GpYHORSSpV HQ ODERUDWRLUH H[SpULHQFHV SK\VLTXHV UpVLGH GDQV OH IDLW TX¶HQ ODERUDWRLUH RQ
suppose la SUpVHQFHG¶HUUHXUVDOpDWRLUHV dues aux mesures, aux conditions expérimentales, etc. 
Ce qui Q¶HVWHQSULQFLSH pas le cas avec une expérience numérique (simulation déterministe). 
1RXVQ¶HQYLVDJHRQVSDVici le cas des simulateurs bruités, à savoir des simulations entachées 
de bruit de simulation (Monte-Carlo ou autre). /D SUpVHQFH G¶XQH UDFLQH DOpDWRLUH GDQV OH
simulateur peut aussi LQGXLUHGHVGLIIpUHQFHVDXQLYHDXGHVUpSRQVHV1RXVQ¶HQYLVDJHRQVSDV
ce cas dans ce travail. 
Remarque. ,OFRQYLHQWGHSUHQGUHFRQVFLHQFHTXHODUpSpWLWLRQG¶XQHVLPXODWLRQjYDULDEOHVGH
FRQWU{OHHWG¶HQYLURQQHPHQWIL[pHVSRur lesquelles on ferait varier les variables de simulation 
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donnerait des résultats différents. Cette pratique se rapprocherait donc de la répétition 
G¶H[SpULHQFHVHWJpQpUHUDLWXQEUXLWGHQDWXUHQXPpULTXH 
A variables fixées, on suppose alors que le simulateur reste inchangé au fil du temps. Aussi, 
ORUVTX¶XQ SODQ HVW ODQFp VpTXHQWLHOOHPHQW HW TXH OH FRGH HVW pFULW HW H[pFXWp SDU XQH WLHUFH
personne, il peut être intéressant de dupliquer un des points dans le but de vérifier que celui-ci 
est resté inchangé.  
Dans le cas général, les techniques des plans classiques telles que la randomisation et la 
répétabilité ne sont plus forcément de mise. En effet, les plans classiques ont tendance à 
positionner les points aux bords du domaine pour prendre en compte la variation aléatoire et 
offrir une tendance plus fiable en présence G¶HUUHXUVGHPHVXUHs; on pense par exemple aux 
plans Box Behnken, plans composites, etc. (voir paragraphe 1.1). 
La différence entre les approches classiques et numériques est dans la nature GHO¶HUUHXUGX 
modèle associé aux paramètres du plan. $YHFO¶DSSURFKHFODVVLTXH, O¶HUUHXUGpSHQGG¶un bruit, 
i.e. GH O¶erreur de mesure, tandis TX¶HQQXPpULTXH, F¶HVWXQHHUUHXU OLpHDXPRGqOHHWQRQj
O¶H[SpULPHQWDWLRQ Une autre différence réside entre les modèles paramètriques et non-
paramètriques. 
Il existe cependant des attributs communs entre ces deux types de plans. Dans les deux cas, 
O¶REMHFWLISULQFLSDOHVWG¶H[WUDLUHOHSOXVG¶LQIRUPDWLRQSRVVLEOHDYHFXQQRPEUHG¶H[SpULHQFHV
limité. Une autre caractéristique HVWTXHO¶pFKDQWLOORQQDJHGHVSRLQWVVHIDLWLQGpSHQGDPPHQW
et donc se prêtent à une évaluation désordonnée. En numérique, il sera donc possible de faire 
GHVFDOFXOVSDUDOOqOHVRXELHQG¶XWLOLVHUGHVPXOWLSURFHVVHXUV tout comme en expérimentation 
classique où il est possible de faire plusieurs manipulations en parallèle. 
 
Pour résumer, lHVPpWKRGHVGHSODQLILFDWLRQG¶H[SpULHQFHVEDVpHVVXUOHVWUDYDX[GH)LVFKHU
 QH VXIILVHQW SOXV SRXU GHX[ SULQFLSDOHV UDLVRQV 7RXW G¶DERUG OHV JUDQGV FRdes de 
FDOFXO GpFULYHQW GHV SKpQRPqQHV G¶XQH FRPSOH[LWp GH SOXV HQ SOXV LPSRUWDQWH FH TXL
implique que les modèles correspondants sont souvent non linéaires et/ou non paramétriques. 
La non-linéarité, SDU UDSSRUW DX[ YDULDEOHV G¶HQWUpHV HVW G¶DXWDQW SOXV probable que le 
domaine expérimental est large car, généralement, aucune contrainte expérimentale en 
VLPXODWLRQQHSHUPHWGHUpGXLUHODSODJHGHYDULDWLRQGHVSDUDPqWUHVG¶HQWUpHV 
(QVXLWH OD QDWXUH GH O¶H[SpULHQFH HVW GLIIpUHQWH /HV H[SpULHQFHV QXPpULTXes étant des 
VLPXODWLRQV HW KRUPLV OH FDV GHV FRGHV VWRFKDVWLTXHV PHWWDQW HQ °XYUH XQH PpWKRGH GH
Monte-Carlo, elles fournissent la même réponse pour des conditions expérimentales 
identiques (incluant les paramètres algorithmiques et informatiques). La réSpWLWLRQ G¶XQH
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H[SpULHQFH GDQV OHV PrPHV FRQGLWLRQV HVW GRQF VDQV LQWpUrW SXLVTX¶HOOH QH IDLW SDV JDJQHU
G¶LQIRUPDWLRQ $ORUV TXH O¶RQ VDLW ELHQ TXH OD UpSpWLWLRQ G¶H[SpULHQFHV FODVVLTXHV HVW G¶XQ
grand intérêt, en particulier pour évaluer et/ou contrôler O¶HUUHXUGLWHGHUpSpWDELOLWp 
Notre objectif étant de modéliser le code en phase exploratoire (quand aucune simulation 
Q¶DHQFRUHpWpUpDOLVpHRQUHFKHUFKHUDVRXYHQWjVDWLVIDLUHOHVGHX[FRQWUDLQWHVVXLYDQWHV :  
 UpSDUWLU OHVSRLQWVGDQV O¶HVSDFH OHplus uniformément possible de façon à capter les 
non-linéarités SDUUDSSRUWDX[YDULDEOHVG¶HQWUpHVmais aussi à éviter les répétitions.  
IDLUHHQVRUWHTXHFHUHPSOLVVDJHGHO¶HVSDFHVXEVLVWHSDUUpGXFWLRQGHODGLPHQVLRQ 
/DSUHPLqUHFRQWUDLQWHV¶Hxplique également si les relations supposées entre les entrées et 
les sorties sont incorrectes. Par exemple, si la relation est supposée essentiellement linéaire 
DORUV TX¶HQ UpDOLWp HOOH HVW KDXWHPHQW QRQ-linéaire, il est important de pouvoir détecter les 
fortes non-OLQpDULWpV /¶HUUHXU, qui augmente parce que le modèle supposé est incorrect, est 
souvent référée comme le biais du modèle qui peut se GpWHFWHU j O¶DLGH GH différents outils 
(quantiles, scatter-SORW«/DSRVVLELOLWpGHOHdéceler est améliorée avec un choix judicieux 
GXSODQG¶H[SpULHQFHVHQREVHUYDQW OD UpSRQVHSRXUGHVYDOHXUVG¶HQWUpHVGLIIpUHQWHV&HWWH
SUHPLqUHFRQWUDLQWHHVWjO¶RULJLQHGHVUHFKHUFKHVVXUOHVSpace-Filling Designs (SFD) ; nous 
YHUURQVTX¶HOOHSHXWrWUHFRPPXQHDYHF ODSODQLILFDWLRQG¶H[SpULHQFHVDXVHQVFODVVLTXHGX
terme, même si ceux-ci (SFD) restent très peu utilisés dans ce contexte.  
La deuxième contrainte YLHQWGHO¶REVHUYDWLRQIUpTXHQWH(en grande dimension) que le code 
ne dépend2 réellement que de quelques variables influentes, facteurs3 ou « composantes 
principales », ou plutôt directions discriminantes, constituées de combinaisons linéaires de ces 
YDULDEOHV ,O HVW GRQF VRXKDLWDEOH TXH OD SURSULpWp GH UHPSOLVVDJH GH O¶HVSDFH VRLW HQFRUH
satisfaite en projection sur des sous-espaces.  
8QHGHUQLqUHFRQWUDLQWHGHWDLOOHUpVXOWHG¶XQFRPSURPLV LOIDXWG¶XQHSDUWTXHOHQRPEUH
de simulations soit suffisamment important pour comprendre la dépendance du simulateur en 
VHVYDULDEOHVG¶HQWUpH (et donc estimer tous les coefficients du modèle approché) HW G¶DXWUH
part, il doit être limité pour réduire le coût de simulation. 
 
Pour résumer, XQ SODQ G¶H[SpULHQFHV HIILFDFH GRLW rWUH FDSDEOH G¶DSSURFKHU XQH assez 
grande variété de modèles4 et de fournir une information sur tout le domaine expérimental 
avec un nombre de simulations le plus faible possible.  
                                                 
2 &HWWHQRQGpSHQGDQFHQ¶HVWpYLGHPPHQWSDVDEVROXHPDLVUHODWLYHjO¶LQIOXHQFHGHVDXWUHVYDULDEOHV 
3 'DQVOHFDVRLOQ¶\DSDVHXG¶pWXGHGHVHQVLELOLWé au préalable. 
4 1RXVVXSSRVHURQVLFLLPSOLFLWHPHQWTX¶LOVVRQWUHODWLYHPHQWOLVVHV 
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Pour explorer efficacement, les simulations doivent :  UHPSOLU O¶HVSDFH O¶HQVHPEOHGHVFDVH[SpULPHQWDX[GRLYHQWrWUHXQVRXV-ensemble 
représentatif des points dans le domaine expérimental,  SHUPHWWUHG¶H[DPLQHUun grand nombre de variables efficacement,  SHUPHWWUHG¶DQDO\VHUHWG¶HVWLPHUDXWDQWG¶HIIHWs G¶LQWHUDFWLRQVTXHSRVVLEOH,  et enfin le plan G¶H[SpULHQFHV doit être facile à générer. 
 
A noter que le plan doit convenir à O¶analyse souhaitée et que celle-ci devra délivrer autant 
G¶LQIRUPDWLRQ TXH SRVVLEOH /HV GHX[ QH SHXYHQW SDV rWUH FRQVLGpUpV LQGpSHQGDPPHQW Par 
H[HPSOHO¶XWLOLVDWLRQGHV6)'SDUDvWrWUHXQDYDQWDJHpour certains métamodèles tels que le 
krigeage DILQG¶éviter les problèmes numériques.  
 
3. MODELISATION DES SIMULATEURS NUMERIQUES 
 
3.1. Formalisation 
Afin de simplifier les notations précédentes, nous proposons la formalisation suivante. Tout 
au long de ce mémoire, on étudiera des simulateurs numériques, notés par f , qui calculent 
une réponse y . On a donc : 
(x)y f฀  
où ฀ ฀1,..., ddx x฀  ฀ x R  est le vecteur des d  YDULDEOHV G¶HQWUpH ou facteurs (paramètres 
G¶HQWUée pouvant varier pendant les expériences).  
Tous les facteurs VXVFHSWLEOHVG¶DYRLUGHO¶LQIOXHQFHVXUOHSKpQRPqQHGRLYHQWrWUHSULVHQ
FRPSWHIDXWHGHTXRLOHVUpVXOWDWVULVTXHQWG¶rWUHIDXVVpVHWGRQFLQXWLOLVDEOHV8QIDFWHXUSHXW
être qualitatif ou quantitatif, continu ou discret. Nous considérons ici uniquement des facteurs 
quantitatifs continus /H QRPEUH GH YDULDEOHV G¶HQWUpH d  du simulateur correspond à la 
dimension du domaine expérimental.  
 
Le domaine expérimental est donc un espace d-dimensionnel défini par une borne 
inférieure et une borne supérieure pour chaque variable. Les influences des facteurs peuvent 
être déterminées en imposant à ceux-ci des variations pouvant entraîner des modifications du 
comportement du phénomène étudié. Un domaine de variation est défini pour chaque facteur 
j O¶LQWpULHXUGXTXHO LOSHXWSUHQGUHGLIIpUHQWHVYDOHXUV RXQLYHDX['pVRUPDLV OHGRPDLQH
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H[SpULPHQWDOHVWUDPHQpjO¶DLGHG¶XQHWUDQVIRUPDWLRQOLQpDLUHjO¶K\SHUFXEHXQLWp฀ ฀0,1 d  (ou 
parfois à ฀ ฀1,1 d฀ &HWWHPLVHjO¶pFKHOOHHVWXQHFRQYHQDQFHSRXUUHSUpVHQWHUOHVILJXUHVPDLV
aussi une technique mathématique, par exemple pour permettre le bon conditionnement de 
certaines matrices. Nous supposerons en général que chaque composante .x  prend ses valeurs 
continûment dans un intervalle borné. Cependant, le domaine expérimental peut être plus 
complexe en pratique. 
Une expérience (ou point) est défini par un ensemble de conditions opératoires 
correspondant mathématiquement à un vecteur x  de longueur d, de la forme ฀ ฀1, ..., dx x . 
Le SODQG¶H[SpULHQFHV RXSODQG¶DSSUHQWLVVDJHHVWXQREMHWPDWKpPDWLTXHTXLUHSUpVHQWH
sous forme codée ou QRUPpH O¶HQVHPEOH GHV n  expériences à réaliser. En expérimentation 
numérique, cela correspond aux n  vecteurs sur lesquels on évalue le simulateur. Un plan 
G¶H[SpULHQFHV HVW UHSUpVHQWp SDU XQH PDWULFH ฀ ฀1, ..., d฀X x x  constituée de n  lignes 
(correspondant aux n  expériences) et d  colonnes (correspondant aux d  facteurs) avec ฀ ฀1 2, , ..., tnj j j jx x x฀x  
RO¶pOpPHQW ijx  de la matrice ainsi formée est la valeur que prend la j -ième variable à la i -
ième expérience.  
La réponse est la quantité y  obtenue pour un plan spécifié, i.e. ORUVTXHO¶RQIDLWYDULHUOHV
facteurs étudiés. Mathématiquement, cette réponse est représentée par (x)f . Les variables de 
sortie G¶XQVLPXODWHXUVRQWODSOXSDUWGXWHPSVYHFWRULHOOHV3RXUVLPSOLILHUnous supposerons 
que IRy฀ . La valeur de la réponse simulée au i -ième SRLQW G¶DSSUHQWLVVDJH฀ ฀1 ,..., IRi i i ddx x฀  ฀ x  sera notée par ฀ ฀iiy f฀ x . Aussi, le vecteur des réponses sur le plan 
d¶H[SpULHQFHVHVWGHODIRUPH : ฀ ฀฀ ฀11, ..., ( ), ..., ( ) tt nny y f f฀  ฀ Y x x . 
La donnée du plan X  constitué de n  expériences et du vecteur Y  permet de construire une 
réponse approchée, notée ฀ ฀1Ö Ö Ö,..., tny y฀Y . 
On notera alors ฀ ฀1Ö Ö Ö tn฀ ฀ ฀฀  le vecteur des résidus, i.e. les écarts entre les 
observations Y et les valeurs ÖY  prédites par le modèle. 
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3.2. Protocole expérimental 
Toutes les applications de simulations numériques suivent la même démarche générale, 
cette section donne la méthodologie de résolution adoptée pour étudier un Space-Filling 
Design et un modèle. Les étapes principales constituant la démarche méthodologique sont les 
suivantes : 
Choix des facteurs et du domaine expérimental (screening). Pour observer une éventuelle 
variation de la réponse, il faut obligatoirement faire varier un ou plusieurs facteurs. Dans le 
FDV G¶XQ JUDQG QRPEUH GH IDFWHXUV, un screening doit permettre de détecter les facteurs 
influents et leur domaine de variation. Cette étape revient à identifier le domaine 
expérimental. Une analyse de sensibilité permet de réduire le nombre de variables et le 
domaine expérimental. 
 
3URSRVLWLRQ G¶XQ modèle. Ces modèles (ou surfaces de réponse ou métamodèles) peuvent 
être infiniment variés et dépendent du type de problème étudié : modèles linéaires ou non 
linéaires, paramétriques ou non-paramétriques, etc. Si nous connaissions ces modèles, il serait 
facile de les utiliser pour faire de la prévision. CHWWHpWDSHLQFOXWODVpOHFWLRQG¶XQHFODVVHGH
modèles pour approcher la (ou les) sortie(s) du simulateur. Nous ne demandons pas à ces 
PRGqOHVG¶H[SOLTXHUOHSKpQRPqQHpWXGLpHQGpWDLOcar soit cela se révélerait impossible, soit 
cela nécessiterait de très longues recherches. Ils doivent simplement permettre de bien 
UHSUpVHQWHUODUpSRQVHpWXGLpHGDQVOHGRPDLQHH[SpULPHQWDOHWDLQVLG¶HVWLPHUODUpSRQVHGH
manière acceptable. (Q HIIHW XQH SUpYLVLRQ Q¶D JXqUH G¶LQtérêt si son incertitude est trop 
JUDQGH /¶HVtimation de la réponse étudiée doit être connue en chaque point du domaine 
H[SpULPHQWDODYHFXQHLQFHUWLWXGHQRQSDVPLQLPDOHPDLVDFFHSWDEOHDXVHQVRVLO¶RQUpDOLVH
O¶H[SpULHQFH j O¶DLGH GX VLPXODWHXU OD Upponse doit être de qualité semblable. Différentes 
classes de métamodèles sont données en annexe A. 
 
3ODQ G¶H[SpULHQFHV /H FKRL[ G¶XQ SODQ G¶H[SpULHQFHV GpSHQG GHV REMHFWLIV HW GHV TXDOLWpV
souhaitées. Certaines de ces qualités peuvent parfois être elles-mêmes liées au métamodèle 
FRQVLGpUpjO¶pWDSHSUpFpGHQWH*pQpUDOHPHQWQRXVQHIDLVRQVSDVG¶K\SRWKqVHVXUFHOXL-ci, et 
le plan doit alors être satisfaisant pour toutes les classes de métamodèles. Ainsi, cette étape 
consiste à choisir un plan initial X  DYHFXQQRPEUH DSSURSULpG¶H[SpULHQFHV HW GHQLYHDX[
SRXUFKDTXHYDULDEOHDILQG¶DVVXUHUHQSDUWLFXOLHUOHUHFRXYUHPHQWGHO¶HVSDFH Nous parlerons 
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dans ce mémoire des différents Space-Filling Designs envisageables. Le nombre de 
simulations dépend de la complexité du phénomène mais aussi de la complexité du modèle 
FKRLVL j O¶pWDSH VXLYDQWH. On évaluera le simulDWHXU VXU OHV YHFWHXUV G¶HQWUpH de X  pour 
construire la réponse Y  du système. 
 
Construction du modèle$SDUWLUGHVYDOHXUVGXSODQG¶H[SpULHQFHV X  et de la réponse Y  
du système, on ajuste un PRGqOHRXPpWDPRGqOHTXHO¶RQVRXKDLWHSUpGLFWLI&HPRGqOHGRLW
être rapide à ajuster, notamment en grande dimension, et facile à interpréter. 
 
Validation du métamodèle  $ OD ILQ GH O¶pWDSH SUpFpGHQWH QRXV DYRQV REWHQX XQ
métamodèle mais nous ne pouvons pas directement utiliser celui-FL VDQV YpULILHU TX¶LO
représente correctement la réponse dans le domaine expérimental.  
Un premier diagnostic consiste à étudier les valeurs du modèle aux points du plan 
G¶H[SpULHQFHV : nous parlerons GDQVFH FDVG¶DMXVWHPHQW3RXUFe faire, il existe des critères 
permettant de tester la bonne adéquation entre les observations et les prévisions sur les 
GRQQpHVXWLOLVpHVORUVGHODFRQVWUXFWLRQGXPRGqOH&¶HVWSDUH[HPSOHOHU{OHGXFRHIILFLHQW
de détermination 2R . 
Une fois le modèle accepté, il est nécessaire de vérifier la capacité du modèle à prédire en 
Q¶LPSRUWHTXHOSRLQWGXGRPDLQHH[SpULPHQWDOODYDOHXUGHODUpSRQVHpWXGLpH,OV¶DJLWLFLGH
FRPSDUHUOHVSUpYLVLRQVGXPRGqOHHQGHVSRLQWVGLIIpUHQWVGHFHX[GXSODQG¶H[SpULHQFHV 
Pour vérifier que le modèle représente bien le phénomène étudié dans le domaine 
H[SpULPHQWDO OH FULWqUH XVXHO HVW O¶HUUHXU TXDGUDWLTXH PR\HQQe ou MSE (Mean Squarred 
Error). Plus la valeur de la MSE est petite et plus le métamodèle est bon.  
Le nombre de simulation étant souvent limité, il devient difficile de faire cette comparaison 
sur un nombre de points représentatifs. 8QHSRVVLELOLWpHVWGHPHWWUHHQ°XYUHGHVWHFKQLTXHV
de YDOLGDWLRQFURLVpH'LIIpUHQWVFULWqUHVSRXUPHVXUHU ODTXDOLWpG¶XQPRGqOHHQDMXVWHPHQW
ou en prédiction sont donnés jO¶Dnnexe B. 
 
Interprétation du modèle et analyse de sensibilité. /¶LQWHUSUpWDWLRQ GX PRGqOH HVW
importante, en particulier pour les modèles complexes tels que le krigeage ou les réseaux de 
neurones. Interpréter le modèle permet de comprendre la relation entre les entrées et les 
sorties du code. 
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Complémentarité ou séquentialité. /D SKDVH G¶LQWHUSUpWDWLRQ GHV UpVXOWDWV SHXW PHWWUH HQ
évidence des déficiences dans la démarche préalablement choisie. Ceci nécessite donc de 
proposer un nouveau modèle mais aussi de nouvelles expériences et parfois même dans un 
nouveau domaine expérimental. Pour cela, il y a un intérêt réel à utiliser les informations 
obtenues auparavant que ce soit celles apportées par le métamodèle initial ou par les 
simulations déjà effectuées.  
 
Cette méthodologie a été utilisée lors des applications de la partie IV. 
 
4. OBJECTIFS ET ORGANISATION DU MEMOIRE DE THESE 
 
Ce travail DpWpPRWLYpSDUOHIDLWTX¶LOH[LVWHSHXGHGHVFULSWLRQSUpFLVHet critique des plans 
G¶H[SpULHQFHVQXPpULTXHVGDQVODOLttérature. Bien souvent on trouve des descriptions à travers 
différents types de littérature. Signalons deux ouvrages qui discutent des SODQVG¶expériences 
dans le contexte de phénomènes complexes : Santner et al. (2003) et Fang et al. (2006).  
/¶REMHFWLI de ce manuscrit est G¶pWXGLHU OHV DYDQWDJHV HW Oes inconvénients des plans 
G¶H[SpULHQFHV QXPpULTXHV HW aussi de proposer des nouvelles méthodes. Pour cela, il est 
nécessaire de développer des outils spécifiques. 
Nous tenterons également de répondre à G¶DXWres types de questions. Par exemple, bien que 
ODGLVFXVVLRQDXWRXUGHO¶XQLIRUPLWpUHVWHessentielle nous développerons des techniques pour 
générer des plans selon des distributions hétérogènes dans le cas où nous sommes en 
SRVVHVVLRQ G¶LQIRUPDWLRQ a priori sur le phénomène. Ce mémoire doit aussi permettre des 
ouvertures vers des questions essentielles : 
4XHOSODQG¶H[SpULHQFHVSRXUTXHOOHVXUIDFHGHUpSRQVH "4XHOSODQG¶H[SpULHQFHVFKRLVLU
VHORQO¶REMHFWLIGHO¶pWXGHSURSDJDWLRQG¶LQFHUWLWXGHVRSWLPLVDWion, problème inverse) ? 
 
Le présent document se décompose en quatre parties. 
8QH SUHPLqUH SDUWLH IDLW XQ pWDW GH O¶DUW GHV SODQV G¶H[SpULHQFHV FRXUDPPHQW XWLOLVpV HQ
expérimentation numérique ainsi que de certains critères pour étudier la qualité intrinsèque de 
FHVSODQVDXQLYHDXGXUHPSOLVVDJHGHO¶HVSDFHCeci nous amène également à traiter des plans 
basés sur un (ou des) critère(s) spécifique(s). 
Une deuxième partie présente une nouvelle méthode GHSODQLILFDWLRQG¶H[SULHQFHVEDVpHVXU
des méthodes de Monte-Carlo par chaînes de Markov. Nous proposerons également dans cette 
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partie des extensions qui permettent de traiter des poblèmes particuliers tels que la génération 
de simulation dans un domaine contraint ou bien encore la génération de points de manière 
SUpIpUHQWLHOOH KpWpURJqQHTXLSHXWVHUpYpOHUSDUWLFXOLqUHPHQWLQWpUHVVDQWHORUVTX¶LO\DXQH
quelconque connaissance métier. 
La troisième partie présente de nouveaux critères intrinsèques aux plans pour étudier et 
qualifier la distribution des points. Nous appliquerons tous ces critères sur les plans 
G¶H[SpULHQFHVXWLOLVpVORUVGHVDSSOLFDWLRQV DILQG¶HQGpGXLUHGHVSUHPLqUHVLQIRUPDWLRQV 
La dernière partie concerne O¶DSSOLFDWLRQGHVRXWLOV LQQRYDQWVen les comparant avec ceux 
habituellement utilisés. Nous pourrons voir deux W\SHVG¶DSSOLFDWLRQ : G¶XQHSDUW théorique sur 






COMPTE-RENDU DE LA LITTERATURE 
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Cette partie est consacrée à présenter un historique sur un certains nombre de techniques 
SOXVRXPRLQVUpFHQWHVHQSODQLILFDWLRQG¶H[SpULHQFHV 
/H SUHPLHU FKDSLWUH GLVFXWH GHV SODQV G¶H[SpULHQFHV XVXHOV WHls que les plans standard 
MXVTX¶DORUV XWLOLVpV HQ H[SpULPHQWDWLRQ FODVVLTXH OHV K\SHUFXEHV ODWLQV OHV VXLWHV j IDLEOH
GLVFUpSDQFH HWF /H VHFRQG V¶DWWDFKH j SUpVHQWHU OHV FULWqUHV G¶RSWLPDOLWp VSpFLILTXHV VXU
lesquels des techniques de planification sont basées. 
Le but est de donner au lecteur un bref aperçu des connaissances actuelles sur les plans 
G¶H[SpULHQFHVQXPpULTXHVHQSKDVHH[SORUDWRLUHHWGHOXLSHUPHWWUHGHVLWXHUOHVWUDYDX[GHOD










Chapitre 1  
 
 
PODQVG¶H[périences numériques usuels 
 
Comme nous avons pu O¶LQGLTXHU en introduction, les objectifs attendus des plans 
G¶H[SpULHQFHVSRXUO¶H[SORLWDWLRQGHVFRGHVGHFDOFXOHQSKDVHLQLWLDOHVRQWSULQFLSDOHPHQWOH
UHPSOLVVDJHGHO¶HVSDFHHW ODQRQUHGRQGDQFHGHVSRints projetés sur les sous-espaces. Nous 
JDUGHURQV j O¶HVSULW pJDOHPHQW TXH OHV PpWKRGHV GH JpQpUDWLRQ GHs plans doivent être peu 
FRWHXVHV HQ WHPSV G¶H[pFXWLRQ et doivent SHUPHWWUH G¶REWHQLU GHV SODQV efficaces avec un 
faible QRPEUHG¶H[SpULHQFHV. 
Ce chapitre a pour but de fournir un pWDWGHO¶DUWFULWLTXHet le plus concis qui soit des plans 
G¶H[SpULHQFHVparaissant les plus adaptés HQSKDVHG¶H[SORUDWLRQYLV-à-vis essentiellement des 
propriétés énoncées ci-dessus.  
Dans une première partie, nous évoquons OHVSODQVKLVWRULTXHVGpGLpVj O¶H[SpULPHQWDWLRQ
classique. Cette première classe de plans est référée sous le nom des plans standard. Ensuite, 
nous étudions les plans « marginaux » qui sont construits de manière à ce que la répartition 
des points en projection sur les arêtes de O¶K\SHUFXEH XQLWp (encore appelées les marges de 
dimension 1) soit uniforme. Enfin, nous discutons des suites à faible discrépance qui sont 
générées de façon à répondre G¶XQ FHUWDLQ SRLQW GH YXH à la question du remplissage de 
O¶espace. 
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1.1. Plans standard 
 
Nous avons choisi de discuter des plans standard dans ce mémoire car ils ont été 
déYHORSSpVjO¶RULJLQHSRXUGHVDSSOLFDWLRQVGHsurface de réponse. Parmi ces plans, les plus 
courants sont les plans factoriels, les plans de Box-Behnken et composites centrés qui sont 
faciles à générer. Nous avons choisi de discuter aussi des plans de Doehlert qui répondent 
particulièrement bien jODTXHVWLRQGXUHPSOLVVDJHGHO¶HVSDFH 
Dans cette partie, nous faisons une brève description de ces plans puis oQV¶DWWDFKH à étudier 
les différentes propriétés recherchées ici UHPSOLVVDJHGHO¶HVSDFHnon redondance, coût, etc. 
A noter que ces différents plans seront souvent cités tout au long de ce mémoire à titre de 
comparaison pour étudier O¶LQWpUrWGes Space-Filling Designs.  
 
1.1.1. Plans factoriels complets 
 
/D PpWKRGH OD SOXV VLPSOH SRXU UpSRQGUH j OD SUREOpPDWLTXH GX UHPSOLVVDJH GH O¶HVSDFH
consiste à choisir les points sur une grille régulière dans le domaine expérimental.  
 
Description. Pour obtenir une grille régulière à k niveaux, il suffit de choisir k valeurs 
réparties à différents intervalles réguliers pour chaque facteur. Par exemple, dans le carré 
unité [0,1] [0,1]฀  et en choisissant 5 niveaux, on peut considérer la grille de points (voir 
Figure 2) suivante {0, 0.25, 0.5, 0.75, 1}฀{0, 0.25, 0.5, 0.75, 1}.  
 


















Il est évident que plus le nombre de niveaux sera important et plus le remplissage de 
O¶HVSDFHVHUDVDWLVIDLVDQWmais cela entraîne une « explosion » du nombre de simulations. Il est 
donc essentiel de trouver un bon compromis et de choisir les niveaux paraissant les plus 
adaptés au problème. 
Discussion. &HWWHPpWKRGHUHVWHLQWpUHVVDQWHVLODGLPHQVLRQGXSUREOqPHHVWSHWLWHF¶HVW-à-
dire 2, voire 3. Dès que la dimension est plus élevée, le nombre de simulations dn k฀  
DXJPHQWH FRQVLGpUDEOHPHQW HW O¶LGpH G¶XWLOLVHU XQH JULOOH GHYLent alors inenvisageable. De 
plus, seulement k valeurs différentes apparaissent pour chaque dimension. Dans le cas où la 
réponse dépend très fortement de seulement quelques variables (par exemple, une ou deux en 
dimension 5), le plan factoriel conduit à beaucoup de réplications inutiles. Ce type de plan 
devient donc inutilisable lorsque la dimension augmente car on perd la plupart des points en 
projection sur les axes factoriels 3DU H[HPSOH VL OD UpSRQVH V¶pFULW WHO TXH
1 2 1 1( , ) ( )f X X f X฀  ou 1 2 2 2( , ) ( )f X X f X฀  alors le plan factoriel de la Figure 2 est mal 
adapté SXLVTXHO¶LQIRUPDWLRQGRQQpHSDUcelui-ci se réduit à 5 points au lieu de 25. 
Remarque. Si le nombre de coefficients du modèle à estimer est proche du nombre 
G¶H[SpULHQFHV LO HVW FRQVHLOOp G¶DMRXWHU DX SODQ factoriel quelques points répartis 
uniformément dans le domaine.  
 
1.1.2. Plans factoriels fractionnaires 
 
Le contexte dans lequel nous sommes ne nous autorisant pas à effectuer un nombre 
important de simulations, les plans factoriels complets sont inadaptés. Pourtant le principe sur 
OHTXHOLOVUHSRVHQWUHVWHLQWpUHVVDQW&¶HVWSRXUTXRLOHVSODQVIDFWRULHOVIUDFWLRQQDLUHVSHXYHQW
constituer une bonne alternative. Le principe consistant à prendre des sous-ensembles de plans 
factoriels complets permet de réduire considérablement le coût en nombre de simulations 
(pour plus de détails voir Myers et Montgomery, 1995). Cependant, les problèmes évoqués en 
relation avec les plans factoriels au sujet des projections sur les axes factoriels demeurent 




1.1.3. Plans composites 
 
Description. Une PDWULFHG¶H[SpULHQFHV composite est une combinaison   G¶XQHPDWULFe G¶H[SpULHQFHVIDFWRULHOOHjQLYHDX[FRPSOqWH(2d) ou fractionnaire (2d-r), 
GRQWOHVSRLQWVVRQWSULVSDUPLOHVVRPPHWVGHO¶K\SHUFXEH ฀ ฀฀ ฀1,1  par exemple฀  
 G¶XQH PDWULFH G¶expériences axiale composée de points disposés symétriquement sur 
chaque axe, à une distance5  ฀ du centre du domaine   et G¶XQ SRLQW FHQWUDO6 pour d  IDFWHXUV TXL SHUPHW G¶REWHQLU XQH information sur la 
variabilité du phénomène ou tester la validité du modèle (par exemple, dans le cas G¶XQ
modèle linéaire de degré 1WHVWHUODSUpVHQFHG¶XQHFRXUEXUH). 
Un composite à faces centrées sur le domaine cubique ฀ ฀21,1฀  correspond donc à un plan 
factoriel à 3 niveaux (-1, 0, 1). A noter que ces plans sont adaptés à la démarche « one-at-a-
time » qui va imposer des points sur les axes et les plans factoriels 2d. 
Discussion. Les plans composites sont souvent utilisés en expérimentation classique pour 
approcher des surfaces de réponse de degré 2 (Myers et Montgomery, 1995). Il est possible de 
générer différents plans de ce type en faisant varier la distance entre le point central et les 
points aux bords du domaine. On peut citer par exemple, les plans composites centrés 
ordinaires, les plans composites à faces centrées, les plans composites centrés inscrits, etc. 
/H QRPEUH G¶H[SpULHQFHV GHV SODQV FRPSRVLWHV DXJPHQWH UDSLGHPHQW DYHF OH QRPEUH GH
variables étudiées et cette augmentation de points est surtout due à la matrice factorielle. Ces 
plans ne répondent pas convenablement aux objecWLIV GH UHPSOLVVDJH GH O¶HVSDFH HW
notamment aux critères de bonne répartition de points en projection. En effet, ces plans ne 
testent que 3 ou 5 niveaux (selon la valeur de ฀) par paramètres et cela avec Q¶LPSRUWHTXHOOH
taille du plan. 
 
1.1.4. Plans de Box-Behnken 
 
Description. Un plan de Box-Behnken est un plan dont les variables ne prennent que 3 
niveaux ฀ ฀, 0,a a฀  ฀  VLO¶RQFonsidère pour le domaine expérimeQWDOO¶K\SHUFXEH฀ ฀1,1 d฀ . Ces 
SODQV G¶H[SpULHQFHV VRQW FRPSRVpV G¶XQH matrice factorielle à 2 niveaux ( 2d  points) et de 
                                                 
5 Pour un domaine cubique, on considère donc 1฀฀  
6  En expérimentation classique, il est conseillé de considérer plusieurs points au centre. Ce quLQ¶DSOXVGHVHQV
lorsque le simulateur est purement déterministe. 
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blocs incomplets équilibrés en suivant un arrangement particulier. Ces matrices sont ensuite 
FRPSOpWpHV G¶un point au centre du domaine. Ces plans sont une alternative aux plans 
FRPSRVLWHVSDUFHTX¶LOVrequièrent seulement 3 niveaux pour chaque facteur (Box et Behnken, 
1960) et permettent aussi de modéliser une surface de réponse de degré 2. On peut trouver 
dans Myers et Montgomery (1995) ou bien aussi dans Droesbeske, Fine et Saporta (1994) la 
méthode de construction de ces plans et plus précisément la manière de former les blocs. 
Discussion. En termes de nombre de points, un plan de Box-Behnken est comparable à un 
SODQFRPSRVLWHHQGLPHQVLRQHW$QRWHUTX¶LOQ¶H[LVWHSDVGH%R[-Behnken en dimension 
2. Ces plans ayant leurs points sur les axes factoriels du domaine, ils ne remplissent pas 
correctePHQWO¶HVSDFH  
 
1.1.5. Plans de Doehlert ou réseaux uniformes 
 
Description. Les plans de Doehlert (1970) sont une partie intégrante de la famille des 
réseaux. La méthode de génération est itérative et consiste à considérer un simplexe initial 
GDQV OH GRPDLQH G¶Hxploration et à lui appliquer des isométries (translations et rotations) à 
SDUWLUG¶XQGHVHVVRPPHWV (en général, on considère des translations). En itérant ce procédé, 
on obtient alors une distribution de points particulière (Figure 3). Pratiquement, cela revient, 
pour chaque variable sur ฀ ฀1,1฀ , à soustraire successivement les coordonnées de chaque point 




Figure 3. Un plan de Doehlert à 45 points dans le carré unité avec son simplexe initial : 





Par exemple pour 3d ฀ , les coordonnées du simplexe initial sont, sur ฀ ฀0,1 , données par 
les 4 premières expériences du tableau ci-dessous. La matrice à 13 expériences de Doehlert 
est présentée dans le Tableau 1. 
 
N° 1X  2X  3X  
1 0.5 0.5 0.5 
2 1 0.5 0.5 
3 0.75 0.933 0.5 
4 0.75 0.6445 0.9085 
5 0 0.5 0.5 
6 0.25 0.067 0.5 
7 0.75 0.067 0.5 
8 0.25 0.9330 0.5 
9 0.25 0.3555 0.0915 
10 0.75 0.3555 0.0915 
11 0.5 0.7885 0.0915 
12 0.25 0.6445 0.9085 
13 0.5 0.2115 0.9085 
Tableau 1. Matrice de Doelhert à 13 expériences sur ฀ ฀30, 1  
 
Discussion. Ces plans permettent avant tout de générer des points uniformément dans 
O¶HVSDFH  FHTXL HVW SDUWLFXOLqUHPHQWXWLOH ORUVTXH O¶RQYHXW H[SORUHU OD WRWDOLWpGXGRPDLQH
(bornes et intérieur) sans proposer de modèle a priori représentant la réponse. La densité de 
SRLQWVVHUDG¶DLOOHXUVGpWHUPLQpHSDUODWDLOOHTXHO¶RQDFFRUGHDXVLPSOH[HLQLWLDO&HVSODQV
ont aussi de nombreux autres avantages. 
Une de leurs caractéristiques importantes est de permettre une démarche séquentielle dans 
O¶pWXGHG¶XQHVXUIDFHGHUpSRQVH3DUH[HPSOHVLOD]RQHH[SpULPHQWDOHODSOXVLQWpUHVVDQWHQH
se trouve pas dans le domaine préalablement choisi mais plutôt située au voisinage de celui-
ci ; il est possible de construire autouUGHO¶XQGHVSRLQWVGXSODQLQLWLDOXQQRXYHOHQVHPEOH
G¶H[SpULHQFHV TXL FRPSUHQG XQH SDUWLH GHV simulations déjà effectuées sans pour autant 
GpWUXLUH O¶XQLIRUPLWp SUpH[LVWDQWH A noter que cette propriété est par exemple non valable 
concernant les plans factoriels.  
Chaque simplexe étant déductible du simplexe de dimension immédiatement inférieure, il 
HVWIDFLOHG¶DXJPHQWHUOHQRPEUHGHIDFWHXUVSURJUHVVLYHPHQWVDQVSRXUDXWDQWUHFRPPHQFHU
WRXWHVOHVH[SpULHQFHVORUVTXHO¶RQV¶DSHUoRLWTXHOHGRPDLQHG¶Hxploration ne convient pas. 
3RXU FHOD LO VXIILW G¶DMRXWHU XQH d -ième colonne de zéros pour les d  premiers points du 
simplexe de dimension 1d ฀ HWG¶DMRXWHUXQQRXYHDXSRLQWGRQWOHs coordonnées sont données 
dans le tableau ci-dessous.  
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Variable ( 0)d q฀  ฀  « 3d ฀  2d ฀  1d ฀ 
Point 
1d ฀ ฀ ฀฀ ฀ ฀12 1d d d q฀ ฀ ฀
 
« ฀ ฀฀ ฀฀ ฀12 1 2d d฀  ฀  ฀ ฀฀ ฀12 1d d ฀  ฀ ฀1 / 2d d฀  
Tableau 2. Coordonnées du ฀ ฀d + 1 -ième point du simplexe 
 
&HV SODQV SHUPHWWHQW DXVVL GH VLPSOLILHU O¶pWXGH j XQH ]RQH UHVWUHLQWH HQ FKDQJeant les 
dimensions du simplexe initial. 
Le nombre minimal de points distincts, n , G¶XQ SODQ GH 'RHKOHUW SRXU XQ QRPEUH GH
facteurs d  donné est 2 1n d d฀ ฀ ฀, ce qui en grande dimension paraît être un avantage. Par 
exemple si 20d ฀ , n  sera égal à 421. Le cas d = 2 HVWUHSUpVHQWpjXQIDFWHXUG¶pFKHOOHSUqV
sur la Figure 3, on peut vérifier que le simplexe de base est composé des 6 points de 
O¶KH[DJRQHHWGXSRLQWFHQWUDO 





Les plans étudiés auparavant sont généralement de bonne qualité concernant le remplissage 
GH O¶HVSDFH &HSHQGDQW OD SOXSDUW GH FHV PpWKRGHV VRQW VRLW FRWHXVHV HQ QRPEUH GH
VLPXODWLRQV RXHW VRLW XQH FDXVH GH SHUWH G¶LQIRUPDWLRQ GDQV OH FRQWH[WH GHV SODQV
G¶H[SpULHQFHV QXPpULTXHV&¶HVW essentiellement pour ces raisons que nous avons choisi de 
Q¶pWXGLHU TX¶XQH LQILPH SDUWLH GH WRXV OHV SODQV G¶H[SpULHQFHV FODVVLTXHV FRQQXV Cela ne 
VLJQLILHSDVTX¶LO IDXW OHVpFDUWHUSRXUDXWDQWGHVSODQVG¶H[SpULHQFHVQXPpULTXHV OH OHcteur 
souhaitant en savoir davantage sur ces plans peut se référer à de nombreux ouvrages, par 
exemple Myers et Montgomery (1995), Lewis, Mathieu et Phan-Tan-Luu (1999). 
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1.2. Plans « marginaux » 
 
Nous introduisons dans cette section des plans qui, par construction, ont des bonnes 
propriétés en termes de non redondance, et de non alignement sur certains sous-espaces. 
&HSHQGDQWULHQQHJDUDQWLWTX¶LOVUHPSOLVVHQWELHQO¶HVSDFH1RXVUHJDUGHURQVLFLFHTX¶LOHQ
est. 
2QGpILQLWSDUDLOOHXUVFHTXHO¶RQHQWHQGSDU marges. La notion de marges se réfère à des 
sous-espaces factoriels. Par exemple, les marges de dimension 1 correspondent aux axes 
factoriels. 
 
1.2.1. Hypercubes latins 
 
/DPpWKRGHG¶pFKDQWLOORQQDJHSDUK\SHUFXEHODWLQ0DF.D\&RQRYHU%HFNPDQD
été introduite pour évaluer numériquement OHV LQWpJUDOHVPXOWLSOHV(OOHSHUPHWG¶DVVXUHU OD
QRQ UHGRQGDQFH GH O¶LQIRUPDWLRQ DX WUDYHUV G¶XQH ERQQH UpSDUWLWLRQ GHV SURMHFWLRQV VXU OHV
axes factoriels. En pratique, les hypercubes latins sont très utilisés en planification 
G¶H[SpULHQFHVQXPpULTXHVQRWDPPHQWSRXUOHXUVLPSOLFLWpG¶XVDJHHWGHFRQVWUXFWLRQ 
Description. Chaque axe ฀ ฀0,1  du cube unité est découpé en n  segments de même longueur 
de la façon suivante 
1 1 2 1
0, , , , , ,1
n
n n n n
฀  ฀ ฀ ฀ ฀ ฀ ฀ ฀฀  ฀ ฀  ฀ ฀ ฀ ฀ ฀ ฀ ฀฀ ฀ ฀ ฀ ฀ ฀฀  ฀  ฀ . En faisant le produit cartésien de ces 
intervalles, on obtient un maillage de dn  cellules de même taille. Ensuite, on choisit n  
cellules parmi les dn  possibles de telle manière que les cellules des marges de dimension 1 
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Figure 4. Un échantillonnage par hypercube latin à 5 points en dimension 2 
 
Définition 
Un hypercube latin à n points sur ฀ ฀0,1 d , est défini par O¶HQVHPEOHGHSRLQWV iX  tel que 
( )( )
,    1 ,    1 ,ij
i
j ji U
X i n j d
n
฀ ฀฀ ฀ ฀ ฀ ฀ 
où j฀ est une permutation de 1, , n  et ( ) ~  0 1ijU U[ , ]  est une valeur aléatoire de 
distribution uniforme sur ฀ ฀0,1 . 
Ainsi, ฀ ฀1 ( ), ..., ( )di i฀  ฀  représente la cellule dans laquelle se trouve le point iX , et ฀ ฀( ) ( )1 , ...,i idU U  désigne à quel endroit le point se trouve dans la cellule. 
/¶hypercube latin obtenu correspond donc à la matrice de n  lignes et d colonnes à 
coefficients ijX . 
 
Remarque 1. Nous pouvons choisir de placer le point au centre des cellules pour ainsi 
VXSSULPHUO¶DOpDGHODSODQLILFDWLRQ 
Remarque 2. Un hypercube latin, défini par la matrice ฀, est un plan très facile à construire 
puisque chaque colonne est une permutation de 1 à n .  
Discussion. /HVSRLQWVG¶XQK\SHUFXEHODWLQRQWODSURSULpWpLQWpUHVVDQWHG¶rWUHXQLIRUPpPHQW
distribués sur les axes factoriels (voir Figure 4) &HSHQGDQW FHWWH SURSULpWp Q¶DVVXUH pas 
O¶XQLIRUPLWp GHV SRLQWV VXU tout le domaine expérimental. Pour n  fixé, il existe !n  




éventuels TXL Q¶DVVXUHQW SDV WRXV O¶XQLIRUPLWp GHV SRLQWV GDQV O¶HVSDFH &¶HVW OH FDV SDU
H[HPSOHGHO¶K\SHUFXEHODWLQGHODFigure 5 ROHVSRLQWVVRQWSODFpVVXUO¶XQHdes diagonales 















Figure 5. Un échantillonnage par hypercube latin à 5 points en dimension 2 
 
De façon générale, le contexte dans lequel nous sommes ne nous autorisant pas à prendre 





















Figure 6. Un hypercube latin à 20 points en dimension 2 
 
Amélioration. Pour pallier ces problèmes, il existe deux possibilités. La première consiste à 
construire les ฀ ฀1! dn ฀ K\SHUFXEHVODWLQVSRVVLEOHVHWGHFKRLVLUOHPHLOOHXUjO¶DLGHG¶XQFUitère 
GH VpOHFWLRQ &HSHQGDQW FHWWH PpWKRGH Q¶HVW SDV HQYLVDJHDEOH GX IDLW GX JUDQG QRPEUH
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G¶H[pFXWLRQ/DGHX[LqPHSRVVLELOLWpSOXVUpDOLVWHconsiste à générer un hypercube latin et à 
lui appliquer un critère afin de le rendre meilleur au sens des exigences souhaitées.  
2QSHXWFKHUFKHUSDUH[HPSOHjDPpOLRUHUOHFULWqUHGHFRUUpODWLRQ/¶REMHFWLIHVWDORUVGH
construire un hypercube latin pour les effets principaux, voire plus si possible. On peut citer 
Kenny (1998), Tang (1998) et Owen (1994).  
,OHVWDXVVLSRVVLEOHG¶DSSOLTXHU dHVFULWqUHVG¶XQLIRUPLWp, ce qui revient à sélectionner un 
K\SHUFXEH ODWLQ D\DQW GH ERQQHV SURSULpWpV G¶XQLIRUPLWp 'H QRPEUHXVHV UpIpUHQces sont 
disponibles sur ce sujet : Johnson et al. (1990), Fang et al. (1994), Fang et Zhu (1993). Park 
(1994) SURSRVH XQH FRQVWUXFWLRQ EDVpH VXU XQ DOJRULWKPH G¶pFKDQJHV G¶K\SHUFXEHV ODWLQV
optimaux quel que soit le critère. Quelques uns de ces hypercubes latins améliorés seront 
comparés lors des applications (voir la partie IV). Pour donner un exemple, un hypercube 
latin maximin résulte G¶XQ ERQ FRPSURPLV HQWUH OH FULWqUH GH PD[LPLQ TXL PD[LPLVH OD
distance minimale entre une paire de points, voir section 2.2.3) et les bonnes propriétés de 
projection des hypercubes latins. 
 
1.2.2. Tableaux orthogonaux 
 
1.2.2.1.  Cas général 
 
Conceptuellement, les tableaux orthogonaux (Owen, 1992) sont très proches des 
hypercubes latins. En efIHW LOVRQW O¶DYDQWDJHG¶DYRLU OHVERQQHVSURSULpWpVGHSURMHFWLRQHQ
JUDQGHGLPHQVLRQTX¶RQWOHVK\SHUFXEHVODWLQVHQGLPHQVLRQ 
Définition 
Un tableau orthogonal de force t à q symboles est une matrice de n  lignes et ฀ ฀d t฀  
colonnes avec ses éléments prenant q valeurs possibles, telle que toutes les sous matrices 
de taille n t฀ aient tq  lignes apparaissant le même nombre ฀ fois. 
Il est évident que tn q฀฀ . On note un tel tableau orthogonal ฀ ฀, , ,OA n d q t฀ . 
 
Description. Géométriquement, cela revient à découper les axes du cube unité en q segments 
pJDX[DILQG¶REWHQLUqd cellules de même taille. On choisit n  FHOOXOHVGHWHOOHIDoRQTX¶HOOHV
forment un tableau orthogonal défini comme ci-dessus. Cette définition assure que chaque t  
colonnes de la matrice du plan, soit chaque t -uplet, apparaît exactement ฀-fois.  
 29 
Remarque. Un tableau orthogonal de force 1 est un hypercube latin. 
Comme pour les hypercubes latins, on peut choisir le point aléatoirement dans la cellule 
mais aussi au centre de la cellule. Dans ce dernier cas, toutes les projections sur les sous-
espaces de dimensions t  conduisent alors à une grille régulière comme on peut le constater 
sur la Figure 7. 
 
 
Figure 7. Un plan généré par un tableau orthogonal 1OA (25,5,5,2) dont les points sont centrés 
et projetés sur le sous-espace (X1,X2) 
 
Définition 
Un échantillonage par tableau orthogonal (abusivement appelé par la suite tableau 
orthogonal) à n points sur ฀ ฀0,1 d  est un ensemble de points iX  tel que ฀ ฀( ) ( )







X i n j d
q
฀ ฀ ฀ ฀ ฀ ฀ 
où j฀ est une permutation de 0, , 1q฀, ( )ijA sont les éléments du tableau orthogonal et 
( ) ~  0 1ijU U[ , ]  est une valeur aléatoire de distribution uniforme sur ฀ ฀0,1 . 
Ainsi, ฀ ฀ ฀ ฀฀ ฀( ) ( )11 , ...,i iddA A฀  ฀  représente la cellule dans laquelle se trouve le point iX , et ฀ ฀( ) ( )1 , ...,i idU U  désigne à quel endroit le point se trouve dans la cellule. 











de force t, alors on obtient toujours un tableau orthogonal de force t. 
 
Discussion. La Figure 8 montre les points générés par un tableau orthogonal de type ฀ ฀1 25,5,5,2OA  projetés sur le sous-espace ฀ ฀1 2,X X 1RXVSRXYRQVREVHUYHUTX¶LO\DELHQ





Figure 8. Un plan généré par un tableau orthogonal 1(25, 5, 5, 2)OA dont les points sont randomisés et 
projetés sur le sous-espace (X1, X2) 
 
Propriété 
Un tableau orthogonal GH IRUFH W HW G¶LQGH[ ฀ est aussi un tableau orthogonal de 




฀  ฀ ฀  ฀ . 
 
6LO¶RQUHSUHQGOHVH[HPSOHVGHV Figure 7 et Figure 8, ces tableaux orthogonaux de force 2 
et d¶LQGH[ 1฀฀  SRLQWSDUFHOOXOHVRQWpJDOHPHQWGHIRUFHHWG¶LQGH[ 5฀฀฀  (5 points par 
strate). On constate le même problème que pour les plans factoriels en projection sur les 
marges de dimension 1 concernant les répétitions sur les axes. 
Les tableaux orthogonaux de force t  permettent de généraliser aux dimensions t  les bonnes 
propriétés de projections en dimension 1 des hypercubes latins. Ainsi, les points sont 




propriété ci-dessus implique que les projections sur les sous-espaces de dimension strictement 
inférieure à t  conduisent à la réplication des niveaux. Aussi cela devient un inconvénient 
PDMHXUORUVTXHO¶RQQHFRQQDvWSDVjO¶DYDQFHOHQRPEUHGHIDFWHXUVUpHOOHPHQWLQIOXHQWVsur le 
phénomène. 
Ces plans ont aussi des inconvénients concernant le coût, n , de la simulation qui est élevé 
car n  est égal à tq฀ . IOHVWGRQFSUpIpUDEOHG¶XWLOLVHUGHVWDEOHDX[orthogonaux G¶LQGH[ 1฀฀ 
et même avec ce paramétrage, le coût reste très élevé. On remarque cependant que la taille du 
plan ne dépend pas du nombre de facteurs mais uniquement du nombre de niveaux et de la 
force. Ces plans peuvent donc devenir intéressants jSDUWLUG¶un certain nombre de facteurs.  
A noter également que OHVWDEOHDX[RUWKRJRQDX[Q¶H[LVWent que pour certaines valeurs de n , 
en particulier pour tn q฀฀ , et pour certaines valeurs de d $ WLWUH G¶H[HPSOH OH WDEOHDX
orthogonal 21(6 , 4, 6, 2)OA  ne peut exister. En effet, Tarry (1901) a dpPRQWUpTX¶LOQ¶H[LVWH
pas de carré gréco latin7 G¶RUGUH 
 
1.2.2.2.  Cas particulier des tableaux orthogonaux linéaires 
 
Les tableaux orthogonaux linéaires ont été considérés car ils sont plus faciles à mettre en 
°XYUHTXHGDQVOHFDVJpQpUDO 
Définition 
Un tableau orthogonal linéaire est un tableau orthogonal tel que : 
- le nombre de symboles q est un nombre premier 
- les lignes sont toutes distinctes et constituent un sous-espace vectoriel de ฀ ฀/ dqZ Z  
Dans ce cas, on le note ฀ ฀฀ ฀/ ,dOA q t฀ Z Z . ฀ ฀/ q = 0, , q -1Z Z  (ou bien encore noté qZ ) est un corps sur Z  car on suppose q  
premier. 
                                                 
7 Tableau de n  lignes et n  colonnes remplies avec 
2
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Figure 9. Une distribution de 49 points LVVXHG¶XQWDEOHDXRUWKRJRQDOGHIRUFHOLQpDLUHHQGLPHQVLRQ 
 
Remarque. Un tableau orthogonal linéaire de force t Q¶HVWDXWUHTX¶XQWDEOHDXRUWKRJRQDOGH
force t  avec une structure de sous-espace vectoriel. Notamment, un tableau orthogonal 
linéaire de force 1 est toujours un hypercube latin. 
Concernant la méthode de construction des tableaux orthogonaux linéaires, le lecteur 
pourra se référer au travail de thèse de Jourdan (2000). En observant les plans générés par 
FHWWHPpWKRGHQRXVDYRQVSXUHPDUTXHUTX¶LOVFRPSRUWDLHQWGHVSUREOqPHVG¶DOLJQHPHQWVHQ
plus de ceux que peuvent avoir les tableaux orthogonaux déjà précédemment cités. Les points 
sont situés sur des plans parallèles (voir Figure 9)&HSKpQRPqQHV¶H[SOLTXHSDUOHIDLWTXH
nous travaillons dans qZ . AussiLOHVWSRVVLEOHGHWURXYHUO¶pTXDWLRQGXSODQVXUOHVTXHOVOHV
points sont situés. 'DQVO¶H[HPSOHFL-dessus, le tableau orthogonal est linéaire de force 2 sur 
7
Z , son procédé de construction implique que les points vérifient la relation ฀ ฀3 0 mod 7x y z฀ ฀  . Les points se trouvent alors sur 5 plans parallèles  G¶HQWUH-eux se 
distinguent bien sur la Figure 9, le cinquième est composé uniquement du SRLQWG¶RULJLQH. Il 
est clair que, dans ce cas, ODGLVWULEXWLRQGHVSURMHFWLRQVVXUO¶D[HSDUDOOqOHjFHVSODQVQHVHUD
pas satisfaisante. 
 
1.2.3. Hypercubes latins basés sur les tableaux orthogonaux 
de force 2 
 
/HVWDEOHDX[RUWKRJRQDX[VRQWFRXUDPPHQWHPSOR\pVSRXUODSODQLILFDWLRQG¶H[SpULHQFHVHW
OHXU VXFFqV HVW G j OHXUV ERQQHV SURSULpWpV G¶XQLIRUPLWp Concernant les tableaux 
orthogonaux de force 1t ฀, cHWWH XQLIRUPLWp Q¶HVW JDUDQWLH TXH VXU les sous-espaces de 
dimension t . Ainsi, les tableaux orthogonaux présentent des répétitions sur les axes factoriels. 
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,O VHPEOH DORUV SUpIpUDEOH G¶XWLOLVHU GHV hypercubes latins afin de garantir une bonne 
représentation des axes factoriels. Cependant, ces plans ne garantissent pas, en général, une 
distribution uniforme sur les sous-espaces de dimension 1t ฀. Pour résumer, aucune des 2 
PpWKRGHVQ¶HVW complètement satisfaisante. 
/¶LGpH SURSRVpH SDU 7DQJ  SRXU UHPpGLHU j FHV SUREOqPHV HVW GH combiner les 
SURSULpWpV G¶RUWKRJRQDOLWp G¶XQ WDEOHDX RUWKRJRQDO DYHF OHV ERQQHV SURSULpWpV GH SURMHFWLRQ
des hypercubes latins. Tang fournit un algorithme pour générer ces plans à partir de tableaux 
orthogonaux de force 2, cHTXLSHUPHWGHOHVIDLUHKpULWHUGHVERQQHVSURSULpWpVG¶XQLIRUPLWp
sur les marges de dimension 1. 
 
 
Figure 10. (De gauche à droite). Un hypercube latin, un hypercube latin de Tang et un tableau 
orthogonal de force 2 à 4 points en dimension 2 
 
Proposition - Définition 
Soit A un tableau orthogonal de type ฀ ฀1 , , , 2OA n d q . Pour chaque colonne de A, on 
remplace chaque élément par une permutaWLRQGHO¶HQVHPEOHjT éléments suivant 
1, 2, ..., ( 1) , 0, ..., 1.kq kq k q k q฀ ฀ ฀ ฀ ฀ ฀฀  ฀ ฀  ฀  
pour obtenir un hypercube latin. 
 
Par exemple, si 
0 0 1 1
0 1 0 1
t
A
฀  ฀ ฀฀  ฀ ฀  ฀  HW TXH O¶RQ FRQVLGqUH OHV SHUPXWDWLRQV VXLYDQWHV
0 0 puis 0 1฀  ฀  et 1 3 puis 1 2฀  ฀  pour chaque dimension (colonne de la matrice A ), 
alors RQREWLHQWO¶K\SHUXFXEHODWLQ 0 1 3 2
0 3 1 2
t ฀  ฀ ฀  ฀ ฀  ฀ . 
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5pFLSURTXHPHQW j SDUWLU GH O¶K\SHUFXEH ODWLQ LO HVW SRVVLEOH GH JpQpUHU OH WDEOHDX
orthogonal de type ฀ ฀1 , , , 2OA n d q  où les coefficients sont définis par 
2/ , 1, ,ijq q i q฀  ฀ ฀฀  ฀  
avec .฀  ฀ ฀  ฀  qui désigne la partie entière inférieure. 
 
 
Figure 11. Un hypercube latin généré par un tableau orthogonal 1OA (25,5,5,2) dont les points sont 
randomisés et projetés sur le sous-espace (X1,X2) 
 
Description. &HWWH WHFKQLTXH HVW XQH PpWKRGH G¶pFKDQWLOORQnage à trois degrés. 
Géométriquement, on effectue un premier échantillonnage du cube unité en qd cellules. Parmi 
lesquelles, on en choisit 2n q฀  GH WHOOHPDQLqUHTX¶HOOHV IRUPHQWXQ WDEOHDXRUWKRJRQDO de 
force 22QFKRLVLWXQHSHWLWHFHOOXOHjO¶LQWpULHXUGHV n  cellules présélectionnées de façon à ce 
TX¶HOOHVFRQVWLWXHQWXQK\SHUFXEHODWLQ$FHVWDGHQRXVDYRQVGRQFXQK\SHUFXEHODWLQEDVp
sur un tableau orthogonal. Il nous suffit alors de choisir un point au hasard dans chacune des 
petites cellules (voir Figure 11). 
Discussion. Il est nécessaire de prendre des permutations distinctes pour les d  colonnes afin 
G¶éviter des alignements si les points sont placés au centre des cellules. Si les hypercubes 
latins sont générés à partir de tableaux orthogonaux linéaires, les alignements des tableaux 




1.3. Suites à faible discrépance 
 
Dans la partie précédente, nous avons discuté de plans dont les points sont bien répartis en 
projection mais pas forcément dans O¶espace. Nous présentons ici des plans dont O¶REMHFWLIHVW 
GHELHQUHPSOLUO¶Hspace. Aussi, nous nous attachons à regarder leurs propriétés en projection. 
Ces suites de points sont initialement utilisées pour remplacer les suites aléatoires dans la 
méthode de Monte-Carlo G¶R OD GpQRPLQDWLRQ GH PpWKRGHV GH TXDVL 0RQWH-Carlo. La 
plupart de ces suites à faible discrépance (Thiémard, 2000) sont générées par des algorithmes 
déterministes DILQG¶obtenir des points répartis le plus uniformément possible dans le domaine 
expérimental.  
 
On donne ici au lecteur une définition simple et basique de la discrépance pour comprendre 
HQTXRLHOOH UpSRQGjQRVDWWHQWHVGH UHPSOLVVDJHGH O¶HVSDFH/DGpILQLWLRQGH1LHGHUULHWHU
(1987), donnée à la section 2.1, permet quant à elle de comprendre le principe sur lequel 
repose la discrépance. Le lecteur pourra également se reporter à cette section pour les 
différentes méthodes de calcul de la discrépance. 
 
La discrépance mesure O¶pFDUWentre une distribution de points uniforme et une distribution 
de points donnée ; HQG¶DXWUHVWHUPHVelle permet de mesurer O¶LUUpJXODULWpGHODGLVWULEXWLRQ 
Si (dans le cas de la dimension 1) O¶RQFRQVLGqUH OD IRQFWLRQGH UpSDUWLWLRQHPSLULTXH ÖnF  
des points 0 1, ..., nx x ฀, on peut définir la discrépance par  
[0,1]
Ö( ) sup ( ) ( )n n U
x
D X F x F x฀฀  ฀  
avec UF  la fonction de répartition de la loi uniforme sur [0,1] .  
Remarque. ( )nD X  est la statistique de Kolmogorov-Smirnov permettant de tester 
O¶DGpTXDWLRQjODORLXQLIRUPH 
Définition  
Soit X un espace compact et ฀ une probabilité régulière sur la tribu borélienne de X. 






f x f d
n
฀฀฀฀ ฀฀฀฀ ฀  
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Une propriété importante, ici, est la suivante. 
Propriété 
Une suite ฀ ฀nx  est uniformément distribuée si lim ( ) 0n
n
D x฀฀ ฀ . 
 
Il existe de nombreux résultats de majoration de la discrépance. Commençons par énoncer 
le résultat le plXVIDPHX[FRQQXVRXVOHQRPG¶LQpJDOLWpGH.RNVPD-Hlawka. 
Théorème (Hlawka, 1961) 
Si f est une fonction à variation V(f) bornée au sens de Hardy et Krause, alors pour toute 
suite de points 1, ..., nx x  sur ฀ ฀0,1 d , on a  ฀ ฀฀ ฀0,1
1
1





f x f t dt V f D X
n ฀ ฀  ฀ ฀ ฀ . 
 
$LQVLO¶HUUHXUG¶DSSUR[LPDWLRQSUpFpGHQWHHVW, dans le pire des cas, égale au produit de la 
variation V(f) (uQH JUDQGHXU TXL QH UHIOqWH TXH O¶LUUpJXODULWp GH OD IRQFWLRQ f) et de la 
discrépance ( )nD X  (qui mesure uniquement la qualité de la répartition de la suite). 
Remarque. Les suites discutées ici seront finies et indicées par convention (pour contenir 
O¶RULJLQHGXGRPDLQH de 0 à 1n฀. 
Il est possible de construire des suites pour lesquelles la discrépance est plus faible que 
FHOOHG¶XQHVXLWHDOpDWRLUH égale à 1 n . On les appelle des suites à faible discrépance. Ces 
suites ont la particularité de remplir le cube unité uniformément et de manière extrêmement 
régulière.  
/¶LGpHQDWXUHOOH YHQDQWjO¶HVSULW pour avoir les points les plus uniformément répartis est de 
considérer une grille régulière. &HSHQGDQWLOHVWSRVVLEOHGHPRQWUHUTXHODGLVFUpSDQFHG¶XQH
WHOOHGLVWULEXWLRQHVWGH O¶RUGUHGH 1
n
 ce qui est en fait un bien médiocre résultat. $ILQG¶HQ
FRPSUHQGUHO¶RULJLQHQRXV\UHYLHQGURQVDX chapitre 2.1 consacré en particulier au calcul de 
la discrépance.  
Aussi, nous verrons que la complexité du calcul de la discrépance est dépendant de la 
GLPHQVLRQ HW GHYLHQW GRQF YLWH LQHQYLVDJHDEOH HQ JUDQGH GLPHQVLRQ &¶HVW SRXUTXRL OHV
méthodes de suites à faible discrépance proposées ici semblent intéressantes car elles sont 
VLPSOHVjPHWWUHHQ°XYUHHWgarantissent une faible discrépance. 
 37 
Des exemples de suites à faible discrépance sont données par Halton (1960), Hammersley 
6RERO¶)Dure (1982) et Niederreiter (1987). Dans les sections suivantes, nous 
étudierons la construction et les propriétés de ces différentes suites utilisées en planification 
G¶H[SpULHQFHV.  
Une notion importante sur laquelle repose la construction de la plupart de ces suites est la 
définition de la fonction radicale inverse en base b  donnée ci-dessous. 
Toutes les suites données ci-après sont définies pour tout n . Nous verrons que la plupart de 
ces suites sont intéressantes vis-à-YLVGH O¶DVSHFW LWpUDWLI3DUH[HPSOH ORUVTXH O¶RQVRXKDLWH
rajouter q  points à un plan de taille n &¶HVWQRWDPPHQWFHWDVSHFWTXLYDLQIOXHQFHUOHFKRL[
de la suite à utiliser. 
Définition 
Soit b un entier 2฀ . La fonction radicale inverse en base b est donnée par 
0 1
2 1




฀ ฀฀ ฀ ฀ ฀ 
avec 0 1





i p p b p b et m
฀฀  ฀ ฀  ฀ ฀  ฀ ฀ ฀ ฀ ฀ ฀฀฀ . 
La suite ฀ ฀0 1 1, , ..., nbC x x x ฀฀  avec ( )i bx i฀฀  est appelée suite de Van Der Corput en 
base b. 
 
1.3.1. Suites de Halton 
 
Les suites de Halton sont la version en dimension 1d ฀ des suites de Van Der Corput qui 
quant à elles constituent la version unidimensionnelle de ces suites/¶LGpHpour générer les 
suites de Halton consiste à utiliser une base différente pour chaque dimension.  
Définition 
Une suite de Halton ฀ ฀1 0 1 1, , , , ...,d nb bH x x x ฀฀  en bases 1, , db b  est définie par ฀ ฀฀ ฀1 ( ), ...., ( ) 0,1 ,d di b bx i i฀  ฀ ฀  ฀  
où 1, , db b  sont des entiers positifs premiers entre eux deux à deux. 
 
Remarque. Afin de minimiser au mieux la discrépance, il convient de prendre pour les bases 
les d premiers nombres premiers. En effet, cela permet de minimiser la constante intervenant 
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dans le terme dominant de la majoration de la dLVFUpSDQFHG¶XQHtelle suite (voir Faure, 1980 
repris dans Niederreiter, 1992). 
Ces suites RQWO¶DYDQWDJHG¶rWUHfaciles à implémentHUHWG¶DYRLUXQWHPSVG¶H[pFXWLRQWUqV
faible. Pour passer de ( )i bx i฀฀ à 1 ( 1)i bx i฀฀฀  ฀  il suffit G¶effectuer une addition, en base b , 




Figure 12. 'HODJDXFKHYHUVODGURLWH/HVHWSUHPLHUVSRLQWVG¶XQHVXLWHGH+DOWRQ 
en bases 2 et 3 
 
Discussion. MaOJUp O¶XQLIRUPLWpGH ODGLVWULEXWLRQGDQV OHFXEHXQLWp (Figure 12), ces suites 
présentent des pathologies en dimension élevée (Q HIIHW ORUVTXH O¶RQ SURMHWWH OHV SRLQWV
G¶XQHtelle suite dans le carré unité, O¶DOlure de la structure est parfois décevante (Figure 13). 
Nous pouvons observer des diagonales décalées à chaque itération, qui laissent place à de 
nombreuses zones lacunaires dans le carré unité. Ce phénomène résulte de la régularité des 
sous-suites de longueur b des suites de Van der Corput. A noter cependant que cette 
SDWKRORJLHQHVHPDQLIHVWHSDVSRXUQ¶LPSRUWHTXHOOHSDLUHGHEDVHV(QJpQpUDO LO HVWSOXV
IUpTXHQWG¶REVHUYHUFHSKpQRPqQHHQGLPHQVLRQpOHYpHHWlorsque la différence entre les deux 
bases est très petite par rapport aux bases utilisées. 
 
Figure 13. Des mauvaises projections en 2D. A gauche OHVSUHPLHUVSRLQWVG¶XQHVXLWHGH+DOWRQHQ
bases 11 et 13. A droite : les 10SUHPLHUVSRLQWVG¶XQHVXLWHGH+DOWRQHQEDVHVHW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Amélioration. Une solution pour corriger cette pathologie est de casser les corrélations entre 
les suites de Van Der Corput des différentes dimensions. Braaten et Weller (1979) ont 
DPpOLRUp O¶XQLIRrmité GHV SRLQWV G¶XQH VXLWH GH +DOWRQ en appliquant sur chaque nombre 
premier jb  une permutation jb฀  sur ฀ ฀0, ..., 1jb ฀  tel que (0) 0jb฀ ฀ . Ainsi, à partir du 
nouveau développement de i  en base jb : 
0 1
2 1










฀ ฀ ฀฀ ฀฀ ฀ ฀ ฀ , 
on obtient une suite de Halton ฀ ฀1 0 1 1, ..., , , ...,d nb bHg x x x ฀฀  avec ฀ ฀1 ( ), ..., ( )di b bx i i฀  ฀ ฀  dite 
généralisée. La démarche est aussi dénommée comme une méthode de scrambling.  
Ces suites SHUPHWWHQWG¶DPpOLRUHUO¶XQLIRUPLWpGHODUpSDUWLWLRQPDLVRQWGHV caractéristiques 
encore mal connues. Il existe à cet effet plusieurs méthodes de permutations sur les éléments 
des bases. Braaten et Weller (1979) ont amélioré les suites de Halton en prenant des 
permutations qui minimisent la discrépance de chaque suite de Van Der Corput en base b . 
&HWWH PpWKRGH QH SHUPHW SDV G¶DYRLU XQH VHXOH SHUPXWDWLRQ TXL LPSOLTXH XQH PHLOOHXUH
discrépance. Ainsi XQH WDEOH GH SHUPXWDWLRQV HVW IRXUQLH MXVTX¶j OD GLPHQVLRQ  7XIILQ
V¶HVWpJDOHPHQWLQWpUHVVpDXFKRL[GHVSHUPXWDWLRQVen particulier pour les dimensions 




1.3.2. Suites de Hammersley 
 
Une suite de Hammersley en dimension d est construite à partir G¶XQWHUPHGpSHQGDQWGX
QRPEUHGHSRLQWVHWG¶XQHVXLWHGHHalton en dimension d-1. 
Définition  
Une suite de Hammersley ฀ ฀1 1 0 1, , , ,dn nb bH x x฀ ฀฀ en bases 1 1, , db b ฀ est définie par 
1 1





x i i I
n
฀  ฀ ฀฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀  
où 1 1, , db b ฀ sont des entiers positifs premiers entre eux deux à deux. 
 
Remarque. Nous prendrons également le soin de prendre les d-1 premiers nombre premiers 
afin de réduire au mieux la discrépance de 
1 1, , d
n
b bH ฀. 
Discussion. Ces suites étant construites à partir de suites de Halton, elles présentent le même 
phénomène de diagonales successives. De plus, il est impossible de rajouter des points 
supplémentaires à ces suites sans pour autant perturber la discrépance. Dans le cas où le 
nombre de points à générer Q¶HVWSDVFRQQXjO¶DYDQFHLOHVWGpFRQVHLOOpG¶XWLOLVHUXQHVXLWHGH
Hammersley. Aussi, ces suites ont perdu O¶DVSHFW LWpUDWLIdes suites de Halton qui permettait 
de rajouter des points facilement. 
   
Figure 14. (De la gauche vers la droite) Les 50, 250 et 500 premiers points 





Elles sont définies à partir de polynômes primitifs sur ฀ ฀2 0,1฀Z . On rappelle à cet effet la 
GpILQLWLRQG¶XQSRO\Q{PHSULPLWLI 
Définition  
Un polynôme ( )p t  de degré s de la forme 11 1
s s
s st u t u t u
฀ ฀฀ ฀ ฀ ฀ est primitif sur le 
corps 2Z  V¶LOHVWLUUpGXFWLEOHVXU 2Z  et si le plus petit entier i pour lequel il divise 1it ฀ 
(ou 1it ฀) est égal à 2 1s ฀. 
 
/DQRWLRQG¶LUUpGXFWLELOLWpconsiste à vérifier si le polynôme ( )p t  Q¶HVWGLYLVLEOH par aucun 
autre polynôme de degré inférieur. Le plus petit entier positif i  tel que ( )p t  divise 1it ฀ est 
DXVVLDSSHOpO¶RUGUHGXSRO\Q{PH 
Un polynôme primitif de degré s  doit posséder les monômes 1 et st DLQVLTX¶XQQRPEUH
impair de termes. 
 
Définition  







x p l฀฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀ , 
où ฀ ฀1, , mp p est la représentation binaire de i ,
2
1            si 0




฀฀฀฀฀฀  ฀  ฀  et où le 
symbole ฀ désigne VLPSOHPHQWO¶DGGLWLRQGDQV 2Z 8. 
Les kl avec k s฀  sont obtenus en utilisant la relation de récurrence suivante 
2 1
1 1 2 2 1 12 2 2 (2 )
s s
k k k s i s i s i sl u l u l u l l l
฀฀ ฀ ฀ ฀ ฀ ฀ ฀฀ ฀ ฀ ฀ ฀ ฀ 
où les ku  sont les coefficients d¶XQSRO\Q{PH 11 1s s s st u t u t u฀ ฀฀ ฀ ฀ ฀ primitif de degré 
s sur 2Z  et les nombres 1, ..., sl l  doivent être des entiers impairs tels que 1 2
k
kl฀  ฀  pour 
1, ...,k s฀ .  
                                                 
8 /¶DGGLWLRQPRGXORVHUpDOLVHSDUXQ© ou exclusif ». 
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$ILQ GH FRQVWUXLUH XQH VXLWH GH 6RERO¶ HQ GLPHQVLRQ d, il suffit de choisir d polynômes 
primitifs distincts. 
 
Figure 15. Les 50, HWSUHPLHUVSRLQWVG¶XQHVXLWHGH6RERO¶HQGLPHQVLRQ 
 
Discussion. &HV VXLWHV RQW O¶DYDQWDJH G¶rWUH UDSLGHV j FRQVWUXLUH car la nature binaire des 
ordinateurs permet GH UpGXLUH OH WHPSV GH FDOFXO (OOHV RQW DXVVL O¶DYDQWDJH GH SUpVHUYHU
généralHPHQWO¶XQLIRUPLWpGHODGLVWULEXWLRQORUVTXHODGLPHQVLRQDXJPHQWH 
Cependant, en raison de la nature arbitraire des états initiaux 1, ..., sl l  de ces récurrences, les 
points sont souvent mal répartis dans O¶K\SHUFXEH unité (voir Figure 16). Seulement, on ne 
peut difficilement prédire les états initiaux qui donnent des distributions non uniformes. Un 
autre inconvénient apparaît VL O¶RQ VRXKDLWH UDMRXWHU GH QRXYHDX[ SRLQWV j une distribution. 
Dans ce cas, RQ REVHUYH TX¶LOV WRPEHQW GDQV OH YRLVLQDJH GH FHX[ SURGXLWV SUpFpGHPPHQW
AXJPHQWHUOHQRPEUHGHSRLQWVQ¶HVWGRQFSDVXQHVROXWLRQ envisageable.  
Amélioration. 6RERO¶HW/HYLWDQSURSRVHQWXQHWDEOHGHYDOHXUVMXVTX¶HQGLPHQVLRQ
de manière à avoir des distributions de points plus uniformes. Une solution pour conjurer ce 
SUREOqPHHVWG¶XWLOLVHUGHVPpWKRGHVGHscrambling.  
 
Figure 16. A gauche OHVSUHPLHUVSRLQWVG¶XQHVXLWHGH6RERO¶HQGLPHQVLRQHQSURMection sur le 
sous-espace des dimensions 5 et 6. A droite OHVHWSUHPLHUVSRLQWVG¶XQHVXLWHGH6RERO¶HQ
dimension 8 sur le sous-espace des dimensions 7 et 8 
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1.3.4. Suites de Faure 
 
Les suites de Faure sont définies à partir de la fonction radicale inverse, b฀, et une matrice 
génératrice de Pascal ฀ ฀klC c฀  donnée par 
( 1)!
,1






k l kc l k
k
sinon
฀฀฀ ฀฀฀  ฀ ฀ ฀  ฀ ฀ ฀ ฀ ฀฀  ฀ ฀฀  ฀ ฀฀ N . 
Définition 
Soit b d฀  un nombre premier. La suite de Faure F = ฀ ฀0 1, ..., nx x ฀  en dimension d est 
définie comme suit  





j l klC j mod b
k
฀  ฀ ฀฀  ฀ ฀  ฀ ฀  ฀ ฀฀  ฀  , est la matrice génératrice de la j-ième dimension 
G¶XQHVXLWHGH)DXUHHQGLPHQVLRQG 
 
Remarque. ,OHVWUHFRPPDQGpDILQG¶REWHQLUXQHGLVWULEXWLRQXQLIRUPHGe choisir comme base 
b le plus petit nombre premier supérieur ou égal à d. 
 
Figure 17. /HVHWSUHPLHUVSRLQWVG¶XQHVXLWHGH)DXUHHQGLPHQVLRQ 
 
Discussion. Les suites de Faure permettent de générer une distribution uniforme localement 
(Figure 17). Cependant, les projections sur le FDUUp XQLWDLUH GHV SRLQWV GH O¶K\SHUFXEH VRQW
échantillonnées en bandes (Figure 18) 6LPLODLUHPHQW DX[ VXLWHV GH 6RERO¶ QRXV SRXYRQV
remarquer que les nouveaux points sont placés dans le voisinage de ceux produits 




Figure 18. /HVSUHPLHUVSRLQWVG¶XQHVXLWHGH)DXUHen dimension 6, les 100 et 200 premiers points 
G¶XQHVXLWHGH)DXUHHQGLPHQVLRQSURMHWpVVXUOHFDUUpXQLWpGpILQLSDUOHVGHX[GHUQLqUHVGLPHQVLRQV 
 
1.3.5. Good Lattice Points 
 
Les good lattice points sont la forme la plus simple des méthodes de réseaux (voir Sloan et 
Joe, 1994). Les good lattice points peuvent être considérés comme des suites à faible 
discrépance qui présentent des propriétés analogues à celles des grilles régulières telles que 
O¶HVSDFHPHQWUpJXOLHUHQWUHOHVSRLQWV 
Définition 
P est un « good lattice points ªV¶LOHVWGpILQLSDU 
2 0.50.5 0.5, , , , 1, .., 1, ...,d
g ii g i
P j d et i n
n n n
฀  ฀ ฀฀  ฀ ฀  ฀ ฀ ฀ ฀ ฀฀ ฀ ฀฀ ฀ ฀ ฀ ฀ ฀฀  ฀ ฀ ฀ ฀ ฀฀  ฀ ฀  ฀  
où ฀ ฀x x x ฀ ฀  ฀   est la partie fractionnaire de x, ฀ ฀1; , ..., dn g g  XQ YHFWHXU G¶HQWLHUV
satisfaisant 1 , ,j k jg n g g pour k j et d n฀ ฀ ฀ ฀ ฀ avec 1 1g ฀ . 
 
 




Le terme « good » se réfère à un choix judicieux de n  et des jg . En effet, les générateurs 
sont déterminés de façon à minimiser la discrépance comme le montre les figures ci-dessus. 
Les tables de générateurs sont disponibles dans les ouvrages de Wang et Fang (1981) ou 
Sloan et Joe (1994). Les figures ci-dessus représentent un good lattice points en dimension 2 
avec 21n ฀  points. Sur la figure de gauche, nous avons pris des générateurs quelconques 
1 21et 19g g฀  ฀ . Tandis que sur la figure de droite, les génératHXUVRQWpWpFKRLVLVjO¶DLGHGH
la table trouvée dans Fang et al. (1994) et valent 1 21et 13g g฀  ฀ . 
Un good lattice points est en réalité un hypercube latin qui présente une faible discrépance. 
&HFLDSRXUDYDQWDJHG¶H[FOXUHOHVK\SHUFXEHVODWins dont les points sont mal répartis comme 
par exemple ceux dont les points se situent VXUODGLDJRQDOH&HSHQGDQWFHODQ¶pYLWHSDVOHV
DOLJQHPHQWV FRPPH O¶LOOXVWUH OD Figure 19 où les points sont positionnés sur 6 droites 
parallèles.  
/¶DYDQWDJH GHV good lattice points est donc leur régularité qui constitue également un 
inconvénient j FDXVH GHV DOLJQHPHQWV REWHQXV 8QH DXWUH GLIILFXOWp HVW FHOOH G¶DMRXWHU GHV
points à la distribution préexistante. 
 
1.3.6. Suites et réseaux 
 
Les réseaux RQW O¶DYDQWDJH GH pouvoir combiner une faible discrépance avec des bonnes 
propriétés en projection sur certains sous-espaces. Nous verrons, après une brève introduction 
de ces concepts, que beaucoup de suites à faible discrépance étudiées ci-dessus peuvent être 
considérées comme des (t,m,d)-réseaux et des (t,d)-suites.  
Définition 












฀฀  ฀ ฀ ฀  ฀ ฀  ฀ ฀  
où 0, 0 j
q
j jq a b฀ ฀ ฀ et ,j ja q sont entiers. 
 
Un pavé élémentaire E est un pavé du cube unité [0,1]d  dont le j-ième axe a pour 
longueur 1 j
q
b . Si on divise le j-ième axe en j
q
b  VHJPHQWV pJDX[ HW TX¶RQ UpSqWH FHWWH
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b ฀฀฀ . 
Définition 
Soit 0 t m฀  ฀  des entiers. Un (t,m,d)-réseau en base b est une suite de mb  points de 
[0,1]
d
 tel que chaque pavé élémentaire en base b de volume t mb ฀  contient exactement tb  
points de la suite. 
 
Remarque. Si t m฀ , alors tous les points de la suite sont dans [0,1]d . 
 
Définition 
Une suite de points ฀ ฀0 1 1, , ..., [0,1]n dx x x ฀ ฀  est une (t,d)-suite en base b si pour tout 
0k et m t฀  ฀ , la suite ฀ ฀( 1) 1, ...,m mkb k bx x ฀  ฀  est un (t,m,d)-réseau en base b. 
 
Théorème (Niederreiter, 1987) 
Il Q¶H[LVWHDXFXQHVXLWHG-suite en base b avec b<d. 
 
Exemple. Etudions une (0,2)-VXLWH UpVXOWDQWHG¶XQ -réseau en base 3 avec 23 9n ฀  ฀  
points. La théorie des réseaux garantit que chaque pavé élémentaire en base 3 de volume 23฀  
contient exactement un point de la suite. Les pavés sont de la forme 
1 1 2 2
1 1 2 21 1, ,
3 3 3 3q q q q
a a a a฀  ฀ ฀ ฀ ฀ ฀฀฀ ฀ ฀ ฀฀ ฀ ฀ ฀ dans ฀ ฀20,1  avec les entiers ,j ja q  tel que 0jq ฀  et 
0 3 j
q
ja฀  ฀  pour 1, 2j ฀  /H YROXPH G¶XQ SDYp pOpPHQWDLUH pWDQW 1d jj qb ฀฀฀ , les pavés 
élémentaires de volume mb฀  doivent donc vérifier 1 2 2q q฀  ฀ . Comme 1q  et 2q  sont des 
entiers positifs, on a pour 1 2( , )q q q฀  les 3 possibilités suivantes (0, 2)q ฀ , (2, 0)q ฀  et 
(1,1)q ฀  où 1 2( , )q q q฀  qui sont représentées sur les figures ci-dessous.  
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Figure 20. Une première caractérisation possible des pavés élémentaires pour 9 points 
 
2QV¶DSHUoRLWDORUVTXHODGLVWULEXWLRQDGHERQQHVSURSULpWpVG¶XQLIRUPLWpHQSURMHFWLRQ
sur le facteur 1X . 




















Figure 21. Une seconde caractérisation possible des pavés élémentaires pour 9 points 
 























































Figure 22. Une troisième caractérisation possible des pavés élémentaires pour 9 points 
 
On retrouve alors un tableau orthogonal de force 2 à 3 niveaux, ce qui implique 
O¶XQLIRUPLWp GH OD GLVWULEXWLRQ GDQV OH FDUUp XQLWp PDLV Q¶DSSRUWH SDV G¶LQWpUrW YLV-à-vis des 
projections sur les sous-espaces, ici de dimension 1.  
8QUpVHDXSHUPHWGRQFG¶REWHQLUXQHGLVWULEXWLRQXQLIRUPH en projection et ce quelle que 
soit la dimension de la projection. Cette propriété semble indiquer une bonne répartition des 
points dans le cube unité. On remarque de plus, que pour m et b fixés, plus la valeur de t est 
SHWLWH PHLOOHXUHV VHURQW OHV SURSULpWpV G¶XQLIRUPLWp G¶XQ WPG-réseau en base b. Cette 
intuition est confirmée par la proposition suivante concernant la discrépance des réseaux. 
Proposition (Niederreiter, 1987) 
Pour b d฀  un (t,m,d)-UpVHDXDXQHGLVFUpSDQFHGHO¶RUGUHGH ฀ ฀฀ ฀11 log dO n n ฀฀  et une 
(t,d)-VXLWHDXQHGLVFUpSDQFHGHO¶RUGUHGH ฀ ฀฀ ฀1 log dO n n฀ . 
 
Avec les concepts énoncés plus haut, il est possible de faire le lien avec des méthodes 
G¶pFKDQWLOORQQDJHpWXGLpHVSUpFpGHPPHQW8QK\SHUFXEHODWLQGHWDLOOHb est un (0,1,d)-réseau 
en base b. En effet, chaque pavé élémentaire de volume 1 b  contient exactement 1 point de la 
suite. Un hypercube latin basé sur un tableau orthogonal 2( , , , )OA b d b d  de taille 2n b฀ est un 
(0,2,d)-réseau en base b.  
On distingue également un lien avec les suites étudiées précédemment. Les suites de Van 



















Les suites de Faure en base b sont des (0,d)-suites en base b. A noter que les suites de Halton 
et Hammersley, étant construites à partir de plusieurs bases, ne peuvent être des (t,d)-suites. 
,O H[LVWH G¶DXWUHV WG-suites. Nous pouvons citer par exemple, les suites de Niederreiter 
(1987) qui sont des (0,d)-suites définies pour toute base b d฀ , où b HVWXQHSXLVVDQFHG¶XQ
nombre premier. Des tables contenant les meilleurs paramètres connus pour les (t,d)-suites et 
les (t,m,d)-réseaux en base 2,3,5 et 10b ฀  ont été construites par Mullen, Mahalanabis et 
Niederreiter (1995). 
  
Figure 23. /HVHWSUHPLHUVSRLQWVG¶XQHVXLWHGH1LHGHUUHLWHUHQGLPHQVLRQ 
 
On peut remarquer que les suites de Niederreiter sont similaires aux suites de Faure en 
dimension 2. Cependant, OHVVXLWHVGH1LHGHUUHLWHUVRQWELHQPHLOOHXUHVORUVTXHO¶RQSURMHWWH
OHVSRLQWVGDQVOHFDUUpXQLWp(QHIIHWOHVSRLQWVVRQWUpSDUWLVSOXVXQLIRUPpPHQWHWORUVTX¶LO\
a ajout de nouveaux points, ceux-FL VRQW SODFpV GH IDoRQ j UHPSOLU O¶HVSDFH OH SOXV
uniformément possible et non pas dans le voisinage des points placés précédemment comme 
F¶HVWOHFDVSRXUOHVVXLWHVGH)DXUH 
 
Figure 24. /HVSUHPLHUVSRLQWVG¶XQHVXLWHGH1LHGHUUHLWHUHQGLPHQVLRQOHVHWSUHPLHUV 
SRLQWVG¶XQHVXLWHGH1LHGHUUHLWHUHQGLPHQVLRQSURMHWpVVXUOHFDUUpXQLWpGpILQLSDU 
les deux dernières dimensions 
Un avantage des (t,m,d)-UpVHDX[HVWTX¶LOVSHUPHWWHQWG¶REWHQLUXQHUpSDUWLWLRQXQLIRUPHVXU 
les sous-espaces de dimension s  pour 1 s m฀  ฀ . Cette propriété devient plus forte quand le 
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QRPEUHGHSRLQWVGHODVXLWHFURvWF¶HVW-à-dire lorsque m augmente. Ceci implique de pouvoir 
UDMRXWHUGHVSRLQWVVDQVSRXUDXWDQWGpWUXLUHO¶XQLIRUPLWpGHODVXLWHFRQWUDLUHPHQWjG¶DXWUHV
WHFKQLTXHVG¶pFKDQWLOORQQDJHAfin GHUDMRXWHUGHVSRLQWVHQFRQVHUYDQWO¶XQLIRUPLWpLOVXIILW
G¶DXJPHQWHU OHSDUDPqWUHm. Par ce biais FHVRQW OHVFRQWUDLQWHVG¶XQLIRUPLWpHQSURMHFWLRQ
qui entraînent une répartition uniforme des points dans le domaine expérimental de dimension 
d. Cependant, selon les bases choisies, on peut observer des corrélations entre les points des 
pavés élémentaires successifs qui forment une distribution régulière et ne sont pas 
uniformément distribués dans ces intervalles.  
Pour plus de détails sur les (t,d)-suites et (t,m,d)-réseaux, le lecteur peut se référer à 





Le tableau ci-dessous permet de récapituler les propriétés des plans étudiés au sein de ce 
chapitre. Chaque type de plan est critiqué en regardant si : 
- OHVGLVWULEXWLRQVREWHQXHVSHUPHWWHQWRXQRQGHUHPSOLUO¶K\SHUFXEHXQLIRUPpPHQW 
- les distributions, notamment en projection dans le carré unité, suivent des alignements, 
- OHVGLVWULEXWLRQVVRQWVpTXHQWLHOOHVF¶HVW-à-GLUHV¶LOHVWSRVVLEOHGHUDMRXWHUGHVSRLQWVj
FHWWHGLVWULEXWLRQVDQVSRXUDXWDQWGpWUXLUHO¶XQLIRUPLWpLQLWLDOH 
- à partir des distributions obtenues, les distributions en dimension inférieure ont une 
meilleure uniformité. 
 
 Remplissage de  
O¶HVSDFH 
Motif Séquentialité Réduction de 
dimension 
Aléatoires Non : lacunes. Non Oui Oui 
Doehlert Oui Oui Oui Non 
Grilles régulières Oui Oui Non Non 
Hypercubes latins Oui, en version 
centrée. Sinon, 
lacunes. 
Oui, en version 
centrée 




Oui Non Non Oui 
Tableaux 
orthogonaux 
Oui, en version 
centrée. Sinon, 
lacunes. 
Oui Non Oui, en 
dimension égale 




Oui, si les 
paramètres sont 
bien choisis. 
Oui Oui Non 








Faure Oui Oui Oui Non 
Niederreiter Oui Non Oui Non 














Chapitre 2  
 
 
Critères et plans optimaux 
 
(WXGLHU O¶XQLIRUPLWp G¶XQH GLVWULEXWLRQ GH SRLQWV HVW XQ WUDYDLO IDVWLGLHXx, voire même 
impossible en grande dimension. Il est donc utile de se référer à des critères afin de pouvoir 
décider si une distribution est uniforme ou non ou/et si elle vérifie également le bon 
UHPSOLVVDJHGHO¶espace. Il existe pour cela des critères intrinsèques DX[SODQVG¶H[SpULHQFHVà 
savoir des critères qui ne préjugent en rien de la qualité de la surface de réponse déterminée 
par la suite à partir de ces plans.  
Aussi, nous discutons dans un premier temps les critères de discrépance qui permettent de 
mesurer VLODGLVWULEXWLRQGRQQpHHVWSURFKHG¶XQHGLVWULEXWLRQXQLIRUPH. 
Ensuite, nous introduisons la classe des critères de distance qui comparent une distribution 
donnée à une grille régulière.  
Enfin, nous présentoQVOHFULWqUHG¶HQWURSLH qui mesurHODTXDQWLWpG¶LQIRUPDWLRQFRQWHQXH
dans le plan. Contrairement aux deux précédents, ce critère Q¶HVWSDVLQWULQVqTXHcar il dépend 
G¶un modèle statistique. 1RXVYHUURQVFHSHQGDQWTX¶LOHVWOLpjODGLVWDQFHHQWUHOHVSRLQWVHW
assure ainsi une bonne distribution.  
Dans chacune des parties, nous discutons de plans optimaux au sens de ces critères, choisis 
SRXU OHXUERQQHTXDOLWp G¶XQLIRUPLWp ou/et de remplissage. Aussi, on y retrouve les plans à 




2.1. &ULWqUHVG¶XQLIRUPLWpEDVpVVXUODGLVFUpSDQFH et 
plans à faible discrépance 
 
2.1.1. La discrépance 
 
La définition de base a été donnée à la section 1.3. On rappelle que la discrépance mesure 
O¶pFDUW HQWUH XQH GLVWULEXWLRQ GH SRLQWV GRQQpH HW XQH GLVWULEXWLRQ GH SRLQWV XQLIRUPH ; en 
G¶DXWUHVWHUPHVHOOHPHVXUHO¶LUUpJXODULWpGHODGLVWULEXWLRQ On donne ci-dessous la définition 
permettant de comprendre le principe sur lequel elle est basée. 
Remarque. Si on reparamètre le domaine, par exemple si on veut étudier ฀ ฀21X  au lieu de 1X , 
DORUVO¶REMHFWLIQHVHUDSDVH[DFWHPHQWOHPrPH(QHIIHWDVVXUHUO¶XQLIRUPLWpGXIDFWHXr 1X  
Q¶LPSOLTXHSDVO¶XQLIRUPLWpSRXUOHIDFWHXU ฀ ฀21X . /HPrPHSUREOqPHDSSDUDvW ORUVTXHO¶RQ
veut définir une loi a priori LQIRUPDWLYH HQ ED\pVLHQ R GDQV FH FDV O¶XQLIRUPLWp GH OD
distribution ne sera pas O¶REMHFWLIUHFKHUFKp 
Définition (Niederreiter, 1987) 
Soit X la suite de n  points 1, ..., nx x  dans [0,1]d  et soit J un sous-ensemble de [0,1]d , 
avec les notations précédentes on pose : 
( , )
( , ) ( )n d
A J X
D J X J
n
฀฀  ฀  
où ( , )A J X  HVWOHQRPEUHG¶LQGLFHVL1 i n฀  ฀ , tel que ix J฀ et ( )d J฀  est la mesure de 
Lebesgue (ou volume) de J. 
La discrépance extrême de X, notée ( )nD X  est définie par ( ) sup ( , )n n
J
D X D J X฀฀฀  






a b฀฀ . 
La GLVFUpSDQFHjO¶RULJLQH de X, notée *( )nD X  est définie par 
*
*( ) sup ( , )n n
J
D X D J X฀฀฀  

















฀  ฀ ฀฀ ฀  la probabilité uniforme sur X , alors ( , )nD J X  V¶pFULWFRPPH
la distance entre celle-ci et la mesure de Lebesgue soit ( , ) ( ) ( )n X dD J X J J฀  ฀ ฀  ฀ . 
 
 
Figure 25. /HVSUHPLHUVSRLQWVG¶XQHVXLWHGH+DPPHUVOH\HQGLPHQVLRQDYHFXQVRXV-ensemble J 
défini par x et x฀pour le calcul de la discrépance extrême 
 
Pour (0.2, 0.3)x ฀  et (0.8, 0.7)x฀฀ , le volume du rectangle J est égal à 0.24, et la 
proportion de points dans J est 18 80 0.225฀ . On a donc ( , ) 0.015nD J X ฀ . En effectuant le 
même procédé sur plusieurs sous-ensembles J et en prenant la valeur maximale acquise, on 
obtient la discrépance extrême de la suite X . 
 
 
Figure 26. Un sous-HQVHPEOH-SRXUOHFDOFXOGHODGLVFUpSDQFHjO¶RULJLQH 
 
( )nD X et
*( )nD X  sont des discrépances en norme L฀. Les discrépances en norme 2L  






Maintenant que nous venons de voir la définition exacte de la discrépance, il devient 
SRVVLEOH G¶H[SOLTXHU OHV PDXYDLV UpVXOWDWV GH GLVFUpSDQFH G¶XQH JULOOH 3RXU HQ FRPSUHQGUH
O¶RULJLQHLOIDXWVHUHQGUHFRPSWHTXHSRXUDYRLUXQHIDLEOHGLVFUpSDQFHLOIDXWpFKDQWLOORnner 
le plus uniformément possible tous les rectangles parallèles aux axes. Ainsi pour une grille, il 
y a des rectangles dRQW O¶pFKDQWLOORQnDJH Q¶HVW SDV ERQ 3DU H[HPSOH LO SHXW \ DYRLU GHV
problèmes selon le placement des bords par rapport à la grille. 














Figure 27. Plan factoriel et visualisation de deux rectangles parallèles aux axes 
Q¶pWDQWSDs échantillonnés uniformément 
 
2.1.2. Approches calculatoires de la discrépance en norme 
infinie 
 
Les valeurs de la discrépance sont faciles à calculer en dimension 1 et 2. Le calcul de la 
discrépance devient très difficile en grande dimension. 
 
2.1.2.1.  En dimension 1 
 
LDGLVFUpSDQFHG¶XQHVXLWHGH n  points ne dpSHQGSDVGHO¶RUGUHGHVSRLQWV. 
Théorème (Niederreiter, 1972) 















Ce théorème montre que la meilleure suite uniformément répartie en dimension 1 est la 





฀฀ . Ainsi, pour toute suite X  de 






2.1.2.2.  En dimension 2 
 
Bundschuh et Zhu (1993) ont généralisé une formule établie par De Clerck (1986) 
concernant la discrépance des suites de n points 1, ..., nx x  sur ฀ ฀20,1  dans le cas où les 
composantes ne sont pas nécessairement distincWHV9RLFLOHUpVXOWDWTX¶LOVRQWétabli. 
 
Théorème  
Soit une suite 1, ..., nx x  dans ฀ ฀20,1  dont les n points ont été préalablement triés dans 
O¶RUGUHFURLVVDQWGHOHXUSUHPLqUHFRPSRVDQWH : 11 10 ... 1.nx x฀ ฀ ฀ ฀ 
On se donne la paire de points auxiliaires 0 (0, 0)x ฀  et 1 (1,1)nx ฀฀ . Pour chaque indice ฀ ฀0, ...,i n฀ , on note ฀ ฀0 1, ...,i ii฀  ฀ ฀  la séquence obtenue en réordonnant le sous-ensemble 
de secondes composantes ฀ ฀0 12 2 2, ..., ,i nx x x ฀  de manière à satisfaire  
0 1 10 ... 1
i i i i
i i฀ ฀ ฀ ฀฀฀ ฀ ฀   ฀. 




( ) max max max ,i i i in k k
i n k i
k k
D X x x
n n
฀  ฀ ฀ ฀฀ ฀ ฀ ฀ ฀  ฀ ฀ ฀ ฀฀  ฀ ฀  ฀ . 
 
2.1.2.3.  En dimension quelconque 
 
Le calcul de la discrépance est très difficile. La complexité des algorithmes permettant de la 
calculer croît exponentiellement avec la dimension. Ainsi, la formule de Bundschuh et Zhu 
(1993) vue pour le cas de la dimension 2 reste exploitable uniquement pour les petites 
dimensions. Dobkin et Eppstein (1993) présentent une première théorie permettant de calculer 
la discrépance H[DFWHjSDUWLUG¶XQpFKDQWLOORQQDJHGHO¶HVSDFH 
En norme L฀, il HVW G¶XVDJH GH FRQVLGpUHU une méthode de calcul approché de la 
discrépance/DSOXVVLPSOHHW ODSOXV IUpTXHQWHG¶HQWUHHOOHVFRQVLVWHj considérer plusieurs 
 57 
orthaQWVDOpDWRLUHPHQWGDQVO¶K\SHUFXEHXQLWpet de leur appliquer la définition de Niederreiter 
(1987) vue auparavant 3DU VRXFL G¶H[DFWLWXGH LO VHPEOH LQWpUHVVDQW G¶pWXGLHU O¶pFDUW UHODWLI





















G¶RUWKDQWVVXUXQSODQSVHudo aléatoire à 100 points en dimension 2 
 
2QHQGpGXLWTX¶DILQG¶DYRLUODPHLOOHXUHSUpFLVLRQSRVVLEOHLOHVWSUpIpUDEOHGHFKRLVLUXQ
nombUH G¶RUWKDQWV DVVH] JUDQG ,l devient normal de se demander si le temps de calcul va 
rester compétitif même en grande dimension. &¶HVW SRXUTXRL LO QRXV D VHPEOp LQWpUHVVDQW
G¶pWXGLHUOHWHPSVG¶H[pFXWLRQGXFDOFXOGHODGLVFUpSDQFHHQIRQFWLRQGHODGLPHQVLRQPour 
ce faire on a pris des plans pseudo aléatoires à 10 points par dimension et un nombre 






















Figure 29. /HWHPSVG¶H[pFXWLRQGXFDOFXODSSURFKpGHODGLVFUpSDQFHHQIRQFWLRQGHODGLPHQVLRQ 
 
Une bonne précision de la discrépance en grande dimension ne peut être obtenue en un 
temps de calcul raisonnable avec les méthodes approximatives ; même si la Figure 29 ne nous 
montre pas TXHODFRPSOH[LWpGHO¶DOJRULWKPHest exponentielle en la dimension. 
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2.1.3. Discrépance en norme 2 
 
Seule la discrépance en norme 2L  est facilement calculable quelle que soit la dimension. 
En voici plusieurs. On note X  la suite de n points 1, ..., nx x  sur ฀ ฀0,1 d . Cette section présente 
dans un premier temps la définition des différentes discrépances en norme 2 ainsi que leurs 
approches calculatoires UHSULVHVG¶+LFNHUQHOO.  
 
2.1.3.1.  'LVFUpSDQFHH[WUrPHHWjO¶RULJLQH 
 
Définition 
La discrépance 2L  G¶XQHVXLWHde n points 1, ..., nx x  sur ฀ ฀0,1 d  est définie par ฀ ฀2 22 [0,1]2 ( ) ( , )dn nDL X D J X da db฀฀  






a b฀฀ . 
 
Définition 
La discrépance 2L jO¶RULJLQHG¶XQHsuite de n points 1, ..., nx x  sur ฀ ฀0,1 d  est définie par ฀ ฀22
[0,1]
2 ( ) ( , )dn nDL X D J X db
฀ ฀฀  








En dimension d , les calculs de 2 2n nDL et DL
฀ peuvent se faire par les formules explicites 
suivantes : ฀ ฀ ฀ ฀฀ ฀ ฀ ฀12 2
1 1 11 1
1 2 1
2 ( ) 1 1 max , min ,
12
d d d dn n n
i i i k i k
n j j j j j j
i i kj j
DL X x x x x x x
n n
฀
฀ ฀ ฀฀ ฀ 
฀  ฀ ฀ ฀ ฀ ฀ ฀฀  ฀ ฀  ฀ ฀ ฀฀฀  ฀  
et ฀ ฀ ฀ ฀฀ ฀1 22 2
1 1 11 1
1 2 1
2 ( ) 1 1 max ,
3
d d d dn n n
i i k
n j j j
i i kj j
DL X x x x
n n
฀฀ ฀ ฀ ฀฀ ฀ 
฀  ฀ ฀  ฀ ฀ ฀ ฀ ฀ ฀฀  ฀  ฀  ฀ ฀  ฀  ฀  ฀ ฀ ฀฀฀  ฀ . 
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2.1.3.2.  Discrépance modifiée 
 
Définition 
La discrépance 2L  modifiée G¶XQHsuite de n points 1, ..., nx x  sur ฀ ฀0,1 d  est définie par ฀ ฀22 [0,1]
0
2 ( ) ( , )
u
M
n p u u
u
DL X D J X db฀฀฀฀  
avec [0,1]u  OD SURMHFWLRQ GH O¶K\SHUFXEH XQLWp sur les composantes u  étant un sous-








La discrépance modifiée considère les projections sur tous les sous-espaces et est définie 
par  ฀ ฀ ฀ ฀฀ ฀1 22 2
1 1 11 1
4 2 1
2 ( ) 3 2 max ,
3
d d d dn n n
M i i k
n j j j
i i kj j
DL X x x x
n n
฀
฀ ฀ ฀฀ ฀ 
฀  ฀ ฀  ฀ ฀ ฀ ฀ ฀ ฀฀  ฀  ฀  ฀ ฀  ฀  ฀  ฀ ฀ ฀฀฀  ฀ . 
 
2.1.3.3.  Discrépance centrée 
 
Définition 
La discrépance 2L  centrée G¶XQHsuite de n points 1, ..., nx x  sur ฀ ฀0,1 d  est définie par ฀ ฀22 [0,1]
0
2 ( ) ( , )
u
C
n p u u
u
DL X D J X dx฀฀฀฀  
avec [0,1]u  OD SURMHFWLRQ GH O¶K\SHUFXEH XQLWp VXU OHV FRPSRVDQWHV u  étant un sous-
ensemble de฀ ฀1, ..., d , p = Card(u) et où uJ  est la projection du sous-ensemble construit 
à partir du point considéré x  et de son sommet le plus proche. 
 
Remarque. (Q GLPHQVLRQ  O¶HQVHPEOH uJ  peut être de 4 formes différentes dont un est 




Figure 30. Un sous-ensemble J pour le calcul de la discrépance centrée 
 
Hickernell (1998) donne une expression analytique de la discrépance centrée : 
2 22
2
1 1 11 1
13 2 1 1 1 1 1 1
2 ( ) 1 0.5 0.5 1 0.5 0.5 .
12 2 2 2 2 2
d dn n n
C i i i k i k
n j j j j j j
i i kj j
DL X x x x x x x
n n฀ ฀ ฀฀  ฀ 
฀ ฀ ฀ ฀ ฀ ฀฀ ฀ ฀ ฀ ฀ ฀ ฀ ฀ ฀ ฀ ฀ ฀ ฀฀ ฀ ฀ ฀ ฀ ฀฀ ฀ ฀ ฀ ฀ ฀฀ ฀฀฀  ฀ 
 
2.1.3.4.  Discrépance symétrique 
 
Définition 
La discrépance 2L  symétrique G¶XQHsuite de n points 1, ..., nx x  sur ฀ ฀0,1 d  est définie par ฀ ฀22 [0,1]
0
2 ( ) ( , )
u
S
n p u u
u
DL X D J X dx฀฀฀฀  
avec uJ  ODSURMHFWLRQGHO¶LQWHUYDOOH-VXUOHVRXV-espace défini par les composantes u  
où J est la réunion des sous-ensembles symétriques i.e. dont la somme des coordonnées 




Figure 31. Pour x = (0.7,0.75) , le volume total des 2 sous-ensembles J est 0.6 et la proportion de points 




On diVSRVHpJDOHPHQWG¶XQHIRUPXOHDQDO\WLTXHSRXUFDOFXOHUFHWWHGLVFUpSDQFH : ฀ ฀ ฀ ฀22 2
1 1 11 1
4 2 2
2 ( ) 1 2 2 1
3
d dd dn n n
S i i i k
n j j j j
i i kj j
DL X x x x x
n n฀ ฀ ฀฀ ฀ 
฀  ฀ ฀  ฀ ฀ ฀ ฀ ฀ ฀ ฀ ฀฀  ฀  ฀  ฀ ฀  ฀  ฀  ฀ ฀ ฀฀฀  ฀ . 
 
2.1.3.5.  Discrépance « enveloppée » 
 
Définition 




2 ( ) ( , )
u
E
n n u u
u
DL X D J X dx฀฀฀฀  







J K x x฀ ฀฀  ฀   avec [ , ]( , ) [0, ] [ ,1]j j j jj j j jx x si x xK x x x x sinon฀  ฀ ฀฀฀฀ ฀฀ ฀฀฀ . 
 
 
Figure 32. Pour x = (0.8,0.35)  et ฀x = (0.3,0.8) , le volume des 2 enveloppes est égal à 0.275, et la 
proportion de points totale est 21/80=0.26. La différence obtenue entre ces deux grandeurs est donc 0.015 
 
Pleming et Manteufel (2005) introduisent la discrépance « enveloppée » comme étant la 
plus sensible pour détecter les zones lacunaires en projection sur les marges de dimension 1. 
,OVO¶XWLOLVHQWSRXUPHVXUHUO¶XQLIRUPLWpGHVK\SHUFXEHVODWLQVUpLWpUpV,OH[LVWe également une 
formule analytique pour la calculer : ฀ ฀2 2
1 1 1
4 1 3
2 ( ) 1
3 2
d dn n
E i k i k
n j j j j
i k j
DL X x x x x n
n ฀  ฀ 






Quelle que soit la discrépance, plus la valeur calculée pour un plan donné est faible et plus 
les points du plan seront distribués uniformément.  





































Figure 33. De la gauche vers la droite. Un plan aléatoire, une suite de Halton, et un plan factoriel complet 
à 49 points en dimension 2 
 
 
 Aléatoire Halton Factoriel 
n=16 0.26 0.17 0.44 
n=25 0.21 0.14 0.36 
n=36 0.26 0.10 0.31 
n=49 0.12 0.08 0.27 
 
Tableau 4. Discrépances en norme infinie pour n=16, 25, 36 et 49 pour les 3 types de plans suivants : 
aléatoires, suite de Halton, plan factoriel en dimension 2 
 
Le tableau ci-dessus montre que pour le plan factoriel, on obtient les discrépances les plus 
mauvaises. Ceci implique TXHODGLVFUpSDQFHVHXOHQHVXIILWSDVjPHVXUHUODTXDOLWpG¶XQSODQ
FDU QRXV QH VRXKDLWRQV SDV XQLTXHPHQW PHVXUHU O¶XQLIRUPLWp GHV SRLQWV PDLV DXVVL OH
UHPSOLVVDJHGHO¶HVSDFH A noter que cette UHPDUTXHHVWYDODEOHSRXUQ¶LPSRUWHTXHOQRPEUH
de points. 
Ainsi, il est nécessaire de choisir plusieurs critères afin de mesurer la bonne répartition des 
SRLQWVGDQVO¶K\SHUFXEHXQLWp Ce que permettent entre autre les mesures basées sur les 
critères de distances présentés dans la section suivante. 
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2.1.5. Plans à faible discrépance 
 
La notion de plans à faible discrépance décrits ici est différente de celle des suites détaillées 
dans la section 1.3 pour les raisons mentionnées ci-dessous.  
3RXU FRPPHQFHU SUpFLVRQV OD GpILQLWLRQ TXH O¶RQ GRQQH DX[ SODQV j IDLEOH GLVFUpSDQFH
Nous appellerons plans à faible discrépance des plans stochastiques REWHQXV j O¶DLGH G¶XQ
VLPSOHDOJRULWKPHG¶pFKDQJHqui prévilégient les configurations minimisant la discrépance.  
Il existe de nombreux résultats de majoration de la discrépance. A la section 1.3, nous 
DYRQV pQRQFpV O¶inégalité de Koksma-Hlawka. Il existe aussi des majorations pour chacune 
des suites discutées précédemment. Par exemple, Faure (1980) montre que la discrépance à 
O¶RULJLQHG¶une suite de Halton à n points en dimension d générée à partir des bases 1, ..., db b  











฀  ฀ ฀  ฀ ฀ . 
Le théorème de Faure (1981) ci-GHVVRXV PRQWUH TX¶LO HVW SRVVLEOH GH GLPLQXHU OD
GLVFUpSDQFHQHVHUDLWFHTX¶HQJpQpUDOLVDQWOHVVXLWHVF¶HVW-à-dire en affectant des permutations 
aux éléments de la suite. L¶idée G¶REWHQLUGHVSODQVjIDLEOHGLVFUpSDQFHjO¶DLGHG¶XQVLPSOH
algorLWKPHG¶pFKDQJH ne paraît pas être alors complètement irréaliste. 
 
Algorithme 1. Algorithme pour générer un plan à faible discrépance. 
 
Initialisation : choisir un vecteur de n  points (0)X  au hasard et fixer une discrépance en norme 2L  
 
Calcul de la discrépance du plan associé : ฀ ฀
2 (0)L
disc X  
 
 POUR k = 1 à NMax 
 
  Choisir une expérience i  au hasard dans ฀ ฀1, ..., n  
  Simuler 
iz  uniformément dans ฀ ฀0, 1 d  
  Accepter de remplacer 
ix  par 
iz  si ฀ ฀ ฀ ฀
2 2( ) ( 1)k kL L
disc X disc X ฀  
 





Théorème. (Faure, 1981)  
Si X  est la suite de Van Der Corput généralisée en base 12b ฀  engendrée par la 










VRXKDLWGHPRQWUHUTX¶LO HVWSRVVLEOHG¶REWHQLUGHVSODQVjSOXV IDLEOHGLVFUpSDQFHTXH celle 
obtenue pour la majorité des suites présentées dans la section 1.3'¶DXWUHSart, ces plans non 
déterministes, par nature, ont le mérite de ne pas hériter des mauvaises propriétés (en grande 
dimension) de projections des suites causées par leur régularité.  
La génération de ces plans nécessitant le calcul de la discrépance, ils sont construits 
uniquement à partir de la discrépance en norme 2L , beaucoup plus simple à calculer que la 
discrépance en norme L฀. Il devient alors SRVVLEOHG¶HQYLVDJHUGHVSODQVEDVpVVXUQ¶LPSRUWH
laquelle des discrépances définies au paragraphe 2.1.3. Ce qui signifie également la possibilité 
GH FRQVWUXLUH GHV SODQV R O¶RQ FRQVLGqUH OHV SRLQWV en projection sur les marges en 
envisageant la discrépance centrée ou modifiée. Aussi, les plans discutés par la suite seront 
JpQpUpVjO¶DLGHGHODGLVFUpSDQFHFHQWUpH 
/¶LQFRQYpQLHQWGHFHVSODQVRXWUHOHIDLWTX¶LOVQHSHXYHQWrWUHEDVpVXQLTXHPHQWVXUGHV
discrépances en norme 2L  HVW OHXU WHPSV G¶H[pFXWLRQ (Q effet, même si le calcul des 
discrépances en norme 2L  HVW REWHQXj O¶DLGHGH IRUPXOHV DQDO\WLTXHV VLPSOHV OHV VXLWHV j
IDLEOH GLVFUpSDQFH VRQW WUqV UDSLGHV j PHWWUH HQ °XYUH 3DU H[HPSOH JpQpUHU XQH VXLWH GH
Halton à 600 points eQGLPHQVLRQHVWLPPpGLDWDORUVTX¶XQSODQjIDLEOHGLVFUpSDQFHde cet 
ordre de grandeur est inenvisageable. 
Maintenant, vérifions sur quelques exemples, que ces plans permettent de réduire 
considérablement la discrépance annoncée des suites à faible discrépance. 
6XUO¶H[HPSOHci-dessousQRXVDYRQVJpQpUpXQSODQjSRLQWVHQGLPHQVLRQjO¶DLGHGH
O¶DOJRULWKPH G¶pFKDQJH TXL QRXV GRQQH XQH GLVFUpSDQFH GH  DORUV TXH OD GLVFUpSDQFH
pour la suite de Halton de même caractéristique est égale à 0.06. 
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          Discrépance centrée 2L  = 0.041 Discrépance centrée 2L  = 0.06 
Figure 34. A gauche un plan à faible discrépance et à droite une suite de Halton à 20 points en 2D 
 
8QH DXWUH SRVVLELOLWp HVW G¶LQLWLDOLVHU O¶DOJRULWKPH G¶pFKDQJH DYHF XQH VXLWH j IDLEOH
discrépance, au lieu de choisir une distribution aléatoire, afin de diminuer plus rapidement la 
GLVFUpSDQFH 3DU H[HPSOH VL O¶LQLWLDOLVDWLRQ HVW IDLWH j SDUWLU G¶XQH VXLWH GH +DOWRQ LO HVW
SRVVLEOHGHGLYLVHUSDUODGLVFUpSDQFHHQPRLWLpPRLQVG¶LWpUDWLRQV 
 
5HJDUGRQV FH TX¶LO HQ HVW PDLQWHQDQW HQ JUDQGH GLPHQVLRQ HW SOXV SDUWLFXOLqUHPHQW DX
UHJDUG GHV SURMHFWLRQV /¶H[HPSOH FL-dessous montre les SURMHFWLRQV G¶XQ SODQ j IDLEOH
GLVFUpSDQFHHWG¶XQHVXLWHGH+DOWRQVXUOHVIDFWHXUV฀ ฀7 8,X X . 



























Discrépance centrée 2L  = 0.12 Discrépance centrée 2L  = 0.15 




A titre de comparaison, la discrépance centrée 2L  G¶XQH GLVWULEXWLRQ DOpDWRLUH HVW HQ
moyenne (sur 1000 plans à 80 points en dimension 8) égale à 0.22. Nous avons donc 
O¶DVVXUDQFHLFLG¶REWHQLUGHVGLVWULEXWLRQVGHPHLOOHXUHTXDOLWpTX¶XQSODQDOpDWRLUH 
Le caractère stochastique de ces plans est le défaut de leur qualité. En effet, ces plans 
SHUPHWWHQWG¶pYLWHUOHVpYHQWXHOVSUREOqPHVQXPpULTXHVTXHO¶RQSHXWDYRLUDYHFGHVSODQVj
structure régulière. Cependant, générer un plan en très grande dimension (par exemple en 
dimension 60) devient vite inenvisageable à cause du temps de calcul.  
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2.2. Critères de distance et plans optimaux 
 
/¶REMHFWLIGHVFULWqUHVEDVpV VXU ODGLVWDQFHHQWUH OHVSRLQWVHVWGH quantifier la proximité 
entre une distribution de points donnée et FHOOHG¶XQHJUille régulière. Nous avons choisi de 
GLVFXWHUXQLTXHPHQWGHVFULWqUHVG¶XQLIRUPLWples plus courants basés sur la distance entre les 
points voisins. Pour des compléments VXUG¶pYHQWXHOOHVPHVXUHVG¶XQLIRUPLWpOHOHFWHXUSHXW
se référer à Gunzburger (2004). 
/¶LGpHLFLHVWGHJpQpUHUGHVSODQVGRQWOHVSRLQWVVRQWSURFKHVG¶XQHJULOOHUpJXOLqUHPDLV
SDVH[DFWHPHQWFHX[G¶XQHJULOOHjFDXVHGHVPDXYDLVDOLJQHPHQWVTXHFHODSHXWHQJHQGUHU
On rappelle que nous recherchons des plans avec des distributions quasi-SpULRGLTXHVF¶HVW-à-
dire qui sont un bon compromis entre une grille régulière et une bonne uniformité (dictée par 
exemple avec le critère de discrépance). 




i k i k
j j
j
dist x x x x฀
฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀ ฀ . 
 
2.2.1. Mesure de recouvrement 
 
Définition 
Soit ฀ ฀1, ..., [0,1]n dX x x฀  ฀  une suite de n  points en d dimensions. 






฀ ฀ ฀ ฀฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀ ฀  
avec ฀ ฀min ,i ki
k i
dist x x฀ ฀฀ désignant la distance minimale entre le point ix  et les autres 





฀  ฀ ฀฀ ฀  la moyenne des i฀. 
 
Si les points sont sur une grille régulière, on a 1 n฀ ฀ ฀฀ ฀ ฀ et donc 0฀฀ . 
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Ainsi, plus ฀ HVWIDLEOHHWSOXVOHVSRLQWVVRQWSURFKHVGHFHX[G¶XQHJULOOHUpJXOLqUH Cette 
expression fait apparaître explicitement le coeffiFLHQWGHYDULDWLRQGH O¶pFKDQWLOORQGHV i฀, à 
savoir le UDSSRUWGHO¶pFDUW-type avec la moyenne. 
 
2.2.2. Le rapport de distances 
 
Définition 
Soit ฀ ฀1, ..., [0,1]n dX x x฀  ฀  une distribution de n  points en d dimensions. 











avec ฀ ฀min ,i ki
k i
dist x x฀ ฀฀ . 
 
Dans le cas où les points sont sur une grille régulière, on a 1 n฀  ฀ ฀  ฀  et donc 1R ฀ . 
Ainsi, plus R HVWSURFKHGHHWSOXVOHVSRLQWVVRQWSURFKHVGHFHX[G¶XQHJULOOHUpJXOLqUH 
 
2.2.3. Distances Maximin et Minimax 
 
Johnson et al. (1990) ont introduit les distances maximin et minimax afin de construire des 
SODQVUpSRQGDQWjODTXHVWLRQGHUHPSOLVVDJHGHO¶HVSDFH 
Définition (Chen, 2003) 
On définit les critères suivants au sens de la distance euclidienne 
MinDist = ฀ ฀min min ,
i k
i k
x X x X
k i
dist x x฀  ฀ ฀
 






AvgDist dist x x
n ฀฀ ฀
฀ ฀  
où ฀ ฀1, ..., n฀X x x  est le pODQG¶H[SpULHQFHVj n  points en d dimensions. 
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Maximiser le critère MinDist revient à considérer le critère de distance maximin. Si la 
valeur de MinDist HVW JUDQGH DORUV LO Q¶\ D DXFXQ SRLQW TXL VRLW SURFKH DX VHQV GH FHWWH
grandeur. Ainsi, plus les critères MinDist et AvgDist seront grands et plus cela traduira une 
distribution uniforme.  
Définition 




MaxDist D dist x x฀฀ XX  





EDist D dist x x dx฀฀ XX  
où D est un ensemble de points du domaine expérimental et ฀ ฀1, ..., n฀X x x  le plan 
G¶H[SpULHQFHVj n  points en dimension d. 
 
Remarque. /¶HQVHPEOHD considéré dans la définition est généralement ฀ ฀0,1 dD ฀ . Ansi, le 
VXSUHPXPHWO¶LQWpJUDOHFL-avant sont définies sur des ensembles infinis de points. Cependant, 
afin de calculer ces 2 expressions simplement, nous considérons un échantillonnage fini de 
points dans D, à savoir un plan factoriel ou un échantillonnage de ce type.  
Minimiser le critère MaxDist revient à considérer le critère de distance minimax. Le 
principe du critère minimax est de mesurer la distance maximale entre un point du domaine 
expérimental Q¶DSSDUWHQDQWSDVDXSODQ, qui varie, et les points du SODQG¶H[SpULHQFHV$ILQGH
calculer les critères, on prend généralement pour les points de D une grille régulière. Aussi, en 
JUDQGH GLPHQVLRQ LO Q¶HVt plus envisageable de considérer ce critère sans prendre pour 
O¶HQVHPEOHD un plan aléatoire. 





Considérons à présent la valeur des critères basés sur les mesures de distance pour les 
GLIIpUHQWVSODQVGHO¶H[HPSOHSUpFpGHQWvoir Tableau 4 et Figure 33) 
 
 
 Aléatoire Halton Factoriel 
n Ȝ R MinDist MaxDist Ȝ R MinDist MaxDist Ȝ R MinDist MaxDist 
16 0.5 7.56 0.049 0.43 0.17 1.81 0.16 0.35 3.10-8 1 0.33 0.23 
25 0.43 4.03 0.049 0.32 0.17 1.80 0.12 0.27 0 1 0.25 0.17 
36 0.68 19.8 0.012 0.29 0.19 2.06 0.097 0.18 3.10-8 1 0.2 0.14 
49 0.58 11.14 0.016 0.19 0.22 2.81 0.053 0.17 2.10-6 1 0.17 0.11 
 
Tableau 5. Valeurs des critères de distance pour les 3 types de plans suivants : aléatoires, suite de Halton, 
plan factoriel où n=16, 25, 36 et 49 
 
/¶HQVHPEOHD considéré pour calculer le critère MaxDist est un plan factoriel à 30 niveaux ; 
ce qui donne dans ce cas une bonne interprétabilité à ce critère. $QRWHUTXHO¶HQVHPEOHD doit 
être formé de bHDXFRXSSOXVGHSRLQWVTXHO¶HQVHPEOHGHSRLQWVWHVWpSRXUUHQGUHFRPSWHGX
positionnement des points et que ces points ne peuvent pas être simplement choisis de 
manière aléatoire. &HTXLV¶DYqUHWUqVGLIILFLOHjDVVXUHUHQJUDQGHGLPHQVLRQ. &¶HVWXQHGHV
principales raisons qui explique que dans la suite ce critère ne sera pas étudié. 
Les résultats du tableau ci-dessus sont bien ceux attendus, à savoir que les plans factoriels 
ressortent comme étant de meilleure qualité au regard de ces critères. 
Conclusions. Il est nécessaire de considérer les deux catégories de critères íGLVFUpSDQFHHW
GLVWDQFH í SRXU GpWHUPLQHU VL OD GLVWULEXWLRQ G¶XQ SODQ UHPSOLW ELHQ O¶HVSDFH RX QRQ
Cependant, ce sont surtout des critères de comparaison et non de qualification de plaQV&¶HVW
pourquoi, nous introduisons dans le Chapitre 6 un critère permettant de qualifier un plan. Le 
Chapitre 5 TXDQW j OXL SUpVHQWHUD XQ RXWLO GH YLVXDOLVDWLRQ GH O¶XQLIRUPLWp GHV SODQV





En GpILQLVVDQW XQH PpWULTXH VXU OHV HQVHPEOHV GH SRLQWV LO HVW SRVVLEOH G¶XWLOLVHU OHV
GLVWDQFHVSRXUFDOFXOHUXQFULWqUHGHUHPSOLVVDJHGH O¶HVSDFH permettant de choisir un sous-
ensemble de points.  
Dans cette partie, nous présentons deux algoriWKPHV/¶XQG¶pFKDQJHTXLHVWEDVp VXU OH
FULWqUH PLQLPD[ HW O¶DXWUH EDVp VXU XQ SURFHVVXV GH PRUW &H GHUQLHU FRPSDUDWLYHPHQW DX
premier, reste peu cité dans la littérature et semble pourtant être plus robuste au niveau du 
UHPSOLVVDJHGHO¶HVSDFHHQJUDQGHGLPHQVLRQ 
Le principe de base de ces algorithmes consiste à déterminer un sous-ensemble de points, à 




2.2.5.1.  Plans minimax 
 
Johnson et al. (1990) ont établi non seulement le critère minimax vu ci-avant mais aussi les 
plans construits sur ce critère. Ces plans sont étudiés ici car leur principe de construction est 
par nature moins simple que celui des plans maximin non discutés dans ce mémoire. Ces 
plans sont aussi référencés dans le logiciel R sous le nom de « cover designs » en tant que 
Space-Filling Designs. 
Dans ce type de procédé, lHVSRLQWVGHO¶HQVHPEOHFDQGLGDWQHVHUYHQWSDVVHXOHPHQWSRXU
les points du plan mais permettent aussi de déterminer le critèrHGHUHPSOLVVDJHGH O¶HVSDFH
DILQ G¶pYDOXHU OD TXDOLWp GX SODQ /H FULWqUH XWLOLVp LFL FKHUFKH j PLQLPLVHU OD GLVWDQFH
PD[LPDOHHQWUHOHVSRLQWVGHO¶HQVHPEOHFDQGLGDWHWOHVSRLQWVGXSODQF¶HVW-à-dire celui défini 
ci-avant comme étant le critère minimax. A ce titre, le type de plan obtenu par cet algorithme 
peut être classé dans la série des plans minimax (critère MaxDist). 
$ILQGH WURXYHU OHSODQRSWLPDODXVHQVGHFHFULWqUH O¶DOJRULWKPHXWLOLVHXQHGLVWULEXWLRQ
initiale aléatoire et fait diminuer le critère jO¶DLGHG¶XQVLPSOHDOJRULWKPHG¶pFKDQJHGXPrPH
type que celui utilisé pour construire les plans à faible discrépance. Cependant, ici, les 
échanges se font entre les points du plan et un ensemble de points candidats fini qui sert à 
calculer le crLWqUHTXHO¶RQFKHUFKHjRSWLPLVHU 
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 /¶XWLOLVDWLRQ GHV DOJRULWKPHV G¶pFKDQJH Q¶HVW SDV UpFHQWH : Kennard et Stone (1969), 
Fedorov (1972) et Mitchell (1974) proposaient déjà de ce type G¶DOJRULWKPHVpour générer des 
plans uniformes. 











































































/HSULQFLSHGHO¶DOJRULWKPHHVWVLPSOH : pour un point donné du plan, on remplace ce point 
DYHFXQGHO¶HQVHPEOHFDQGLGDW et on examine si cet échange SHUPHWG¶DPpOLRUHUOHFULWqUe. Si 
O¶DPpOLRUDWLRQHVWDYpUpHOHQRXYHDXSRLQWHVWDGRSWpGDQVOHSODQHWO¶DQFLHQSRLQWHVWDMRXWp
à O¶HQVHPEOH des FDQGLGDWV &H SURFHVVXV FRQWLQXH MXVTX¶j FH TX¶LO Q¶\ DLW SOXV G¶pFKDQJH
SRVVLEOHRXTXHOHQRPEUHG¶LWpUDWLRQVSUpDODEOHPHQWIL[pVRLWatteint. Ainsi la convergence de 
O¶DOJRULWKPHHVW DVVXUpHPDLV DXFXQH JDUDQWLHQ¶HVW GRQQpHG¶DYRLU JpQpUp le meilleur plan 
possible.  
 Royle et Nychka (1998) proposent un calcul efficace du critère de distance lorsque deux 
points du plan sont échangés ; qui est aussi un des plus grand sXFFqVGHO¶DSSURFKH)HGRURY 
Extensions. Une première extension consiste à fixer des points du plan, F¶HVW-à-dire des points 
qui ne peuvent être échangés (voir Figure 37). Ceci est nécessaire dans une approche 
séquentielle i.e. VL O¶RQ YHXW DFFXPXOHU XQH VXLWH GH SODQV HQ DXJPHQWDQW OD WDLOOH et en 
conservant les points déjà générés.  
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premier plan minimax à 15 points (croix) 
 
Une autre extension considère des métriques différentes de la distance euclidienne 
généralement utilisée. 3RXU WHUPLQHU O¶DOJRULWKPH peut considérer uniquement les échanges 
entre les points candidats et les plus proches voisins, ce qui permet de diminuer les temps de 




1RXV Q¶DYRQV SDV souhaité discuter ici des plans maximin car ils restent très simples à 
générer (pJDOHPHQW j O¶DLGH G¶XQ DOJRULWKPH G¶échange). Cependant, ils paraissent être de 
meilleure qualité que les plans minimax et équivalents aux plans à entropie maximale 
présentés dans la section 2.3.7.  
 
2.2.5.2.  Algorithme de Wooton Sergent et Phan-Tan-Luu 
 
/¶DOJRULWKPH GH :63 6HUJHQW  6HUJHQW et al.  UHSRVH VXU O¶DOJRULWKPH GH
Kennard et Stone (1969) et Wooton (1975).  
Il se déroule de la manière suivante. Dans un premier temps, on choisit le point de la 
distribution inLWLDOH OH SOXV SURFKH GX FHQWUH GH O¶K\SHUFXEH XQLWp FKRL[ DUELWUDLUH GH
O¶DOJRULWKPH (QVXLWH RQ pOLPLQH OHV SRLQWV DXWUHs que le centre, compris dans la sphère 
G¶pOLPLQDWLRQGHUD\RQDmin IL[pjO¶LQLWLDOLVDWLRQGHO¶DOJRULWKPH On réitère ce procédé en 
considérant XQHQRXYHOOHVSKqUHG¶pOLPLQDWLRQFHQWUpHDXSRLQWOHSOXVSURFKHGXFHQWUHGHOD
VSKqUHGHO¶LWpUDWLRQSUpFpGHQWH 
Une fois tous les points de la distribution initiale parcourus (éliminés ou conservés), le 
processus est terminé. On obtient alors une distribution de n  points répartis uniformément 
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GDQVO¶K\SHUFXEHR n  est inférieur ou égal au nombre de points de la distribution initiale. Il 
est évident que plus la distance Dmin est faible et plus le plan compte de points.  
(Q UpVXPp O¶DOJRULWKPH GH :63 DVVXUH TXH OHV SRLQWV GH O¶HVSDFH VRQW FKRLVLV GH WHOOH
IDoRQ TX¶LOV VRQW j OD IRLV DX PRLQV j XQH GLVWDQFH PLQLPDOH Dmin) de chaque point déjà 
inclus dans le plan et également, aussi près qXHSRVVLEOHGXFHQWUHGHO¶K\SHUFXEHXQLWp 
Une extension possible est de rechercher toutes les solutions en faisant varier la distance 
minimale et de choisir celle présentant un bon compromis entre la qualité du critère et le 
nombre de points. Le critère généralement utilisé est le rapport entre la distance minimale et 
la distance maximale des plus proches voisins. 
/¶LQFRQYpQLHQWSULQFLSDOGHFHWDOJRULWKPHHVW ODGLIILFXOWpjREWHQLUXQQRPEUHGHSRLQWV
VRXKDLWp HW GH IL[HU OD GLVWDQFH PLQLPDOH SRXU V¶HQ approcher. De plus, les défauts de la 
distribution initiale persisteront dans le plan final. Il est clair que si le plan initial a des zones 
GH YLGH OH SODQ QH SRXUUD DYRLU G¶H[SpULHQFHV GDQV FHWWH ]RQH 3RXU DPRLQGULU FHV
phénomènes, il est préférable de considérer un plan initial avec un grand nombre de points ou 
de points déjà bien répartis. 
 
Figure 38. A gauche, un plan initial (aléatoire) de 50 SRLQWVDYHFODSUHPLqUHERXOHG¶pOLPLQDWLRQ. Au 
centre, le plan à 28 points obtenu DYHFODERXOHG¶pOLPLQDWLRQ de la figure de gauche. A droite, le plan à 8 
points obtenu avec une ERXOHG¶pOLPLQDWLRQ de rayon supérieur 
 
Il est également possible de choisir une suite à faible discrépance comme plan initial. Le 
plan ainsi obtenu a généralement une discrépance plus faible que lorsque le plan initial est 
DOpDWRLUH/¶H[HPSOHVXLYDQWFigure 39PRQWUHTX¶HQFKRLVLVVDQWXQHVXLWHGH+alton comme 
distribution initiale, on obtient une discrépance plus faible pour le plan final que pour une 
suite de Halton de mêmes paramètres. Ainsi, le plan de gauche de la Figure 39 est de 
meilleure qualité par rapport à la suite de Halton (à droite) que ce soit au point de vue de la 
discrépance ou même GXFULWqUHGHGLVWDQFHDVVRFLpjO¶DOJRULWKPH:63. 
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Discrépance (norme L฀) = 0.208 Discrépance (norme L฀) = 0.250 
R = 1.68 R = 3.22 
 
Figure 39$JDXFKHXQSODQGHSRLQWVREWHQXjSDUWLUG¶XQHVXLWHGH+DOWRQjSRLQWV$GURLWHXQH





2.3. &ULWqUHG¶HQWURSLH et plans à entropie maximale 
 
Ce critère est différent de ceux présentés précédemment dans le sens où il ne permet pas à 
SURSUHPHQWSDUOHUG¶pWXGLHUO¶XQLIRUPLWpHW/ou OHUHPSOLVVDJHGHO¶HVSDFHG¶XQSODQHQSKDVH
exploratoire. En effet, OH FDOFXO GH O¶HQWURSLH Q¶HVW ELHQ VRXYHQW HQYLVDJHDEOH TXH VL la 
distribution sous-jacente est connue ; hypothèse que nous ne possédons généralement pas en 
phase exploratoire. 
Le souhait de définir ODQRWLRQG¶HQWUopie, ici, est motivé par ODSUpVHQWDWLRQG¶XQHPpWKRGH
de plans optimaux au sens de ce critère dans la section 2.3.7(QHIIHWPrPHVLOHFULWqUHQ¶HVW
pas intrinsèque, les plans générés présentent de bonnes propriétés au regard du remplissage de 
O¶HVSDFH. De plus, ce critère permet de prendre en compte le caractère anisotrope des variables 






au milieu du èmeXIX  siècle par Clausius pour compléter le principe de conservation de 
O¶pQHUJLH%ROW]PDQQDpWpOHSUHPLHUj formaliser de manière SUREDELOLVWH O¶HQWURSLHTXLIXW
XWLOLVpHSDU6KDQQRQHQGDQVOHFRQWH[WHGHODWKpRULHGHO¶LQIRUPDWLRQ&HOXi-là même a 
GpILQLGDQVXQFDGUHSUREDELOLVWHXQHQRWLRQG¶HQWURSLHTXLDGHVLQWHUSUpWDWLRQVGLYHUVHVHQ
informatique, en thermodynamique et en probabilités, pourtant toutes liées par des intuitions 
communes. Shewry et Wynn (1987) O¶ont décrit comme étant « ODTXDQWLWpG¶LQIRUPDWLRQGDQV
une expérience ». 3OXV JpQpUDOHPHQW O¶HQWURSLH PHVXUH OD TXDQWLWp G¶LQIRUPDWLRQ FRQWHQXH
dans une distribution. Voilà dans le cadre probabiliste, la définition qui a été retenue. 
 
Définition 
/¶HQWURSLH G¶XQH YDULDEOH Dléatoire continue X  à densité de probabilité f  est définie 
par : ฀ ฀ ฀ ฀( ) log( ( )) log ( )XxH X f x f x dx E f X฀ ฀ ฀ ฀฀x R  
avec la convention 0 ln(0) = 0 . 
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Pour une étude mathématique simplifiée, on choisit le logarithme npSpULHQ FHFL Q¶D\DQW
aucune influence sur les résultats éQRQFpVFDUO¶HQWURSLHHVWDORUVWUDQVODWpHG¶XQHFRQVWDQWH 
3DU DLOOHXUV O¶HQWURSLH G¶XQ vecteur aléatoire ฀ ฀1,..., dX X X฀  à valeurs dans IRd  et de 
même densité f  se définit de façon analogue à la dimension un : 
฀ ฀ ฀ ฀
IR
( ) ln ( ) ( )
dx
H X f x f x d x฀฀ ฀ ฀  
où f  est la densité de probabilité et ฀ la mesure de Lebesgue. 




(QWURSLHHWTXDQWLWpG¶LQIRUPDWLRQ6KDQQRQGpFULW O¶HQWURSLHFomme une quantité 
G¶LQIRUPDWLRQ$ILQGHFRPSUHQGUHFHWWHQRWLRQQRXVDOORQVFRQVLGpUHUXQHYDULDEOHDOpDWRLUH
discrète X  dont la distribution est donnée par ฀ ฀i iP X x p฀  ฀  /¶HQWURSLH GH X  est alors 







H X p p฀ ฀   
'¶XQH SDUW RQ UHPDUTXH TXH VL WRXWHV OHV YDOHXUV GH X  sont distribuées de manière 
régulière (F¶HVW-à-dire où 1 2 1np p p n฀ ฀ ฀ ฀), alors X  est la plus imprévisible possible 
et ฀ ฀ln( )H X n  atteint sa valeur maximale. Cette propriété est connue comme le principe 
G¶HQWURSLHPD[LPDOH6LDXFRQWUDLUH X  prend une seule valeur avec la probabilité 1 alors X  
HVWFRPSOqWHPHQWSUpYLVLEOHHWO¶HQWURSLHDVVRFLpHVHUDPLQLPDOHDYHF ฀ ฀0H X  . 
'¶DXWUHSDUWRQQRWHTXHO¶HQWURSLHGRLWDXJPHQWHUDYHFOHQRPEUHG¶pWDWVSRVVLEOHVFHTXL
signifie que plus il y a de choix et plus l¶LQFHUWLWXGHHVWJUDQGH 
&HW H[HPSOH PRQWUH TXH OD TXDQWLWp G¶LQIRUPDWLRQ GLVSRQLEOH VXU OD GLVWULEXWLRQ SHXW VH
mesurer par I H฀  ฀ . Shannon (1948) montre TXHFHWWHTXDQWLWpG¶LQIRUPDWLRQ I  apportée par 
un paramètre ฀ HVWODVHXOHIRQFWLRQD\DQWODSURSULpWpG¶DGGLWLYLWpjXQHFRQVWDQWHSUqVHWOD
propriété de continuité. 
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*DLQG¶XQHH[SpULHQFH. Lindley (1956) XWLOLVHODQRWLRQGHTXDQWLWpG¶LQIRUPDWLRQDXVHQVGH
Shannon afin de mesurHUO¶LQIRUPDWLRQDSSRUWpHSDUXQHH[SpULHQFH1RWRQVe une expérience 
G¶XQ V\VWqPH DOpDWRLUH X  de densité ฀ ฀p x ฀  et ฀ un paramètre. Généralement ฀ est le 
paramètre du modèle statistique que nous souhaitons estimer. Selon le modèle choisi, ฀ est 
défini différemment. Par exemple, en régression, ฀ peut être le vecteur des paramètres de la 
régression ; alors que si on considère un processus gaussien, ฀ correspond au vecteur des 
différents paramètres (espérance, variance, corrélations).  
Si la distribution a priori de ฀ est notée ฀ ฀฀   et si x est la donnée obtenue après 
O¶H[SpULHQFHe alors la densité a posteriori de ฀ est proportionnelle à ฀ ฀ ฀ ฀฀ ฀x p x฀ ฀  ฀ ฀ . 
/¶LQIRUPDWLRQJOREDOHVXU฀, avant e est ฀ ฀ ฀ ฀ ฀ ฀ ฀logI d฀ ฀ ฀ ฀ ฀ ฀฀  
et après e, ฀ ฀ ฀ ฀ ฀ ฀฀ ฀logI x x x d฀  ฀ ฀  ฀฀ . 
/¶DFFURLVVHPHQWG¶LQIRUPDWLRQHVWGRQFGRQQpSDU ฀ ฀ ฀ ฀I x I฀  ฀  . 
/HJDLQG¶LQIRUPDWLRQHVWGpILQLHQWHQDQWFRPSWHGHODORLFRQMRLQWHGH X  et de ฀, 
฀ ฀ ฀ ฀ ฀ ฀฀ ฀( ) logx xg e E I x I E E฀ ฀  ฀ ฀  ฀ ฀  ฀  ฀ ฀  ฀ ฀ ฀ ฀ ฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀ . 
 
0D[LPLVDWLRQ GH O¶HQWURSLH Avec la définition ci-GHVVXV O¶LGpH HVW GH VpOHFWLRQQHU XQH
expérience e dans un ensemble E qui maximise le gain. Shewry et Wynn (1987) soulignent 
plusieurs problèmes liés à cette stratégie et notammenWVXUODGpILQLWLRQGHO¶HQVHPEOHE. Ils 
proposent de considérer E FRPPH XQ HQVHPEOH ILQL G¶H[SpULHQFHV SRVVLEOHV HW pWDEOLVVHQW
DLQVLOHOLHQHQWUHJDLQHWO¶HQWURSLH 
Considérons le domaine expérimental E comme discret et composé de N  points auxquels 
on associe une réponse , 1, ...,iY i N฀ . Partitionnons le domaine expérimental en deux 
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ensembles, D  OH SODQ G¶H[SpULHQFHV HW D  les points restants. Alors, la décomposition 
FODVVLTXHGHO¶HQWURSLHV¶pFULW ฀ ฀ ฀ ฀ ฀ ฀
DE D Y DD
H Y H Y E H Y Y฀  ฀  ฀  ฀ . 
/¶HVSpUDQFHGDQVOHPHPEUHGHGURLWHFRUUHVSRQGj ( )g e฀  dans le cas où DY  joue le rôle 
de ฀ et e  au plan D . On cherche donc à minimiser ฀ ฀ ฀ ฀E DH Y H Y /¶HQWURSLHWRWDOe du 
système, ฀ ฀EH Y pWDQWIL[HFHODUHYLHQWjPD[LPLVHUO¶HQWURSLHDX[SRLQWVGXSODQ ฀ ฀DH Y . 
Construire un plan à entropie maximale a donc pour but de maximiser la quantité 
G¶LQIRUPDWLRQDSSRUWpHSDUOHVH[SpULPHQWDWLRQVUHODWLYHPHQWjXQSDUDPqWUH฀. On trouve au 
sujet des plans à entropie maximale de nombreuses discussions, nous retiendrons 
principalement celles de Koelher et Owen (1996) et Santner et al. (2003). Le critère 
G¶HQWURSLH D pWp SDU OD VXLWH DSSOLTXp DX[ SODQV G¶H[SpULHQFHV SRXU O¶DSSUR[LPDWLRQ G¶XQ
modèle numérique complexe déterministe par Mitchell et Scott (1987) puis aussi par Currin et 
al. (1991) et dernièrement par Sebastiani et Wynn (2000). La section suivante propose une 
PpWKRGH VLPSOH EDVpH VXU XQ DOJRULWKPH G¶pFKDQJHV SRXU JpQpUHU GHV SODQV j HQWURSLH
PD[LPDOHRO¶RQSUpVXSSRVHXQPRGqOHVRXV-jacent. 
 
Remarque. /¶approche combine une information a priori et des données expérimentales avec 
un modèle sous-jacent pour produire une distribution a posteriori. Elle nous place donc 
entièrement dans le contexte bayésien. 2Q SRXUUD VH UpIpUHU j O¶DUWLFOH GH Chaloner et 
Verdinelli (1995) pour un état des lieux complet concernant les plans bayésiens (Walter et 
Pronzato, 1997).  
 
2.3.7. Plans à entropie maximale 
 
/D GpILQLWLRQ JpQpUDOH GHV SODQV j HQWURSLH PD[LPDOH QpFHVVLWH G¶DYRLU OD UpSRQVH DX[
SRLQWVGXSODQG¶H[Spriences. Ce qui ne fait pas a priori GHO¶HQWURSLHXQFULWqUHLQWULQVqTXH 




matrice de corrélation spatiale. DDQV OH FDV SDUWLFXOLHU G¶XQ SURFHVVXV JDXVVLHQ centré f , 
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Shewry et Wynn (1987) démontrent9 que ( )XH Y  dépend simplement de ฀ ฀฀ ฀ln det ( )C X  où 
( )C X  dénote la matrice de covariance. Ainsi, générer un plan à entropie maximale revient à, 
VRXVO¶K\SRWKqVHGHVWDWLRQQDULWpmaximiser le déterminant de la matrice de corrélation. 
Remarque. 6LOHPRGqOHHVWOLQpDLUHDORUVOHGpWHUPLQDQWV¶H[SULPHHQIRQFWLRQGHODPDWULFH
GX SODQ $XVVL OH SODQ REWHQX j O¶DLGH G¶XQH PpWKRGH FODVVLTXH WHOle TX¶XQ DOJRULWKPH
G¶pFKDQJHHVWGDQVFHFDV'-optimal. 
Cette équivalence existe uniquement si les réponses aux points suivent une loi normale 
multidimensionnelle, mais sans aucune condition sur la structure de covariance.  
Soit ฀ ฀1, ..., tnX X X฀  un vecteur de variables aléatoires, la matrice de variance ± 
covariance de X  V¶pFULW : 













฀  ฀ ฀  ฀ ฀  ฀ ฀฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀ 
 
où i฀ HVWO¶pFDUW-type de iX  et ฀ ฀cov ,i j i j ijX X ฀ ฀ ฀  est la covariance de iX  et jX . 










฀  ฀ ฀  ฀ ฀ ฀  ฀ ฀  ฀ ฀  ฀ . 
 
Définissons à présent une matrice de corrélation spatiale ฀ ฀ijC ฀฀  avec : 
 









฀฀  ฀ ฀
฀ ฀฀฀ ฀  ฀ ฀฀ ฀  ฀ ฀
                                              (1) 
 
On reconnaît en ȖK le variogramme où ijh  est la distance entre les points i et j et a la 
portée dudit variogramme (voir section 2.3.3. et annexe A).  
                                                 
9 Cette démonstration a été excellemment reprise dans Koelher et Owen(1996). 
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On peut alors calculer pour ฀ ฀1, ..., tnX ฀x x , vecteur de points dans un espace à d 














où ij฀ est une fonction de la distance entre les points i et j, calculée selon un modèle de 
FRUUpODWLRQVSDWLDOHTXHO¶RQDWWULEXHa priori jO¶HVSDFHpWXGLpvoir (1) ci-dessus). 
Le déterminant de )(XC  est maximum pour ij฀ F¶HVW-à-dire lorsque les points pris deux 
à deux sont pORLJQpVO¶XQGHO¶DXWUHG¶XQHGLVWDQFHVXSpULHXUHjODSRUWpHa de la fonction de 
corrélation spatiale.  
On cherche donc à maximiser le déterminant de ( )C X  SDU XQ DOJRULWKPH G¶pFKDQJH GX
type de Fedorov ou de Mitchell comme ci-après : 
Algorithme 2. Algorithme pour générer un plan à entropie maximale. 
 
Initialisation : choisir un vecteur de n  points (0)X  au hasard et fixer un variogramme 
 
Calcul du déterminant de la matrice de corrélation spatiale associée : ฀ ฀(0)det ( )C X  
 
 POUR k = 1 à NMax 
 
  Choisir une expérience i  au hasard dans ฀ ฀1, ..., n  
  Simuler 
iz  uniformément dans ฀ ฀0, 1 d  
  Accepter de remplacer 
ix  par 
iz  si ฀ ฀ ฀ ฀( ) ( 1)det ( ) det ( )k kC X C X ฀  
 






2.3.8. Propriétés des plans à entropie maximale 
 
Choix du variogramme. &RPPH O¶LOOXVWUH ODFigure 44, nous avons vu précédemment que 
O¶pTXLYDOHQFH HQWUH OD PD[LPLVDWLRQ GH O¶HQWURSLH HW GX GpWHUPLQDQW GH OD PDWULFH GH
corrélation ne dépend pas de la fonction de corrélation choisie. On rappelle ci-après quelques-








































฀฀฀฀฀฀฀฀฀ ahh 3exp1)(฀  









































Modèle en puissance 
20)( ฀฀฀฀฀฀฀฀฀ ฀฀ ฀ avecahh  














Figure 435HSUpVHQWDWLRQG¶XQYDULRJUDPPHSXLVVDQFH ฀= 0.5) avec une portée égale à 2 
 
A noter que les portées théoriques (représentées en rouge) sont, excepté pour le 
variogramme sphérique, différentes des portées pratiques. 
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Figure 44. Un SODQjHQWURSLHPD[LPDOHjSRLQWVHQ'DYHFXQHSRUWpHGHREWHQXjO¶DLGHG¶XQe 
fonction de corrélation exponentielle (respectivement sphérique) à gauche (respectivement à droite) 
 
La figure ci-dessus conforte le fait que le choix du variogramme influe peu sur la 
distribution finale des points car nous cherchons par le procédé de construction à annuler son 
HIIHWHQGRQQDQWXQHSUpSRQGpUDQFHjODSRUWpHHWQRQDXFRPSRUWHPHQWjO¶RULJLQH 
Par la suite, nous considérons uniquement des plans générés avec un variogramme 
sphérique car dans la mesure où la portée théorique est la même que la portée réelle cela 
semble préférable QRWDPPHQWDXQLYHDXGXFRQWU{OHGHODFRQYHUJHQFHGHO¶DOJRULWKPH En 
réalité, ce sont ELHQOHVSDUDPqWUHVGHFRUUpODWLRQF¶HVW-à-dire les portées qui vont influer sur le 
résultat obtenu (voir Figure 45) et non le choix de la fonction de corrélation.  



























Figure 45. A gauche, un plan à entropie maximale à 20 points en 2D obtenu avec une portée de 0.1. A 
droite, un plan à entropie maximale à 20 points en 2D obtenu avec une portée de 0.9 
 
Pratiquement, la portée sera choisie assez grande UHODWLYHPHQWj ODGLPHQVLRQGH O¶HVSDFH
afin G¶RSWLPLVHUDXPieux le remplissage de ce dernier. La racine de la dimension semble être 
une bonne alternative. 
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Figure 46. A gauche, un plan initial, aléatoire, à 20 points en 2D. A droite, un plan à 20 points en 2D 
construit eQPD[LPLVDQWO¶HQWURSLH 
 
Space-Filling Designs. /¶LQWHUSUpWDWLRQGH ODPD[LPLVDWLRQGXGpWHUPLQDQWGH ODPDWULFHGH
covariance a été donnée par Johnson et al. (1990). Ils ont montré que, si la corrélation entre 
OHVSRLQWVHVWH[WUrPHPHQWIDLEOHHWTXHF¶HVt une fonction décroissante de la distance entre les 
SRLQWVDORUVOHFULWqUHG¶HQWURSLHPD[LPLVHODGLVWDQFHPLQLPDOHGHVSRLQWVGXSODQHWIDYRULVH
ainsi les distributions avec peu de points proches au sens de cette grandeur. Aussi, ils 
affirment que ces plans ont tendance à imposer des points sur les bords du domaine. 
Anisotropie. A noter que l¶K\SRWKqVHG¶XQ modèle sous-jacent peut faire toute la richesse de 
cette méthode car elle permet ainsi de prendre en compte une information a priori comme par 
exemSOHO¶DQLVRWURSLHG¶XQSKpQRPqQH(voir Figure 47). Sur la figure ci-dessous, nous avons 
considéré GHVSRUWpHVGLUHFWLRQQHOOHVFKRLVLHVGHPDQLqUHjFHTX¶LO\Dit une portée plus faible 
pour le facteur 1X  que pour le facteur 2X . Ainsi, le plan obtenu a des points plus rapprochés 
dans la direction 1X  que dans la direction 2X . 














Figure 47. Un plan anisotrope où O¶RQFRQVLGqUHXQHSRUWpHGHGDQVODGLUHFWLRQGHVDEVFLVVHV 





CONSTRUCTION DE NOUVEAUX PLANS 
D¶EXPERIENCES 
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Cette partie est consacrée à des techniques innovantes en expérimentation numérique 
pendant la phase initiale. 
Le premier chapitre exploite les méthodes de Monte-Carlo par chaînes de Markov pour 
générer des plans de type Space-Filling. 
Le second chapitre présente des extensions : des plans hétérogènes basés sur une distance 















On commence par rappeler brièvement quelques unes des raisons de la non-performance 
des plans usuels : le nombre de simulations élevé, le non-UHPSOLVVDJH GH O¶HVSDFH RX ELHQ
encore les mauvaises propriétés en projection sur les sous-espaces. 
Les chapitres précédents ont fait ressortir que principalement les plans de WSP et à entropie 
PD[LPDOHSHUPHWWHQWGHELHQUHPSOLUO¶HVSDFe et ne possèdent pas de phénomènes particuliers 
G¶DOLJQHPHQWV HQSURMHFWLRQV2Q VH VRXYLHQW FHSHQGDQWTXH OHVSODQVGH:63XWLOLVDQW XQ
processus de mort, ne permettent pas de fixer au préalable le nombre de points souhaités. De 
plus, leur qualité au reJDUG GX UHPSOLVVDJH GH O¶HVSDFH HVW IRUWHPHQW OLpH DX FKRL[ GH la 
distribution initiale. Les plans à entropie maximale quant à eux présupposent un modèle sous-
MDFHQW HW QRXV SUpIpUHURQV QRXV DIIUDQFKLU G¶K\SRWKqVHV VXSSOpPHQWDLUHV PrPH VL FHOOHV-ci 
sont faibles, peuvent devenir des avantages dans certains cas, HW Q¶LQGXLVHQW SDV G¶HUUHXUV
Nous retiendrons essentiellemenW TXH FHV  W\SHV GH SODQV Q¶RIIUHQW pas la possibilité 
G¶LPSRVHUDX[SRLQWVG¶DYRLUXQHERQQHUpSDUWLWLRQHQSURMHFWLRQVXUOHVPDUJHVjO¶LPDJHGHV
hypercubes latins.  
3DUWDQWGXFRQVWDWTXHOHVPpWKRGHVXVXHOOHVGHFRQVWUXFWLRQGHSODQVG¶H[SpULHQFHVQHVRQW
pas adaptées et sont généralement basées sur des heuristiques et non sur des fondements 
théoriques, nous introduisons un nouveau type de Space-Filling Designs spécifié à partir du 
processus ponctuel de Strauss. Ces plans construits à partir de méthodes Monte-Carlo par 
chaînes de Markov (McMC) sont facilement modulables et peuvent ainsi répondre à divers 
objectifs. Signalons en particulier les bonnes propriétés de projection des expériences sur les 
 89 
axes factoriels. NRXV YHUURQV HQFRUH TX¶LO HVW SRVVLEOH GH JpQpUHU GHV SRLQWV GH PDQLqUH
KpWpURJqQHSUpIpUHQWLHOOHVLO¶RQGLVSRVHG¶LQIRUPDWLRQVa priori. 
La première partie de ce chapitre DUJXPHQWHUD O¶LQWURGXFWLRQ GHV PpWKRGHV 0F0& HQ
SODQLILFDWLRQ G¶H[SpULHQFHV QXPpULTXHV HW SUpVHQWHUD O¶DOJRULWKPH JpQpUDO GH 0HWURSROLV-
+DVWLQJV0+/DGHX[LqPHSDUWLHVHUDFRQVDFUpHDX[FKDvQHVGH0DUNRYDILQG¶pWXGLHU OD
FRQYHUJHQFH GH O¶DOJRULWKPH GH MH. Enfin, on présentera la nouvelle famille de plans en 
TXHVWLRQHQV¶DSSX\DQWVXUODPpWKRGRORJLH0F0&GpFULWHDXSDUDYDQW 
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3.1. Méthodes McMC 
 
On introduit dans ce chapitre des plans qui sont par nature aléatoires ou randomisés. Ils sont 
définis par une loi de probabilité sur le domaine cubique ฀ ฀ ฀ ฀0,1 0,1d d฀   :  
 ฀ ฀1( ) ( ) ; ,..., ndx k x dx x x x฀  ฀ ฀ ฀ ฀  (1) 
 
Le choix de la densité non normalisée ( )x฀  sera lié aux contraintes imposées aux plans 
G¶H[SpULHQFHV 1RXV YHUURQV XOWpULHXUHPHQW les raisons pour lesquelles on considère un 
processus de Strauss ou plus généralement un processus ponctuel de Gibbs. 
$FHVWDGHGLVRQVVLPSOHPHQWTX¶LOHVW LPSRVVLEOHHQSUDWLTXHGHVLPXOHUGLUHFWHPHQWGH
tels plans à cause de la relative complexité de la loi ( )dx฀ . En particulier, iO Q¶H[LVWH SDV
G¶H[SUHVVLRQDQDO\WLTXHVLPSOHGHODFRQVWDQWHGHQRUPDOLVDWLRQk intervenant dans la densité 
GX SURFHVVXV  &RPPH O¶HVSDFH HVW GH JUDQGH GLPHQVLRQ ฀ ฀n d฀  O¶HVWLPDtion de cette 
FRQVWDQWHQ¶HVWSDVHQYLVDJHDEOH 
/¶DOWHUQDWLYH FODVVLTXH HVW GH VLPXOHU XQH FKDvQH GH 0DUNRY GH ORL DV\PSWRWLTXH RX
stationnaire) (.)฀  0H\Q 7ZHHGLH  &¶HVW OH SULQFLSH GHV PpWKRGHV GLWHV de Monte-
Carlo par chaînes de Markov (McMC)/DVRXSOHVVHG¶XQHWHOOHDSSURFKHUpVLGHGDQVOHIDLW
TXHO¶RQDSSURFKHODORL฀ par itérations successives. Le choix du mécanisme de transition de 
la chaîne de Markov sous-MDFHQWH UHQG XQH WUDQVLWLRQ G¶pWDW à état facile à simuler. Les 
SURFHVVXVTXHO¶RQVRXKDLWHVLPXOHUQHVRQWFRQQXVTXHSDUOHXUGHQVLWpQRQQRUPDOLVpHDLQVL
la construction de la chaîne de Markov ne doit pas faire intervenir la constante de 
QRUPDOLVDWLRQ &¶HVW OH FDV GH O¶DOJRULWKPH GH 0etropolis-Hastings (MH, Metropolis et al. 
+DVWLQJVTXLFRQVLVWHjSURSRVHUjFKDTXHpWDSHGHVWUDQVLWLRQVGHO¶pWDWFRXUDQW
x  vers un état y  a priori quelconque. La transition proposée est ensuite acceptée ou non 




/¶DOJRULWKPHGH0+VHGpFULWGRQF en 2 étapes :   on fait unH SURSRVLWLRQ GH FKDQJHPHQW G¶pWDWV x y  selon une loi de probabilité 
( , )Q x dy  
 on accepte y  avec la probabilité ( , )a x y  VLQRQRQUHVWHGDQVO¶pWDW x . 
 
La donnée simultanée de Q  et a  FDUDFWpULVHHQWLqUHPHQWO¶DOJRULWKPHGH0+RXODFKDvQH
de Markov sous-jacente. En général, le choix de la loi Q  est un compromis entre facilité de 
VLPXODWLRQHWFDSDFLWpjELHQH[SORUHUO¶HVSDFHGHVFRQILJXUDWLRQV/HFKRL[GHODSUREDELOLWp
G¶DFFHSWDWLRQ a est plus limité  LO HVW GLFWp HVVHQWLHOOHPHQW SDU O¶REMHFWLI GH VLPXOHU
(asymptotiquement) une loi de probabilité ฀ GRQQpH&¶HVWOHFDVGXFKRL[XVXHOVXSSRVDQW
Q symétrique)  
( )





฀฀฀  ฀ ฀ ฀  ฀ ฀  ฀  
qui favorise les configurations les plus probables pour la loi ฀. On remarque que le calcul de 
la probabilité ( , )a x y ne fait pas intervenir la constante de normalisation k.  
 




O¶pTXLYDOHQW SUREDELOLVWH G¶XQH VXLWH GH SRLQWV JpQpUpV SDU LWpUDWLRQV VXFFHVVLYHV G¶XQH
fonction (.)f  déterministe : 





3.2. Chaînes de Markov 
 
On appellera chaîne de Markov toute suite ฀ ฀
0p p
X ฀ de variables aléatoires à valeurs dans 
un même espace E (désigné espace des états ou configurations) et obéissant à une dynamique 
de la forme : 
0X  de loi initiale ฀ quelconque ; ฀ ฀1 ,p p pX f X U฀฀  pour 0p ฀  
où les pU  sont des vecteurs aléatoires indépendants et identiquement distribués. La fonction 
f , qui est à valeurs dans EUHSUpVHQWHW\SLTXHPHQWXQHLWpUDWLRQRXERXFOHG¶XQDOJRULWKPH
de simulation McMC. La taille des vecteurs pU  HVWOHQRPEUHG¶DSSHOVjODIRQFWLRQ RAND  
dans cette boucle (cette taille peut être finie ou non).  
 
La traduction probabiliste de la dynamique ci-GHVVXV HVW TX¶j tout instant 0p ฀ , la loi 
conditionnelle de 1pX ฀ sachant 1 0, ,...,p pX X X฀  (présent + passé) est égale à la loi 
conditionnelle de 1pX ฀ sachant pX 'LWDXWUHPHQWSRXUSUpYRLUO¶pYROXWLRQIXWXUHGHODVXLWH
à un instant p , connaissant la dernière valeur pX , le passé 1 0,...,pX X฀  Q¶DSSRUWH DXFXQH
information supplémentaire&HODQHVLJQLILHSDVTXHO¶pYROXWLRQIXWXUHVRLWLQGpSHQGDQWHGX
SDVVpPDLVTX¶HOOHQ¶HQGpSHQGTX¶jWUDYHUVOHSUpVHQW pX : le fXWXUQHGpSHQGGXSDVVpTX¶j
WUDYHUVOHSUpVHQW2QUHFRQQDvWLFLSUpFLVpPHQWODGpILQLWLRQXVXHOOHG¶XQHFKDvQHGH0DUNRY
à partir de cette propriété dite de Markov (simple). 
 
/DTXHVWLRQFHQWUDOHTXLYDVHSRVHUHVWGHVDYRLUVLSDUWDQWG¶XQHORL LQLWLDOe ฀ arbitraire 
(celle de 0X ), la loi obtenue au bout de p  itérations (donc la loi de pX ) approche la loi 
stationnaire ฀ de la chaîne (à savoir OD ORLTXH O¶RQFKHUFKHj VLPXOHU3RXU DERUGHU FHWWH
question, on se placera dans un premier temps dans le cadre classique des chaînes de Markov 
jHVSDFHG¶pWDWVGLVFUHW&¶HVWO¶REMHWGXSDUDJUDSKHVXLYDQWTXLFRQVLGqUHXQFDVG¶pFROHGDQs 






fini ou dénombrable de valeurs. Cette section est consacrée à une présentation de ces chaînes 
élémentaires GDQV OHFDGUHGH ODSODQLILFDWLRQG¶H[SpULHQFHV(QHIIHWQRXVDOORQVPHWWUHHQ
°XYUH OD PpWKRGRORJLH 0F0& VXU XQ H[HPSOH VLPSOLILp GH SODQLILFDWLRQ G¶H[SpULHQFHV GH
manière à se familiariser avec les principaux concepts relatifs aux chaînes de Markov. 
 
3RXUFHODOHVSODQVG¶H[SpULHQFHVTXLQRXVLQWpUHVVHQWa priori sont composés seulement de 
2n ฀  expériences distribuéeVGDQVO¶LQWHUYDOOH฀ ฀0,1  (cas de la dimension 1d ฀). 
$LQVLXQSODQG¶H[SpULHQFHV x  est un couple de points ฀ ฀1 2,x x  dans ฀ ฀20,1 . L¶HVSDFH E  
est celui GHV pWDWV GH O¶DOJRULWKPH GH FRQVWUXFWLRQ LWpUDWLYH G¶un plan ou de la chaîne de 
Markov sous-jacente.  
Pour éliminer la difficulté essentiellement technique liée au fait que E HVWXQHVSDFHG¶pWDWV
FRQWLQX RQ YD HQFRUH UDGLFDOHPHQW OH VLPSOLILHU HQ OH UpGXLVDQW DX[  SODQV G¶H[SpULHQFHV




Avec la numérotation ci-dessus, on convient que ฀ ฀1, 2, 3, 4E ฀ , ce qui fait de E un espace 
discret fini. On confond tout état i de E avec le plan ฀ ฀1 2,x x  qui lui correspond.  












x1 = x2 
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Une représentation des éléments de E GDQVO¶HVSDFHHXFOLGLHQ>@2 GHVSODQVG¶H[SpULHQFHV












Figure 48. Représentation des éléments de E dans [0,1]2 
 
 
Soit maintenant ฀ ODGLVWULEXWLRQVXUO¶HVSDFH E  GHVSODQVG¶H[SpULHQFHVGpILQLHSDU  ฀ ฀ ฀ ฀1 2 3 4 11k฀ ฀ ฀ ฀ ฀  ฀฀  ฀  
avec i฀ OD SUREDELOLWp GH O¶pWDW i et où 0 1฀฀  ฀  est assimilé j XQ FRHIILFLHQW G¶LQWHUDFWLRQ
entre les 2 expériences. Enfin, 
1
2 (1 )
k ฀฀ ฀  ฀  est la constante de normalisation.฀
$LQVLRQGRQQHXQHSUREDELOLWpSOXVIRUWHDX[pWDWVHWF¶HVW-à-dire aux plans dont les 
points sont répartis au[H[WUpPLWpVGHO¶LQWHUYDOOH฀ ฀0,1  (aucune interaction) et plus faible aux 
SODQVTXLFRQVLVWHQWjUpSpWHUGHX[IRLVODPrPHH[SpULHQFHFDVG¶XQHLQWHUDFWLRQ2QYHUUD
au paragraphe 3.3.1 que cette loi esWO¶DQDORJXHHQGLVFUHWGHODORLGXSURFHVVXVSRQFWXHOGH













Pour simuler ฀, RQSURSRVHO¶DOJRULWKPHGH0HWURSROLV-Hastings suivant : 
 
Algorithme 3. Algorithme de Metropolis-Hastings 
 
Initialisation : Soit 2n ฀ . Choisir ฀ ฀1 2,x x x฀ , par exemple selon la loi uniforme 1 1 1 1
4 4 4 4
฀฀฀  ฀ ฀  ฀ ฀  ฀   
 
POUR N = 1 à NMC 
 
 POUR k = 1 à n 
 
  Choisir i  uniformément dans ฀ ฀1, 2  ( 1 ou 2i ฀  avec probabilité 1 2 ) 
  Simuler u  uniformément dans ฀ ฀0,1  ( 0 ou 1u ฀  avec probabilité 1 2 ) 
  Accepter le changement 






฀฀฀  ฀ ฀  ฀ ฀  ฀   
  où ฀ ฀2,y u x฀  si 1i ฀  et ฀ ฀1,y x u฀  si 2i ฀  
 
 Fin pour k 
 





Notons P  la matrice de transition correspondant à chaque itération élémentaire dans la 
boucle « Pour 1àk n฀ » et nK P฀  ODPDWULFH GH WUDQVLWLRQ FRUUHVSRQGDQW j O¶HQVHPEOH GX
balayage. Ainsi, la suite (0) (1) ( ), , , NMCx x x  des plans générés par cet algorithme est la 
UpDOLVDWLRQ G¶XQH FKDvQH GH 0DUNRY ฀ ฀
0p p
X ฀ de probabilité (ou noyau de transition) la 











P ฀ ฀ ฀
฀ ฀ ฀
฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀ ฀฀  ฀ ฀  ฀ ฀฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀  ฀ 
 
où ฀ ฀,P i j  V¶LQWHUSUqWHFRPPHODSUREDELOLWpSRXUSDVVHUGXSODQG¶H[SpULHQFHVi au plan j. 
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Donnons quelques exemples de calcul. 
(3,1)P , correspondant à la probabilité de passer GHO¶pWDW jO¶pWDW, est égale au produit 
des probabilités  
 - de choisir le point 1x  (parmi 2 possibles) GXSODQG¶H[SpULHQFHV à savoir 1i ฀  
 - de choisir la direction (parmi 2 possibles) SRXUVHUHWURXYHUGDQVO¶pWDW à savoir 0u ฀  
 - G¶DFFHSWHUO¶pWDW venant de O¶pWDW 
On a donc, 
1 1
(3,1) (choix du point) * (choix de la direction)* (probabilité d'accepter)
2 2
P ฀฀  
On a (3,1) (3,2)P P฀  par symétrie. /DWUDQVLWLRQGHO¶pWDWYHUVO¶pWDWpWDQWLPSRVVLEOHHQ
un seul mouvement (3,4) 0P ฀ . On en déduit ainsi que (3,3) 1
2
P
฀฀  ฀ . 
Une représentation classique des transitions de E dans E est la suivante :  
 
 
Figure 49. Représentation des transitions de E dans E 
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soit les valeurs explicites des probabilités de transition de la chaîne X  : ฀ ฀ ฀ ฀1, p pK i j P X j X i฀ ฀ ฀. 
 
3.2.1.1.  Réversibilité et mesure invariante 
 
Les transitions ฀-réversibles vont jouer un rôle important dans la construction des 
algorithmes de simulation. On dit que le mécanisme de transition P  sur E est ฀-réversible 
V¶LO vérifie la condition dite de réversibilité : ฀ ฀, ( , )i jP i j P j i฀  ฀  ฀ 
2QYpULILHIDFLOHPHQWTXHF¶HVWELHQOHFDVLFLHWFHODVLJQLILHTXHVRXVODGLVWULEXWLRQ฀, la 
probabilité de passer de x  à y  est la même que de passer de y  à x . 
La première conséquence pour ฀ HVWTX¶HOOHHVWXQHORLLQYDULDQWHRXVWDWLRQQDLUHSRXUP, 
F¶HVW-à-GLUHTXHO¶RQDO¶pJDOLWpVXLYDQWH 
P฀  ฀ ฀ ฀
En effet, on a : ฀ ฀
1 1




P P i j P j i฀ ฀ ฀ ฀฀  ฀ ฀ ฀ ฀฀  ฀ 
Remarque. On peut aussi le vérifier directement par le calcul de P฀  PDLVF¶HVWXQHSURSULpWp
générale. 
 
A fortiori, on a K฀  ฀ ฀  qui traduit que ฀ est une loi invariante pour la chaîne de Markov ฀ ฀
0p p
X ฀. Ainsi, la condition de ฀-UpYHUVLELOLWpLPSOLTXHO¶LQYDULDQFHSRXU฀. La plupart des 
algorithmes de simulation sont en réalité construits pour produire des chaînes de Markov 
réversibles.  
Nous allons voir que la propriété de ฀-invariance est nécessaire pour obtenir la 
convergence de la chaîne vers ฀.  
Remarquons simplement que, si ฀ est la loi initiale, la chaîne de Markov associée est 
(strictement) stationnaire.  
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3.2.1.2.  Ergodicité de la chaîne 
 
On observe ici que P  est une matrice primitive (ou régulière) au sens où il existe 1k ฀  tel 
que kP  DLW WRXV VHV WHUPHV VWULFWHPHQW SRVLWLIV &HOD UHYLHQW j GLUH TX¶LO HVW SRVVLEOH HQ k 
WUDQVLWLRQV GH YLVLWHU Q¶LPSRUWH TXHO pWDW quelque soit le point de départ. De manière plus 
précise ici, 2k ฀  convient et correVSRQGjXQEDOD\DJH DOpDWRLUHGH O¶DOJRULWKPH2QD OD
minoration suivante 
( , ) 8 0K i j c ฀฀  ฀.฀
 
Cette dernière propriété couplée avec le fait que ฀ est invariante pour K  conduit au 
résultat suivant : 
Proposition.  
La chaîne de Markov ฀ ฀
0p p
X ฀ est uniformément ergodique au sens où, pour toute loi 
initiale ฀, on a 
11







i฀  ฀ ฀฀฀  désigne la norme 1L  RXQRUPHGHODYDULDWLRQWRWDOHVXUO¶HVSDFH 4R  
LGHQWLILpjO¶HVSDFHGHVPHVXUHVVLJQpHVVXU ฀ ฀1,2,3,4E ฀ . 
 
Preuve. Soient 1฀ et 2฀ deux lois initiales quelconques. Notons ฀ la mesure signée 1 2฀  ฀ ฀  




( ) ( ) ( ) ( ) 0
i
E i E E฀ ฀ ฀ ฀฀฀ ฀ ฀ ฀฀ . 
 
Puis, pour toute constante c , on a 
฀ ฀ ฀ ฀4 4 4 4 41 2 1
1 1 1 1 1
( ) ( , ) ( ) ( , )
j
j j i j i
K K K i K i j i K i j c฀ ฀ ฀ ฀ ฀฀ ฀ ฀ ฀ ฀฀ ฀ ฀ ฀ ฀ ฀ ฀ ฀   





i฀฀ ฀฀ . 
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On en déduit, avec le choix particulier 8c ฀฀  qui minore les probabilités ( , )K i j , 
฀ ฀ ฀ ฀4 4 4 41 2 1
1 1 1 1
( ) ( , ) ( ) ( , )
j i i j
K K i K i j c i K i j c฀ ฀ ฀ ฀฀ ฀ ฀ ฀฀ ฀ ฀ ฀ ฀฀ ฀ ฀  
soit 
1 2 1 21 1
K K C฀ ฀ ฀ ฀฀ ฀ ฀. 
CH TXL WUDGXLW TXH O¶ « opérateur » K฀  ฀ ฀฀฀ HVW VWULFWHPHQW FRQWUDFWDQW GH O¶HVSDFH GHV
probabilités sur E dans lui-même. ,O VXIILW SRXU FRQFOXUH G¶XWLOLVHU OD relation K฀  ฀ ฀  qui 
signifie que la probabilité ฀ est un point fixe de K . ฀฀ 
 
3.2.1.3.  Conséquence et interprétation 
 
Soit ฀ XQH ORL LQLWLDOH DUELWUDLUH SRXU OD FKDvQH GH 0DUNRY OD ORL G¶LQLWLDOLVDWLRQ GH
O¶DOJRULWKPH 1Rtons ฀ ฀( )p pi P X i฀฀ ฀  ฀  pour 1à 4i ฀  et 1p ฀. La notation standard P฀ 
rappelle que P  dépend de la loi initiale. 
/DSUREDELOLWpTX¶DXERXWGH p  itérations Monte-&DUOROHSODQG¶H[SpULHQFHVFRQVWUXLWSDU
O¶DOJRULWKPHVRLWOHSODQQ i est précisément la probabilité ( )p i฀  ORUVTX¶RQLQLWLDOLVHDYHFOD




( ) 2 pp i
i
i C฀  ฀ ฀ ฀  ฀ ฀  avec 0 1C฀  ฀ . 
A fortiori, ฀ ฀
,
sup ( ) 2 pp
A E
P X A A C฀฀ ฀฀ ฀  ฀  
ce qui garantit en particulier que, lorsque p  augmente, la distribution de pX  V¶DSSURFKH





On donne ici une généralisation des résultats obtenus dans le paragraphe précédent qui 
HQJOREHOHFDVG¶un domaine expérimental continu de la forme ฀ ฀฀ ฀0,1 ndE ฀ . 
Pour cela, on se donne un espace mesurable E quelconque et ฀ une loi de probabilité sur E 
de la forme 
( ) ( ) ( )dx x d x฀ ฀ ฀฀  
où ฀ est une mesure de référence (supposée positive). Dans le cas qui nous intéresse, ce sera 
la mesure de Lebesgue ฀ ou une mesure à densité par rapport à ฀฀ 
On se donne une chaîne de Markov ฀ ฀
0p p
X ฀ de probabilité ou noyau de transition K  
F¶HVWSDUH[HPSOHODFKDvQHVRXV-jacente à un algorithme de simulation McMC). On suppose 
que ฀ est invariante pour K . En pratique, cela résultera du fait que nK P฀  et de la propriété 
de ฀-réversibilité pour P  :  
, ,x y E฀  ฀  ( ) ( , ) ( ) ( , )dx P x dy dy P y dx฀  ฀ ฀ . 
2QVXSSRVHO¶H[LVWHQFHG¶XQHFRQVWDQWH 0c ฀  telle que 
( , ) ( )K x dy c dy฀฀ . 
 
Cette dernière propriété couplée avec le fait que ฀ est invariante pour K  conduit au 
résultat général suivant : 
 
Théorème.  
Sous les hypothèses K฀  ฀ ฀  et ฀ ฀ ฀ ฀,K x dy c dy฀ , avec 0c ฀ , la chaîne de Markov ฀ ฀
0p p
X ฀ est uniformément ergodique, au sens où, pour toute loi initiale ฀, on a  
2p pK C฀  ฀ ฀  ฀  où 0 1C฀  ฀  
où 
1
sup ( ) ( )
f
f x d x฀  ฀ 
฀฀฀ ฀  désigne la norme de la variation toWDOH VXU O¶HVSDFH GHV
mesures signées sur E. 
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Preuve. &¶HVW XQH généralisation de la preuve donnée à la suite de la proposition du 
paragraphe précédent. Soient 1฀ et 2฀ deux lois initiales quelconques. Notons ฀ la mesure 
signée 1 2฀  ฀ ฀  sur E  de sorte que 
1 2( ) ( ) ( ) 0E E E฀ ฀ ฀฀ ฀ ฀. 
 
Soit 1 2K K฀ ฀ ฀฀  ฀  la mesure signée  ฀ ฀ ฀ ฀ ฀ ฀ ฀ ฀ ฀ ฀1 2, ,dy dx K x dy dx K x dy฀ ฀  ฀  ฀ . 
 
Pour toute constante c , ( ) 0E฀ ฀ entraîne pour f  mesurable bornée ฀ ฀f L฀฀  
฀ ฀ ฀ ฀ ฀ ฀฀ ฀ ฀฀ ฀1 2( ) ( ) ,f y dy f y dx dx K x dy cdy฀ ฀ ฀ ฀ ฀฀  ฀  . 
On pose ฀ ฀( ) ( ) ( , )
E
g x f y K x dy cdy฀  ฀ ฀ . On a g L฀฀  et 
฀ ฀ ฀ ฀( ) ( ) ( )f y dy g x dx g฀ ฀ ฀ ฀ ฀  ฀ . 
On en déduit, avec le choix particulier c  de la condition de minoration sur K , ฀ ฀฀ ฀( ) ( ) ,g x f y K x dy cdy f C฀฀ ฀ ฀ ฀฀  
où 1 1C c฀ ฀ ฀. 
De là, 
g C f฀  ฀ ฀ . 
En supposant 1f ฀฀, on obtient ฀ ฀ 1 1 1( ) ( )f y dy g g C f C฀ ฀ ฀ ฀ ฀฀  ฀  ฀ ฀ ฀฀  
donc 
1 2 1 2 11K K C฀ ฀ ฀ ฀฀ ฀ ฀. 
$QRXYHDXO¶opérateur K฀  ฀ ฀฀฀  HVWVWULFWHPHQWFRQWUDFWDQWGHO¶HVSDFHGHVSrobabilités 
sur E dans lui-même et iOVXIILWG¶XWLOLVHUODUelation K฀  ฀ ฀  pour conclure. ฀฀ 
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Conséquence 1. Soit ฀ une loi initiale arbitraire pour la chaîne de Markov. En notant pK฀  la 
loi de pX  jO¶pWDSH p  GHO¶DOJRULWKPHRQYLHQWGRQFG¶pWDEOLUODPDMRUDWLRQ ฀ ฀
,
sup ( ) 2 pp
A
P X A A C฀฀ ฀฀  ฀ . 
Cette dernière garantit en particulier que la distribution de pX  V¶DSSURFKHXQLIRUPpPHQW
en ฀) de la loi de probabilité ฀ recherchée ORUVTXHOHQRPEUHG¶LWpUDWLRQV p  augmente. 
 
Conséquence 2. Des résultats classiques de la théorie des chaînes de Markov dans des 
HVSDFHV G¶pWDWV JpQpUDX[ 'RRE  SHUPHWWHQW DORUV G¶HQYLVDJHU OD PpWKRGH GH 0RQWH-
Carlo pour estimer la moyenne ( )h฀  de toute fonctionnelle h sur E (loi forte des grands 
QRPEUHV RX WKpRUqPH HUJRGLTXH 'H SOXV RQ GLVSRVH G¶XQ WKpRUqPH FHQWUDO OLPLWH SRXU
contrôler la convergence. 
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3.3. Processus ponctuels et planification 
G¶H[SpULHQFHV 
 
/¶LGpHSULQFLSDOH HVW GH YRLU FKDTXH H[SpULHQFH FRPPHXQSRLQWRXSDUWLFXOH FKDUJpHGH
O¶HVSDFH ฀ ฀0,1 d฀   . On assimile ainsi les n expériences à la réalisation (conditionnelle au 
nombre n GHSRLQWVG¶XQSURFHVVXVSRQFWXHO'DOH\HW9HUH-Jones, 2003). De manière à bien 
RFFXSHUO¶HVSDFHLODpWpQDWXUHOGHFRQVLGpUHUOHSURFHVVXVGH6WUDXVVTXLSHUPHWGH
rendre compte de répulsion entre particules. Ainsi, les n expériences sont vues comme la 
photographie à un instant donné de n particules de même charge électrique en mouvement 
dans une boîte d-dimensionnelle (on néglige la gravité).  
 
Pour générer un tel processus, nous utiliserons les techniques usuelles de simulation par 
chDvQHVGH0DUNRY 0H\Q7ZHHGLHHWSOXVSUpFLVpPHQW O¶DOJRULthme de Metropolis-
Hastings (Metropolis et al. 1953  +DVWLQJV  &¶HVW HVVHQWLHOOHPHQW OD SURSULpWp GH
Markov spatiale du processus ponctuel de Strauss qui en pratique permet de simuler de 
PDQLqUHHIILFDFHFHVQRXYHDX[SODQVG¶H[SpULHQFHVQRWDPPHQWHQJUDQGHGLPHQVLRQ 
 
3RXU O¶pWXGH GH WHOV SODQV DOpDWRLUHV SDU QDWXUH OH FDOFXO GH OD PR\HQQH GHV FULWqUHV
G¶XQLIRUPLWp XVXHOV YRLU Chapitre 2) est envisagp &¶HVW OD G\QDPLTXH PDUNRYLHQQH GH
O¶DOJRULWKPHGH0+HWVHVERQQHVSURSULpWpVGHPpODQJHRXG¶HUJRGLFLWpTXLYRQWSHUPHWWUHFH
FDOFXO$LQVLRQSHXWSDUOHUGHSODQLILFDWLRQG¶H[SpULHQFHVSDUPpWKRGHVGH0RQWH-Carlo par 
chaînes de Markov (McMC).  
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3.3.1. Le processus ponctuel de Strauss 
 
On considère le processus de Strauss avec interaction de type répulsion dans le domaine ฀ ฀0,1 d฀    (Ripley, Kelly 1977). La loi ฀ ฀.฀  de ce processus conditionnellement au nombre n 
de points est donnée par : 
 ( )( ) s xx k฀  ฀ ฀  ฀  (1) 
où 0 1฀฀  ฀  est un coefficient de répulsion, k la constante de normalisation, et où la fonction 
( )s x  DVVLPLOpHjXQSRWHQWLHOJOREDOG¶pQHUJLHHVWGpILQLHSDU : ฀ ฀1( ) , ..., 1 i jn x x R
i j
s x s x x ฀  ฀ ฀฀  ฀ ฀  
,OV¶DJLWVLPSOHPHQWGX QRPEUHGHSDLUHVG¶H[SpULHQFHV ฀ ฀, jix x  telles que la distance entre 
ix  et jx  est inférieure ou égale à R. 
En termes de particules chDUJpHV F¶HVW DXVVL OH QRPEUH JOREDO G¶LQWHUDFWLRQV limité 
uniquement aux interactions GHSDLUHV LQWHUDFWLRQVGLWHVG¶RUGUHChaque particule a une 
VSKqUH G¶LQIOXHQFH GH UD\RQ 2R  O¶LQWHUDFWLRQ VH SURGXLVDQW H[DFWHPHQW ORUVTXH 2 sphères 
quelconques se rencontrent. 
Le choix 0 1฀฀  ฀  permet de donner une probabilité plus ou moins forte aux plans pour 
lesquels les expériences sont réparties de manière à interagir plus ou moins les unes par 
rapport aux autres. Le SODQHVWG¶DXWDQWSOXVYUDLVHPEODEOHTXHOHQRPEUHG¶LQWHUDFWLRQV ( )s x  
est faible. Nous ne considérons pas ici le cas limite où 0฀฀ , qui interdirait toute paire de 
points de distance inférieure ou égale à R . Ce modèle, dit de sphères dures, conduit à des 
points régulièrement espacés et donc à des alignements. Le cas 1฀฀ correspond exactement à 
O¶LQGpSHQGDQFH GLVWULEXWLRQ FRQMRLQWH XQLIRUPH HW GDQV OD YHUVLRQ non conditionnelle, au 
processus de Poisson homogène (Daley et Vere-Jones, 2003). 
Dans toute la suite, on se limitera à des réalisations de processus ponctuels 
conditionnellement à un nombre n GHSRLQWVVSpFLILpjO¶DYDQFH$LQVLGDQVODG\QDPLTXHGH
simulation, ce nombre n Q¶DXUDSDVODSRVVLELOLWpG¶pYROXHU 
La non-H[LVWHQFH G¶H[SUHVVLRQ DQDO\WLTXH H[SOLFLWH SRXU OD FRQVWDQWH GH QRUPDOLVDWLRQ k 
intervenant dans la densité du processus (1), même pour des tailles modestes de n et d, motive 
O¶XWLOLVDWLRQ GHs méthodes McMC (voir chapitre 3.1). Dans le contexte de la planification 
G¶H[SpULHQFHVXQpWDWGHODFKDvQHHVWXQSODQGHn expériences.  
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/¶DOJRULWKPHGH0+YDWRXMRXUVSURFpGHUHQpWDSHV :  une phase de proposition de chanJHPHQWG¶pWDWROHQRXYHOpWDWQHGLIIqUHTXHSDU
une seule expérience  HWXQHDXWUHG¶DFFHSWDWLRQRXde rejet de ce changement 
 
Algorithme 4. Algorithme de Metropolis-+DVWLQJVSRXUJpQpUHUGHVSODQVG¶H[SpULHQFHVGLWVGH6WUDXss 
 
Initialisation : choisir XQ SODQ G¶expériences 1x , ..., xn  selon une loi de probabilité donnée (loi 
uniforme par exemple) 
 
 
POUR N = 1 à NMC 
 
 POUR k = 1 à n 
 
  Choisir une expérience 
i
x  au hasard 
  Simuler 
i
y  uniformément dans ฀ ฀0,1 d  
  Accepter le changement 
i i








฀฀฀ ฀  ฀ ฀  ฀ ฀  ฀  
  où ฀ ฀1 1 1, ..., , , , ...,i i i ny x x y x x฀  ฀ ฀  
 Fin pour k 
 
Fin pour N 
 
 





฀฀  se limite à chaque 
fois à calculer 




s x ฀  ฀ ฀฀฀  et ( ) 1 i ji y x Rj is y ฀  ฀ ฀฀฀ . 
En effet, on vérifie que  
( ) ( )( )
( )
i is y s xy
x
฀ ฀฀ ฀฀ . 
/¶HQWLHU ( )is x  est le QRPEUHGHYRLVLQVGHO¶H[SpULHQFH ix , i.e. les points contenus dans la 
sphère centrée en ix  et de rayon R. Quant à ( )is y F¶HVWOHQRPEUHGHYRLVLQVGHO¶H[SpULHQFH
i après la transition vers iy . 
On notera que ces plans sont bien de nature aléatoire comme par exemple les plans 
uniformes, les plans minimax (Johnson et al., 1990) ou bien encore les plans WSP (Sergent 
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1989, Sergent et al. 1997). Cependant, ils VRQWFRQVWUXLWVjSDUWLUG¶XQHORLGHSUREDELOLWp ฀ 
VSpFLILpH DX SUpDODEOH &¶HVW j WUDYHUV FHWWH ORL HW VHV H[WHQVLRQV SURFHVVXV GH *LEEV GH
SRWHQWLHOSOXVJpQpUDOTX¶LOVHUDSRVVLEOHde traduire les propriétés souhaitées. L¶XWLOLVDWLRQGH
O¶algorithme de MH pour la simulation de la loi ฀ sera justifiée en vérifiant que les 
hypothèses du théorème énoncé au paragraphe 3.2.2 sont satisfaites pour le mécanisme de 
transition associé. 
 
Désormais, nous parlerons de plans de Strauss. 
 
3.3.2. Etude des plans de Strauss 
 
La figure de droite montre une distribution spatiale de 20n ฀  SRLQWVFDUDFWpULVWLTXHG¶XQ
processus de Strauss obtenu après 1000 itérations McMC. Dans ce cas là, nous avons choisi 
une distribution initiale uniforme et les paramètres R  et ฀ sont fixés respectivement à 0.19  
et 0.1 . 

























Figure 50. A gauche, un plan initial (aléatoire) de 20 points en dimension 2. A droite, le plan de Strauss 
obtenu à partir du plan de gauche avec la représentation des sphères de rayon R/2 
 
Remarque. Sur les figures, on matérialisera les interactions entre expériences en traçant les 
cercles de rayon 2R O¶LQWHUVHFWLRQGHFHUFOHVFRUUHVSRQGDQWSUpFLVpPHQWjXQHLQWHUDFWLRQ 
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Influence des paramètres. 
Les figures ci-dessous PRQWUHQW O¶LQIOXHQFHGu paramètre R  sur la distribution finale. Le 
FKRL[GXUD\RQV¶DYqUHêtre important : 
- un rayon trop petit engendre une distribution sans interaction mais avec de 
nombreuses lacunes (distribution uniforme), 
- un rayon trop grand conduit à une distribution avec des agglomérats (clusters). 


























Figure 51. A gauche, un plan de Strauss à 20 points en dimension 2 de paramètres R=0.1 et ฀=0.1. 
A droite, un plan de Strauss de paramètres R=0.3 et ฀=0.1 
 
La figure ci dessous permet G¶LOOXVWUHUHWGH comprendre, lorsque le rayon choisi est grand, 
que la loi ฀ rend plus vraisemblable les agglomérats qui correspondent à un nombre global 
G¶LQWHUDFWLons compatible avec la loi ฀.  













Figure 52. Un plan de Strauss à 50 points avec R=0.8 et ฀=0.1 
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'H PrPH TXH SRXU OH UD\RQ G¶LQWHUDFWLRQ LO HVW LPSRUWDQW GH ELHQ IL[HU OH SDUDPqWUe de 
répulsion ฀. 
 


























Figure 53. A gauche, un plan de Strauss de paramètres R=0.19 et ฀=0.1. A droite, un plan de Strauss 
de paramètres R=0.19 et ฀=0.001 
 
La figure ci-dessus PRQWUH TX¶LO HVW SOXV DLVp GH JpQpUHU XQH GLVWULEXWLRQ UpSRQGDQW DX
FULWqUH GH UHPSOLVVDJH GH O¶HVSDFH DYHF XQ SDUDPqWUH GH UpSXOVLRQ IDLEOH &HSHQGDQW XQ
paramètre de répulsion trop faible contraint généralement les points à être alignés. Ce qui 
dégrade la répartition des points en projection, notamment sur les frontières du domaine 
expérimental comme le montre la Figure 53 pour le facteur 1X  au niveau de la valeur 1.  
Ainsi, il est délicat de bien fixer le paramètre de répulsion afin de trouver un compromis 
HQWUHXQUHPSOLVVDJHGHO¶HVSDFHRSWLPDOHWXQHUpSDUWLWLRQGHSRLQWVXQLIRUPe sur les marges 
de dimension 1 &¶HVW Sourquoi, nous proposons dans la suite une variante qui permet de 
corriger ce problème en considérant également les interactions de paires sur les d projections. 
 
/HUD\RQG¶LQWHUDFWLRQHVW OHSDUDPqWUHOHSOXVVHQVLEOHjUpJOHU3RXUXQFULWqUHGRQQp OD
meilleure solution serait sans doute de tabuler cette valeur selon le nombre de points et la 
dimension du problème.  
 
Une fois les problèmes de paramétrage résolus, les plans de Strauss permettent de bien 
UpSRQGUHjODTXHVWLRQGXUHPSOLVVDJHGHO¶HVSDFHHQ JUDQGHGLPHQVLRQ3RXUV¶HQFRQYDLQFUH
il suffit de calculer les critères intrinsèques tels, par exemple, OHFULWqUHG¶$UEUHGH/RQJXHXU
Minimale (voir Chapitre 6).  
 109 
 
Remarque. Il est facile de vérifier que pour toute loi initiale, la distribution finale de points se 
UDSSURFKH WRXMRXUV GH FHOOH G¶XQ SURFHVVXV GH 6WUDXVV /H choix de la loi initiale impacte 
uniquement sur la vitesse de convergence. 
 
Figure 54. Un plan de Strauss à 20 points en dimensioQREWHQXjSDUWLUG¶XQHGLVWULEXWLRQLQLWLDOHHQ
bleu) où les points sont concentrés au centre du domaine 
 
La figure ci-dessus montre un exemple où la distribution initiale (en bleu) se résume à être 
concentrée au centre de O¶K\SHUFXEHXQLWp PDVVHGH'LUDF/DGLVWULEXWLRQ ILQDOHREVHUYpH
HQURXJHVHUDSSURFKHELHQG¶XQSURFHVVXVGH6WUDXVV 
 
3.3.3. Extensions : processus ponctuel de Gibbs 
 
Plusieurs généralisations du processus ponctuel de Strauss sont envisageables. Par 
exemple, on peut faire intervenir les triplets de points distants deux à deux de moins de R. 
Nous nous contenterons ici seulement des interactions de paires qui nous paraissent 
suffisantes pour atteindre nos objectifs.  
 
3.3.3.1.  Contraintes sur les marges 
 
Il a été observé que le processus de Strauss ne permet pas toujours de satisfaire à une bonne 
répartition des points en projection sur les marges de dimension 1. 
Une première extension naturelle consiste à considérer des interactions globales, i.e. en 
dimension d, ainsi que des interactions sur chaque projection afin de retrouver les bonnes 
propriétés des hypercubes latins. Cela fait intervenir deux nouveaux paramètres : 1D฀  pour 
O¶LQWHUDFWLRQHW 1DR  SRXUODORQJXHXUGHO¶LQWHUYDOOHG¶LQIOXHQFHVXUOHVPDUJHVRXSURMHFWLRQV
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unidimensionnelles (voir le paragraphe 3.3.3.2.  SRXU O¶H[SUHVVLRQJpQpUDOHGH ODGHQVLWpGX
processus ponctuel associé). 













Figure 55. Un plan de Strauss à 20 points en dimension 2 (R = 0.19, R1d = 0.0375, ฀ = 0.1, ฀1D = 0.01) 
 
/¶H[LJHQFHG¶XQHERQQHUpSDUWLWLRQGHVSRLQWVHQSURMHFWLRQVXUOHVD[HVIDFWRULHOVSHUPHW
GHFRUULJHUO¶HIIHWGHODJUDQGHGimension qui accorde moins de volume au centre du domaine. 
(Q HIIHW 0RUULV HW 0LWFKHOO  GLVHQW j FHW HIIHW TX¶HQ JUDQGH GLPHQVLRQ OHV SODQV
PD[LPLQV VLPLODLUHV DX[ SODQV GH 6WUDXVV GH WDLOOH PRGpUpH DYHF SHX G¶H[SpULHQFHV
comparativement à la dimension du problème) sont souvent concentrés sur les bords du 
domaine expérimental. En considérant des plans maximin avec des arrangements identiques 
aux hypercubes latins, on propose des plans avec un compromis entre un bon critère de 
maximin et des bonnes propriétés de projection dans chaque dimension. Ici, il en est de 
même. 
,O HVW WRXW j IDLW SRVVLEOH G¶H[LJHU pJDOHPHQW GH ERQQHV SURSULpWpV GH SURMHFWLRQ VXU GHV
sous-HVSDFHV GH GLPHQVLRQ  RX SOXV 0rPH VL O¶REWHQWLRQ G¶XQH ERQQH UpSDUWLWLRQ VXU OHV
planV IDFWRULHOV DSSRUWH XQ LQWpUrW pYLGHQW SRXU HVWLPHU OHV LQWHUDFWLRQV G¶RUGUH  HQWUH OHV
différents facteurs, seules les contraintes sur les marges de dimension un sont présentées ici.  
De plus, nous verrons au Chapitre 7 que de vouloir une bonne répartition en grande 
dimension d et en projection sur les sous-espaces implique beaucoup trop de contraintes et 
affaiblit au moins un des deux objectifs selon les paramètres imposés. 
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3.3.3.2.  Plans de Strauss-Gibbs 
 
Les plans de Strauss sont LVVXV G¶XQH ORL GH SUREDELOLWp TXL UHQG SOXV YUDLVHPEODEOH XQ
QRPEUHUHODWLYHPHQWIDLEOHG¶LQWHUDFWLRQVJOREDOHVDLQVLTXHVXUOHVPDUJHVYRLUparagraphe 
3.3.3.1.  3RXU SDOOLHU OH SKpQRPqQH G¶DJJORPpUDWV GH SRLQWV YRLU SDragraphe 3.3.2), 
notamment lorsque le rayon est inadapté, nous allons prendre en compte la distance réelle 
HQWUHOHVSRLQWVSRXUPHVXUHUODIRUFHGHO¶LQWHUDFWLRQHWQRQSOXVVHFRQWHQWHUGHVDYRLUV¶LO\D
interaction ou pas (sphères de rayon 2R  qui se rencontrent). 
 
Cela nous amène à considérer la famille plus large des processus ponctuels dont la 
distribution ฀ est de la forme : 
( )( ) U xx e฀  ฀ ฀  
où 





k k k k
i j k i j
U x x x x x฀ ฀ ฀ ฀฀ ฀ ฀฀ ฀ ฀ ฀฀ ฀ ฀   
  ln 0 ; ln 0, 1,...,k k k d฀ ฀ ฀ ฀฀ ฀ ฀ ฀ ฀ ฀ ฀ 
  ฀ de [0, [฀฀ dans R  est une fonction continue décroissante telle que (0) 1฀ ฀ et ฀ 





฀฀ ฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀  si 0 r R฀  ฀  ( 0฀฀  pour r R฀ ) 
 
Figure 56. La fonction de potentiel puissance pour différents ฀ et R=0.2 
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,OV¶DJLWGHSURFHVVXVSRQFWXHOVGH*LEEVGHSRWHQWLHOU, de potentiels locaux les fonctions ฀ et k฀ qui correspondent uniquement à des interactions de paires (Ripley, Kelly 1977). Le 
cas 0฀฀  (potentiel 0-1 ou dit du « tout ou rien ») correspond exactement aux processus de 
6WUDXVVGLVFXWpVMXVTX¶LFL 
Cette extension réduit le risque de points agglomérés et améliore par exemple un critère de 
type maximin. 
 




























La Figure 57 SHUPHWGHELHQFRPSUHQGUHOHVLQWHUDFWLRQVTXHO¶RQSULYLOpJLH(QHIIHWVXUOH
SODQGHJDXFKHJpQpUpDYHFXQSRWHQWLHOGHW\SHWRXWRXULHQQRXVREVHUYRQVTX¶LO\DGHX[
points de mêmes coordonnées (cercle repéré par la flèche). Généralement, ce phénomène 
Q¶DSSDUDvW SDV TXDQG RQ XWLOLVH XQ SRWHQWLHO SXLVVDQFH TXL IDYRULVH GHV LQWHUDFWLRQV IDLEOHV
FRPPH OH PRQWUH OD ILJXUH GH GURLWH $LQVL O¶XWLOLVDWLRQ G¶XQ SRWHQWLHO SXLVVDQFH SHUPHW GH
mieux réSRQGUHjODTXHVWLRQGXUHPSOLVVDJHGHO¶HVSDFH 
&HSHQGDQW GHV DOLJQHPHQWV SHUVLVWHQW FRPPH RQ SHXW O¶REVHUYHU VXU OD ILJXUH GH GURLWH
pour le facteur X2 au niveau de la valeur 0.02. Une solution est donc de combiner les 
contraintes sur les marges de dimension 1 DYHF OH SRWHQWLHO SXLVVDQFH DILQ G¶REWHQLU XQH

















Figure 58. Un plan de Strauss-Gibbs combinant interactions globales et sur les marges avec un potentiel 
puissance de type puissance 
 
3.3.3.3.  &DVGHO¶KpWpURJpQpLWp 
 
(QSKDVHH[SORUDWRLUH O¶REMHFWLI UHFKHUFKpHVWGHGLVWULEXHU OHVSRLQWVXQLIRUPpPHQWGDQV
O¶K\SHUFXEH XQLWp &HSHQGDQW VL QRXV DYRQV XQH FRQQDLVVDQFH PpWier sur le phénomène, il 
peut être souhaitable de distribuer les points plus densément dans une certaine partie de 
O¶K\SHUFXEHXQLWp$XVVLLOGRLWrWUHSRVVLEOHGHJpQpUHUGHVSRLQWVVHORQXQHGLVWULEXWLRQQRQ
plus uniforme mais hétérogène ou bien encore anisotrope.  
 
On définit alors la distribution ฀ VXUO¶HVSDFH E GHVSODQVG¶H[SpULHQFHVSDU 
( )
1




x x e฀ ฀ ฀ ฀฀฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀ ฀   





est le suivant : 
Algorithme 5. Algorithme de Metropolis-+DVWLQJVSRXUJpQpUHUGHVSODQVG¶H[SpULHQFHVGLWVGH6WUDXss-
Gibbs hétérogènes 
 
Initialisation : choisir XQSODQG¶expériences 1, ..., nx x  selon une loi de probabilité donnée (loi 
uniforme par exemple) 
 
 
POUR N = 1 à NMC 
 
 POUR k = 1 à n 
 
  Choisir une expérience 
i
x  au hasard 
  Simuler 
i
y  selon la densité (.)฀  dans ฀ ฀0,1 d  
  Accepter le changement 
i i
x y฀  avec la probabilité  ฀ ฀( ) ( )1,( , ) min U x U yea x y ฀฀  où ฀ ฀1 1 1, ..., , , , ...,i i i ny x x y x x฀  ฀ ฀  
 Fin pour k 
 
Fin pour N 
 
 
Remarque. Dans la section 3.3.4 nous proposons une méthode originale et différente pour 
générer des plans selon une distribution donnée. 
 
3.3.4. Ergodicité uniforme 
 
'HX[ FDUDFWpULVWLTXHV VRQW j OD EDVH GH O¶Dlgorithme 4 (le plus général, plans de Strauss-
Gibbs hétérogènes) : 
 ODSURSRVLWLRQGHFKDQJHPHQWG¶XQHH[SpULHQFHSULVHDXKDVDUGQRWpH ฀ ฀,Q x dy   
 la probabilité : [0,1]a E E฀  ฀  G¶DFFHSWHUOHFKDQJHPHQW x y  proposé  
 
De manière précise, on a ici 
(i) ฀ ฀ ( ) ( )
1
1





Q x dy y dy
n
฀ ฀  ฀ ฀฀฀  où ( ) ( )i iy x฀  ฀ ฀  signifie que j jy x฀  pour j i฀ 
(ii) ฀ ฀( ) ( )( , ) min 1, U x U ya x y e ฀฀  
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Si x฀ désigne la mesure de Dirac en x, chaque transition élémentaire ฀ ฀: 0,1P E E฀  ฀  de 
FHWDOJRULWKPHV¶pFULW : 




P x dy a x y Q x dy a x z Q x dz dy฀฀  ฀  ฀ ฀฀  ฀ ฀  
On remarquera que xp  est la probabilité de rester en x  partant de x  SXLVTX¶Lci ฀ ฀฀ ฀, 0Q x x  . 
Notons  ฀ ฀ ฀ ฀฀ ฀11, , ...n nN NK x dy P x dy P X dy dy X x฀ ฀ ฀ ฀ 
le noyau de transition associé au balayage complet des n expériences à chaque itération N de 
O¶DOJRULWKPH 3DU FRQVWUXFWLRQ OD VXLWH GHV SODQV G¶H[SpULHQFHV (0) (1) ( ), , ..., NMCx x x  ainsi 
JpQpUpV HVW OD UpDOLVDWLRQ G¶XQH FKDvQH GH 0DUNRY ฀ ฀0N NX ฀  de probabilité ou noyau de 
transition K . 
 
Vérifions que le mécanisme de transition P satisfait la condition de ฀-réversibilité  
, ,x y E฀  ฀   ( ) ( , ) ( ) ( , )dx P x dy dy P y dx฀  ฀ ฀  
Soit B  un borélien de E E฀ . On a  ฀ ฀1 ( , ) ( ) ( , ) 1 ( , ) ( ) ( , ) ( , ) ( ) 1 ( , ) ( )B B x B x
E E
x y dx P x dy x y x a x y Q x dy dx x p x y dy dx฀ ฀ ฀ ฀฀  ฀ ฀ ฀ ฀ ฀  
et donc, 
1 ( , ) ( ) ( , ) 1 ( , ) ( ) ( , ) ( , ) 1 ( , ) ( )B B B x
E
x y dx P x dy x y x a x y Q x dy dx x x x p dx฀ ฀ ฀฀  ฀ ฀ ฀ ฀ . 
Par construction,  et Q a  vérifient  
฀ ฀ ฀ ฀, ( ) , ( )Q x dy x dx Q y dx y dy ฀ ฀  et ( ) ( )( , ) ( , )U x U ye a x y e a y x฀  ฀ ฀ . 
Ce qui implique 
1 ( , ) ( ) ( , ) 1 ( , ) ( ) ( , ) ( , ) 1 ( , ) ( )B B B yx y dx P x dy x y y a y x Q y dx dy y y y p dy฀ ฀ ฀฀  ฀ ฀ ฀ ฀ . 
Finalement, 
1 ( , ) ( ) ( , ) 1 ( , ) ( ) ( , )B Bx y dx P x dy x y dy P y dx฀  ฀ ฀฀  ฀ . 
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&¶HVWODFRQGLWLRQGH฀-réversibilité du mécanisme de transition P . 
Il est immédiat de constater que la propriété de ฀-réversibilité sur P  définie ci-dessus 
implique que ฀ est une loi invariante pour P  (et donc aussi pour K ).  
La minoration de K  SDUXQHFRQVWDQWHVWULFWHPHQWSRVLWLYHSHUPHWG¶DVVXUHUODSURSULpWpGH
mélange de la chaîne de Markov. Pour cela, on vérifie que 
฀ ฀ ฀ ฀฀ ฀ 111 1, ! min 1,n k nkk uK x dy n dy dyn u฀฀ ฀฀฀  ฀ ฀  ฀  ฀ ฀฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀ ฀ , 
où ku  est la suite des plans itérés avec 0u x฀  et nu y฀ . 
Dans le cas du processus ponctuel de Strauss usuel (potentiel tout ou rien), la minoration de 








฀ ฀฀ ฀฀฀ ฀  par 1n฀฀ correspond à la configuration la plus défavorable au 
mélange qui est représentée sur la figure ci-dessous. 
 
Figure 59. Configuration la plus défavorable au mélange 
 
On obtient donc ฀ ฀ 1, nK x dy c dy dy  avec ฀ ฀1! 0nnnnc n ฀฀฀  ฀ . 
2Q SHXW YpULILHU pJDOHPHQW TX¶LO H[LVWH XQH PLQRUDWLRQ DQDORJXH DYHF XQ SRWHQWLHO
généralisé mais aussi en considérant le processus ponctuel défini au paragraphe 3.3.3.1. . 
 
1RXVYHQRQVGHYRLUTXH OHV FRQGLWLRQVG¶DSSOLFDWLRQGX WKpRUqPHpQRQFpDXSDUDJUDSKH
3.2.2 sont bien toutes réunies.  















GHFRQVWUXLUHGHQRXYHDX[SODQV VSpFLILpV jSDUWLU G¶XQH ORLGH*LEEV&HWWH DSSURFKHRIIUH
XQHJUDQGHVRXSOHVVHGDQV ODPHVXUHR O¶RQSHXW IDFLOHPHQW MRXHUVXU OD ORLGH*LEEVHWVD
UHSUpVHQWDWLRQ HQ WHUPHV GH SRWHQWLHOV ORFDX[ G¶pQHUJLH SRXU imposer des propriétés, par 
exemple de remplissage. 
 
3DU DLOOHXUV OD PpWKRGRORJLH 0F0& FRQVWLWXH XQH DOWHUQDWLYH LQWpUHVVDQWH j O¶DSSURFKH
VWDWLVWLTXHFODVVLTXHTXLFRQVLVWHj WUDYDLOOHU VXUGHV UpDOLVDWLRQV LQGpSHQGDQWHVG¶XQHPrPH




Enfin de nombreuses extensions pouU OD SODQLILFDWLRQ G¶H[SpULHQFHV QXPpULTXHV VRQW
envisageables. 4XHOTXHV XQHV G¶HQWUH HOOHV VRQW SUpVHQWpHV dans le Chapitre 4. Nous 
introduirons la notion de distance à densité et de processus ponctuels associés pour générer 
GHV SRLQWV GH PDQLqUH SUpIpUHQWLHOOH KpWpURJqQH &HWWH PpWKRGH SHXW V¶DYpUHU
particulièrement intéressante en grande dimension où les plans uniformes concentrent leurs 
points naturellement sur les bords du domaine. 












Chapitre 4  
 
 
Vers des extensions« 
 
 
/¶LQWpUrW GH FH FKDSLWUH HVW G¶DSSRUWHU GLYHUV FRPSOpPHQWV DX[ SODQV G¶H[SpULHQFHV
permettant de mettre en évidence OD FDSDFLWp GH FHUWDLQV SODQV j V¶DGDSWer aux problèmes 
éventuels. 
-XVTX¶j SUpVHQW QRXV VRPPHV UHVWpV GDQV OH FRQWH[WH ELHQ JpQpUDO de la planification 
G¶H[SpULHQFHV QXPpULTXHV QRWDPPHQW FHOXL GH O¶XQLIRUPLWp GH OD GLVWULEXWLRQ GDQV XQ
hypercube. Il ne faut pas écarter cependant le fait que nous puissons être confrontés à des 
objectifs tels que :  
- OD GLVWULEXWLRQ GH SRLQWV GDQV XQ GRPDLQH GpILQL j O¶DLGH GH FRQWUDLQWHV
SDUWLFXOLqUHPHQWXWLOHGDQVOHVSUREOqPHVG¶RSWLPLVDWLRQ, 
- distribuer des points de manière hétérogène (préférentielle), 
- générer des points de manière itérative : par exemple effectuer un zoom sur une 
FHUWDLQH SDUWLH GH O¶HVSDFH RX ELHQ HQFRUH GpSODFHU OD ]RQH GH UHFKHUFKH WRXW HQ
conservant les points déjà générés précédemment, 
- etc. 
 
Dans ce chapitre, nous commençons par proposer une méthode pour générer des points de 
manière préférentielle. Cette méthode est basée sur le processus de Strauss discuté dans le 
chapitre précédent. Ensuite, nous exposRQVGHX[W\SHVG¶DSSURFKHVSRXUGLVWULEXHUOHVSRLQWV
dans des domaines contraints. Ce qui nous amène à présenter une nouvelle méthode, elle aussi 
basée sur le processus de Strauss. Enfin, nous présentons quelques exemples de plans itératifs. 
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4.1. 'LVWDQFH j GHQVLWp HW SODQV G¶H[SpULHQFHV
associés 
 
Dans les chapitres précédents, nous avons exposé différentes méthodes pour générer des 
points uniformément dans le domaine expérimental. Cet objectif reste essentiel lorsque nous 
Q¶DYRQV DXFXQH FRQQDLVVDQFH a priori du code afin de mieux capter les éventuelles non-
linéarités. 
Cependant, le phénomène complexe étudié peut apprendre des premières informations. Par 
exemple, on peut savoir que le phénomène varie de façon non-linéaire au centre du domaine. 
IOGRLWrWUHSDUWLFXOLqUHPHQWIDFLOHG¶LQWpJUHUjODGpPDUFKHG¶DQDO\VHFHUWDLQHVFRQQDLVVDQFHV
métiers.  
Ainsi, on cherche à générer une distribution hétérogène et/ou anisotrope de points dans 
O¶HVSDFH1RXVDYRQVGpMjproposé au paragraphe 3.3.3.3.  XQPR\HQG¶\SDUYHQLUHQMRXDQW
VXUO¶LQWHQVLWpG¶XQSURFHVVXVSRQFWXHOGH*Lbbs.  
Si le modèle de simulation retenu est un processus de Strauss, basé sur un mécanisme de 
UpSXOVLRQ OLp j XQH GLVWDQFH G¶LQWHUDFWLRQ une technique consiste à GRWHU O¶HVSDFH G¶XQH




Figure 60. Exemple de paires de point qui sont à la même distance h 
 
Une autre motivation de cette méthode est de corriger le fléau de la grande dimension en 
GHQVLILDQW OHV SRLQWV DX FHQWUH GX GRPDLQH H[SpULPHQWDO 3DU H[HPSOH O¶XWLOLVDWLRQ G¶XQH
distance à densité gaussienne (voir paragraphe 4.1.3) accordera beaucoup plus de points au 
centre du domDLQHTXHO¶XWLOLVDWLRQG¶XQSODQGH6WUDXVVXVXHOHQJUDQGHGLPHQVLRQ 
                                                 





4.1.1. Distance à densité 
 
On considère une fonction : IR IRdf ฀  positive suffisamment régulière de sorte que f  
soit intégrable sur tout segment. 
On introduit la notion de distance à densité. 
 
Définition.  
Pour 2 points A et B, on pose : 
( , ) ( )
B
A
A B f M dl฀ ฀฀  
intégrale curviligne de f  sur le segment AB où M décrit le segment AB et où dl  désigne 
un élément de longueur. 
/¶DSSOLFDWLRQ฀ ainsi définie sera appelée distance de densité la fonction f . 
 
En notant  et a b  les coordonnées respectives des points  et A B , on a  
0
( , ) ( )
l
sA B f x ds฀ ฀฀  
où s  HVW O¶DEVFLVVHFXUYLOLJQH et sx a su฀  ฀  avec b au
b a
฀฀ ฀  vecteur unitaire ( a b฀ ) et où 
l b a฀  ฀  est la distance usuelle entre  et A B . 
On note encore ( , ) ( , )A B a b฀  ฀ ฀ . 
 
Remarque. La distance euclidienne usuelle correspond au cas f  constante égale à 1. 
 
Considérons un exemple en dimension 1d ฀ . Pour cela, on choisit pour f  la densité 
gaussienne de moyenne 0฀฀  HWG¶pFDUW-type 1฀฀  FDVG¶XQHGHQVLWpGHSUREDELOLWp 
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Figure 61. Loi normale de mR\HQQHQXOOHHWG¶pFDUW-type 1 et distance ฀ ฀į DE  associée 
 
On a simplement  






x dx฀฀ ฀฀฀฀฀  est la fonction de répartition de la loi normale standard. 
Dans ce cas simple ( 1d ฀), ฀ YpULILHOHVD[LRPHVXVXHOVG¶XQHGLVWDQFH :  
( , ) 0a b฀ ฀  
( , ) 0a b a b฀ ฀ ฀ ฀ 
( , ) ( , )a b b a฀  ฀ ฀  
( , ) ( , ) ( , )a b a c c b฀ ฀ ฀฀  ฀  
 
0DLVFRQWUDLUHPHQWjODGLVWDQFHXVXHOOHRQQ¶DSDVODSURSULpWpG¶LQYDULDQFHVXLYDQWH : 
( , ) ( , )a b a c b c฀  ฀ ฀ ฀ ฀. 
 
6XUO¶H[HPSOHFL-dessous, la « boule ªGHFHQWUHHWGHUD\RQóHVWO¶LQWHUYDOOHLQWHUTXDUWLOH฀ ฀ ฀ ฀0 0, 0.67, 0.67a b  ฀   et la boule de centre ½ et de même rayon est ฀ ฀ ฀ ฀1 1, 0.15,1.57a b  ฀   
différente de ฀ ฀0 01/ 2 ,a b฀  (voir Figure 62). 
a=1 b=2 
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Figure 62. Loi normale centrée-réduite et représentation des boules B(0,1/4) et B(0.5,1/4) 
 
6LO¶RQFRQVLGqUHPDLQWHQDQWODEoule de centre 1 et de rayon ¼, on obtient un intervalle 
illimité à droite ฀ ฀0.23, ฀฀ : 












Figure 63. Loi normale centrée réduite et représentation de la boule B(1,1/4) 
 
Ainsi, on voit que la distance entre deux points dépend fortement de leurs positions dans 
O¶HVSDFH$O¶LQILQLOHVSRLQWVRQWWHQGDQFHjrWUHpORLJQpVUHODWLYHPHQWjODGLVWDQFHXVXHOOH
DORUVTX¶DXFHQWUHGHODGLVWULEXWLRQOHVSRLQWVVRQWSOXVSURFKHV$QRWHUTXHSRXU฀ grand, 
on se rapproche de la distance usuelle. 
 
Examinons maintenant les propriétés de la distance à densité introduite ici. Elle vérifie 
clairement les axiomes de positivité et de symétrie. La propriété de séparation peut être en 
défaut. Quant à l¶LQpJDOLWp WULDQJXODLUHHOOHQ¶HVWSOXVYDODEOHGDQV OHFDVJpQpUDOGqVTXH OD
dimension est supérieure ou égale à 2. 
Nous verrons que seule la propriété de symétrie est nécessaire pour la suite. 
 
 123 
4.1.2. Processus ponctuels et distance à densité 
 
On cherche à généraliser le processus de Strauss défini par 
( )( )






฀฀  ฀ 
฀  ฀ ฀
฀฀฀ ฀฀฀ ฀  
où les paramètres du processus sont ฀ et R  comme dans la section 3.3.1. 
On rappelle que ( )s x  FRPSWH OH QRPEUH G¶LQWHUDFWLRQV HW TXH OHV SRLQWV ix  et jx  
interagissent si et seulement si la distance usuelle qui les sépare est inférieure ou égale à R . 
On notera que chaquHLQWHUDFWLRQQ¶HVWFRPSWpHTX¶XQHVHXOHIRLVSDUV\PpWULH 
/¶LGpHQDWXUHOOHSRXUJpQpUHUGHVSODQVQRQIRUFpPHQWXQLIRUPHVHVWGRQFGHUHPSODFHUOD
distance usuelle par une distance à densité. On définit alors le processus de Strauss par : 






฀  ฀ 
฀฀
฀฀฀ ฀฀฀ ฀  
où ฀ désigne une distance à densité f . 
$QRWHUTXHF¶HVWODSURSULpWpGHV\PpWULHGH฀ qui rend correcte cette définition. 
Concernant la simulation, on a toujours une expression simple pour le calcul du rapport de 
YUDLVHPEODQFHGDQVO¶DOJRULWKPHGH0HWURSROLV-Hastings : 
( ) ( )( )
( )
i is y s xy
x
฀ ฀฀ ฀฀ . 
Dans le cas général, on considérera le processus ponctuel de Gibbs de potentiel (voir 
paragraphe 3.3.3.2. )  ฀ ฀฀ ฀( ) ,i j
i j
U x x x฀ ฀ ฀฀฀ ฀ . 
/¶DOJRULWKPHGH0HWURSROLV-Hastings reste inchangé à celui décrit au paragraphe 3.3.1. La 
seule modification est au niveau du calcul de la distance entre 2 points. Aussi, au niveau de la 
FRQYHUJHQFH GH O¶DOJRULWKPH OHV K\SRWKqVHV ฀-invariance et condition de mélange) du 
théorème de la section 3.2.2 sont encore vérifiées. 
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&HSURFpGpSHUPHWGRQFG¶REWHQLUGHQRXYHDX[SODQVG¶H[Sériences construits à partir de 
distance à densité. La section suivante décrit concrètement la génération de plans 
G¶H[SpULHQFHVdans le cas particulier G¶XQHGLVWDQFHjGHQVLWpgaussienne. 
 
4.1.3. Distance à densité gaussienne 
 
On considère le cas où f  est une densité (de probabilité) gaussienne sur IRd  






฀  ฀ ฀
฀฀  ฀ ฀฀ ฀  
avec ฀ une matrice de variances-covariances définie positive. 
 
On montre par le calcul (voir annexe D) que  ฀ ฀ ฀ ฀2 1 1/ 2 , ,( , ) u u uu a u l a ua b k e ฀ ฀ ฀ ฀ ฀ ฀฀ ฀  ฀฀  ฀ ฀ ฀ ฀ ฀ ฀ ฀฀  ฀ ฀ ฀  ฀ ฀  ฀  
avec 
l b a฀  ฀ , b au
b a









฀  ฀ ฀ ฀ ฀ ฀  ฀ 






z dt฀ ฀฀฀฀฀฀  désigne la fonction de répartition de la loi normale centrée réduite.  
Enfin, k  est une constante qui ne dépend que des caractéristiques de la densité f  choisie 
(voir annexe D(QSUDWLTXHODPpWULTXHHVWGpILQLHjXQFKDQJHPHQWG¶pFKHOOHSUqVHQIL[DQW
la valeur de k  à 1 (métrique équivalente). 
On notera que u฀ HVWO¶pFDUW-type de la loi normale unidimensionnelle induite sur la droite 
AB  et que ฀ est la distance de la droite AB au centre ฀ de la loi pour la métrique 
euclidienne induite par le produit scalaire 1,x y฀฀ . 
 
/¶H[HPSOHFL-dessous représente un plan de Strauss de distance à densité gaussienne avec 
un faible écart-type afin de favoriser la présence de points au centre du domaine. 
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Figure 64. Un plan de Strauss de distance à densité gaussienne isotrope (R=0.28, sigma=2) 
 
$WWHQWLRQFRQWUDLUHPHQWjFHTXLDpWpYXMXVTX¶LFLRQUHSUpVHQWHOHVERXOHVGH rayon R  et 
non / 2R . (Q HIIHW O¶LQpJDOLWp WULDQJXODLUH Q¶pWDQW SDV YpULILpH GDQV tous les cas il devient 
impossible G¶REVHUYHUOHVLQWHUDFWLRQVjO¶DLGHGes sphères de rayon R/2. Ainsi, une interaction 
entre deux points VHSURGXLWH[DFWHPHQWORUVTXHFKDFXQG¶HX[HVWGDQVOHYRLVLQDJHGHO¶DXWUH
,OQHVXIILWSDVTXHOHVERXOHVV¶LQWHUVHFWHQW3DUH[HPSOHVXUODILJXUHFL-dessus on ne compte 
aucune interaction. 
 
La figure suivante quant à elle représente unHGLVWULEXWLRQRO¶RQSHXWYRLUGHVLQWHUDFWLRQV
entre les points. 









Figure 65. Un plan de Strauss de distance à densité gaussienne isotrope avec interactions entre les points 
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On observe différentes formes de voisinages11, quasi-sphériques au centre, ovales loin du 
bord et non bornés. A noter aussi que ces voisinages ne sont pas forcément convexes. 
Il est également possible de construire des plans anisotropes en fixant par exemple des 
écarts-types différents selon les directions (corrélation nulle sur la figure suivante). 










Figure 66. Un plan de Strauss de distance à densité gaussienne anisotrope 
 
,O HVW LPPpGLDW GH FRQVWDWHU TX¶DYHF XQ pFDUW-type large, on retrouve un plan de Strauss 
usuel : 
 
Figure 67. Un plan à distance à densité gaussienne avec sigma=1000 et R=0.4 
 
Ces plans ont été utilisés au cas G¶pWXGH de dimension 3 (voir paragraphe 8.3.1.). Les 
résultats étant de qualité moyenne, il serait probablement plus intéressant de les utiliser dans 
un problème de grande dimension pour corriger le fléau de la grande dimension. 
                                                 
11 /HWHUPHYRLVLQDJHHVWLPSURSUHGDQVODPHVXUHRO¶RQQHSHXWSDVGpILQLUXQHYUDLHWRSRORJLHD[LRPHVGHV




/¶REMHFWLISULQFLSDOGHcette section est de répondre à la question suivante : « Est-il possible 
de construire des SFD dans un domaine quelconque, pas forcément convexe, sans rapport 
avec les hypercubes traditionnels ? ».  
(QHIIHWGqVTXHOHGRPDLQHGHYDULDWLRQGHVSDUDPqWUHVQ¶HVWSOXVXQK\SHUFXEHOHVSODQV
étudiés précédemment ne conviennent pas QpFHVVDLUHPHQW 3DU H[HPSOH O¶LQWpUrW G¶XWLOLVHU
GHVK\SHUFXEHVODWLQVHWGHVWDEOHDX[RUWKRJRQDX[Q¶HVWSOXVpYLGHQW 
&HWWH TXHVWLRQ HVW HQ IDLW j O¶RULJLQH GH QRPEUHX[ SUREOqPHV G
RSWLPLVDWLRQ VRXV
contraintes, qui induisent des portions d'espace inteUGLWHV$ILQG¶\UpSRQGUHQRXVSURSRVRQV
ici deux approches :  une approche a posteriori qui consiste à générer des plans adaptés à cette approche 
GDQVO¶K\SHUFXEHHWjUHWHQLUXQLTXHPHQWODUpJLRQTXLVHOLPLWHDXGRPDLQHG¶LQWpUrW  une approche a priori qui consiste à travailler directement sur le domaine de variations 
possibles de paramètres. 
 
4.2.4. Approche a posteriori 
 
6L OH GRPDLQH G¶LQWpUrW SHXW rWUH LQVFULW GDQV XQ K\SHUFXEH G¶HQWRXUDJH O¶LGpH HVW GH
générer un SFD approprié dans cet hypercube et de conserver uniquement les points qui se 
VLWXHQWGDQVODUpJLRQG¶LQWpUrW,OIDXWrWUHELHQFRQVFLHQWTXHFHWWHDSSURFKHSHXWDOWpUHUOHV
qualités du plan résultant, ne serait-ce que, par exemple et de façon évidente, sa discrépance. 
Ainsi, cette approche nécesVLWHELHQVRXYHQWG¶DPpOLRUHUOHVSODQVjO¶DLGHGHFULWqUHV7URVVHW
(1999) introduit à cet effet une variante des plans maximin. Les plans de Strauss sont 




Figure 68. Un plan de Strauss généré dans [0,1]2 puis on conserve les points  
GDQVOHGRPDLQHG¶LQWpUrWHQbleu 
 
Cette approche de filtrage a posteriori peut aussi devenir problématique lorsque les 
contraintes amènent à réduire considérablement la régioQ G¶LQWpUrW HW TX¶LO GHYLHQW GLIILFLOH
alors de conserver des points dans celle-FL/¶DSSURFKHGpFULWHGDQVODVHFWLRQVXLYDQWHSHUPHW
de pallier cet inconvénient. 
 
4.2.5. Approche a priori : Plans Step-by-Step (SbS) 
 
On travaille directement sur le domaine des variations possibles des paramètres. Dans le cas 
où le domaine peut être défini précisément et explicitement, cette méthode est facilement 
HQYLVDJHDEOH HW Q¶LPSRVH SDV GH JUDQGHV PRGLILFDWLRQV DX[ PpWKRGHV GpWDLOOpHV
précédemment. 
Dans le cas contraire, il nous faut trouver une solution et éliminer la phase « tirer un point 





XQH G\QDPLTXH JOREDOH TXL WHQG j OHV pORLJQHU OHV XQV GHV DXWUHV G¶XQ UD\RQ 5 DYHF XQH
intensité plus ou moins forte ฀. 
 
Remarque. ฀ et R sont les mêmes paramètres que dans un processus de Strauss. 
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Figure 69. Une distribution de 40 points en dimension 2 obtenue à partir du point bleu et rouge 
 
Algorithme 4. Génération de plans Step-by-Step 
Fixer n  OHQRPEUHG¶H[SpULHQFHVVRXKDLWpHV฀ et R . cD  est le domaine défini par des 
contraintes. 
Choisir une (ou quelques : n n฀฀) expériences 1x , ..., xn cD฀  SDUXQHPpWKRGHG¶RSWLPLVDWLRQ
par exemple) 
 
0rejet ฀  
 
TANT QUE ( n n฀  ET rejet < 105) 
 
   Choisir une expérience 
i
x  au hasard avec ฀ ฀1, ..., ni฀  
   Simuler 
i




   
TANT QUE (
i
cy D฀ ) 
 
    1rejet rejet฀  ฀  
    Simuler 
i






   Fin tant que 
 
   Accepter de remplacer 
i
x  par 
i
y  avec la probabilité  
 
                             
( )





฀฀฀ ฀  ฀ ฀  ฀ ฀  ฀  où  ฀1 1 1, ..., , , , ...,i i i ny x x y x x฀  ฀ ฀  
   SI 
i
y  est accepté ALORS 1n n฀  ฀  Fin si 
 
Fin tant que 
 
 
                                                 
12  Il est également possible de simuler un nouveau point 
i
x  au lieu de resimuler un point 
i
y . 













Remarque. Cette approche peut être considérée comme un processus de Strauss local. 
6L OH QRPEUH GH UHMHWV H[SORVH DORUV O¶K\SRWKqVH IDLWH VXU OD YDOHXU GX UD\RQ ORUV GH
O¶LQLWLDOLVDWLRQQ¶HVWYUDLVHPEODEOement pas la bonne. Dans ce cas on procéde, par exemple, 
par dichotomie pour trouver la valeur de R la mieux adaptée à notre problème.  
Généralement, on opére toujours par GLFKRWRPLHVXUODYDOHXUGXUD\RQSRXUV¶DVVXUHUGHQH
pas considérer un rayon trop petit. 
Quelques extensions peuvent également être apportées à cette approche. Par exemple, on 
pourrait avoiUXQHVWUDWpJLHGHSpQDOLVDWLRQDYHFXQHSUREDELOLWpG¶DFFHSWDWLRQVXU OH UHVSHFW
des contraintes. Ce qui permettrait parfois de prendre des raccourcis par le domaine non 
UpDOLVDEOHHWG¶pYLWHUXQHVWDJQDWLRQGHO¶DOJRULWKPH&HWWHH[WHQVLRQreste envisageDEOHV¶LOHVW
possible de calculer la distance au respect des contraintes. 
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4.3. Plans itératifs en phase exploratoire : zoom et 
shift 
 
Une fois le plan initial construit, nous pouvons être amenés à considérer seulement une 
SRUWLRQ GX GRPDLQH G¶H[SpULPHQWDWLRQ 3DU H[HPSOH GDQV OH FDV R O¶RQ YHXW UpVRXGUH XQ
SUREOqPHG¶RSWLPLVDWLRQRQVHOLPLWHjODSRUWLRQGXGRPDLQHRLOHVWIRUWHPHQWSUREDEOHGH
trouver un minimum ou un maximum. On itére alors ce procédé de génération de plans sur 
chaque sous-région issuH FKDFXQHG¶XQHSDUWLH GXGRPDLQH FHOD FRQVLVWH j ]RRPHU VXUXQH





4.3.1. Plans itératifs : zoom 
 
Le plan initial est un plan à entropie maximal à 20 poiQWVHQGLPHQVLRQJpQpUpjO¶DLGH
G¶XQYDULRJUDPPHVSKpULTXHGHSRUWpHpJDOHj 
1RXV VRXKDLWRQV IDLUH XQH SUHPLqUH LWpUDWLRQ DILQ G¶DIILQHU OD ]RQH GpILQLH SDU฀ ฀ ฀ ฀0.2, 0.8 0.3, 0.6฀  en y ajoutant 30 points. 












Figure 70. 8QSODQjHQWURSLHPD[LPDOHjSRLQWVHQ'RO¶RQYHXWDIILQHUOD]RQHGpILQLHSDUOHSDYp 
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On génère un plan à entropie maximale tout en considérant et en conservant les 4 points 
préexistaQWVGXQRXYHDXGRPDLQHG¶pWXGH&¶HVW-à-GLUHTXHVLO¶RQHVWamené à tirer un point 
simulé lors de la phase précédente, on ne le considère pas et on va donc ainsi retirer un point 
MXVTX¶jFHTXHO¶RQFKRLVLVVHUXQSRLQW© deplaçable ». On obtient : 














Figure 715HSUpVHQWDWLRQGHO¶pFKDQWLOORnnage obtenu dans la zone choisie en ayant considéré les 
simulations déjà effectuées 
 
&HWWHPpWKRGRORJLHV¶DGDSWHpJDOHPHQW très bien aux plans de Strauss ; plus généralement à 
toutes les méthodes itératives de planification telles que les DOJRULWKPHV G¶pFhange par 
exemple. 
 
4.3.2. Déplacement de zone de recherche 
 
/RUVG¶XQH UHFKHUFKHG¶RSWLPXPRQSHXW rWUH DPHQpDXFRXUV GH ODSUHPLqUH LWpUDWLRQj
déplacer la zone de recherche. Chaque zoom ou chaque déplacement se fait en conservant à la 
fois les points déjà simulés et les propriétés initiales du plan (déterminant maximal ou respect 
GXSURFHVVXVGH6WUDXVVjO¶pWDWVWDWLRQQDLUH 
 
Voici un exemple de déplacement de zone de recherche.  
On part de la zone de recherche initiale ฀ ฀ ฀ ฀0.1, 0.5 0.7, 0.95฀ . AdmettonVTXH O¶RSWLPXP
que nous trouvons dans cette zone de recherche se trouve en ฀ ฀0.47, 0.7  F¶HVW-à-dire au bord 
GX GRPDLQH 2Q DLPHUDLW VDYRLU V¶LO Q¶\ SHXW SDV \ DYRLU XQ PHLOOHXU RSWLPXP GDQV OH
YRLVLQDJHGHFHWWH]RQHG¶LQWpUrW2QV¶DYLVHjIDLUHXQHUHFKHUFKHG¶RSWLPXPGDQVXQHDXWUH
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zone de recherche, par exemple ฀ ฀ ฀ ฀0.45, 0.8 0.5, 0.8฀ , tout en conservant les points déjà 
générés auparavant. 














Figure 72. Plan initial avec la représentation de la nouvelle zone de recherche 
 
On génère des points avec la méthode, on obtient : 















expériences initiales et en bleu les expériences itérées une à une 
 
Il est intéressant de considérer les points proches des bords du nouveau domaine afin 
G¶pYLWHU GH IDLUH GHV VLPXODWLRQV WURS SURFKHV GH FHOOHV GpMj HIIHFWXpHV DXSDUDYDQW /¶LGpH
consiste à rajouter une tolérance sur les coordonnées des points. 
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ANALYSE DES PLANS D¶EXPERIENCES 
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Cette partie est FRQVDFUpH j O¶DQDO\VH LQWULQVqTXH GHV SODQV G¶expériences ainsi TX¶à de 
nouveaux outils pour étudier les propriétés des plans. 
Le premier chapitre présente un outil graphique pour vérifier O¶K\SRWKqVHG¶XQLIRUPLWpGX
plan, par balayage dans toutes les directions. 
Le second chapitre introduit un outil basé sur une technique de théorie des graphes afin de 











Chapitre 5  
 
 
Un nouveau critère statistique en forme 
GHUDGDUSRXUODPHVXUHGHO¶XQLIRUPLWp
GHVSODQVG¶H[SpULHQFHVHWGHOHXU
projection sur les sous-espaces 
 
Dans ce chapitre, nous introduisons une statistique construite sur les projections de 
GLPHQVLRQSRXUWHVWHUO¶XQLIRUPLWpG¶XQSODQG¶H[SpULHQFHVLe choix de la dimension 1 est 
OLp j OD GLIILFXOWp G¶REWHQLU OD ORL WKpRULTXH GHV SURMHFWLRQV VXU XQ HVSDFH GH GLPHQVLRQ
VXSpULHXUH/DUHVWULFWLRQjODGLPHQVLRQSUpVHQWHFHSHQGDQWO¶DYDQWDJHG¶RIIULUXQRXWLOGH
visualisation simple basé sur le principHG¶XQUDGDU(QUHSUpVHQWDQWODYDOHXUGHODVWDWLVWLTXH
selon toutes les directions, on obtient une courbe (ou une surface) paramétrée permettant 
G¶LGHQWLILHUOHVGpIDXWVG¶XQLIRUPLWpG¶XQSODQDXUHJDUGGHVHVSURMHFWLRQVVXUOHVGURLWHV  
Le chapitre est structuré de la façon suivante. Dans un premier temps, on définit la 
QRXYHOOH VWDWLVWLTXH HW O¶RXWLO GH YLVXDOLVDWLRQ DVVRFLp DSSHOp UDGDU G¶XQLIRUPLWp HW HQ
donnons quelques propriétés. Puis, on montre des applications du radar à des plans SFD. Une 
amélioration est alors apportée dans la section 5.3RO¶RQGpILQLWXQHVWDWLVWLTXHJOREDOHTXL






'DQV OH FDGUH GH O¶H[SORUDWLRQ G¶XQ FRGH GH FDOFXO FRQVLGpURQV XQ SODQ G¶H[SpULHQFHV
uniforme sur un domaine cubique ฀ ฀1,1 d฀  ฀  . Notons 1, ..., nx x  les points expérimentaux, et ฀ ฀0H  O¶K\SRWKqVH : « 1, ..., nx x  ont été générés par des tirages aléatoires indépendants selon la 
loi uniforme dans ฀ ». 6LOHFRGHGHFDOFXOQHGpSHQGTXHG¶XQHVHXOHGLUHFWLRQSULQcipale, il 
devient important que les projections sur cet axe soient le mieux réparties possible. Plus 
généralement, notons aL  la droite engendrée par un vecteur unitaire ฀ ฀1, ..., da a a฀  de ฀, et 
a฀ la loi de probabilité des projections de 1, ..., nx x  sur aL . Idéalement, on pourrait donc 
vouloir que pour toutes les directions a  la loi a฀  soit uniforme. Cependant FHFL Q¶HVW SDV
réaliste lorsque aL  Q¶HVW SDVXQD[HGH FRRUGRQQpHV3DU H[HPSOHGDQV OHFDVGXGRPDLQH
cubique ฀ ฀21,1฀ , les points projetés seront en plus grande quantité sur la partie centrale de 
O¶D[HGHSURMHFWLRQFRPPHRQSHXWO¶REVHUYHUVXUODFigure 75.  
 





















Figure 75. A gauche, les projections des points sur un axe La$GURLWHO¶KLVWRJUDPPHGHVSURMHFWLRQV 
 
Plus précisément, la répartition des projetés peut se diviser en 3 zones, définies par la 
projection des sommets du domaine. La loi a฀  admet la densité en forme de trapèze 
représentée ci-dessous. Les sommets du trapèze correspondent aux sommets du carré ฀ 














Figure 76. La loi des projections pour un domaine cubique en dimension 2 
 
Dans le cas général, la projection sur aL  est une combinaison linéaire de variables 
aléatoires indépendantes de loi uniforme, ce qui ramène le calcul de sa loi à un problème 
classique de probabilités abordé dès le XVIIIème siècle par Lagrange (voir la discussion dans 
Elias et Shiu (1987) à ce sujet). Si on note ฀ ฀1, ..., dX X X฀  avec 1, ..., dX X  des variables 
aléatoires indépendantes et identiquement distribuées de loi uniforme sur ฀ ฀1,1฀ , et Z la 
projection de X sur aL  avec 0 {1, ..., }ja j d฀ ฀ ฀ , alors la fonction de répartition de Z est 
donnée par 
1 { 1,1}
1 ( . )








฀ ฀฀ ฀  ฀ 
฀  ฀ ฀฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀ ฀฀  






s s฀ ฀฀฀ , 
.s a  est le produit scalaire des vecteurs s et a, et ฀ ฀ max( , 0)y y฀฀  la partie positive de y.  
Il en résulte que pour un axe donné, Z  admet une densité continue par morceaux dont les 
Q°XGVFRUUHVSRQGHQWDX[SURMHFWLRQVVXUO¶D[HGHVVRPPHWVGXGRPDLQH 
 
Preuve. /RL G¶XQH FRPELQDLVRQ OLQpDLUH GH YDULDEOHV DOpDWRLUHV LQGpSHQGDQWHV GH ORL
uniforme. 
Le résultat final démontré par Ostrowski (1952) utilise des méthodes souvent très 
techniques. Cependant Elias et al. (1987) proposent une méthode de calcul opérationnel plus 
simple que nous appliquons à notre cas particulier.  
Soit 1 1. ... d dZ X a X a X a฀ ฀ ฀ ฀  &¶HVW GRQF XQH VRPPH GH YDULDEOHV DOpDWRLUHV
indépendantes de loi uniforme sur ฀ ฀, , 1,...,i ia a i d฀  ฀ . Par conséquent, elle admet une densité 
 0 
฀ 
฀ M -M -฀ 
avec : 
 
M = |cos฀| + |sin฀| ฀ = | |cos฀|-|sin฀| | ฀ = ฀฀M 1  
 141 










฀  ฀ ฀
฀  ฀ ฀ ฀ ฀ ฀฀  ฀ ฀  ฀ ฀  ฀ ฀ , où ฀ désigne le produit 
de convolution. Pour calculer ce produit des convolutions, Elias et Shiu (1987) proposent 
G¶XWLOLVHU OHVWUDQVODWLRQV2QSRVH ฀ ฀( ) ( )aT f x f x a฀  ฀  la translation de la fonction f de -a. 














x x a x a
T x x T x x
T T x x
฀  ฀ ฀ ฀  ฀ ฀  ฀ 
฀ ฀ ฀
฀  ฀ 
฀ ฀ ฀ ฀
฀  ฀ 
฀  ฀ 
  






a a a a a
jj
f x T T x T T x
a
฀ ฀ ฀ ฀฀
฀  ฀ ฀ ฀ ฀ ฀ ฀ ฀  ฀ ฀  ฀ ฀  ฀ ฀ . 
La preuve est alors la conséquence des deux lemmes suivants : 
 
Lemme 1. La translation commute avec la convolution. ฀ ฀ ฀ ฀ ฀ ฀
1 2 1 2 1 2 1 2
( ) ( ) , IRa x x x a x a x xT f f f T f T f f x x ฀ ฀ ฀ ฀ ฀ ฀ 
Lemme 2. 
฀ ฀1 , IN, IR! ! 1 !m n m nx x x n m xm n m n฀  ฀ ฀ ฀ ฀฀ ฀ ฀ ฀ ฀ ฀฀  ฀   
 
En appliquant le lemme 1, on a 






a a a a a
jj
d fois
f x T T T T x x
a
฀ ฀ ฀ ฀฀
฀  ฀ ฀  ฀ ฀  ฀ ฀ ฀ ฀ ฀ ฀ ฀฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀ ฀ . 
En appliquant le lemme 2, on obtient ฀ ฀฀ ฀฀ ฀





2 ( 1)!d d
dd
a a a a a a a
jj
x
f x T T T T T T
a d
฀฀฀ ฀ ฀฀
฀  ฀ ฀  ฀ ฀ ฀ ฀ ฀ ฀฀  ฀   ฀ ฀  ฀ ฀  ฀  ฀฀  ฀ ฀  ฀ ฀ . 
'¶R 






1 ( . )








฀ ฀฀฀ ฀  ฀ 
฀  ฀ ฀  ฀ ฀฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀ ฀฀  ฀ ฀  ฀ ฀฀ .  
/HUpVXOWDWDQQRQFpV¶REWLHQWHQLQWpJUDQWFHWWHUHODWLRQ  
 
A noter également que la loi des pURMHFWLRQV HVW FRQQXH GDQV G¶DXWUHV VLWXDWLRQV FRPPH
GDQVOHFDVG¶XQGRPDLQHVSKpULTXH : si ฀ est la boule unité de IRd, un calcul direct montre 
que a฀  admet la densité ฀ ฀ ฀ ฀฀ ฀2 1,12 1 1af x x x฀ ฀ ฀ , la fonction de répartition étant égale à 
21 1( ) (Arcsin 1 )
2a
F x x x x฀฀ ฀ ฀ ฀ pour ฀ ฀1,1x฀  ฀ . 
 
(Q UpVXPp SRXU TX¶XQ SODQ G¶H[SpULHQFHV XQLIRUPH SRVVqGH GH ERQQHV SURSULpWpV GH
répartition sur les projections de dimension 1, il faudrait que pour toutes les directions a, la 
distribution empirique des projections sur aL  soit proche de leur distribution théorique sous 
O¶K\SRWKqVH ฀ ฀0H . /HVVWDWLVWLTXHVG¶DGpTXDWLRQGH ORLVRQWQRPEUHXVHVYRLU'¶DJRVWLQRHW
Stephens, 1986) ce qui laisse un grand nombre de choix pour définir un critère adapté à cet 
objectif. Des contraintes spécifiques permettent de limiter les possibilités. Déjà, il est 
préférable que la loi de la statistique soit connue DILQ G¶HQ pYLWHU VRQ calcul approché. En 
RXWUH RQ DLPHUDLW TXH OD VWDWLVWLTXH VRLW OLEUH F¶HVW-à-dire que sa loi ne dépende pas de la 
GLUHFWLRQGHSURMHFWLRQDILQGHGLVSRVHUG¶XQVHXLOXQLTXHGHUHMHWSRXUWRXVOHVDQJOHV(QILQ
par souci de cohérence, il serait souhaitable que la VWDWLVWLTXHUHWHQXHSXLVVHV¶LQWHUSUpWHUHQ
WHUPHGHGLVFUpSDQFHORUVTX¶RQSURMHWWHVXUXQD[HGHFRRUGRQQpHV 
Finalement, deux statistiques (au moins) correspondent à ces contraintes : la statistique de 
Kolmogorov-Smirnov 
 ,Ö( ) sup ( ) ( )n n a aD a F z F z฀  ฀  (1) 




Ö( ) ( ( ) ( ))n n a aN a F z F z dz฀ ฀  ฀ ฀  (2) 
où ,Ön aF  est la fonction de répartition empirique des projections de 1, ..., nx x  sur aL , et aF  la 
fonction de répartition de a฀ . Lorsque aL  est un axe de coordonnées, a฀  est la loi uniforme 
sur [0,1] et ces statistiques correspondent respectivement aux discrépances L฀ et L2 
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(Niederreiter, 1987). Dans la suite, nous avons choisi de travailler avec la première car les 
conclusions semblent équivalentes mais avec des graphiques correspondants plus lisibles (voir 
la section 5.4). Par analogie avec le cas des axes de coordonnées, nous parlerons de 
discrépance des projetés pour désigner la statistique de Kolmogorov-Smirnov de la formule 
(1). 
 
Continuité et dérivabilité du radar. Nous donnons les démonstrations pour la dimension 2 








D z z F z z฀  ฀   ฀ , la statistique de Kolmogorov-Smirnov pour la loi 
uniforme sur ฀ ฀1,1฀ .  
 
Proposition. 
(i) UD  est continue  
(ii) UD  admet des dérivées partielles par rapport à tous les , 1, ...,ix i n฀  en ฀ ฀1, ..., nz z  




F z z  est atteint en un seul ฀ ฀, 1, ...,jz j n฀ . 
 
Démonstration. On peut écrire ฀ ฀ ฀ ฀ ฀ ฀฀ ฀1 1cos sin , , cos sinUn n nD D F x y F x y฀  ฀ ฀ ฀ ฀ ฀ ฀ ฀   








D z z F z z฀  ฀  est la statistique de Kolmogorov-Smirnov pour la 
loi uniforme sur ฀ ฀1,1฀ . 2Q YpULILH DYHF O¶H[SUHVVLRQ GH F฀ que ฀ ฀ ฀ ฀, p F p฀฀  est 
continue. /DTXHVWLRQGHODFRQWLQXLWpGXUDGDUG¶XQLIRUPLWpVHUDPqQHGRQFjODFRQWLQXLWpGX
radar par rapport à toutes les variables ฀ ฀ ฀ ฀1
1
1







฀฀ ฀฀ . Si on perturbe les it  
G¶XQH YDOHXU i฀, alors le supremum varie au plus de la somme des i฀, ce qui permet de 
garantir la continuité. 
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3RXU OD GpULYDELOLWp RQ YpULILH DYHF O¶H[SUHVVLRQ GH F฀ que ฀ ฀ ฀ ฀, p F p฀฀  admet des 
dérivées partiellHV /D TXHVWLRQ GH GpULYDELOLWp GX UDGDU G¶XQLIRUPLWp VH UDPqQH GRQF j
O¶H[LVWHQFHGHGpULYpHVSDUWLHOOHVGH UD . 
 Supposons que le supremum soit atteint pour un unique jz  où ฀ ฀1, ...,j n฀ . 
Dans ce cas, les dérivées partielles relatives à iz , i j฀ , existent et valent 0 car une 





฀฀ . Supposons par exemple que : [ 1,1] Ö Ösup ( ) ( ) 0n n j jz F z z F z z฀  ฀  ฀ ฀ ฀ ฀. On choisit ฀ tel 
que Ö Ö, ( ) ( )n j j n i ii j F z z F z z ฀฀ ฀ ฀ ฀  ฀ et Ö ( )n j jF z z ฀฀  ฀ . On a alors :  ฀ ฀ ฀ ฀1 1, ..., , ..., , ...,U Uj n jD z z z D z z฀  ฀ ฀ ฀  et ฀ ฀ ฀ ฀1 1, ..., , ..., , ...,U Uj n jD z z z D z z฀  ฀ ฀ ฀  





฀฀  existe en ฀ ฀1, ..., nz z  et vaut -1.  
De la même façon, si ฀ ฀
[0,1]
Ö Ösup ( )n j n j
z





฀฀  existe et vaut 1. 
 Supposons que le supremum soit atteint en jz  et en au moins un autre kz  pour ฀ ฀, 1, ...,j k n฀ . Nous allons montrer que la dérivée partielle en jz  Q¶H[LVWHSDV 
Supposons par exemple que Ö ( ) 0n j jF z z฀  ฀  et soit 0฀฀ , Ö ( )n j jF z z ฀฀  ฀ . Distinguons le 
cas suivant.  Le supremum est atteint en jz  et kz , j k฀  avec j kz z฀ . 
Alors ฀ ฀ ฀ ฀1 1, ..., , ..., , ...,U Uj n nD z z z D z z฀  ฀ ฀ ฀ ฀,  
mais ฀ ฀ ฀ ฀1 1, ..., , ..., , ...,U Uj n nD z z z D z z฀฀  ฀ . Donc la dérivée à droite est différente de la 
dérivée à gauche.  Sinon, pour tous les kz , avec k j฀  SRXUOHVTXHOVO¶RSWLPXPHVWDWWHLQW j kz z฀ . Alors ฀ ฀ ฀ ฀1 1, ..., , ..., , ...,U Uj n nD z z z D z z฀  ฀ ฀ ฀ ฀ 
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mais ฀ ฀ ฀ ฀1 1, ..., , ..., , ...,U Uj n nD z z z D z z฀฀  ฀  car la perturbation locale en jz  ne fait pas 
changer la valeur du supremum qui est toujours atteint en kz . La dérivée à droite est donc 
aussi différente de la dérivée à gauche.  
 
/DGLVFUpSDQFHGHVSURMHWpVIRXUQLWXQRXWLOGHYLVXDOLVDWLRQGHVGpIDXWVG¶XQLIRUPLWpVHORQ
les projections. Cet outil est basé VXU OH SULQFLSH G¶XQ UDGDU HW SRXU FHWWH UDLVRQ QRXV
proposons de O¶DSSHOHU UDGDU G¶XQLIRUPLWp. Son utilisation diffère selon la dimension de 
O¶HVSDFH฀ sur lequel on vise à véULILHUO¶XQLIRUPLWpGHVSRLQWV 
En dimension 2, on calcule la discrépance des projetés selon toutes les directions en 
effectuant un balayage angulaire dans ฀. Ce qui donne une courbe paramétrée, appelée radar 
2DG¶pTXDWLRQHQFRRUGRQQpHVSRODLUHV ฀ ฀nD฀  ฀  
définie sur [0,2฀], permettant de visualiser la bonne répartition des points selon toutes les 
directions. Et ainsi de décider si le plan convient ou non. 
En dimension 3, on calcule la discrépance des projetés sur un axe ,L฀  ฀  pivotant autour du 
centre du domaine et défini en coordonnées sphériques par un angle ฀ pour la longitude et ฀ 
pour la latitude. On obtient dans ce cas une surface paramétrée, appelée radar 3D, ฀ ฀ ฀ ฀, ,nD฀ ฀ ฀ ฀ 
définie sur ฀ ฀0,2 ,
2 2
฀  ฀ ฀ ฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀ . 
En dimension quelconque LOQ¶HVWSOXVHQYLVDJHDEOHG¶HIIHFWXHUXQEDOD\DJHDQJXODLUHGH
O¶HVSDFH ฀ et surtout, représenter graphiquement le résultat devient difficile (même si le 
FDOFXO UHVWH SRVVLEOH &HSHQGDQW O¶K\SRWKqVH H0) reste valable sur les espaces de 
FRRUGRQQpHVGHGLPHQVLRQHW2QSHXWGRQFDSSOLTXHUOH UDGDUG¶XQLIRUPLWpVXUWRXV OHV
couples et/ou triplets de dimensions possibles. 
En pratique, la qualité de la représentation peut être dégradée par la discrétisation. Les 
radars 2D et 3D sont bien des applications continues. En revanche nD  Q¶HVW SDV GpULYDEOH
pour tous les axes aL  WHOVTX¶DXPRLQVGHX[SRLQWVGH ฀ se projettent en un même point, ce 
qui permet dHFRPSUHQGUHO¶RULJLQHGHVQRPEUHXVHVFDVVXUHVYLVLEOHVGDQVOHVJUDSKLTXHVGH





'DQVFHWWH VHFWLRQQRXVSUpVHQWRQVTXHOTXHV H[HPSOHV DILQGHYpULILHU O¶LQWpUrW GX UDGDU
G¶XQLIRUPLWp SRXU WHVWHU OD bonne répartition des points expérimentaux en projection. 
&RQIRUPpPHQWDXFDGUHG¶DSSOLFDWLRQQRXVQRXVSODoRQVGDQVGHVFDVRO¶K\SRWKqVH ฀ ฀0H  
de répartition uniforme dans le domaine expérimental est plausible. Pour chaque 
représeQWDWLRQGX UDGDU G¶XQLIRUPLWpQRXV DYRQV DMRXWp OH FHUFOH RX OD VSKqUHGH UD\RQ ks 
égal à la statistique du test de Kolmogorov-Smirnov associé à un niveau de confiance à 95% 
Rappelons que la statistique étant libre, ks ne dépend pas de a. Cela donne un élément de 
décision, ou a minima, de comparaison, avec les plans aléatoires obtenus par tirage uniforme. 
Si le plan étudié est stochastique (pseudo aléatoire, hypercubes latins et tableaux orthogonaux 
randomisés) la visualisation du graphe permet de donner les directions a selon lesquelles 
O¶K\SRWKqVH ฀ ฀0H  est rejetée. Dans le cas contraire, le plan étudié est déterministe (suites à 
IDLEOHGLVFUpSDQFHQRXVQHVRPPHVSOXVGDQVOHFDGUHFODVVLTXHG¶DSSOLFDWLRQGXWHVW6LXQH
des valeurs de ( )nD a  est supérieure à ks, alors on peut seulement dire que le plan étudié est 
PRLQVERQTX¶XQSODQDOpDWRLUHDXVHQVRODSUREDELOLWpTX¶XQSODQDOpDWRLUHDLWXQHPHLOOHXUH
discrépance dépasse 95%. Les exemples qui suivent concernent essentiellement ces cas là, car 
nous avons préféré prendre des SFD connus sans les transformer. Pour autant, en pratique, il 
VXIILUDLW G¶DSSOLTXHU XQH UDQGRPLVDWLRQ RX XQ VFUDPEOLQJ YRLU )DQJ /L 6XGMLDQWR 
pour se retrouver dans les conditLRQVG¶DSSOLFDWLRQVXVXHOOHVGHVWHVWVVWDWLVWLTXHV 
 
5.2.1. Exemple 1 : détection de lacunes dans les suites de 
Halton en 15D jO¶DLGHGX radar 2D 
 
2Q FRQVLGqUH OHV  SUHPLHUV SRLQWV G¶XQH VXLWH j IDLEOH GLVFUpSDQFH GH +DOWRQ 
(voir section 1.3.1) en dimension 15. En grande dimension, LO HVW LQWpUHVVDQWG¶appliquer le 
radar sur toutes les paires de dimensions possibles. Parmi les cas de rejet, on a par exemple la 
paire ฀ ฀14 15,X X TX¶RQSHXWYLVXDOLVHUVXUODFigure 77. 
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Figure 77. A gauche : le plan (X14,X15G¶XQHVXLWHGH+DOWRQ ; à droite : la courbe obtenue jO¶DLGHGXUDGDU 
 
Dans cet exemple, comme il y a des valeurs de ( )nD a  à O¶H[WpULHXUGXFHUFOHGHUD\RQks, le 
UDGDUG¶XQLIRUPLWpGpWHFWHODPDXYDLVHUpSDUWLWLRQXQLIRUPHGDQVOHSODQ ฀ ฀14 15,X X . Le plus 
JUDQGpFDUWj O¶XQLIRUPLWpV¶REVHUYHSRXU ODGLUHFWLRQa DVVRFLpHjXQDQJOHG¶HQYLURQ
correspondant à la direction orthogonale aux alignements visibles sur la figure de gauche. On 
retrouve ici le défaut bien connu des suites de Halton en grande dimension de ne pas 
conserver une faible discrépance en projection (Morokoff, Caflisch, 1994). A noter cependant 
TXHOHUDGDUQ¶HVWSDVIDLWSRXUGpWHFWHUV\VWpPDWLTXHPHQWOHVGLUHFWLRQVG¶DOLJQHPHQWFRPPH
le montre O¶H[HPSOHVXLYDQW 
 
5.2.2. Exemple 2 : détection de lacunes dans les tableaux 
RUWKRJRQDX[jO¶DLGHGXUDGDU' 
 
On considère un tableau orthogonal linéaire de force 2 centré à 49 points à 3 dimensions 
(voir section 1.2.2.2. ). Comme les hypercubes latins, les tableaux orthogonaux sont souvent 
UHFRPPDQGpVSRXU OHVSODQVG¶H[SpULHQFHVQXPpULTXHVHQUDLVRQGH OHXUVERQQHVSURSULpWpV
en projection. En effet, projeté sur une face, un tableau orthogonal de force 2 donne une grille 
UpJXOLqUHGHSRLQWV&HSHQGDQWODQRQUHGRQGDQFHGHVSURMHFWLRQVHQGLPHQVLRQQ¶LPSOLTXH







Figure 78. A gauche. Un tableau orthogonal linéaire à 49 points en dimension 3 de force 2. A droite. Les 
points du tableau orthogonal projetés sur (X1,X2) 
 
Le tableau orthogonal étudié ici est linéaire de force 2 et son procédé de construction 
implique que les points vérifient la relation ฀ ฀1 2 33 0 mod 7x x x฀ ฀ ฀ . Les points se trouvent 
donc sur 5 plans parallèles. En conséquence, la distribution des projHFWLRQVVXUO¶D[HSDUDOOqOH
à ces plans ne sera pas satisfaisante. &HSUREOqPHQ¶HVW MDPDLV VLJQDOpGDQV OHFRQWH[WHGHV
SODQV G¶H[SpULHQFHV QXPpULTXHV LO HVW SRXUWDQW FRQQX GDQV OD OLWWpUDWXUH GHV SODQV
G¶H[SpULHQFHVFODVVLTXHV 
Nous avons appliqué le raGDUG¶XQLIRUPLWpjFHSODQHWUHSUpVHQWpODVSKqUHGHUD\RQks, les 
points ฀ ฀,nD ฀  ฀  HWOHVGLVWDQFHVGHFHVSRLQWVDXFHQWUHGHODVSKqUHjO¶DLGHG¶pSLQJOHVSRXU
PLHX[ HVWLPHU OHV GLIIpUHQFHV G¶XQLIRUPLWp VHORQ OHV GLUHFWLRQV 1RXV DYRQs également 
représenté le logarithme des p-valeurs du test en fonction de ฀ et ฀. On constate que le radar 
détecte bien un problème dans la direction perpendiculaire aux 5 plans, 72 , 18฀  ฀ ฀ ฀ ฀ ฀. Il 
révèle de plus une mauvaise distribution des projections dans la direction 35 , 40฀  ฀ ฀ ฀ ฀ ฀, 
problème que les caractéristiques du plan ne permettaienWSDVG¶DQWLFLSHU1RWRQVFHSHQGDQW
que le radar ne détecte pas de problème sur les axes de coordonnées pour lesquels les 


















Figure 79. A gauche, les p-valeurs en ±log10 du test de Kolmogorov-Smirnov. A droite, les valeurs du test 
de Kolmogorov Smirnov avec la représentation en épingles du radar 
 
&HFLV¶H[SOLTXHTXDQGRQUHJDUGHODIRQFWLRQGHUpSDUWLWLRQHPSLULTXH(QHIIHWODGLVWDQFH
entre la fonction de répartition des points projetés sur un des axes de coordonnées avec celle 
GH OD ORL XQLIRUPH Q¶HVW SDV WUqV pOHvée comme le montre la Figure 80 (c). En fait, les 
alignements peuvent être détectés au moyen de la statistique de Kolmogorov-Smirnov surtout 
ORUVTX¶LOVQH VRQWSDV UpSDUWLV UpJXOLqUHPHQWGDQV O¶HVSDFH FRPPHGDQV O¶H[HPSOH3Rur 
illustrer ce point on a représenté les fonctions de répartitions empiriques des projetés (après 
WUDQVIRUPDWLRQ VXU OHV  D[HV / / / FRUUHVSRQGDQW UHVSHFWLYHPHQW j O¶D[H GpILQL SDU
35 , 40฀  ฀ ฀ ฀ ฀ ฀ O¶D[H SHUSHQGLFXODLUH DX[  SODQV SDUDOOqOHV HW O¶D[H ] /¶pFDUW j
O¶XQLIRUPLWpHVWFODLUVXUOHVILJXUHVDHWEPDLVSDVVXUF 








































(a) (b) (c) 
 
Figure 80. De gauche à droite. Les fonctions de répartition (après transformation) des projetés 




5.3. Une statistique globale pour le radar 2D 
 
5.3.1. Exemple 3 - 9HUVXQHH[WHQVLRQGXUDGDUG¶XQLIRUPLWp 
 
&RQVLGpURQVOHVSUHPLHUVSRLQWVG¶XQHVXLWHGH+DOWRQHQGLPHQVLRQSURMHWpVVXUOH
sous-espace formé par ฀ ฀3 6,X X .  


































Figure 81/HVSUHPLHUVWHUPHVG¶XQHVXLWHGH+DOWRQHQGLPHQVLRQSURMHWpVVXU ฀ ฀3 6,X X  
 
Tous OHVSRLQWVGXUDGDUG¶XQLIRUPLWpVRQWjO¶LQWpULHXUGXFHUFOHGHUD\RQks et, par ce fait, 
le radar accepte le plan même si nous pouvons observer que les points du plan ฀ ฀3 6,X X  ne 
sont pas répartis uniformément. Cependant, les valeurs de la discrépance sont assez dispersées 
DYHF XQH IDLEOH YDOHXU SRXU O¶DQJOH ฀ = 0°, et des valeurs assez fortes, par exemple pour 
O¶DQJOH 29฀฀  ฀  TXL VHPEOH FRUUHVSRQGUH j OD GLUHFWLRQ RUWKRJRQDOH G¶DOLJQHPHQWV /¶LGpH
pour rejeter ce type de plan est de définir une nouvelle statistique qui fasse intervenir les 
discrépances maximale et minimale. De façon j pYLWHU OHV SUREOqPHV G¶pFKHOOH QRXV














฀  ฀ 
฀  ฀ 
฀
฀฀฀฀  (3) 
Cette statistique devrait permettre de rejeter les plans qui ont une mauvaise répartition dans 
une direction comparativement à une autre où les points seront répartis uniformément. Elle a 
O¶DYDQWDJHG¶rWUHJOREDOHF¶HVW-à-GLUHTXHVHXOHVDYDOHXUSHUPHWG¶DFFHSWHURXGHUHMHWHUXQ
plan. JXVTX¶jSUpVHQWRQGLVSRVDLWG¶XQWHVWVWDWLVWLTXHSRXUFKDTXHYDOHXUGH฀, ce qui peut 
être critiquable au niveau décisionnel. Pour une valeur de n fixé, la loi de nG  semble difficile 




correspondant à 1, ,100n ฀ '¶DSUqVFHWWHWDEOHOHVHXLOGHUHMHWjXQQLYHDXGHSRXU
XQ SODQ j  SRLQWV HVW pJDO j  'DQV OH FDV GH O¶H[HPSOH  OD YDOHXU REVHUYpH GH OD
statistique nG  est égale à 6.07, ce qui rejette très largement ce plan.  
Sur la table statistique, on constate que les valeurs se stabilisent lorsque n augmente, ce qui 
ODLVVHHVSpUHUTX¶LOHVWSRVVLEOHGHSUpFLVHUVRQFRPSRUWHPHQWDV\PSWRWLTXH&¶HVWHQHIIHWOH
cas. Nous décrivons ci-dessous un procédé qui peUPHW GH O¶REWHQLU &HOXL-ci est semi-
analytique car des simulations sont nécessaires pour achever les calculs. En théorie la 
démarche peut être étendue au cas 3D. La table statistique peut se calculer, similairement au 
cas 2D, par simulation. Cependant, il HVWEHDXFRXSSOXVGLIILFLOHG¶REWHQLUODORLDV\PSWRWLTXH 
 
5.3.2. Loi asymptotique de la statistique globale pour n>100 
 
Soit ฀ ฀1, ..., dX X X฀  avec 1, ..., dX X  les variables aléatoires indépendantes de loi 






Y ฀  le processus suivant : 
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฀฀฀  ฀ . 
On cherche alors vers quelle loi tend nG  quand n฀฀. La théorie des processus empiriques 






Y ฀ . La 
convergence des lois fini-dimensionnelles vers le processus gaussien de même espérance et 
covariances est assurée par le théorème de la limite centrée. 3DU DLOOHXUV O¶HQVHPEOH GHV
parties 
฀฀฀













Y฀  un processus gaussien centré et de structure de covariance : 
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La probabilité ( )s tP A A฀  V¶LQWHUSUqWH FRPPH OD VXUIDFH G¶XQ SRO\JRQH GpOLPLWp SDU OH
domaine et les droites s tA et A  (voir Figure 82). Cette surface peut se calculer 
analytiquement, par exemple en remarquant que le polygone est une partition des triangles 
avec un sommet commun, à choisir parmi les sommets du polygone. La loi asymptotique de 
nG  SHXW DORUV V¶REWHQLU SDU VLPXODWLRQ G¶XQ FKDPS gaussien centré et de matrice de 
covariances définie avec (4).  
 














La complexité des phénomènes décrits par des grands codes de calcul incite à répartir les 
expériences numériques le plus uniformément possible dans le domaine. En outre il est 
souhaitable que la répartition soit également satisfaisante en projection sur des sous-espaces, 
au cas où le code ne dépendrait que G¶XQ SHWLW QRPEUH GH IDFWHXUV RX GH FRPSRVDQWHV
principales. Dans ce chapitre, nous avons introduit un critère statistique permettant de 
JpQpUDOLVHU O¶XWLOLVDWLRQ GH OD GLVFUpSDQFH L฀ aux projections sur tous les sous-espaces de 
diPHQVLRQ  &H FULWqUH HVW DSSHOp UDGDU G¶XQLIRUPLWp FDU LO SHUPHW HQ GLPHQVLRQ  HW  GH
WHVWHU JUDSKLTXHPHQW O¶K\SRWKqVH G¶XQLIRUPLWp GX SODQ SDU EDOD\DJH VHORQ WRXWHV OHV
directions. Nous avons également introduit une statistique globale en dimension 2, qui permet 
GHPLHX[UHMHWHUGHVSODQVGpFHYDQWVPDLVDFFHSWpVSDUOHUDGDUG¶XQLIRUPLWp 
/¶LQWpUrW GH FHV FULWqUHV D pWp pWXGLp VXU GHV 6)' XVXHOV. Sur ces exemples, le radar 
G¶XQLIRUPLWp D UpXVVL j GpWHFWHU OHV SULQFLSDX[ GpIDXWV GH FHV SODQV GRQW FHUWains se 
comportent très mal en projection, comme la suite à faible discrépance en dimension 15 de 
O¶H[HPSOHRXOHWDEOHDXRUWKRJRQDOHQGLPHQVLRQGHO¶H[HPSOH,OQ¶HVWpYLGHPPHQWSDV
assuré que le radar détecte des défauts en grande dimension en regardant seulement les 
SURMHFWLRQV GH GLPHQVLRQ  ,O SHXW \ SDUYHQLU ORUVTX¶LO H[LVWH XQH ]RQH YLGH GH IRUPH
rectangulaire comme dans les exemples précités. Dans ce cas, la répartition des points est 
PDXYDLVH ORUVTX¶RQ OHV SURMHWWH VXU OD ODUJHXU GX UHFWDQJle. Il peut également détecter des 
DOLJQHPHQWVGHSRLQWVPDLVpFKRXHVLOHVGLUHFWLRQVG¶DOLJQHPHQWVRQWELHQUpSDUWLHVFRPPH
DYHFOHSODQIDFWRULHOGHO¶H[HPSOH&HODPHWHQpYLGHQFHXQPDQTXHGHSXLVVDQFHGXWHVWGH
Kolmogorov-6PLUQRY ORUVTXH O¶pFKDQWLOORQ HVW LVVX HQ UpDOLWp G¶XQH ORL FRQWLQXH GRQW OH
support est une réunion de petits intervalles répartis régulièrement. En pratique, cette situation 
Q¶HVW SDV WUqV SUpMXGLFLDEOH FDU OHV 6)' REWHQXV SDU XQ SURFpGp GpWHUPLQLVWH VRQW VRXYHQW
randomisés ou « scramblés » (voir par exemple Fang, Li et Sudjianto, 2006). 
/HUDGDUG¶XQLIRUPLWpSHXWV¶DGDSWHUjG¶DXWUHVVWDWLVWLTXHVG¶DGpTXDWLRQGHORLFRPPHOD
statistique de Cramér-Von Mises (voir section 5.1), qui correspond à la discrépance L2 
ORUVTX¶RQ SURMHWWH VXU XQ D[H GH FRRUGRQQpHV $ WLWUH G¶LOOXVWUDWLRQ QRXV DYRQV UHIDLW OHV
exemples 1 à 3 avec le radar correspondant. Sans surprise, les conclusions sont identiques, car 
les tests de Kolmogorov-Smirnov et Cramér-Von Mises ne présentent pas de différence nette 
HQ WHUPHV GH SXLVVDQFH /D GLIIpUHQFH SULQFLSDOH HVW G¶RUGUH JUDSKLTXH  O¶DOOXUH GX UDGDU
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défini avec la statistique de Cramér-Von Mises est plus lisse, ce qui vient de la norme L2, et 
SUpVHQWH GHV YDULDWLRQV G¶pFKHOOH SDUIRLV LPSRUWDQWHV G¶XQ SODQ j XQ DXWUH DORUV TXH FHV
différences sont atténuées par la norme L฀ dans les exemples montrés ici. 
 











Chapitre 6  
 
 
Arbres de longueur minimale : Une 





de points est un travail fastidieux, voire même impossible en grande dimension. Il est donc 
utile de se référer à des critères afin de pouvoir décider si une distribution est uniforme ou 
non. Le Chapitre 2 présente deux classes de critères mesurant la qualité de la répartition 
VSDWLDOHGHVSRLQWVG¶XQSODQG¶H[SpULHQFHV : la discrépance et les critères basés sur des calculs 
de distances entre les points. Seulement ces critères permettent, souvent difficilement, de 
FRQFOXUHVXUO¶XQLIRUPLWpdes points.  
&¶HVW SRXUTXRL QRXV SURSRVRQV LFL XQ QRXYHDX FULWqUH TXL V¶DSSXLH VXU OD WKpRULH GHV
graphes et des arbres de longueur minimale (ALM) en particulier, pour qualifier la répartition 
GHVSRLQWVG¶XQSODQGDQVXQHVSDFHPXOWLGLPHQVLRQQHO. Et, par ce biais, de classer les plans 
VHORQOHXUVWUXFWXUHJULOOHDOpDWRLUHHQDPDV«FHTXHQHSHUPHWWHQWSDVOHVDXWUHVFULWqUHV
couramment utilisés. Grâce à cette méthode, il sera ainsi possible de vérifier par exemple si le 
plan étudié est un bon compromis entre un plan aléatoire et un plan factoriel. 
A noter que les méthodes de répartition spatiale de points sont bien connues pas les 
théoriciens des graphes et utilisés ou réinventés dans différents domaines tels que la 
reconstruction de données géographiques pour un simulateur de vol , en imagerie pour la 
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UHWRXFKHG¶LPDJHRXELHQPrPHSRXU OHGLDJQRVWLFGHFHOOXOHVFDQFpUHXVHVHWF. Cependant 
ces méthodes, et en particulier les ALM, semblent non exploitées dans le contexte de la 
SODQLILFDWLRQG¶H[SpULHQces numériques. 
&H FKDSLWUH YLVH j LQWURGXLUH OHV PpWKRGHV G¶pWXGHV GH UpSDUWLWLRQ VSDWLDOH GH SRLQWV HQ
insistant plus particulièrement sur la méthode des arbres de longueur minimale. Nous 
SUpVHQWHURQV pJDOHPHQW TXHOTXHV H[HPSOHV G¶DSSOLFDWLRQ GH FH FULWère lié aux ALM. Enfin, 





On cherche, au-GHOj G¶XQH DQDO\VH TXDOLWDWLYH TXL VH UpVXPH HQ JpQpUDO j OD YDOHXU G¶XQ
critère, à quantifier, même sommairement, une distribution de points dans un espace 
multidimensionnel par un couple (ou un n-uplet) de paramètres qui permet de différencier 
divers types de plans (au sens de « distribution de points dans un espace »).  
3OXVLHXUVPpWKRGHVSHUPHWWHQWG¶pWXGLHUXQe répartitLRQVSDWLDOHG¶REMHWV2QFLWH les plus 
courantes : 
฀ les méthodes statistiques, 
฀ les fonctions de distance, 
฀ les méthodes géométriques. 
Nous ne nous appesantirons pas sur les deux premières séries, qui reprennent, entre autres, 
les critères de distance et de discrépance décrits précédemment, mais aussi des notions de 
probabilité, de densité de points par unité de volume, des fonctions de distribution de 
distances entre un point et ses plus proches voisins, voire des estimations de fonctions de 
corrélation HWRX G¶DQLVRWURSLH 2Q SHQVH, pour ce qui concerne ce dernier point, aux 
techniques de variographie utilisées par les géostatisticiens.  
2Q V¶DWWDUGH SDU FRQWUH G¶DYDQWDJH VXU O¶DOJRULWKPLTXH JpRPpWULTXH HW OD WKpRULH GHV
graphes en particulier, doQWGpFRXOHOHFULWqUHTXLIDLWO¶REMHWGHFHVWUDYDX[ 
 
6.1.1. Géométrie algorithmique 
 
La géométrie algorithmique (Cormen et al., 2002) recouvre un certain nombre de méthodes 
TXL VRQW WRXWHVEDVpHV VXU ODSDUWLWLRQGH O¶HVSDFH jSDUWLUGH ODSRVLWLRQGHVSRLQWV étudiés. 
&HFL UHYLHQW j FDUDFWpULVHU SRXU FKDTXH SRLQW VD ]RQH G¶LQIOXHQFH HW OHV UHODWLRQV DYHF VHV
voisins.  
Une des techniques les plus connues est sans doute le diagramme de Voronoï qui permet, 
XQHIRLVFRQVWUXLWG¶pYDOXHUGHVJUDQGHXUVFDUDFWpULVWLTXes telles que : 
฀ des mesures (surface, volume, périmètre, etc.) de chaque zone 
G¶LQIOXHQFH 
฀ des facteurs de formes,  
฀ les premiers moments des statistiques des grandeurs ci-dessus, 
฀ etc. 
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,O H[LVWHELHQHQWHQGXG¶DXWUHVGHVFULSWHXUVGH OD UpSDUWLWLRQGHVSRLQWVGDQV O¶HVSDFH WHOV
que les graphes de Delaunay ,O V¶DJLW GH FRQVWUXLUH XQH WULDQJXODWLRQ TXL UHOLH OHV SRLQWV
voisins. De la même façon, cette triangulation peut se caractériser par la longueur de chaque 
arête et le nombre de voisins de chaque point, mais aussi les moments de leurs distributions, 
etc. 
On peut également évoquer : 
฀ les graphes de Gabriel 
฀ les graphes des voisins relatifs  
฀ « 
฀ et les arbres de longueur minimale, qui nous intéressent ici. 
Faisons à présent un bref rappel sur la définition des graphes. 
 
6.1.2. Rappels sur la théorie des graphes 
 
Quelques définitions. 
Un graphe G(X,U) est un couple constitué : 
฀ G¶XQHQVHPEOH; ^[1, x2«xn} 
฀ G¶XQH IDPLOOH 8 ^X1, u2 « Xm` G¶pOpPHQWV ;; ^[\[฀X, y฀X}, 
appelés les arcs. 
Un graphe est un 1- graphe si tous les pOpPHQWV[\GH;;Q¶DSSDUDLVVHQW DXSOXVTX¶XQH
seule fois dans U. 
Un graphe simple est un 1-graphe qui ne contient pas de boucles : les arcs sont alors appelés 
des arêtes.  
Un chemin HVW XQH VpTXHQFH ȝ  X1, u2 « Xq G¶DUrWHV FRQWLJXsV HW XQ JUDSKH HVW GLW
FRQQH[HV¶LOH[LVWHXQFKHPLQUHOLDQWWRXWHSDLUHGHSRLQWV[\ 
Un arbre est un graphe simple, connexe, ne contenant pas de circuits.  
Remarque. Le métro de Paris est, par exemple, assimilé à un arbre. 
Un arbre est dit maximal V¶LOFRQWLHQWWRXVOHVSRLQWV 
Un Arbre de Longueur Minimale (ALM), ou Minimal Spanning Tree (MST), est un arbre 
maximal pondéré dont la longueur totale (somme de toutes ses arêtes) est la plus petite de 







6.1.3. Quelques mots sur les graphes de Gabriel et ceux des 
voisins relatifs 
 
5DSSHORQVWRXWG¶DERUGFHTX¶HVWXQpolyèdre de Delaunay (en deux dimensions, on parle 
de triangle de Delaunay).  
'HX[SRLQWVVRQWYRLVLQVV¶LOVVHWURXYHQWVXUOHPrPHSRO\qGUHGH'HODXQD\8QSRO\qGUH
HVW GLW GH 'HODXQD\ VL O¶HQVHPEOH GH VHV VRPPHWV VH WURXYHQW VXU XQH PrPH K\SHU VSKqUH
YLGHF¶HVW-à-GLUHTXLQ¶HQJOREHDXFXQDXWUHSRLQW'DQVOHSODQOHVVRPPHWVG¶XQWULDQJOHGH
'HODXQD\VHWURXYHQWVXUXQFHUFOHTXLQHFRQWLHQWDXFXQSRLQWGHO¶HQVHPEOH 
Le Graphe des Voisins Relatifs HVWXQJUDSKHFRQQH[HRGHX[SRLQWVĮHWȕVRQWYRLVLQV
i.e. VRQWUHOLpVSDUXQHDUrWHV¶LOV YpULILHQWO¶pTXDWLRQsuivante : 
฀฀฀฀฀฀฀฀฀ ,)),(),,(max(),( ฀฀฀ ddd . 
Le graphe de Gabriel HVWXQJUDSKHFRQQH[HRGHX[SRLQWVĮHWȕRQWXQHDUrWHFRPPXQH




6.1.4. Propriétés des Arbres de Longueur Minimale 
 
Les arbres de longueur minimale ont des propriétés intéressantes. Ainsi, Hammersley et al. 
 RQW PRQWUp TXH OD ORQJXHXU G¶XQ $/0 HVW H[SULPDEOH DQDO\WLTXHPHQW GH IDoRQ
asymptotique.  
Soit une distribution aléatoire uniforme de n points, dans une région de mesure V, dans un 
espace de dimension d. La longueur du graphe est donné asymptotiquement par : 
1 1/( )d dG dL Vn฀฀ ฀฀  
En dimension 2, nous obtenons : 
1/ 2
2( )GL Vn฀฀฀ . 









฀฀ ฀ . 
On peut de la même façon calculer : 
฀ O¶pFDUW-type de la distribution de la longueur des arêtes O¶LQWHUSUpWDWLRQ
classique des ALM se limite en général aux deux premiers moments de 
la distribution, 
฀ PDLV DXVVL O¶KLVWRJUDPPH GHV ORQJXHXUV GHV DUrWHV Oes moments 
G¶RUGUHVXSpULHXUHWOHVTXDQWLOHV 
฀ la distribution des angles des arêtes par rapport à un axe donné, ce qui 











Des algorithmes, comme celui de Kruskal (1956) ou Prim (1957), permettent de construire 
j SDUWLU G¶XQ QXDJH GH SRLQWV O¶DUEUH GH ORQJXHXU PLQLPDOH ,O XWLOLVH SRXU FH IDLUH OD
triangulation de Delaunay. Pour une même distribution de points, il peut y avoir différentes 
VROXWLRQVSRVVLEOHV,OHVWQpDQPRLQVGpPRQWUpTXHO¶KLVWRJUDPPHGHVORQJXHXUVG¶DUrWHVHVW
XQLTXHHWTX¶LOSHXWGRQFrWUHFDUDFWpULVpSDUH[HPSOHSDU VHVGHX[SUHPLHUVPRPHQWV : la 
PR\HQQHHWO¶pFDUW-type.  
 
'DQV FHW HVSDFH ȝı WRXWH SRSXODWLRQ GH SRLQWV RFFXSH XQH SRVLWLRQ GpWHUPLQpH TXL HQ













Figure 85. Représentation de la répartition des distributions dans le plan ฀ ฀,฀  ฀  
 
Remarque. Cette répartition des distributions ne dépend pas de la dimension. 
Wallet et Dussert (1998) ont comparé différentes méthodes d'analyse topographique 
(distribution des plus proches voisins, distribution radiale, graphe de Voronoï, dimension 
fractale de la dispersion relative et ALM) sur des simulations de répartitions de points et mis 
en évidence que celle utilisant l'ALM (moyenne µ et écart-type ฀ des longueurs de branches) 
présentait les erreurs standards les plus faibles pour chaque distribution de points étudiée 
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(distribution aléatoire, distribution hardcore, petits amas et gros amas) et simultanément le 
meilleur pouvoir de discrimination et la meilleure stabilité.  
Les qualités offertes par l'utilisation des paramètres ฀ et ฀ de l'ALM et la possibilité 
d'utiliser facilement des paramètres supplémentaires (histogramme, distribution des angles, 





Une étude plus approfondie est effectuée au paragraphe 7.2.  
En dimension 2, les valeurs de la moyenne 0.662฀฀  HW GH O¶pFDUW-type 0.311฀฀  
correspondantes à une distribution uniforme (Dussert et al., 1986) ont été corroborées par des 
simulations Monte-Carlo de distributions aléatoires générées avec une méthode de 
congruence linéaire (Knuth, 1969). 
En dimension 3, les valeurs expérimentales retenues pour la caractérisation des 
distributions aléatoires sont 0.708฀฀ et 0.26฀฀ . Le critère basé sur les ALM a été mis en 
°XYUH afin de confronter plusieurs types de plans à 30 points en dimension 3. On y retrouve 
les différents plans de Strauss, des plans à entropie maximale, des hypercubes latins (lhs), les 
suites à faibles discrépance (sfd) ou bien encore des plans minimax (covd). Afin de conclure 
sur la qualité de ces plans, nous avons aussi considéré des plans aléatoires et des plans en 
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Figure 865HSUpVHQWDWLRQGXFULWqUHGHO¶$/0SRXUOHVSODQVjSRLQWVHQ'RILJXUHQWOes plans de 
divergence minimale 
 163 
La figure ci-dessus montre par exemple que les hypercubes latins ont des distributions les 
plus proches de celles des plans aléatoires. Les plans qui paraissent comme les plus 
LQWpUHVVDQWV DX UHJDUG GH QRV REMHFWLIV F¶HVW-à-dire se situant dans la zone de quasi-




Un nouveau critère de qualification intrinsèque des Space-Filling Designs, basé sur les 
propriétés des Arbres de Longueur Minimale (ALM), a été étudié. Ce critère permet de 
FODVVHU HW GH TXDOLILHU WRXWH GLVWULEXWLRQ GH SRLQWV GDQV O¶HVSDFH VHORQ XQH FDUWRJUDSKLH HQ
moyenne et écart-type, des longueurs des arêtes des ALM associés aux plans étudiés. 
Le domaine en ฀ et ฀ est partitionné en trois zones, permettant de séparer les 
distributions : 
 en amas,  
 en gradients,  
 aléatoires,  
 quasi-périodiques 
 ordonnées.  
8Q FULWqUH SUREDEOHPHQW pTXLYDOHQW j FHOXL pWXGLp LFL VHUDLW G¶XWLOLVHU OD SHUFRODWLRQ ; 
PpWKRGH SHUPHWWDQW G¶pWXGLHU OD SURSDJDWLRQ G¶XQH LQIRUPDWLRQ HQWUH GLIIpUHQWV VLWHV GRQW












Chapitre 7  
 
 
Etude intrinsèque des plans 
 
/¶REMHFWLIde ce chapitre est de comparer la qualité des distributions de points au sens du 
UHPSOLVVDJHGHO¶HVSDFHjO¶aide des critères pWXGLpVMXVTX¶LFL. 
Deux études différentes sont accomplies.  
Une première qui consiste à appliquer les critères intrinsèques des chapitres 2.1 et 2.2. à 
différents plans en dimension 3SXLVHQGLPHQVLRQDILQG¶rWUHGDQVOHFRQWH[WHGHVSODQV
G¶H[SpULHQFHV QXPpULTXHV Le choix de ces dimensions est lié aux applications présentées 
ultérieurement dans la partie IV. 
Enfin OD GHX[LqPH pWXGH PHWWUD HQ °XYUH OH FULWqUH GHV $UEUHV GH /ongueur Minimale 







2 (distance et discrépance) sur les plans de même caractéristique que ceux utilisés lors des 
applications 3D et 10D. Ces études permettront ainsi de confirmer ou non le lien entre les 
propriétés intrinsèques des plans et leur pouvoir prédictif dans les applications. 
Pour ce faire, nous étudions deux types de critère : discrépance et distance.  
Les plans confrontés dans cette partie sont généralement13 les suivants :  plans aléatoires (Aleatoire)  plans de type minimax14 (Minimax)  plans à entropie maximale(Dmax)  hypercubes latins de différents types (rLHs, mLHs, iLHs)  VXLWHVjIDLEOHGLVFUpSDQFH)DXUH+DOWRQ+DPPHUOVH\1LHGHUUHLWHU6RERO¶  plans à faible discrépance (low-disc)  plans de Strauss (Strauss)  plans de Strauss-Gibbs (avec un potentiel puissance) (Strauss_G)  plans de Strauss avec des contraintes en 1D (Strauss1D)  plans de Strauss-Gibbs avec des contraintes en 1D (Strauss1D_G). 
 
Concernant les plans stochastiques (non-déterministes), F¶HVW-à-dire tous les types de plans 
excepté les suites à faible discrépance, les critères ont été calculés sur 100 plans afin de 
donner un sens aux résultats. Ce nombre peut être discutable mais les tests en grande 
GLPHQVLRQQ¶RQWSDVSHUPLVG¶HQWHVWHUSOXV 
 
                                                 
13 4XHOTXHVSODQVQ¶RQWSDVpWpWHVWpVHQGLPHQVLRQjFDXVHGXWHPSVGHFDOFXO 
14 &HVSODQVVRQWREWHQXVjO¶DLGHGHODURXWLQHFRYHUGHVLJQGXSDFNDJHILHOGVGH5Hn considérant une grille en 
dimension 3 comme distribution initiale et une distribution aléatoire en dimension 10. 
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7.1.1. Plans à 30 points en dimension 3 
 
Nous avons représenté sur les figures ci-dessous les critères les plus significatifs ; on y 
trouve : la discrépance et la discrépance centrée en norme 2L  ainsi que les critères MinDist et 

























































































































































































































































































Critère MinDist Mesure de recouvrement 
Figure 87. Réprésentation des boxplots sur les critères de discrépance en norme L2 (classique et centrée) et 
de distance (MinDist et recouvrement) calculés sur les plans à 30 points en dimension 3 
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On rappelle avant O¶LQWHUSUpWDWLRQGHVER[SORWVTXH :   plus la discrépance est faible et plus les points sont répartis uniformément,  plus la mesure de recouvrement est proche de 0 et plus les points se rapprochent 
G¶XQHJULOOHUpJXOLqUH  plus le critère MinDist est grand et plus les points seront éloignés les uns des autres. 
 
4XHOTXHVUHPDUTXHVPpULWHQWG¶rWUHQRWLILpHVFRQFHUQDQWOHVILJXUHVci-dessus. 
Les hypercubes latins, les Strauss-Gibbs avec considération des contraintes 1D et les plans 
minimax ont de faibles disFUpSDQFHVjO¶LPDJHGHVSODQVjIDLEOHGLVFUpSDQFHFRQVWUXLWVGDQV
ce sens. La discrépance centrée prenant en compte la répartition des points sur les marges de 
dimension 1, ce résultat est attendu. 
Il paraît étonnant que les Strauss avec des contraintes 1D ne donnent pas de bons résultats 
surtout comparativement à ceux obtenus avec les Strauss-Gibbs avec contraintes 1D. Cela 
SHXW V¶H[SOLTXHU SDU XQ PDXYDLV FKRL[ GHV UD\RQV G¶LQWHUDFWLRQV TXL HVW FRPSHQVp SDU OH
potentiel puissance évitant ainsi les points proches au sens de la distance usuelle. 
Les plans à entropie maximale ont généralement la plus mauvaise discrépance, mais ils 
ressortent comme étant les meilleurs au regard des critères de distance. 
Les plans de Strauss, Strauss-Gibbs et Strauss-Gibbs avec des contraintes 1D ont de très 
bons critères de distance.  
Les hypercubes latins améliorés (ilhs et mlhs) sont meilleurs que les hypercubes latins 
usuels concernant les critères de distance. En 3D, ils permettent donc visiblement de bien 
UHPSOLUO¶HVSDFH Les plans minimax semblent aussi de bonne qualité. 
Les plans ayant de mauvais résultats dans les 2 catégories de critères sont sans étonnement 
les plans aléatoires. 
 
 Discrépance Discrépance centrée Mindist Recouvrement 
Faure 0.0082 0.034 0.170 0.286 
Halton 0.0076 0.031 0.155 0.221 
Hammerlsey 0.0075 0.042 0.176 0.235 
Niederreiter 0.0080 0.026 0.162 0.228 
6RERO¶ 0.0083 0.025 0.136 0.359 
Tableau 6. Critères de discrépance en norme L2 et critères de distance pour les suites à faible discrépances 
à 30 points en 3D 
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La suite de Hammersley apparaît comme étant celle de meilleure qualité. En effet, le critère 
MinDist est le plus élevé et la discrépance est la plus faible. &HSHQGDQWVLO¶RQFRQVLGqUHOD
discrépance centrée qui prend en compte les points en projection sur les marges, elle ressort 
comme étant la plus mauvaise.  
En comparaison avec les résultats des boxplots, il apparaît que les suites à faible 
discrépance ont une meilleure discrépance que les plans à faible discrépance. Ces derniers 
étant construits jSDUWLUG¶XQDOJRULWKPHG¶pFKDQJH de minimisation de la discrépance centrée, 
ils restent meilleurs vis-à-vis de ce critère. 
,OHVWLQWpUHVVDQWG¶REVHUYHUTXHOHVVXLWHVVRQWmeilleures vis-à-vis des critères de distance 
comparés aux plans à faible discrépance et de qualité semblable aux hypercubes latins 
améliorés. 
 
7.1.2. Plans à 100 points en dimension 10 
 
Nous présentons les résultats concernant les critères intrinsèques de distance et de 























































































































































































































































































Critère Mindist Mesure de recouvrement 
Figure 88. Réprésentation des boxplots sur les critères de discrépance en norme L2 (classique et centrée) et 
de distance (Mindist et recouvrement) calculés sur les plans à 100 points en dimension 10 
 
Les résultats sont quelque peu différents de ceux obtenus en dimension 3.  
Par exemple, on remarque que les hypercubes latins usuels et améliorés au regard du critère 
maximin (mLHs) sont de qualité semblable à celle obtenue avec des plans aléatoires que ce 
soit au niveau des critères de distance ou de discrépance (excepté pour la discrépance 
centrée).  
Les plans à entropie maximale et les plans de Strauss-Gibbs ont de très faibles dicrépances  
semblables à celles des suites à faible discrépance.  
Les plans à faible discrépance ne semblent pas être de bonne qualité en grande dimension 
sauf excepté bien évidemment vis-à-vis de la discrépance centrée. &HFLV¶H[SOLTXHSDUOHIDLW
que l¶DOJRULWKPH G¶pFKDQJH SULYLOpJLH EHDXFRXS WURS OH FULWqUH TXH O¶RQ VRXKDLWe optimiser. 
Une solution qui pourrait être de coupler ce critère à un critère de distance, ce qui amènerait à 
des plans de qualités médiocres au regard des 2 critères choisis. 
On remarque que les plans ayant les plus mauvaises discrépances centrées sont les plans à 
entropie maximale et les plans de Strauss-Gibbs. Ces plans étant très bons au regard des 
FULWqUHVGHGLVWDQFHLODSSDUDvWTXHVLOHVSRLQWVVRQWELHQUpSDUWLVGDQVO¶HVSDFHDORUVLOVQHOH
sont pas obligatoirement en projection sur les marges. /D UpFLSURTXH HVW YUDLH ORUVTXH O¶RQ
regarde les résultats obtenus avec les hypercubes latins. A noter que les plans de Strauss-
Gibbs avec contraintes 1D RQWSULYLOpJLpODUpSDUWLWLRQGHVSRLQWVGDQVO¶HVSDFHDXUHJDUGGH
celle en projection sur les marges de dimension un. Tous ces phénomènes nous laissent penser 
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TX¶LO HVW LPSRVVLEOH HQ JUDQGH GLPHQVLRQ GH ELHQ UpSDUWLU OHV SRLQWV GDQV O¶HVSDFH HW HQ
projection sur les marges 1D. 
A noter que les Strauss avec des contraintes 1D ne donnent pas (similairement au cas 3D) 
de bons résultats surtout comparativement à ceux obtenus avec les Strauss-Gibbs avec 
contraintes 1D. ,O VHUDLW LQWpUHVVDQW G¶HIIHFWXHU G¶DXWUHV WHVWV DYHF SOXVLHXUV UD\RQV
G¶LQWHUDFWLRQ DILQ GH FRQILUPHU TXH FHV UpVXOWDWV VRQW OD FRQVpTXHQFH G¶Xne paramétrisation 
non optimale. 
Les hypercubes latins améliorés (ilhs) sont meilleurs que les hypercubes latins usuels 
concernant les critères de distance. En 10D, ils semblent être un bon compromis entre la 
ERQQH UpSDUWLWLRQ GHV SRLQWV GDQV O¶HVSDFH HW Hn projection sur les marges. Les plans de 
Strauss-Gibbs avec contraintes 1D sont de meilleure qualité que ces derniers notamment au 
regard des critères de distance. 
Les plans à entropie maximale, par leur très bonne discrépance, la plus mauvaise 
discrépance centrée et une mesure de recouvrement moyenne, semblent différents des plans 
de Strauss. Les critères permettent de dire que les points de ces plans sont tous éloignés les 
XQVGHVDXWUHVPDLVTX¶LOQ¶\DSDVXQUHFRXYUHPHQWGHO¶HVSDFHRSWLPDO&HTXLFRnforte la 
remarque de Jonhson et al. sur le fait que ces plans auraient tendance à mettre les points sur 
les bords du domaine. 
Les plans minimax QHVHPEOHQWSDVUREXVWHVORUVTXHO¶RQDXJPHQWHODGLPHQVLRQ F¶est ce 
que traduit la mauvaise qualité des critères de discrépance et de distance associés. 
Les suites à faible discrépance ont bien évidemment une faible discrépance. A noter que la 
VXLWHGH6RERO¶DXQHGLVFUpSDQFHEHDXFRXSSOXVIDLEOH UDSSRUWGHTXH ODPR\HQQHGHV
plans à faible discrépance. Ceci laisse supposer TXH OH QRPEUH G¶LWpUDWLRQV est trop réduit 
même si celui-ci ne peut pas être augmenté à cause de la grande dimension et ainsi du temps 
de calcul engendré. 
 Discrépance Discrépance centrée Mindist Recouvrement 
Faure 1.91e-05 0.009 0.29 0.35 
Halton 9.42e-06 0.011 0.51 0.14 
Hammerlsey 1.13e-05 0.011 0.51 0.15 
Niederreiter 1.13e-05 0.011 0.36 0.22 
6RERO¶ 1.52e-05 0.002 0.45 0.12 
Tableau 7. Critères de discrépance en norme L2 et critères de distance pour les suites à faible discrépances 
à 100 points en 10D 
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7.2. Etude des plans avec le critère des ALM 
 
Cette étude vise à quantifier le critère lié aux ALM sur différents plans couramment utilisés 
HQH[SpULPHQWDWLRQQXPpULTXH(OOHSHUPHWG¶DXWUHSDUWGHOHVVLWXHUGDQV le plan ฀ ฀,฀  ฀  en 
les comparant aux résultats de plans aléatoires et de plans en amas. ,OV¶DJLWDXVVLGHYpULILHUOD
UREXVWHVVHGHFHUWDLQVSODQVGDQVOHVJUDQGHVGLPHQVLRQVHQYpULILDQWTX¶LOVVHVLWXHQWGDQVOa 
zone de quasi-périodicité (voir Figure 85). 
Nous avons étudiés les plans suivants :  
- suites à faible discrépances : Halton, Hammersley, Faure, Niederreiter, Sobol 
- hypercubes latins  
- hypercubes latins améliorés au regard du critère de maximin 
- hypercubes latins améliorés en optimisant la distance euclidienne entre les points 
du plan 
- plans minimax (Cover design) 
- plans à entropie maximale 
- plans de Strauss 
- plans de WSP (Sergent et al. 1997) 





résultats obtenus. Les résultats étant de bonne qualité, il ne nous a pas semblé judicieux de 
considérer un plus grand nombre de plans.  
Pour chacune des dimensions testées (2, 3, 5, 10 et 20) une première application est 
effectuée avec des plans comptant 10 points par dimension afin de rester dans le contexte de 
la planification numérique. Cependant les résultats théoriques énoncés précédemment étant 
asymptotiques, nous avons également conduit une seconde application sur des plans à 20 
points par dimension. Même si le nombre de points choisi pourrait encore être contesté vis-à-
vis des résultats asymptotiques. 
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Les plans en amas ont été générés par des répartitions de Neyman et Scott (1958) c'est-à-
dire par l'utilisation des règles suivantes : le centre des amas est uniformément réparti ; 
chaque amas contient un nombre de point Ni suivant une distribution de moyenne µ ; les 
points dans un amas sont distribués selon une répartition gaussienne centrée à l'origine des 
amas et avec un écart-type quelconque. 
 





































































































































































































































































































































































Figure 89. Représentations du critère lié aux ALM pour les plans étudiés en dimension 2, 3,5, 10 et 20. A 
gauche, les plans étudiés comptent 10 points par dimension. A droite, les plans étudiés comptent 
20 points par dimension 
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Les seuls plans qui conservent de bonnes propriétés en grande dimension, au sens du critère 
étudié, sont les plans de Strauss, les plans à entropie maximale et les plans WSP15 (même si 
FHV GHUQLHUV Q¶RQW SX rWUH pWXGLpV DYHF DXWDQW GH GpWDLO TXH OHV DXWUHV On remarque 
néanmoins que les plans de Strauss avec contraintes sur les marges se comportent de façon 
PpGLRFUHO¶H[FqVGHFRQWUDLQWHVIDLVDQWVHPEOHUDLW-LOTX¶LOVVHUDSSURFKHQt des distributions 
aléatoires en grande dimension. /HVK\SHUFXEHVODWLQVTXHOVTX¶LOVVRLHQWVRQWLQH[SORLWDEOHV
au-delà de la dimension 5 car ils ont la même pathologie que les plans de Strauss avec des 
contraintes 1D. Les suites à faible discrépance confirment, a fortiori, leur médiocrité en 
grande dimension (voir le paragraphe 1.3.1).  
$XYXGHFHVUpVXOWDWVLOHVWLQWpUHVVDQWGHUHJDUGHUO¶HIIHWGHODGLPHQVLRQQRWDPPHQWVXU
les plans de Strauss et les plans minimax (cover designs). 
 




































































Figure 90. Représentation du critère lié aux ALM sur les plans de Strauss  
HWOHVSODQVPLQLPD[FRYHUGHVLJQVSRXUO¶pWXGHGHO¶HIIHWGHODGLPHQVLRQ 
 
Les figures ci-dessus montrent que les plans minimax (générés par la fonction cover design 
du logiciel R) ne fournissent pas les résultats attendus au niveau du bon remplissage de 
O¶HVSDFHHQJUDQGHGLPHQVLRQHWLFL(QHIIHWFHVSODQVVRQWpTXLYDOHQWVjGHVSODQV
aléatoires. 
                                                 
15 &HVSODQVpWDQWGLIILFLOHVjJpQpUHUORUTXHO¶RQYHXWXQQRPEUHGHSRLQWVSUpFLVLOQRXVDpWpLPSRVVLEOHG¶HQ




Les plans à entropie maximale, les plans de Strauss, Strauss-Gibbs et les plans de Strauss-
Gibbs avec des contraintes 1D ressortent comme étant les meilleurs au regard des critères de 
distance. Il est intéressant de noter que les plans de Strauss sont ceux parmi les plans 
SUpFpGHPPHQWFLWpVTXLRQWODPRLQVERQQHGLVFUpSDQFH&HFLQ¶DULHQG¶pWRQQDQWQRWDPPHQW
TXDQG OH UD\RQG¶LQWHUDFWLRQHVWPDO IL[p FDU FHVSODQVRQW WHQGDQFH j DJJOXWLQHU OHVSRLQWV
HQWUHHX[SRXUPLQLPLVHUOHQRPEUHG¶LQWHUDFWLRQJOREDO 
/¶DSSOLFDWion du critère lié aux ALM a permis de montrer que les plans de Strauss, les 
SODQV G¶HQWURSLH PD[LPDOH HW OHV SODQV GH :63 GRQQHQW GH ERQV UpVXOWDWV DX UHJDUG GH FH
critère. Elle a aussi montré que les plans considérant des contraintes sur les marges de 
dimension 1 tels que les hypercubes latins ou les plans de Strauss avec contraintes 1D se 
situent dans la zone des plans aléatoires en grande dimension. Il est également possible 
G¶REVHUYHU OHSKpQRPqQH LQYHUVHFDU OHVSODQVGH6WUDXVVDYHFXQSRWHQWLHOSXLVVDQFHQ¶RQW
SDV XQH ERQQH GLVFUpSDQFH FHQWUpH &HV DSSOLFDWLRQV RQW DLQVL FRQILUPp O¶LPSRVVLELOLWp HQ
grande dimension, de générer des plans avec des points bien répartis à la fois sur les marges 
GH GLPHQVLRQ  HW GDQV O¶HVSDFH ,O IDXW FKRLVLU HQWUH XQ ERQ UHPSOLVVDJH GH O¶HVSDFH SRXU
capter les non-linéarités et une bonne répartition en projection dans le cas où certains facteurs 
ne seraient pas influents.  
 
On remarquera que les tableaux orthogonaux linéaires en dimension 3 (voir Figure 78) ont 
des très bons critères de distance. Cependant, nous avons observé dans la section 1.2.2 que ces 
tableaux orthogonaux possèdent leurs points sur des plans parallèles. Les critères de distance 
ne permettent pas de remettre en cause la distribution des points car ils sont calculés en 
prenant en compte uniquement les distances des points les plus proches (points voisins). Les 
points étant sur des plans parallèles distincts, ils ne permettent donc pas de faire exploVHUO¶XQ
RXO¶DXWUHGH ces critères. Seul le critère MaxDist est presque aussi mauvais que pour les plans 
DOpDWRLUHV FH TXL LQGXLW TX¶LO QH IDXW SDV XQLTXHPHQW pWXGLHU OHV FULWqUHV GH GLVFUpSDQFH









































APPLICATIONS DES PLANS 
D¶EXPERIENCES 
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La dernière partie de ce mémoire D SRXU REMHFWLI G¶pWXGLHU HW GH FRPSDUHU OHV SODQV
G¶H[SpULHQFHVGLVFXWpVMXVTX¶LFLjWUDYHUVGLIIpUHQWHVDSSOLFDWLRQV 
Les résultats dépendant fortement du cas traité, les conclusions sont à chaque fois relatives 
DX[GRQQpHV&¶HVWXQHGHVUDLVRQVSRXUODTXHOOHQRXVDYRQVenvisagé 3 applications. 
Une première application en faible dimension (3D) confronte quelques SODQVG¶H[SpULHQFHV
classiques avec des Space-Filling Designs à travers trois types de surfaces de réponses. Cette 
application a SRXUREMHFWLISULQFLSDOGHFRQIRUWHUO¶LQWpUrWUpHOSRXUOHV6SDFH-Filling Designs 
en SODQLILFDWLRQG¶H[SpULHQFHVQXPpULTXHV 
Ensuite, XQFDVG¶pFROH en dimension plus élevée (10D) a pour but G¶pWXGLHUO¶LQIOXHQFHGX
SODQG¶expériences dans le contexte de la haute linéarité et de la grande dimension. Les plans 
XWLOLVpVORUVGHFHWWHDSSOLFDWLRQD\DQWIDLWO¶REMHWG¶XQHpWXGHLQWULQVqTXHORUVGHODSDUWLH,,,
nous discuterons du lien entre la distribution des expériences et les résultats REWHQXVjO¶DLGH
de celles-ci. 
Enfin, nous traitons unH DSSOLFDWLRQ j O¶H[SORUDWLRQ SpWUROLqUH (8D) où O¶RQ FRQIURQWH 
différents Space-Filling Designs avec différents types de surfaces de réponse. 
Aussi, nous tenterons de dégager des conclusions similaires à ces 3 applications et 
G¶DSSRUWHU TXHOTXHV pOpPHQWV GH UpSRQVH DX[ TXHVWLRQV GX W\SH : CRPELHQ G¶H[SpULHQFHV
considérer selon la surface de réponse envisagée ? Quel plan utiliser selon le type de surface 










Chapitre 8  
 
 
Cas en dimension 3 : comparaison des 
plans 
 
Le but de cette application est de réaliser une étude comparative entre les plans de Strauss 
HWOHVSODQVFRXUDQWVHQH[SpULPHQWDWLRQQXPpULTXH/HFDGUHGHO¶pWXGHHVWO¶DSproximation 
G¶XQFRGHGHFDOFXOQXPpULTXHSDUXQHVXUIDFHGHUpSRQVH6XLYDQWO¶REMHFWLIIL[pGLIIpUHQWHV
méthodes de construction de la surface approchée peuvent être mises en place. On se limite ici 
à étudier des surfaces ajustées par  
 la méthode PolyMARS,   la régression quadratique avec interactions de degré 2,   et par krigeage ordinaire. 
Le modèle ajusté dépend (plus ou moins selon les modèles) GHVSRLQWVG¶H[SpULPHQWDWLRQ
Par exemple, les figures ci-dessous représentent la surface approchée avec un modèle 




   
Figure 91. ReprésentatiRQGHODVXUIDFHDSSURFKpHGHODIRQFWLRQFKDPHDXREWHQXHjSDUWLUG¶XQHJULOOHHW
G¶XQSODQGH6WUDXVV (points en rouge) 
 
&HWH[HPSOHPRQWUHTX¶XQHJULOOHGDQVFHFDVQHSHUPHWSDVG¶DSSURFKHUFRUUHFWHPHQW OD
surface réelle. En effet, la construction trop UpJXOLqUH GRQQH XQH PDWULFH G¶LQIRUPDWLRQ
singulière. 
 
Le principal objectif de ce chapitre Q¶HVW SDV GH FRPSDUHU OHV WURLV W\SHV GH VXUIDFHV GH
réponses envisagés ici PDLVG¶pWXGLHUO¶LPSDFWGXFKRL[GXSODQVHORQFHOXLGXPRGqOHDLQVL
que celui du nombre de points à considérer. 
 
























8.1.1. Les données 
 
/HSKpQRPqQHpWXGLpFRUUHVSRQGDXVLPXODWHXUG¶pFRXOHPHQWEclipse. Les données ont été 
LQLWLDOHPHQW XWLOLVpHV SRXU FRQVWUXLUH XQH VXUIDFH GH UpSRQVH SHUPHWWDQW G¶DYRLU XQH
représentatiRQVLPSOLILpHGXFRGHGHFDOFXO/DIRQFWLRQG¶LQWpUrWY représente une production 
FXPXOpH G¶KXLOH WRWDOH )237 DX WHPSV T=5114 jours. Cette réponse dépend de trois 
paramètres incertains : une porosité, poro XQ FRHIILFLHQW G¶DQLVRWURSLH YHUWLFDOH GH
perméabilité, mk3, et un coefficient lié aux perméabilités relatives, kr'DQVFHFDVG¶pWXGHRQ
GLVSRVHG¶XQHFRQQDLVVDQFHDSSURIRQGLHGXSKpQRPqQHjO¶DLGHG¶XQSODQIDFWRULHOFRPSOHWj
11 niveaux dans 3[ 1,1]฀ .  
En pratique, le nombre de simulations doit être suffisamment important pour estimer tous 




































































Figure 92. Représentation de la surface réelle 
 
On remarque que la surface réelle est assez lisse et linéaire sauf dans la direction mk3. 
Cette étude vise à comparer les plans de Strauss avec des plans connus tels que les suites à 
faible discrépance, des hypercubes latins, des plans D-optimaux, aléatoires, etc.  
Dans un premier temps, on effectue une étude globale sur les plans ayant un nombre de 
points variant de 20 à 100 DILQG¶DQDO\VHU O¶LQIOXHQFHGXQRPEUHGHSRLQWVHWGHVPpWKRGHV
G¶H[SpUimentation. Par la suite, une étude plus approfondie pour pallier la nature aléatoire de 
certains plans (hypercubes latins, Strauss, etc.) sera effectuée sur 100 plans à 30 points ayant 
les mêmes caractéristiques de construction/HVSRLQWVGXSODQQ¶DSSDUtenant pas forcément à 
la grille 113 XQH UpJUHVVLRQ OLQpDLUH HVW HIIHFWXpH DILQ G¶DYRLU XQH YDOHXU DSSURFKpH GH OD
réponse en chacun des points.  
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Remarque. Pour tirer des conclusions plus pertinentes, il aurait été sans doute préférable de 
conduire cette étude sur un plus grand nombre de plans. Cependant, des tests effectués sur 





Les différents plans sont comparés en testant le pouvoir prédictif du modèle ajusté après 
DYRLUYpULILpODTXDOLWpG¶DMXVWHPHQWGXPRGqOH(QSUDWLTXHXQPRGqOHGHVXUIDFHGHUpSRQVH
est ajusté pour chaque plan puis la réponse est prédite sur un plan test (dans notre cas, la grille 
complète 113). Plusieurs critères ± définis en annexe B ± sont calculés et permettent de 
comparer la surface réelle obtenue par le simulateur sur les 1331 points et la surface 
approchée. 
Dans un premier temps, la méthode PolyMARS16 est utilisée afin de construire une surface 
approchée pour chaque plan proposé. Ensuite, une régression quadratique avec interaction a 
été envisagée. Et pour conclure, les résultats par krigeage ordinaire sont donnés. 
 
 
                                                 
16 Les résultats présentés ont été obtenus avec la fonction polymars du package polspline du logiciel R 
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8.2. Comparaison des plans G¶H[SpULHQFHV 
 
8.2.1. Les plans 
 
Les plans utilisés dans cette étude peuvent être classés en deux catégories : les plans 




Les plans testés sont les suivants : 
Plans Nombre de points Nombre de plans 
Classiques 
CFC (+ variante) 15 2 
Box Behnken 13 1 
Doehlert 13 + 67 1+2 
D-optimaux
 30 à 50 13 
Plans factoriels à 3, 4 et 5 
niveaux 
27, 64 et 125 1+1+2 
SFD 
Hypercubes latins (HL) (20, 30, ...,100) 10x9 
HL correlation
17
 (20, 30, ...,100) 10x9 
HL_maximin (20, 30, ...,100) 10x9 
Faure (20, 30, ...,100) 1x9 
Halton (20, 30, ...,100) 1x9 
Hammersley (20, 30, ...,100) 1x9 
Sobol (20, 30, ...,100) 1x9 
Niederreiter (20, 30, ...,100) 1x9 
Strauss
18
 (20, 30, ...,100) 10x9 
Strauss_a
19
 (20, 30, ...,100) 10x9 
Strauss 1D
20
 (20, 30, ...,100) 10x9 
Strauss 1D a
21
 (20, 30, ...,100) 10x9 
Cover.Design (20, 30, ...,100) 10x9 
Tableau orthogonal 49 1 
Aléatoires  (20, 30, ...,100) 10x9 
Tableau 8/LVWHGHVSODQVG¶H[SpULHQFHVXWLOLVpVGDQVOHVpWXGHVDYHFle modèle PolyMARS 
et la régression quadratique 
 
                                                 
17 Tous les hypercubes latins utilisés dans cette étude ont été générés avec la routine de Matlab. 
18 Strauss usuel (avec un potentiel tout ou rien) 
19 Strauss-Gibbs avec un potentiel de puissance 0.5 
20 Strauss en 3D et avec des contraintes de bonne répartition sur les marges de dimension un. 
21 Strauss-Gibbs avec un potentiel de puissance 0.5 en 3D et avec des contraintes de bonne répartition sur les 
marges de dimension un. 
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8.2.2. 5pVXOWDWVGHO¶pWXGHDYHFle modèle PolyMARS 
 
2Q SUpVHQWH LFL OHV UpVXOWDWV GH O¶pWXGH PHQpH DYHF XQH surface de réponse ajustée par 
PolyMARS (voir annexe A). 
Les figures suivantes représentent le critère 2R  SRXUPHVXUHUODTXDOLWpGHO¶DMXVWHPHQWGX
modèle (à gauche) ainsi que la RMSE permettant de mesurer le pouvoir prédictif du modèle (à 
droite). 
Le nombre de plans testés étant important, nous proposons en premier lieu une comparaison 














CFC Doelhert D-optimaux Factoriel

















CFC Doelhert D-optimaux Factoriel
OA Strauss Strauss-Gibbs Box-Behnken
 
Figure 93. Evolution des critères en fonction du nombre de points (Strauss / plans standard) 
 
La figure précédente montre que les plans ayant moins de 20 points donnent des surfaces de 
réponse de qualité assez médiocre. Une grande variabilité du critère 2R  est observée même 
pour les plans de Strauss. 
Une remarque intéressante est que le plan factoriel à 27 points donne les résultats similaires 
à ceux obtenus avec le plan composite à faces centrées à 15 points et ceux du plan Box-
Behnken à 13 points. Ce résultat V¶H[SOLTXH simplement par le fait que ces 3 plans ont des 
projections identiques sur les sous-espaces de dimension 2. Ce qui tend à confirmer O¶LQWpUrW
des Space-Filling Designs. 
A noter que le plan de Doehlert à 13 points donne de bons résultats malgré un nombre de 
SRLQWVG¶DSSUHQWLVVDJHDVVH]IDLEOH1RXVDYRQs aussi testé deux plans de Doehlert à 67 points 
et on constate une différence significative entre les deux surfaces ajustées car un des plans 
(voir Figure 94 et Figure 95) a de bonnes projections dans la direction mk3 (Predictor 2 ci-
dessous). On obtient ainsi une bonne modélisation dans cette direction car la surface est très 
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Figure 95. Représentation des coupes de la surface approchée 
pour le plan de Doehlert à 67 points permuté 
 
Nous nous sommes intéressés plus particulièrement à comparer les critères sur les différents 
plans de Strauss. Les figures du bas correspondent à un zoom afin de mieux observer les 































































Strauss Strauss-Gibbs Strauss1D Strauss-Gibbs1D
 
Figure 96. Evolution des critères en fonction du nombre de points (Strauss) 
 
Ces figures montrent une stabilisation et une dispersion plus faible de la valeur des critères 
quand OHQRPEUHGHSRLQWVDXJPHQWH'¶DXWUHSDUWRQREVHUYHTXHOHVSODQVGH6WUDXVV-Gibbs 
à 20 points générés avec un potentiel puissance (Strauss-Gibbs et Strauss-Gibbs 1D) donnent 
des critères beaucoup moins dispersés que ceux générés avec un potentiel de type tout ou rien. 






























































rLHs mLHs iLHs Strauss1D Strauss-Gibbs1D
 


























































Strauss Strauss-Gibbs Aleatoires Minimax
 
Figure 98. Evolution des critères en fonction du nombre de points (Strauss / aléatoires /Minimax) 
 
2QSHXWHQFRQFOXUHSRXUFHFDVG¶pWXGHTXHSRLQWVSar dimension semble être un bon 
compromis au regard de la contrainte de taille. Nous détaillons à la section suivante une 
étude comparative pour des plans à 30 points. 
On remarque également que plus le nombre de points est important, plus les méthodes 
utilLVpHV SRXU JpQpUHU OHV 6)' Q¶RQW SDV G¶LQIOXHQFH VXU OH UpVXOWDW (Q HIIHW OD PpWKRGH
PolyMARS ajuste et prédit correctement la réponse ( 2R  tend vers 1 et RMSE tend vers 0) 
















































Surface réelle Surface approchée 
 
Figure 99. Comparaison en coupe de la surface simulée et approchée par PolyMARS  

















CFC Doelhert D-optimaux Factoriel

















CFC Doelhert D-optimaux Factoriel
OA Strauss Strauss-Gibbs Box-Behnken
 
Figure 100. Critères pour le modèle quadratique (Strauss / plans standard) 
 
Les figures précédentes montrent que les plans D-optimaux ajustent mieux les données. 
Cependant, les valeurs du critère RMSE sont relativement élevées  FHOD V¶H[SOLTXH SDU OH
compromis biais-variance (illustré au paragraphe 10.2.2.2. ). 
Nous remarquons que contrairement au modèle PolyMARS, le nombre de points ne semble 
SDVLQIOXHUVXUOHVUpVXOWDWVREWHQXVSRXUFHVSODQV(QHIIHWO¶DV\PSWRWHGHVFULWqUHVHQOHXU
YDOHXU FLEOH REVHUYpH Q¶HVW SOXV YLVLEOH DYHF OH PRGqOH TXDGUDWLTXH &HOD V¶H[SOLTXH SDU OD
rigidité du modèle polynomial. 
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Les figures suivantes montrent que le nombre de points influent principalement sur la 

















































































Strauss Strauss-Gibbs Aleatoires Minimax
 
Figure 101. Critères pour le modèle quadratique (Strauss et autres SFD) 
 






Les qualités prédictives du modèle dépendent aussi de la méthode utilisée pour construire la 
VXUIDFH GH UpSRQVH 3RXU FRPSOpWHU FHWWH pWXGH FRPSDUDWLYH GHV SODQV G¶H[SpULHQFHV GHV
résultats similaires ont été obtenus pour le krigeage.  
Le krigeage est uQH PpWKRGH VWRFKDVWLTXH G¶LQWHUSRODWLRQ VSDWLDOH TXL SUpYRLW OD YDOHXU
G¶XQH UpSRQVH SDU XQH FRPELQDLVRQ OLQpDLUH VDQV ELDLV HW j YDULDQFH PLQLPDOH GHV GRQQpHV
(voir annexe A).  















CFC (+ variante) 15 2 
SFD 
HL correlation 20 à 100 9 
Box Behnken 13 1 HL maximin 20 à 100 9 
Doehlert 13 + 67 1+2 Faure 20 à 100 9 
D-optimaux 30 à 50 13 Halton 20 à 100 9 
Plan fatoriel à 3 
niveaux 
27 1 Hammersley 20 à 100 9 
Plans factoriels à 
4 et 5 niveaux 
64 et 125 1+2 
Sobol 20 à 100 9 







La figure ci-dessous représente le critère RMSE en fonction du nombre de points. A noter 




































Plans Classiques D-optimaux Factoriels Doehlert
Hypercubes latins Tableau orthogonal Suites Strauss
 




FRKpUHQW DYHF OHV GRQQpHV UpSRQVH UpHOOH GH O¶RUGUH GH 7 et résidus en 105). Néanmoins, 
nous ne connaissons pas de valeur cible pour ce critère, il faudrait étudier plus en détail 
chaque surface approchée pour vérifier si les écarts entre les différents modèles sont 
réellement significatifs. 
Sur la Figure 102, on constate que les plans de Strauss avec certains hypercubes latins et 
quelques suites à faible discrépance estiment généralement de meilleurs modèles que les 
autres plans. Cependant, pour des plans ayant un nombre de points supérieur à 60, on dispose 
de peu de plans classiques de comparaison. On observe malgré tout que les plans factoriels 43 
et 53 donnent des résultats assez médiocres car ils sont équivalents aux résultats obtenus avec 
des plans de 40 points. 
En étudiant uniquement en détail le critère de prédiction RMSErelative obtenu pour les suites 
à faible discrépance et les plans de Strauss (voir Figure 103) on constate que la suite de 
Hammersley donne de bons résultats. A noter TX¶à cause de la régularité des suites à faible 
discrépance, il peut y avoir des problèmes numériques récurrents lors GH O¶RSWLPLVDWLRQGHV
paramètres du krigeage. Par exemple, la suite de Halton à 20 points ne permet pas G¶REWHQLU
un modèle de krigeage. Ces problèmes numériques semblent très peu présents avec les plans 
























Hammerlsey Strauss Halton Faure Sobol
 





Ces 3 études préliminaires montrent que les S)' SHUPHWWHQW JpQpUDOHPHQW G¶DYRLU GH
meilleurs résultats que ce soit avec un modèle PolyMARS, de krigeage ou bien même de 
régression quadratique. 
1RXVDYRQVYXpJDOHPHQWTX¶LFLODVXLWHGH+DOWon peut induire des problèmes au niveau de 
O¶optimisation des SDUDPqWUHVGXNULJHDJH ,O HVWDORUVSUpIpUDEOHG¶HQYLVDJHUGHVSODQVGRQW
OHV SRLQWV VRQW ELHQ UpSDUWLV GDQV O¶HVSDFH HW GH PDQLqUH © aléatoire » tels que les plans de 
Strauss ou les plans à entropie maximale. 
$ QRWHU TX¶DYHF OH NULJHDJH LO IDXW utiliser les SFD avec précaution car la tendance à 
pORLJQHU OHV SRLQWV OHV XQV GHV DXWUHV SHXW DPHQHU WURS SHX G¶LQIRUPDWLRQ SRXU HVWLPHU OHV
portées petites. 
&RQFHUQDQW O¶LQIOXHQFHGXQRPEUHGHSRLQWVQRXVDYRQVSXYpULILHUTXHFHOXL-ci est assez 
dépendant du moGqOH HQYLVDJp 3DU H[HPSOH SRXU OD UpJUHVVLRQ LO Q¶\ D SDV EHDXFRXS




8.3. Qualité de la surface de réponse obtenue à partir 
GHSODQVG¶H[SpULHQFHVjSRLQWV 
 
Au vu des résultats précédents et présentant uniquement dans cette section les résultats pour 
PolyMARS et pour la régression, cHWWHpWXGHVHOLPLWHjGHVSODQVG¶H[SpULHQFHVFRQWHQDQW30 
points.  
/HV FULWqUHV XWLOLVpV SRXU PHVXUHU OD TXDOLWp G¶DMXVWHPHQW 52) et prédictive (RMSE) du 
modèle ont été évalués sur 100 plans afin de mieux rendre compte de leur influence du fait 
TX¶LOVLQWURGXLVHnt un aléa stochastique. 
 
Les plans étudiés sont les suivants :  
Plans Nombre de plans 




















Tableau 10. Liste des plans étudiés avec leur caractéristique 
 
                                                 
22 SODQVGHW\SHPLQLPD[REWHQXVjO¶DLGHGHODURXWLQHcover.design du package Fields de R 
23 hypercubes latins avec le meilleur critère de corrélation 
24 hypercubes latins avec le meilleur critère maximin 
25 plans de Strauss avec un potentiel puissance 
26 plans de Strauss avec des contraintes sur les marges de dimension 1 
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8.3.1. Etude avec le modèle PolyMARS 
 
Les figures ci-dessous représentent les boxplots des critères de qualité (ajustement et 












































































Strauss Strauss-Gibbs Strauss 1D
Strauss-Gibbs 1D
 
Figure 104. A gauche, représentation du bR[SORWSRXUPHVXUHUODTXDOLWpG¶DMXVWHPHQWGXPRGqOH
PolyMARS. A droite, représentation du critère R2 moyen pour chaque type de plans 
 
Généralement les modèles ajustés sont de très bonne qualité quel que soit le plan 
G¶H[SpULHQFHV!2QREVHUYHFHSHQGDQWTXHOTXHVYDOHXUVDEHUUDQWHVQRWDPPHQWSRXUOHV
hypercubes latins (rLHs). 
Le meilleur ajustement est obtenu j O¶DLGH GHV SODQV PLQLPD[ HW GHs plans à entropie 
maximale. ,OVHPEOHpWRQQDQWTX¶HQPR\HQQHOHVSODQVGH6WUDXVVHQ'DMXVWHQWGHVPRGqOHV
de moins bonne qualité que les plans aléatoires même si ceux-ci restent de qualité 




Qualité de prédiction du modèle 
Tous les modèles ajustés étant pertinents, on V¶LQWpUHVVHGRQFà la RMSE afin de mesurer la 











































































Strauss Strauss-Gibbs Strauss 1D
Strauss-Gibbs 1D
 
Figure 105. A gauche, représentation du boxplot pour mesurer la prédiction du modèle PolyMARS. A 
droite, représentation du critère RMSE moyen pour chaque type de plans 
 
 
&RPPH SRXU OHV FULWqUHV GH TXDOLWp G¶DMXVWHPHQW GX PRGqOH QRXV DYRQV GHV FULWqUHV GH
TXDOLWpGHSUpGLFWLRQWUqVERQVSRXUOHVSODQVG¶H[SpULHQFHVQXPpULTXHV 
La figure ci-dessus cRQILUPHTX¶DXQLYHDX prédictif les plans de Strauss 1D ne sont pas plus 
mauvais que les plans aléatoires.  
Remarque. On peut redécouvrir le compromis biais-variance notamment pour les plans 
minimax. 
Cette figure montre bien la différence entre les plans aléatoires et les Space-Filling Designs 
Q¶LQFOXDQW SDV OHV SODQV PLQLPD[ TXL HX[ VHPEOHQW être de mauvaise qualité). On se 
rappellera également que dans la partie précédente nous avions vu que la grille (à 27 points) et 
le plan D-optimal (à 30 points) ne donnent pas de bons résultats que ce soit pour la qualité 
G¶DMXVWHPHQWRXGHSUpGLFWLRQGXPRGqOHFHTXLFRQIRUWH O¶LGpHG¶XWLOLVHUGHV6SDFH-Filling 
Designs en phase exploratoire. 
Nous nous sommes intéressés à regarder également la potentialité des plans de Strauss à 
distance GHGHQVLWpJDXVVLHQQHSRXUYRLUV¶LOVSRXYDLHQWQRXVDSSRUWHUSOXVGHUHQVHLJQHPHQWs 
au centre du domaine et donc permettre de retrouver la courbure dans la direction mk3 plus 
facilement. 
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Figure 106. Représentation des critères pour comparer quelques SFD avec les plans de Strauss de distance 
à densiWpJDXVVLHQQHı ȡ 5  
 
Les figures ci-GHVVXVPRQWUHQWTX¶DXQLYHDXGHO¶DMXVWHPHQWILJXUHGHJDXFKHLO\DXQSHX
plus de dispersion mais que ces plans restent malgré cela de bonne qualité. Au niveau de la 
prédiction (figure de droite), on voit que ces plans sont G¶XQH moins bonne qualité que les 
SFD mais ne donnent pas non plus de très mauvais résultats. En effet, si on les compare avec 
les plans aléatoires et les plans minimax de la Figure 105, on voit que les plans hétérogènes 
permettent de donner de meilleurs résultats que ces derniers. 
Remarque. La courbure se situant vers la valeur -0.5 sur le domaine ฀ ฀31,1฀ , il serait plus 
pertinent de densifier les points dans cette zone. 
 
La faible dimension GHFHSUREOqPHQ¶RIIUHapparemment pas la possibilité à ces plans de se 
démarquer. Il pourrait réellement être intéressant de les tester dans un contexte de dimension 
SOXVpOHYpHDILQGHYRLUV¶LOVSHUPHWWHQWGHcorriger les effets de bords de la grande dimension. 
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8.3.2. Etude avec le modèle de régression quadratique 
 
Les plans utilisés dans cette étude sont les mêmes que ceux mis en comparaison dans le 




































































































































Figure 107%R[SORWSRXUPHVXUHUODTXDOLWpG¶DMXVWHPHQW(à gauche) et de prédiction (à droite)  
du modèle de régression quadratique des différents plans 
 
6LPLODLUHPHQWjFHTXHO¶RQ a pu observer avec le modèle PolyMARS nous avons de très 
bons résultats en ajustement quel que soit le critère et quel que soit le plan. Seuls les plans de 
types hypercubes latins sont légèrement moins bons.  
Au niveau de la prédiction, on voit sur la figure de droite que les résultats relativement 
médiocres des plans de Strauss avec des contraintes 1D, des hypercubes latins usuels et des 
plans minimax sont sensiblement identiques. La dégradation de la qualité des plans de Strauss 
comparativement aux plans de Strauss-*LEEV V¶H[SOLTXH HQFRUH XQH IRLV SDU OH IDLW TXH OH
UD\RQG¶LQWHUDFWLRQV¶LOHVWPDODGDSWpSHXWHQJHQGUHUGHPDXYDLVes configurations de plans. 
Enfin, les plans à entropie maximale et les plans de Strauss-Gibbs semblent remarquablement 
bien appropriés pour ce modèle. 
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8.4. Conclusions GHO¶pWXGH 
 
&HWWHpWXGHDSHUPLVGHPRQWUHUO¶LQWpUrWGHV6pace-Filling Designs en phase exploratoire. 
Nous avons vu que globalement les plans à entropie maximale et les plans de Strauss sont 
ceux qui ont donné les résultats les moins dispersés et les meilleurs. Cependant, cette 
DSSOLFDWLRQQ¶DSDVpermis de différencier significativement les plans de Strauss au regard des 
autres SFD. Cela peut provenir non seulement de la faible dimension du problème proposé 
mais aussi de la linéarité de la réponse. 
&¶HVWSRXUTXRLQRXVFRQVLGpURQVDXFKDSLWUHVXLYDQWXQHDSSOLFDWLRQGHFRPSDUDLVRQGHV












Chapitre 9  
 
 




déterministe de 10 variables, considérée « hautement » non linéaire et définie sur ฀ ฀1010,10฀  
par (Jin et al., 2001) : ฀ ฀ ฀ ฀฀ ฀10 101 10
1 1
( , , ) exp ln expj j j k
j k
f x x x c x x฀  ฀ ฀  ฀ ฀  ฀ ฀ ฀ ฀฀  ฀ ฀  ฀  
avec ฀ ฀1 10( , , ) 6.089; 17.164; 34.054; 5.914; 24.721; 14.986; 24.100; 10.708; 26.662; 22.179c c ฀ ฀ ฀ ฀ ฀ ฀ ฀ ฀ ฀ ฀ ฀ 
La figure suivante représente la coupe27 à 3ix ฀  pour 1,3i ฀ . 
 
Figure 108. Coupe de la fonction de Jin en fonction de x1 et x3 ( 3, 1,3ix i฀  ฀ ) 
                                                 
27 &HWWHFRXSHDpWpFKRLVLHDXUHJDUGGHFHOOHUHSUpVHQWpHGDQVO¶DUWLFOHGH-LQet al. 2000 
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9.1. Les données 
 
Le nombre de points des plans a été fixé volontairement à 100 afin de se trouver dans les 
conditions les plus probables qui soient des expérimentations numériques. 
Voici la liste des plans qui ont été confrontés :  Plans aléatoires (Aléatoire)  Plans minimax (Minimax)  Plans à entropie maximale (Dmax)  Hypercubes latins usuels (rLHs)  Hypercubes latins maximin (mLHs)   +\SHUFXEHVODWLQVDPpOLRUpVjO¶DLGHG¶XQFULWqUHGHGLVWDQFH (iLHs)  Plans de Strauss (Strauss)  Plans de Strauss généralisés (potentiel puissance à ½) (Strauss_G)  Plans de Strauss avec des contraintes 1D (Strauss1D)  Plans de Strauss généralisés avec des contraintes 1D (Strauss1D_G) 
 
Les plans testés ici LQWURGXLVDQW WRXVGHO¶DOpDVWRFKDVWLTXH O¶pWXGHDpWpFRQGXLWHVXU
plans de chaque type afin de donner un sens aux résultats.  
/HVGLIIpUHQWVSODQVVRQWFRPSDUpVjO¶DLGHGHFULWères ± dont le détail est donné en annexe 
B ± permettant de valider le modèle en ajustement et en prédiction. En pratique, un modèle de 
VXUIDFH GH UpSRQVH GH GHJUp  FDOFXOp j O¶DLGH GH OD PpWKRGH 0$5628 (voir annexe A) est 
ajusté pour chaque plan. Afin de calculer les critères de prédiction du modèle, la réponse est 
prédite sur un plan test aléatoire de 10000 points.  
Le choix G¶un modèle MARS de degré  SRXU FH FDV G¶pWXGH UpVLGH GDQV OH IDLW TXH FH
modèle semble particulièrement adapté à la forme de la réSRQVHHWTX¶LOHVWUDSLGHjPHWWUHHQ
°XYUH en grande dimension. La méthode MARS dépendant plus fortement du plan 
G¶H[SpULHQFHVFRPSDUDWLYHPHQWDX[DXWUHVPpWKRGHVSOXVFODVVLTXHVWHOOHVTXHOes régressions 
quadratiques ou PolyMARS, nous pourrons probablement tirer plus de conclusions sur la 
comparaison des plans.  
                                                 




9.2. Les résultats 
 
'DQVFHWWHSDUWLHQRXVFRPSDURQVOHVSODQVG¶H[SpULHQFHVHQWUHHX[jO¶DLGHGXFULWqUHR2 
SRXU PHVXUHU OD TXDOLWp GH O¶DMXVWHPHQW HW GX FULWqUH GH RMSE pour mesurer la qualité de 
prédiction. Les résultats concernant les plans intrRGXLVDQW GH O¶DOHD VWRFKDVWLTXH seront 
présentés sous forme de boxplot, et ceux des plans déterministes sous forme de tableau. 
A titre indicatif, les moyennes et écarts-types des différents critères (R2, MAE, RMA«






































































































































On voit deux groupes de plans qui se détachent :   un premier modélisant bien la réponse qui est composé des plans de Strauss sans les 
contraintes 1D et des plans à entropie maximale,   un second formé de tous les autres plans fournissant des résultats médiocres. 
 
A noter que les plans minimax ressortent comme étant les plus mauvais que ce soit en 
prédiction ou en ajustement. Leur construction minimisant la distance maximale entre les 
SRLQWV GX SODQ HW OHV SRLQWV G¶XQH GLVWULEXWLRQ DOpDWRLUH, en remplacement G¶XQH grille 
régulière (inenvisageable à générer avec beaucoup de niveaux en dimension 10), en est 
probablement la raison principale. 
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Halton 0,93 0,49 
Hammersley 0,94 0,52 
Faure 0,88 0,63 
Sobol 0,88 0,56 
Niederreiter 0,92 0,40 
Tableau 115pVXOWDWVGHVFULWqUHVGHTXDOLWpG¶DMXVWHPHQWR2) et de validation (RMSE) 
pour les suites à faible discrépance 
 
La suite de Faure paraît être ici de mauvaise qualité, alors TX¶DX FRQWUDLUH la suite de 






Même si ces résultats sont très dépendants du cas étudié, ils montrent que les plans de 
Strauss (potentiel tout ou rien et potentiel puissance) offrent une meilleure qualité 
G¶DMXVWHPHQWHWGHYDOLGDWLRQGXPRGqOHTXHFHOOHREWHQXHDYHFOHVDXWUHVSODQV 
'¶DXWUHSDUW OHVSODQVPLQLPD[29 ne permettent pas, en grande dimension, de générer de 
bons SFD.  
Nous pouvons également remarquer que les hypercubes latins tant utilisés en 
H[SpULPHQWDWLRQQXPpULTXHVRQWGHTXDOLWpVHPEODEOHHQWUHHX[HWVLPLODLUHjFHOOHG¶XQSODQ
aléatoire. Ce qui pourrait confirmer que le fait de considérer les projections en dimension 1 
est inenvisageable en grandH GLPHQVLRQ 6L O¶RQ GRLW UpHOOHPHQW FRQVLGpUHU GHV ERQQHV
projections en 1D, les plans de Strauss avec des contraintes 1D sont légèrement meilleurs que 
OHVK\SHUFXEHVODWLQVDPpOLRUpVjO¶DLGHGXFULWqUHGHPD[LPLQ 
Les résultats liés aux plans de Strauss considérant un potentiel généralisé confirment que 
celui-ci pHUPHWGHPLHX[UHPSOLUO¶HVSDFHGXIDLWTX¶LOSUHQGHQFRPSWHODIRUFHG¶LQWHUDFWLRQ
entre les points. 
Il paraît intéressant de noter que toutes ces conclusions sont similaires avec celles obtenues 
lors des applications intrinsèques du Chapitre 7. 
                                                 















3DU OH WUXFKHPHQW GH OD UpVROXWLRQ G¶XQ SUREOqPH G¶RSWLPLVDWLRQ HQ  GLPHQVLRQV XQ
certain nombre de techniques étudiées dans le cadre des Computer Experiments et du 
consortium DICE sRQWPLVHVHQ°XYUH&HVRQW : 
฀ des Space-Filling Designs : notamment les plans de Strauss et les plans à entropie 
maximale PLVHQDYDQWGDQVO¶DSSOLFDWLRQGXFDV' 
฀ des surfaces de réponse multiples : modèles additifs, polynômes, réseaux de 
neurones, et krigeages. 
,O V¶DJLW GH PRQWUHU TX¶LO HVW SRVVLEOH GH UpVRXGUH XQ SUREOqPH G¶RSWLPLVDWLRQ HQ O¶pWDW
actuel des techniques et, par ce biais, de confronter les divers Space-Filling Designs avec 
différents types de surfaces de réponse. 
 
Ce chapitre se décompose en 5 parties. La première partie présente O¶DSSOLFDWLRQ HQ
décrivant son REMHFWLI OHVSDUDPqWUHVG¶HQWUpHVélectionnés, etc. Nous détaillons ensuite une 
étude sur un plan de Strauss à 80 points avec différents modèles de surfaces de réponse. La 
section 3 étudie O¶LPSDFWGXW\SHGXSODQG¶DSSUHQWLVVDJHVXUOHPRGqOHREWHQX La section 4 
présente les résultats REWHQXV HQ IDLVDQW YDULHU OH QRPEUH GH SRLQWV GX SODQ G¶H[SpULHQFHV 









discrétisé en 80x80x6 mailles. Le réservoir étudié est constitué de 9 puits : 5 producteurs et 4 
injecteurs. Les données sont obtenues jO¶DLGHGXVLPXODWHXUG¶pFRXOHPHQWHQPLOLHXSRUHX[
3DSL฀ de Streamsim Co (basé sur la technique des lignes de courant). Les réponses fournies 





Figure 110. Configuration initiale du réservoir pétrolier et lignes de courant obtenues (chaque couleur de 
ODILJXUHGHGURLWHFRUUHVSRQGjOD]RQHG¶LQIOXHQFHG¶XQSXLWVLQMHFWHXU 
 
10.1.2. Description des données 
 
/¶REMHFWLI ILQDO de cette étude consiste à optimiser la proGXFWLRQ G¶KXLOH HQ IRQFWLRQ GH
variables de contrôle représentant la position de certains puits : 2 puits producteurs (notés P2 
et P5) et 2 puits injecteurs (notés I2 et I3). Les puits étant renseignés uniquement par leurs 
abscisses (abs) et ordonnées (ord) O¶HVSDFH j H[SORUHU est de dimension 8d ฀ . Les 





















Les domaines de variation définis autour de la position initiale des puits (encore appelée 
configuration de base) sont représentés sur la figure suivante. 
 


















/D PpWKRGRORJLH XWLOLVpH SRXU WUDLWHU FH FDV G¶DSSOLFDWLRQ HVW VLPLODLUH j FHOOH HPSOR\pH
dans les applications précédentes et décrite en introduction. On rappelle cependant brièvement 
les différentes étapes réalisées : 
1. Génération du plan G¶H[SpULHQFHV 
2. Lancement des simulations sur 3DSL฀ 
3. Etude préliminaire des données 
4. Ajustement des surfaces de réponse et analyse des résultats 
5. Etude comparative des différents modèles obtenus 
6. Résolution du problème. 
 
Les étapes 1 et 2 SHUPHWWHQWG¶REWHQLUOHVGRQQpHVjSDUWLUGHVTXHOOHVO¶pWXGHHVWFRQVWUXLWH
Les résultats présentés ici concernent les étapes 3 à 5. La qualité de prédiction est étudiée avec 
GHVSRLQWVWHVWVLVVXVG¶XQSODQGH6WUDXVVjSRLQWV 
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10.2. Etude détaillée G¶XQMHXGHGRQQpHV 
 
Dans cette section, nous détaillons les résultats obtenus avec un plan de Strauss à 80 
H[SpULHQFHV&KDTXHVXUIDFHGHUpSRQVHHVWDQDO\VpHHQUHJDUGDQWVHVSURSULpWpVG¶DMXVWHPHQW
DX[GRQQpHVGXSODQDLQVLTXHVHVTXDOLWpVSUpGLFWLYHVjO¶DLGHGHVcritères détaillés en annexe 
B et calculés sur le plan test. 
 




2Q UDSSHOOH TXH O¶REMHFWLI ILQDO GH O¶DSSOLFDWLRQ HVW GH PD[LPLVHU OD UpSRnse au temps 
7000t ฀  MRXUV HQ IRQFWLRQ GH O¶HPSODFHPHQW GHs  SXLWV /¶pYROXWLRQ WHPSRUHOOH GH OD
SURGXFWLRQG¶KXLOHHVWUHSUpVHQWpHFL-dessous pour différentes configurations du réservoir. Les 
courbes correspondent à celles des points fournissant les 3 meilleures productions, à la 
FRQILJXUDWLRQGHEDVHDLQVLTX¶DX[WURLVVLPXODWLRQVSRXUOHVTXHOOHVODSURGXFWLRQVLPXOpHD
été la plus faible. 



































Strauss 48 1,595E+07 
Strauss 57 1,583E+07 
Strauss 25 1,554E+07 
Cas de base 1,247E+07 
Strauss 77 1,204E+07 
Strauss 55 1,191E+07 




La Figure 112 montre que le cas de base ne correspond pas à une configuration idéale du 
SRLQWGHYXHGHO¶REMHFWLISRXUVXLYL(QHIIHWOHFDVGHEDVHHVWSURFKHGHVVLPXODWLRQVOHVSOXV
faibles. L¶RUGUHGHJUDQGHXUGHODUpSRQVHétant élevé (~107), il est usuel de centrer et réduire 
les données.  
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La Figure 113 représente les positions des puits correspondant aux 20 meilleures 




















Cas de base 
 
Figure 113. Représentation des 20 meilleures configurations parmi les 80 initialement simulées 
ainsi que du cas de base 
 
Les nuages de points observés sont difficiles à interpréter car ils sont représentés en 
projection dans chaque zone de variation. CepHQGDQWODUpSDUWLWLRQGHVSRLQWVjO¶LQWpULHXUGH
la zone de variation de certains puits montre des régions semblant favorables à une forte 
SURGXFWLRQ3DUH[HPSOHRQQRWHXQH]RQHG¶LQWpUrWse situant au quart Sud-Est pour le puits 
P5. Venant de nous asVXUHU TXH O¶REMHFWLI GH O¶pWXGH a un sens, on complète la phase 
G¶H[SORUDWLRQ GHV GRQQpHV HQ GpWDLOlant les valeurs simulées servant de référence à notre 
étude. 
Les figures suivantes représentent la distribution de la réponse. On observe que le jeu de 









































Figure 114. Fonction de répartition empirique (à gauche) et histogramme et lissage par noyau de la 
réponse (à droite). 
 
La réponse en fonction de chaque variable est représentée en projection sur la figure 
VXLYDQWHTXLFRQILUPHOD]RQHG¶LQWpUrWdéjà observée du puits P5. 
Puits P2 Puits P5 
Puits I2 Puits I3 
Figure 115. Représentation de la réponse en projection 
 
10.2.2. Construction des différents modèles et interprétation 
 
Plusieurs types de modèles (voir annexe A) ont été ajustés à ces données, cependant seuls 
les modèles les plus pertinents sont analysés. Par exemple, les modèles obtenus en appliquant 
une procédure stepwise30 sont proposés bien que le modèle complet ait été étudié auparavant. 
 
                                                 
30 backward  

































































10.2.2.1.  Les modèles additifs 
 
Appliquer un modèle additif permet bien souvent de se faire une première idée sur les 
variations de la réponse dans chaque direction car le modèle ajusté sera non paramétrique et 
IDFLOH j LQWHUSUpWHU JUkFH j VHV SURSULpWpV G¶DGGLWLYLWp 0rPH VL O¶K\SRWKqVH G¶DGGLWLYLWp HVW
difficilement vérifiable en dimension 8, les résultats sont intéressants. Une procédure stepwise 
est DSSOLTXpHHQYXHG¶DERutir à un modèle moins complexe. 
Remarque. Si la relation entre les variables comporte des interactions importantes qui ne sont 
pas prises en compte dans le modèle, alors celui-ci conduit à des résultats erronés. 
 
Le modèle additif complet est de la forme : ฀ ฀ ฀ ฀1 1 8 8Y s X s X฀ ฀ ฀฀ ฀ ฀   
où le détail des composantes est donné dans la Table 1GHO¶annexe G. 
 
/DWDEOHG¶DQDO\VHGHODGpYLDQFHUHODWLYHDXPRGqOHFRQVWUXLWHQHVWLPDQWGHVVSOLQHVGDQV
chaque direction montre que seules les fonctions ฀ ฀7s X  et ฀ ฀8s X  ont une influence sur la 
réponse (p-valeur < 0.10). Les 8 composantes monodimensionnelles estimées et les bandes de 
confiance associées aux courbes prédites sont représentées ci-dessous. 
Puits P2 Puits P5 
Puits I2 Puits I3 
Figure 116. Représentation des différentes composantes du modèle additif ajusté 
 
Le modèle fournissant les résultats présentés à la Figure 116 est assez complexe car il 
compte 32 degrés de liberté. Le but de la procédure stepwise est de proposer un modèle 





























































































































simplifié en choisissant de mettre chaque variable ou non. Avec ce type de procédure, on 
obtient un modèle mixte (mélangeant des splines et des fonctions linéaires) à 17 degrés de 
OLEHUWpDYHFGHVFRPSRVDQWHVPDMRULWDLUHPHQWOLQpDLUHVjO¶H[FHSWLRQGHVGLUHFWLRQV;;HW
X8 (voir Table 2 en annexe G).  
La Figure 117 représente les valeurs ajustées en fonction des valeurs réelles, sur le plan 
G¶DSSUHQWLVVDJHHWVXUOHSODQWHVW/HVQXDJHVGHSRLQWVLQGLTXHQWXQHIRUWHFRUUpODWLRQHQWUH
la prévision et la valeur réelle.  
3ODQG¶DSSUHQWLVVDJH Plan test  
Figure 117. Etude des valeurs prédites du modèle additif mixte 
 
Les résultats semblent valider O¶K\SRWKqVH G¶DGGLWLYLWp 8QH pWXGH SOXV DSSURIRQGLH GHV
UpVLGXV FRQILUPH O¶K\SRWKqVH G¶KRPRVFpGDVWLFLWp DLQVL TXH O¶DEVHQFH GH OLHQ HQWUH OHV
variables explicatives et les résidus. 
  
Figure 118. Etude de la normalité des résidus du modèle additif mixte 
 











































































10.2.2.2.  Les modèles linéaires 
 
Nous cherchons à construire le modèle expliquant au mieux les données sans pour autant le 
surcharger. Le modèle linéaire à effets simples, bien que très minimaliste, permet cependant 
G¶H[SOLTXHU SUqV GH  GH OD YDULDELOLWp GH OD UpSRQVH /D WDEOH G¶DQDO\VH GH OD YDULDQFH
correspondante est détaillée en annexe G (Table 3). 
On constate que toutes les variables sont significatives et que les plus influentes sont les 
facteurs correspondant aux coordonnées des puits producteurs P2 et P5. 
Les étapes suivantes consistent à complexifier le modèle pour expliquer au mieux les 
données. Dans un premier temps, on ajoute des interactions entre les termes puis on augmente 
le degré du polynôme. Afin de ne pas construire un modèle trop proche des données (et qui 
sera sans doute instable en prédiction), on applique une procédure stepwise pour conserver 














Ajustement      
R
2
 0,76 0,90 0,89 0,90 0,94 
R
2
adj 0,74 0,82 0,85 0,86 0,89 
ddl pour le modèle 8 36 21 24 34 
Qualité de prédiction      
RMSE 0,63 0,63 0,62 0,64 0,71 
RMA 1,98 2,19 2,27 2,37 2,68 
Tableau 12. Critères de validation pour les modèles de régression 
 
Le modèle stepwise construit à partir des effets simples et des interactions entre deux 
facteurs contient 21 termes dont les 8 termes linéaires (voir Tableau 18 en annexe G).  
&HPRGqOH DMXVWHPLHX[ OHVGRQQpHVGXSODQG¶H[SpULHQFHV  2 89%R ฀ ) mais les critères 
évalués sur le plan test montrent que ce modèle a des qualités similaires au modèle linéaire en 
prédiction. Le modèle retenu pour FHFDVG¶pWXGHHVWGRQFOHPRGqOHOLQpDLUHjHIIHWVVLPSOHV
TXLSUpVHQWHO¶DYDQWDJHG¶DYRLUXQQRPEUHGe degrés de liberté plus faible ainsi que la RMA la 
meilleure. 
Remarque. Dans le Tableau 12, les résultats sont GRQQpVMXVTX¶jODUpJUHVVLRQGHGHJUp(Q
pratique, on se limite aux effets simples et aux interactions mais ici nous avons souhaité 
illustrer le compromis biais-variance. 
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La Figure 119 SUpVHQWHO¶pYROXWLRQGX 2R  sur OHSODQG¶DSSUHQWLVVDJHQRWp 2appR ), et du 2R  
sur le plan test (noté 2predR ) en fonction du nombre de termes dans le modèle. On remarque 
TXHO¶DMXVWHPHQWV¶améliore avec la complexité (croissance de 2appR ) tandis que la prévision 
passe par une zone optimale quand le modèle est de complexité réduite (croissance puis 













Figure 119. Illustration du compromis biais-variance 
(Modèle de régression linéaire en augmentant le degré) 
 
10.2.2.3.  MARS 
 
Le modèle MARS de degré 1 est composé de 9 fonctions de base linéaires par morceaux. 
3DU FRQVWUXFWLRQ FH PRGqOH QH FRQWLHQW SDV GH WHUPHV G¶interactions (voir Tableau 19 en 
annexe G). La figure suivante représente les courbes estimées en faisant varier un facteur à la 
fois et en fixant les autres à 0. 
Puits P2 Puits P5 
Puits I2 Puits I3 
Figure 120. Représentation des fonctions de base du modèle MARS de degré 1 

































































































En comparaison avec le modèle additif (voir Figure 116), les composantes de MARS 
semblent cohérentes et les sens de variation sont respectés. 
Le modèle de degré 2 Q¶HVW pas retenu car il est composé de 8 fonctions dont 4 interactions. 
/HVFULWqUHVPRQWUHQWTXHOHPRGqOHHVWOpJqUHPHQWPHLOOHXUVXUOHVGRQQpHVG¶DSSUHQWLVVDJH
mais que le modèle de degré 1 se comporte mieux en prédiction. Les termes de ce modèle ne 
sont pas précisés ici mais on constate des interactions entre la direction verticale du puits P5 
(variable 4X ) et les deux coordonnées du puits I3. Or, on peut remarquer sur la Figure 111 
que ces deux puits sont situés à proximité. 
 
10.2.2.4.  PolyMARS 
 
Les résultats du Tableau 13 SHUPHWWHQWG¶pWXGLHUO¶LQIOXHQFHGXSDUDPqWUHGHSpQDOLVDWLRQHW
les qualités des différents modèles. Le modèle sélectionné est celui ajusté avec 3a ฀  car il 
correspond à un bon compromis entre sa qualité en prédiction et le nombre de fonctions de 
base égal 7.  
 
 PolyMARS 
 a =0-1 a = 2 a = 2,7 a = 3 a = 4 a=5 
R
2
 0,90 0,85 0,80 0,74 0,68 0,56 
Nombre de fonctions dans le modèle 19 12 9 7 5 3 
1RPEUHG¶LQWHUDFWLRQV 5 1 1 -- -- -- 
MAE 0,51 0,50 0,47 0,51 0,54 0,57 
RMSE 0,64 0,63 0,60 0,64 0,68 0,71 
RMA 2,16 2,05 2,18 1,99 2,32 2,19 
Tableau 13. Comparaison des modèles PolyMARS ajustés 
avec différentes valeurs du paramètre de pénalisation a . 
 
Ce tableau montre aussi que le modèle le plus simple contient seulement 3 termes ± les 
fonctions linéaires 4X , 3X  et 1X  ± HWSHUPHWGpMjG¶H[SOLTXHUSOXVGHGHVYDULDWLRQVGH
OD UpSRQVH VXU OH SODQ G¶DSSUHQWLVVDJH DLQVL TXH VXU OH SODQ WHVW /D PpWKRGH 3RO\0$56
semble donc particulièrement adaptée à ce jeu de données. Par construction, il faut que les 
termes linéaires soient considérés avant de pouvoir intégrer des termes linéaires par morceaux 
et/ou des interactions. Au vu des résultats des modèles précédents, on sait que les termes 
linéaires jouent un rôle important. 
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10.2.2.5.  Krigeage 
 
Le modèle G¶LQWHUSRODWLRQGDQVVDIRUPHJpQpUDOHHVW 
0




Y x f x Z x฀฀฀  ฀ ฀  
où 1( ), , ( )df f. .  sont des fonctions de base connues, ฀ ฀T1, ..., d= ฀  ฀ ȕ  un vecteur de 
coefficients estimés et Z  un processus gaussien stationnaire centré et de forme de covariance 
factorisée gaussienne. 
Ce type de modèle est référé sous le nom de krigeage universel. Il est aussi possible de 
considérer un krigeage ordinaire de la forme )()( xZxY ฀฀฀  où ฀ est une constante à 
estimer. Cette forme de krigeage est généralement la plus utilisée en pratique. 
 
Le krigeage ordinaire. Il comporte 10 paramètres: la constante de krigeage, la variance et les 
portées dans les 8 directions principales qui sont estimés par maximum de vraisemblance31. 
Le modèle de krigeage ordinaire obtenu est donné Tableau 20 en annexe G. Les valeurs 
estimées de la moyenne (-0,05) et de la variance (1.40) semblent cohérentes compte tenu que 
les données sont centrées et réduites. Les portées estimées sont comprises entre 1,39 et 4,39 
ce qui confirme que la surface approchée est assez lisse. La corrélation entre deux points 
distants de 1 est forte (0,60) dans la direction où la portée estimée vaut 1,39 et très forte (0,95) 
dans la direction où est฀ =4,39. Ceci indique une tendance très plate dans la direction 2X . 
 
Le krigeage universel avec tendance linéaire. La tendance imposée va permettre 
G¶H[SOLTXHUOHVJUDQGHVYDULDWLRQVGHODréponse, le processus gaussien quant à lui expliquera 
ODSDUWLHUpVLGXHOOHF¶HVW-à-dire les variations à plus courte distance. Après plusieurs essais, des 
SUREOqPHV GH FRQYHUJHQFH VRQW DSSDUXV ORUV GH O¶RSWLPLVDWLRQ GH OD YUDLVHPEODQFH SRUWpHV
différentes). Il semblerait que le profil de vraisemblance soit assez plat. Cependant, les 
modèles obtenus ont des qualités prédictives similaires. 
Deux exemples de modèles différents sont donnés en annexe G (Tableau 21 et Tableau 22). 
Une portée égale à 10 signifie que la tendance apprend toutes les variations dans cette 
direction (car les données ont été centrées-réduites) LOQHUHVWHSOXVDVVH]G¶LQIRUPDWLRQSRXU
                                                 




le bruit. On devrait donc soit enlever la tendance dans cette direction soit modéliser le reste 
par un bruit blanc.  
 
  KRIGEAGE ORDINAIRE KRIGEAGE UNIVERSEL 
Qualité de prédiction sur le plan test 
RMSE Ì 0,65 0,66 
RMA Ì 2,09 2,49 
Tableau 14. Etude des qualités de prédiction du modèle de krigeage ordinaire 
 
Conclusions. Les résultats précédents montrent que le krigeage ordinaire i.e. sans tendance 
estime un modèle avec des variations à grandes échelles. /¶DMRXW G¶XQH WHQGDQFH Q¶DSSRUWH
rien au modèle, on privilégie alors le krigeage ordinaire qui est plus simple et plus stable 
(RMA la plus faible). 
 
10.2.2.6.  Réseaux de neurones 
 
On obtient différents modèles selon la paramétrisation (nombre de neurones, decay, modèle 
sous-jacent) de la méthode. Quelques exemples sont donnés dans le Tableau 14 et nous 
indiquent qX¶LOHVWSUpIpUDEOHG¶XWLOLVHUXQ réseau de neurones basé sur un modèle sous-jacent 
linéaire simple avec 3 neurones et le paramètre de régularisation decay égal à 1. Dans ce cas, 
le modèle obtenu contient 31 coefficients et est très bon en prédiction (voir Tableau 16). 
 
Nombre de neurones 2 3 3 3 3 
4, 5, 6 
et 7 
2 
decay 1 1 0.1 0.01 2 1 1 
Hessien T T T T F T T 
Modèle sous-jacent Lin. Lin. Lin. Lin. Lin. Lin. Lin.Int 
R
2
 0,76 0,76 0,88 0,90 0,75 0,76 0,88 
Nombre de poids 21 31 31 31 31 41 77 
MAE 0,49 0,49 0,49 0,56 0,49 0,49 0,48 
RMSE 0,62 0,62 0,62 0,70 0,62 0,62 0,61 
RMA 2,02 2,01 2,02 2,41 2,01 2,00 2,21 
Tableau 15. Comparaison des modèles de réseaux de neurones 
avec différentes paramétrisations. 
 
Les 8 composantes mono-dimensionnelles estimées sont représentées ci-dessous 
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Figure 121. Représentation des différentes composantes du modèle ajusté par les réseaux de neurones 
 
Les figures ci-dessus confirment les tendances observées avec le modèle additif et le 
modèle MARS. 
 
10.2.3. Comparaison des modèles ajustés 
 
/¶pWXGHGHVGLIIpUHQWVPRGqOHVDPRQWUpTXH OHV variations de la réponse en fonction des 
différents facteurs sont majoritairement linéaires. La plupart des modèles retenus contiennent 







MARS PolyMARS Krigeage 
Réseau de 
neurones 
  linéaire mixte degré 1 a = 3 ordinaire linéaire 
Ajustement        
R
2
 ~1 0,76 0,84 0,78 0,74 -- 0,75 
R
2
adj ~1 0,74 0,80 0,67 -- -- -- 
DDL modèle32 -- 8 17 9 7 -- 31 
Prédiction        
RMSE Ì 0,63 0,64 0,65 0,64 0,65 0,62 
RMA Ì 1,98 1,98 1,94 1,99 2,09 2,01 
Tableau 16. Comparaison des modèles ajustés avec le plan de Strauss à 80 points 
                                                 
32 Pour les méthodes MARS et PolyMARS, le nombre de degrés de liberté indiqué correspond au nombre de 
fonctions de base du modèle ajusté. 
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Critères en apprentissage. /H PRGqOH DGGLWLI PL[WH SHUPHW G¶REWHQLU GHV YDOHXUV DMustées 
SURFKHVGHODUpDOLWpVXUOHSODQG¶H[SpULHQFHV&HSHQGDQWFHPRGqOHILJXUHSDUPLOHVPRGqOHV
les plus complexes : 17 degrés de liberté contre moins de 10 pour la plupart des autres 
modèles. Les modèles proposés sont en moyenne assez bons, même les plus simples tels que 
la régression linéaire, car ils expliquent au moins 74% des variations totales de la réponse. 
 
&ULWqUHVHQSUpGLFWLRQVXUO¶HQVHPEOHWHVW. Le Tableau 16 montre que les modèles retenus 
sont souvent les plus simples tels la régression linéaire ou PolyMARS. Le coefficient RMSE 
varie très SHXG¶XQPRGqOHjO¶DXWUHa). 
 
Conclusions. 3RXUFHFDVG¶étude, le modèle linéaire et PolyMARS semblent les plus adaptés. 
En effet, les réseaux de neurones, offrant ici les meilleures qualités en prédiction, fournissent 





Cette section est consacrée à une étude comparaWLYH HQWUH OHV SODQV G¶H[SpULHQFHV à 80 
points et les métamodèles.  
Les méthodes de surfaces de réponse étudiées sont les suivantes :  régression linéaire à effets simples avec ou sans interactions,  modèle additif avec des splines,  MARS de degré 1,  PolyMARS (avec un paramètre de pénalisation a=3),  réseaux de neurones (nombre de neurones=3 et decay=1),  krigeage ordinaire. 
 
Les résultats de chaque méthode seront détaillés afin de proposer une étude comparative 
des plans ainsi que des métamodèles pour confronter les conclusions à celles de la section 
précédente. 
/HVSODQVG¶H[SpULHQFHVjSDUWLUGHVTXHOVOHVGLIIpUHQWVPRGqOHVRQWpWpDMXVWpVVRQWGpWDLOOpV
dans le tableau ci-dessous  : 
Plans Nombre de plans 
Suite de Halton 1 
Suite de Faure 1 
6XLWHGH6RERO¶ 1 
Plans aléatoires 10 
Plans à entropie maximale (Dmax) 10 
Plans minimax 10 
Plans de Strauss 10 
Tableau 17. /LVWHGHVSODQVG¶H[SpULHQFHVXWLOLVpVGDQVFHWWHpWXGH 
 
Qualité intrinsèque des plans. La figure ci-dessous UHSUpVHQWHODPR\HQQHHWO¶pFDUW-type des 

































des plans aléatoires. Au vu de la position de la suite de Faure dans le plan ฀ ฀,฀  ฀ , sa 
GLVWULEXWLRQV¶DSSDUHQWH à une de type gradient. Les plans de Strauss et les plans à entropie 
PD[LPDOH VRQW GH TXDOLWp VLPLODLUH HW VHPEOHQW ELHQ UHPSOLU O¶HVSDFH PR\HQQH pOHYpH HW
écart-type faible). 
Nous verrons par la suite si les propriétés intrinsèques des plans influent particulièrement 
sur la qualité des métamodèles. 
 
10.3.1. Les modèles additifs 
 




























jO¶DXWUH3RXUOHVSODQVQRQGpWHUPLQLVWHVRQFRQVWDWHTXHODGLVpersion du critère est assez 
faible. 
/HUpVXOWDWPpGLRFUHTX¶RIIUHOa suite de Faure SHXWSUREDEOHPHQWV¶H[SOLTXHUSDUOHIDLWTXH
le plan a de mauvaises projections dans chacune des 8 directions. 
Prédiction. 
En termes de prédiction, le critère RMSE varie entre 0,6 et 0,8. On observe également peu 























10.3.2. Les modèles linéaires 
 
Les modèles présentés ici correspondent à une régression à effets simples et à un modèle 
DYHFGHVWHUPHVG¶LQWHUDFWLRQs GHX[jGHX[/HVWHUPHVDXFDUUpQ¶RQWSDVpWpFRQVLGpUpVFDU

















































Concernant le modèle à effets simples, on observe sur la figure de gauche, une dispersion 
plus importante des valeurs du critère 2R  pour les plans à entropie maximale (Dmax) et les 
plans minimax (CoverDesign). A noter que les plans de Strauss offrent une certaine 
UREXVWHVVH IDLEOH GLVSHUVLRQ DX[ FULWqUHV G¶DMXVWHPHQW FRPSDUDWLYHPHQW j FHOOH GHV DXWUHV
méthodes de pODQLILFDWLRQ G¶H[SpULHQFHV Le modèle avec interactions est plus proche des 
GRQQpHVG¶DSSUHQWLVVDJH&HSKpQRPqQHDGpMjpWpREVHUYpjODVHFWLRQSUpFpGHQWH.  
Prédiction. 
Comme le montre les figures ci-dessous, le pouvoir prédictif du modèle avec interactions 











































Les plans de Strauss et les plans à entropie maximale fournissent des modèles qui sont 
meilleurs de plusieurs points de vue G¶XQHSDUWOHVYDOHXUVGHODRMSE sont les plus faibles 
HWG¶DXWUH SDUWOHVYDOHXUVFDOFXOpHVYDULHQWSHXG¶XQSODQjO¶DXWUH 
Si on applique une méthode stepwise sur le modèle linéaire avec interactions, les résultats 
sont similaires à ceux de la régression avec interactions : 












































Figure 127. Résultats pour le modèle stepwise 
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Au vu de ces résultats, on privilégiera la régression linéaire simple qui donne de meilleurs 





G¶XQPRGqOH0$56GDQV ODPHVXUHR OHVSURMHFWLRQVGHVSRLQWV VRQWXWLOLVpHV HQ WDQWTXH


























(Q WHUPHV G¶DMXVWHPHQW RQ FRQVWDWH TXH OHV PRdèles expliquent entre 60 et 80% de la 
variabilité totale de la réponse. La dispersion observée pour les différents plans est légèrement 












































La Figure 129 de droite représente les valeurs de la RMSE avec un effet de zoom afin de 
mieux observer les sensibilités des résultats aux plans. Le pouvoir prédictif des modèles 
MARS est assez satisfaisant. Pour compléter cette étude la Figure 130 représente la valeur du 
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Pour les modèles MARS de degré 1, on observe que les plans de Strauss et les plans à 
entropie maximale donnent des critères plus faibles et moins dispersés. Couplés aux critères 





En prenant en compte les résultats de O¶pWXGHSUpFpGHQWHOHVPRGqOHVDYHFOHSDUDPqWUHGH



























Les valeurs du critère 2R  pour la méthode PolyMARS sont beaucoup plus dispersées que 













































La Figure 132 montre que les modèles ajustés ont une RMSE entre 0,6 et 0,8. Les plans à 
entropie maximale et Strauss ont des propriétés légèrement meilleures que les plans aléatoires 
ou les plans minimax. On remarque cependant que bien que les plans de Strauss et les plans à 
entropie maximale fournissent des critères en prédiction sensiblement identiques, il en est 
différemmHQW DX QLYHDX GH O¶DMXVWHPHQW Ainsi, on préferera choisir les plans à entropie 
maximale qui sont meilleurs en ajustement. 
 
10.3.5. Krigeage ordinaire 
 











































Figure 133. Prédiction des modèles de krigeage 
                                                 
33 Les résultats présentés ici ont été obtenus avec un code de krigeage en R développé au sein du consortium 
DICE. Les paramètres sont estimés par maximum de vraisemblance en utilisant un algorithme génétique pour les 
paramètres de portée. 
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Interprétation. Les résultats sont de qualité semblable à un modèle linéaire. /¶DYDQWDJHGX
krigeage est la souplesse de la méthode qui explique en partie la légère disparité des critères 
comparé au modèle linéaire. La régression linéaire est néanmoins beaucoup plus simple à 
PHWWUHHQ°XYUH. 


























Figure 134. Représentation des portées obtenues avec le krigeage ordinaire à partir des plans de Strauss 
 
On remarque que les portées sont généralement grandes même si les estimations de celles-
FLYDULHQWG¶XQSODQj O¶DXWUH&HTXL FRQILUPH OH fait que la surface étudiée est assez lisse. 
Certaines directions semblent se démarquer, les directions 1X  (abscisse du puits P2), 3X  et 
4X  (puits P5) où il y a les portées les plus faibles. A noter que ces facteurs sont ressortis 
comme les plus influents avec le modèle de régression linéaire (voir Table 3 en annexe G). 
 
10.3.6. Réseaux de neurones 
 




























Pour les réseaux de neurones, on constate que les plans à entropie maximale expliquent en 














































En termes de prédiction, les réseaux de neurones donnent des résultats très satisfaisants et 
similaires à ceux de la régression simple. La Figure 136 montre une certaine robustesse pour 




'¶DSUqVOHVrésultats précédents, il ressort que le krigeage ordinaire est le meilleur modèle 
en prédiction. La régression linéaire à effets simples donne aussi de bons résultats. Il faut 
alors se demander quel modèle considérer : soit XQPRGqOHVLPSOHHWG¶XQSHXPRLQVERQQH
qualité, ou un modèle plus complexe de meilleure qualité. 
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&RQFHUQDQW ODQDWXUHGXSODQG¶H[SpULHQFHVQRXVREVHUYRQVTXHTXHOTXHVRLW OHPRGqOH
approché les plans de Strauss et les plans à entropie maximale sont robustes et donnent 
généralement les meilleurs résultats en ajustement. 
A noter également que selon les surfaces de réponse utilisées, OHSODQG¶H[SpULHQFHVSDUDvW
DYRLUSOXVRXPRLQVG¶LQIOXHQFH3DUH[HPSOH3RO\0$56SULYLOpJLH OHVSODQVGH6WUDXVVHW
les plans à entropie maximale. Au contraire, le modèle linéaire à effets simples ne semble pas 
être influencé SDUOHFKRL[GXSODQG¶H[SpULHQFHVEn effet, la rigidité de cette méthode et le 
nombre de degrés de liberté assez important (80 données pour estimer 9 paramètres) 







sur le modèle ajusté. Pour cela, j SDUWLU G¶un plan initial à 80 pRLQWV XWLOLVp GDQV O¶pWXGH
précédente), nous avons rajouté 10 points de manière à ce que les points suivent toujours un 
processus de Strauss. En effet, les plans de Strauss offrent la possibilité de zoomer sur une 
]RQHGH UHFKHUFKHF¶HVW-à-GLUHG¶DIILQHU la distribution en rajoutant des points de manière à 
UHPSOLUO¶HVSDFHWRXWHQFRQVLGpUDQWOHVSRLQWVGpMjH[LVWDQWV 
Nous avons opéré de cette manière de façon à obtenir des plans à 80, 90, 100, 110, 120, 
130, 140, 150 et 160 points, imbriqués les uns dans les autres. Cette méthode nous permet non 
VHXOHPHQW G¶pFRQRPLVHU XQ WUqV JUDQG QRPEUH GH VLPXODWLRQV PDLV DXVVL G¶pWXGLHU O¶LPSDFW
GLUHFWGXQRPEUHG¶H[SpULHQFHVVXUODVXUIDFHGHUpSRQVHREWHQXH 
Les métamodèles considérés ici sont ceux de la section précédente. 
Apprentissage. 


























Regression Regression avec interactions Modèle additif PolyMARS Reseau de neurones
 
Figure 137. Représentation du coefficient de détermination en fonction du nombre de points 
 
Les coefficients de détermination sont compris entre 0,6 et 0,9. On observe globalement 
TXH O¶DXJPHQWDWLRQGXQRPEUHGHSRLQWVGLPLQXH OpJqUHPHQW OHVSURSULpWpVG¶DMXVWHPHQWGX



























Regression Regression avec interactions Modèle additif PolyMARS KO Reseau de neurones
 
Figure 138. Qualité de prédiction sur le plan test des modèles ajustés 
 
Plusieurs phénomqQHVPpULWHQWG¶rWUHUHPDUTXpV :  le modèle de régression avec interactions est plus précis si le plan compte plus de 
points,  les réseaux de neurones ne donnent pas de meilleurs résultats avec des plans 
comptant plus de points,  les résultats du krigeage étant difficilement interprétables (cassure au niveau du plan 
à 120 points), nous avons représenté les portées sur la figure ci-dessous. 





























Figure 139. Représentation des portées selon les directions pour les différents  
plans de Strauss imbriqués 
 
On remarque que le puits I3 (directions 7 et 8) ne semble pas être influencé par le plan 
utilisé même si ce dernier apparaît comme influent du fait des faibles portées estimées pour 
ses deux coordonnées.  
$XYXGHFHVUpVXOWDWVRQSHXWVHGHPDQGHUV¶LOest plus intéressant de considérer des plans 





Certaines configurations de puits permettant de trouver une production plus élevée que 
ceOOHREWHQXHDYHFOHFDVGHEDVHO¶REMHFWLILQLWLDODXQLQWpUrW réel. Ainsi, après avoir rappelé 
les conclusions, nous vérifierons TX¶il est possible de répondre au problème initial.  
Métamodèle. L¶K\SRWKqVH G¶DGGLWLYLWp est confirmée avec le modèle additif. La régression 
linéaire simple expliquant 76% de la réponse semble dire que le modèle est essentiellement 
linéaire. L¶DMRXW G¶LQWHUDFWLRQV GDQV FH modèle Q¶LQIOXHQFH SDV VRQ SRXYRLU SUpGLFWLI. Cette 
conclusion semble être confortée au regard des bons résultats des modèles MARS et 
PolyMARS. Les valeurs estiméees des SRUWpHVjO¶DLGHGXNULJHDJHRUGLQDLUHconfirment que 
la surface est lisse.  
Le phénomène étant essentiellement linéaire, tous les modèles sont de qualité équivalente. 
On privilégie alors le modèle PolyMARS qui semble être généralement le moins complexe et 
aussi un des plus simple à mettre en oeuvre.  
Physique du phénomène. Le modèle avec interactions indique une interaction entre la 
coordonnée verticale du puits P5 et les 2 coordonnées du puits I3. Le krigeage ordinaire avec 
des portées relativement faibles pour la coordonnée horizontale du puits P2 et le puits P5, 
montre un impact plus important de ces facteurs sur le phénomène. 
3ODQV G¶H[SpULHQFHV /¶pWXGH LQWULQVqTXH j O¶DLGH GHV $/0 D IDLW UHVVRUWLU OHV SODQV GH
Strauss et les plans à entropie maximale dans la zone de quasi-périodicité (voir Figure 122). 
Ces plans ressortent également comme étant les meilleurs et cela avec Q¶LPSRUWH TXHO
métamodèle. Ainsi, ce résultat FRQILUPHO¶LQWpUrWGHFRQVLGpUHUGHV6SDFH-Filling Designs en 
phase exploratoire. Ces plans sont aussi les plus robustes car on observe beaucoup moins de 
dispersion au niveau des critères que ce soit en ajustement ou en prédiction. La suite de 
6RERO¶GRQQHGDQVFHFDs des critères de bonne qualité.  
Au vu des résultats obtenus avec les ALM et connaissant les défauts de ces suites en 
projection, nous privilégierons soit un plan de Strauss-Gibbs soit un plan à entropie maximale. 
Ces deux derniers types de plans étant très proches, et afin de décider lequel choisir nous 















Figure 140. Représentation de la RMA pour le modèle PolyMARS (a=3) concernant les plans de Strauss et 
les plans à entropie maximale 
 
/DPR\HQQHHW O¶pFDUW-type de la RMA étant plus faibles pour les plans de Strauss, notre 
choix, pour résoudUH OH SUREOqPH G¶RSWLPLVDWLRQ V¶HVW QDWXUHOOHPHQW SRUWp VXU OH SODQ GH
Strauss qui minimise la RMSE obtenue avec le modèle PolyMARS. 
Résumé. /HVFRPSDUDLVRQVGHSODQVG¶H[SpULHQFHVHWGHPpWDPRGqOHVSUpFpdentes nous ont 
SHUPLVGHUHWHQLUXQSODQG¶H[SpULHQFHs et un métamodèle afin de résoudre le problème initial 
G¶RSWLPLVDWLRQ1RXVDYRQVGRQFUHWHQXXQSODQGH6WUDXVVHW la méthode PolyMARS (a=3). 
Ce couple plan/métamodèle fournit un modèle avec 8 fonctions de base. Le modèle est 
composé de tous les effets simples sauf 5X  HWGHO¶LQWHUDFWLRQHQWUH 1X  et 2X . On remarque 
GDQVFHFDVO¶LPSRUWDQFHGXSXLWV3 dans ce problème et la non influence GHO¶DEVFLVVHGH, 
Optimisation. La méthode FKRLVLH SRXU UpVRXGUH OH SUREOqPH G¶RSWLPLVDWLRQ HVW FHOOH GH
Broyden, Fletcher, Goldfarb and Shanno (BFGS, 1970). Cette méthode permet à la base de 
UpVRXGUH XQ SUREOqPH G¶RSWLPLVDWLRQ QRQ-linéaire sans contrainte. Aussi, la version 
FRQVLGpUpHLFLSHUPHWG¶LQWURGXLUHGHVFRQWUDLQWHV (Byrd et al., 1995). On rappelle brièvement 
TXHO¶LGpHSULQFLSDOHGHFHWWHPpWKRGHHVWG¶pYLWHUGHFRQVWUXLUHH[SOLFLWHPHQWOD+HVVLHQQHHW
de construire à la place une approximation de la dérivée34 seconde de la fonction à minimiser, 
en analysant les gradients successifs. 
La convenance choisie ici pour O¶LQLWLDOLVDWLRQGHO¶RSWLPLVDWLRQHVWGHFRQVLGpUHUOHFDVGH
base (qui vérifie bien les contraintes) qui est déterminé par les coordonnées de puits suivantes  ฀ ฀ ฀ ฀ ฀ ฀ ฀ ฀ ฀ ฀฀ ฀5; 2; 2; 3 50, 75 ; 62, 20 ; 10, 61 ; 35,10P P I I   
celui-ci fournit une production égale à 1,247E 07฀  avec le simulateur et à 1,265E 07฀  avec 
le modèle de PolyMARS retenu . 
                                                 
34 4XLSHUPHWO¶DSSOLFDWLRQGe la méthode de Quasi-Newton 
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La solution obtenue avec la méthode L-BFGS-B35 correspond aux coordonnées suivantes 
(représentées en rouge sur la figure ci-dessous) ฀ ฀ ฀ ฀ ฀ ฀ ฀ ฀ ฀ ฀฀5; 2; 2; 3 65, 78 ; 74, 6 ; 10, 47 ; 52, 2P P I I   























































Figure 141. Représentation des 3 meilleures configurations (orange, rose, turquoise) parmi les 80 
initialement simulées, du cas de base (en bleu) ainsi que de la solution trouvée par le problème 
G¶RSWLPLVDWLRQHQURXJH 
 
/DVROXWLRQWURXYpHSDUOHSUREOqPHG¶RSWLPLVDWLRQHst cohérente notamment au regard de la 
position de P5. 
 
                                                 
35 Utilisation de la fonction optim du logiciel R 
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CONCLUSIONS ET PERSPECTIVES 
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&HWWHWKqVHHVWFRQVDFUpHjODSODQLILFDWLRQG¶H[SpULHQFHVQXPpULTXHVHQSKDVHH[SORUDWRLUH 
sur les gros codes de calcul. En simulation numérique, les difficultés essentielles proviennent 
du coût du calcul du simulateur et de la grande dimension du problème à traiter. /¶DSSURFKH, 
actuellement privilégiée, FRQVLVWH j FRQVWUXLUH XQ PRGqOH G¶approximation (régression, etc.) 
ou G¶LQWHUSRODWLRQNULJHDJHHWFjSDUWLUG¶XQnombre réduit de simulations. Ces simulations 
sont effectuées dans des conditions fixées a priori et organisées VHORQXQSODQG¶expériences 
numériques. Cette approche de modélisation de la réponse nécessite une connaissance a priori 
du type de dépendance entre la réponse et les paramètres et atteint ses limites lorsque la 
réponse étudiée est complexe. Ce travail se place dans le contexte de la phase exploratoire, à 
VDYRLUORUVTXHFHWWHGpSHQGDQFHQ¶HVWSDVFRQQXH 
Cette situation intervient fréquemment en industrie pétrolière, et même plus généralement 
dans les codes simulant des phénomènes complexes. Il faut ainsi prendre en compte cette 
dépendance complexe, souvent fortement non-régulière, de ces réponses par rapport aux 
nombreux paramètres physiques qui décrivent le phénomène. En ingénierie réservoir, ces 
paramètres peuvent être de différents types : géométriques (taille du réservoir, emplacement 
GHVIDLOOHVG¶H[SORLWDWLRQW\SHGHUpFXSpUDWLRQSRVLWLRQHWQRPEUHGHSXLWVRXELHQHQFRUH
pétrophysiques (perméabilités, porosités).  
Le problème consiste à construire un modèle approché du modèle numérique (G¶pFRXOHPHQW
par exemple en industrie pétrolière) qui soit le plus prédictif possible. La construction de ce 
PRGqOH VH IDLVDQW j SDUWLU G¶XQ jeu de données connu, il est nécessaire de choisir les 
expériences de façon optimale tout en contrôlant le nombre de simulations numériques 
requises pour calibrer le modèle approché DILQG¶amoindrir le compromis biais/variance. 
/HVSODQVG¶H[SpULHQFHVGRLYHQWGRQFSRVséder de bonnes propriétés telles que   OHUHPSOLVVDJHGHO¶espace afin de capter les éventuelles non-linéarités mais aussi 
pour éviter les répétitions qui ne sont plus forcément de mise  OHUHPSOLVVDJHGHO¶HVSDFHGRLWpJDOHPHQWVXEVLVWHUSDUUpGXFWLRQGHOa dimension 




&HWWH WKqVH SURSRVH XQH QRXYHOOH PpWKRGH GH SODQLILFDWLRQ G¶H[SpULHQFHV TXL V¶DGapte 
facilement aux exigences du contexte dans lequel nous nous plaçons. Cette technique basée 
sur des cas particuliers du modèle GH6WUDXVVHWGH*LEEVHVWXQHIDoRQGHUHPSOLUO¶HVSDFHHQ
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interdisant que des points soient trop proches. Ce qui est bien adapWp FKDTXH IRLV TX¶XQ
individu nécessite un espace propre : modèles de sphères impénétrables en physique, 
UpSDUWLWLRQG¶DUEUHVGDQVXQHIRUrWUpSDUWLWLRQG¶DQLPDX[VXUXQWHUULWRLUHFHQWUHVGHFHOOXOHV
G¶XQ WLVVX FHOOXODLUH UpSDUWLWLRQ G¶XQ W\SH GH FRPPHUFH GDQV XQH YLOOH, etc. Les plans de 
Strauss ainsi construits RQW GHV SRLQWV ELHQ UpSDUWLV GDQV O¶HVSDFH PDLV j FRQGLWLRQ G¶DYRLU
SDUDPpWUp FRUUHFWHPHQW OD PpWKRGH (Q HIIHW OD SDUDPpWULVDWLRQ GX UD\RQ G¶LQWHUDFWLRQ HVW
déliquate et influe fortement sur la distribution finale : un rayon trop petit engendre une 
distribution sans interaction mais avec de nombreuses lacunes et un rayon trop grand conduit 
à une distribution avec des agglomérats. Cette paramétrisation HVWG¶DXWDQWSOXVGLIILFile que la 
dimension est grande. /¶XWLOLVDWLRQ GX SRWentiel de Gibbs, prenant en compte la force des 
LQWHUDFWLRQVHQWUH OHVSRLQWVSHUPHWG¶DYRLUXQHPDUFKHGHPDQ°XYUHSOXV LPSRUWDQWHSRXU
IL[HU FH SDUDPqWUH TX¶RQ SRXUUD DLQVL VXUHVWLPHU 8QH DXWUH solution, plus drastique, est de 
procéder par dichotomie sur la valeur du rayon et de valider la qualité des plans jO¶DLGHGH
critères intrinsèques.  
La complexité des phénomènes décrits par des codes de calculs lourds incite à répartir les 
expériences numériques le plus uniformément possible dans le domaine. En outre il est 
souhaitable que la répartition soit également satisfaisante en projection sur des sous-espaces, 
DX FDV R OH FRGH QH GpSHQGUDLW TXH G¶XQ SHWLW QRPEUH GH IDFWHXUV RX GH FRPSRVDQWHV
SULQFLSDOHV $XVVL O¶DSSURFKH GHV SODQV VSpFLILpV j SDUWLU GHs méthodes McMC offrent une 
JUDQGH VRXSOHVVH GDQV OD PHVXUH R O¶RQ SHXW MRXHU IDFLOHPHQW VXU OD ORL GH *LEEV HW VD
UHSUpVHQWDWLRQHQWHUPHVGHSRWHQWLHOVORFDX[G¶pQHUJLHSRXULPSRVHUGHVSURSULpWpVWHOOHVTXH
OHUHPSOLVVDJHGHO¶HVSDFHRXODERQQHSURMHFtion des points sur les marges de dimension 1. 
/HWUDYDLOGHFHWWHWKqVHDpWpSDUDLOOHXUVGHSURSRVHUHWG¶XWLOLVHUGLIIpUHQWVRXWLOVG¶pWXGH
GH OD TXDOLWp GHV SODQV G¶H[SpULHQFHV SRXU V¶DVVXUHU GH OHXUV SURSULpWpV Nous avons basé 
essentiellement nos recherches sur des outils de visualisation qui permettent de conclure 
rapidement sur la qualité des plans.  
8QSUHPLHUFULWqUHVWDWLVWLTXHSHUPHWGHJpQpUDOLVHUO¶XWLOLVDWLRQGHODGLscrépance L฀ aux 
projections sur tous les sous-espDFHVGHGLPHQVLRQ&HFULWqUHHVWDSSSHOpUDGDUG¶XQLIRUPLWp
FDULOSHUPHWHQGLPHQVLRQHWGHWHVWHUJUDSKLTXHPHQWO¶K\SRWKqVHG¶XQLIRUPLWpGXSODQ
par balayage dans toutes les directions. Nous avons également introduit une statistique globale 
en dimension 2, qui permet de mieux rejeter des plans décevants mais néanmoins acceptés par 
OHUDGDUG¶XQLIRUPLWp 
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Enfin, un nouveau critère de qualification intrinsèque des plans, basé sur les propriétés des 
Arbres de Longueur Minimale (ALM), est proposé. Ce critère permet de classer et de qualifier 
WRXWHGLVWULEXWLRQGHSRLQWVGDQV O¶HVSDFHVHORQXQHFDUWRJUDSKLHHQPR\HQQHHW pFDUW-type, 
des longueurs des arêtes des ALM associés aux plans étudiés. 
Le contexte de la planification numérique implique généralemeQWFHWWHTXrWHG¶XQLIRUPLWp
DXVHLQGHVSODQVG¶H[SpULHQFHV&HSHQGDQW LOV¶DYqUHTX¶HOOHQ¶HVWSDV toujours recherchée. 
La connaissance métier du phénomène peut donner des intuitions sur certaines zones du 
domaine expérimental. Ainsi, il doit être possible de distribuer des points de manière 
préférentielle en privilégiant les zones les moins FRQQXHV /HV SODQV GH 6WUDXVV V¶adaptent 
HQFRUH XQH IRLV j FHWWH SUREOpPDWLTXH /¶LGpH HVW GH GRWHU O¶HVSDFH G¶XQH © métrique » 
hétérogène et ainsi de considérer une IRQFWLRQ GLVWDQFH YDULDEOH GDQV O¶HVSDFH 8QH DXWUH
motivation de cette méthode est de corriger le fléau de la grande dimension en densifiant les 
SRLQWV DX FHQWUHGXGRPDLQH3DU H[HPSOH O¶XWLOLVDWLRQG¶XQHGLVWDQFH j GHQVLWp JDXVVLHQQH
accordera beaucoup SOXVGHSRLQWVDXFHQWUHGXGRPDLQHTXHO¶XWLOLVDWLRQG¶XQSODQGH6WUDXVV
usuel en grande dimension. 
8Q DXWUH SUREOqPH SRXYDQW LQWHUYHQLU ORUV GH OD SODQLILFDWLRQ G¶H[SpULHQFHs est celui de 
générer un certain nombre de points dans un domaine défini j O¶Dide de contraintes, 
SDUWLFXOLqUHPHQWXWLOHGDQVOHVSUREOqPHVG¶RSWLPLVDWLRQ. Ainsi, il est bien souvent difficile de 
générer un nombre de points fixé dans cet espace, parfois très réduit, et avec des expériences 
les mieux réparties qui soient. La méthode a priori, Step-by-Step, SURSRVHG¶DMouter, à partir 
de quelques expériences réalisables, des points selon une dynamique globale qui tend à les 
pORLJQHU OHV XQV GHV DXWUHV G¶XQ UD\RQ IL[p DYHF XQH LQWHQVLWp SOXV RX PRLQV IRUWH
(similairement au processus de Strauss). 
Les plans séquentiels (évolutifs) OLpVDXPRGqOHQ¶RQWSDVpWpGLVFXWpVGDQVFHWUDYDLOTXLVH
OLPLWDLWHVVHQWLHOOHPHQWjODSKDVHH[SORUDWRLUH,OHVWELHQpYLGHQWTXHOHUDMRXWG¶H[SpULHQFHV
de manière optimale selon le type de surface de réponse est un sujet intéressant. On peut citer 
par exemple les travaux de C. Scheidt à ce sujet. Les seuls plans évolutifs que nous proposons 
ici restent dans le contexte GH OD SKDVH H[SORUDWRLUH VRLW SDUFH TXH QRXV Q¶DYRQV SDV DVVH]
appris sur le phénomène, soit parce que le modèle ne convient pas. Les plans de Strauss 
permettent G¶DMRXWHU MXGLFLHXVHPHQW HW GH FRQWU{OHU OH QRPEUH GH VLPXODWLRQV j FKDTXH
itération MXVTX¶jFHTXHODTXDOLWpGHSUpGLFWLRQGHO¶DSSUR[LPDWLRQVRLWMXJpHVDWLVIDLVDQWH 
Nous avons montré la robustesse des plans de Strauss et des plans à entropie maximale en 
WUDLWDQWGHVFDVG¶pFROHVHWGHVH[HPSOHVUHQFRQWrés en ingénierie réservoir.  
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A noter que ces plans étant à la base développés pour la phase exploratoire et les codes de 
calculs, il ne faut pas pour autant les restreindre à ce contexte. Il est tout à fait envisageable 




L¶XWLOLVDWLRQ GHV SODQV GH 6WUDXVV DLQVL TXH les plans à entropie maximale semble être 
prometteuse en expérimentation numérique. $XVVL QRXV SHQVRQV TX¶LO SHXW rWUH LQWpUHVVDQW
G¶DSSRUWHUGHVDPpOLRUDWLRQVjFHVGHX[PpWKRGHV 
Le problème de paraméWUDJHGXUD\RQG¶LQWHUDFWLRQUHVWHSULPRUGLDOFRQFHUQant les plans de 
Strauss. Il pourrait être intéressant de tabuler ces plans, plus précisément de tabuler le rayon 
G¶LQWHUDFWLon selon le nombre de points à générer et la dimension du problème. Un point 
essentiel concernant les validations de modèles qui sont souvent basées sur la validation 
croisée Q¶DSDVpWpWUDLWpORUVGHFHWUDYDLO,OVHUDLWGRQFSDUWLFXOLqUHPHQWLQWpUHVVDQWG¶pWXGLHU
la robustesse des plans dans ce cas. Une perspective pourrait être de proposer une méthode 
permettant de repositionner les points selon les expériences choisies pour la validation 
croisée ; ce qui revient à choisir au préalable les expériences qui vont servir à la validation du 
modèle.  
,O SRXUUDLW rWUH LQWpUHVVDQW G¶pWXGLHU OH FRPSRUWHPHQW GH WRXV OHV SODQV G¶expériences au 
regard de la validation croisée. La validation croisée très utilisée en expérimentation classique 
même si cela ne semble pas très pertinent car retirer des points à un plan factoriel 
fractionnaire, par exemple, détruit sa structure. Il est légétime de se demander ce que 
deviennent les propriétés initiales du plan. Il paraît évident que lors de la validation croisée, il 
faut écarter tous les plans ayant une structure rigide tels que les plans standards, les 
hypercubes latins, etc. 
Il serait pertinent concHUQDQW OHVSODQVjHQWURSLHPD[LPDOHGHQHSOXV IDLUHG¶K\SRWKqVHV
sur un modèle sous-jacent. Similairement à la discrépance, la divergence de Kullback-Leibler 
(1951) SHUPHWGHPHVXUHUO¶écart entre la distribution empirique et la loi uniforme. Dans le cas 
de la loi uniforme, minimiser la divergence de K-L revient à maximiser O¶HQWURSLH La 
PD[LPLVDWLRQ GH O¶HQWURSLH Q¶DXUDLW SDV ici SRXU REMHFWLI G¶DXJPHQWHU OD TXDQWLWp
G¶LQIRUPDWLRQDXVHQVGH6KDQQRQFRQWHQXHGDQVO¶pFKDQWLOORQUHODWLYHPHQWjGHVSDUDPètres 
du modèle PDLVGHV¶DSSURFKHUG¶XQHGLVWULEXWLRQXQLIRUPH. $ILQG¶HVWLPHU O¶HQWURSLHQRXV
avons choisi ODPpWKRGHGHVQR\DX[G¶(SDQHFKQLNRYPXOWLGLPHQsionnelle avec une taille de 
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fenêtre déterminée par la distance aux plus proches voisins (méthode NPPV). A ce sujet, 
Beirlant et al. SURSRVHQWXQpWDWGHO¶DUWVXUOHVGLIIpUHQWHVWHFKQLTXHVG¶HVWLPDWLRQGH
O¶HQWURSLHUne idée est donc de construire de façon empirique des plans de divergence K-L 
PLQLPDOH j O¶DLGH G¶XQ VLPSOH DOJRULWKPH G¶échange HQ HVWLPDQW j FKDTXH pWDSH O¶HQWURSLH
Une étude a été lancée sur ce sujet et les résultats semblent prometteurs comme on peut le voir 
sur les figures ci-contres. La figure ci-GHVVRXVUHSUHQGO¶pWXGHSUpVHQWpHDXSDUDJUDSKH6.2.2 
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Figure 142. Représentation du critère lié aux ALM pour des plans à 30 points en dimension 3 
 
On remarque que ces plans se situent dans la zone proche des plans à entropie maximale. 































































Figure 143%R[SORWSRXUPHVXUHUODTXDOLWpG¶DMXVWHPHQWjJDXFKHHWGHSUpGLFWLRQjGURLWe) du modèle 
de régression quadratique des plans de Strauss, des plans à entropie maximale (dmax) et des plans à 
divergence minimale (KL) 
 
Il ressort, à travers cette application, que les plans à divergence minimale semblent 









Rappels sur les surfaces de réponse 
 
Le lecteur ne doit pas attendre de cette partie la description détaillée de chacune des 
surfaces de réponse disFXWpHVLFL6HXOHO¶pFULWXUHGHODUHODWLRQHQWUHOHVHQWUpHVHWOHVVRUWLHV
VHUDIRXUQLHO¶LQWpUrWQ¶pWDQWSDVGHUHGpILQLUFKDTXHPpWDPRGqOHHQWDQWTXHWHO/¶REMHFWLIGH
cette partie est de discuter des métamodèles vis-à-YLVGHVREMHFWLIVGH O¶H[SpULPentateur, de 
IRXUQLU OHV UpIpUHQFHV TXL V¶\ SUrWHQW HW G¶H[SRVHU OHV SRLQWV HVVHQWLHOV UHWHQXV ORUV GH OHXU
utilisation dans les applications. 
 
 
A.1. Régression linéaire 
 
Très utilisée en expérimentation classique il existe de nombreux ouvrages qui expliquent et 
fournissent les hypothèses de la méthode (Myers et Montgomery, 1995). 
Le modèle. On note ฀ ฀0( ) ( ), ..., ( )Mf X f X f X฀  un vecteur de fonctions connues. On 
suppose ( )f X ฀฀  ฀ Y İ  où ฀ ฀0, ..., tM฀ ฀ ฀฀  est le vecteur constitué des paramètres du 
modèle et où İ  est de loi normale centrée de variance constante égale à 2฀ . 
/¶DQDO\VHGXPRGqOHVHIDLWjO¶DLGHGHODWDEOHG¶$129$ 
Discussion. Malgré la rigidité de ce modèle, il reste souvent utilisé. Eneffet, F¶HVW un des 
modèles le plus simple à construire qui donne des informations initiales nécessaires en grande 
GLPHQVLRQTXDQG OHQRPEUHG¶H[SpULHQFHVHVWPRLQGUHHWTXH OHVDXWUHVPpWKRGHV VRQW WURS
gourmandes. La régression est tout particulièrement utilisée dans les techniques de criblage 
pour sélectionner les variables influentes. Ce qui se justifie par le fait que cette méthode offre 
ODSRVVLELOLWpG¶XWLOLVHUOHVWHVWVVWDWLVWLTXHVFRPPHRXWLOG¶DLGHjODGpFLVLRQ 
De plus, une relation de type polynômiale entre les entrées et la réponse suffit parfois à 
expliquer le phénomène. A noter également que cette remarque devient invraisemblable 
lorsque les phénomènes modélisés sont très complexes, par exemple si les variables 
interagissent beaucoup entre elles. 
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A.2. Modèles additifs 
 
Les modèles additifs sont un cas particulier des modèles additifs généralisés (GAM) 
développés par Hastie et Tibshirani (2001)&HWWHPpWKRGHSUpVHQWHO¶DYDQWDJHG¶DFFRUGHUà la 
surface SOXVGHIOH[LELOLWpTX¶Xn modèle linéaire. La structure additive offre un réel outil de 
visualisation qui permet de UHSUpVHQWHU O¶HIIHW GH FKDTXH YDULDEOH VXU OD UpSRQVH &HWWH
méthode est aussi particulièrement adaptée aux cas de grande dimension. 
Le modèle. /¶K\SRWKqVHG¶DGGLWLvité sur laquelle est basée ce modèle suppose que la réponse 
V¶pFULW FRPPH XQH VRPPH GH IRQFWLRQV HQ FKDFXQH GHV YDULDEOHV H[SOLFDWLYHV (Q
comparaison avec la régression linéaire, chaque terme linéaire est remplacé par une fonction 
plus générale et la réponse Y se décompose sous la forme suivante : 
1 1( ) ... ( )d dY f x f x฀  ฀ ฀ ฀ ฀ ฀ ฀ 
où les ฀ ฀1,...,jf j d฀  sont des fonctions de la variable associée jx  à estimer et ฀ un bruit 
blDQFLQGpSHQGDQWGHVYDULDEOHV/¶XQLFLWpGHODGpFRPSRVLWLRQHVWDVVXUpHHQVXSSRVDQWTXH฀ ฀0jE f  . La constante ฀ représente alors le niveau moyen des données. 
Discussion. &HWWH GpFRPSRVLWLRQ SUpVHQWH O¶DYDQWDJH G¶DMXVWHU GHV PRGqOHV QRQ
paramétriques simples et faciles à interpréter. Si le problème contient des interactions 
importantes, le modèle additif peut conduire à des résultats erronés. La généralisation du 
modèle ci-dessus peut se faire en prenant des termes dépendant de plusieurs prédicteurs, 
souvent limité au nombre de 2.  
Les modèles additifs RQW O¶DYDQWDJH G¶rWUH un outil de visualisation des variations de la 
réponse dans chaque direction principale, cHTXLSHXWDPHQHUjVLPSOLILHUOHPRGqOH/¶pWXGH
des données par cette méthode fournit une information a priori qui pourra par la suite être 





A.3. MARS et PolyMARS 
 
Ces méthodes sont des modèles polynomiaux par morceaux qui sont particulièrement bien 
adaptés en grande dimension. 
La méthode MARS (Multivariate Additive Regression Spline) proposée par Friedmann 
(1991) utilise des polynômes par morceaux de degré 1 i.e. des splines linéaires pour estimer 
les fonctions de régression. Une extension de MARS proposée par Kooperberg (1997) permet 
de construire des modèles PolyMARS (Polychotomous regression based on MARS). Ces 
modèles SHXYHQWV¶DSSOLTXHUGDQV Oe cas des réponses multiples et paraissent être davantage 
adaptée à la grande dimension que la méthode MARS. 
La principale similitude entre ces 2 méthodes est la construction du modèle ajusté qui se 
déroule en trois phases :   SKDVHG¶DGGLWLRQGHIRQFWLRQVde base dans le modèle,  phase de suppression,  et sélection du modèle final selon un critère de validation croisée généralisée 
(GCV). 
Méthode MARS&¶HVWXQHJpQpUDOLVDWLRQGHODUpJUHVVLRQOLQpDLUHVWHSZLVHROHVIRQFWLRQV







Y h X฀  ฀ ฀฀  ฀ ฀  
où les paramètres j฀ sont estimés par moindre carrés et où les fonctions de base rh  sont des 




x t x t
x t ฀ ฀  ฀ ฀฀  ฀ ฀฀  ou si( ) 0 sinont x x tt x ฀ ฀  ฀ ฀฀  ฀ ฀฀  
/HV IRQFWLRQVGHEDVH VRQW FRQVWUXLWHV HQGpILQLVVDQWXQQ°XGSRXUFKDTXHYDOHXU ijx  du 
SODQG¶H[SpULHQFHV Notons que seuls OHVQ°XGV© lointains ªGXQ°XGGpMjFKRLVLSHXYHQWrWUH
candidats SRXUXQQRXYHDXQ°XGHQFHWWHYDULDEOH 
La méthode MARS peut donc être vue comme une régression linéaire avec des fonctions de 
base construites à partir des observations aXOLHXG¶rWUH imposées. 
Méthode PolyMARS. Cette méthode permet de prendre en compte plusieurs réponses 
simultanément. Par soucis de simplicité, nous considérons ici uniquement le FDVG¶XQHVHXOH
réponse. La réponse Y  est approchée par des fonctions qui dépendent au plus de deux 
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prédicteurs jx . Similairement à MARS, les fonctions de base utilisées sont des splines 
linéaires et peuvent être ainsi de la forme 1, jx , ฀ ฀jx t ฀฀ , j kx x , ฀ ฀j kx t x฀฀  ou ฀ ฀฀ ฀j kx t x s ฀฀฀  ฀ . 
Différences entre MARS et PolyMARS. La principale différence se situe au niveau des 
possibilités pour les fonctions de base. Les nombreux choix concernant les fonctions de base 
pour la méthode PolyMARS peuvent parfois induire un temps de calcul plus important. 
MARS explore un espace de fonctions alors que 3RO\0$56 XWLOLVH OD QRWLRQ G¶HVSDFH
autorisé F¶HVW-à-dire que ODFRQVWUXFWLRQGHO¶HVSDFHVDWLVIDLWOHVFRntraintes suivantes : 
- ajout des effets simples jx  
- DMRXWG¶XQHVSOLQHOLQDLUH฀ ฀jx t ฀฀  si le prédicteur jx  est inclus dans le modèle 
- DMRXW G¶XQ WHUPH G¶LQWHUDFWLRQ j kx x  si les deux prédicteurs sont inclus dans le 
modèle individuellement 
- ajout de ฀ ฀j kx t x฀฀  si les deux termes sont inclus dans le modèle 
- ajout de ฀ ฀฀ ฀j kx t x s ฀฀฀  ฀  si ฀ ฀j kx t x฀฀  et ฀ ฀k jx s x฀฀  sont dans le modèle 
/H UHVSHFW GH FHW RUGUH SHUPHWG¶REWHQLUGHVPRGqOHVSOXV VLPSOHV HW GRQFSOXV IDFLOHV j
LQWHUSUpWHU'¶DXWUHVUDLVRQVWHOOHVTXHODUpGXFWLRQGHODYDULDQFHUpVLGXHOOHHWGHVDUJXPHQWV
liés au taux de convergence permettent de justifier cette approche (Stone et al, 1997). 
Cependant, les contraintes de construction peuvent parfois faire obstacle à la bonne 
représentation de la réponse. 
Lors de la phase de suppression, cet ordre doit aussi être respecté. Par exemple, il faut que 
OHWHUPHG¶interaction ait été préalablement supprimé avant que les effets principaux le soit. 
La méthode 3RO\0$56SHUPHWGHGLPLQXHU OHQRPEUHGHQ°XGV36 et donc de gagner en 
efficacité par rapport à la méthode MARS qui, quand à elle, teste toutes les valeurs observées. 
'¶DXWUHSDUWOHVSURFpGXUHVG¶DGGLWLRQHWGHVXSSUHVVLRQGDQV3RO\0$56VRQWEDVpHVVXUGHV
tests statistiques et non sur un critère GCV. 
 
                                                 
36 /¶XWLOLVDWHXUSHXWFRQWU{OHUOHQRPEUHGHQ°XGVH[SORUpVHWFHFLDYHFOHVGDQJHUVTXHFHODFRPSRUWH 
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A.4. Réseaux de neurones 
 








฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀ ฀  
où , 1, ...,jx j d฀  sont les variables, 1 1dx ฀฀, et , 1, ..., 1j j d฀ ฀  ฀  sont les paramètres de la 
foncWLRQ /D IRQFWLRQ VLJPRwGH HVW DSSHOpH IRQFWLRQ G¶DFWLYDWLRQ 2Q WURXYH SDU exemple, 











f x a x฀ ฀ ฀฀฀  ฀ 
฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀  
où cN  est le nombre de neurones dans la couche cachée et ฀ ฀, , 1,...,  et 1,..., 1k jk ck N j d฀ ฀ ฀฀  ฀ ฀ ฀ sont les paramètres inconnus du réseau, encore 
appelés poids. 
Les réseaux de neurones déterminent la nature de la relation entre les données à travers les 
interconnections entre les neurones. Le réseau est nourri par les valeurs des paramètres en 
HQWUpH HW GDQV OH FDV G¶XQ UpVHDX PXOWLFRXFKH OHV UpVXOWDWV HQ VRUWLH VRQW REWHQXV SDU
SURSDJDWLRQ GHV YDOHXUV VXLYDQW OD GLUHFWLRQ GHV OLHQV HW HQ FODVVDQW OHV Q°XGV VXLYDQW OD
WRSRORJLH GX UpVHDX OHV Q°XGV GH OD SUHPLqUH FRXFKH VRQW DFWLYLWpV DYDQW OHV Q°XGV GH OD
deuxième, etc.). 
8QH GHVFULSWLRQ GpWDLOOpH GX IRQFWLRQQHPHQW G¶XQ UpVHDX GH QHXURQHV VH WURXYH GDQV
(Thiria, 1997) 
Discussion. Les réseaux de neurones donnent une approximation universelle : toute fonction 
bornée suffisamment régulière, peut être approchée uniformément, avec une précision 
arbitraire, dans un domaine ILQLGHO¶HVSDFHGHVHVYDULDEOHV, par un réseau de neurones à une 
FRXFKH FDFKpH DYHF XQ QRPEUH ILQL GH QHXURQHV D\DQW PrPH IRQFWLRQ G¶DFWLYDWion et un 
neurone de sortie linéaire.  
La propriété importante des réseaux de neurones est celle de la parcimonie. Pour une 
précision donnée, donc un nombre de neurones cachés donné, le nombre de paramètres à 









Cette méthode a été developpée dans le domaine de la géostatistique par Matheron dans les 
années 60 (1963) et a été utilisée HQSODQLILFDWLRQG¶H[SpULHQFHVQXPpULTXHVpar Sacks (1989). 
/HNULJHDJHSUpVHQWHO¶DYDQWDJHG¶rWUHune méthode interpolante aboutissant à la construction 
G¶XQ PRGqOH SUREDELOLVWH &HWWH PpWKRGH YD donc dépendre fortement des points 
G¶H[SpULHQFHVSURSRVpVLe krigeage consiste à construire un interpolateur qui est une fonction 
linéaire des observations tenant compte de la structure spatiale des données.  
/HPRGqOHG¶LQWHUSRODWLRQGDQVVDIRUPHJpQpUDOHHVW 
0




Y x f x Z x฀฀฀  ฀ ฀  
où 1( ), , ( )df f. .  sont des fonctions de base connues, ฀ ฀T1, ..., d= ฀  ฀ ȕ  un vecteur de 
coefficients estimés et Z  un processus gaussien stationnaire centré et de forme de covariance 
factorisée gaussienne. 
Ce type de modèle est référé sous le nom de krigeage universel. Il est aussi possible de 
considérer un krigeage ordinaire de la forme )()( xZxY ฀฀฀  où ฀ est une constante à 
estimer. Cette forme de krigeage est généralement la plus utilisée en pratique. 
Le krigeage est longuement détaillé par Santner et al. (2003) et Koelher et Owen (1996). 
Nous nous contenterons donc ici de discuter des points forts et des points faibles de cette 
méthode. 
Discussion. Le krigeage est une méthode intermédiaire entre des méthodes rigides telles la 
régression où les fonctions utilisées sont imposées en amont et des méthodes souples telles les 
PRGqOHV DGGLWLIV RX 3RO\0$56 R O¶HVWLPDWLRQ UHSRVH VXU OD FRQVWUXFWLRQ GH VSOLQHV GDQV
chaque direction. Concernant le krigeage, la régularité de la fonction est choisie au travers une 
fonction de corrélation et de paramètres déterminés par les observations. 
Un autre avantage du krigeage est de pouvoir associer une variance de prévision à la 
surface. Ainsi, il est intéressant de tenir compte de cette information en jouant différemment 
sur les zones connues avec précision et celles où on ne GLVSRVHTXHGHWUqVSHXG¶REVHUYDWLRQV 
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Les principaux inconvénients du krigeage se situent au niveau numérique. En effet, 
O¶LQYHUVLRQ de la matrice de corrélation est difficile à cause du mauvais conditionnement. Ce 
qui se justifie, en grande dimension, par OHQRPEUHG¶REVHUYDWLRQV VRXYHQW LQVXIILVDQWSRXU
SHUPHWWUH O¶LGHQWLILFDWLRQ GHV SDUDPqWUHV GH SRUWpH $LQVL OD IRQFWLRQ GH YUDLVHPEODQFH HVW
souvent plDWH DX YRLVLQDJH GH O¶RSWLPXP Pire encore, le profil de vraisemblance peut 
présenter des optima locDX[ ,O FRQYLHQW DORUV GH FKRLVLU GHV DOJRULWKPHV G¶RSWLPLVDWLRQ
adaptés. 
Contrairement aux autres méthodes présentées ci-GHVVXVO¶LQWHUSUpWDWLRQGHO¶HVWLPDWHXUGX




Nous terminons ce paragraphe par la définition du variogramme nécessaire à la bonne 
FRPSUpKHQVLRQGHVSODQVG¶HQWURSLHPD[LPDOH 
Définition du variogramme. En géostatistique, la fonction la plus utilisée pour décrire la 
FRQWLQXLWpG¶XQSURFHVVXVHVWOHYDULRJUDPPH. Et cela VXUWRXWSDUFHTX¶HOOHHVWSOXs simple à 
HVWLPHUTXHODFRYDULDQFHTXLGHPDQGHO¶HVWLPDWLRQSUpDODEOHGHO¶HVSpUDQFHPDWKpPDWLTXH
PDLVDXVVLSDUFHTX¶HOOHSHUPHWG¶DFFRPPRGHUGHVVLWXDWLRQVRODYDULDQFHGXSURFHVVXV Z  à 
modéliser est inconnue. 
Le variogramme théorique est défini par : ฀ ฀21 1( ) [ ( ) ( )] ( ) ( )
2 2
h Var Z x Z x h E Z x Z x h฀ ฀  ฀ ฀ ฀ ฀ ฀ ฀ ฀฀  ฀   
VRXVO¶K\SRWKqVHG¶XQ processus stationnaire. 
Cette fonction, croissante en fonction de hV\QWKpWLVHEHDXFRXSG¶LQIRUPDWLRQFRQFHUQDQW
le comportement conjoint des variables aléatoires. Si la valeur du variogramme converge vers 
XQH YDOHXU OLPLWH DSSHOpH SDOLHU FHOD VLJQLILH TX¶LO \ D XQH GLVWDQFH h à partir de laquelle 
( )Z x  et ( )Z x h฀  sont non corrélés. On définit alors : 
 portée a  LO V¶DJLW GH OD GLVWDnce à partir de laquelle deux observations ne sont plus 
corréllées  palier F¶HVWODYDULDQFHGHODYDULDEOHDOpDWRLUH ( )Z x  
 effet de pépite LOV¶DJLWGHYDULDWLRQVjFRXUWHpFKHOOHHUUHXUGHORFDOLVDWLRQG¶DQDO\VH












Cette partie traite des différents critères permettant de mesurer la qualité de la surface 
ajustée WDQWHQDMXVWHPHQWGXPRGqOHTX¶HQprédiction. 
 
Après avoir construit un modèle, la question de la validité du modèle obtenu se pose. Un 
premier diagnostic consiste à étudier les valeurs du modèle aux points dXSODQG¶H[périences : 
nous parlerons dans ce cas G¶DMXVWHPHQW. Pour se faire il existe des critères permettant de 
tester la bonne adéquation entre les observations et les prévisions sur les données utilisées 
SRXUODFRQVWUXFWLRQGXPRGqOH&¶HVWQRWDPPHQWOHU{OHGHs coefficients de détermination 2R  
et 2R  DMXVWpGHO¶pWXGHGHVUpVLGXV, etc.  
Une fois le modèle accepté, il est nécessaire de quantifier la qualité de la surface ajustée 
en termes de prédiction ,O V¶DJLW ici de comparer les prévisions du modèle en des points 
GLIIpUHQWVGHFHX[GXSODQG¶H[SpULHQFHV'DQVOHFDVROHQRPEUHGHVLPXODWLRQVUpDOLVDEOHV
Q¶HVW SDV FRQWUDLQW LO HVW DORUV SRVVLEOH GH GpILQLU XQ HQVHPEOH GH SRLQWV WHVWV VXU OHTXHO
évaluer des cULWqUHVG¶HUUHXUHQSUpGLFWLRQ MAE , RMSE , etc.). Dans le cas contraire, il est 
SRVVLEOHG¶XWLOLVHU les techniques de validation croisée. 
 
AJUSTEMENT 
Le but ici est de proposer des indicateurs permettant de vérifier la bonne adéquation entre 
les données simulées et leur approximation calculée à partir du métamodèle. A noter que ce 
SDUDJUDSKH QH FRQFHUQH SDV OHV PpWKRGHV G¶LQWHUSRODWLRQ R OH PpWDPRGqOH SDVVH SDU OHV
SRLQWVGXSODQG¶H[SpULHQFHV 





















฀฀  ฀  ฀
฀฀  
où y  est une estimation de la moyenne de la réponse et n  est le nombre de points du plan 
G¶H[SpULHQFHV 
Ce critère permet de mesurer le pourcentage de la variabilité totale de la réponse expliquée 
par le modèle. Le coefficient ne doit pas être utilisé pour comparer des modèles entre eux 
dans la mesure où il dépend fortement du modèle. En effet, le 2R  augmente lorsque le 
nombre de termes grandit même si tous les prédicteurs ne sont pas significatifs. Pour pallier 
ce problème, on utilise plutôt le coefficient de détermination ajusté défini par : 























฀฀  ฀ ฀  ฀  ฀฀
฀
฀  
où p  désigne le nombre de termes dans le modèle (constante non inclue). Si on exprime 2adjR  
en fonction de 2R , on constate que le 2adjR  est toujours plus faible que le 
2R et que la 
GLIIpUHQFHHQWUHFHVGHX[FRHIILFLHQWVHVWG¶DXWDQWSOXVJUDQGHTXHOHQRPEUHGHSUpGLFWHXUV
est élevé. Le 2adjR  est donc un compromis entre un modèle qui représente fidèlement la 
YDULDELOLWpGHODUpSRQVHHWXQPRGqOHTXLQ¶HVWSDVWURSULFKHHQSUpGLFWHXUV 
 
Résidus. Certaines méthodes ont des hypothèses sous-jacentes sur les résidus 1Ö Ö, , n฀  ฀ . Par 
exemple, en régression on suppose que les résidus sont centrés. Une étude des résidus peut 





les variables explicatives alors que nous espérons pouvoir utiliser le modèle ajusté pour 
FRQVWUXLUHXQHYDOHXUDSSURFKpHGH OD UpSRQVHHQQ¶LPSRUWHTXHOSRLQWGXGRPDLQHG¶pWXGH 
&HWWHGHX[LqPHpWDSHSHUPHWGRQFG¶pWXGLHUOHVTXDOLWpVGHJpQpUDOLVDWion du modèle proposé 
F¶HVW-à-dire son comportement en prédiction. 
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NoXVVXSSRVRQVTXHQRXVGLVSRVRQVG¶XQQRPEUHUDLVRQQDEOHGHSRLQWV WHVWVSRXUétudier 
les qualités prédictives du modèle. Ce sera notamment le cas pour O¶DSSOLFDWLRQ '. Les 
indicateurs proposés ci-GHVVRXVPHVXUHQWJpQpUDOHPHQWO¶pFDUWHQWUHODSUpGLFWLRQFDOFXOpHYLD
le modèle ajusté et la valeur réelle de la réponse donnée par le simulateur.  
 
Un coefficient de détermination 2R  évalué sur un ensemble test (aussi appelé 2R  externe) 
GRQQHXQH LQGLFDWLRQVXU OHVTXDOLWpVG¶XQPpWDPRGqOH/DYDOHXUGX 2R  en prédiction peut 
être négative ce qui signifie que le modèle créé de la variabilité par rapport à un modèle 
constant. 
 
Erreur quadratique moyenne : MSE. La MSE (Mean Square Error) correspond à la 
moyenne des erreurs de prédiction au carré (critère de type 2L ) : 
฀ ฀2
1
1 Öm i i
i
MSE y y
m ฀฀  ฀ ฀  
où m  UHSUpVHQWH OH QRPEUH GH GRQQpHV GH O¶HQVHPEOH WHVW &H FULWqUH PHVXUH O¶HUUHXU
quadratique moyenne commise sur les données tests. Concrètement, une faible valeur de la 
MSE signifie que les valeurs prédites sont proches des valeurs réelles. On raisonnera parfois 
sur la RMSE (Root Mean Squared Error) définie par : MSERMSE ฀ . 
Remarque. Le critère RMSE GpSHQGGH O¶RUGUHGHJUDQGHXUGHVYDOHXUVREVHUYpHV$LQVLFH
FULWqUH SHXW YDULHU EHDXFRXS G¶XQH DSSOLFDWLRQ j O¶DXWUH Il existe deux possibilités pour 
remédier à ce problème. La première est de centrer réduire la réponse (ce qui est généralement 
envisagé). La deuxième est de considérer des critères relatifs en moyenne (RRM) et en écart-
type (RRE) définis comme suit : 
1










฀  ฀ ฀฀ ฀  ฀ ฀  ฀  
 
Erreur absolue moyenne : MAE. Le critère MAE (Mean Absolute Error) (correspondant à la 






m ฀฀  ฀ ฀ . 
Ce critère est une mesure similaire à la RMSE. Il est néanmoins plus robuste car moins 
sensible aux valeurs extrêmes que la MSE. 
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Toutes les mesures de distance (MSE, RMSE et MAE) sont équivalentes et permettent de 
quantifier la proximité de la solution approchée par rapport aux données simulées. Une petite 
valeur de ces critères signifie que le modèle estimé est proche de la réalité. 
Résidu maximal : RM. Le résidu maximal (correspondant à la norme L฀) permet de vérifier 





฀฀ ฀฀ . 
On peut également introduire le critère RMA (Relative Maximum Absolute Error) comme 





RMA ฀ Ömax1 ฀฀ ฀฀ . 
8QHJUDQGHYDOHXUGHFHVFULWqUHVLQGLTXHXQHHUUHXULPSRUWDQWHG¶DSSUR[LPDWLRQHQXQSRLQW
GXSODQG¶H[SpULHQFHVPrPHVLODSUpFLVLRn indiquée par le coefficient 2R  est satisfaisante. A 












TABLE STATISTIQUE DE NG  : VALEURS DE Ng  TELLES QUE ( )N NP P G g฀  ฀ . 
 
 
N P=0,80 P=0,85 P=0,90 P=0,95 P=0,99 
1 1,94 1,97 1,98 1,99 1,99 
2 2,52 2,82 3,08 3,33 3,47 
3 2,68 3,00 3,30 3,63 3,84 
4 2,80 3,12 3,42 3,80 4,07 
5 2,86 3,19 3,50 3,88 4,12 
6 2,89 3,25 3,58 3,97 4,26 
7 2,93 3,28 3,59 4,01 4,28 
8 2,94 3,29 3,64 4,03 4,31 
9 2,95 3,30 3,61 4,00 4,35 
10 2,97 3,34 3,66 4,06 4,33 
11 2,98 3,34 3,68 4,13 4,46 
12 2,99 3,33 3,67 4,08 4,34 
13 3,00 3,36 3,70 4,11 4,40 
14 3,00 3,36 3,72 4,11 4,41 
15 3,00 3,34 3,68 4,12 4,43 
16 3,00 3,36 3,70 4,10 4,43 
17 3,03 3,38 3,70 4,13 4,49 
18 3,01 3,35 3,68 4,07 4,39 
19 3,04 3,41 3,75 4,15 4,50 
20 3,04 3,41 3,74 4,15 4,47 
21 3,04 3,40 3,73 4,17 4,48 
22 3,05 3,41 3,74 4,12 4,42 
23 3,05 3,39 3,73 4,16 4,47 
24 3,06 3,42 3,73 4,16 4,42 
25 3,05 3,40 3,72 4,15 4,48 
26 3,06 3,43 3,74 4,11 4,46 
27 3,05 3,40 3,72 4,11 4,44 
28 3,06 3,41 3,76 4,18 4,49 
29 3,06 3,43 3,75 4,17 4,47 
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30 3,05 3,42 3,76 4,18 4,49 
31 3,06 3,40 3,72 4,11 4,41 
32 3,07 3,44 3,79 4,27 4,58 
33 3,06 3,40 3,71 4,12 4,43 
34 3,05 3,40 3,71 4,13 4,41 
35 3,07 3,42 3,76 4,17 4,42 
36 3,08 3,43 3,76 4,16 4,47 
37 3,09 3,46 3,78 4,21 4,53 
38 3,08 3,45 3,78 4,16 4,47 
39 3,07 3,44 3,77 4,23 4,53 
40 3,06 3,42 3,75 4,17 4,45 
41 3,08 3,43 3,76 4,16 4,53 
42 3,09 3,43 3,76 4,18 4,47 
43 3,08 3,44 3,75 4,21 4,53 
44 3,10 3,45 3,76 4,15 4,51 
45 3,09 3,44 3,77 4,17 4,44 
46 3,07 3,43 3,75 4,15 4,52 
47 3,07 3,43 3,78 4,22 4,51 
48 3,07 3,42 3,75 4,15 4,41 
49 3,10 3,44 3,78 4,21 4,50 
50 3,08 3,44 3,77 4,21 4,53 
51 3,09 3,43 3,77 4,18 4,47 
52 3,11 3,45 3,79 4,22 4,54 
53 3,09 3,46 3,78 4,15 4,48 
54 3,10 3,45 3,81 4,24 4,54 
55 3,09 3,44 3,76 4,20 4,50 
56 3,10 3,44 3,79 4,19 4,52 
57 3,09 3,46 3,79 4,19 4,48 
58 3,09 3,45 3,78 4,20 4,49 
59 3,11 3,44 3,78 4,18 4,52 
60 3,08 3,44 3,76 4,17 4,45 
61 3,11 3,47 3,82 4,20 4,54 
62 3,10 3,47 3,80 4,19 4,48 
63 3,09 3,45 3,78 4,19 4,46 
64 3,09 3,47 3,79 4,23 4,53 
65 3,10 3,47 3,80 4,22 4,54 
66 3,11 3,46 3,78 4,16 4,45 
67 3,10 3,45 3,79 4,23 4,52 
68 3,09 3,43 3,77 4,15 4,44 
69 3,09 3,44 3,77 4,18 4,44 
70 3,10 3,46 3,78 4,21 4,50 
71 3,11 3,46 3,77 4,17 4,49 
72 3,10 3,44 3,78 4,18 4,42 
73 3,09 3,45 3,79 4,18 4,54 
 255 
74 3,11 3,47 3,80 4,17 4,46 
75 3,10 3,44 3,77 4,21 4,47 
76 3,11 3,48 3,80 4,22 4,51 
77 3,09 3,43 3,78 4,19 4,44 
78 3,11 3,45 3,78 4,21 4,48 
79 3,08 3,44 3,78 4,20 4,46 
80 3,10 3,46 3,80 4,21 4,52 
81 3,11 3,48 3,79 4,19 4,52 
82 3,11 3,49 3,83 4,25 4,51 
83 3,11 3,46 3,78 4,17 4,44 
84 3,11 3,45 3,77 4,18 4,51 
85 3,09 3,46 3,77 4,23 4,55 
86 3,10 3,46 3,78 4,18 4,49 
87 3,08 3,44 3,76 4,15 4,44 
88 3,11 3,47 3,77 4,21 4,48 
89 3,10 3,47 3,79 4,17 4,46 
90 3,08 3,43 3,74 4,15 4,44 
91 3,07 3,43 3,76 4,14 4,43 
92 3,09 3,46 3,78 4,19 4,52 
93 3,09 3,46 3,81 4,23 4,53 
94 3,08 3,43 3,74 4,18 4,52 
95 3,09 3,44 3,77 4,21 4,54 
96 3,11 3,45 3,76 4,19 4,52 
97 3,12 3,45 3,78 4,20 4,47 
98 3,08 3,44 3,79 4,21 4,46 
99 3,09 3,45 3,77 4,21 4,50 











Pour le calcul, on utilise le fait que ( )ss x฀฀  est une densité gaussienne 1D à une 
constante près. 
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฀  ฀ ฀  ฀ ฀  ฀ ฀  ฀ ฀ ฀  ฀ ฀฀  ฀ ฀  ฀ ฀ ฀ ฀  
 








฀ ฀฀฀  ฀ ฀  ฀ ฀  où udsdt ฀฀ , on trouve ฀ ฀2 / 2 1 1( , ) , ,u u u
u
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Résultats des critères intrinsèques pour les plans 
en dimensions 3 & 10 
 
 
































































































































































































































































































































































































































































































































































 RMSE R2 RMSE MAE RMA 
Ê Ì Ê Ì Ì Ì 
Aleatoires 
moyenne 
0,932 0,253 0,716 0,523 0,355 3,691 
écart-type 
0,021 0,032 0,108 0,101 0,063 1,096 
Dmax 
moyenne 
0,961 0,261 0,873 0,351 0,288 1,669 
écart -type 
0,013 0,038 0,047 0,062 0,055 0,436 
Minimax 
moyenne 
0,907 0,220 0,427 0,735 0,465 5,623 
écart -type 
0,028 0,031 0,379 0,181 0,072 2,439 
rLHs 
moyenne 
0,919 0,278 0,750 0,493 0,336 3,641 
écart -type 
0,026 0,032 0,088 0,083 0,050 1,125 
mLHs 
moyenne 
0,918 0,278 0,705 0,527 0,353 3,923 
écart -type 
0,024 0,031 0,207 0,132 0,055 2,007 
iLHs 
moyenne 
0,925 0,275 0,482 0,574 0,369 4,449 
écart -type 
0,024 0,030 2,243 0,436 0,093 5,828 
Strauss 
moyenne 
0,951 0,254 0,844 0,377 0,264 2,758 
écart -type 




0,963 0,251 0,892 0,324 0,257 1,786 
écart -type 
0,015 0,039 0,041 0,058 0,047 0,595 
Strauss1D 
moyenne 
0,931 0,273 0,802 0,439 0,305 3,232 
écart -type 




0,937 0,265 0,533 0,488 0,302 4,238 
écart -type 
0,017 0,028 2,498 0,481 0,091 7,744 













Résultats numériques du cas 8D 
 
 
DF for Terms and F-values for Nonparametric Effects 
 
 Df Npar Df Npar F Pr(F)  
(Intercept) 1     
s(X1) 1 3 1.2286 0.30981  
s(X2) 1 3 1.2054 0.31813  
s(X3) 1 3 1.7594 0.16784  
s(X4) 1 3 0.7266 0.54122  
s(X5) 1 3 0.9592 0.41983  
s(X6) 1 3 1.2549 0.30065  
s(X7) 1 3 2.2667 0.09299 . 
s(X8) 1 3 3.5168 0.02212 * 
--- 






DF for Terms and F-values for Nonparametric Effects 
 Df Npar Df Npar F Pr(F)  
(Intercept) 1     
X1 1     
X2 1     
s(X3) 1 3 2,1500 0,102954  
X4 1     
X5 1     
X6 1     
s(X7) 1 3 3,5416 0,019577 * 
s(X8) 1 3 4,4603 0,006694 ** 
--- 






Coefficients:      
 Estimate Std. Error t value Pr(>|t|)  
(Intercept) -0.011 0.058 -0.196 0.845291  
X1 0.507 0.088 5.781 1.83e-07 *** 
X2 0.393 0.088 4.462 2.98e-05 *** 
X3 0.668 0.086 7.732 5.24e-11 *** 
X4 -0.814 0.089 -9.099 1.54e-13 *** 
X5 -0.229 0.092 -2.490 0.015116 * 
X6 -0.357 0.095 -3.754 0.000353 *** 
X7 0.237 0.085 2.783 0.006894 ** 
X8 -0.310 0.089 -3.499 0.000811 *** 
--- 
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1  
Residual standard error: 0.5118 on 71 degrees of freedom 
Multiple R-Squared: 0.7646,     Adjusted R-squared: 0.738 
F-statistic: 28.82 on 8 and 71 DF,  p-value : < 2.2e-16 





 Variables p-valeur   Variables p-valeur 
1 X4 < 2e-16  12 X3:X7 0,01929 
2 X3 1,29E-13  13 X4:X6 0,028459 
3 X1 3,35E-11  14 X5 0,033088 
4 X2 0,00000368  15 X2:X6 0,037653 
5 X6 0,0000106  16 X3:X6 0,060883 
6 X3:X4 0,0000667  17 X5:X7 0,066969 
7 X7 0,000193  18 X2:X5 0,072736 
8 X3:X5 0,001367  19 X1:X8 0,097857 
9 X8 0,002047  20 X6:X7 0,124237 
10 X1:X2 0,005325  21 X4:X8 0,124613 




Fonctions de base Coefficients 
(X6 ± 0,500)+ -1,380 
(-0,307 ± X4)+ 1,213 
(X4 ± 0,077)+ -1,129 
(X3 + 0,263)+ 0,979 
(X7 ± 0,360)+ 0,936 
(0,357 ± X1)+ -0,735 
(Intercept) -0,617 
(0,154 ± X8)+ 0,570 
(X2 + 0,565)+ 0,385 
(0,600 ± X5)+ 0,237 




est฀  ฀ 2฀  -2Log(L) 
P2 3,64 4,39 
-0,05 1,40 145,81 
P5 1,96 2,47 
I2 2,79 2,17 
I3 1,39 2,51 
Tableau 20. Krigeage ordinaire avec le programme R 
 
 
Deux exemples de modèles de KU : 
 
est฀  Tendance ฀ 2฀ -2Log(L) Critères 
  -0.003    
P2 10 10 0.48 97.01 
0.25 97.01 
 
P5 0.01 10 0.74 -0.78 RMSE 0.66 
I2 1.85 0.71 -0.29 -0.34 MAE 0.52 
I3 0.44 10 0.31 -0.22 RMA 2.49 




est฀  Tendance ฀ 2฀ -2Log(L) Critères 
  0.02    
P2 1.08 10 0.53 0.39 
0.27 102.60 
 
P5 10 10 0.69 -0.84 RMSE 0.65 
I2 0.25 10 -0.26 -0.34 MAE 0.52 
I3 10 0.06 0.30 -0.30 RMA 1.99 
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Summary 
Computer experiments are always more used for complex physical systems simulation. Such 
problems, generally very large dimension, require sophisticated and time-consuming 
computer codes. In this context, it becomes difficult to use the simulator for each study. A 
possible approach consists in planning a limited number of simulations according to an 
experimental design. From this a metamodel may be fitted, which provides a simplified 
version of the simulator. 
In this work, we focus on exploratory designs, i.e. we assume that the relationship between 
the response and inputs is unknown, generated with deterministic simulators. Therefore, 
designs should allow one to fit a variety of models and should provide information about all 
portions of the experimental region. If we expect the response to depend on only a few of the 
inputs, then it is preferable that points are evenly spread across the projection onto these 
factors. 
The objective of this work is to suggest on one hand criteria quantifying the designs intrinsic 
quality and on other hand mechanics which allow to meet the objectives. 
Two new criteria were developed in this work. A graphic tool called ³XQLIRUPLW\ UDGDU´ LV
proposed in order to assess the points uniformity across the projection onto 2D and 3D sub-
spaces. The second tool, based on the minimal spanning tree and in shape of cartography, 
allows to decide on which typology the distribution is similar. 
The key point of this work is the use of Markov chains Monte Carlo methods to build 
experimental designs. We take into account the Strauss process and more generally Gibbs 
process (with repulsive interactions) to meet the requirements (space-filling and good 
projections). These new experimental designs are readily adaptable, several extensions are 
considered such as the heterogeneity, the constrained designs, etc.) 
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Depuis quelques années, la simulation numérique modélise des phénomènes toujours plus 
complexes. De tels problèmes, généralement de très grande dimension, exigent des codes de 
simulation sophistiqués et très coûteux en temps de calcul (parfois plusieurs jours).  
Dans ce contexte, le recours systématique au simulateur devient LOOXVRLUH /¶DSSURFKH
privilégiée consiste à définir un nombre réduit de simulations organisées selon un plan 
G¶H[SpULHQFHV QXPpULTXHV HW G¶DMXVWHU, à partir de celui-ci, une surface de réponse pour 
approcher le simulateur. 
Dans le cadre de ces travaux, nous nous sommes intéressés aux SODQVG¶H[SpULHQFHVgénérés à 
partir de simulateurs déterministes et en phase exploratoire i.e. lorsque la dépendance entre 
les entrées et les sorties est a priori inconnue. Ainsi, les plans élaborés requièrent certaines 
propriétés comme le UHPSOLVVDJHGHO¶HVSDFHDILQGHFDSWHUOHVQRQOLQpDULtés, ou bien encore 
la bonne répartition des points en projection dans le cas où le code ne dépendrait que de 
quelques variables influentes.  
/H EXW GH FHWWH pWXGH HVW GH SURSRVHU G¶XQH SDUW GHV LQGLFDWHXUV TXDQWLILDQW OD TXDOLWp
intrinsèque des plans et d¶DXWUH SDUW GHV PpWKRGHV GH SODQLILFDWLRQ G¶H[SpULHQFHV TXL
permettent de répondre aux objectifs souhaités dans notre contexte. 
Concernant le premier point, deux nouveaux critères ont été developpés dans ce travail. Un 
outil graphique appelé « radar G¶XQLIRUPLWpªHVWSURSRVpGDQV OHEXWG¶pWXGLHU O¶XQLIRUPLWp
des points en projection sur les sous-espaces de dimension 2 et 3. Un deuxième outil, basé sur 
OHV DUEUHV GH ORQJXHXU PLQLPDOH HW V¶DSSDUHQWDQW j XQH cartographie permet de décider de 
quelle typologie se rapproche le plan étudié. 
Le point essentiel de ce travail concerne une nouvelle méthode de SODQLILFDWLRQG¶H[SpULHQFHV
basée sur la simulation des échantillons selon des lois de probabilité par une méthode de 
Monte Carlo par chaînes de Markov (McMC). Les processus ponctuels de Strauss et, plus 
généralement, de Gibbs (avec interactions de type répulsion) ont été envisagés afin de 
UpSRQGUHDX[H[LJHQFHVVRXKDLWpHVUHPSOLVVDJHGHO¶HVSDFHHWHQ projection). Ces nouveaux 
plans étant facilement modulables, plusieurs extensions sont considérées telles que 
O¶KpWpURJpQHLWpOHVSODQVFRQWUDLQWVHWF 
Enfin, une comparaison des plans est effectuée dans un contexte applicatif afin de montrer 
O¶LQWpUrWGHFHWUDYDLO. 
