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Disorder such as impurities and dislocations in Weyl semimetals (SMs) drives a quantum critical
point (QCP) where the density of states at the Weyl point gains a non-zero value. Near the QCP, the
asymptotic low energy singularities of physical quantities are controlled by the critical exponents
ν and z. The nuclear spin-lattice relaxation rate, which originates from the hyperfine coupling
between a nuclear spin and long-range orbital currents in Weyl fermion systems, shows intriguing
critical behavior. Based on the self-consistent Born approximation for impurities, we study the
nuclear spin-lattice relaxation rate 1/T1 due to the orbital currents in disordered Weyl SMs. We
find that (T1T )
−1 ∼ E2/z at the QCP where E is the maximum of temperature T and chemical
potential µ(T ) relative to the Weyl point. This scaling behavior of (T1T )
−1 is also confirmed by the
self-consistent T -matrix approximation, where a remarkable temperature dependence of µ(T ) could
play an important role. We hope these results of (T1T )
−1 will serve as an impetus for exploration
of the disorder-driven quantum criticality in Weyl materials.
I. INTRODUCTION
In condensed matter physics, the Weyl Hamiltonian
describes an effective model of gapless systems where the
inversion or time-reversal symmetry is broken, known as
a Weyl semimetal (SM) [1]. Among many candidates,
a family of TaAs-type materials is a typical example of
Weyl SMs [2–6]. Since the discovery of these materi-
als, the unusual galvanomagnetic transport has been at-
tracted much attention. When the electric and magnetic
field is applied in parallel, the negative magnetoresistance
was predicted due to the chiral anomaly [7, 8]. In TaAs-
type Weyl SMs, the negative magnetoresistance was ex-
perimentally observed [9–12]. Similar studies were car-
ried out on thermoelectric transport. A large positive
contribution proportional to the square of the magnetic
field was predicted in the longitudinal thermal conduc-
tivity when the temperature gradient and magnetic field
is applied in parallel [13].
Besides these transport properties, nuclear magnetic
resonance (NMR) in Weyl SMs shows unusual depen-
dence of the nuclear spin-lattice relaxation time T1 on
temperature T . In general, the inverse of T1T detects
local fluctuations of a magnetic field produced at a nu-
clear spin site by the surrounding electrons [14]. It is
usually scaled as the square of the density of states,
called the Korringa relation [15, 16]. Since the den-
sity of states in Weyl SMs is proportional to the square
of the energy around the Weyl point, a naive power
counting based on the Korringa relation expects that
(T1T )
−1 ∼ max[µ(T )4, T 4], where µ(T ) is the chem-
ical potential measured from the Weyl point. How-
ever, recent nuclear quadrupole resonance (NQR) exper-
iment on TaP revealed that (T1T )
−1 ∼ max[µ(T )2, T 2]
in Weyl SMs with remarkable temperature dependence
of µ(T ) [17, 18]. This unusual scaling had been pre-
dicted as an orbital effect in (T1T )
−1 which originates
from the hyperfine coupling between a nuclear spin and
long-range orbital currents of Weyl fermions [19, 20]. The
importance of temperature dependence of µ(T ) in gap-
less systems was also pointed out in relation to the Hall
coefficient observed in α-(BEDT-TTF)2I3 [21–23].
In the past, the orbital magnetism has been stud-
ied extensively in Dirac materials, which are narrow-
gap electron systems described by the Dirac Hamilto-
nian [24, 25]. The large diamagnetism of bismuth-
antimony alloys Bi1−xSbx demonstrated a significant
contribution from the interband matrix element of cur-
rent operator [26, 27]. Recently, it was shown to be
counterpart of the inverse of the charge renormalization
factor in quantum electrodynamics [28]. Furthermore,
(T1T )
−1 in Dirac electron systems was found to be pro-
portional to T 2 due to the orbital effect when tempera-
ture is higher than the band gap [20]. This finding partly
explains the temperature dependence of 1/T1 observed in
the β-detected NMR experiment on Bi0.9Sb0.1 [29].
The nuclear spin-lattice relaxation rate due to long-
range orbital currents was formulated by Lee and Na-
gaosa, considering local fluctuations of the Biot-Savart
magnetic field produced by the orbital current [30]. In
three dimensions, it can be written in terms of the trans-
verse conductivity σT(q, ω) with a wavevector q and fre-
quency ω as
1
T1T
=
4kB
3
γ2nµ
2
0
∫
d3q
(2pi)3
1
q2
ReσT(q, ω0), (1)
where γn, µ0, and ω0 are the gyromagnetic ratio of a
nuleus, the vacuum permeability, and the nuclear Larmor
frequency, respectively. For Dirac electron systems with
an electronic charge −e, effective mass m∗, and half band
gap ∆, Eq. (1) leads to [31]
1
T1T
=
2pikB
3
γ2nµ
2
0e
2c∗4~3
×
∫ ∞
−∞
dE
[
−∂nF(E)
∂E
]
D2(E)
E2
log
2(E2 −∆2)
|E|ω0 ,
(2)
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2FIG. 1. (color online) Schematic energy-disorder phase dia-
gram for disordered Weyl SMs.
where nF(E) = [e
(E−µ)/kBT + 1]−1 is the Fermi distribu-
tion function and D(E) is the density of states. In the
low electron density limit of µ→ ∆ with µ > ∆, Eq. (2)
corresponds to the result for free electron gas [32], which
shows the usual scaling (T1T )
−1 ∼ D2(µ) ∼ µ −∆ (ex-
cept the logarithmic dependence). On the other hand,
Eq. (2) provides the result for Weyl SMs in the gapless
limit of ∆ → 0 with fixing c∗ ≡ √∆/m∗, which shows
the unusual scaling (T1T )
−1 ∼ E2 with E the maximum
of T and µ [19]. We thus see that the origin of the un-
usual scaling is attributed to the gapless structure of the
density of states. It is, however, known that the density
of states in gapless systems is sensitive to the presence
of disorder such as impurities and dislocations. Then a
natural question arises: How does the scaling behavior of
(T1T )
−1 change by introducing the disorder?
The disorder-induced quantum critical point (QCP)
exists in d-dimensional gapless systems with a dispersion
Ek ∝ kα under the short-ranged disorder [33–36]. When
d < 2α, the gapless structure of the density of states
disappears by infinitesimal disorder. When d > 2α, on
the other hand, it is robust against weak disorder be-
low the critical strength, leading to the disorder-driven
QCP. Since d = 3 and α = 1 for Weyl SMs, disordered
Weyl SMs have the QCP [37–53]. Here, we should note
that the critical behavior is correct only up to rare-event
effects [38, 39]. In Fig. 1, we present a schematic energy-
disorder phase diagram, showing three different regimes
distinguished by the energy dependence of the density of
states. In regime I, the energy dependence of the density
of states are dominated by the QCP. Regime II corre-
sponds to weakly disordered systems at low energy, where
the power law is qualitatively equivalent with clean sys-
tems. In regime III, the density of state becomes non-
zero at the Weyl point. The frequency and temperature
dependences of the optical conductivity in these regimes
were theoretically predicted in addition to the thermo-
dynamic properties [51].
In this paper, we study the nuclear spin-lattice relax-
ation rate due to orbital currents in disordered Weyl SMs
using the self-consistent Born approximation (SCBA) for
impurities. For the critical exponents z = 2 and ν = 1
within the SCBA, we find that our result is in agreement
with the scaling relation of (T1T )
−1. At EF = 0, the nu-
clear spin-lattice relaxation rate is scaled as (T1T )
−1 ∼
T 2/z, (T1T )
−1 ∼ T 2, and (T1T )−1 ∼ (W −Wc)2ν in the
regimes I, II, and III, respectively, where we denote the
disorder strength as W and its critical value as Wc. We
also discuss the relationship to the one-loop renormaliza-
tion group (RG) analysis, which gives z = 1.5 [48]. When
the Weyl points are away from the Fermi energy, devia-
tions from these behaviors are elucidated with a special
emphasis on the temperature dependence of µ(T ). In
particular, we show that a remarkable temperature de-
pendence of µ(T ) caused by impurities amplifies an addi-
tional feature of (T1T )
−1 with a low-temperature upturn
in the regime II, which is consistent with the recent NQR
experiment on TaP [17, 18].
The organization of paper is as follows. In Section II,
we introduce the SCBA for a pair of Weyl nodes with
the opposite chirality. In section III, the impurity aver-
aged transverse conductivity is derived as a function of
a wavevector q. In order to derive the vertex correction
in a gauge-invariant manner, we employ the conserving
approximation for the SCBA. We find that the vertex
correction leads to quantitative changes in (T1T )
−1 but
does not affect the critical behavior. In section IV, the
nuclear spin-lattice relaxation rate is computed numer-
ically. We also predict the scaling relation of (T1T )
−1
from the dimensional analysis, which is in agreement
with the SCBA. In section V, we discuss the effect of
the particle-hole asymmetry within the SCTA. In the fi-
nal section, we provide a summary of this work.
II. MODEL HAMILTONIAN AND THE
DISORDER-DRIVEN QUANTUM CRITICALITY
A. Model
We consider a pair of Weyl nodes with the opposite
chirality. For 2N nodes, we simply need to multiply our
result by a factor of N . With random disorder potential,
the Hamiltonian H = H0 +HD is given as follows.
H0 =
∑
a=L,R
∫
dkψ†k,aχa~c
∗k · σψk,a, (3)
HD =
∑
a,b=L,R
∫
dkψ†k,auabψk,b, (4)
where c∗ is the Fermi velocity, σi is the Pauli matrices
and L/R stands for left/right chiral modes with χL/R =
±1. The intravalley scattering is assumed to be isotropic
(|uLL|2 = |uRR|2). In addition, the intervalley scattering
uLR = u∗RL is introduced. We should note that a similar
model was discussed in graphene [54–58].
If the range of impurity potential is much shorter
than the lattice constant, the intervalley scattering be-
comes important. In contrast, it is suppressed for the
3=
=
+
Short-ranged scatters
Long-ranged scatters
FIG. 2. Feynman digram for the self-energy of a Weyl point
with left chirality with the short-range scatters (|uLR|2 =
|uLL|2) and the long-range scatters (|uLR|2 = 0). The sub-
script L/R implies the chirality.
potential with its range comparable to the lattice con-
stant. Following Ref. [54], we consider the short-range
scatters (|uLR|2 = |uLL|2) and the long-range scatters
(|uLR|2 = 0). In both of limiting cases, we assume that
the range of impurity potential is much smaller than the
typical electron wavelength.
In the SCBA, the self-energy is obtained by solving the
following self-consistent equation (Figure 2).
ΣRa (ω) =
ni
~2
∑
k
∑
b=L,R
|uab|2GRb (k, ω), (5)
where the the subscript a denotes the chirality L/R, ni is
the impurity concentration and GRa is the retarded Green
function after disorder averaging. The disorder-averaged
Green function is defined as
GRa (k, ω) =
[
ω + µ/~− χac∗σ · k − ΣRa (ω)
]−1
. (6)
We should note that the self-energy takes the same form
for both short-ranged and long-ranged scatters. Assum-
ing ΣR(ω) = ΣRI (ω)σ0 with σ0 denoting the identity ma-
trix element, the self-consistent equation is simplified to
ΣRI (ω) =
ni(|uLL|2 + |uRL|2)
~2
∫
dk3
(2pi)3
[
ω˜R
(ω˜R)2 − c∗2k2
]
= Wω˜Rf(ω), (7)
where ω˜R = ω+µ/~−ΣRI (ω). Since the momentum inte-
gration in the above equation is divergent, we introduce
the cutoff factor
k2c
k2c+k
2 to take account of the finite band
width. The dimensionless impurity strength W and the
function f(ω) are defined as follows.
W =
niEc
2pi2~3c∗3
(|uLL|2 + |uRL|2), (8)
f(ω) =
∫ ∞
0
K2dK
K2 + 1
1
Ω˜2R −K2
= −pi
2
1
1− iΩ˜R
, (9)
where the energy cutoff is Ec = ~c∗kc and the dimen-
sionless quantities are Ω˜R = ~ω˜R/Ec and K = ~c∗k/Ec.
The self-consistent solution is obtained as
Ω˜R =
1
2
(
iδ + Ω + sgn(Ω)
√
4iΩ + (iδ + Ω)2
)
, (10)
with δ = W/Wc − 1, Wc = 2/pi is the critical impurity
strength and Ω = (~ω + µ)/Ec. The density of states
D(ω) is
D(ω) = − 1
~pi
∑
a=L,R
∑
k
Im tr[GRa (k, ω)]
= − 2E
2
c
(pi~c∗)3
Im
[
Ω˜Rf(ω)
]
. (11)
At Ω = 0, we have a simple criterion for the criticality as
Ω˜R = iδ for δ > 0 and Ω˜R = 0 otherwise.
B. Critical exponents in the SCBA
The disorder-induced quantum criticality is character-
ized by universal critical exponents. Near the QCP in
disordered Weyl SMs, the density of states acts as the
order parameter that is described by the critical expo-
nents z and ν. The dynamical exponent z relates the
correlation length ξ and the characteristic energy scale
Ω0 as Ω0 ∼ ξ−z. At the QCP, the correlation length
diverges as ξ ∼ δ−ν .
From the scaling of the density of states, the density
of states at the QCP is [36, 37, 53]
D(Ω, δ = 0) ∼ Ω dz−1, (12)
where d is the spatial dimension of the system. Above the
QCP, the density of states becomes finite even at Weyl
nodes. At Ω = 0, it is given as
D(Ω = 0, δ > 0) ∼ δ(d−z)ν . (13)
Below the criticality, the density of states for Ω  1
has the same energy dependence as Weyl SMs without
disorder.
The solution of Eq. (5) matches with the result of
the saddle-point solution in the limit of N → ∞ val-
leys. Thus, the critical exponents in the SCBA are
given by z = 2 and ν = 1 [59]. At the QCP (δ = 0),
Ω˜R ∼ (1 + i)
√
Ω
2 for Ω → 0. The density of states for
small Ω is
D(Ω) ≈ E
2
c
pi2(~c∗)3
√
Ω
2
, (14)
leading to z = 2. In Fig. 3(a), the density of states
against Fermi energy EF is plotted near the critical point
W = Wc. At the critical point, the gradient of den-
sity of states at Weyl points is divergent, showing the
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FIG. 3. (color online) (a) The density of states in the SCBA
against Fermi energy EF = µ(T = 0). (b) Chemical potential
against temperatures for EF/Ec = 10
−2. A dashed line cor-
responds to the clean system. The impurity strength for both
plots are set at W/Wc = 0.9 (blue), 1.0 (red) and 1.1 (green)
from bottom.
root-squared energy dependence. Similarly, the density
of states at Ω = 0 for δ > 0 is given by
D(δ) ≈ E
2
c
pi2(~c∗)3
δ. (15)
Hence, ν = 1.
C. Chemical potential at finite temperatures
Since the nuclear spin-lattice relaxation rate 1/T1 is
measured against temperatures, the temperature depen-
dence of chemical potential is important. In this section,
we consider the effect of impurity on the chemical poten-
tial at finite temperatures. Assuming that a total num-
ber of charge carriers is conserved in two bands forming a
Weyl cone, we obtain the temperature-dependent chem-
ical potential µ(T ). The particle and hole numbers are
given as
n =
∫ ∞
0
dE nF(E)D(E), (16)
p =
∫ 0
−∞
dE (1− nF(E))D(E). (17)
The change in the total carrier number from T = 0 to
T = T ′ is given by
δN = (n− p)|T=T ′ − (n− p)|T=0
=
∫ ∞
−∞
dE nF(E)D(E)−
∫ EF
−∞
dE D(E), (18)
where EF = µ(T = 0) is the Fermi energy. In our cal-
culation, chemical potential is numerically computed by
keeping δN = 0 with the renormalized density of states
under impurity. The integration over energy is taken for
a finite width scaled by temperatures, neglecting a small
contribution from high energy regions.
In Fig. 3(b), chemical potential is plotted against tem-
peratures near the critical point. In the SCBA, the den-
sity of states is symmetric about Weyl nodes. As a re-
sult, chemical potential moves towards Weyl points as
the temperature increases. For weak disorder strength,
the temperature dependence is almost identical with the
clean system, showing a large decrease below kBT/EF ∼
1. As the impurity strength approaches the critical value,
the change in chemical potential becomes smaller.
III. TRANSVERSE CONDUCTIVITY
A. Formulation
In this section, we obtain the static conductivity tensor
σij(q) for the disordered Weyl fernion systems, whose
transverse part will be used for computation of 1/T1 in
the next section. By applying the standard Feynman
diagrammatic technique based on the Kubo formula to
our systems, the conductivity tensor is given by
σij(q) =
e2c∗2
~
Re
∑
|k|<kc
∑
a=L,R
∫ ∞
−∞
dω
2pi
(
−∂nF(ω)
∂ω
)
× Tr [σiGRa (k−, ω)ΓRAa,j (ω ; q)GAa (k+, ω)
−σiGRa (k−, ω)ΓRRa,j (ω ; q)GRa (k+, ω)
]
, (19)
where k± = k ± q/2. Here the current vertex func-
tion is defined as χac
∗Γαβa,j(ω ; q) with a = L/R, where
the superscript α, β stands for R/A in relation to the
retarded/advanced Green functions. As in the previ-
ous section, we take a smooth cutoff procedure for a
wavenumber cutoff kc as∑
|k|<kc
−→
∫
d3k
(2pi)3
k2c
|k|2 + k2c
. (20)
5Short-ranged scatters
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FIG. 4. Feynman digram for the vertex function of a left
chiral mode with the short-range scatters (|uLR|2 = |uLL|2)
and the long-range scatters (|uLR|2 = 0). The subscript L/R
implies the chirality.
1. Conserving approximation
To preserve gauge invariance, we introduce a conserv-
ing approximation corresponding to the SCBA with a
special care about the wavenumber cutoff kc of the k
summation. The Bethe-Salpeter equation for the vertex
function Γαβa,j(ω ; q) is then given by (Fig. 4)
Γαβa,j(ω ; q) =σj +
ni
~2
∑
|k|<kc
∑
b=L,R
χa|uab|2χb
×Gαb (k−, ω)Γαβb,j (ω ; q)Gβb (k+, ω). (21)
Here the Green functions Gαa (k±, ω) in Eqs. (19) and (21)
are redefined so as to incorporate an effect of the
wavenumber cutoff kc as
Gαa (k±, ω)=[ω+µ/~−χac∗σ · k±−Σαa (ω;±q/2)]−1 ,
(22)
where the self-consistent equation for the self-energy cor-
rection Σαa (ω;±q/2) is given by
Σαa (ω;±q/2) =
ni
~2
∑
|k|<kc
∑
b=L,R
|uab|2Gαb (k±, ω). (23)
It is, here, emphasized that the self-consistent equation
for Σαa (ω) in Sec. II is modified as Eq. (23), so that the
self-energy correction Σαa (ω;±q/2) in the conductivity
tensor becomes dependent on q. This modification of
the self-consistent equation is necessary to preserve gauge
invariance for the theory with a finite cutoff kc. In fact,
by virtue of Eqs. (22) and (23), we find
Gαa (k−, ω)
−1 −Gβa(k+, ω)−1
= χac
∗q · σ + ni
~2
∑
|k|<kc
∑
b=L,R
|uab|2Gαb (k−, ω)
×
[
Gαb (k−, ω)
−1 −Gβb (k+, ω)−1
]
Gβb (k+, ω). (24)
Comparing Eq. (24) with Eq. (21), we confirm the Ward
identity with respect to gauge invariance as
Gαa (k−, ω)
−1 −Gβa(k+, ω)−1 = χac∗q · Γαβa (ω ; q). (25)
However, we fail to obtain the Ward identity without the
modification as in Eq. (23).
Now we consider the Bethe-Salpeter equation given by
Eq. (21). Because any 2 × 2 matrix can be written as
a linear combination of the Pauli matrices σi and the
identity matrix σ0 = I2×2, the vertex function Γ
αβ
a,j(ω; q)
is expanded as Γαβa,j(ω; q) =
∑3
ν=0 σνΓ
αβ
a,νj(ω; q), where
the expansion coefficient is given by
Γαβa,νj(ω; q) =
1
2
Tr
[
σνΓ
αβ
a,j(ω; q)
]
. (26)
Then we can write Eq. (21) as
Γαβa,µj(ω ; q) = δµj +
niEc
2pi2~3c∗3
∑
b=L,R
|uab|2
×
3∑
ν=0
Ξαβb,µν(ω; q)Γ
αβ
b,νj(ω ; q). (27)
where the dimensionless function Ξαβa,µν(ω; q) that in-
cludes only the self-energy corrections is defined as
Ξαβa,µν(ω; q) =
pi2~c∗3
Ec
∑
|k|<kc
Tr
[
σµG
α
a (k−, ω)σνG
β
a(k+, ω)
]
.
(28)
In the following, we give explicit expressions for the self-
energy corrections and the vertex functions to obtain the
wavenumber dependent conductivity.
2. Self-energy corrections
To obtain the function Ξαβa,µν(ω; q), we assume that the
solution of Eq. (23) is given by
Σαa (ω;±q/2) =ΣαI (ω; q/2)σ0
± χac
∗q · σ
2
[ZαL (ω; q/2)− 1] . (29)
Then we can write the Green function, Eq. (22), as
Gαa (k±, ω) = [ ω˜α − χac∗σ · (k ± q˜α/2)]−1 , (30)
where ω˜α = ω+µ/~−ΣαI (ω; q/2) and q˜α = ZαL (ω; q/2) q.
Substituting Eq. (30) into Eq. (28), we find Ξαβa,µν(ω; q)
has the form as
Ξαβa,i0(ω ; q) = Ξ
αβ
a,0i(ω ; q) = χa
qi
q
Ξ˜αβL (ω ; q), (31)
Ξαβa,ij(ω ; q) =
qiqj
q2
ΞαβL (ω ; q) +
(
δij − qiqj
q2
)
ΞαβT (ω ; q)
+ iχaijk
qk
q
Ξ˜αβT (ω ; q), (32)
where ijk is the Levi-Civita tensor. Here we introduce
dimensionless variables Ω˜α and Q˜α as
Ω˜α =
~ω˜α
Ec
=
~ω + µ− ~ΣαI (ω; q/2)
Ec
, (33)
Q˜α =
q˜α
kc
= ZαL (ω; q/2)
q
kc
, (34)
6where Ec = ~c∗kc. Then explicit expressions for
ΞαβL (ω ; q), Ξ˜
αβ
L (ω ; q), Ξ
αβ
T (ω ; q), and Ξ˜
αβ
T (ω ; q) are ob-
tained as follows:
ΞαβL (ω ; q) =
∫ ∞
0
K2dK
1 +K2
[(
Ω˜αΩ˜β − 1
4
Q˜αQ˜β −K2
)
× Iαβ0 (K) +
1
2
(Q˜α − Q˜β)Iαβ1 (K)
+ 2Iαβ2 (K)
]
, (35)
Ξ˜αβL (ω ; q) =
∫ ∞
0
K2dK
1 +K2
[
1
2
(
Ω˜αQ˜β − Ω˜βQ˜α
)
Iαβ0 (K)
+(Ω˜α + Ω˜β)I
αβ
1 (K)
]
, (36)
ΞαβT (ω ; q) =
∫ ∞
0
K2dK
1 +K2
[(
Ω˜αΩ˜β +
1
4
Q˜αQ˜β
)
Iαβ0 (K)
−1
2
(Q˜α − Q˜β)Iαβ1 (K)− Iαβ2 (K)
]
, (37)
Ξ˜αβT (ω ; q) =
∫ ∞
0
K2dK
1 +K2
[
1
2
(
Ω˜αQ˜β + Ω˜βQ˜α
)
Iαβ0 (K)
+(Ω˜α − Ω˜β)Iαβ1 (K)
]
, (38)
where the integrals Iαβn (K) for n = 0, 1, 2 are given by
Iαβn (K) =K
n
∫ 1
−1
dx
2
xn
(
Ω˜2α−
1
4
Q˜2α−K2+KQ˜αx
)−1
×
(
Ω˜2β−
1
4
Q˜2β−K2−KQ˜βx
)−1
. (39)
In particular, Ξ˜RRL (ω ; q) = 0 because of I
RR
1 (K) = 0.
3. Vertex functions
Here, we obtain the expressions for vertex functions,
which do not vanish for q > 0 in general. The solution of
Eq. (27) can be obtained in the same form as Eqs. (31)
and (32) to find
Γαβa,i0(ω ; q) = Γ
αβ
a,0i(ω ; q) = χa
qi
q
Γ˜αβL (ω ; q), (40)
Γαβa,ij(ω ; q) =
qiqj
q2
ΓαβL (ω ; q) +
(
δij − qiqj
q2
)
ΓαβT (ω ; q)
+ iχaijk
qk
q
Γ˜αβT (ω ; q). (41)
By virtue of the Ward identity, Eq. (25), the longitudi-
nal vertex functions ΓαβL (ω ; q) and Γ˜
αβ
L (ω ; q) are directly
related to the self-energy correction, Eq. (29), as
ΓRRL (ω ; q) = Z
R
L (ω; q/2), (42)
Γ˜RRL (ω ; q) = 0, (43)
ΓRAL (ω ; q) = ReZ
R
L (ω; q/2), (44)
Γ˜RAL (ω ; q) = −
2i
c∗q
ImΣRI (ω; q/2). (45)
On the other hand, the transverse vertex functions
ΓαβT (ω ; q) and Γ˜
αβ
T (ω ; q) cannot be determined from the
Ward identity. They are given in terms of ΞαβT (ω ; q) and
Ξ˜αβT (ω ; q) as
ΓαβT (ω ; q)=[1−WΞαβT (ω ; q)]
/[
[1−WΞαβT (ω ; q)]
× [1−W−ΞαβT (ω ; q)]−WW−Ξ˜αβT (ω ; q)2
]
,
(46)
Γ˜αβT (ω ; q)=W Ξ˜
αβ
T (ω ; q)
/[
[1−WΞαβT (ω ; q)]
× [1−W−ΞαβT (ω ; q)]−WW−Ξ˜αβT (ω ; q)2
]
,
(47)
where W− is given by
W− =
niEc
2pi2~3c∗3
(|uLL|2 − |uLR|2) . (48)
4. Wavenumber dependent conductivity
By using Eqs. (26) and (28), we write the conductivity
tensor, Eq. (19), as
σij(q) =
e2Ec
2pi3~2c∗
∫ ∞
−∞
dω
(
−∂nF(ω)
∂ω
)
×
∑
a=L,R
3∑
µ=0
Re
[
ΞRAa,iµ(ω; q)Γ
RA
a,µj(ω ; q)
−ΞRRa,iµ(ω; q)ΓRRa,µj(ω ; q)
]
, (49)
Substituting Eqs. (31), (32), (40), and (41) into this equa-
tion, we find the conductivity tensor has the form as
σij(q) =
qiqj
q2
σL(q) +
(
δij − qiqj
q2
)
σT(q). (50)
It is to be noted that the term including ijk similar to
the third terms in Eqs. (32) and (41) vanishes by taking
the summation with respect to the chirality a = L/R.
Then we obtain the transverse conductivity σT(q) as
σT(q) =σunit
∫ ∞
−∞
dω
(
−∂nF(ω)
∂ω
)
Re
[
ΞRAT (ω ; q)Γ
RA
T (ω ; q)
− ΞRRT (ω ; q)ΓRRT (ω ; q) + Ξ˜RAT (ω ; q)Γ˜RAT (ω ; q)
− Ξ˜RRT (ω ; q)Γ˜RRT (ω ; q)
]
, (51)
and the longitudinal conductivity σL(q) by replacing the
subscript T by L in Eq. (51). Here σunit has the dimen-
sion of conductivity as
σunit =
e2Ec
pi3~2c∗
. (52)
7B. Results
As derived in Appendix A, an approximate solution of
Eq. (23) for q/kc  1 are given by Eq. (29) with
Ω˜R(ω) =
1
2
(
iδ + Ω + sgn(Ω)
√
4iΩ + (iδ + Ω)2
)
, (53)
ZRL (ω) = 1−
W−pi(i+ 2Ω˜R(ω))
piW−[i+ 2Ω˜R(ω)]− 12i[i+ Ω˜R(ω)]2
,
(54)
where δ = W/Wc − 1 and Ω = (~ω + µ)/Ec. Since we
are interested in the q dependence of the transverse con-
ductivity σT(q) for q/kc  1, we take Eqs. (53) and (54)
as the self-energy corrections. Here, ω˜R in Eq. (30) is
the same as in the previous section. However, there is
an important correction in q˜R for the long-range scat-
ters with W− 6= 0. To elucidate the difference between
short-range and long-range scatters, we perform an ex-
plicit calculation of ΞαβT (ω ; q) and Ξ˜
αβ
T (ω ; q) given by
Eqs. (37) and (38), respectively. The transverse conduc-
tivity σT(q) is obtained from evaluating Eq. (51) together
with Eqs. (46) and (47).
Figure 5(a) shows the q dependence of transverse con-
ductivity at T = 0 K and EF/Ec = 10
−2 for short-
range and long-range scatters. The behavior of σT(q)
is essentially identical for both cases at various disorder
strengths. In the weak disorder regime (W/Wc = 0.1), it
is peaked at q = 0 and converges to zero near q = 2kF.
The long-ranged scatters shows a longer tail at q > 2kF
than the short-ranged scatters due to the shift in q by
ZRL (ω). As the impurity strength is increased, the sharp
peak at q = 0 is broadened and it acquires a longer tail
for q > 2kF. At the QCP (W/Wc = 1.0), the trans-
verse conductivity becomes constant for q  kc. In this
regime, the negative contribution of the vertex correc-
tion results in the smaller transverse conductivity for the
long-ranged scatters at q ∼ kF.
Secondly, we consider the q dependence of the vertex
correction. The transverse conductivity is separated into
the contribution from the bare vertex (Γi = σi) and the
full vertex function
σT(q) = σ
(0)
T (q) + ∆σT(q), (55)
where the transverse conductivity with the bare vertex is
given by
σ
(0)
T (q) =σunit
∫ ∞
−∞
dω
(
−∂nF(ω)
∂ω
)
× Re [ΞRAT (ω ; q)− ΞRRT (ω ; q)]. (56)
In Fig. 5(b), the ratio ∆σT/σT is plotted for short-range
scatters and long-range scatters, respectively. For the
short-ranged scatters, the vertex correction vanishes at
q = 0. This is because Γ
RA/RR
T (q) = 1 for the short-
ranged scatters and Ξ˜
RA/RR
T (ω ; q = 0) = 0. Also, the
effect of positive contributions for q > 2kF is limited as
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FIG. 5. (color online) Plot of (a) the transverse conductivity
σT(q) and (b) the ratio ∆σT/σT at T = 0 and EF/Ec = 10
−2
for short-range scatters (solid lines) and long-ranged scatters
(dashed lines). The disorder strength is taken at W/Wc = 0.1
(blue), 0.3 (red), 0.6 (green) and 1.0 (orange) from (a) bottom
and (b) top.
the transverse conductivity is vanishingly small. At the
QCP, the vertex correction is negligible for q  kc. In
contrast, the vertex correction is important for the long-
ranged scatters, showing negative contributions as the
disorder strength is increased. At the QCP, the vertex
correction accounts for approximately −20% of σT for
q  kc.
IV. NUCLEAR SPIN-LATTICE RELAXATION
RATE
As mentioned in Sec. I, the nuclear spin-lattice relax-
ation rate 1/T1 due to orbital currents is generally related
to the real part of the dynamical transverse conductivity
σT(q, ω0) with the nuclear Larmor frequency ω0. It is,
however, noted that the present systems with disorder
have a finite damping rate 1/τ(ω) = −2Im[ΣR(ω)]. For
ω0τ(ω0) 1, the dynamical conductivity can be approxi-
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FIG. 6. (color online) The nuclear spin-lattice relaxation
rate (T1T )
−1 at T = 0 (a) against the Fermi energy and (b)
against the disorder strength for short-range scatters (solid
lines) and long-ranged scatters (dashed lines). In (a), the
disorder strength is taken at W/Wc = 0.4 (blue), 0.7 (red),
1.0 (green) and 1.3 (orange) from bottom. In (b), the Fermi
energy is taken at EF = 0 (blue), 1 meV (red), 5 meV (green)
and 10 meV (orange) from bottom.
mated by the static conductivity as ReσT(q, ω0) ≈ σT(q).
From Eq. (1), the nuclear spin-lattice relaxation rate is
given by
~
T1kBT
=
2γ2nµ
2
0~
3pi2
∫ ∞
0
dq σT(q)
q2c
q2 + q2c
, (57)
where we introduce a smooth cutoff procedure with qc =
2kc. By substituting Eq. (57) for σT(q), we compute
(T1T )
−1 for the disordered Weyl fernion systems and elu-
cidate its critical behavior near the QCP.
A. Numerical Results
In the previous section, we have shown that the differ-
ence between the short-ranged and long-ranged scatters
on σT(q) is resulted from the self-energy and the vertex
correction. In order to confirm that it does not affect
the critical behavior, we compare the nuclear spin-lattice
relaxation rate for both cases at T = 0. In the following,
the parameters are fixed as Ec = 1.0 eV, c
∗ = 104 m/s,
and γn = 267.5 s
−1T−1.
In Fig. 6(a), the nuclear spin-lattice relaxation rate is
plotted as a function of the Fermi energy at T = 0. While
there is no significant difference in (T1T )
−1 between the
short-ranged and long-ranged scatters below the QCP,
their difference becomes visible above the QCP. At the
QCP, (T1T )
−1 is proportional to EF for both scatters for
small EF. The small difference between the short-ranged
and long-ranged scatters is resulted from the cancellation
of the negative vertex correction by the self-energy cor-
rection ZRL (ω) after performing the integration. In addi-
tion to the energy dependence, the nuclear spin-lattice re-
laxation rate scales with the disorder strength, as shown
in Fig. 6(b). We find that (T1T )
−1 is proportional to
(W −Wc)2 in the limit of EF = T = 0, although it devi-
ates from the quadratic dependence away from the QCP.
Since the critical behavior is the same for both the
short-ranged and long-ranged scatters, we consider the
nuclear spin-lattice relaxation rate under the long-ranged
scatters at finite temperatures. Firstly, the nuclear spin-
lattice relaxation rate at EF = 0 is considered. In this
case, the chemical potential does not depend on the tem-
perature. In Fig. 7(a), we plot (T1T )
−1 as a function
of temperatures for different impurity strengths, which
shows the critical behavior of the nuclear spin-lattice re-
laxation rate. As the impurity strength increases, the
transition from (T1T )
−1 ∝ T 2 to T occurs at lower tem-
peratures. At the QCP, the nuclear spin-lattice relax-
ation rate is linearly proportional to the temperature
from T = 0. Above the QCP, the density of states at the
Weyl point becomes finite so (T1T )
−1 becomes roughly
constant.
Secondly, we consider the nuclear spin-lattice relax-
ation rate for EF 6= 0. In Fig. 7(b), we present the tem-
perature dependence of (T1T )
−1 at EF = 10 meV. At low
temperatures, (T1T )
−1 is constant regardless of the im-
purity strength. For kBT ∼ µ(T ) ∼ EF/2, (T1T )−1 ini-
tially shows a decrease followed by an increase with the
strong temperature dependence. This upturn in (T1T )
−1
is caused by the shift in chemical potential [18]. Above
kBT ∼ EF/2, it shows the transition from the T 2 de-
pendence for weakly disordered systems to the T -linear
behavior at the QCP.
Our result shows that the temperature dependence of
(T1T )
−1 reflects the scaling property at the disorder-
induced QCP for small EF. This is clearly illustrated
in the temperature-disorder phase diagram (Fig. 8). The
color code represents the exponent κ(T ) of the tempera-
ture in (T1T )
−1 at EF = 0, which is estimated as
κ(T ) = − lim
∆T→0
log T1T |T+∆T − log T1T |T
log(T + ∆T )− log T . (58)
Below the QCP, (T1T )
−1 is roughly described by the
quadratic function with respect to T for a wide range of
temperatures (regime II). Only in a narrow region near
the QCP, the linear dependence in the temperature is
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FIG. 7. (color online) The nuclear spin-lattice relation rate
(T1T )
−1 against temperatures for long-ranged scatters (a) at
EF = 0 and (b) EF = 10 meV, respectively. The impurity
strength W is taken between 0.4 and 1.3 with increase by 0.05.
In (a), the dashed line represents the asymptotic expression
Eq. (70) with C1 = 4.0 and C2 = 3.8.
found (regime I). Above the QCP, the finite density of
states leads to the constant value of (T1T )
−1 (regime
III).
B. Asymptotic expressions
From the numerical calculation, (T1T )
−1 is shown to
be linear in the temperature near the QCP. In order to
extract the exact temperature dependence, we derive the
expression for the short-ranged scatters without the ver-
tex correction, which is written as
~
T1kBT
=
2γ2nµ
2
0Ec
3pi2c∗
∫ ∞
−∞
dω
(
−∂nF(ω)
∂ω
)∫ ∞
0
dQσ
(0)
T (q),
with the expression for σ
(0)
T (q) given in Eqn. (56). We
should note that the scaling of (T1T )
−1 at the QCP is not
affected by the vertex correction and the additional self-
energy correction ZRL (ω). This is confirmed by comparing
the obtained expression with the numerical results.
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FIG. 8. (color online) Temperature-disorder phase diagram
obtained by the SCBA. The color code indicates the exponent
of (T1T )
−1 with respect to the temperature at EF = 0, de-
fined as κ(T ) in the main text. The boundary between three
regimes is estimated from κ(T ) (solid line).
For convenience, we shift Kx by Kx + Q2 in I
αβ
n (K)
of Eqn. (37) and introduce new integration variables K ′
and x′. The transverse component is rewritten as
ΞαβT (ω ; q) =
∫ ∞
0
K2dK
1 +K2
∫ ∞
0
K ′2dK ′
1 +K ′2
[
Ω˜αΩ˜βI
αβ
0,0(K,K
′)
−Iαβ2,0(K,K ′)−QIαβ1,0(K,K ′)
]
× δ(Kx−K ′x′+Q). (59)
Here, the expressions for the integrals are defined as
Iαβn,m(K,K
′) =KnK ′m
∫ 1
−1
xndx
∫ 1
−1
x′mdx′
× δ[K
2(1− x2)−K ′2(1− x′2)](
Ω˜2α−K2
)(
Ω˜2β−K ′2
) . (60)
Taking the integration over Q, the second term is can-
celed out by the third term and we obtain∫ ∞
0
dQΞαβT (ω ; q) =
∫ ∞
0
K2dK
1 +K2
∫ ∞
K
K ′2dK ′
1 +K ′2
× Ω˜αΩ˜βIαβ0,0(K,K ′), (61)
where
Iαβ0,0(K,K
′) =
2Arcsinh
(
K√
K′2−K2
)
KK ′
(
Ω˜2α−K2
)(
Ω˜2β−K ′2
) . (62)
1. Weak disorder
In the weak disorder regime (W Wc), the imaginary
part of Green function G(k, ω) is strongly peaked around
10
~c∗k = ~ω with its width proportional to the imaginary
part of the self-energy. Thus, we can simplify the integral
by introducing the Dirac delta function −pi Im[Ω˜R]δ(K ′−
Re[Ω˜R]), where ω˜R = ω+
i
2τ . Under this approximation,
the leading order term is obtained as∫ ∞
0
dQΞαβT (ω ; q) =
piRe[Ω˜R]Im[Ω˜R] Ω˜αΩ˜β
16 (Ω˜2β−ω2)
× (pi + 2i log |ω|τ)2. (63)
We should note that the above integral are convergent
in the limit of the infinite momentum cutoff. This is
expected as the momentum cutoff is not necessary for
a clean system. Substituting the above expression, the
nuclear spin-lattice relaxation rate is derived as
~
T1kBT
=
γ2nµ
2
0e
2
6pi3c∗2
∫ ∞
−∞
dω
(
−∂nF (ω)
∂ω
)
ω2 log |ω|τ.
(64)
For a Weyl electron system without disorder, (T1T )
−1 ∝
T 2 log(2kBT/~ω0) with ω0 denoting the nuclear Lar-
mor frequency [19, 20, 28]. In Eq. (64), the nuclear
Larmor frequency is replaced with the scattering rate
1
2τ = Im[ω˜R] =
W
Wc
~ω2
Ec
. The equivalent result was ob-
tained in metallic systems [32]. At µ = 0, it is derived
as
~
T1kBT
= 2pi
(
γnµ0ekBT
6pi~c∗
)2 (
log
2EcWc
kBTW
− 1.05
)
. (65)
Thus, the T 2 dependence of (T1T )
−1 holds under weak
disorder. However, the logarithmic term is different from
the clean system as the temperature T appears in the
denominator.
2. QCP
The SCBA solution at the QCP (W = Wc) is given by
ω˜R =
√
Ecω
2~ (1 + i) for small ω. In this case, we cannot
simplify the integral by assuming the small imaginary
part in the self-energy. After evaluating the integral over
K and K ′, the leading order term is obtained as∫ ∞
0
dQΞRAT (ω ; q) =
pi2ω2τ2
8
[
− C1 − C2 logωτ
+
ipi
2
+ log 2
]
, (66)∫ ∞
0
dQΞRRT (ω ; q) =
ipi2ω2τ2
8
[
− C1 − C2 logωτ
+ ipi − log 2
]
. (67)
Here, there is a diverging term in the integral so we need
a momentum cutoff for convergence. Since it was not
possible to obtain a simple analytical form of the diverg-
ing term, the coefficients were estimated as C1 = 1.75
and C2 = 4.0 by the numerical fitting. The integral of
non-diverging terms is evaluated without the cutoff. The
nuclear spin-lattice relaxation rate is derived as
~
T1kBT
=
e2γ2nµ
2
0Ec
24pi3~c∗2
∫ ∞
−∞
dω
(
−∂nF(ω)
∂ω
)
× |ω|(pi + log 2− C1 − C2 logωτ). (68)
Substituting 12τ = Im[ω˜R] =
√
Ecω
2~ , the expression for
µ = 0 is obtained as
~
T1kBT
=
piEckBT log 2
24
(eγnµ0
pi~c∗
)2
(69)
× C2
(
log
2Ec
kBT
− 2C1
C2
− 0.653 + 2pi + 2 log 2
C2
)
.
(70)
Therefore, (T1T )
−1 is proportional to T log EckBT with the
constants C1 and C2 dependent on the choice of momen-
tum cutoff. In Fig. 7(a), Eq. (70) is plotted with C1 = 4.0
and C2 = 3.8 (dashed line), which is in good agreement
with the numerical result. Therefore, the temperature
dependence of (T1T )
−1 at the QCP is correctly described
by Eq. (70).
C. Scaling of (T1T )
−1 near the QCP
The scaling of the conductivity with the system size
(L) is derived as σ ∼ L2−d in a d-dimensional system [51].
This is also obtained from the RG analysis [35]. Since the
transverse conductivity is integrated over q, we obtain
~
T1kBT
(δ,Ω) = L1−dG
(
L
δ−ν
,
Ω
δνz
)
= δ(d−1)νF
(
L
δ−ν
,
Ω
δνz
)
, (71)
where G and F are the universal scaling functions, δ =
W/Wc − 1 and Ω = max[µ(T ), kBT ]/Ec.
At the QCP (δ = 0), the expression for (T1T )
−1 should
be independent of δ. Thus, it is scaled as
~
T1kBT
(δ = 0,Ω) ∼ Ω d−1z . (72)
Above the QCP, the nuclear spin-lattice relaxation rate
becomes finite even at a Weyl point. At Ω = 0, it is given
by
~
T1kBT
(δ > 0,Ω = 0) ∼ δ(d−1)ν . (73)
Given z = 2 and d = 3 for the SCBA, we obtain
(T1T )
−1 ∼ T at the QCP. Therefore, the scaling analysis
is consistent with the present result within the SCBA. In
this special case, the nuclear spin-lattice relaxation rate is
proportional to the square of density of states. Generally,
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there is no simple relationship between the orbital contri-
bution of (T1T )
−1 and the density of states at the QCP.
On the other hand, the critical exponents are obtained
as z = 1.5 and ν = 1 in the one-loop RG calculation [48].
The numerical calculations of the critical exponents were
also performed, yielding z ≈ 1.5 and ν ≈ 1 [50, 53]. Sub-
stituting z = 1.5, we predict (T1T )
−1 ∼ T 43 at the QCP.
Thus, there is no significant difference from the SCBA
result except for a slight modification in the exponent.
V. PARTICLE-HOLE ASYMMETRY
While the particle-hole symmetry is conserved in the
SCBA, higher order perturbations break this symmetry.
In this section, we discuss the effect of particle-hole asym-
metry with the the self-consistent T -matrix approxima-
tion (SCTA), which takes account of characteristic higher
order corrections with respect to impurity potential uab.
A. Critical exponents in the SCTA
The self-consistent equation for the SCTA is given by
ΣRa (ω) =
ni|uaa|
~
1− ∑
b=L,R
|uab|
~
∑
k
GRb (k, ω)
−1,
(74)
where the subscript a denotes the chirality. We define the
impurity concentration and impurity potential as n¯i =
a3cni and u¯ = (|uLL| + |uRL|)/a3cEc, where the effective
lattice constant ac = 2pi/kc is introduced. Similarly to
the SCBA, the self-energy has an identity matrix element
satisfying
ΣSCTA(ω) =
n¯iu¯
~(1− 4piu¯Ω˜Rf(ω)) , (75)
with the expression of f(ω) given in Eq. (9) and Ω˜R =
~ω˜R/Ec. Here, the chemical potential is shifted so that
ω˜R = ω + (µ+ n¯iu¯Ec)/~− ΣRI (ω). We should note that
the impurity concentration n¯i needs to be small for justi-
fying the SCTA. For long-ranged disorder, the impurity
concentration is multiplied by 12 . The self-consistent so-
lution is derived as
Ω˜R =
1
2
(
Ω +
δ
(2piu¯2 − i)
±
√
4Ω(2piu¯2 − i) + [Ω(2piu¯2 − i) + δ]2
(2piu¯2 − i)
)
, (76)
where δ = n¯i/n¯c− 1. Similarly to the SCBA, the critical
impurity concentration is defined at which the imaginary
part of the self-energy becomes finite. At the QCP (n¯c =
Wc/4piu¯
2) , the solution for Ω 1 is given by
Ω˜R =
√
2Ω
−2i+ piu¯ . (77)
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FIG. 9. (a) The density of states and (b) the nuclear spin-
lattice relaxation rate (T1T )
−1 at T = 0 are plotted against
the Fermi energy EF at the QCP. For both plots, the impurity
potential is fixed at u¯ ≈ 0.6. The other parameters are the
same as in Fig. 6.
Above the QCP at Ω = 0, it is given by
Ω˜R =
2δ(piu¯+ 2i)
4 + piu¯2
. (78)
Thus, the critical exponents are identical with the SCBA
(z = 2, ν = 1). In the limit of u¯→ 0, Eq. (76) turns into
the solution for the SCBA.
Using the solution for the SCTA, we study the criti-
cal behavior under the strong impurity potential. The
impurity potential is fixed at u¯ ≈ 0.6, giving the critical
impurity concentration n¯c ≈ 0.14. In Fig. 9(a), the den-
sity of states against the Fermi energy is calculated at the
QCP. The difference from the SCBA is that the density
of states is not symmetric about the Weyl point. Thus,
the particle-hole symmetry is broken under the strong
impurity potential, although the square root singularity
is still obtained at the QCP. Above the QCP, the den-
sity of states at the Weyl point is suppressed by u¯2 in
the denominator of Eq. (78). We also confirm that the
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FIG. 10. (color online) (a) Chemical potential against tem-
peratures within the SCTA for EF = ±10 meV. The impurity
concentration is set at n¯i/n¯c = 0.3 (blue), 0.6 (green), 0.9
(red) from the Weyl point. The dashed lines show the result
of clean systems. (b) Plot of (T1T )
−1 at low temperatures for
n¯i/n¯c = 0.3 and EF = −10 meV.
the nuclear spin-lattice relaxation rate is linearly propor-
tional to the temperature at the QCP as in the SCBA.
This is illustrated in Fig. 9(b), showing the linear de-
pendence of (T1T )
−1 with respect to the Fermi energy at
T = 0 for small EF. Here, we ignore the vertex correction
and the q dependent self-energy for simplicity.
B. Enhanced upturn in (T1T )
−1
In the previous section, we show that the higher order
contributions in impurity scattering result in the particle-
hole symmetry breaking. This is particularly important
at finite temperatures, as it modifies the temperature
dependence of the chemical potential. We should note
that the particle-hole symmetry is recovered in the uni-
tary limit as we can ignore unity in the denominator of
Eq. (75) in the limit of u¯→∞ [58].
Within the SCBA that preserves the particle-hole sym-
metry, the chemical potential moves towards Weyl points.
Under strong impurity potential, this behavior is signifi-
cantly modified in order to compensate for the imbalance
of the density of states. In Fig. 10(a), the chemical poten-
tial is plotted against temperatures at EF = ±10 meV.
As the density of states is larger for EF < 0 (Fig. 9(a)),
the chemical potential tends to increase with the temper-
ature. This results in an upturn of µ(T ) for EF > 0 and
a reverse of the sign for EF < 0. The important point
is that the shift of µ(T ) at low temperatures is strongly
enhanced for EF < 0 compared to the clean limit.
As discussed in Section IV A, the nuclear spin-lattice
relaxation rate (T1T )
−1 shows the upturn at kBT ∼ EF/2
due to the shift of chemical potential towards the Weyl
point. Under the strong impurity potential, the over-
shooting of µ(T ) above the Weyl point may happen as a
result of the particle-hole asymmetry. This leads to the
enhancement in the upturn of (T1T )
−1. In Fig. 10(b),
the low temperature behavior of (T1T )
−1 is shown at
EF = −10 meV and n¯i/n¯c = 0.3. We find that it drops
by half from T = 0 to T ∼ 40 K before the uprising of
the T 2 term, which is much larger than the upturn of
(T1T )
−1 in a clean system.
In the recent experiment, the upturn in (T1T )
−1 was
observed in TaP [17]. One discrepancy from the theory is
that the observed upturn was much larger than the theo-
retical result [18]. As discussed in Ref. [18], it is possible
to explain this behavior by introducing the phenomeno-
logical form of chemical potential µ(T ). In addition, we
point out that the upturn is amplified by the asymme-
try in the density of states about the Weyl node. Under
the strong impurity potential, even a small amount of
impurities results in the particle-hole asymmetry and en-
hancement of the upturn in (T1T )
−1, which could explain
the experimental result.
VI. CONCLUSION
We have studied the nuclear spin-lattice relaxation rate
due to orbital currents in disordered Weyl fermion sys-
tems, employing the self-consistent Born approximation
(SCBA). In this work, two types of the disorder potential
was considered, namely the short-ranged (intervalley and
intravalley scattering) and long ranged scatters (only in-
travalley scattering). For both cases, it shows the critical
behavior with the critical exponents z = 2 and ν = 1 in
the SCBA.
The orbital contribution of the nuclear spin-lattice re-
laxation rate is determined by the transverse conductiv-
ity, whose wavevector dependence was investigated under
disorder. The vertex correction was obtained in a gauge
invariant manner for general wavevector q, using the con-
serving approximation for the SCBA. As shown in Fig. 5,
the vertex correction has a negative contribution for the
long-ranged scatters, while it vanishes at q = 0 for the
short-ranged scatters.
Our main result is the scaling relation of the nu-
clear spin-lattice relaxation near the disorder-induced
QCP. As shown in Fig. 8, we classified three different
regimes from the temperature dependence of (T1T )
−1.
For each regime, the scaling of the nuclear spin-lattice re-
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laxation rate is summarized in Table I. Within the SCBA,
we obtained the asymptotic expression at the QCP as
(T1T )
−1 ∼ T log(1/T ). Although the critical exponents
from the one-loop renormalization group analysis pre-
dicts the exponent in (T1T )
−1 slightly greater than the
SCBA result [48], our result provides a good physical
picture near the disorder-induced QCP in Weyl fermion
systems.
In addition, we discussed the effect of the particle-hole
asymmetry, employing the self-consistent T-matrix ap-
proximation (SCTA). In the regime II under the strong
impurity potential, the temperature dependence of chem-
ical potential is significantly modified from the particle-
hole symmetric systems. As a result, the low tempera-
ture upturn in (T1T )
−1 becomes enhanced, which could
explain the large upturn observed in the experiment [17].
SCBA & SCTA Scaling ansatz
Regime I E log 1/E E
2
z
Regime II E2 log 1/E E2
Regime III δ2 δ2ν
TABLE I. The scaling relation of the nuclear spin-lattice re-
laxation rate (T1T )
−1. We denote the characteristic energy as
E = max[kBT, µ(T )] and the impurity strength δ = W/Wc−1.
Appendix A: Approximate solution for the
self-energy correction
Here, we derive the q dependent self-energy to conserve
the gauge invariance. From Eqs. (23) and (29),
ΣRI (ω; q/2) = Wω˜Rf(ω; q/2), (A1)
ZRL (ω; q/2)− 1 = W
2g(ω; q/2) + Q˜Rf(ω; q/2)
2Q
, (A2)
where ω˜R = ω + µ/~ − ΣRI (ω; q/2), Q = q/kc, and
Q˜R = Z
R
L (ω; q/2)
q
kc
. In order to solve the above self-
consistent equations, we expand f(ω; q/2) and g(ω; q/2)
for small q. This approximation is justified as we are in-
terested in the integration of the transverse conductivity
over q, which converges for q  kc under weak disorder.
As the disorder strength is increased, the transverse con-
ductivity becomes constant with respect to q. Thus, the
q dependence in the self-energy does not affect the inte-
gral for q ∼ kc. The dimensionless functions f(ω; q/2)
and g(ω; q/2) for q  kc are given as
f(ω; q/2) =
∫ ∞
0
K2dK
K2 + 1
∫ 1
−1
dx
2
1
Ω˜2R −K2 −KQ˜Rx− Q˜
2
R
4
=− pi
2
1 + iΩ˜R
1 + Ω˜2R
+ O(Q˜2R), (A3)
g(ω; q/2) =
∫ ∞
0
K2dK
K2 + 1
∫ 1
−1
dx
2
Kx
Ω˜2R −K2 −KQ˜Rx− Q˜
2
R
4
=
piQ˜R
12
2 + iΩ˜R(3 + Ω˜
2
R)
(1 + Ω˜2R)
2
+ O(Q˜3R), (A4)
where Ω˜R = ~ω˜R/Ec. The solution of Eqs. (A1) and (A2)
are given in Eqs. (53) and (54). In this approximation,
the identity matrix element ΣRI is unchanged.
ACKNOWLEDGMENTS
We would like to thank I. Tateishi, V. Ko¨nye, H. Mat-
suura, and H. Yasuoka for helpful comments and dis-
cussions. This work was supported by Grants-in-Aid
for Scientific Research from the Japan Society for the
Promotion of Science (Grant Nos. JP18H01162 and
JP18K03482). T. H. is supported by Japan Society for
the Promotion of Science through Program for Lead-
ing Graduate Schools (MERIT) and JSPS KAKENHI
(Grant No. 16J07110).
[1] N.P. Armitage, E.J. Mele, and A. Vishwanath, Rev. Mod.
Phys. 90, 015001 (2018).
[2] S.-M. Huang, S.-Y. Xu, I. Belopolski, C.-C. Lee, G.
Chang, B. Wang, N. Alidoust, G. Bian, M. Neupane,
C. Zhang, S. Jia, A. Bansil, H. Lin, and M. Z. Hasan,
Nat. Commun. 6, 7373 (2015).
[3] H. Weng, C. Fang, Z. Fang, B.A. Bernevig, and X. Dai,
Phys. Rev. X 5, 011029 (2015).
[4] S.-Y. Xu, I. Belopolski, D. S. Sanchez, C. Zhang, G.
Chang, C. Guo, G. Bian, Z. Yuan, H. Lu, T.-R. Chang, P.
P. Shibayev, M. L. Prokopovych, N. Alidoust, H. Zheng,
C.-C. Lee, S.-M. Huang, R. Sankar, F. Chou, C.-H. Hsu,
H.-T. Jeng, A. Bansil, T. Neupert, V. N. Strocov, H. Lin,
S. Jia, M. Z. Hasan, Sci. Adv. 1, e1501092 (2015).
[5] B. Q. Lv, H. M. Weng, B. B. Fu, X. P. Wang, H. Miao,
J. Ma, P. Richard, X. C. Huang, L. X. Zhao, G. F. Chen,
Z. Fang, X. Dai, T. Qian, and H. Ding, Phys. Rev. X 5,
031013 (2015).
[6] C. Shekhar, A. K. Nayak, Y. Sun, M. Schmidt, M. Nick-
las, I. Leermakers, U. Zeitler, Y. Skourski, J. Wosnitza,
Z. Liu, Y. Chen, W. Schnelle, H. Borrmann, Y. Grin, C.
Felser, and B. Yan, Nat. Phys. 11, 645 (2015).
[7] D.T. Son and B.Z. Spivak, Phys. Rev. B 88, 104412
(2013).
[8] A. Burkov, J. Phys. Condens. Matter 27, 113201 (2015).
[9] F. Arnold, C. Shekhar, S.-C. Wu, Y. Sun, R. D. dos Reis,
N. Kumar, M. Naumann, M. O. Ajeesh, M. Schmidt, A.
G. Grushin, J. H. Bardarson, M. Baenitz, D. Sokolov, H.
14
Borrmann, M. Nicklas, C. Felser, E. Hassinger, and B.
Yan, Nat. Commun. 7, 11615 (2016).
[10] X. Huang, L. Zhao, Y. Long, P. Wang, D. Chen, Z. Yang,
H. Liang, M. Xue, H. Weng, Z. Fang, X. Dai, and G.
Chen, Phys. Rev. X 5, 031023 (2015).
[11] Z. Wang, Y. Zheng, Z. Shen, Y. Lu, H. Fang, F. Sheng,
Y. Zhou, X. Yang, Y. Li, C. Feng, and Z.-A. Xu, Phys.
Rev. B 93, 121112(R) (2016).
[12] C.-L. Zhang, S.-Y. Xu, I. Belopolski, Z. Yuan, Z. Lin,
B. Tong, G. Bian, N. Alidoust, C.-C. Lee, S.-M. Huang,
T.-R. Chang, G. Chang, C.-H. Hsu, H.-T. Jeng, M. Ne-
upane, D. S. Sanchez, H. Zheng, J. Wang, H. Lin, C.
Zhang, H.-Z. Lu, S.-Q. Shen, T. Neupert, M. Z. Hasan,
and S. Jia, Nat. Commun. 7, 10735 (2016).
[13] R. Lundgren, P. Laurell, and G. A. Fiete, Phys. Rev. B
90, 165115 (2014).
[14] A. Abragam, Principles of Nuclear Magnetism (Claren-
don Press, Oxford, UK, 1961).
[15] T. Moriya, J. Phys. Soc. Jpn. 18, 516 (1963).
[16] J. Korringa, Physica 16, 601 (1950).
[17] H. Yasuoka, T. Kubo, Y. Kishimoto, D. Kasinathan, M.
Schmidt, B. Yan, Y. Zhang, H. Tou, C. Felser, A. P.
Mackenzie, and M. Baenitz, Phys. Rev. Lett. 118, 236403
(2017).
[18] Z. Okva´tovity, H. Yasuoka, M. Baenitz, F. Simon, B.
Do´ra, Phys. Rev. B 99, 115107 (2019).
[19] Z. Okva´tovity, F. Simon, and B. Do´ra, Phys. Rev. B 94,
245141 (2016).
[20] T. Hirosawa, H. Maebashi, and M. Ogata, J. Phys. Soc.
Jpn. 86, 063705 (2017).
[21] A. Kobayashi, Y. Suzumura, H. Fukuyama, J. Phys. Soc.
Jpn. 77 064718 (2008).
[22] N. Tajima, R. Kato, S. Sugawara, Y. Nishio, and K. Ka-
jita, Phys. Rev. B 85, 033401 (2012).
[23] K. Kajita, Y. Nishio, N. Tajima, Y. Suzumura, and A.
Kobayashi, J. Phys. Soc. Jpn. 83, 072002 (2014).
[24] P. A. Wolff, J. Phys. Chem. Solids 25, 1057 (1964).
[25] For a review, see Y. Fuseya, M. Ogata, and H. Fukuyama,
J. Phys. Soc. Jpn. 84, 012001 (2015).
[26] L. Wehrli, Phys. Kondens. Mater. 8, 87 (1968).
[27] H. Fukuyama and R. Kubo, J. Phys. Soc. Jpn. 28, 570
(1970).
[28] H. Maebashi, M. Ogata, and H. Fukuyama, J. Phys. Soc.
Jpn. 86, 083702 (2017).
[29] W. A. MacFarlane, C. B. L. Tschense, T. Buck, K. H.
Chow, D. L. Cortie, A. N. Hariwal, R. F. Kiefl, D.
Koumoulis, C. D. P. Levy, I. McKenzie, F. H. McGee,
G. D. Morris, M. R. Pearson, Q. Song, D. Wang, Y. S.
Hor, and R. J. Cava, Phys. Rev. B 90, 214422 (2014).
[30] P. Lee and N. Nagaosa, Phys. Rev. B 43, 1223 (1991).
[31] H. Maebashi, T. Hirosawa, M. Ogata, and H. Fukuyama,
J. Phys. Chem. Solids 128, 138 (2019).
[32] A. Knigavko, B. Mitrovic´, and K. V. Samokhin, Phys.
Rev. B 75, 134506 (2007).
[33] E. Fradkin, Phys. Rev. B 33, 3257 (1986).
[34] E. Fradkin, Phys. Rev. B 33, 3263 (1986).
[35] S. V. Syzranov, L. Radzihovsky, and V. Gurarie, Phys.
Rev. Lett. 114, 166601 (2015).
[36] S. V. Syzranov and L. Radzihovsky, Annu. Rev. Cond.
Mat. Phys. 9 ,35 (2018).
[37] S. V. Syzranov, V. Gurarie, and L. Radzihovsky, Phys.
Rev. B 91, 035133 (2015).
[38] R. Nandkishore, D. A. Huse, and S. L. Sondhi, Phys.
Rev. B 89, 245110 (2014).
[39] J.H. Pixley, David A. Huse, and S. Das Sarma, Phys.
Rev. X 6, 021042 (2016).
[40] Y. Ominato and M. Koshino, Phys. Rev. B 89, 054202
(2014).
[41] R. Shindou and S. Murakami, Phys. Rev. B 79, 045321
(2009).
[42] H. Shapourian and T. L. Hughes, Phys. Rev. B 93,
075108 (2016).
[43] B. Sbierski, G. Pohl, E. J. Bergholtz, and P. W. Brouwer,
Phys. Rev. Lett. 113, 026602 (2014).
[44] J. H. Pixley, P. Goswami, and S. Das Sarma, Phys. Rev.
Lett. 115, 076601 (2015).
[45] X. Luo, B. Xu, T. Ohtsuki, and R. Shindou, Phys. Rev.
B 97, 045129 (2018).
[46] T. Louvet, D. Carpentier, and A. A. Fedorenko, Phys.
Rev. B 94, 220201(R) (2016).
[47] P. Hosur, S. A. Parameswaran, and A. Vishwanath, Phys.
Rev. Lett. 108, 046602 (2012).
[48] P. Goswami and S. Chakravarty, Phys. Rev. Lett. 107,
196803 (2011).
[49] C.-Z. Chen, J. Song, H. Jiang, Q.-F. Sun, Z. Wang, and
X.C. Xie, Phys. Rev. Lett. 115, 246603 (2015).
[50] S. Bera, J. D. Sau, and B. Roy, Phys. Rev. B 93,
201302(R) (2016).
[51] B. Roy, V. Juric˘ic` and S. D. Sarma, Scientific Reports 6,
32446 (2016).
[52] K. Kobayashi, T. Ohtsuki, and K.-I. Imura, Phys. Rev.
Lett. 110, 236803 (2013).
[53] K. Kobayashi, T. Ohtsuki, K.-I. Imura, and I. F. Herbut,
Phys. Rev. Lett. 112, 016402 (2014).
[54] N. H. Shon and T. Ando, J. Phys. Soc. Jpn. 67, 2421
(1998).
[55] M. Koshino and T. Ando, Phys. Rev. B 75, 235333
(2007).
[56] Y. Arimura and T. Ando, J. Phys. Soc. Jpn. 81, 024702
(2012).
[57] I. L. Aleiner and K. B. Efetov, Phys. Rev. Lett. 97,
236801 (2006).
[58] P. M. Ostrovsky, I. V. Gornyi, and A. D. Mirlin, Phys.
Rev. B 74, 235443 (2006).
[59] S. Ryu and K. Nomura, Phys. Rev. B 85, 155138 (2012).
