Abstract-Allocation of decisionmaking responsibility between pilot and computer is considered, and a flight management task, designed for the study of pilot-computer interaction, is discussed. A queueing theory model of pilot decisionmaking in this multitask control and monitoring situation is presented. An experimental investigation of pilot decisionmaking and the resulting model parameters are discussed.
capabilities as well. The computer would then be expected to initiate actions of its own (i.e., make decisions), based on the inputs it receives. The pilot's workload would be reduced at a higher level, by the computer sharing in decisionmaking tasks. It is this latter concept of the role of the computer in airborne systems which is the concern of the research described herein.
A computer with significant decisionmaking responsibilities in the flight-management task can create potential problems, however. One of the most crucial problems is that of allocation of decisionmaking responsibility between pilot and computer [2] . Allocation can either be static (situationindependent), or dynamic (situation-dependent).
Consider first a system in which allocation ofresponsibilities is static. There is a predefined, nonoverlapping set of responsibilities for each decisionmaker (man and computer). Such a system has one particularly desirable feature in that no confusion is possible over who should perform a given task. However, there are several serious drawbacks to the static allocation of responsibility. These include 1) poor utilization of system resources due to each decisionmaker being prohibited from performing the other decisionmaker's tasks, even when one decisionmaker is overloaded and one is idle;
2) difficulty for the pilot when unforeseen circumstances force him to take over tasks for which he normally has no responsibility;
3) possible pilot resentment at not being allowed to perform certain tasks, especially when he has nothing else to do. For the above reasons, a dynamic allocation of responsibility might be more appropriate. Simulation studies of this alternative by Rouse [3] support this conclusion. Succinctly, the idea is that the decisionmaker who is most able, in a given situation, will assume responsibility for a task.
Dynamic allocation of responsibility is not without its drawbacks, however. The most important problem to be solved is that of communication between pilot and computer. This is necessary to avoid conflicts which occur when the two decisionmakers act independently, resulting in degraded performance. (Rouse [3] presents simulation results that illustrate this effect.) A possible solution to this problem is to use the computer as a backup for the pilot, to be turned on when the pilot's workload becomes too great and/or his performance degrades.
0018-9472/78/1200-0867$00.75 (© 1978 IEEE The man-computer system is thus seen as one in which both the pilot and computer monitor each other. The pilot supervises and monitors the computer's activities for the purpose of assuring that the computer is performing adequately and that no malfunction has occurred. The computer monitors the pilot to determine when he is overloaded and needs assistance. Such a system would hopefully minimize conflict and avoid the difficulties discussed above.
In order for the computer to be able to tell when the pilot needs assistance, it must first have a method for determining the pilot's workload, in terms of task demands. Then, it needs a criterion for deciding ifit should request responsibility for any tasks. Chu and Rouse [4] have proposed a formulation of this problem. To apply this formulation to any specific situation, the first step is development of a model of the unaided performance of the human with respect to tasks typical of those encountered in the situation of interest.
The purpose of this paper is to present the results of pursuing this first step in the context of flight management. An experimental situation which was developed to study pilot performance in simulated flight conditions is described. A queueing model that describes pilot decisionmaking in this flight management situation is presented. Finally, an experiment is discussed whose purpose was investigation of the suitability of the proposed model.
THE TASK
The pilot was presented with a simulated airplane instrument panel, drawn on a CRT (see Fig. 1 Near the lower edge of the display, several dials were shown which represented (abstractly) gauges for such things as fuel, electrical, or hydraulic subsystems. While the gauge pointers moved with apparently random motion, generated by passing Gaussian white noise through a second-order sampled-data filter, the specific motions of these pointers were not of interest to the pilot. Instead, he was only concerned that they were in fact moving. A lack of motion indicated an abnormality.
The pilot monitored these subsystem indicators for possible events. An event had occurred when the pointer motion slowed and stopped, pointing downward as shown for subsystem 4 in Fig. 1 . When the pilot thought an event had occurred, he entered the corresponding number on the keyboard. This constituted one of the discrete decisionmaking and action tasks. If more than one event had occurred. the pilot chose the higher priority, or lower subsystem number, event. The display shown in Fig. 2 Since we have mentioned autopilot failures, we also hasten to note that this paper is not concerned with how the pilot detects autopilot failures, but instead with the implications ofhis having to control the aircraft manually. The issue of failure detection is being addressed in another phase of this research [7] .
Existing models prove inadequate in describing the multitask flight management situation discussed here. Control models, such as the Kleinman, Baron, and Levison optimal control model [8] [7] for explanation of the basic operation of the queueing simulation.)
One of the problems with this model is defining a "customer" for the control task queue. In fact, it is displayed error (more specifically, increments of displayed error) which queues (accumulates) for attention. However, the size of the incremental "icustomer" is unknown. Assuming that control task customers preempt subsystem service, a customer in the control task queue can be defined (loosely) as a "significant" or "action-evoking" amount of display error.
Thus, when a significant error is present, subsystem service is preempted and a control action is inserted to null the error. A simple way to measure indirectly the frequency with which "significant" errors arrive (queue) is to measure the frequency with which displayed errors are serviced (i.e., the frequency at which control actions are inserted to null them).
Thus, to estimate the frequency of control responses, the number of separate control actions performed by the pilot can be counted, and from this number, an arrival rate for control task customers can be obtained.1 On the other hand, the average service rate for control task customers is more difficult to measure since it is not necessarily related to the length of time during which the controls are continuously nonzero. Thus it was left as a free parameter (the only one) of the model.
To account for the increased waiting time incurred from errors such as false alarms and incorrect actions, modifications to the basic simulation model were made. False alarms were accounted for by using another queue, with event arrival rate equal to the arrival rate offalse alarms in the experiment. For the task discussed here, the service time used for a false alarm was one-fifth the mean event service time, since only the first of five levels of the checklist was shown when a false alarm occurred.
Incorrect actions were accounted for in the simulation by first estimating the probability of an incorrect action while servicing a subsystem event. This was done simply by dividing the number of incorrect actions by the number of events. Based on this rate, incorrect actions were simulated. For the monitoring task discussed here, the penalty for an incorrect action was an increase in waiting time equal to one-halfthe mean service time for subsystem events. (On the average, if incorrect actions occurred randomly, the pilot would have been halfway through a checklist procedure, and thus would have wasted one-half of the average service time.) The waiting time penalty could have been even greater, if after an incorrect action (when the subsystem indicators were returned to the display), the pilot detected and serviced an event in a higher priority queue. This was also accounted for in the simulation model. ' If control actions are continuous rather than discrete, then a threshold is necessary for defining control task customers. Such a threshold is difficult to measure and thus must either be a free parameter or chosen on the basis of previous experiments. warning device alerts the pilot, a probability ofmissed event might have to be incorporated in the model. Such an addition would be quite straightforward.
AN EXPERIMENT
Using the experimental situation described above, an experiment was performed to study subject "pilot" performance in our multitask flight management situation. The two independent variables in the experiment were the interarrival times of subsystem events and the difficulty of the flight path to be followed by the pilot.
In the first part of the experiment, only the subsystem monitoring task was considered. The autopilot kept the airplane on course, coincident with the "on-course indicator" marker. 10-min trials, using 30-, 60-, and 90-s average interarrival times (per subsystem), were run with each of six subjects. (The actual interarrival times were exponentially distributed.) To distribute equally the effects of practice obtained during a sequence of trials, a balanced design was employed such that the three trials were given in a different order to each subject (see Table I ). Six subjects participated, all of which were male students or former students in engineering.
During this first part of the experiment, two sessions, three Failures to complete diagnostic action after an initial response (incorrect actions) were also noted, as well as responses to nonexistent events (false alarms). The second part of the experiment consisted of both monitoring and control tasks, to simulate situations in which the autopilot is unavailable or cannot be used. After considerable training, the subjects participated in four formal experimental sessions, each of which involved two trials of about 15-min duration. For the first trial of a session, the subject was given a simple map (few turns) to follow (Fig. 3) . In the second trial, the course was more complex (Fig. 4) . The mean event interarrival time for the monitoring task remained the same during each session, but varied from session to session, as indicated in Table I. To establish baseline performance for the control task, the first session included only the aircraft control task without subsystem monitoring. The remaining sessions were run with the three levels of monitoring workload used earlier.
The balanced design for varying the monitoring task workload was also used in these sessions (Table I ). Prior to performing the final trials, the subjects practiced "flying" the airplane simulator, both without and with monitoring tasks. When they were able to fly the complex map, with the lowest (30 s) subsystem event interarrival time, and also maintain control of aircraft attitude and position, the final trials were run.
Data utilized from this part of the experiment (sampled every 0.25 s) included the three measures listed above, as well as control task information: 4) aircraft position and attitude, 5) pilot control inputs.
Performance data for four levels of monitoring workload and three levels ofcontrol task workload were thus obtained from the experiment as a whole.
RESULTS

Fig
. 5 shows three measures of control task performance (rms perpendicular distance from the course, rms pitch and roll angles) for the subsystem event arrival rates and maps used in the experiment. In studying the control actions of subjects it was found that they would typically put the aircraft into a 20°roll angle and let it fly almost open-loop for perhaps 10 or 20 s over a mentally smoothed version of Tables II-IV show both the empirical subsystem waiting times and the results from the simulation model. Each result in this table is based on 10 000 simulated events. As might be expected, the computer simulation was more consistent (smaller standard deviation) than most of the experimental subjects.
Input parameters to the simulation model were 1) probability of incorrect action, given that a subsystem event had occurred. This was approximated from the empirical data by dividing the number of incorrect actions by the number of events. 2) false alarm arrival rate and service rate. The service rate was assumed to be five times the average subsystem event service rate for the task, because only one of the five levels of the checklist need be scanned to realize a false alarm has been made. The arrival rate for false alarms was obtained by dividing the number of false alarms by the total time during which false alarms could occur. (The total time during which false alarms could occur was equal to the total elapsed time minus the total time spent servicing false alarms, incorrect actions, and real events, since false alarms could not occur while another event was being serviced.) 3) subsystem event arrival rate is, one ofthe independent variables in the experiment.
4) average subsystem event service rate y,, obtained from the empirical service time data. 5) Erlang subsystem service time distribution shape parameter ks, the square of the ratio of mean to standard deviation. This was calculated from the empirical service time data. This value averaged 19. A subsystem event could not be detected immediately. By averaging the minimum times from event occurrence to initial response which were recorded in the experimental trials, 4.5 s was estimated as the average time after occurrence of an event before it could be detected. In the computer simulation, events were detected immediately. To account for the detection time delay, 4.5 s was added in the simulation to the basic waiting time, to give the adjusted waiting time.
The arrival rate of customers in the control task queue A4 was calculated from the number of distinct control actions counted (Nc) above an assigned threshold, the elapsed time of the corresponding trials (Te), and the average duration of the control actions (Td) (all empirical quantities) using:
(Actually, only aileron control inputs were counted; elevator inputs were infrequent and of short duration compared to aileron inputs.) The service rate for the control task queue 1c was varied until close fits to empirical waiting time averages (across all subsystems) were obtained. The service rates for the simple map were then averaged, as well as those for the complex map. An Erlang shape parameter of k, = 2 was used for the control task queue service time distribution. These values were used to produce the results shown in Tables II-IV. Perhaps the most important thing to note in these tables is that 36 data points (6 subsystems x 3 subsystem event arrival rates x 2 statistics) are matched fairly well without any parameter adjustments (Table II) or by varying a single parameter the control task service rate (Tables III and IV) .
All other parameters noted in these tables are empirical measurements.
SUMMARY AND CONCLUSIONS
The suitability of a queueing model of pilot decisionmaking in a flight management situation was investigated. Attention was focused on predicting pilot performance in a subsystem monitoring task. The model incorporated the control task as a separate, special queue which could preempt subsystem event service whenever a customer arrived. The service rate for the control task was used as a fitting parameter. For example, the proposed queueing model could be fitted to multitask situations, and then the fractions of attention required by each task could easily be determined since they are inherent outputs of a queueing formulation. The advantage of this approach is that the fractions of attention are no longer free parameters as they are in control theory models of human decisionmaking in multitask situations [12] , [13] .
To conclude, a queueing formulation of the control and monitoring situation discussed here appears attractive. The effect of spatial interactions on signals and noise can be assessed by using conventional linear filtering theory. The spatial processing system corresponds to a bandpass filter whose high-and low-frequency cutoffs are determined by summation and inhibition, respectively. Depending on the spatial frequency content of the stimulus and the noise, the filter determines the proportions of the signal and noise that are allowed to pass, and hence the signal-to-noise ratio (SNR). It is very difficult to draw any general conclusions regarding the resultant SNR unless the power spectra of the stimulus and noise are specified.
The situation is quite different for quantum fluctuation noise. Quantum noise is not independent of the stimulus: its statistics can be completely determined if the stimulus distribution is known; its variance at any point is proportional to the luminance level at that point [6] . The effect of spatial interactions in the retina on photon-fluctuation noise has not been quantitatively assessed; this paper is addressed to that problem. We show that lateral inhibition results in an increase of the susceptibility to photon fluctuation noise, and that spatial summations result in the opposite.
Because photon fluctuation noise is relatively larger under conditions of weak light, inhibition is then less desirable, but summation would be useful. It would therefore seem that optimal visual performance should be an adaptive mechanism that reorganizes neural interconnections in such a way that the summation area increases and the inhibition area is reduced as the average luminance decreases.
There is evidence of such adaptive processes. In Limulus, the lateral inhibition process is inactive when the illuminance level is below a fixed threshold [7] , [8] . In the visual systems of mammalians, lateral inhibition was found to disappear after prolonged dark adaptation [9] , i.e., when the eye is prepared to view weak light signals. The form of the receptive field was found to change when the retinal illuminance is decreased, the size of the summation central area increasing at the expense of the inhibition surround [10] - [16] .
We present below a quantitative assessment of the involved trade-offs between resolution and susceptibility to quantum fluctuation noise, which result from this adaptive variation of the magnitudes of summation and inhibition for an otherwise ideal photodetection system. The effect of the inhibitory threshold is also briefly discussed.
MODEL
Assume that the retina is illuminated by light that has luminance distribution A(x). Let ni be the rate of the neural impulse sequence that results from illumination at photo-0018-9472/78/1200-0875$00.75 ( 1978 IEEE 
