We analyze the impact of policing and socio-economic variables on crime in England and Wales during 1992-2007 
1.

INTRODUCTION
Following the theoretical work of Becker (1968) on crime as a rational activity which responds to changes in costs and benefits, several studies have empirically analyzed the various determinants of crime rate (see e.g. Doyle . These studies have shown that both measures of policing (such as detection rate) and various socio-economic factors such as unemployment, income, inequality and proportion of young people in the population can explain variations in crime rates. By estimating linear regression models, all these studies essentially study the effects of the mean levels of explanatory variables on the mean level of crime. However, theory does not provide any guide as to why we should restrict ourselves to analyzing the mean effects only. We argue that it is actually informative to analyze the entire crime distribution instead of just the mean level. This is important because the way in which a factor such as income or unemployment or detection rate affects crime rates can be different in high crime and low crime areas. If that is the case, this has important implications for policy which may have to be tailored differently for high crime and low crime areas. Indeed, as argued by Pease (2010) understanding the distribution of crime is necessary for effective policing. Further, analyzing the way socio economic and policing factors affect crime differently across high and low crime regions may provide us an understanding of the apparent paradox that crime does not necessarily increase in a recession. Indeed, there seems to be evidence that overall crime may have decreased with the current recession in the U.K. 1 To the best of our knowledge, our paper is the first to analyze the determinants of crime at different points of the crime distribution. To achieve this we use a quantile regression estimation technique (Koenker, 2005) using panel data on crime and various explanatory factors in England and Wales for the period 1992-2007 at the Police Force Area level. Using this estimation technique, we are able to examine how the factors that are important in explaining crime differ in impact across high and low crime areas. There is a growing literature which uses quantile techniques in applied work e.g. to analyze the determinants of wages (Buchinsky, 1994) , school performance (Eide and Showalter, 1997), health (O'Donnell et al. 2009 ) and stock returns (Chuang et al. 2009 ). However, the only crime related application we are aware of are Britt (2009) who looks at how various characteristics (such as race or offense severity) affect sentence length across various quantiles of the distribution of sentences and Freeborn and Hartman (2012) who look at the same issue within the federal prison system.
Using quantile regression analysis, we find significant differences in impact of our explanatory variables on crime rates across different points of the crime rate distribution. For example, our results show that unemployment increases crime but its impact is usually strongest in high crime areas, suggesting that a targeted unemployment policy in high crime regions may be more beneficial. The impact of detection, while successful in lowering crime across all crime regions, is far stronger in low crime areas than high crime areas suggesting the possibility that where crime is high, the deterrent effect of detection is lower. Further, crime is higher when earnings increase, which indicates that income increases lead to greater opportunities for crime and it is strongest for high crime areas. The impact of inequality on crime is more nuanced. In low crime areas, inequality is associated with increased crime, but this is not necessarily the case in high crime areas. This, perhaps, suggests that in high crime societies, the added criminal opportunities arising from wage disparity are offset by potential victims taking added precautions against criminals. The different effects of earnings, unemployment, detection and inequality across high and low crime regions are usually ignored when one simply looks at the average impact of policing and socio-economic factors on crime.
It is useful at this stage to review the expected impact of the policing and socio economic variables on crime as well as briefly look at what existing studies have found in this regard. If people rationally weigh the costs and benefits of crime then detection increases should lower crime and empirical studies which directly include detection rate do find such an effect (e.g. Doyle et. al, 1999 , Han et. al, 2010 . The impact of socio economic variables is more complex. Unemployment should increase crime because it leads to a lower opportunity cost of crime. Countering that, some have argued (Cantor and Land, 1985 , Chiricos, 1987 , and Smith et. al, 1992 ) that this may lower crime as people stay at home and thus give fewer opportunities for burglary as well as being robbed. Most of the major recent empirical studies however find that the net effect of unemployment is positive (e.g. Witt et al., 1999 , Doyle et al., 1999 , Gould et al., 2002 .
Like unemployment, the effects of earnings on crime can be ambiguous. While earnings may be expected to lower crime by increasing the gains from not committing crime, it also increases the opportunity for committing crime -higher wages lead to more wealth to steal. Further, as pointed out by Machin and Meghir (2004) , the impact of wages on crime would be strongest in low wage deciles as they are the people who at the margin may take to crime. A decrease in wages of upper deciles as usually happens in a recession for instance is unlikely to make the higher earners who have lost jobs take to crime while lowering the opportunities to steal for potential criminals. Hence average wage changes may even increase crime (as in Han et. al, 2010) . Inequality may again reinforce the incentive to commit crime: increases in prosperity of one sector increases the value of things to steal while decreases in wages may lower the opportunity cost of crime. Both of these effects increase economic crimes while growing inequality may aggravate social conflict and increase violent crime as well. Against that is the fact that potential victims can take added precautions which can lower crime (Lott and Mustard, 1997 and Ayres and Levitt, 1998 show that self protection by carrying concealed weapons and LoJacks respectively lower crime) and so the net impact of inequality may again be negative.
To summarize, for most of the socio-economic variables, the expected effect on crime could go either way because of the opposing influences of various factors and therefore their net impact, particularly their differential impact in areas with different crime levels remains an empirical question. The rest of the paper proceeds as follows. In Section 2 we outline the estimation methodology and describe the data. Section 3 discusses our main findings and Section 4 concludes.
ESTIMATION METHODOLOGY AND DATA
We estimate the following specification that allows crime rate to be determined by policing and various socio-economic factors considered in previous studies:
Crime it = β 0 + β 1 Detection it-1 + β 2 Unemployment it-1 + β 3 Earnings it-1 + β 4 Inequality it-1 + β 5 Proportion of young people it-1 + ε it (1) where i represents the cross-sectional unit of observation, t represents time and ε it is the error term. The explanatory variables are taken with one period lags to allow some time before they can have an effect on crime. While we believe that this lagged specification and not a contemporaneous relation is the appropriate specification, it also makes the explanatory factors pre-determined thus reducing potential endogeneity problems arising from reverse causality. In a contemporaneous specification crime in an area could influence, for instance, the detection rate but it is less likely that crime will significantly affect the past detection rate. Further, as a robustness check a specification with higher order lags are also used which produces similar results.
Previous studies have used least squares regression methods to estimate the above relationship which amounts to estimating the conditional mean of crime rate. However we are interested in studying the entire conditional distribution of crime rate. Therefore we employ the quantile regression method (Koenker, 2005) which is a widely used estimation technique when it comes to examining the impact of explanatory variables at different points of the distribution of the dependent variable. Following Koenker (2005), we can write the quantile regression as:
Crime it = X it-1 β θ + ε θit and Quant(Crime it | X it-1 ) = X it-1 β θ where X it-1 is a vector of the explanatory variables (with one period lags) as specified in equation (1), β θ is a vector of the parameters and Quant(Crime it | X it-1 ) is the θ th quantile of Crime it given X it-1 . The coefficients of the θ th quantile are estimated by solving the following as a linear programming problem:
where ρ θ (.) is a check function defined as ρ θ (ε) = θε if ε ≥ 0, and ρ θ (ε) = (θ-1)ε if ε < 0. In case of the median (θ = 0.50), the estimation amounts to minimizing the sum of equally weighted (absolute) deviations from the median whereas in case of all other quantiles, the deviations are asymmetrically weighted. For instance in case of the 25th quantile (θ = 0.25), the positive residuals carry less weight (0.25 weight) than the negative residuals (0.75 weight) so that 75% of the observations lie above the fitted regression line and 25% lie below. Other than allowing us to study the marginal effects across the distribution (which becomes important if the tail behaviour is different from the mean especially in the presence of heteroscedasticity) the quantile regression is also robust to the presence of outliers. We report detailed results from quantile regressions for the 25th, 50th and 75th quantiles, i.e. for θ = 0.25, 0.50 and 0.75 and graphically show the coefficients for a higher number of quantiles. Once the coefficients are estimated, standard errors are generated by 250 bootstrap replications to avoid imposing distributional assumptions which is also one of the advantages of estimating a quantile regression.
We include individual year dummies to account for year effects as well as 9 regional dummies to capture unobserved regional heterogeneity. 2 All the variables except dummies are taken in logarithms.
We employ data for 43 Police Force Areas (PFAs) in England and Wales for the period 1992-2007. 3 We consider crime rate (number of offences per 1000 population) for three types of property crime, burglary, theft and handling, fraud and forgery; and three types of violent crime, violence against the person, robbery and sexual offences. The data are available at the PFA level from the Home office publications Criminal Statistics and Crime in England and Wales.
A host of independent variables are included in the analyses as proxies for the benefits and costs of committing crimes. These include earnings, unemployment rate, detection rate, inequality and proportion of young people in the population.
Unemployment rate is defined as the ratio of the number of unemployment benefits claimants to the number of people in the workforce. The data source is Nomis, the official labour market statistics of the Office for National Statistics. As in the case of earnings, the data is aggregated at the PFA level from the local authority level.
Earnings are measured by the deflated average weekly earnings for all industries. The data on weekly earnings are available at the local authority level from Annual Survey of Hours and Earnings provided by the Office for National Statistics. Earnings are then aggregated at the PFA level from the local authority level by mapping the geographical boundaries covered by local authorities and the PFAs.
Detection rate is measured by the proportion of recorded offences that have been "cleared up". The "cleared up" offences refer to those cases in which the offenders have been identified and given a caution, fined or charged by the police. Therefore, the detection rate is included in the analyses as proxy for the probability of apprehension. Like the crime rate data, the detection rates at PFA level are obtained from Table 1 shows some basic features of the data. Among the crime rates, property crimes seem to be more frequent than the violent crimes with the highest average rate shown by theft and handling followed by burglary. Among violent crimes, violence against the person has the highest average rate. Interestingly the average detection rates seem to be higher for most violent crimes than the property crimes. Interestingly the average detection rates seem to be higher for most violent crimes than the property crimes. The tests of normality show that all the crime rates are non-normal which supports our choice of quantile regression to study the entire distributions instead of relying on the means
RESULTS
The detailed results from regressing crime rates for the six crime types on the different explanatory factors are reported in tables 2a (for property crimes) and 3a (for violent crimes) for the three quartiles (the 25 th quantile i.e. q25, the 50 th quantile or median i.e. q50 and the 75 th quantile i.e. q75) while figures 1-5 plot the magnitudes of the coefficients of the explanatory variables across deciles (i.e. q10 to q90). Tests of equality of coefficients from the q25 and q75 are presented in tables 2b (for property crimes) and 3b (for violent crimes).
The impact of unemployment on crime is positive for every crime category as seen in tables 2a and 3a, with its impact being strongest in high crime areas. For example, a 1% increase in unemployment increases theft and handling by 0.28% in the low crime regions but by 0.46% in the high crime regions. Similarly, a 1% increase in unemployment increases robbery by 0.46% in the low crime regions but by 0.72% in high crime regions. However the coefficients in the higher quantiles are significantly different from the coefficients in the lower quantiles only for theft and handling and robbery (see tables 2b and 3b).
Moving on to the role of earnings, table 2a shows that the coefficient of earnings is positive and statistically significant for all types of property crime but the effect is stronger for higher quantiles than for lower quantiles. Table 2b shows that the coefficients in the higher quantiles (q75) are significantly different from the coefficients in the lower quantiles (q25) for theft and handling and fraud and forgery but not for burglary. Table 3a shows similar results i.e. the impact of earnings is positive and increasing as we move from lower to higher quantiles. In this case the coefficients of earnings in the higher quantiles are significantly different from the coefficients in the lower quantiles for all the three types of violent crime (see table 3b ). Overall the results seem to indicate that crime rates are higher in more prosperous areas and the marginal effect of an increase in earnings is stronger in the high crime areas than in low crime areas. This suggests that in a high crime area, criminals find it easier to commit crime and therefore the effect of an increase in crime opportunity (following an increase in earnings) is strongest in those areas. To illustrate a 1% increase in earnings increases theft and handling by 0.87% in low crime areas but the impact is over four times stronger in high crime areas with the commensurate increase in crime rate being 3.46%.
The above findings seem to suggest that a deterioration of economic conditions may work in opposite directions i.e. lower earnings may reduce crime while higher unemployment may increase crime. The opposing effects of earnings and unemployment give rise to a possible explanation for why crime actually fell during the current recession. While income levels fell reducing the opportunities for crime, it is less likely that the laid off office workers (who were typically impacted by the recession as evidenced by fall in inequality during the recession) would take to crime. Therefore the crime reducing effect of lower earnings may have been stronger than the crime increasing effect of unemployment, particularly in high crime areas where these effects are the strongest.
The coefficient of detection rate is negative and significant across all quantiles (with the exception of violence against the person where the coefficient is significant only in the median regression) but the absolute value of the coefficients is highest in low crime areas. This implies that the marginal effect of 'clearing up' is stronger in low crime areas. For example, a 1 % increase in detection lowers theft and handling by 0.54% in low crime areas and this is about four times stronger that its impact in high crime areas where the drop is only 0.13%. However the coefficients are significantly different across the lower and upper quantiles for three of the six types of crime viz. Theft and handling, fraud and forgery and sexual offences. Further, detection and crime are inversely related for 5 out of 6 crime categories. Thus, there are high detection low crime and low detection high crime area suggesting the presence of multiple equilibria. The idea is that if people believe that the probability of detection is low they are more likely to commit crime which leads to high crime justifying the expectations while the converse holds in low crime areas. 5 Hence, anticipated increases in detection (because of increased police efficiency for example or improvements in detection technology) should lower crime.
The relationship between inequality and crime is somewhat more complicated. The impact of inequality on crime is significant (except for fraud and forgery and robbery) but changes signs as we move from lower to higher quantiles. The role of inequality in increasing crime is strongest in the lower quantiles while surprisingly (with the exception of fraud and forgery), increasing inequality actually lowers crime in the higher quantiles. We hypothesize that if income inequality increases in high crime areas, potential victims might be taking more anticipatory precautions. This may lead to lower crime in spite of rising inequalities in the high crime areas.
Young people are positively associated with increases in four types of crime viz. Burglary, theft and handling, violence against the person and robbery but the impact does not vary monotonically across quantiles. Also, the coefficients are not significantly different for low and high crime areas in the case of burglary and robbery. Figures 1-5 show the magnitude of coefficients of the main explanatory variables across finer points in the crime rate distributions. The behaviour of the coefficients across the deciles are consistent with the reported detailed results for quartiles and clearly show that the effects are far from uniform across the distributions as would be the case if a linear regression approach were followed.
CONCLUSION
Our quantile regression approach allows us to identify how the relationship between crime and various law enforcement and socio economic factors varies with the level of crime. Instead of a 'one size fits all' approach, the quantile approach enables us to study the determinants of crime across different points of the distribution of crime rate. It suggests that policing is most effective in low crime areas. The varying effect of detection is perhaps not so surprising; crime in some areas may be high precisely because people are less responsive to the fear of being caught. This might well be because of what people loosely call a 'culture of crime'. In a high crime area being apprehended may not carry the same stigma as in a low crime area and thus the deterrent effect of detection is lower 6 . There might also be multiple equilibria as suggested earlier. Wage increases are associated with higher crime with the effect being most marked in high crime areas. This suggests that the short run impact of wage changes may not only increase crime, it will do so most strongly in high crime areas.
Further, unemployment is positively associated with crime but its impact is highest in high crime areas. Thus, employment opportunities in crime prone areas have an especially ameliorating impact on crime suggesting the need for focussing on employment expansion policies in high crime regions. There is suggestive evidence that workfare programmes are very effective at tackling crime in Denmark (see Fallese, Geerdsen, Imai and Tranaes, 2010 and the discussion in the Civitas blog http://www.civitas.org.uk/wordpress/2011/01/11/unemployment-workfare-andcrime/ ). This may well be a policy to break the cycle of unemployment and crime that may be affecting high crime areas. The impact of wage inequality on crime also varies significantly across quantiles and in fact at higher quantiles can even decrease crime. We have offered one explanation for this in terms of increased victim precaution but the impact of inequality on crime deserves more investigation.
The combined effect of opposing factors may well explain why crime and recession do not have a clear relationship. In high crime but prosperous areas wages decline during a recession thereby lowering crime possibly because there are less opportunities for crime. Our quantile regression results suggest that this 'diminishing opportunities' effect would indeed be stronger in the high crime areas. Further, the typical residents in such high wage areas who are affected by the recession are unlikely to switch to crime when they become unemployed i.e. the typical laid off office worker is unlikely to take to, say, burglaries. 7 While there are countervailing effects in that higher unemployment increases crime, it may still not be strong enough to offset the fact that lowered wages reduce opportunities for crime. Hence, understanding the opposing forces at work across different crime regions enables us to reconcile the paradox of rising unemployment and falling crime even when the impact of increased unemployment holding wage constant increases crime. 8 Thus, more research on decomposing the way different regions are affected by crime will greatly enhance our understanding of the determinants of crime. Trickett et. al. (1995) analyze regional differences in crime pattern and Tseloni and Pease (2005) focus on inequalities in the distribution of people who become victims of crime. Looking at how the distribution of incidence of crime changed with the distribution of policing and socio economic factors across regions over time suggests a fruitful area of future research. 
