A no-reference objective sharpness metric detecting both blur and noise is proposed in this paper. This metric is based on the local gradients of the image and does not require any edge detection. Its value drops either when the test image becomes blurred or corrupted by random noise. It can be thought of as an indicator of the signal to noise ratio of the image. Experiments using synthetic, natural, and compressed images are presented to demonstrate the effectiveness and robustness of this metric. Its statistical properties are also provided.
INTRODUCTION
based on the singular value decomposition of the local image gradient matrix. We first introduce the gradient matrix and its largest singular value 81 for various types of local image regions, and characterize the behavior of 81 in the presence of blur and noise. Then we give the definition of our sharpness metric H. Several experiments are provided to highlight the performance of the metric. Conclusions and further research directions based on metric H are provided in the final section.
SINGULAR VALUES OF THE IMAGE GRADIENT MATRIX
Image structure can be measured effectively by using the differences in pixels (or image gradients). Consider an image of interest g(x, y). The gradient matrix of a region within an N x N local analysis window (Wi) is defined as:
where [gx (k), gy (k)] denote the gradient ofthe image at point (Xk'Yk)' The corresponding gradient covariance matrix is where both U and V are orthonormal matrices. The column vector VI represents the dominant orientation ofthe local gradient field. Correspondingly, the second singular vector V2 (which is orthogonal to VI) will describe the dominant orientation of this patch. The singular values 81 2: 82 2: 0 represent the energy in the directions VI and V2, respectively.
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EkEWi g;(k) ( 2) Not surprisingly, some interesting information about the content of the image patch ui; can be derived from the gradient matrix G or the gradient covariance matrix C. One example is to calculate the local dominant orientation by computing the (compact) Singular Value Decomposition (SVD) ofG [8] (1) A no-reference image quality metric can play a significant role in image processing, as it can be used in many applications such as algorithm performance analysis, algorithm parameter optimization, video compression and communication.
Various methods focusing on sharpness or blur measurement have been proposed. Some of them are based on pixel derivatives [1] , kurtosis [2] , and DCT coefficients [3] , and a large group of metrics analyze the spread of the edges in an image [4] , [5] . Although these metrics are often applied to assess the image quality, most neglect the effects from other possible degradation sources, such as random noise.
Some sharpness metrics perform well in detecting blur in the presence of white Gaussian noise (WGN) [6] , [7] ; an example is the Riemannian tensor based metric [6] , whose value drops when the image is increasingly more blurred. However, the value of this measure rises if the variance of noise is increased, which means that it can not be used to distinguish image quality decay against high frequency behavior due to noise.
In this paper we propose a new sharpness metric that can quantify the amount of both blur and random noise. The value of this metric drops either when image becomes blurred or noisy, so that it can be used to capture the change of visual quality in many image processing applications. The metric is 978-1-4244-4370-3/09/$25.00 ©2009 IEEE where (xc,Yc) is the center point. The singular values of its gradient matrix are: where
The above quantities can equivalently be measured using the eigenvectors of C, because
As we will describe below, since the singular values reflect the strength of the gradients along dominant direction and its perpendicular direction, they are sensitive to blurring, and therefore, may be used to define a sharpness metric. Before we proceed with the definition of our sharpness metric, we analyze the behavior of 8 1 and 82 on several types of idealized patches. They include flat, linear, quadratic, and edged patches (shown in Fig. I ).
In the flat case, all points within the N x N patch share a common intensity value:
where Ro is the (orthonormal) rotation matrix: Therefore, the SVD of Go becomes:
Here 81 and 82 reflect the value of al and a2, which determine the slope at each point, and thus determine the sharpness of the region . Another type of image region that is very sensitive to blurring is the ideal edged patch. Again, in the interest of convenience we just look at an ideal vertical edge: In what follows, we will apply a space invariant Gaussian blur function iteratively to the canonical regions shown in Fig. I , and observe how the singular values behave. In this sense, the flat region can be thought of as the "final" result as the number of iterations (or equivalently the strength of the blur) is made arbitrarily large.
In the linear patch, the gray value of each point can be modeled as:
where a decides the slope , 0 decides the orientation, and b is the bias. It can be deduced that 81 It is observed through the above analysis that the singular value 81 is quite intimately related with the sharpness of the local region. This is valid not only in regions with strong direction and contrast (edged patch), but also in regions which may be isotropic (quadratic patch, where a l = a2), or very smooth (linear patch).
To verify the usefulness of 81 in the presence of blur, we applied a Gaussian blur (of size 5 x 5 and variance 0.25) iteratively to the above patch types and recorded the resulting 81 values, which are shown in Fig. 2 . The size of the patches is (7) 81 = aN 82 = 0 Both 81 and 82 are independent from the orientation, and 81 is proportional to the slope given a fixed patch size, while 82 remains at zero.
For the sake of simplicity, the quadratic patch is modeled
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where the first entry can be deduced as:
value of G n is:
and the expected gradient covariance matrix becomes:
and similarly we have:
The value of the trace tr(D D T) depends upon the specific fiIter used in (18) . It can be shown that if we choose (16) or (17), the expected C n will have the form: In practice the statistics of G n depend upon the way we calculate the discrete derivatives. For example, the gradient ofn in x and y directions can be produced by applying the filters:
where~=~if we use fiIters (16) , and for fiIters in (17) c _ 3
'
Now consider how the value of 81 changes when a clean image g is corrupted by the noise image denoted by n. The gradient matrix of the noisy image g would become:
(23)
Since G is deterministic, the expected C would have the form: " r. t. . .
Before describing further experimental results, we pause to note that when noise is present, H is of course a random var iable . If the variance of the noise is assumed to be given, then a particular measured value of H can be used to decide how much "true content" the image contains as compared to noise. Sa id another way, H can be thought of as a rough indicator of the signal to noise ratio. In order for this concept to be useful, it is necessary to know the actual statistical distribution of H . Unfortunately, this distribution is in general quite complicated. But happily, it can be derived in closed form when the image is pure WGN (or approximately when the noise is overwhelming the signa\). This is still useful as a baseline value for the statistic H. More specifically, based on results from [9] we can derive this density as : Fig. 4 . The probability density function of sharpness metric H for white Gaussian noise. (a) Density functions with different window size N, where (7 = 1/v'2, E = 0 (b) Density functio ns wit h different sta ndard deviation (7, where N = 9
and E = o. The patch size N = 7.
The above analysis demonstrates that 81 itself cannot be used directly as a sharpness metric in the presence of both noise and blur. To alleviate this problem, we define the sharpness metric H as follows : where E is a fixed, small positive constant'. Here we assume that the noise variance (72 is known, or at least can be estimated. For a fixed (72, the behavior of H is basically the same as 81 . As (72 rises, however, the value of H drops to zero, as desired. Monte-Carlo simulations are carried out to examine the behavior of H in different image patc hes . We add a realization of WGN with (7 ranging from 0.1 to 0.8 to the test patch, and calculate the metric H . For each (7, this process is repeated with 100 independent noise realizations to get the average sharpness metric. E is set to be 5 x 10-4 , and the true standard deviation (7 is used in calculating H . The plots are illustrated in Fig . 3 , which shows that the sharpness metric H is decreasing as the variance of noise rises. In Section 4 we present experimental validation of H using more general natural images with noise, blur, and compression artifacts.
1We note that S1 = S 1 and H = 7-if no noise is present.
where (29) Plots of this density with different window sizes and different noise variances are shown in FigA. (Due to lack of space, we do not describe the detailed derivation in this paper.)
EXPERIMENTS
In this section we illustrate further experimental results for the proposed no-reference sharpness metric H. The experimental measurement strategy we take is the same for all the experiments. Namely, the image is first divided into M nonoverlapping blocks, and then Hi is calculated for each block In calculating local H , the window size N = 16 and E = 1. i . Finally we use the average H =~Z=~l Hi as the metric for the whole image . It is worth mentioning that in practice, when calculating H i, if the standard deviation of noise is not known, it too can be estimated using a variety of methods. In the experiments here we employ the median absolute deviation (MAD) method [10] to measure the standard deviation a of Gaussian noise globally, and assume that this value is unchanged through all the blocks. Next, we keep the blur kernel fixed and increase the variance of WGN. Results are shown in Fig. 6 . It is observed that both blur and noise decrease the value of the proposed sharpn ess H , as desired.
in a similar fashion. This may indicate that the no-reference metric H is also able to capture the visual quality of the images in the presence of compression artifacts. In addition, it is observed that the metric H has a larger range of values , compared with SSIM (which basically computes the fidelity, and is always between 0 and 1). This is because H indicates the signal to noise ratio as we described before. Images with more detail will get higher value in H. By looking at the estimated H of different test images at the same bit rate, we can see that the value for the Buildings image, which is more detail ed, is higher than Lighthouse; and Monarch, whose background is blurry, is always the smallest.
JPEG2000 experiments 5. CONCLUSION
As an extension of the application of our metric H, here we use it to compute the quality of JPEG2000 compressed images from the LIVE database [11] . The specific images used are shown in Fig. 7 . H is calculated from the luminance channel of the images. All the parameters for H are the same as in Section 4.1 above, and we assume no random noise is involved. The recently introduced and popularized image quality metric SSIM [12] is also calculated for comparison.
From the results shown in Fig. 8 , it can be seen that the rate distortion curves using H (or say H across the whole image) and SSIM as the distortion metric respectively behave 2The value of € is higher compared with the experiments before, because the pixel intens ity range here is [0, 255] .
In this paper, we proposed a no-reference sharpness metric H based on image gradients. Experiments show that it can quantify the amount of both blur and random noise, and thus, can capture the change of visual quality in many image processing applications.
As described in Section 3, the metric H actually serves as an indicator of the signal to noise ratio. However, it requires a prior estimation of noise variance. Further study is already under way to devise an image content metric based on an extension of H, which does not need any prior knowledge, and can be utilized in solving the parameter optimization problem for image restoration algorithms, such as denoising [13] . 
