Several tools have been developed to perform rapid simulations of the relevant physics of an expansion tunnel facility in preparation for the operation of the LENS-XX tunnel. These tools have been assembled to provide multiple mechanisms to analyze the performance of the facility. Two algorithms have been employed in this effort to provide nearly instantaneous computations of the freestream state of the test gas -a characteristics based code and a quasi one-dimensional, unsteady code. These two codes have been modified to include thermal and chemical excitation that has been shown to be essential for this type of simulation. In addition, full unsteady Navier-Stokes simulations have been performed to study viscous effects in the facility and two-dimensional behavior to contrast the simplified algorithms. These codes are currently undergoing validation with available data from the facility to anchor the numerical codes and to assess and understand the experimental data. 
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I. Introduction
CCURATE duplication of the flight of vehicles at hypersonic speeds for research, propulsion, cruise, strike, or reentry applications requires well-characterized ground test facilities to mitigate the risk of expensive flight tests and the danger to scientific payloads or human passengers. CUBRC has spent the past decade working to validate the operation of the LENS reflected shock tunnel facilities through detailed comparisons with state-of-theart numerical predictions for a range of test article shapes and relevant physical phenomena. Through this process, 1 Senior Research Scientist; Senior Member AIAA; maclean@cubrc.org. 2 Research Scientist; Member AIAA; dufrene@cubrc.org. 3 Research Scientist; Senior Member AIAA; wadhams@cubrc.org. 4 Vice President of Hypersonics; Fellow AIAA; holden@cubrc.org.
A both the experimental facilities and the CFD codes/algorithms have been simultaneously validated and the capabilities to design vehicles using experimental and computational methods have been advanced significantly.
At the same time, we have recognized the need to more accurately duplicate the environment of very high velocity flight. The need to better understand the physical processes that dominate hypersonic environments requires innovation in the area of ground test facilities and their capabilities. Although reflected shock tunnels offer capabilities to study the performance of vehicles with large Reynolds numbers under duplicated velocity conditions, the chemical and thermodynamic excitation that occurs in the reservoir and which remains frozen in the freestream at velocities of 4 km/s and above (particularly at very low unit Reynolds numbers) makes understanding the measured data significantly more difficult. In response to this need, we have designed and built a large-scale expansion tunnel facility LENS-XX where the freestream test gas is never stagnated prior to flowing over the model. Because kinetic energy is added directly to the gas, the freestream flow is thermochemically quiescent as it is in free-flight. This facility allows us to better duplicate the physics of higher energy flows from 10 MJ/kg up to 100 MJ/kg for reentry applications and compliments the capabilities of the reflected shock tunnels which best targets conditions at 10 MJ/kg and lower.
In this work, we begin the process of validation for this new type of facility, beginning with determining freestream conditions, test times, and basic flowfield comparisons just as has been done with the reflected shock tunnels. This process has utilized lessons learned from the reflected shock tunnel experience to describe the thermochemical modeling of the gas in the most efficient manner. The computation of the conditions in the expansion tunnel facility has been analyzed with emphasis on developing and validating tools that offer the best balance between accuracy and speed such that the rapid analysis of the experimental measurements we have provided in the past is maintained in this facility. The results of this process will be an expansion tunnel facility that has undergone the necessary scrutiny and validation to become the world's first large-scale, production expansion tunnel facility to study the problem of planetary reentry.
II. Experimental Facility Background
Currently, CUBRC operates the 48" reflected shock tunnel, the LENS-I and LENS-II reflected shock tunnels 1 , and the LENS-XX expansion tunnel 2 . The reflected shock tunnel uses shocks to heat and pressurize a stagnant test gas to high enthalpy levels. This test gas may then be expanded through a convergingdiverging nozzle in a manner similar to a blowdown facility to produce a hypervelocity test flow. Expansion tunnels like LENS-XX also operate as short duration facilities, but an expansion tunnel produces a high enthalpy flow without the need to first stagnate the test gas. In an expansion tunnel, the bulk of the test gas energy is added through an unsteady expansion in the acceleration segment of the tunnel to produce a low static temperature, high velocity test gas which is then isentropically expanded in a diverging nozzle to achieve a high enthalpy test flow at a thermodynamic state like that of a flight condition. The result is a freestream flow that is free of frozen, dissociated chemical contamination that can occur reflected shock facilities at enthalpies exceeding 10 MJ/kg. While the useable test times from an expansion tunnel are generally shorter than those from a reflected shock tunnel, the clean, very high enthalpy flows that an expansion tunnel can generate provides a unique testing capability. A notional range of velocity and altitude duplication capabilities for all the LENS facilities is given using air test gas in Fig. 1 .
The LENS reflected shock-tunnel facilities were developed primarily to study the full-scale, hypervelocity flow physics of interceptors and air-breathing engine configurations. The scale and flow duplication capabilities of LENS are such that these vehicles can be studied at their full scale, inclusive of effects such as transition to turbulence, turbulent mixing from cross-flow jets and thrusters, duplicated flow chemistry and other effects that are difficult or impossible to simulate at cold-flow or sub-scale conditions. Besides aerothermal measurements, extensive studies in this facility have been made using non-intrusive diagnostics such as aero-optic and aero-acoustic measurements, including recent work with tunable laser-diode diagnostics 3 . The capabilities of LENS-I duplicate the flight conditions of interceptors and scramjet engines from Mach 7 to 15 (with Reynolds number matching to , while the LENS-II facility complements it in such a way that this capability is seamlessly extended down to Mach 3.5 at sea level density. The LENS-XX expansion tunnel facility duplicates the flight conditions of very high-speed vehicles traveling from Mach 10 to 30+.
III. Overview of Expansion Tunnel
The expansion tunnel works very differently than a reflected shock tunnel facility. Reflected shock tunnels operate by driving strong incident and reflected shocks through the test gas which results in a high pressure, high temperature, stagnant reservoir which can be expanded through a converging-diverging nozzle like a blowdown facility. Expansion tunnels do not stagnate the test gas at any time before it flows over the test article. Instead, the test gas is set into motion by a single shock of only weak to moderate strength, and the bulk of the energy in the flow is added to kinetic energy directly by using an unsteady acceleration to increase the velocity. A wave diagram of the basic states of the expansion tunnel is given in Fig 2. In this figure, position is plotted schematically along the horizontal axis and time is plotted qualitatively along the vertical axis. The three test chambers are filled to different pressures and initially separated by diaphragms, where the primary diaphragm between the driver and test gas sections is broken at a time designated as zero. The waves in the diagram are shocks (red), contact surfaces (dotted green) or isentropic expansion fans (blue), where the thermodynamic state and/or composition of the gases change across any of the waves. Important thermodynamic states of the gases are numbered and the label is colored by the gas composition.
The driver gas (state 4) is a very high pressure, heated, low molecular weight gas (typically hydrogen or helium) that causes a primary shock of moderate strength to move through the test gas when the primary diaphragm is broken. This shock raises the pressure in the test gas just sufficiently to break the secondary diaphragm and causes an initial velocity toward the right in the schematic (state 2). The peak temperature of the test gas during the entire excitation process occurs at state 2, which is typically on the order of 2,000 -3,000 K or approximately an order of magnitude lower than a comparable freestream condition in a reflected shock tunnel. The moving test gas then accelerates into a much lower pressure acceleration segment that is typically at nearly vacuum (state 10). This causes the test gas to cool and accelerate to very high velocities, given by state 5. This is the freestream state of the test gas at the end of the tube. The freestream velocity obtained is primarily dependent on the molecular weight of the driver gas, the pressure of the driver gas, and the vacuum level of the acceleration segment. Test time available for testing begins at the contact surface between states 20 and 5 and lasts until either the tail of the left-running expansion between states 2 and 5 reaches the test station or until the reflected head of the same wave reaches the test station 5 . The freestream state of the gas typically has a translational temperature near 300K with a very high velocity. The relative strengths of the primary shock (state 1 to state 2) and the unsteady expansion (state 2 to state 5) can be utilized to generate different Mach numbers and test conditions for a given total pressure ratio (P 4 /P 10 ) which provides a significant degree of flexibility for the facility.
IV. Determination of Freestream State with a Characteristics Based Approach
As a first mechanism to determine the freestream state of the test gas, a characteristics based solution algorithm has been created to compute the flow properties based on measured and inferred parameters. This code follows closely the algorithm developed by Miller 8 for the original Langley expansion tube 9 , and has been named the CUBRC High Enthalpy Expansion Tunnel Analysis (CHEETAh) code. The goal of the development of this code was to create a numerical tool that is robust and provides instant freestream state definitions but still retains enough of the physics of the expansion tunnel process to be meaningful. The states labeled in Fig 2 are computed as functions of a primary wave system consisting of states 1, 2, 3, and 4 and a secondary wave system consisting of The system is solved iteratively including the possibilities for frozen or equilibrium chemistry and frozen or equilibrium thermodynamic behavior in each state zone. In the case of the primary system, the code allows for either a measured driver pressure (P 4 ) or a measured primary shock speed (W P ) to be specified, but not both. In the case of the secondary system, the code allows for either the acceleration tube pressure (P 10 ) or a secondary shock speed (W S ) to be specified, but not both.
Both the primary wave system and the secondary wave system are defined by the jump conditions across a normal shock for mass, momentum, and energy, given by Eqns (1-3), the integration relationship across an upstream facing unsteady expansion wave given in Eqn (4), and an equation of state (discussed further below). The case where the primary shock speed is known is the simplest case because the post-shock State 2 is completely known from initial conditions and Wp. The effective driver pressure may be computed by integrating Eqn (4) in reverse back to zero velocity for isentropic flow. For cases where the shock speed is known or the downstream pressure or the secondary system is unknown, the system is fully coupled and must be solved iteratively. However, perfect gas relations may be used to compute reasonable initial guesses for a robust numerical solver.
The code employs a "black-box" routine to compute the equilibrium composition of an arbitrary set of species for any state given any two thermodynamic variables, where the most common pairings are (P, T), (P, !), (T, !), (P, s), or (P, h). Gibbs or Helmholtz free energy is minimized as outlined below. Additionally, individual species thermodynamic energies are computed assuming fully excited translational and rotational modes (with one exception detailed below), a simple-harmonic oscillator vibrational model for diatomic and triatomic species, and electronic energy modes collected from a database of published sources. This routine forms the equation of state when equilibrium chemistry is selected as a model.
A. Computation of Equilibrium Chemistry Composition
The computation of the equilibrium composition of any gas mixture as a function of two thermodynamic state variables is performed using the free-energy minimization technique of Gordon and McBride 10 . This is the same technique that is utilized in the CEA code. Their technique casts the composition of the system in terms of molemass ratio and employs the natural log of all variables in the system, which ensures very robust convergence.
The Gibbs system for specified (P, T) consists of a Gibbs energy equation for each species, given in Eqn (5),
a total mass equation, given in Eqn (6),
and one or more elemental conservation constraints enforced using LaGrange multipliers given in Eqn (7) .
The system given in Eqns (5), (6) , and (7) is iterated to convergence using Newton iteration for the variable set [ ln(" 1-NS ), ln("), # 1-NE ]. An additional variable, ln(T), is added for systems where the temperature is not a specified constant. The system is quite robust and converges rapidly, usually in 20 -30 iterations. Convergence is slower at low temperatures and pressures, but application of numerical limiting as described by Gordon and McBride has produced robust convergence at all conditions and chemical systems studied.
Data to compute the Gibbs energy at standard state is also obtained from the extensive set of tables provided by McBride, et al 19 . The tabulated data are smoothly varying functions of temperature, typically in the range of 200 -20,000 K. A constant specific heat is assumed outside this range to preserve solver continuity and avoid any convergence errors or erratic behavior during the early iterations.
Finally, with a converged system, secondary parameters such as equilibrium sound speed, specific heat ratio, derivatives with respect to temperature, pressure, and other thermodynamic variables can be obtained by differentiating Eqns (5), (6), and (7) and solving the system one final time. The equilibrium sound speed is utilized within the unsteady expansion relation in Eqn (4) for the primary and secondary systems to compute the properties through the expansion waves.
B. Modeling of Rotational Excitation of Hydrogen Gas
The LENS-XX facility is somewhat unique among the few expansion tunnels in the world because it employs warm hydrogen as a primary driver gas. Other facilities use an arc heater 11 , a combustor driver 7 , a piston driver 12 , or are restricted to low to moderate energy flows with a helium driver 5 . Hydrogen offers several advantages. It acts as an ideal piston without the inertial tailoring or heating issues associated with physical pistons. Also, because the driver gas cools from its initial state, there is no extraneous radiation emitted which might influence spectroscopy or other sensitive non-intrusive diagnostic measurements. However, it was discovered during the development of this code that there is an effect unique to hydrogen, which must be considered in modeling the dynamics of the flow.
The hydrogen driver, which is typically heated by only a few hundred degrees above room temperature prior to firing, cools dramatically through the expansion process in the primary system. At very large pressure ratios designed to produce very high-energy test flows, this expansion can be quite strong and cools the hydrogen gas nearly to its condensation point around 20K. Although, most often, cold diatomic gases are considered to be ideal with fully excited translational and rotational modes (resulting in a constant specific heat ratio of 1.40), hydrogen is special in that it's characteristic rotational temperature is very high, about 85K. Therefore, through most of the expansion process occurring in the facility, the rotational energy component of hydrogen cannot be considered to be fully excited.
The situation was found to be even more complex because the nuclei of diatomic hydrogen are fermions, which must be described by antisymmetric, total wave functions 17 . Molecules with even, symmetric rotation states must have odd, antiparallel spin states to meet this requirement and are referred to as parahydrogen molecules (a singlet state). Molecules with odd, asymmetric rotational states must have even, parallel spin states and are referred to as ortho-hydrogen molecules (a triplet state). These two types of hydrogen molecules are so fundamentally different that they may be thought of as a mixture of two different gases. Because the state transition from one type to the other must occur with simultaneous rotational and spin transitions (a very low probability in the absence of a third body), pure hydrogen gas is very slow to rotationally equilibrate to a new temperature when the gas is heated or cooled. At room temperature and above, the ratio of ortho-to para-is approximately 3:1 (a reflection of the degeneracy of the two states), but at (1) the ideal value for a diatomic gas (rotation fullyexcited), (2) the trend for a generic diatomic gas with the finite characteristic rotational temperature of 85K, (3) the trend assuming an equilibrium distribution of ortho-and para-states at the given temperature, and (4) a trend assuming that the ratio of ortho-and para-forms is frozen at the room temperature composition. Since the expansion process occurs over a millisecond time-scale, the frozen approximation seems to be the most realistic for this situation.
The modeling of hydrogen at these cold temperatures is significant because the integration of the isentropic expansion process through the temperature range is a function of the shape of the curve of specific heat. This is evident by reviewing Eqn (4) for the unsteady expansion of the hydrogen driver gas and noting that dh in the integral is directly related to C P . The equilibrium speed of sound is also a ratio of specific heats of the gas as it is cooling.
The amount of expansion required to produce a test condition of a given enthalpy (velocity) level can vary somewhat depending on the relative strength of the primary shock versus the secondary test gas expansion, but a nominal set of computations has been performed for a series of velocity increments to show the temperature that the hydrogen cools off to through the expansion in Fig 5. As can be observed, at even moderate enthalpy conditions, the hydrogen has cooled to the point at which the approximation of a fully-excited rotational diatomic can no longer be justified, and at extreme conditions, the temperature is severe and near the condensation point.
C. Modeling of Non-ideal Gas Behavior at High Pressure
Large densities are often present in the driver gas because of the high pressure and relatively low temperatures, so the ideal gas law does not strictly apply. Instead, we have used the excluded volume correction of Lordi and Mates 15 to account for these dense states. In the excluded volume approach, the ideal gas law is modified to exclude the volume occupied by the gas molecules at high density. This relation is given in Eqn (8) . (8) Here, the constant b 0M , called the co-volume, is a term involving the effective molecular diameter of the gas. One can see that for small to moderate densities, the ideal gas law is approximately returned, while the excluded volume effect becomes significant only for large densities. The enthalpy, entropy, and speed of sound of the gas are also modified accordingly by the excluded volume equation. This same approach has also been implemented by Candler 14 to account for the similarly high densities present in the reservoir region of the reflected shock tunnels, and the correction seems to bring the predictions more in line with measured Pitot profiles and static pressure measurements in the freestream. 
. Rotational Specific Heat of Diatomic Hydrogen at Low Temperatures
Effective Molecular diameters for all the gases employed in the expansion tunnel are obtained from the tabulated data by Svehla 16 . This effect is only significant for the undisturbed driver state 4, which is almost always hydrogen or helium. However, for driver pressures at or near 70 MPa (10,000 psia), the effect of the non-ideal gas correction to the equation of state can be considerable. A series of solutions was computed with the code by specifying values of driver pressure and computing the primary and secondary shock speeds. The results with and without the non-ideal equation of state is shown in Fig 6. Increasing the driver pressure increases, among other things, the unit Reynolds number of the freestream state 5.
However, as Fig 6 shows, the unit Reynolds number obtained is dramatically under-predicted if the non-ideal gas correction is neglected.
D. Comparison of Calorically Perfect to Mixtures in Thermal and Chemical Equilibrium
Finally, the comparison of a series of cases for simulations assuming calorically perfect gas behavior (frozen gas composition and neglecting vibrational and electronic excitation) to cases with full chemical and thermal equilibrium is considered. The most apparent differences occur in the gases downstream of the primary and incident shock where chemical dissociation and thermodynamic excitation absorb significant amounts of energy and result in much lower temperatures than the perfect gas predictions. This is shown in Fig 7(a) , which plots the post secondary shock temperature T 20 for a range of total (driver to acceleration) pressure ratios.
The differences between assuming frozen or equilibrium excitation also can have a significant effect on the unsteady (isentropic) expansion process at enthalpy levels high enough that vibrational or chemical reactivity of the expanding gas occurs. This effect is shown in Fig 7(b) , which plots the differences in freestream velocity for a range of total facility pressure ratios.
At the extreme The difference between frozen and equilibrium gases is also apparent in determining the ratio of pressures required in the three sections of the facility that are required to maximize the test time. This is plotted in Fig 8, which plots the total facility pressure ratio P 4 /P 10 against the driver to test gas pressure ratio P 4 /P 1 . The functional dependence between these quantities is a quantitative metric of the amount of energy addition by shock heating compared to the amount of energy addition by unsteady expansion. At high enthalpy levels, the P 4 /P 1 ratio (shown on a log scale) differs by as much as an order of magnitude. One way to assess the validity of these models will be to make measurements of the test time for different combinations of P 4 /P 10 and P 4 /P 1 in the LENS-XX facility to quantitatively determine which of these models is closest to observed operation for different conditions.
V. Simulation of Unsteady Operation of Facility in One Dimension
A characteristics based solution based on measured inputs provides a mechanism to make an accurate estimate to the freestream conditions that is anchored to each experiment. The capability to perform calculations with frozen and equilibrium chemistry and thermodynamic contributions provides a mechanism to bound the freestream state and to determine the importance of those physical contributions. However, a method to assess the impact of finite rate chemistry and thermodynamic relaxation is needed which cannot be integrated into the CHEETAh solution.
A second code for the expansion tunnel facility called Jaguar has been developed to perform one-dimensional and quasi one-dimensional simulations of shocktube and expansion tunnel facilities. This code is based on the algorithm employed in the L1D code of Jacobs 13 but has been extended to include finite rate chemistry and thermodynamics.
The L1D algorithm is a one-dimensional Lagrangian CFD code. For shocktube applications, this framework greatly simplifies the evaluation of the fluxes at the cell interfaces since the grid convects with the flow. It has also been found that this framework is beneficial on a practical level since it is not necessary to cluster grid points around discontinuities (that move with time in these types of problems). Since grid points move with the flow velocity, grid cells tend to naturally cluster so that a uniform initial grid can be simply generated for any problem. The flux is evaluated using the approximate Riemann solver developed by Jacobs 18 and used for the L1D code. A modification has been made to this flux scheme to account for variable values of specific heat ratio by solving using Jacobs' formulation and then performing several relaxation sweeps to determine the non-linear component. However, in the test cases run so far, the non-linear extension seems to make little difference and the results obtained are generally consistent with Jacobs' method. As with L1D, the code is explicit and is second order accurate in both time and space. A source term accounts for changing area that can either be physical (inviscid) or can be utilized as a mechanism to account for approximate viscous effects. The code is not as fast as the CHEETAh code, but does run of on the order of a minute depending on the number of time steps selected and the problem scale.
The chemical and vibrational source terms are treated as a series of reactions occurring within the current volume of each static cell since total mass is conserved within each individual cell and must be preserved. The rate of vibrational or chemical reaction increases or decreases proportionally to the density in each cell, which varies inversely with the changing cell volume. The rate of chemical production of each species is given in the usual way in Eqn (9) . This is the same expression that is used in finite volume CFD formulations. From this, the rate of both chemical and vibrational relaxation may be computed from Eqns (10) and (11) .
The time-dependent results can be visualized using position on the X-axis and time on the Y-axis to produce a numerically generated version of the wave diagram. A sample case with a notional expansion tunnel has been run and the numerically computed wave diagram is shown in Fig 9(a) , which plots contours of density. This diagram can be compared with the analytical wave diagram in Fig 2, where the shock and contact waves are evident from the tight clustering of density contours and the expansion waves from the evenly spaced fan of contour lines. Major features are noted on the diagram. The grid for an expansion tunnel case is shown in Fig 9(b) . The grid, which initially consists of uniformly spaced cells, naturally convects with the flow in each station, and clusters as the volume of individual cells of fixed mass changes in response to changes in flow density.
Demonstrating the chemistry and thermodynamic modeling of the tool is difficult using an expansion tunnel test case because the expansion tunnel is designed to minimize these excitations in the gas. Therefore, chemical dissociation and thermodynamic excitation is minimal in the test gas and is typically confined to only a narrow region in the accelerant gas immediately downstream of the secondary shock. A reflected shock tunnel case is a better example. A typical condition for a nominally tailored condition using a hydrogen driver and a driven test gas of air is shown in Fig 10, where temperature contours are plotted assuming perfect gas in Fig 10(a) , assuming no chemical dissociation but allowing for vibrational excitation of N 2 and O 2 in Fig 10(b) , and assuming chemical reactivity but no vibrational modes in Fig 10(c) . The perfect gas case without chemical or thermodynamic relaxation predicts temperatures that are significantly higher than the reacting cases. The nominal reservoir temperatures are 13,000K in the perfect gas case, 10,000K for the vibrational case, and 7,000K for the chemistry case. Including both chemistry and vibration (not shown) results in even lower reservoir temperature levels. The reflected shock tunnel is also a stressful case to run because of the very high density in the reservoir region that forces the gas rapidly to chemical and vibrational equilibrium. For this condition, the equilibrium composition limiting performed inside the code is necessary for problem stability. 
VI. Full Unsteady Navier-Stokes Simulations of Expansion Tunnel Facility
The primary, production CFD tool used at CUBRC for facility design, design-of-experiment, and data validation is the DPLR code licensed by NASA Ames Research Center (ARC). DPLR is a multi-block, structured, finitevolume code that solves the reacting Navier-Stokes equations including finite rate chemistry and finite rate vibrational non-equilibrium effects. This code is based on the data-parallel line relaxation method 20 and implements a modified (low dissipation) Steger-Warming flux splitting approach 21 for the convection terms and central differencing for the diffusion terms. Finite rate vibrational relaxation is modeled via a simple harmonic oscillator vibrational degree of freedom 22 using the Landau-Teller model 23 . Vibrational energy relaxation rates are computed by default from the semi-empirical expression due to Millikan and White 24 , but rates from the work of Camac 25 and Park, et al 26 are substituted for specific collisions where experimental data exists. Vibration-dissociation coupling is currently modeled using the T-Tv approach of Park 27 or with some preliminary implementation of CVDV coupling 28 . Transport properties are appropriately modeled in DPLR for high enthalpy flow 29, 30 using the binary collisionintegral based mixing rules from Gupta, et al 31 . Diffusion coefficients are modeled using the self-consistent effective binary diffusion (SCEBD) method 32 . Turbulence models available in the DPLR code currently include the Baldwin-Lomax 0-equation model 33 , the Spalart-Allmaras model 1-equation model 34 , and the Shear Stress Transport (SST) 2-equation model 35 each with corrections for compressibility effects 36, 37 . The major feature of DPLR that is relevant to simulations of the expansion tunnel facility has been the development of a second-order accurate, dual time-stepping algorithm 38 in the most recent version released by NASA ARC. The dual-time mode of DPLR has enabled better temporal accuracy, significantly better stability for this type of problem, time integration steps that allow the solution to be resolved with a feasible computational expenditure, and tracking of point quantities with time. For several exploratory cases, the expansion tunnel has been simulated as an axisymmetric, constant-area tube with the driver, driven, and acceleration sections initialized to their starting gas compositions and conditions. Initially, the secondary diaphragm between the driven and acceleration segments was simulated with an inviscid wall boundary condition on both blocks. The value of pressure against this inviscid wall was tracked at each iteration and the simulation was stopped to remove the wall boundary condition when that pressure increased above the initial value. This method approximated the breaking of the secondary diaphragm during a tunnel event. The results of two cases are considered more fully in the next §VII of this paper, but a typical flow image showing contours of temperature at three critical points in time in the simulation are shown in Fig 11. In these images, the approximate zone of test gas is highlighted to more easily interpret the contours. In  Fig 11(b) the shock-heated test gas has arrived at the secondary diaphragm (inviscid wall) which was subsequently turned into a zonal interface boundary condition. In Fig 11(c) , the zone of very high temperature to the right of the test gas is the shock-heated accelerant gas, while the test gas is much cooler and shown in green. The driver gas is blue because it tools from its initial state.
While the full Navier-Stokes simulations employed in this section have the most detailed physical and geometric models incorporated into the simulations, there are several issues that required notice. First, of course, this type of simulation is computationally expensive. Where the CHEETAh and Jaguar algorithms compute the solution in the timeframe of a few seconds, these DPLR simulations take several days each to compute. Therefore, it is not possible to keep pace with the experimental facility, which can operate one to two times per day. Storage could also be an issue eventually since the unsteady solution data is on the order of 10GB each. Also, the solution is not particularly efficient since all cells of all blocks must be solved at each iteration. For the first part of the simulation before the secondary diaphragm is de-activated, the entire acceleration tube must be solved even though there is no gas motion at all.
There are several issues with respect to physical modeling too. Although the DPLR simulations are the only simulation technique that is able to directly incorporate turbulent boundary layer effects along the walls into the simulations, the simulations must rely on RANS models for this effect. Nompelis, et al. 6 demonstrated that for a facility the size of LENS-XX, the boundary layer becomes fully turbulent almost immediately along the walls of the facility. The Menter SST model 35 was used for all the simulations performed, but the expectations of this model to simulate the inherently unsteady viscous process are low. Since the turbulence model heavily impacts the predicted uniformity of the shock, contact, and expansion wave propagation, we expect this limitation to be a primary uncertainty in the result. It is also not possible to perform any kind of rational grid clustering to resolve shocks or other discontinuities since they move with time. The best that can be done is a uniform grid of approximately square inviscid cells with boundary layer, wall-normal clustering.
VII. Example Test Cases
To test the capabilities of the new codes and validate the methods employed, two test cases have been analyzed from the prototype LENS-X facility. Both cases used a helium driver gas, air test gas, and air as an accelerant. Measured data for these two cases were the primary and secondary shock speed as measured by a series of time-ofarrival sensors, measured static wall pressure near the end of the acceleration tube and Pitot pressure probe measurements that were mounted on a rake across the acceleration tube near the static pressure location. The bestperforming Pitot probe was selected for comparison. Although the Pitot probe was 5-cm from the centerline of the tube, the DPLR simulations for both runs showed that the radial gradients were negligible through most of the core of the tube. Hence, the exact location was extracted from the DPLR simulation for comparison, but the equivalent 1D value predicted by the CHEETAh and Jaguar simulations were simply compared directly.
A. LENS-X Run 5
The first run considered is Run 5 from the LENS-X series. The test pressures for the three sections of the facility were 8.3 MPa, 20.6 kPa, and 335 Pa. The driver temperature for this case was 428 K while the other two sections were at room temperature. The resulting freestream flow condition is at approximately 5 MJ/kg (3 km/s freestream velocity).
The comparisons with CHEETAh are considered first. The CHEETAh code was used to compute the flow conditions using four models: (1) equilibrium chemistry and thermodynamics, (2) equilibrium chemistry only with vibrational energy frozen at the initial state, (3) equilibrium thermodynamics with chemistry frozen at the initial state, and (4) perfect gas (no chemistry or vibration considered). For this relatively low enthalpy condition, there is some chemical dissociation but vibration is more dominant as an energy absorption mechanism. These four models are compared to the Pitot pressure trace in Fig 12(a) and to the static pressure trace in Fig 12(b) . In all cases, the predicted test time is indicated by the horizontal extent of each line. As the lines show, the different thermochemical models result in significantly different characteristic wave angles. Two regions are shown with predicted levels and temporal duration for both the post-shock State 20 and the freestream State 5. The results show that both the Pitot and the static pressure values are captured between the thermochemical equilibrium and the perfect gas solutions. This makes sense because these two solutions represent the extremes that are possible. By treating either the vibration or the chemistry in equilibrium (but not both), the results fall midway between the two bounds. It was mentioned previously that at this energy level in the facility the gases are only mildly reacting and the bulk of the calorically-imperfect gas behavior is due to absorption of energy by vibrational excitation. This is clear from comparing to the solutions since the vibrational equilibrium and the full thermochemical equilibrium solutions closely match each other. The best match to the data in this case is the option with equilibrium chemistry but neglecting vibration. Perhaps this may be due to the fact that the vibrational mode relaxes slowly enough that the gas immediately downstream of each wave is close to frozen. Alternately it may simply be that the combined relaxation of all thermochemical modes coincidentally is approximately equal to the amount assumed by the equilibrium chemistry model. In any case, the perfect gas solution is the only one that is clearly incorrect because the test time durations are incorrect. The full thermochemical equilibrium model predicts reasonable test time and static pressure values, although the freestream Pitot pressure is predicted slightly too high. As discussed during the outline of the algorithm, the CHEETAh code may optionally be anchored to a measured Pitot pressure for production runs.
Additionally, the CHEETAh code may be run in a mode where the primary and secondary shock speeds are specified as input rather than the driver and acceleration pressures. Normally, this would be done, but, in this case, the pressures were used to evaluate the capability of the code to predict the correct shock speed values. The comparisons are shown in Table 1 . The measured values were quoted to be accurate to +/-5%, so, excepting one value, the predicted value by all models are well within the uncertainty bounds of the measure data. Since even the perfect gas case computes the correct shock speeds within the measurement uncertainty, these quantities are not sensitive enough to discern modeling differences from.
The full unsteady Navier-Stokes simulation with the DPLR code was also generated and the unsteady time history of the flow at the points where the Pitot probe and the static probe were located in the facility were extracted. Both air sections of the facility were modeled with 5-species non-equilibrium air chemistry and vibrational nonequilibrium. These comparisons are shown in Fig 13. Overall the DPLR agreement is similar to what has been observed with the other two codes. The Pitot pressure of the freestream gas is higher than the measured data, but the level obtained is almost exactly the same as the CHEETAh solution assuming equilibrium thermochemistry. This implies that the non-equilibrium component is not predicted by DPLR to be important for this particular flow. It also suggests that the simple characteristics based approach, which can be computed in a few seconds, can generate a result which has most of the essential physics of the full Navier-Stokes solution for the purpose of test condition and test data validation. The extent of test gas time as noted by the plateau of Pitot pressure between 16.5 ms and 21 ms is also predicted to be longer than the experiment suggests. This may possibly be a non-equilibrium effect since the test time is set by the propagation angle of the unsteady expansion waves and very small changes to the angle over the 25-m acceleration tube can dramatically change the arrival time of the waves. The discrepancy in test time prediction might also be caused by viscous effects too since doubts about the turbulence modeling for this type of flow have already been raised. Finally, this case was simulated using the Jaguar onedimensional Lagrangian code. The numerically generated wave diagram for this case is shown in Fig 14, which plots contours of density that were carefully selected to highlight the wave structure. Plotting uniform gradients of density is not useful to construct a picture such as this because the range of scale of densities in the different sections of the tunnel. A numerical wave diagram is useful to look at the interactions of the unsteady expansion in the secondary system to assess the possibility of the head of the wave reflecting off the contact surface to create non-linear interactions.
Similar to the set of solutions from the CHEETAh code, the Jaguar code has been used to generate fours types of solutions. The first case is the perfect gas case. Second is non-equilibrium chemistry in the driven and acceleration sections, third is non-equilibrium vibration in the driven and acceleration sections but with no chemical dissociation, and fourth is with both chemical and vibrational non-equilibrium and vibration-dissociation coupling is handled with the Park T-T V model 27 . The effect of chemistry on the problem is shown qualitatively in Fig 15, which plots the field of the most relevant excited species, nitric oxide and atomic oxygen. The zone of test gas at all times is bordered with a black line and the driver gas resides to the left of this outlined region and the acceleration gas resides to the right. As the chemistry contours show, there is significant nitric oxide and atomic oxygen in the accelerant gas once it is heated by the secondary shock, but neither of these species exists in significant quantities in the test gas downstream of the primary shock or through the unsteady expansion (approximately 0.4% NO and no O). For a 5 MJ/kg enthalpy condition in a reflected shock tunnel, approximately 5% nitric oxide by mass exists in the freestream. A slight amount of chemical non-equilibrium is evident immediately downstream of the secondary shock where some color variation exists in a very thin band, but the gas quickly goes to the equilibrium chemical state. Finally, the comparison to the Pitot pressure and static pressure measurement is shown in the same way as for the other two codes in Fig 16. Here, the agreement is similar to what was obtained already with the DPLR and the CHEETAh simulations. Both the full non-equilibrium model and the model that considered non-equilibrium chemistry but ignored vibration accurately capture the state 20 Pitot pressure. The perfect gas and the frozen, nonequilibrium vibration model clearly predict the wrong contact surface speed as was observed with the Jaguar code. The state 5, freestream Pitot pressure is over-predicted consistently with the solution that the DPLR and the full equilibrium CHEETAh solutions gave. The state 5 test time predicted by all of the Jaguar models is shorter than observed in the experiment. At approximately 18ms, the Jaguar solutions experience a rise in Pitot pressure that seems to correspond roughly with the jump in level measured to indicate the start of the expansion waves. However, this jump is predicted to occur too early relative to what was observed in the measurements. All of the Jaguar simulations were cut off at the arrival of the driver gas at the Pitot probe location just because of a minor postprocessing issue with regard to extracting Pitot pressure from the unsteady data. This has nothing to do with the solver itself. Finally, the static pressure comparison is also given in Fig 16(b) . As we have observed previously in the comparisons with CHEETAh and DPLR, the static pressure is predicted better than the Pitot pressure seems to be by all the models. 
B. LENS-X Run 6
The first run considered is Run 5 from the LENS-X series. The test pressures for the three sections of the facility were 13.8 MPa, 10.1 kPa, and 40 Pa. The driver temperature for this case was 350 K while the other two sections were at room temperature. The resulting freestream flow condition is at approximately 8.5 MJ/kg (4 km/s freestream velocity).
The comparisons between the CHEETAh code and the measured data are given in Fig 17(a) for the Pitot pressure and in Fig 17(b) for the static wall pressure. Here, the trends in the comparisons are similar to those observed for Run 5. The Pitot pressure State 20 level and State 5 freestream level observed in the experimental measurements are again bounded between the perfect gas prediction and the equilibrium thermochemistry prediction. We observe that again for Run 6, the model assuming equilibrium chemistry and frozen vibrational energy seems to agree best with the measurements. We cannot conclude that this is a general result yet until many more measurements are made available, but it is encouraging to see that the numerical tool seems to be consistent. As before, the full equilibrium thermochemistry case predicts test times and notional levels reasonably well, although the freestream Pitot pressure is over-predicted by approximately the same percentage as in Run 5. Further, the perfect gas option again produces test times that are clearly incorrect compared to the measurements. Finally, the comparisons with the measured shock velocities are shown in Table 2 . With the 5% measurement uncertainty, both primary and secondary shock speeds are again predicted with one exception. We observe once more that accurately predicting the shock velocities will be required for accurate freestream prediction, but successfully predicting these quantities is not a guarantee of accurate modeling the freestream thermodynamic state. The predictions from the unsteady Navier-Stokes simulation with the DPLR code are shown in Fig 18. The comparison with the Pitot pressure shown in Fig 18(a) revealed an interesting behavior. The State 20 Pitot pressure level (the point at 12.25-ms) is accurately predicted by the DPLR simulation. However, while the CHEETAh solution Fig 17(a) predicted the next plateau of Pitot pressure from the 13-ms to 15-ms range, the DPLR simulation shows this level only very briefly before rising to the third plateau in the measure data. Although the duration of this new level is not very accurately predicted, DPLR does accurately predict the wave structure that causes the change in the state. If the DPLR simulation data is extracted at a time of 13-ms, the individual freestream properties agree very well with the predicted CHEETAh properties. Both codes predict the freestream velocity to be about 3.8 km/s with a total enthalpy of 8.3-8.4 MJ/kg. Density is predicted to be 0.030 kg/m 3 and 0.028 kg/m 3 respectively. The static pressure predicted by DPLR also agrees quite well with the data as shown in Fig 18(b) .
If the properties are extracted from DPLR at a time of 16ms, the state of the flow has changed to a velocity of 3.2 km/s, total enthalpy of 6.0 MJ/kg, and static density of 0.091 kg/m 3 . The reason for this prediction is unclear, though a study of the large volume of unsteady data seems to suggest that it is, in some way, caused by the propagation of waves through the test gas cause by thermal gradients, which translate into different speeds of sound. Obviously this does not occur in the experiment in the same way, but DPLR seems to predict the state of the next plateau of Pitot pressure observed from 15.5ms to 17ms at the end of the freestream test flow. Further study needs to be done with this simulation to see whether useful information about expansion tunnel operation can be extracted to better predict such phenomena.
Finally, the wave diagram computed with the Jaguar code is shown in Fig 19. Again, the selection of density contours to highlight the wave structure must be carefully done, but the states are evident in the diagram when comparing to the analytical Fig 2. For this case, the chemical dissociation was analyzed as it was for run 5 by plotting nitric oxide and atomic oxygen contours in the zones of the domain as shown in Fig 20. The test gas zone is outlined in black with the driver zone to its left and the acceleration gas to its right. Here, the level of atomic oxygen is observed to be negligible in the test gas as it was for run 5. The oxygen in the acceleration gas behind the secondary shock is totally dissociated but no atoms are formed in the test gas downstream of the primary shock because of the low pressure. For nitric oxide, however, a small amount of formation occurs in the test gas zone. This constituent peaks at a value of approximately 1% by mass, which may still be considered very small relative to a reflected shock tunnel. However, the unsteady expansion cools the test gas off and the nitric oxide is completely eliminated in the freestream zone of the facility. It is also worth noting that the level of nitric oxide in the acceleration section downstream of the secondary shock is only at approximately 2% by mass. This is because the temperature in the acceleration gas is high enough (about 4,500K) that nitric oxide formation is no longer a preferred dissociation mechanism. At higher energy levels, the acceleration gas will ionize, a feature that is also built into all three code tools.
Finally, the Pitot pressure comparison to the Jaguar solution is shown in Fig 21(a) and the static pressure comparison is shown in Fig 21(b) , where the static pressure is once more well-predicted by all models. Again, we observe that the full non-equilibrium model and the model with non-equilibrium chemistry best match the state 20 Pitot measurement and duration. As with the DPLR simulation, the predicted state 5 Pitot pressure quickly rises past the plateau of Pitot pressure defining the freestream state and reaches a level consistent with the third plateau of Pitot pressure between 15.5ms and 17ms. As with the DPLR simulation, the reasons for this behavior are not yet clear, but the use of the Jaguar code provides an alternative mechanism to explore the behavior using simulations that take only one or two minutes to perform. 
VIII. Conclusions
The computation of the conditions in the LENS-XX expansion tunnel facility has been demonstrated by employing three unique methods of solution. These techniques have been built upon existing methodologies and extended and modified to incorporate physics specific to the LENS-XX expansion tunnel facility operation. The first technique employed is a characteristics based approach where the exact jumps across the primary and secondary waves systems are computed for arbitrary gas mixtures and thermodynamics states. The second technique employed is an unsteady Lagrangian shocktube algorithm that has been extended to include vibrational and chemical non-equilibrium. The third technique employed is the simulation of full unsteady, viscous problem using a robust, proven Navier-Stokes solver.
Several critical physical phenomena have been outlined that were considered in the building of these codes. First, the modeling of expanding hydrogen has been considered with regard to the unusual rotational excitation of diatomic hydrogen molecules that results in the rotational specific heat of the gas being treated differently than the standard, fully-excited diatomic gas. Next, the effects of non-ideal equation of state have been considered by employing a modified equation of state for the very dense gases that exist in the driver chamber of the facility. Finally, the consideration of chemical dissociation and thermodynamic excitation has been considered through equilibrium and non-equilibrium models that deviate from the calorically perfect gas approximation that is often made for expansion tunnel facility operation.
These three methods have been compared to two cases from the LENS-X prototype facility as validation for use in the newly operational LENS-XX expansion tunnel facility. Several lessons were learned from these comparisons. First, the consideration of chemical and thermodynamic excitation is critical for even low enthalpy conditions. The most consistent result obtained by comparing the results of each code algorithm to the experimental data was that the test times predicted by the perfect gas model were clearly incorrect. This error is caused by incorrect wave propagation rates stemming from errors in the perfect gas sound speed. Over the length of a facility on the scale of LENS-XX, even a small error in wave speed results in significant discrepancies from the observed behavior.
We have observed that, for the two cases studied, the characteristics based CHEETAh code is capable of reproducing the measured behavior of the facility when the correct thermochemical models are selected. Many more test cases need to be considered to fully validate this tool, but the initial results suggest that this tool may be adequate for a production freestream condition test code. The unsteady one-dimensional and two-dimensional simulations suggest the interaction of waves occurring in the predicted test gas that in some ways deviate from the measured behavior of the test gas, but in other ways tantalizingly suggest that some of the basic phenomena relevant to the operation of the facility may be captured numerically. Additional work with both of them needs to be performed to fully understand their place in the analysis of the facility.
We must emphasize that this effort is a first step in characterizing the operation of a large-scale expansion tunnel facility with the goal of turning LENS-XX into a turnkey, production wind tunnel facility for high enthalpy reentry applications. This goal can only be achieved through repeated validation of the facility and its test articles with supporting CFD as we have done with the LENS-I and LENS-II reflected shock tunnel facilities. However, this initial step has demonstrated some encouraging results that have validated the basic approaches taken and further work both experimentally and computationally will be performed in parallel in the near future.
