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Q ||Cmax denotes the problem of scheduling n jobs on m machines of different speeds such
that the makespan is minimized. In the paper two special cases of Q ||Cmax are considered:
case I, when m − 1 machine speeds are equal, and there is only one faster machine; and
case II, when machine speeds are all powers of 2 (2-divisible machines). Case I has been
widely studied in the literature, while case II is signiﬁcant in an approach to design so
called monotone algorithms for the scheduling problem.
We deal with the worst case approximation ratio of the classic list scheduling algorithm
‘Largest Processing Time (LPT)’. We provide an analysis of this ratio Lpt/Opt for both special
cases: For ‘one fast machine’, a tight bound of (
√
3+1)/2 ≈ 1.3660 is given. For 2-divisible
machines, we show that in the worst case 1.3673 < Lpt/Opt < 1.4. Besides, we prove
another lower bound of 955/699> (
√
3+ 1)/2 when LPT breaks ties arbitrarily.
To our knowledge, the best previous lower and upper bounds were (4/3, 3/2 − 1/2m] in
case I [T. Gonzalez, O.H. Ibarra, S. Sahni, Bounds for LPT schedules on uniform processors,
SIAM Journal on Computing 6 (1) (1977) 155–166], respectively [4/3 − 1/3m, 3/2] in
case II [R.L. Graham, Bounds on multiprocessing timing anomalies, SIAM Journal on Applied
Mathematics 17 (1969) 416–429; A. Kovács, Fast monotone 3-approximation algorithm for
scheduling related machines, in: Proc. 13th Europ. Symp. on Algs. (ESA), in: LNCS, vol. 3669,
Springer, 2005, pp. 616–627]. Moreover, Gonzalez et al. conjectured the lower bound 4/3
to be tight in the ‘one fast machine’ case [T. Gonzalez, O.H. Ibarra, S. Sahni, Bounds for LPT
schedules on uniform processors, SIAM Journal on Computing 6 (1) (1977) 155–166].
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Q ||Cmax denotes the oﬄine task scheduling problem on related or uniform machines. In an instance of this problem
we are given a speed vector 〈s1, s2, . . . , sm〉 representing the speeds of m machines in non-decreasing order, and a job vector
〈t1, t2, . . . , tn〉, where t j is the size or demand of the jth job. Although job sizes usually have integral values, due to technical
reasons here we assume that both machine speeds and job sizes are positive real numbers. Removing this assumption does
not inﬂuence our results.
The goal is to assign the jobs to the machines, so that the overall ﬁnish time is minimized: if the set of jobs assigned to
machine i is {t jγ }Γγ=1 then the work assigned to i is wi :=
∑Γ
γ=1 t jγ and the ﬁnish time of i is f i := wi/si ; the makespan to
be minimized is maxmi=1 f i .
This problem is NP-hard even on two identical machines [8], but it has polynomial approximation schemes [6,11,12].
A classic, simple approximation algorithm for Q ||Cmax is the so called ‘largest processing time ﬁrst’ heuristic, or Lpt for short
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where it will have the smallest completion time.
In this paper we analyze the worst case ratio of Lpt in two special cases of Q ||Cmax:
I (one fast machine): s1 = s2 = · · · = sm−1 = 1, sm = s > 1;
II (2-divisible speeds): si = 2li , li ∈ Z.
For a particular instance of the scheduling problem, let Lpt denote the makespan produced by the Lpt schedule, and Opt
denote the optimum makespan. We provide tight bounds for the worst case of Lpt/Opt in case I and ‘nearly’ tight bounds
in case II.
Related work
On identical machines, the ‘largest processing time’ algorithm was ﬁrst studied by Graham [10]. His classic result is that
on m identical machines Lpt/Opt = 43 − 13m in the worst case.
The approximation ratio of Lpt for arbitrary machine speeds was ﬁrst considered by Gonzalez, Ibarra, and Sahni in [9],
where the authors prove that Lpt/Opt 2mm+1 < 2, whereas for any  > 0 an instance exists so that Lpt/Opt > 3/2−  . These
bounds were later improved to (1.512, 1912 ) by Dobson [5], and to (1.52,1.67) by Friesen [7]. In recent work [14] we obtained
the values (1.54,1+
√
3
3 ).
Case I has been investigated in a number of papers. Liu and Liu [16] gave approximation bounds in terms of m and s for
a variation of Lpt, and for list schedules – i.e., the case when jobs are given in any ﬁxed order.
Gonzalez et al. [9] considered also case I, and obtained the lower and upper bounds 43 −  < Lpt/Opt  32 − 1(2m) . Their
lower bound instance differs from that of Graham for identical machines, in that here for any m 3 and any  an instance
exists s.t. 43 −  < Lpt/Opt. For m = 2 they proved the tight bound of 1+
√
17
4 .
Cho and Sahni [3] analyzed general list schedules for both arbitrary machine speeds and for case I. For the latter they
obtained the tight bound 1+
√
5
2 if m = 2, and 3− 4/(m + 1) if m 3. Li and Shi [15] considered the same special case, and
suggested better heuristics than list scheduling for the online problem. Finally, for m = 2, Mireault, Orlin, and Vohra [17]
provided a complete analysis of Lpt/Opt in terms of s2/s1.
Case II has been recently studied from a different point of view: A scheduling algorithm is monotone, if increasing the
speed of any particular machine does not decrease the work assigned to that machine. The monotonicity of an algorithm
gained relevance in the context of mechanism design. If each machine speed is only known to the machine itself, we
need to motivate that machines declare their true speeds to the scheduling mechanism. As shown by Myerson [18], and
independently by Archer and Tardos [1], such motivation is possible only if the scheduling algorithm used by the mechanism
is monotone. Auletta et al. [2] conjectured that Lpt is monotone if machine speeds are 2-divisible (or divisible, in general).
In [13] we proved this conjecture; moreover we showed that in case of 2-divisible speeds, Lpt is a 3/2-approximation
algorithm. For arbitrary input speeds we get a monotone 3-approximation algorithm Lpt∗ by running Lpt with machine
speeds rounded to powers of 2. Any worst case ratio for Lpt, that is lower than 3/2, immediately improves on the ratio for
Lpt∗.
As for approximation lower bounds on 2-divisible machines, only the bound 43 − 13m for identical machines was known.
Our result
Our original goal was to give a good approximation bound of Lpt on 2-divisible speeds. Besides, we obtained new results
for the ‘one fast machine’ case. To the best of our knowledge, the approximation ratio in the latter case was only known to
be in the interval [ 43 , 32 − 12m ] [9]. Moreover, Gonzalez et al. [9] conjectured the lower bound 4/3 to be tight. We show that
the conjecture does not hold: we provide an asymptotically tight bound of
√
3+1
2 ≈ 1.3660 for the worst case of Lpt/Opt in
case I, and lower and upper bounds within [1.367,1.4] in case II.
We present an instance (Instance A) of the scheduling problem with speed vector 〈1,1, . . . ,1,2r〉 (r ∈ N), so that for this
instance Lpt/Opt >
√
3+1
2 −  for arbitrary  > 0, if r and m are large enough – we remark that using sm = 2r instead of
any large s > 1 is not essential. With this we improve on the previously known lower bound 4/3−  for the approximation
ratio of Lpt in case I as well as in case II. After that, we show that the new asymptotic lower bound
√
3+1
2 is actually tight
in case I, i.e., for any instance with one fast machine Lpt/Opt <
√
3+1
2 holds.
On the other hand, for case II we show that the lower bound
√
3+1
2 is not tight: we construct an instance on 2-divisible
machines having asymptotic worst case ratio (
√
409+29)
36 , where
(
√
409+29)
36 ≈ 1.3673 >
√
3+1
2 . However, this instance relies
on calculation with exact job sizes, completion times etc., and is valid only if Lpt favours faster machines in case of ties.
Assuming that Lpt breaks ties arbitrarily, we give another instance with asymptotic ratio 955/699 ≈ 1.3662 >
√
3+1
2 . Both of
these instances are further developed variants of Instance A. Our contribution here is twofold: First, the slight improvement
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√
3+1
2 is of theoretical interest; second, the new instances give an impression about how troublesome it might be to
obtain tight approximation bounds for 2-divisible machines.
Instead, with hardly more effort than in case I, and following the same lines, it is now natural to prove an upper bound
of 1.4 for 2-divisible machines. This improves on our previous upper bound of 1.5, and automatically provides a better
worst case ratio of 2.8 for the monotone algorithm Lpt* of [13].
Although it is not obvious, we demonstrate that Lpt* on arbitrary speed vectors is, indeed, ‘twice as bad’ as Lpt on
2-divisible machines. Instance A is turned into an instance for Lpt*, showing that the approximation ratio Lpt∗/Opt can get
arbitrarily close to
√
3+ 1 ≈ 2.732.
Overview
We continue by introducing terminology, and stating some basic observations about Lpt schedules. Section 3 presents an
instance that proves the lower bound
√
3+1
2 −  for arbitrary  > 0 in both special cases. In Section 4 we show that this
bound is tight in case I, whereas Section 5 gives an upper bound of 1.4 in case II. Some intuition about both upper bound
proofs can be found at the beginning of the respective sections. Section 6 provides two examples with improved lower
bounds for case II. Finally, we show what our results imply for the monotone algorithm of [13], in Section 7. We end the
paper with discussions.
2. Preliminaries
We use t j to denote both the jth job, and the size of the jth job in formulas. We assume t j  t j+1 (1  j < n), and
si  si+1 (1 i <m), i.e., the jobs sizes are in decreasing, and machine speeds are in increasing order. Throughout the paper,
t denotes the (size of) the last job tn . We will use the short expressions 1-job, y-job, t-job for a job of size 1, y, t , etc.
Similarly, a 1-machine or a 4-machine mean a machine of speed 1 or 4, respectively. We say that machine h is to the right
(left) of i if i < h (h < i).
The work and the ﬁnish time of machine i in Lpt is denoted by wi , resp. f i = wi/si . In the upper bound proofs these
values will be redeﬁned so that they disregard the last job tn . The completion time of a job t j assigned to machine i is the
ﬁnish time of i right after t j was scheduled.
The speed vector 〈s1, s2, . . . , sm〉, or the machines are called 2-divisible if si = 2li (li ∈ Z) for all i. In this deﬁnition we
allow fractional speeds (e.g. 1/2), only for sake of simpler presentation of our proofs. Clearly, they are not essential to the
result.
The formal deﬁnition of Lpt is as follows:
Lpt algorithm: Input: 〈s1, . . . , sm〉 and 〈t1, . . . , tn〉
At step j of Lpt let w ji denote the work of machine i (1 i m). Lpt assigns t j to machine h if
(w jh + t j)
sh
= min
i
(w ji + t j)
si
,
and h is the highest machine index with this property.
In the above deﬁnition, Lpt decides for the faster (higher index) machine in case of ties. Nevertheless, all our upper
bound results hold if Lpt prefers lower index machines (for simplicity we did not consider other deﬁnitions).
As we will point out there, one of the lower-bound examples in Section 6 is valid only, if ties are broken in favour of
faster machines. The other two lower-bound instances are not sensitive to tie-breaking.
Next, we prove a simple property of the Lpt algorithm.
Proposition 1. Let si = si+1 . If in Lpt t j is the ﬁrst job assigned to i + 1, then t j+1 is the ﬁrst job assigned to i.
Proof. Suppose w.l.o.g., that si = si+1 = 1. After t j is assigned to i+1, machines of speed less than 1, and 1-machines to the
left of i are empty (they didn’t get a job before i + 1), 1-machines to the right of i are non-empty (otherwise they would
have received t j). None of these machines is given a job before machine i.
Let sh > 1 and wh be the current work of h. Since t j was assigned to si+1, t j < (wh + t j)/sh . Consequently, t j+1 · (1 −
1/sh) t j · (1− 1/sh) < wh/sh , implying that t j+1 also prefers the 1-machine i, to machine h. 
In the upper bound proofs of Sections 4 and 5 we will frequently apply the following simple tool, called principle of
domination [4,7]. In these proofs we consider a hypothetical minimal counter-example for an approximation upper bound of
Lpt. An instance is a minimal counter-example, if it has the smallest number of machines, and for this number of machines
the smallest number of jobs. Let us consider the Lpt schedule and some ﬁxed optimal schedule Opt of an instance of the
Q ||Cmax problem. Intuitively, some machine i dominates another machine i∗ of the same (or larger) speed, if the jobs on i∗
in Opt can be partitioned according to the jobs on i in Lpt, so that each partition ﬁts into its corresponding job. Formally:
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– si  si∗ and
– Lpt assigns the jobs τ1, . . . , τk to i (disregarding tn); Opt assigns the jobs τ ∗1 , . . . , τ ∗l to i
∗ (tn possibly included), and
there is a function F : {τ ∗1 , . . . , τ ∗l } → {τ1, . . . , τk} such that for each τ j ,
∑
F (τ ∗v )=τ j τ
∗
v  τ j .
Proposition 2 (Principle of domination [7]). In a minimal counter-example for an approximation upper bound of Lpt, no machine i
dominates a machine i∗ .
The proof uses the argument that in case i dominates i∗ , then omitting i and all jobs (but tn) assigned to i would result
in a smaller counter-example. Notice that as a corollary of the principle of domination, there are no empty machines in Opt.
3. A lower bound:
√
3+1
2 − 
In this section we present an instance of the Q ||Cmax problem with m − 1 machines of speed 1 and one machine of
speed 2r (r ∈ N). Observe that our example speed vector is 2-divisible. We remark however, that an arbitrary (suﬃciently
large) s would do in place of the fast speed 2r . Note also, that the same proof (same instance) can be applied with arbitrary
tie breaking of Lpt. We will call the machine of speed 2r the fast machine.
Theorem 1. For any  > 0 there is a speed vector 〈s1 = 1, . . . , sm−1 = 1, sm = 2r〉 and a job vector 〈t1, . . . , tn〉, such that for this
instance Lpt/Opt > (
√
3+ 1)/2−  .
Proof. The proof is given by Instance A below. The approximation ratio of Lpt on this instance can be arbitrarily close to
(
√
3+ 1)/2 ≈ 1.366. In particular, Lpt > √3+ 1− ′ and Opt < 2+ ′ , where ′ > 0 is arbitrarily small if m and r are large
enough.
Instance A. Let x = 3−√3 ≈ 1.268 and y = √3− 1 ≈ 0.732. We start by describing the allocation of jobs to machines in
Lpt (see Fig. 1): The fast machine ﬁrst receives 2r − 1 jobs of size x; then it is ﬁlled with as many jobs of size 1 as ﬁt below
time 2; ﬁnally it gets 2r − 1 jobs of size y. At this point the number of jobs on the fast machine is 2 · (2r − 1) + 
2 · 2r −
(2r − 1) · x, and the total work on the fast machine amounts to at least (2r − 1) · x+ 2 · 2r − (2r − 1) · x− 1+ (2r − 1) · y =
2r(2+ y) − 1− y.
The set of 1-machines is divided into blocks. The number of 1-machines in one block is (x − 1)/δ, where δ > 0 is
arbitrarily small and it divides x − 1 evenly. The Lpt schedule on a block is as follows: Each 1-machine has a large and a
small job. The large jobs range from x− δ down to 1 by steps of δ and the small jobs range from y up to 1− δ by steps of
δ. Every 1-machine has total work y + x− δ = 2− δ.
We claim that if 1/2r < δ, then the above assignment is an Lpt schedule: all x-jobs on the fast machine are completed by
time x− x/2r ; after that, 1-machines receive their ﬁrst jobs, all of size less than x. These jobs would have higher completion
time on the fast machine m. Since an additional 1-job on a 1-machine would not be completed before time 2, the 1-jobs
are all assigned to m. Now the 1-machines receive their second jobs with completion time 2− δ < 2− 1/2r where 2− 1/2r
is a lower bound on the current completion time of m. Finally, after (at most) 2r − 1 jobs of size y, a last y-job is assigned
to one of the 1-machines, yielding makespan (y + 2 − δ) = √3 + 1 − δ. On the fast machine this last job would have been
completed after (2r(2+ y) − 1)/2r = √3+ 1− 1/2r > √3+ 1− δ.
Now we rearrange the jobs on the machines in order to get the optimum schedule (see Fig. 2). We claim that a block of
1-machines can be used to exchange an x-job for a 1-job or to exchange a 1-job for a y-job. The ﬁrst happens if we shift
the large jobs within a block, insert a job of size x instead of x− δ, and take out a job of size 1. The second happens, if we
shift the small jobs within a block, insert a 1-job and take out a y-job. In either case the new ﬁnish time on 1-machines
will be 2.
Let the number of blocks be 2 · (2r − 1) + 
2 · 2r − (2r − 1) · x, so that every job of size x or size 1 on the fast
machine can eventually be exchanged for a y-job. Moreover, we put the very last job of size y on the fast machine. Now
Fig. 1. Instance A: the assignment of jobs before the last job in Lpt.
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the total work on the fast machine is at most y · (2(2r − 1) + 2 · 2r − (2r − 1) · x) + y = y · 4 · 2r − y · 2r · x + y(x − 1) =
2r · y · (4− x) + y · (x− 1) = 2r · 2+ y · (x− 1). Thus, the optimum makespan is at most 2+ y(x− 1)/2r . Clearly, the desired
bound is obtained if ′ > δ > 1/2r > y(x − 1)/2r for some appropriate ′ (if for the  given in the theorem 1 −  > 4√
3+3
holds, then we can take ′ = ).
We also note concerning the second schedule, that since all jobs on the fast machine have the smallest job size, we
could only get a better schedule, if the fast machine received less jobs; but then there would be at least 3 jobs on one of
the 1-machines, resulting in a larger makespan. Thus, this schedule is really optimal. 
4. Tight bound in the ‘one fast machine’ case
We consider the special case of Q ||Cmax when s1 = s2 = · · · = sm−1 = 1 and sm = s > 1. We show that in this case the
bound given in Section 3 is tight.
Theorem 2. For any instance of the Q ||Cmax problem for which s1 = s2 = · · · = sm−1 = 1 and sm = s > 1 holds,
Lpt/Opt < (
√
3+ 1)/2.
In the rest of the section we prove Theorem 2. The proof is by contradiction: we consider a minimal counterexample,
i.e., an instance with minimum number of machines, for which Lpt/Opt  (
√
3 + 1)/2. We ﬁx any optimal schedule of this
instance and denote it by Opt.
This proof – and also the proof in Section 5 – is based on the following elementary technique: Our starting point is the
Lpt schedule. First we rearrange the jobs of Lpt within 1-machines. Then we pick jobs {t∗j } of machine m and put them to
1-machines according to how they are scheduled in Opt. We will have to put other jobs from 1-machines back to machine
m. This exchanging process will be carried out sometimes one by one, other times by moving sets of jobs. We will calculate
the minimum possible ratio: (work moved to m)/(work moved from m). This ratio depends on which time period of machine
m the jobs {t∗j } are taken from. Corollary 1 is a basic technical tool for distinguishing these time periods.
For sake of convenience, we assume w.l.o.g. that Opt = 2, and so Lpt √3+ 1. Let t = tn be the size of the last job, and
f i denote the ﬁnish time of machine i before the last job is scheduled. Lpt
√
3+ 1 implies f i 
√
3+ 1− t for 1 i m − 1
and fm 
√
3 + 1 − t/s. We will carry out a case analysis, and obtain that Lpt/Opt  (√3 + 1)/2 is impossible in all of the
cases. Lemmas 1, 2 and 3 yield the proof of Theorem 2.
Analogues to the following lemma can already be found in [9].
Lemma 1. If t 
√
3− 1, or t > 1, then LptOpt 
√
3+1
2 is impossible.
Proof. If t 
√
3 − 1, then for each machine f i 
√
3 + 1 − t  2. So for the total amount of work ∑nj=1 t j >∑n−1j=1 t j =∑m
i=1 si · f i  (m − 1+ s) · 2 holds, contradicting Opt = 2.
Now let t > 1. Since t is the smallest job, now in Opt there is one job of size at most 2 on every 1-machine. Let
{t∗1, . . . , t∗m−1} be the set of these jobs. It follows from the principle of domination that for all 1  i m − 1, the job t∗i is
strictly larger than any job assigned to a 1-machine in Lpt. Therefore, in Lpt t∗i is on machine m, and has completion time
at most 2. Otherwise it would have been assigned to a 1-machine. For every 1-machine in Lpt f i max(t,
√
3 + 1 − t) 
(
√
3 + 1)/2 > 4/3 holds. Let W ∗ =∑m−1i=1 t∗i , be the total work on 1-machines in Opt. Furthermore, let W denote the total
work on 1-machines in Lpt, disregarding tn . Then W /W ∗  (4/3)/2 = 2/3, since this ratio holds on every 1-machine.
Now we exchange the jobs of the Lpt schedule in order to get Opt: First we put tn on machine m, so that m has total
work at least (
√
3 + 1)s. Second, we put the jobs t∗i from machine m to 1-machines, and all the jobs from 1-machines
to m. Since the jobs t∗i were ﬁnished before time 2 in Lpt, now the reduced amount of work on machine m is at least
(W /W ∗) · 2s + (√3− 1)s. This work can be done in time 2, so
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W
W ∗
· 2s + (√3− 1)s 2s,
2
3
· 2+ (√3− 1) 2,
a contradiction. 
In the rest of the proof of Theorem 2, we assume
√
3 − 1 < t  1. Now in Opt there are at most 2 jobs on every
1-machine, since 3(
√
3 − 1) > 2. Furthermore, in Lpt every 1-machine has ﬁnish time f i 
√
3 + 1 − 1 = √3. Thus, on a
1-machine in Lpt there is either a job of size 
√
3, or at least two jobs.
Let ta  ta+1  · · · ta+m−2 = tb be the ﬁrst jobs assigned to the 1-machines in Lpt as described by Proposition 1 (i) (see
Fig. 3). Let t′a  t′a+1  · · · t′b denote the second jobs on the respective machines1 if they exist (these are not consecutive
jobs). If t′a, t′a+1, . . . , t′a+v do not exist, then let t′a = t′a+1 = · · · = t′a+v = 0.
Proposition 3. Let ta > 2− t. In Opt let t′ be a job on a 1-machine and t′′ be another job on the same machine if such a t′′ exists. Now
t′ > t′a holds. Furthermore, if t′ ∈ {t′a, t′a+1, . . . , t′b}, then t′′ ∈ {ta, ta+1, . . . , tb}.
Proof. If t′′ does not exist, then let t′′ = 0. Observe, that t′′  2 − t < ta , otherwise t′′ and t′ would not ﬁt onto one
machine in Opt. Therefore, by the principle of domination t′ > t′a . Moreover, if t′′ is not one of ta, ta+1, . . . , tb , then t′′  tb .
Consequently, t′ > t′b = max(t′a, t′a+1, . . . , t′b), so t′ /∈ {t′a, t′a+1, . . . , t′b}. 
Proposition 4. Let t∗ be a job assigned to m in Lpt and to a 1-machine in Opt. Let T ∗ denote the completion time of t∗ in Lpt. If t∗
follows tb in the ordered job set, and t∗ > t′a, then T ∗ max(2, tb + t∗).
Proof. By the conditions of the proposition, tb  t∗ , and by the principle of domination, on the 1-machine of t∗ in Opt there
is another job. Let t∗∗ denote this job.
Suppose ﬁrst, that t∗∗  tb , then t∗ > t′b , so T ∗  t∗ + tb , otherwise t∗ would have been scheduled on top of tb . Second,
let t∗∗ = ta+v be one of the ﬁrst jobs on 1-machines. Then t∗ > t′a+v , and T ∗  ta+v + t∗ = t∗∗ + t∗  2, otherwise t∗ would
have been assigned as a second job after ta+v . Finally, if t∗∗ > ta , then t∗ + ta < t∗ + t∗∗  2, so either T ∗  2, or t∗  t′a ,
otherwise t∗ would have been assigned as a second job after ta . 
Corollary 1. Let t∗ and T ∗ be deﬁned as in Proposition 4. If t∗ precedes ta in the ordered job set, then T ∗  t∗  2. If t∗ follows tb in
the job order, and ta > 2− t, then T ∗ max(2, tb + t∗).
Proof. In the ﬁrst case t∗  ta , and T ∗  t∗ , otherwise t∗ would have been assigned to a 1-machine before ta . In the second
case, since ta > 2− t , by Proposition 3, t∗ > t′a . Now Proposition 4 implies T ∗ max(2, tb + t∗). 
Lemma 2. If
√
3− 1< t  1 and tb  1, then LptOpt 
√
3+1
2 is impossible.
Proof. As before, we put tn on machine m, so that it has total work at least (
√
3 + 1)s. Let t∗  2 be a job that is on a
1-machine in Opt, but on machine m in Lpt.
We consider two cases. Suppose ﬁrst, that ta > 2− t . By Corollary 1, in our case the completion time of any t∗ in Lpt is at
most 2, since either t∗ precedes ta or follows tb and t∗  tb  1. We start by rearranging the jobs within 1-machines in Lpt:
1 A different order, due to jobs of equal size would be easy to handle by reordering the 1-machines.
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pairs of jobs together with a 1-machine for each pair. As a consequence of Proposition 3, any job not in {ta, ta+1, . . . , tb} that
is on a 1-machine in Opt, is by now deleted. We can rearrange the remaining jobs so, that on every remaining 1-machine
there is either one job of size at least
√
3, or (at least) two jobs, so that at most one of these jobs remains on the 1-machine
in Opt.
Now we put jobs from m to 1-machines. If there is no remaining job on the 1-machine, then we exchange total work of
at most 2, for one job of size at least
√
3, or for two jobs of total size at least 2t . Otherwise we exchange t∗  tb  1, for
one job of size at least t . The size reduction cannot be smaller than min(
√
3/2,2t/2, t/1) = min(√3/2, t).
The reduced work on the fast machine is at most 2s, so
min
(√
3
2
, t
)
· 2s + (√3− 1)s 2s
therefore either
√
3/2 ·2+√3−1 2, a contradiction; or 2t+√3−1 2, that is t  (3−√3 )/2, contradicting to √3−1< t .
Second, suppose that ta  2−t <
√
3+1−t . Now in Lpt there are at least two jobs on each 1-machine. First we rearrange
jobs within 1-machines, so that every job that is on a 1-machine in Opt, gets on its ﬁnal place, and there are still at least
two jobs of size  t′a on every 1-machine.
Now we put jobs {t∗} from machine m to 1-machines. If 2 t∗ > 2 − t , then we exchange it for two jobs of total size
 2t .
If 1 t∗ > t′a , then we exchange it for one job of size at least t . In both cases the size reduction of the t∗ is not less than
t , and according to Corollary 1, completion time of t∗ in Lpt is at most max(2, tb + t∗) = 2.
If t∗  t′a , we exchange it for a larger job, so there is no size reduction.
Finally, if 2− t  t∗ > 1, then t∗  ta , since t∗ was on machine m. In this case t∗ has completion time at most t∗  2− t .
The size reduction can be t/(2− t).
We get the inequality:
t
(2− t) · (2− t) + t · t + (
√
3− 1) 2.
Solving the inequality yields −√3 t √3− 1, contradicting to t > √3− 1. 
Observe that the conditions in Instance A of the previous section, correspond to the case ta  2− t of Lemma 2, therefore
the obtained bounds for t were tight.
Lemma 3. If
√
3− 1< t  1 and tb > 1, then LptOpt 
√
3+1
2 is impossible.
Proof. We will call the jobs {ta, ta+1, . . . , tb > 1} large jobs, and all other jobs on 1-machines in Lpt small jobs. We show
that the ratio of changed work is at least min(t,
√
3
2 ) below time 3 − t; otherwise it is at least
√
3/2. Therefore, inequality
(1) below models the reduction of ﬁnish time of machine m correctly.
Assume that tb > 2 − t , that is, all large jobs are very large. We claim that then there is no job that is on a 1-machine
in both Lpt and Opt. If a large job stayed on a 1-machine, no other job would ﬁt on the same machine, violating the
principle of domination. If, e.g., t′b stayed on a 1-machine, it could only be matched with a job of size at most 2 − t < tb ,
again violating the principle of domination. Thus, when we exchange jobs according to Opt, the total work of 1-machines is
exchanged for (part of the) work on m. Since machines have ﬁnish time 
√
3 in Lpt, respectively  2 in Opt, the reduction
of work on machine m can not be less than
√
3/2.
Now let 1 < tb  2 − t . We can rearrange the jobs within 1-machines as follows: we match jobs that are together on a
1-machine in Opt, and delete this machine with the two jobs. Since we did not match two large jobs, now every machine
with at least two jobs in Lpt, can still have at least one large job and another job, so the total work on any machine after
rearrangement is at least 1+ t > 1+ √3− 1 = √3. Machines with one job also have work at least √3.
Let ﬁrst ta > 2 − t . Proposition 3 implies that small jobs that remain on 1-machines are already deleted. Thus, some of
the large jobs will remain on the 1-machine, and all other jobs will be exchanged for jobs on m. If we change the content
of a 1-machine completely, that yields a reduction of
√
3/2 in the best case. If the smaller job is exchanged for a job
t′a < t∗  2− tb  1 then we get the ratio t/1. Such a job t∗ has completion time max(2, tb + t∗) 2− t + 1 = 3− t in Lpt
by Proposition 4.
Second, if ta  2− t , then every 1-machine has at least two jobs in Lpt. Now, after the rearrangement, there is one large
job and at least one other job on each 1-machine, and at most one of these jobs stays on the machine. If only the small
job or both jobs are exchanged, then the proof is the same as in case ta > 2− t . If only the large job is exchanged for a job
t∗ > tb , then the ratio is tb/t∗  1/(2− t) t . Such a t∗ precedes ta , and has completion time at most t∗  2− t in Lpt.
In any of the above cases, the best work reduction on machine m that we can hope for, is
min
(
t,
√
3
)
· (3− t) +
√
3
(
√
3+ 1− 3+ t) 2. (1)2 2
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√
3
2 · (
√
3+ 1) > 2, we only need to deal with the inequality
t · (3− t) +
√
3
2
(
√
3− 2+ t) 2.
We obtain the solution: t > 3.15 . . . , or t  6+
√
3−
√
31−4√3
4 ≈ 0.7064 <
√
3− 1, a contradiction. 
5. A 1.4 upper bound for 2-divisible machines
In this section we improve on the worst case ratio of Lpt on 2-divisible speed vectors. The proof technique is similar to
that of Theorem 2. We start from the Lpt schedule, then we rearrange jobs, so that more and more jobs get to their ﬁnal
place in Opt. We delete machines that received all their jobs according to Opt. We strive to get into a state, when the set
of remaining machines has more total work than Opt · S , where S denotes the sum of speeds of the remaining machines.
Theorem 3. Let 〈s1, . . . , sm〉 and 〈t1, . . . , tn〉 be an instance of Q ||Cmax . If 〈s1, . . . , sm〉 is 2-divisible, then LptOpt < 1.4.
Proof. Just like in Section 4, we assume that the contrary holds, and we ﬁx a minimal counter-example with 2-divisible
machines. Let Opt be an arbitrary optimal schedule of this instance.
Recall that t = tn . Since job sizes can be normalized, we assume w.l.o.g. that Opt = 2. Moreover, since machine sizes can
be normalized too, we may assume that 1/2 < t  1 (otherwise we multiply all speeds and job sizes with the same power
of 2). This implies that 1/2 is the smallest possible size of a non-empty machine in Opt, and the instance is minimal –
without empty machines in Opt – so s1  1/2. We will call machines of speed at least 2 fast machines.
Let f i denote the ﬁnish time of machine i in Lpt, before tn is scheduled. We assume that Lpt  2.8, and the instance was
minimal. Consequently, 2.8> f i  2.8− t/si for 1 i m.
We start from the Lpt schedule, and we exchange the jobs in several rounds. In the ﬁrst round machines of speed 1/2
receive their ﬁnal job (the jobs on 1/2-machines in Opt), and can be deleted. After this we show, that we got into a similar
situation as in Lemmas 2 and 3. Despite the similarity, we have to deal with two additional diﬃculties: On the one hand,
the ﬁrst round of exchanges has already resulted in some reduction of work by the time we want to apply the arguments of
the lemmas. This is a minor problem, and in most cases it does not affect the original argument. It receives some attention,
e.g., in Lemma 8. On the other hand, we may have more than one fast machines, and therefore we cannot assume that
at the beginning they have ﬁnish time f i  2.8 (recall, that in Section 4 we could assume fm 
√
3 + 1, because at the
beginning of the exchanges tn was put on top of machine m). The second diﬃculty is more crucial, and this is the intrinsic
reason why the (
√
3+ 1)/2 worst case ratio does not hold in case II.
As a ﬁrst step, we delete the job tn from Lpt. Let M denote the (possibly empty) set of 1/2-machines that are as-
signed only 1 job in Lpt, and let tc, tc+1, . . . , td be these jobs (see Fig. 4). Then td is the smallest among them, and
td max(t,2.8 · 1/2− t) 1.4/2 = 0.7.
Now we do the ﬁrst round of exchanges: In Opt there is one job of size at most 1 on every 1/2-machine. By the
principle of domination all of these jobs precede tc ; they are assigned to machines of speed at least 1, and all of them have
completion time at most 2 in Lpt, otherwise they would have been assigned to a 1/2-machine. (In particular, tn is not one
of these jobs.)
In Lpt there is one job of size at least 0.7 on every machine in M . We exchange these jobs for the same number of
(single) jobs that are assigned to 1/2-machines in Opt, and then delete all machines of M together with their new job. The
resulting schedule will be called Lpt0. Let f 0i be the ﬁnish time of machine i in Lpt0.
Lemma 4. If t < 0.8, then f 0i  2 for all i.
Fig. 4. Jobs on 1/2-machines and 1-machines in Lpt.
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at most 2 · si exchanged jobs, since more jobs cannot precede tc .
(i) If i is a 1/2-machine with at least two jobs, then f 0i > (2 · 1/2)/(1/2) = 2.
(ii) Assume that si = 1. Now f i  2.8− t > 2, so we are done if there is no exchanged job on i. We are also done, if there
are at least 4 jobs on i, because t > 1/2.
If τ1 or/and τ2 is exchanged then τ1  1 must hold, and therefore there had to be 3 jobs on i in Lpt. Suppose, that
τ ′1 +τ ′2 +τ ′3 < 2. Since τ ′1 +τ ′3  td + t  1.4, it follows that τ ′2 < 0.6< td . Thus τ ′2 was not exchanged, moreover f i = si · f i =
τ1 + τ2 + τ3 = τ1 + τ ′2 + τ ′3 < 1+ 0.6+ 0.6 = 2.2 = 2.8− 0.6 2.8− t , a contradiction.
(iii) If si = 2, then f i  2.8 − t/2 > 2.8 − 0.8/2 = 2.4. If there are at most two exchanged jobs on i, then the work of i
could be reduced by at most 2 · (1− 0.7) = 0.6. Thus, 2 f 0i  2 f i − 0.6, that is, f 0i  f i − 0.3 > 2.1.
If there are at least 3 exchanged jobs on i, then  3 jobs on i precede tc , which is possible only if τ1  1. Now  4
jobs do not suﬃce for f i > 2.4. If there are altogether 5 jobs on i, then 2 · 2.4 <∑5v=1 τv  4 · 1+ τ5, so 0.8 < τ5  td . The
possible work reduction is at most 4 · (1 − 0.8) = 0.8, and therefore f 0i  f i − 0.8/2 > 2. If there are at least 6 jobs on i,
then 2 · f 0i 
∑6
v=1 τ ′v  3td + 3t = 3(td + t) 3 · 1.4 = 4.2, so f 0i  2.1.
(iv) If si  4 then f i  2.8 − t/4 > 2.8 − 0.8/4 = 2.6. The reduced ﬁnish time is at least f 0i  0.7 · 2 + f i − 2 > 1.4 +
0.6 = 2. 
Corollary 2. If t < 0.8, then Lpt/Opt 1.4 is impossible.
Proof. Let S denote the sum of speeds of the machines in Lpt0. We obtained that the total remaining work is at least
2 · S + tn  Opt · S = 2S , a contradiction. 
Lemma 5. Let 0.8 t. If f 0i < 2, then si = 1. Moreover, every 1/2-machine was deleted in the ﬁrst round.
Proof. First we claim that in this case Lpt assigns one job to every 1/2-machine, so every 1/2-machine was in M , and was
later deleted. If two jobs were on a 1/2-machine, then this machine would have total work at least 1.6, and ﬁnish time at
least 3.2> 2.8> f i , contradiction.
Second, let si  2. Since td  t , the possible decreased ﬁnish time of i is f 0i  t ·2+ f i −2 t ·2+0.8− t/2 = 1.5t+0.8
1.5 · 0.8+ 0.8 = 2. 
The rest of the proof of Theorem 3 follows the same lines as the proof in Section 4. We assume 0.8  t  1. Instead of
Lpt0, our starting schedule is Lpt: We delete all the 1/2-machines and their jobs. On the remaining machines we calculate
with the original sizes of jobs, as it is in Lpt. Nevertheless, we keep in mind, that every job of size  1, and of completion
time  2 on a 1-machine or on a fast machine, can ‘shrink’ to size (at least) td before putting it to its machine in Opt. Such
a shrinkage is equivalent to an exchange for a job on a 1/2-machine in the ﬁrst round.
We ‘put back’ the job tn on top of any fast machine. After that we put jobs from fast machines to 1-machines and
vice versa, to have the optimal schedule on 1-machines. However, we will show that the total amount of work on fast
machines remains too much to ﬁt in the desired optimum time. Lemmas 6 to 9 provide essentially the same case analysis
as Lemmas 2 and 3.
We adopt the notation of Section 4: ta, ta+1, . . . , tb and t′a, t′a+1, . . . , t′b are jobs on 1-machines in Lpt (see Fig. 4). On every
1-machine there is either one job of size at least 2.8 − t  1.8; or there are at least two jobs. We will use Proposition 3,
Corollary 1 and the following analogue of Proposition 4:
Proposition 5. Let t∗ be a job assigned to a fast machine in Lpt and to a 1-machine in Opt. Let T ∗ denote the completion time of t∗ in
Lpt. If t∗ > t′a, then T ∗ max(2, tb + t∗).
Proof. If t∗ is replaced by a job of size  td in Lpt0, then T ∗  2. Otherwise essentially the same argument holds as for
Proposition 4. 
Lemma 6. Let 0.8 t  1. If tb  1 and ta > 2− t, then Lpt/Opt 1.4 is impossible.
Proof. Let t∗ be a job on a 1-machine in Opt, and on a fast machine with completion time T ∗ in Lpt. Then either t∗  ta >
2− t or t∗  tb  1. Corollary 1 implies T ∗  2.
We start by rearranging the jobs within 1-machines, according to Opt. Machines that received all their jobs as in Opt, are
deleted. By Proposition 3, this is possible to do in such a way, that machines with two jobs in Lpt still have two jobs after
rearrangement. Moreover, at most one of the two jobs remains on the same 1-machine, and all other jobs will be put to
fast machines (see the proof of Lemma 2). Single large jobs will not remain on 1-machines by the principle of domination.
At this point, every 1-machine has work at least min(2t,1.8).
If all the jobs on a 1-machine are put to fast machines, then it receives one job of size at most 2, or two jobs of total
size at most 2. So the work reduction factor due to such an exchange is not less than 2t/2 = t or 1.8/2 = 0.9.
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machines. The possible reduction ratio is t .
Previous exchanges with 1/2-machines in the ﬁrst round could not decrease this ﬁnal ratio.
Now we calculate the total work on all fast machines after exchanging jobs with 1-machines. The ﬁnish time of any fast
machine was f i  2.8− t/si  2.8− t/2. Let S be the sum of speed of all fast machines. Including tn , the total work on fast
machines was at least tn + S(2.8 − t/2). The reduced work is at least tn + S · (2 ·min(t,0.9) + 0.8 − t/2). If t  0.9, we get
S(2t + 0.8− t/2) S(3t/2+ 0.8) S(3 · 0.8/2+ 0.8) = S · 2. If 0.9 < t , we get S(2 · 0.9+ 0.8− t/2) S(2.6− 0.5) = S · 2.1.
In either case, after the exchanges with 1-machines, the total work of fast machines is strictly more than S · Opt , a
contradiction. 
Lemma 7. Let 0.8 t  1. If tb  1 and ta  2− t, then Lpt/Opt 1.4 is impossible.
Proof. Since ta  2 − t < 2.8 − t , in Lpt there are at least 2 jobs on every 1-machine. First we rearrange the jobs within
1-machines, so that at least 2 jobs of size  t′a remain on every 1-machine. We match jobs that are on the same 1-machine
in Opt and delete these completed machines. Next, we exchange the jobs between fast machines and 1-machines. Let t∗ be
a job on a 1-machine in Opt, and on a fast machine with completion time T ∗ in Lpt. We exchange t∗ according to one of
the following scenarios (see Corollary 1 and Proposition 5):
If 2− t < t∗  2, then T ∗  2, and we exchange t∗ for 2 jobs of total size at least 2t . The reduction factor is 2t/2 = t .
If 1< ta  t∗  2− t , then T ∗  t∗ , and we exchange t∗ for one job of size at least t . The reduction factor is t/(2− t).
If t′a < t∗  1, then T ∗ max(2, tb + t∗) = 2, and we exchange t∗ for one job of size at least t . The reduction factor is
again t .
Finally, if t∗  t′a , then we exchange it for a job of size  t′a , and there is no size reduction.
Previous exchanges with jobs on 1/2-machines could not yield better ratios.
Let Lpt1 denote the new schedule on the set of fast machines (1-machines are deleted). Let f 1i denote the ﬁnish time of
fast machine i in Lpt1. We claim that f 1i  2 for every fast machine, and for the machine with tn on top f 1i  2 + tn . This
will complete the proof of Lemma 7.
If si  4, then for the ﬁnish time in Lpt f i  2.8 − t4 holds. For the reduced ﬁnish time we get: f 1i  (2 − t) · t(2−t) + t ·
t + 0.8− t/4 = t2 + 0.75t + 0.8 0.82 + 0.75 · 0.8+ 0.8 = 2.04.
Now suppose that si = 2. If in Lpt1 there are at least ﬁve jobs assigned to i, then it has ﬁnish time f 1i  5t/2 
(5 · 0.8)/2 = 2.
Now we assume that f 1i < 2 and there are at most 4 jobs assigned to i in Lpt1. The original and the new total work
assigned to i are wi  5.6− t  4.6 resp. w1i < 2 · 2 = 4. Let τ1, τ2, . . . be the jobs assigned to i in Lpt (not in this order).
Since f i  2.8− t/2 2.3, the last job of i is not an exchanged job. On the other hand, at least one of the jobs must be
exchanged.
Suppose that on i there were at most 4 jobs in Lpt, and at most 3 of them are exchanged for a job of size t each. If only
τ1 is exchanged, then 4 > w1i = t + wi − τ1  t + 5.6 − t − (2 − t) = 3.6 + t , yielding 0.4 t , a contradiction. If τ1 and τ2
are exchanged, then 4> w1i = 2t + wi − (τ1 + τ2) 2t + 5.6− t − 2(2− t) = 1.6+ 3t , that is, 0.8 > t , contradiction. If τ1, τ2
and τ3 are exchanged, then 5.6− t  wi = τ1 + τ2 + τ3 + τ4  2(2− t) + 1+ 1 = 6− 2t , implying t  0.4, contradiction.
The case when a large job of size  2 is exchanged for 2t can be elaborated on using the last two formulas, and the
inequality 2 2(2− t). 
In the rest of the proof we will call the jobs {ta, ta+1, . . . , tb > 1} large jobs, and all other jobs on 1-machines in Lpt
small jobs.
Lemma 8. Let 0.8 t  1. If tb > 1 and t′a = 0 then Lpt/Opt 1.4 is impossible.
Proof. Recall that t′a = 0 means that in Lpt ta is a single job, i.e., ta  2.8− t  1.8.
Due to Proposition 3, and because two large jobs do not belong to the same 1-machine in Opt, it is possible to rearrange
the jobs within 1-machines as follows: machines with two jobs in Lpt still have two jobs, and at least one large job remains
on every 1-machine; on some 1-machines with 2 jobs the large job remains on the same machine in Opt, but all other jobs
will be exchanged.
Now the total work on 1-machines is at least 1+ t  1.8. This lower bound holds for machines with single jobs as well.
On some 1-machines with 2 jobs the large job remains on the same machine in Opt, but all other jobs will be exchanged.
As a next step, we exchange the jobs between 1-machines and fast machines. Assume that t∗ is a job on a fast machine
having completion time T ∗ in Lpt, and it is on a 1-machine in Opt. We analyze the possible work reduction in different
time zones on the fast machine as follows:
If the jobs on the 1-machine are exchanged completely, in general we get a reduction factor at least 1.8/2 = 0.9.
If a large job remains on the 1-machine, and t∗ is exchanged with another job on this machine, then t∗  1, and the
reduction factor is t/1 0.8. By Corollary 1, T ∗ min(2, tb + t∗) 2 − t + 1 = 3 − t  3 − 0.8 = 2.2. (Note that tb  2 − t ,
otherwise t∗ does not ﬁt on top of a large job.) Moreover, when ta is scheduled in Lpt – that is, so far only jobs of size
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0.9 and 2.2
Finally, an anomaly might occur affecting the above factors, due to potential shrinkage of jobs, i.e., the exchanges with
1/2-machines at the very beginning. Suppose that t∗ and t∗∗ (original size) are on the same 1-machine in Opt, and on fast
machines in Lpt. If both of them are of size  1, then the factor remains 1.8/2. On the other hand, let t∗  1, and T ∗  2,
and t∗ exchanged in the very ﬁrst round for a job  t . Then (instead of t∗ + t∗∗  2) we have the bound t∗∗  2− t , and so
t∗ + t∗∗  3− t . The reduction factor in this case is 1.8/(3− t).
However, since t∗∗ > t∗ , and T ∗  2, it is easy to show that in Lpt t∗∗ has completion time  (2 · 2 − 1 + 2 − t)/2 
(5− 0.8)/2 = 2.1 2.2.
In Lpt the total work on fast machines is at least S(2.8 − t/2) + tn , where S denotes the total speed of fast machines.
Suppose that due to job exchanges the total work reduced to at most S · 2. This would imply:
min
(
t,
1.8
(3− t)
)
· (2.2− 0.9) + 0.9 ·
(
2.8− t
2
− (2.2− 0.9)
)
 2.
If 1.8/(3− t) > t , we get 0.85t + 1.35 2, that is t  0.76 . . . < 0.8, a contradiction.
If 1.8/(3− t) t , the inequality is
1.3 · 1.8
3− t + 0.9 · (1.5−
t
2
) 2,
and this is false for any real t , so we got a contradiction. 
Lemma 9. Let 0.8 t  1. If tb > 1 and t′a = 0, then Lpt/Opt 1.4 is impossible.
Proof. In this case there is a large job and a small job on every 1-machine in Lpt. We rearrange them according to Opt, so
that on each remaining machine there is still a large job and another job of size  t′a . Moreover, in Opt, either the large job,
or the other job, or none of them stay on the (same) 1-machine, all other jobs will be put on fast machines.
Next, we exchange the jobs between fast machines and 1-machines one by one. Suppose that t∗ is a job on a fast
machine having completion time T ∗ in Lpt, whereas is it assigned to a 1-machine in Opt. One of the following cases holds:
If t∗  t′a , then we exchange it for a larger job, and this means no work reduction on the fast machines.
If t′a < t∗  1, we exchange it for a job of size  t , and T ∗ max(2, tb + t∗) tb + 1. The reduction factor is t . Previous
shrinkage of t∗ to td could not improve this factor, since t′a  td . Moreover, such a t∗ must have been scheduled above the
time ta/2> 0.5.
If 1 < t∗  tb , then t∗ takes away the place of a large job, so we exchange it for a large job of size at least tb , and there
is no work reduction.
If tb  t∗  2− t , then again we exchange it for a job of size at least tb . The reduction factor is tb/(2− t) > 1/(2− t) t .
Moreover, T ∗  t∗ < 2.
Finally, if 2 − t < t∗  2, then T ∗  2, and we t∗ is exchanged for two jobs of total size at least tb + t . The reduction
factor is not less than (tb + t)/2 tb/(2− t); where the latter follows from tb + t  2.
We obtain the following inequality describing the necessary work reduction on fast machines:
tb
2− t · 0.5+ (tb + 1− 0.5) · t +
[
2.8− t
2
− (tb + 1)
]
 2.
The coeﬃcient of tb is [0.5/(2 − t) + t − 1]. This coeﬃcient is positive for 0.8  t  1. Therefore, the inequality should
hold if we substitute tb by 1< tb . The resulting inequality is
0.5
2− t + (1.5) · t + 0.8−
t
2
 2,
solving to either t  1.6+ √0.66; or t  1.6− √0.66 ≈ 0.7876 . . . , a contradiction. 
6. Lower bounds for 2-divisible machines
Instance A of Section 3, provides a lower bound on the worst case ratio of Lpt not only in the ‘one fast machine’ case,
but also for 2-divisible machines. We show that the bound (
√
3+ 1)/2 is not tight on 2-divisible machines.
We describe two instances on 2-divisible machines for which Lpt/Opt > (
√
3 + 1)/2. Both are reﬁned versions of In-
stance A of Section 3. We are able to improve on this lower bound by using two different approaches: in Instance B we
manage to exchange jobs larger than x = 3 − √3 for jobs of size t = tn . In Instance C we make use of the fact that the
last job t is smaller than y so that later even y-jobs above time 2 can be exchanged for smaller ones. Instance B has an
approximation bound arbitrarily close to (
√
409 + 29)/36 ≈ 1.3673 > (√3 + 1)/2. However, this instance is not suitable if
in Lpt ties are broken in favour of slow machines. Therefore we also present Instance C, which is valid for any kind of
tie-breaking and has approximation bound arbitrarily close to 955/699 ≈ 1.3662 > (√3+ 1)/2.
Besides providing a slightly better lower bound than (
√
3 + 1)/2, these two examples are of interest, because they also
give an insight into the potential diﬃculties in determining a more exact upper bound for Lpt on 2-divisible machines.
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Theorem 4. If we restrict the problem Q ||Cmax to 2-divisible speed vectors, then the ratio Lpt/Opt can be arbitrarily close to
955/699 ≈ 1.3662. Moreover, if in Lpt ties are broken in favour of faster machines, then the same asymptotic worst case ratio is
at least (
√
409+ 29)/36 ≈ 1.3673.
Proof. The proof is given by instances B and C:
Instance B. In this case we assume that in Lpt ties are always broken in favour of faster machines. Just like in Instance
A, we have plenty of blocks of 1-machines and a fast machine of speed 2r . Moreover, we have several 4-machines. First we
describe the assignment of jobs in Lpt (see Fig. 5): Let x = 1.25 and y = 0.75. A block of 1-machines is scheduled like in
Instance A: The large jobs in a block range from x− δ down to 1; the small jobs range from y up to 1− δ. Every block will
be later used for exchanging an x-job for a 1-job or exchanging a 1-job for a y-job.
On any 4-machine in Lpt there are 10 jobs: 4 jobs of size x; 3 jobs of size 1; 2 jobs of size y and 1 job of size t  y,
where t = tn . The total work on a 4-machine is 9.5+ t .
Let z = 8− 9t  8− 9y = x. On the fast machine there are 2r/4 jobs of size z. After that, it is ﬁlled up with x-jobs until
time x; with 1-jobs until time 2; with y-jobs until time 9.5/4 and with t-jobs until 2 + t − δ. The total work on the fast
machine is at least 2r(2− δ + t) − t .
It is straightforward to check that this is an Lpt schedule, either by setting 1/2r < δ, like in Instance A, or by allowing
one more job of size between 1 and y on the fast machine. Finally, a last job of size t is assigned to a 1-machine yielding
makespan 2+ t − δ. On the fast machine this job would be completed after 2+ t − δ; on a 4-machine, the ﬁnish time would
be (9.5+ 2t)/4 2+ t , where the last inequality holds because t  y = 0.75.
The goal is to determine a possibly large t value, so that the optimum makespan can be arbitrarily close to 2. In order
to get an optimum makespan we rearrange the jobs as follows. As a ﬁrst step, we put the very last job on the fast machine.
Second, we exchange every job of size x or 1 (on 4-machines and the fast machine) for a job of size y using the blocks
of 1-machines. At this point, on every 4-machine there are 9 jobs of size y and 1 job of size t . Since (10 · y)/4 < 2, the
job of size t can be exchanged for a y without violating the desired optimum makespan. Thus, we can use 4-machines to
exchange all y-jobs on the fast machine for t-jobs. Moreover, on 2r/4 of the 4-machines we also exchange all the jobs for
t-jobs. On these 2r/4 machines we will have 10 jobs of size t . Finally we use each of these 2r/4 machines for exchanging a
z-job for a t-job. This is possible, since (9 · t + z)/4 = 2. Now every job on the fast machine is exchanged for a t-job. If we
may calculate with fractional jobs on the fast machine, the following inequality models the desired shrinkage of ﬁnish time
(we calculate with no shrinkage above time 2):
z
4
· t
z
+
(
x− z
4
)
· t
x
+ (2− x) · t
1
+ t  2,
t
4
+ t − (8− 9t)t
4 · 1.25 + 0.75t + t  2. (2)
By solving the inequality we get: −
√
409−7
18  t 
√
409−7
18 ≈ 0.734.
Using t =
√
409−7
18 yields the approximation (2 + t)/2 = (
√
409 + 29)/36. The surplus on the optimum makespan due to
calculating with fractional jobs and due to the very last job is not more than (x+ 1+ t)/2r <  if r is large enough.
Instance C. In this example it is irrelevant how ties are broken in Lpt. We have blocks of 1-machines like before, further-
more we have several 16-machines and one 1024-machine. Let x = 377/300 ≈ 1.2567 and y = 2− x = 223/300 ≈ 0.7433.
In Lpt the blocks of 1-machines are scheduled like in the previous instances, and each block can be used to exchange a
job of size x for a job of size 1 or a job of size 1 for a job of size y; 1-machines have ﬁnish time 2− δ, where δ > 0 is an
arbitrarily small number which divides x− 1 evenly.
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Every 16-machine receives 15 jobs of size x; 13 jobs of size 1; 14 jobs of size y and 1 job of size t , where t is the
smallest job size. The total work on any 16-machine is 15x+ 13+ 14y + t = 77/300+ 42+ t .
The 1024-machine has 1023 jobs of size x; 762 jobs of size 1; 947 jobs of size y and 63 jobs of size t . The total work on
the 1024-machine is 1023x+ 762+ 947y + 63t = 38/75+ 2751+ 63t .
The allocation of jobs in Lpt is depicted in Fig. 6. One can easily verify that one more x-job would ﬁnish at time x; one
more 1-job would ﬁnish above time 2; and one more y-job would ﬁnish after the y-jobs on other machines. The ﬁrst jobs
of 1-machines are scheduled after the x-jobs and before the 1-jobs; the second jobs of 1-machines after the 1-jobs and
before the y-jobs, because even the ﬁrst y-job on the fast machines is completed after time 2.
If the last job of size t is assigned to a 1-machine, it has ﬁnish time t + 2− δ, where δ can be arbitrarily small. On a 16-
machine it would have ﬁnish time (77/300+ 42+ 2t)/16; on the 1024-machine it would have ﬁnish time (38/75+ 2751+
64t)/1024. The condition (77/300 + 42 + 2t)/16  2 + t holds if t < 0.7326; whereas (38/75 + 2751 + 64t)/1024  2 + t
holds if t < 0.7328.
In order to get the optimum schedule, we place the last job on the 1024-machine, and we exchange all jobs of size
x or 1 for jobs of size y, using the blocks of 1-machines. At this point the 16-machines have 42 jobs of size y and one
job of size t . Since 43y < 16 · 2, we can exchange y-jobs on the 1024-machine for the t-jobs on 16-machines. Thus, every
job on the 1024-machine could be exchanged for a t-job. Now the total work on the 1024 machine is 2796t  1024 · 2 if
t  512/699 ≈ 0.73247. Consequently, if we take t = 512/699 then Lpt/Opt = (2+ t − δ)/2 = 955/699− δ/2> (√3+1)/2 for
small enough δ. 
7. Improved bounds for the monotone algorithm
We consider the monotone algorithm Lpt* of [13]. This algorithm receives arbitrary input speeds 〈σ1, . . . , σm〉 in increas-
ing order, and jobs 〈t1, . . . , tn〉 in decreasing order. As a ﬁrst step, the machine speeds are rounded down to the nearest
power of 2, so as to get a 2-divisible speed vector 〈s1, . . . , sm〉. After that Lpt is run with the rounded speeds. Finally, the
works (sets of jobs) assigned to each machine are ordered increasingly among machines having the same rounded speed.
Obviously, the actual ﬁnish times and the makespan Lpt∗ depend on the true speeds 〈σ1, . . . , σm〉.
In [13] we obtained a worst case ratio of 3 for Lpt*, by showing that Lpt is 1.5-approximation on 2-divisible machines.
The new upper bound of 1.4 from Theorem 3 automatically implies an upper bound of 2.8 for Lpt*.
Theorem 5. The algorithm Lpt* is a 2.8-approximation algorithm.
Observe that, as opposed to the upper bounds, a worst case ratio Lpt/Opt > α does not immediately imply Lpt∗/Opt > 2α.
Still, here we demonstrate that Lpt* is, in fact, twice as bad as Lpt. We show how to modify Instance A to get Lpt∗/Opt >√
3 + 1 −  in the worst case. For sake of simplicity here we do not consider Instances B and C; however, these can be
modiﬁed in a similar way in order to obtain slightly higher lower bounds.
Theorem 6. For arbitrary  > 0 an instance of Q ||Cmax exists, s.t. on this instance Lpt∗/Opt >
√
3+ 1−  .
Proof. Consider Instance A of Section 3. Notice, that even without the very last job, the instance proves Lpt/Opt > (
√
3 +
1)/2−  for every  > 0, since the fast machine has ﬁnish time fm >
√
3+ 1− δ − y/2r > √3+ 1− 2δ.
Let Instance A′ = Instance A − {the last y-job}.
In the following we deﬁne Instance D. After rounding the machine speeds, the instance will consist of k copies of
Instance A′ , where k ≈ 2 · 2r . Consequently, running Lpt with the rounded speeds as input, results in k copies of the Lpt
schedule of Instance A′ . We need that Lpt∗ >
√
3+ 1− ′ , and Opt < 1+ ′ holds for some appropriate ′ . Therefore, one of
the large machines m1 will have σm1 = sm1 = 2r . For all the other fast and 1- machines let the true speed be σi = 2si − ′′ .
340 A. Kovács / Journal of Discrete Algorithms 7 (2009) 327–340The optimal schedule with the rounded speeds has makespan less than 2. With the original speeds the ﬁnish times can
become less than 1, except for machine m1. So each of the other k − 1 fast machines takes over a y-job from m1, so that
Opt < 1+ ′ holds. 
We remark that, for technical reasons in the deﬁnition of Lpt* in [13], tie-breaking favours slower machines. However,
Instance A and Theorem 3, as well as the monotonicity of Lpt* hold for both (from left or from right) kinds of tie-breaking.
8. Discussion
For the classic Lpt algorithm, we have shown a tight asymptotic approximation bound of
√
3+1
2 ≈ 1.3660 in the ‘one fast
machine’ case; and ‘nearly’ tight lower and upper bounds, [1.3673,1.4] for the same problem on 2-divisible machines.
In our instances providing approximation within  distance to the lower bounds, the ratio sm/s1 equals 2r = θ(1/). The
number of machines is m = θ(2r/δ) = θ(1/2), since there are about as many blocks as jobs on the fast machine, and θ(1/δ)
machines per block. These orders of magnitude are the same for Instances A, B, and C. However, Instance D of Section 7
contains θ(2r) copies of Instance A, thus altogether m = θ(1/3) machines. For relatively large  it is easy to create instances
with less machines. For example, if we just want to demonstrate Lpt/Opt > 4/3, then it is suﬃcient to modify Instance A by
taking one 4-machine, ten blocks of six 1-machines each, and job sizes x = 1.28 and y = 0.72.
We do not exclude, that – if Lpt prefers faster machines in case of ties – Instance B of Section 6 actually yields the basic
construction for a tight bound on 2-divisible machines (the bound itself can be a bit higher). However, proving such a tight
bound – if at all possible – seems to require a lengthy and technical elaboration.
Finally, note that both Instances B and C involve three different machine speeds. It would be interesting to know whether
the tight approximation ratio of
√
3+1
2 holds for machine speed vectors with only two different speeds, i.e., vectors of the
form 〈1, . . . ,1, s, . . . , s〉.
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