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Landscape genetics is a rapidly growing field of study that compares patterns of 
gene flow among populations with habitat heterogeneity across a landscape to infer the 
interaction between dispersal of individuals and their physical environment.  Empirical 
data generated from a landscape genetics study can inform conservation and management 
strategies, making the field increasing popular. However, concerns have arisen in the 
literature that the field is expanding faster than the analytic framework that supports it. 
Multiple methods for generating estimates of the association among habitat types and 
dispersal (i.e., least-cost paths and resistance surfaces) have been proposed, and there is a 
debate as to which statistical methods are best for examining the genetic structure on a 
landscape. We use an integrated empirical- and expert-opinion-based strategy to generate 
a landscape resistance surface for the California tiger salamander, Ambystoma 
californiense, which is a species of conservation concern. We utilize several alternative 
analysis methods (e.g., CCA, MRDM, ResistanceGA, GESTE, and partial Mantel tests) 
to look for agreement among methods describing the relationship of landscape features 
and genetic variation. Our analysis revealed variation among methods for describing 
genetic structure in this A. californiense metapopulation, but all methods indicated the 
presence of genetic structure, to some extent, across the landscape. This empirical data 
set provides both a perspective on habitat management for A. californiense and on the 
suitability of several novel analysis strategies for landscape genetics. 
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CHAPTER ONE: CONSERVATION GENETICS OF THE CALIFORNIA TIGER 
SALAMANDER (AMBYSTOMA CALIFORNIENSE) 
 
Introduction  
Preserving genetic diversity is one primary goal of conservation biology. Genetic 
diversity serves as a means for populations to adapt to changing environmental 
conditions, based on the probability that some individuals will possess combinations of 
alleles that are better suited to the new conditions than are others. The ultimate source of 
new genetic variants is mutation, and the amount of diversity within populations is 
enhanced by gene flow, which spreads novel genetic variants among populations. When 
levels of gene flow among populations are low, however, genetic diversity is eroded by 
genetic drift and inbreeding (Crnokrak and Roff, 1999; Lande, 1995). Avoiding the 
negative consequences of reduced gene flow among populations is a frequent goal of land 
managers attempting to maintain genetic diversity on a landscape (Crooks and Sanjayan, 
2006) with the ultimate goal of ensuring connectivity throughout the distribution of the 
species.  
Extensive literature generated by investigators in the field of population genetics 
in the past 60 years has demonstrated myriad patterns of genetic variation among 
patchily-distributed-populations (Castric et al., 2001; Piertney et al., 1998). It has also 
been demonstrated that matrix (i.e., the area that exists between patches of habitat) affects 
genetic population structure (Castric et al., 2001; Piertney et al., 1998).  The extent to 
which landscape features such as vegetation communities or roads influence patterns of 
genetic structure can be inferred through landscape genetics analyses (Manel et al., 
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2003), and understanding landscape-level population genetic dynamics has become an 
important part of the conservation of imperiled taxa. 
Amphibians are facing global population declines due to factors such as 
overexploitation, climate change, pesticide use, and habitat alteration (Carey and 
Alexander, 2003; Houlahan et al., 2000; Lannoo, 2005; Semlitsch, 2000). Declining 
amphibian species are in need of immediate conservation action and several studies have 
demonstrated the importance of maintaining connectivity among amphibian breeding 
ponds to ensure persistence (Newman and Squire, 2001; Shaffer and Trenham, 2005). 
North American amphibian species are no exception to global declines, and numerous 
conservation projects, such as the Ohio Hellbender project, have been launched across the 
United States to preserve biodiversity with varying degrees of success (Dodd Jr and 
Seigel, 1991).  
Pond-breeding amphibians are suitable for landscape genetics studies because 
they often typify a patchy population structure that can be described as a metapopulation 
(Gill, 1978;  Marsh and Trenham 2001). Metapopulations are defined as a collection of 
partially isolated breeding patches that are connected by the occasional dispersal of 
individuals (Levins, 1969; Smith and Green, 2005). Each patch (i.e., subpopulation) in a 
metapopulation has a higher probability of extinction than the entire system, thus leading 
to a system of occupied and unoccupied habitat patches, but ensuring long-term regional 
or landscape persistence. The metapopulation paradigm emphasizes the importance of 
dynamics occurring among subpopulations (i.e., recolonization via dispersal through 
matrix) in addition to the dynamics pertaining to each habitat patch (i.e., demographics). 
Historically, it has been thought that many species of amphibians fit nicely into a 
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classical metapopulation model, as each breeding pond can be viewed as the central 
resource of each habitat patch (Marsh and Trenham 2001;; Semlitsch, 2000; Smith and 
Green, 2005). However, as Marsh and Trenham (2001) point out, the “ponds-as-patches” 
metapopulation model might not always adequately characterize pond-breeding 
amphibian systems, especially when several breeding sites are very close together and 
pond philopatry is low. It is important to recognize the importance of the terrestrial 
habitat adjacent to the aquatic habitat resources, as both constitute the patch occupied by 
the subpopulation (Wilbur, 1984).  
The California tiger salamander (Ambystoma californiense) is endemic to the 
Great Central Valley of California. All A. californiense populations were declared 
threatened in 2004 under the Endangered Species Act, due in large part to risks posed by 
habitat destruction (U.S. Fish and Wildlife Service, 2004). It has been reported that at 
least 90% of California’s original vernal ponds have been destroyed (Holland, 1998), 
exacerbating other issues contributing to declines, such as an introduced species and 
climate change (Loredo et al. 1996; Fitzpatrick and Shaffer 2007). Pond breeding 
amphibians such as A. californiense are thought to be dependent on intact high-quality 
landscapes (Rothermel and Semlitsch, 2006), but understanding of the factors that 
influence dispersal and connectivity is poor.  
In this study, I examine the genetic structure and patterns of gene flow for A. 
californiense in the Los Vaqueros Watershed (LVW), a landscape situated within the 
western foothills of the Diablo Mountains outside of San Jose, California (Figure 1). I 
used a multilocus microsatellite data set and GIS-derived land cover and slope data to 
evaluate models of landscape resistance and calculate least-cost paths among populations 
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in the LVW to generate recommendations for conservation and management. The LVW 
is comprised of protected areas surrounding the Los Vaqueros reservoir, a relatively new 
landscape feature that has been present since 1998. The construction of the reservoir may 
have severed important connections utilized by the salamanders on the landscape. The 
LVW likely serves as an impenetrable barrier to gene flow, effectively isolating some 
parts of the metapopulation from one another.  
Based on previous work on A. californiense (Loredo et al., 1996; Wang et al., 
2009), I hypothesized that genetic structure will be apparent on the landscape, and this 
structure will be determined by an interaction between habitat resistances and spatial 
configuration of breeding sites, with the potential for the large reservoir to act as a barrier 
to dispersal among sites.  I therefore tested four landscape genetic models: 1) isolation by 
distance (IBD) in which geographic distance among sites determines population 
structure, 2) isolation by resistance (IBR), in which patch and matrix land cover 
composition interact with distance to affect population structure, 3) IBR where degree of 
slope throughout the matrix habitat interact with distance to affect population structure, 
and 4) and isolation by barrier (IBB), in which certain landscape features (e.g., the 
reservoir) greatly reduce gene flow among certain pairs of sites. Identifying the model 
that best characterizes the genetic diversity present on this landscape will aid in 
conservation efforts for A. californiense and improve our understanding of the landscape 





Materials and Methods 
Study Species and Sampling 
Ambystoma californiense has a fossorial lifestyle, spending much of its adult life 
underground, typically in burrows created by other animals such as the California ground 
squirrel (Spermophilus beecheyi) or pocket gopher (Thomomys bottae) (Loredo et al., 
1996; Shaffer and Trenham, 2005).  Adults emerge from burrows primarily during the 
few weeks of breeding season, when they travel to ponds that are free of fish and other 
predators (Shaffer and Trenham, 2005). A. californiense can live for up to 11 years, but 
they generally only breed once or twice within their lifetimes, and interpond dispersal is 
relatively common for pond pairs separated by less than one kilometer (Trenham et al., 
2000). Over the course of a long-term mark/recapture study, Trenham et al. (2000) 
estimated that 22% of A. californiense salamanders dispersed from their pond of original 
capture. The maximum distance among ponds on the landscape is approximately 11.9 
kilometers, and the mean pairwise distance is 6.6 kilometers. The distances between 
ponds combined with habitat heterogeneity and the LVW reservoir suggests that genetic 
structure on this landscape could be strong. 
Tissue samples were collected from A. californiense larvae from ponds 
surrounding the Los Vaqueros Reservoir in 2010. The sampled area consists of 16 vernal 
pools or semi-permanent wetlands (Table 1) in which A. californiense breed, separated by 
landscape features such as hills, creeks, roads and other signs of human development. 
Tissue samples were collected via ~1cm tail tips, which is a standard practice for non-
lethal tissue collection and has been shown to have little adverse effect on A. 
californiense individuals (Polich et al., 2013). Processing of tissues for the acquisition of 
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genetic data is described in detail by Vincent (2014). Briefly, DNA was extracted from 
up to 12 individuals from each of the sampling localities using approximately 25-50mg of 
collected tissue. Extracted DNA was standardized to 25ng/ul and subjected to polymerase 
chain reaction (PCR) to amplify microsatellite alleles for 12 unlinked loci (Table 2; 
Savage 2008). The use of microsatellite DNA is very common in landscape genetic 
studies, because microsatellites exist in non-coding regions of DNA, and thus are 
minimally exposed to selective pressures in the environment (Storfer et al., 2007). As a 
result, microsatellites are considered good neutral markers for assessments of genetic 
structure (Jarne and Lagoda, 1996). Each individual was genotyped across all 
microsatellite loci using the GeneScan® (Applied Biosystems, Inc) fragment analysis 
procedure on an ABI 3130 automated sequencer in Western Kentucky University’s 
Biotechnology Center. A multilocus genotype was determined in GeneMapper® (Version 
5, Applied Biosystems, Inc.) using the scoring guidelines described by Selkoe and 
Toonen (2006). Microsatellite loci or individuals with inconsistent amplification (<75% 
success) were rerun or omitted from the dataset and all statistical analyses. 
 
Collection of Genetic Data  
Micro-Checker c2.2.3 (Van Oosterhout et al., 2004) was utilized to detect the potential 
for null alleles in the multilocus dataset. Null alleles result from a failure to amplify 
certain alleles during a PCR reaction (for a variety of reasons), which leads to genotyping 
errors and erroneous allele frequency calculations. Micro-Checker evaluates populations 
and loci for the prevalence of null alleles based on deviations from standard population 
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genetic theory for neutral markers (e.g., concordance with Hardy-Weinberg Equilibrium 
expectations), and generates adjusted allele frequencies to correct for genotyping errors.  
Population assignments for each individual were obtained from STRUCTURE 
2.3.4 (Pritchard et al., 2000), a Bayesian clustering assignment program that uses 
multilocus genotype data to assign individuals to hypothetical genetic populations, 
denoted “K”. Admixture models included within STRUCTURE assume that the genetic 
data arise from the mixing of K ancestral populations, and assume that the alleles are 
proportionally inherited from one or more parental K populations. STRUCTURE 
assumes the alleles imported are within Hardy-Weinberg equilibrium, and for each 
individual in the analysis, an ancestry coefficient can be calculated. Ancestry coefficients 
are what are used to delineate the clusters, and represent the relative contribution of each 
K ancestral population to the genotype of that individual. STRUCTURE systematically 
estimates the parameters of the posterior distribution using Markov chain Monte Carlo 
(MCMC) methods, a stochastic simulation algorithm. The MCMC process begins by 
randomly assigning individuals to a K number of populations, then variable assignment 
frequencies are assessed in each group and individuals are “checked” based on those 
estimates. Potential K values from 1 to 16 were tested for 12 replicates with a MCMC 
burn-in of 100,000 runs and a full run length of 1,000,000. The collection sites of the 
larvae were used as prior information input into STRUCTURE in the admixture 
LOCPRIOR model. Output files from STRUCTURE were then imported into 
STRUCTURE HARVESTER (Earl and vonHoldt, 2012), which implements the Evanno 
et al. (2005) ΔK method to identify the value of K with the greatest likelihood, given the 
data from the STRUCTURE simulation.  
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Pairwise Fst values and estimates of gene flow were calculated using the program 
BayesAss+ (Wilson and Rannala, 2003).  BayesAss+ implements a method for 
quantifying rates of recent gene flow among populations using MCMC to estimate joint 
probability distributions of inbreeding coefficients from multilocus genetic data. The 
estimation of inbreeding coefficients allows for the identification of the descendants from 
recent immigrants to each population, thus quantifying contemporary rates of gene flow 
on the landscape. 
 
Geographic data management 
GIS data are publicly available from the state of California via Cal-Atlas 
(http://www.portal.gis.ca.gov) and other online repositories such as the USDA geospatial 
gateway (http://www.datagateway.nrcs.usda.gov), Esri ArcGIS services, and resources 
maintained by universities. I used geographic data from the National Land Cover 
Database 2011 project (NLCD 2011). The data retrieved were reclassed into four land 
cover types: open water, scrub/shrub, forest/woodland, and grassland (Figure 2; Table 3). 
Elevation data for the area surrounding the LVW reservoir (Figure 3) were downloaded 
from the USDA Geospatial Data Gateway, a GIS service provided by the USDA. Slope 
rasters were created from the elevation data using the “Slope” tool within the ArcGIS 
software ArcMap (Esri, Inc), and geographic distances were calculated using the 
“Distance” tool and placed into a distance matrix for analysis. Slope (Figure 3) and land 
cover (Figure 2) data layers were converted to ASCII files for further analysis using the 
“Export to Circuitscape” tool (Jenness, 2010).  
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Resistance Surface Parameterization 
An important step in the evaluation of models of Isolation by Resistance (IBR) is the 
parameterization of a landscape resistance data layer. I used an optimization framework 
implemented via ResistanceGA (Peterman et al., 2014) in R (R Core Team, 2014), to 
determine the effects of vegetation type and slope on genetic structure. ResistanceGA 
utilizes a genetic algorithm (GA; (Scrucca , 2013)), to optimize resistance surfaces by 
iteratively assigning resistances to categorical data, or to implement a series of 
transformations to continuous data. This method involves linear mixed effects models 
with maximum likelihood population effects parameterization to relate the resistance 
surfaces to pairwise genetic distances (i.e., the genetic differentiation between two 
subpopulations). The mixed models take the general form of: 
!"# = %& + %( )"# − + +%," +%,# +%-"#%%, 
 which is the maximum likelihood effects parameterization (described in detail by Clarke 
et al. [2002]). Fixed effects consisted of the resistance values for the landscape variables, 
and random effects were the pairwise pond combinations. 
Resistance can be optimized by either a least-cost path analysis using the R 
package gdistance (van Etten, 2017), or by circuit theory using CIRCUITSCAPE 
(McRae et al., 2008). ResistanceGA allows for an empirical optimization of resistance 
surfaces that is free of the bias of expert opinion (Peterman et al., 2014), and has the 
ability to simultaneously optimize multiple surfaces with both categorical and continuous 
features at the same time, either maximizing log-likelihood scores or R2 values, or 
minimizing AIC values. Log-likelihood optimization is the default method, and was used 
for this analysis.  
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During each iteration of ResistanceGA, a different value was assigned to each 
land cover type, ranging from 1 – 3000. For the continuous variable (slope), the surface is 
rescaled to a range of 1 - 10, preserving the relative spacing of all levels. During the 
optimization of a continuous variable, the data are transformed to one of eight equations 
(Figure 4) to reduce parameter space and computational load, and the equation with the 
best fit is used for further analysis. ResistanceGA then optimizes shape parameters to fit 
the base equation/relationship to the resistance values that maximizes the log likelihood 
of the model explaining the genetic data on the landscape. Each landscape feature 
(distance, slope, and land cover) are optimized and/or tested separately. Distances were 
calculated for each possible combination of values using the R package gdistance. 
ResistanceGA provides output in the form of optimized coefficients for all input 
variables, as well as conditional R2 values for each landscape feature, an IBD model, and 
a null model wherein there is no relationship between geographic features and genetic 
distance. ResistanceGA is a computationally expensive procedure, and was run using the 
computer cluster provided by the Bioinformatics Center at Western Kentucky University.  
 
Results 
Population Genetic Data 
The final data set included 216 individuals from 16 sampling locations. Three of the 
microsatellite loci were discarded due to inconsistent amplification across multiple 
locations, leaving nine loci for further analysis. The effective number of alleles per locus 
varied between 5 and 13, with an average of 9.8 (Table 4). Mean observed heterozygosity 
(HO) indicated a high level of genetic diversity, with a value of 0.589 (Table 4). Micro-
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checker indicated the possibility for null alleles to be present in two of the remaining nine 
loci, but these were retained in the final dataset, as a number of studies have shown that 
there is little to no significant effect of null alleles on the accuracy of assignment tests 
such as STRUCTURE (Carlsson, 2008; Hauser et al., 2006). The STRUCTURE 
HARVESTER analysis indicated two distinct breeding clusters present on the landscape 
(Figure 5). STRUCTURE assigned probabilities to each sampling location belonging to a 
given genetic cluster, which is visualized in Figure 6. Pie charts depicting the geographic 
locations of the structure clusters are shown in Figure 7. Additionally, I include 
visualizations of the K=3 and K=4 STRUCTURE results as a comparison to the more 
likely K=2 data in Figures 6 and 7. Pairwise Fst values ranged from 0.019 to 0.190 (Table 
5), which indicates a highly variable amount of gene flow among sites. Estimates of gene 
flow from BayesAss+ are shown in Table 6. 
 
Optimization of the Resistance Surface 
ResistanceGA indicated that the lowlands where the reservoir stood was the most 
conductive of gene flow when the land cover layer was optimized; an interesting result 
considering the known life history of A. californiense (see Discussion). ResistanceGA 
assigns costs to features relatively, meaning that the lowest feature will be assigned a 
value of 1, and all other features will have costs relative to the lowest feature. After open 
water (1), the scrub habitat was most conducive to movement (280.380), grassland 
second (1860.223) and forest habitat third (2605.228). Human development on this 
landscape did not appear to affect A. californiense movement. However, a marginal R2 
value of 0.096966 indicated low explanatory power of the land cover variables. Slope 
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data accounted for much of the variance of the genetic data, with a marginal R2 of 0.25. 
ResistanceGA optimized on an Inverse-Reverse Monomolecular relationship (Figure 4) 
between slope and resistance values, with a shape factor of 3.533. The shape factor 
optimized by ResistanceGA is a scalar that modifies the original line to better reflect 
genetic structure. 
Due to the counterintuitive result of lowest resistance of the reservoir and the poor 
explanatory power of the vegetation model, I tested the hypothesis that the reservoir had 
not been present long enough to affect the signature of population genetic structure at the 
study scale. I acquired a land use map from before the reservoir was constructed (NLCD 
1992) from the Geospatial Data Gateway (datagateway.nrcs.usda.gov), and the same 
protocol was followed for land use in 1992. The landscape composition of the lowlands 
previous to the reservoir was largely grassland with intermittent forests and scrub, as 
shown in Figure 8. Under this new characterization of the landscape using data available 
for the time period prior to the installation of the reservoir, ResistanceGA found the same 
pattern in relative ranking of resistances for land cover types (scrub, 1; grassland 6.63; 
forest 9.30, with no significant effects of human development). The marginal R2 value for 
the new land cover model was 0.104. The 2011 land cover ResistanceGA model had a 
log-likelihood score of 199.489, whereas the 1992 dataset had a log-likelihood score of 
238.968, suggesting model improvement.  
 
Comparison of Landscape Genetic Models 
A Mantel test executed on log-transformed geographic distance and genetic distance 
confirmed the presence of IBD (r = 0.233, p value = 0.011). In the 1992 ResistanceGA 
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models, IBR by slope was better supported over an IBD model with both a higher log-
likelihood score (243.404 vs. 238.722) and by R2 values (0.25 vs. 0.088). IBR by land 
cover only slightly improved model fit when compared with IBD, with narrow margins of 
improved log-likelihood (238.986 vs. 238.722) and R2 (0.104 vs. 0.088). At this time, 
ResistanceGA does not have an output giving log-likelihood and R2 of a combined IBR 
by slope and land cover) model. The Circuitscape visualization of slope-derived low 
resistance paths traversing the landscape is shown in Figure 9. 
 
Discussion 
The genetic data collected in this study indicate the presence of genetic structure on the 
LVW landscape, as demonstrated by wide variation in pairwise Fst values and pairwise 
estimates of gene flow present among ponds. BayesAss+ also indicated that gene flow is 
not equivalent among all pairs of ponds on the landscape. BayesAss+ estimated pair-wise 
migration rates among ponds and the proportion of variation attributed to non-migrants, 
represented by the diagonal (Table 6). In a previous demographic study of A. 
californiense, it was found that roughly 78% of individuals demonstrated philopatry, 
being captured at the same pond in consecutive breeding seasons (Trenham et al. 2000). 
Comparably, BayesAss+ indicated an average of 70.1% of genetic variation in 
subpopulations is due to non-immigrants. 
The two distinct breeding clusters identified by STRUCTURE are not on opposite 
sides of the reservoir, but instead appear to be connected by lowlands (Figures 7 and 9). 
There was strong concordance of all replicates for K = 2, and the replicate with the 
highest log-likelihood score was used for the creation of figures. Maps for K = 3 and K = 
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4 are also provided, and while these K values were not supported by STRUCTURE 
HARVESTER, they also show that ponds across the reservoir from each other are 
assigned to the same breeding cluster, which is evidence of the lowlands being conducive 
to gene flow. 
IBD was confirmed to have an effect on the genetic structure on this landscape, 
and was accounted for in all subsequent ResistanceGA models. For the IBR analyses, 
slope appears to be the largest factor affecting salamander dispersal on this landscape; the 
slope model had a higher log-likelihood score, and marginal R2 value. Optimized least-
cost paths indicated a “preference” of salamanders to favor terrain with a lower change in 
slope vs. variable and steep terrain, because these ponds were exchanging dispersers at a 
higher frequency. Land cover resistance values also improved the fit of the model, though 
to a lesser degree (Table 7). This study fails to establish any IBB relationships on this 
landscape, as any potential effects of the reservoir remain undetectable in our dataset.  
The initial ResistanceGA result indicating that the reservoir provided least 
resistance to dispersal movements was unexpected because it is unlikely that A. 
californiense adults are able to ford or swim across such a landscape feature. The 
reservoir is large and has been stocked with game fish, which are efficient predators of 
both salamander larvae and adults, and their introductions in ponds have been shown to 
decimate salamander populations. It is more likely that the effects of the barrier on gene 
flow have yet to appear in microsatellite loci used in this study. The “lag time” between 
the introduction of a barrier on a landscape and its effects on population genetic structure 
has been explored in simulation studies. For example, Landguth et al. (2010) simulated 
gene flow on a landscape where a barrier to movement was added after an initial period 
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of panmixia. The barrier was considered “detected” when a modified cost-distance using 
a Mantel test achieved statistical significance (p < 0.05). The Landguth et al. (2010) 
results indicate that the time to barrier detection is related to the maximum dispersal 
distance of an organism, and at the smallest distance scale they utilize in their simulations 
(10km), the lag time was estimated at six non-overlapping generations.  
The reported average for post-metamorphic migrations for A. californiense is 26 
meters, with a range of 6 – 57 meters (Loredo et al., 1996), with a reported maximum of 
1,989 meters (Trenham et al., 2000). And while these direct measurements of dispersal 
likely drastically underrepresent the rare long-distance movements that occur with low 
frequency but have a disproportionately large effect on gene flow (Smith and Green, 
2005), these short dispersal distances lead to the assumption that it would take even 
longer than six generations for a barrier to be detectable in the genetic structure on a 
landscape such as the LVW.  
Terrestrial movements of A. californiense are directly related to precipitation; in 
drought years individuals may elect to skip a breeding season in favor of waiting for 
more ideal conditions to avoid desiccation and to ensure the presence of breeding pools 
(Trenham et al., 2000). Further, the mortality of juveniles attempting long-distance 
dispersal is likely enhanced by drought conditions. One severe drought has occurred in 
California since the construction of the reservoir and previous to the collection of these 
data: from 2006-2010. The reservoir began construction in September of 1994, and was 
completed in 1998. Given that the minimum age at first reproduction is 2 years for males 
and 2-3 years for females (Loredo et al., 2006; Trenham et al., 2000), we can estimate 
that a maximum of eight generations have elapsed (2 years per generation over 16 years). 
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If the reservoir is indeed a barrier to gene flow, this study provides empirical support for 
the simulation study conducted by Landguth et al. (2010) because we are not detecting 
the signature of such a barrier in the genetic data. 
While this study did not identify changes in genetic structure due to the addition 
of the reservoir, the relationships between other variables remain pertinent information 
for the conservation of this species. Even though this landscape was largely grassland, 
and A. californiense is considered a grassland-associated species, scrub habitat appears to 
be the least resistant to movement and should be prioritized for conservation. My results 
are similar to those of Wang et al. (2009), who also found that scrub habitat was the most 
conductive to gene flow, followed by grassland habitat and then forested areas. The 
relative magnitudes of resistances differed, however (1, 2.2, 5.3 vs. 1, 6.63, 9.3 in the 
Wang et al. study). The minor differences between the two sets of resistance values are 
not unexpected given landscape-specific differences. For example, with respect to slope, 
the Wang et al. (2009) landscape displayed low variation, with the minimum and 
maximum elevation levels separated by only 25m. Conversely, the minimum and 
maximum elevation span on the LVW landscape is 361 meters with a maximum slope 
value of 42 degrees. In the LVW, slope accounted for much more variation on the 
landscape than did land cover, and it is possible that the strong effect of slope on this 
landscape affected the relative importance of land cover categories and contributed to the 
differences observed between this study and Wang et al. (2009).  
In conclusion, the genetic and geographic data analyzed in this study indicate that 
landscape connectivity among A. californiense breeding sites is greatest when variation in 
elevation along the dispersal path is minimized, and that on landscapes with large 
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variation in slope, the effect of elevation on patterns of gene flow is stronger than that of 
vegetation category. However, even though the pattern of genetic variation attributable to 
vegetation category was low, this study corroborated the relative ranking of vegetation 
type on landscape resistance found in other studies, with shrub habitat fostering gene 
flow to a greater extent than grassland or forest. Lastly, these results indicate that the Los 
Vaqueros reservoir has not yet had a significant effect on population-level estimates of 
genetic structure on this landscape, but that the presence of the reservoir has likely 
disrupted the low elevation dispersal conduits traversing this landscape.   
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CHAPTER TWO: COMPARISON OF EMPIRICAL LANDSCAPE GENETIC DATA 
USING MULTIPLE ANALYTICAL METHODS 
 
Introduction 
“Landscape genetics”, a term coined by Manel et al. (2003), refers to the use of 
quantitative approaches to analyze how geographic and environmental features affect the 
structure of genetic variation among populations at a landscape scale. Landscape genetics 
studies attempt to infer how individuals move across a landscape through estimation of 
patterns of gene flow and either determine what corridors or pathways through matrix 
individuals utilize to disperse among habitat patches, or what local adaptations allow 
organisms to thrive at different locales within a metapopulation. These are important 
questions for land management and conservation.  Put simply, landscape genetics can be 
defined as “research that explicitly quantifies the effects of landscape composition, 
configuration and [or] matrix quality on gene flow and [or] spatial variation” (Storfer et 
al. 2007).  Though the interdisciplinary nature of landscape genetics presents great 
analytical power, it also presents challenges such as the integration of theory from diverse 
fields, and the combining of multiple types of data into a single analysis framework 
(Manel et al., 2003). While certain analytical strategies have been implemented more 
than others, there is growing discussion regarding the process by which the most 
appropriate analytical strategies might be selected for a given question and study design.  
A useful approach to understanding how landscape variables affect genetic 
structure involves describing the relationship with a model. Balkenhol et al. (2009) 
described several models into which landscape genetic data could fit: a null model, 
isolation by distance (IBD), isolation by landscape resistance (IBR) and isolation by 
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barrier (IBB). In the null model, there is no genetic variation among populations, or there 
is no detectable effect of spatial or landscape features on the genetic structure. In the IBD 
model, genetic variation is correlated only with geographic distance among sampling 
locations, with populations farther apart being more isolated, and having larger values of 
genetic differentiation. The IBR model recognizes the influence of habitat and matrix 
heterogeneity on genetic structure, and allows for modification of geographic distance to 
represent the costs associated with moving along particular landscape paths. The IBB 
model is a derivation of the IBR model in which a particular landscape feature (or 
features) severely suppresses movements across barrier boundaries.  
Frequently, studies of landscape genetics seek to discern whether the geographic 
distance (represented by the IBD model) or matrix heterogeneity (represented by the IBR 
model) is the primary determinant of genetic structure for a particular landscape, with the 
concomitant identification of movement barriers (under the IBB model). Under the IBR 
model, the genetic differentiation among breeding populations should correlate with the 
resistance values of landscape features, rather than the geographic distance. The IBD and 
IBR models are often combined to generate a model characterized by a simultaneous 
influence of both landscape resistance and geographic distance.  In this IBD+IBR model, 
genetic differentiation will be correlated with a path, which incorporates both Euclidean 
distance and the variable probability of mortality incurred by navigating through various 
landscape features. It is often straightforward to describe the spatial arrangement of 
sampled locations on the landscape and parameterize the IBD model. However, the 
parameterization IBR models is more complicated because it is necessary to quantify the 
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cost (or resistance) of landscape features to movements, and as a result there are 
numerous ways to estimate the resistance value of landscape features (Zeller et al., 2012). 
IBR and IBD models are of interest to conservation biologists, as they offer 
insight to landscape connectivity and provide possible suggestions for land management. 
One goal of many landscape genetics studies is the creation of the “resistance surface”, 
illustrating the variable costs associated with movement across a heterogeneous 
landscape. A resistance surface identifies the path or paths that are hypothesized to 
present the least resistance to movement (the least cost path [LCP]), potentially 
illustrating important corridors (Adriaensen et al., 2003). A flaw with many landscape 
genetics studies is that the resistance surfaces constructed rely on expert opinion, which 
can induce bias in the results. A review by Zeller et al. (2012) found that 43% of studies 
surveyed used expert opinion alone in their parameterization of landscape resistance 
surfaces, a sub-optimal method when compared to empirical approaches (Clevenger et 
al., 2002; Pearce et al., 2001). However, with some species, empirical data on movement 
patterns are hard to attain, and assumptions based on knowledge of the species from the 
literature becomes an attractive alternative, particularly when urgent conservation action 
is needed (Compton et al., 2007).  
Alternatively, it is possible to build a model describing landscape resistance 
without the use of expert opinion by evaluating random permutations of potential models 
of landscape resistance. Optimizing a complex causal model with fully randomized 
parameters, however, can be computationally challenging due to the evaluation of a 
potentially very large number of competing models across a vast parameter space. For 
example, a study measuring only four variables on the landscape genetics of black bears 
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produced 108 hypothetical resistance surfaces to be analyzed and 110 different potential 
models to be tested (Cushman et al., 2006). A two-step model selection approach may 
bridge the gap between an expert-opinion-only model and a model optimized by 
randomization. Expert opinion justified by the literature may be used to reduce the 
parameter space to a manageable level, and afterwards randomization can derive a suite 
of hypothetical models, which are then sequentially analyzed with biological data and 
rigorous statistical analyses to select the best model (Shirk et al., 2010; Zeller et al., 
2012).  
The analytical strategies for evaluating the fit of genetic data sets to an IBD or 
IBR model are not straightforward, and there are concerns that the field of landscape 
genetics lacks adequate theory supporting the analytic frameworks being utilized 
(Balkenhol et al., 2009). Statistical tests used to validate resistance surfaces in landscape 
genetics can be grouped into two broad categories: pair-wise and point-wise methods. 
Pair-wise methods emphasize the landscape data properties between members of pairs of 
sampling locations. Pair-wise methods call for pair-wise data, generally in the form of a 
matrix of pair-wise genetic distances and a matrix of geographic distance (for IBD 
models) or landscape composition (for IBR models). Point-wise methods focus on 
sampling location or patch attributes and condense pairwise landscape data into a single 
estimate for each variable measured. For example, the landscape resistance data for each 
sampling location can be presented in the form of a connectivity index, or a value 
calculated for each sampling location that summarizes the connectivity of that location 
relative to others on the landscape. Point-wise methods use allele frequency data and 
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indices of landscape data calculated for each sampling location to test alternative 
landscape genetics models.  
Analyses that utilize pairwise methods indicate the importance of between-site 
dynamics, such as gene flow, on population genetic structure. From the perspective of 
conservation managers concerned with potential corridors or other landscape connectivity 
phenomena, pairwise analyses are well suited to evaluate relevant hypotheses. 
Conversely, the point-wise approach is a strategy better suited for investigating the 
importance of local adaptation in driving patterns of genetic structure. Data concerning 
selective responses to localized landscape features are also of potential interest to 
conservation mangers, particularly if understanding the viability of populations subjected 
to rapid environmental changes is a priority.  Understanding patterns of landscape 
resistance values is an important element of evaluating landscape genetic models, 
whether point-wise or pair-wise tests are implemented.  
The primary goal of this study is to compare several different analytical strategies, 
including both point- and pair-wise methods, to discern if different analytical methods 
affect conclusions drawn in a landscape genetics framework. I will use a California tiger 
salamander (A. californiense) genetic dataset, GIS-derived land cover data, and an 
optimized resistance surface (described in Chapter One), to evaluate the fit of IBD and 
IBR models using four different analytical frameworks. I hypothesize that alternative 
analysis strategies will yield different conclusions regarding the model that best describes 
the genetic structure of A. californiense on the study landscape, and that there will be 
greater agreement between tests that utilize the same mode of data input (e.g., pairwise 
vs. pairwise) than those that use differing data modes (e.g., pair-wise vs. point-wise).  
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Materials and Methods 
Resistance Surface Construction 
The construction of the landscape resistance surface is described in detail in Chapter 1. 
Briefly, GIS data were reclassified into five land cover types: open water, scrub/shrub, 
forest/woodland, human development, and grassland. Geographic distances were 
calculated using the distance tool and land cover data were converted to ASCII files using 
the Export to Circuitscape tool (Jenness, 2010). Resistance for the Open Water land cover 
type was set to maximum a priori. For each other land cover type, a resistance value was 
randomly assigned for each model. Ninety-nine models were randomly generated for land 
cover data, and added to the models derived from ResistanceGA in Chapter One and a 
similar study of A. californiense (Wang et al., 2009) for a total of 101 models. The 
landscape models were then related to the genetic data by four tests: Canonical 
Correspondence Analysis (CCA; ter Braak, 1986, Genetic structure based on genetic and 
environmental data (GESTE; Foil and Gaggiotti 2006), Multiple Regression of Distance 
Matrices (MRM; Manly 1986; Legendre et al. 1994) and partial Mantel tests (PMT; 
(Mantel, 1967; Smouse et al., 1986), as described below.  
 
Implementation of Pair-wise Analyses 
Pairwise Fst values were calculated in the program BayesAss+ (Wilson and Rannala, 
2003).  This matrix is then directly input as the dependent variable for both pair-wise 
analyses. MRM and the PMT are both commonly implemented pair-wise data analysis 
techniques, with the latter being the most widely used test for evaluation of IBR models 
 24 
(Zeller et al., 2012). In a normal Mantel test, a genetic matrix and a landscape matrix are 
provided as input, and the significance of correlation is assessed. A PMT aims to assess 
the dependence between two matrices while controlling the effect of a third (Guillot and 
Rousset, 2013). MRM allows for the simultaneous regression of multiple landscape 
variables on a genetic distance matrix. Cost distance matrices generated from the 
randomized land cover values are inputted as the independent variable in these tests. 
MRM and PMT were performed using the packages ecodist and vegan in R (R Core 
Team, 2014). 
 
Implementation of Point-wise Analyses 
For the point-wise analyses, I constructed sampling-location-specific (i.e., population-
specific) connectivity indices (Moilanen and Nieminen, 2002). The formula used for this 
transformation is: 
.# = %Σ-(12345), 
where Sj is the connectivity index for population j, dij is the measure of distance between 
populations i and j, and α estimates the distance effect on migration probabilities. 
Although there is previous work suggesting that distance does limit the dispersal ability 
of A. californiense (Trenham et al. 2000), we have no a priori quantification of α. 
Instead, α was estimated using an optimization method outlined by Crawford et al. 
(2016).  
CCA is a multivariate ordination technique that has shown to be very powerful 
and reliable when analyzing genetic data on a landscape (Balkenhol et al., 2009). CCA 
can be used to infer environmental effects on genetic structure and explain the 
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“gradients” of the dependent variable (the index of sample-site allele frequencies) in 
terms of the independent variables (the landscape measurements) by viewing sample sites 
along axes. The connectivity index of geographic distances (described above) was 
modified to reflect cost-distances to compare between IBD and IBR models. If IBR is 
important, the cost-distance connectivity index will have greater explanatory power than 
the index containing only geographic distances.  
GESTE is a Bayesian analysis developed for use in landscape genetics studies. 
GESTE implements a generalized linear model (GLM) and uses Markov Chain Monte 
Carlo (MCMC) methods to estimate parameters of the posterior distribution. GESTE 
directly estimates migration rates and population specific correlation values between 
population-specific allele frequencies and different connectivity measures, which can 
potentially identify factors affecting gene flow. In general, GESTE examines landscape 
factors in a hierarchical manner, analyzing connectivity of sampling locations using 
geographic distance then every combination of landscape features provided as input. The 
most basic model chosen was a model that included the geographic distance connectivity 
matrix, and then every cost distance connectivity index was evaluated independently, but 
also evaluated for contribution to the model in a step-wise manner to ensure significant 
improvement occurred. For this study, only the null model, distance connectivity index, 
and cost distance index were compared for each set of randomized land cover resistance 
values. Cost distance matrices were not run simultaneously. 
As with CCA, the IBR hypothesis is supported when GESTE identifies the model 
with cost-distance connectivity index as having higher explanatory power than a model 
containing the connectivity index created from geographic distance. GESTE also requires 
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the input of landscape data in the form of a connectivity index, and the same indices were 
used for both GESTE and CCA. CCA was performed using the packages ecodist and 
vegan in R (R Core Team, 2014), and GESTE  (Faubet and Gaggiotti 2006) was 
performed using the software of the same name. The models were arranged in order of 
support for each test, and then were compared for agreement using Fleiss’ Kappa statistic 
(Fliess 1971). The Kappa statistic measures agreement for categorical terms. The Kappa 
statistic was interpreted following the recommendations by Landis and Koch (1977), 
where values less than zero indicate no agreement, 0-0.2 as minimal agreement, 0.21-0.4 
as fair, 0.41-0.6 as moderate, 0.61-0.8 as substantial, and 0.81-1 as almost perfect 
agreement. It’s important to note that this designation is largely subjective, but the overall 
strength of agreement can be compared using the calculated values.  
 
Results 
There was much disagreement among the statistical optimization of resistance surfaces in 
this study. ResistanceGA determined that the optimal landscape resistance surface 
contained relative resistances of scrub = 1, grassland = 7, and forest = 9, with human 
development having insignificant effects on gene flow. Human development proved to be 
insignificant on the study landscape for all tests implemented in this study. Among 
models where human development was the only resistance value that differed and all 
others were held constant, the models performed similarly across tests (Tables 8 & 9, 
models 61-63). CCA does not provide a p-value, so CCA models were sorted based on 
the proportion of the IBR hypothesis vector, or the amount of variance explained by the 
resistance model. All of the top 12 models with the highest total proportion of variance 
explained for CCA identified scrub habitat as the most conductive landscape to gene flow 
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(i.e., lowest resistance), though the relative resistance values assigned to grassland and 
forest habitats differed. In 10 of the top 12 models, grassland was identified as being less 
resistant than forest, though the top model (with resistances of 1, 9, 2, respectively) did 
not show such a relationship. CCA had a constrained proportion of over 50% for the top 
13 models.  
 GESTE returned low posterior probabilities for all models (less than the null 
distribution), meaning that GESTE could not identify any IBR model as more significant 
than IBD. Among the tests with the highest log-likelihood scores, scrub habitat was 
identified as the least resistant in eight of ten models. 
  The PMT results were sorted by p-value, and did not identify any models of 
landscape resistances as significant. Of the ten models with the most explanatory power, 
six models identified scrub habitat as the least resistant habitat type. MRM, however, 
identified all models as significant after a false discovery rate correction using the 
Benjamini-Hochberg procedure at an alpha level and FDR of 0.05. However, the 
landscape resistance model most similar to ResistanceGA (1, 7, 9) had the lowest p-value 
of all MRM models. Seven of ten identified scrub habitat as the least resistant, and seven 
identified grassland as being less resistant that forest habitat. 
 Kappa statistics indicated a moderate level of agreement between tests (Table 10), 
with the PMT showing a higher agreement with MRM (0.722) than with CCA (0.428). 
CCA and MRM had a Kappa statistic of 0.642. GESTE showed the highest level of 
agreement with MRM (0.7058), then the PMT (0.5774) and CCA (0.56578). Following 
Landis and Koch’s 1977 recommendations, all tests agreed with each other from a 




This study provides empirical support for the comparative simulation study conducted by 
Balkenhol et al. (2009), and arrives at similar conclusions. The high rates of agreement 
between MRM and the PMT was also reported by Balkenhol et al. (2009), which also 
demonstrated the PMT as having low power when compared to other tests. Given that the 
PMT could not identify any significant relationships, it was no surprise that GESTE also 
failed to detect any significance, as it is an even more conservative test; Balkenhol et al. 
(2009) show GESTE to have low power, but a type-1 error rate of zero. Only MRM 
identified the same model as ResistanceGA as the one with the most support from among 
the randomly parameterized models (though the ResistanceGA model was among the top 
ten most supported models for GESTE and CCA). This is likely due to ResistanceGA 
also using principles of regression during optimization. Whether or not ResistanceGA has 
a similar type-1 error rate as MRM (as described by Balkenhol et al. 2009), is a point 
worthy of further study. An issue with empirical data sets is that the “truth” remains 
unknown, so a simulation study will be required to assess the type-1 and power of 
ResistanceGA. There are software programs that allow for the generation of both 
genotypic data and landscape data, and a researcher can set the two datasets to have 
specific relationships at creation. With a “true” relationship known, the error of 
ResistanceGA as an evaluation method can be evaluated. Further, by varying the 
relationship the landscape has with the genetic data, it can be analyzed if ResistanceGA 
has a relatively stable error rate, or if there are particular situations that cause the test to 
unreliable (i.e. high spatial autocorrelation). 
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Regression and correlation techniques are very common in landscape genetics 
analyses, but they require that all samples are independent of one another. This 
requirement, however, is almost always violated by the presence of spatial 
autocorrelation. Put simply, spatial autocorrelation is the likelihood of landscape features 
to be positively or negatively assorted, which is almost always true on landscapes; 
landscape features are very rarely uniform. Spatial autocorrelation is exacerbated when 
study organism also exists in patchily distributed populations. Regardless of the violated 
assumptions, regression and correlation methods remain popular in the field of landscape 
genetics, particularly the Mantel test. The pair-wise nature of these tests makes them 
ideal for evaluating hypotheses concerning linkage between patches in an idealized 
scenario where spatial autocorrelation can be controlled.  
I originally hypothesized that pair-wise and point-wise methods would agree more 
with tests of the same type due to similar data input. The utilization of connectivity 
indices, while useful, was thought to obscure data and generalizes potential pathways into 
“neighborhoods”. However, CCA and GESTE both had higher levels of agreement with 
MRM, a pair-wise analysis, than with each other. Any effects of the generalization of the 
landscape into a connectivity index are seemingly swamped out by functional differences 
in ordination and Bayesian analyses. 
While not as popular, ordination and Bayesian methods have been utilized in 
landscape genetics. Ordination is fairly common in community ecology studies, where 
the primary goal is to represent land cover variables with species abundances. Ordination 
techniques are essentially operations on a community data matrix, and this can be adapted 
for landscape genetics’ purposes by replacing the abundance of species with allele 
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frequencies.  While these tests do not allow for pair-wise input, the utility in these tests 
may lie in its insensitivity to spatial autocorrelation: agreement between an ordination 
technique and a regression analysis such as ResistanceGA may signify a “true” resistance 
surface. Bayesian inference modeling has its flaws as well; using a Bayesian approach in 
a hypothesis-testing framework is in contradiction to Bayesian theory, and to successfully 
utilize these methods a good understanding of the theory is required, as well as careful 
evaluation and interpretation of models (Balkenhol et al. 2009). These methods have not 
surpassed regression techniques in popularity, but offer unique benefits that landscape 
geneticists may wish to capitalize on to reduce faulty conclusions derived from elevated 
type-1 error rates.  
One flaw with this study was the sampling method involved. Spatial 
autocorrelation is an ever-present hurdle in many statistical analyses, as spatial 
autocorrelation violates the assumption of many useful parametric tests. This dataset was 
collected in 2010, but since then there have been many studies with poignant 
recommendations on sampling regimes that minimize or otherwise compensate for the 
effects of spatial autocorrelation (Wagner and Fortin, 2013).  
Any missing locations can also have significant effects on the Mantel test  
(Naujokaitis-Lewis et al., 2013). While it is possible that during sampling hidden ponds 
were missed, it is also likely that the lowlands currently filled by the reservoir held ponds 
at some point. These ponds would have hypothetically served as nodes linking ponds 
across the landscape, shortening the distance a salamander would have had to travel 
between wetlands.  
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While agreement on a single top model was low, tests largely agreed on the order 
of landscape resistance features (scrub being the least resistant, forest being the most 
resistant). The PMT is computationally inexpensive and easy to interpret, but MRM is 
nearly as simple and offers more power to detect relationships. As described previously, 
both the Mantel test and MRM utilize similar fundamental principles in application, and 
therefore struggle with the same issues in datasets. With the same flaws, a lower type-1 
error and more power, MRM appears an acceptable substitute for the Mantel test if a 
researcher wishes to validate a landscape genetics model.  
 32 
Literature Cited 
Adriaensen, F., Chardon, J.P., De Blust, G., Swinnen, E., Villalba, S., Gulinck, H., and 
Matthysen, E. (2003). The application of ‘least-cost’ modelling as a functional 
landscape model. Landscape Urban Planning 64, 233-247. 
Balkenhol, N., Waits, L.P., and Dezzani, R.J. (2009). Statistical approaches in landscape 
genetics: an evaluation of methods for linking landscape and genetic data. 
Ecography 32, 818-830. 
ter Braak, C.J.F. (1986). Canonical Correspondence Analysis: A new eigenvector 
technique for multivariate direct gradient analysis. Ecology 67, 1167-1179. 
Carey, C., and Alexander, M.A. (2003). Climate change and amphibian declines: is there 
a link? Diversity and Distributions 9, 111-121. 
Carlsson, J. (2008). Effects of microsatellite null alleles on assignment testing. Journal of  
Heredity 99, 616-623. 
Castric, V., Bonney, F., and Bernatchez, L. (2001). Landscape structure and hierarchical 
genetic diversity in the Brook Charr, Salvelinus fontinalis. Evolution 55, 1016-
1028. 
Clarke RT, Rothery P, Raybould AF. (2002). Confidence limits for regression 
relationships between distance matrices: estimating gene flow with distance. J 
Agricultural Biological Environmental Statistics 7, 361-372. 
Clevenger, A.P., Wierzchowski, J., Chruszcz, B., and Gunson, K. (2002). GIS-generated, 
expert-based models for identifying wildlife habitat linkages and planning 
mitigation passages. Conservation Biology 16, 503-514. 
 33 
Compton, B.W., McGarigal, K., Cushman, S.A., and Gamble, L.R. (2007). A resistant-
kernel model of connectivity for amphibians that breed in vernal pools. 
Conservation Biology 21, 788-799. 
Crnokrak, P., and Roff, D.A. (1999). Inbreeding depression in the wild. Heredity 83, 260-
270. 
Crooks, K.R., and Sanjayan, M. (2006). Connectivity Conservation. (New York: 
Cambridge University Press). pp. 416-443 
Cushman, S.A., McKelvey, K.S., Hayden, J., and Schwartz, M.K. (2006). Gene flow in 
complex landscapes: testing multiple hypotheses with causal modeling. American 
Naturalist 168, 486-499. 
Dodd Jr, C.K., and Seigel, R.A. (1991). Relocation, repatriation, and translocation of 
amphibians and reptiles: are they conservation strategies that work? 
Herpetologica 47, 336-350. 
Earl, D.A., and vonHoldt, B.M. (2012). STRUCTURE HARVESTER: a website and 
program for visualizing STRUCTURE output and implementing the Evanno 
method. Conservation Genetics Resources 4, 359-361. 
van Etten, J. (2017). R package gdistance: distances and routes on geographical grids. 
Journal of Statistical Software 76, 1-21. 
Evanno, G., Regnaut, S., and Goudet, J. (2005). Detecting the number of clusters of 
individuals using the software structure: a simulation study. Molecular Ecology 
14, 2611-2620. 
Faubet, P., Gaggiotti, O.E. (2008). A new bayesian method to identify the environmental 
factors that influence recent migration. Genetics 178, 1491-1504. 
 34 
Fleiss, J.L. (1971). Measuring nominal scale agreement among many raters. 
Psychological Bulletin 76, 378-382. 
Fitzpatrick, B., Shaffer, H. (2007). Introduction history and habitat variation explain the 
landscape genetics of hybrid tiger salamanders. Ecological Applications 17, 598-
608. 
Foll, M., and Gaggiotti, O. (2006). Identifying the environmental factors that determine 
the genetic structure of populations. Genetics 174, 875-891. 
Gill, D.E. (1978). The metapopulation ecology of the red-spotted newt, Notophthalmus 
viridescens (Rafinesque). Ecological Monographs 48, 145-166. 
Guillot, G., and Rousset, F. (2013). Dismantling the mantel tests. Methods Ecology and 
Evolution 4, 336-344. 
Hauser, L., Seamons, T.R., Dauer, M., Naish, K.A., and Quinn, T.P. (2006). An empirical 
verification of population assignment methods by marking and parentage data: 
hatchery and wild steelhead (Oncorhynchus mykiss) in Forks Creek, Washington, 
USA. Molecular Ecology 15, 3157-3173. 
Holland, R.F. (1998). Great Valley vernal pool distribution, photorevised 1996. In 
Ecology, Conservation, and Management of Vernal Pool Ecosystems–
Proceedings of a 1996 Conference. California Native Plant Society, Sacramento, 
CA, pp. 71-75. 
Houlahan, J.E., Findlay, C.S., Schmidt, B.R., Meyer, A.H., and Kuzmin, S.L. (2000). 
Quantitative evidence for global amphibian population declines. Nature 404, 752-
755. 
 35 
Jarne, P., and Lagoda, P.J.L. (1996). Microsatellites, from molecules to populations and 
back. Trends in Ecology and Evolution 11, 424-429. 
Landis, J.R., Koch, G.G. (1977). The measurement of observer agreement for categorial 
data. Biometrics 33, 1 159-174. 
Lande, R. (1995). Mutation and conservation. Conservation Biology 9, 782-791. 
Lannoo, M.J. (2005). Amphibian declines: The conservation status of United States 
species. University of California Press, Berkeley. 
Levins, R. (1969) Some demographic and genetic consequences of environmental 
heterogeneity for biological control. Bulletin of Entomological Society of 
America, 15, 237-240. 
Loredo, I., Van Vuren, D., and Morrison, M.L. (1996). Habitat use and migration 
behavior of the California tiger salamander. Journal of Herpetology 30, 282-285. 
Manel, S., Schwartz, M.K., Luikart, G., and Taberlet, P. (2003). Landscape genetics: 
combining landscape ecology and population genetics. Trends in Ecology and 
Evolution 18, 189-197. 
Manly, B.F.J. (1986). Randomization and regression methods for testing for associations 
with geographical, environmental and biological distances between populations. 
Researches on Population Ecology 28, 201-218. 
Mantel, N. (1967). The Detection of Disease Clustering and a Generalized Regression 
Approaches in Cancer Research 27, 209-220. 
Marsh, D.M., and Trenham, P.C. (2001). Metapopulation dynamics and amphibian 
conservation. Conservation Biology 15, 40-49. 
 36 
McRae, B.H., Dickson, B.G., Keitt, T.H., and Shah, V.B. (2008). Using circuit theory to 
model connectivity in ecology, evolution, and conservation. Ecology 89, 2712-
2724. 
Moilanen, A., and Nieminen, M. (2002). Simple connectivity measures in spatial 
ecology. Ecology 83, 1131-1145. 
Naujokaitis-Lewis, I.R., Rico, Y., Lovell, J., Fortin, M.-J., and Murphy, M.A. (2013). 
Implications of incomplete networks on estimation of landscape genetic 
connectivity. Conservation Genetics 14, 287-298. 
Newman, R.A., and Squire, T. (2001). Microsatellite variation and fine-scale population 
structure in the wood frog (Rana sylvatica). Molecular Ecology 10, 1087-1100. 
Pearce, J. l., Cherry, K., M., D., S., F., and Whish, G. (2001). Incorporating expert 
opinion and fine-scale vegetation mapping into statistical models of faunal 
distribution. Journal of Applied Ecology 38, 412-424. 
Peterman, W., Connette, G., Semslitch, R., Eggert, L. (2014). Ecological resistance 
surfaces predict fine-scale genetic differentiation in a terrestrial woodland 
salamander. Molecular Ecology 23, 2402-2413. 
Piertney, S.B., Maccoll, A.D.C., Bacon, P.J., and Dallas, J.F. (1998). Local genetic 
structure in red grouse (Lagopus lagopus scoticus): evidence from microsatellite 
DNA markers. Molecular Ecology 7, 1645-1654. 
Polich, R.L., Searcy, C.A., and Shaffer, H.B. (2013). Effects of tail-clipping on 
survivorship and growth of larval salamanders. Journal of Wildlife Management 
77, 1420-1425. 
 37 
Pritchard, J.K., Stephens, M., and Donnelly, P. (2000). Inference of population structure 
using multilocus genotype data. Genetics 155, 945-959. 
R Core Team (2014). R: A language and environment for statistical computing. R 
Foundation for Statistical Computing, Vienna, Austria. URL http://www.R-
project.org/. 
Rosenberg, N.A. (2004). Distruct: a program for the graphical display of population 
structure. Molecular Ecology Notes 4, 137-138. 
Rothermel, B.B., and Semlitsch, R.D. (2006). Consequences of forest fragmentation for 
juvenile survival in spotted (Ambystoma maculatum) and marbled (Ambystoma 
opacum) salamanders. Canadian Journal of Zoology 84, 797-807. 
Scrucca, L. (2013). GA: a package for genetic algorithms in R. J. Stat. Softw. 53, 1-37. 
Selkoe, K.A., and Toonen, R.J. (2006). Microsatellites for ecologists: a practical guide to 
using and evaluating microsatellite markers. Ecology Letters 9, 615-629. 
Semlitsch, R.D. (2000). Principles for management of aquatic-breeding amphibians. 
Journal of Wildlife Management 64, 615-631. 
Shaffer, H.B., and Trenham, P.C. (2005). California tiger salamander. In: Amphibian 
Declines Conservation Status of U. S. Species. Lanoo, M., Ed. (Berkeley: 
University of California Press) pp. 605-608. 
Shirk, A.J., Wallin, D.O., Cushman, S.A., Rice, C.G., and Warheit, K.I. (2010). Inferring 
landscape effects on gene flow: a new model selection framework. Molecular 
Ecology 19, 3603-3619. 
 38 
Smith, A.M., and Green, M.D. (2005). Dispersal and the metapopulation paradigm in 
amphibian ecology and conservation: are all amphibian populations 
metapopulations? Ecography 28, 110-128. 
Smouse, P.E., Long, J.C., and Sokal, R.R. (1986). Multiple regression and correlation 
extensions of the mantel test of matrix correspondence. Systematic Zoology 35, 
627-632. 
Storfer, A., Murphy, M.A., Evans, J.S., Goldberg, C.S., Robinson, S., Spear, S.F., 
Dezzani, R., Delmelle, E., Vierling, L., and Waits, L.P. (2007). Putting the 
’landscape’ in landscape genetics. Heredity 98, 128. 
Trenham, P.C., Bradley Shaffer, H., Koenig, W.D., and Stromberg, M.R. (2000). Life 
history and demographic variation in the California tiger salamander (Ambystoma 
californiense). Copeia 2000, 365-377. 
U.S. Fish and Wildlife Service (2004) Determination of threatened status for the 
California tiger salamander; and special rule exemption for existing routine 
ranching activities; final rule. Federal Register 69, 47212-47248. 
Van Oosterhout, C., Hutchinson, W.F., Wills, D.P.M., and Shipley, P. (2004). Micro-
checker: software for identifying and correcting genotyping errors in 
microsatellite data. Molecular Ecology Notes 4, 535-538. 
Vincent, R. (2014). Landscape genetics of the endangered California tiger salamander 
(Ambystoma californiense) in the Los Vaqueros watershed. Honors College 
Capstone Experience/Thesis Projects, Western Kentucky University. 
Wagner, H.H., and Fortin, M.-J. (2013). A conceptual framework for the spatial analysis 
of landscape genetic data. Conservation Genetics 14, 253-261. 
 39 
Wang, I.J., Savage, W.K., and Bradley Shaffer, H. (2009). Landscape genetics and least-
cost path analysis reveal unexpected dispersal routes in the California tiger 
salamander (Ambystoma californiense). Molecular Ecology 18, 1365-1374. 
Wilbur, H.M. (1984). Complex life cycles and community organization in amphibians. In 
A New Ecology: Novel Approaches to Interactive Systems. Price, P.W., 
Slobodchikov C.N. and Gaud, W.S., Eds. (New York: Wiley), pp. 195-224. 
Wilson, G.A., and Rannala, B. (2003). Bayesian inference of recent migration rates using 
multilocus genotypes. Genetics 163, 1177-1191. 
Zeller, K.A., McGarigal, K., and Whiteley, A.R. (2012). Estimating landscape resistance 
to movement: a review. Landscape Ecology 27, 777-797. 
 40 
  




Figure 2 Map of land cover types surrounding the Los Vaqueros reservoir from NLCD 
2011. Open water is indicated by white, human development by grey, grassland by beige, 





Figure 3 Elevation data for the Los Vaqueros area. Lowlands are indicated by the white 
and pink color, with upland areas in yellow and green. Sampling locations are indicated 




Figure 4 The potential equations that are modeled by the optimization of continuous data 
in ResistanceGA.  The slope data from the LVW was optimized according to the Inverse-
Reverse Monomolecular equation. 
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Figure 5 The results of the Structure Harvester analysis using the delta-K method from 
Evanno et al. (2005). The results of this test identified two Ambystoma californiense 




Figure 6 Admixture assignment plot for K = 2, 3 and 4 using data output from 
STRUCTURE. Figures were created with Distruct (Rosenberg, 2004). Each column 
represents individual, black vertical lines delineate sampling locations and the two colors 





Figure 7 Pie charts showing results from STRUCTURE superimposed on a map of the 
Los Vaqueros reservoir and surrounding uplands for K = 2, 3 and 4. Pie chart proportions 





Figure 8 Land cover map of the Los Vaqueros area from NLCD 1992, before the 
installation of the Los Vaqueros reservoir. Grassland is indicated by beige, forest by 
green, and scrub by brown. Sampling locations are indicated by white circles. 
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Figure 9 CIRCUITSCAPE heat map of high-current areas representing gene flow of 
Ambystoma californiense salamanders at the Los Vaqueros Reservoir before reservoir 










Size Latitude Longitude 
1 16 37.87236 -121.705 
2 12 37.87021 -121.709 
3 9 37.85783 -121.724 
4 8 37.85750 -121.734 
5 18 37.86206 -121.728 
6 17 37.85921 -121.690 
7 4 37.81606 -121.693 
8 13 37.80784 -121.722 
9 14 37.76600 -121.727 
10 13 37.79136 -121.727 
11 7 37.77489 -121.735 
12 20 37.78045 -121.762 
13 20 37.78000 -121.769 
14 20 37.79083 -121.766 
15 19 37.83930 -121.760 











AcalB126 7 EU442375 
AcalB136 3 EU442376 
AcalB148 9 EU442376 
AcalD001 9 EU442379 
AcalD017 9 EU442381 
AcalD032 6 EU442385 
AcalD071 8 EU442389 
AcalD102 5 EU442394 





Table 3 Habitat category/land cover types used in this study, with NLCD descriptions. 
Habitat 
Category 
Habitat Included, NLCD description 
Open Water Open Water- areas of open water, generally with less than 25% cover of 
vegetation or soil. 
Shrub Shrub/Scrub- areas dominated by shrubs; less than 5 meters tall with 
shrub canopy typically greater than 20% of total vegetation. This class 
includes true shrubs, young trees in an early successional stage or trees 
stunted from environmental conditions. 
Grassland Grassland/Herbaceous- areas dominated by gramanoid or herbaceous 
vegetation, generally greater than 80% of total vegetation. These areas 
are not subject to intensive management such as tilling, but can be 
utilized for grazing. 
Emergent Herbaceous Wetlands- Areas where perennial herbaceous 
vegetation accounts for greater than 80% of vegetative cover and the soil 
or substrate is periodically saturated with or covered with water. 
 
Forest Deciduous Forest- areas dominated by trees generally greater than 5 
meters tall, and greater than 20% of total vegetation cover. More than 
75% of the tree species shed foliage simultaneously in response to 
seasonal change. 
Evergreen Forest- areas dominated by trees generally greater than 5 
meters tall, and greater than 20% of total vegetation cover. More than 
75% of the tree species maintain their leaves all year. Canopy is never 
without green foliage. 
Mixed Forest- areas dominated by trees generally greater than 5 meters 
tall, and greater than 20% of total vegetation cover. Neither deciduous 
nor evergreen species are greater than 75% of total tree cover. 
Woody Wetlands- areas where forest or shrubland vegetation accounts 
for greater than 20% of vegetative cover and the soil or substrate is 
periodically saturated with or covered with water. 
Human 
Development 
Barren Land (Rock/Sand/Clay) - areas of bedrock, desert pavement, 
scarps, talus, slides, volcanic material, glacial debris, sand dunes, strip 
mines, gravel pits and other accumulations of earthen material. 
Generally, vegetation accounts for less than 15% of total cover. 
Developed, Open Space- areas with a mixture of some constructed 
materials, but mostly vegetation in the form of lawn grasses. Impervious 
surfaces account for less than 20% of total cover. These areas most 
commonly include large-lot single-family housing units, parks, golf 
courses, and vegetation planted in developed settings for recreation, 
erosion control, or aesthetic purposes. 
Developed, Low Intensity- areas with a mixture of constructed materials 
and vegetation. Impervious surfaces account for 20% to 49% percent of 
total cover. These areas most commonly include single-family housing. 
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Table 5 Matrix containing geographic distance between ponds in km (above the diagonal) and Fst values (below) for the 16 sampling 




1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0 0.42522 2.322947 3.038443 2.32437 1.967852 6.33757 7.315966 11.96309 9.196695 11.13626 11.36885 11.69776 10.52267 6.073935 6.904361
2 0.0342 0 1.905346 2.613345 1.900887 2.07023 6.173088 7.0166 11.67466 8.894118 10.82468 11.00133 11.3207 10.13939 5.649347 6.485023
3 0.0369 0.0537 0 0.880781 0.586801 2.99595 5.379663 5.551349 10.1959 7.382442 9.256572 9.217334 9.50389 8.305147 3.777459 4.581594
4 0.106 0.1657 0.1039 0 0.731403 3.876699 5.846503 5.612244 10.17454 7.366911 9.169555 8.900273 9.137315 7.918087 3.052413 3.955983
5 0.0373 0.0376 0.0374 0.1083 0 3.358869 5.963199 6.041193 10.66235 7.847713 9.694875 9.539983 9.797371 8.584743 3.783315 4.681866
6 0.0484 0.064 0.0434 0.1368 0.0511 0 4.79664 6.359644 10.84654 8.205214 10.16312 10.79847 11.21058 10.11803 6.545188 7.137763
7 0.0689 0.0479 0.0971 0.0839 0.0281 0.0358 0 2.711723 6.311964 4.059735 5.879192 7.249264 7.798881 7.012274 6.437876 6.258652
8 0.0442 0.0876 0.0958 0.0899 0.0547 0.0813 0.0587 0 4.664763 1.881419 3.832268 4.653422 5.165754 4.310587 4.835918 4.271761
9 0.0566 0.0898 0.0777 0.0274 0.0561 0.0657 0.0275 0.0171 0 2.814765 1.21261 3.475737 4.013332 4.404493 8.639262 7.704859
10 0.0381 0.0795 0.0527 0.077 0.023 0.0787 0.0551 0.0267 0.023 0 1.959179 3.312334 3.90863 3.435664 6.062699 5.247134
11 0.0895 0.1085 0.0897 0.0531 0.0936 0.1028 0.043 0.052 0.0024 0.0494 0 2.457368 3.048531 3.253842 7.480355 6.523437
12 0.0961 0.1109 0.0524 0.0353 0.1053 0.1249 0.1166 0.084 0.0357 0.0812 0.0571 0 0.618677 1.204777 6.534305 5.457516
13 0.1023 0.1584 0.0925 0.0821 0.1354 0.0876 0.1146 0.1166 0.0432 0.089 0.0419 0.0806 0 1.230754 6.629421 5.541855
14 0.0929 0.1111 0.0521 0.0732 0.0872 0.1561 0.1164 0.1042 0.0651 0.06 0.0699 0.014 0.1097 0 5.405709 4.319799
15 0.0648 0.0742 0.0558 0.1477 0.0369 0.0993 0.1066 0.1038 0.0851 0.0446 0.1249 0.1396 0.1621 0.1105 0 1.088745
16 ,0.0044 0.0003 ,0.0171 0.121 0.0003 ,0.0014 0.0293 0.0341 0.0396 0.0261 0.073 0.0675 0.0982 0.0917 0.0436 0
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Table 6 Estimated migration rates from BayesAss+. Source populations are indicated by the rows. 
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Table 7 Results from ResistanceGA output. ResistanceGA was optimized using log-
likelihood (LL) scores. 
Model k AIC AICc R2m R2c LogLik 
Slope 4 -478.808 -475.172 0.250 0.347 243.404 
Vegetation 5 -469.937 -461.937 0.104 0.316 238.968 
Distance 2 -469.445 -472.522 0.088 0.306 238.722 




Table 8 Randomly generated resistance models with results from the partial Mantel test 
and MRM. The model supported by ResistanceGA is indicated in bold. 
Test Model Mantel R Mantel p MRM R 
MRM 
p MRM f 
1 1, 1, 5, 7 -0.0277508 0.58324168 0.111678 0.0106 7.354535 
2 1, 1, 9, 8 -0.1070935 0.7650235 0.13457 0.0081 9.096418 
3 1, 3, 4, 6 0.04391062 0.32366763 0.102142 0.01 6.655075 
4 1, 4, 4, 9 -0.0282339 0.57874213 0.117101 0.0096 7.758992 
5 1, 4, 8, 6 -0.0284127 0.57364264 0.116841 0.0119 7.739485 
6 1, 4, 9, 10 -0.0269318 0.5810419 0.116301 0.0135 7.699039 
7 1, 5, 3, 8 -0.0257473 0.57584242 0.115889 0.0134 7.668178 
8 1, 5, 8, 8 -0.025096 0.56884312 0.115591 0.0139 7.645891 
9 1, 5, 10, 5 -0.0245566 0.57414259 0.115287 0.0118 7.623148 
10 1, 6, 6, 5 -0.0239528 0.56214379 0.114937 0.0118 7.596967 
11 1, 6, 7, 5 -0.023461 0.56564344 0.114642 0.0116 7.574999 
12 1, 6, 7, 6 -0.0230258 0.5690431 0.114393 0.0138 7.556406 
13 1, 6, 7, 8 -0.1027225 0.74762524 0.134658 0.0091 9.103324 
14 1, 7, 5, 10 -0.022647 0.55874413 0.114187 0.0123 7.541032 
15 1, 7, 6, 5 -0.1027077 0.7470253 0.134674 0.0096 9.104582 
16 1, 7, 8, 10 -0.1027355 0.74772523 0.134496 0.008 9.090648 
17 1, 7, 9, 10 -0.1301107 0.80241976 0.137839 0.0066 9.352754 
18 1, 8, 4, 7 -0.1027225 0.75212479 0.134658 0.0104 9.103324 
19 1, 8, 6, 9 -0.1128773 0.7720228 0.136681 0.0078 9.26175 
20 1, 8, 6, 10 -0.1083636 0.76072393 0.136514 0.0098 9.248642 
21 1, 8, 9, 9 -0.1452858 0.82871713 0.140146 0.0096 9.534845 
22 1, 9, 2, 3 -0.1363619 0.81531847 0.140529 0.0084 9.565104 
23 1, 9, 2, 6 -0.0341905 0.59544046 0.117009 0.0113 7.752107 
24 1, 9, 9, 8 -0.1363941 0.81371863 0.140431 0.0084 9.557396 
25 1, 9, 9, 9 -0.1187324 0.77512249 0.138377 0.0105 9.395128 
26 1, 10, 4, 5 -0.1740522 0.86631337 0.139506 0.01 9.484242 
27 1, 10, 5, 7 -0.1740522 0.8620138 0.139506 0.0086 9.484242 
28 2, 1, 3, 6 -0.1284307 0.79522048 0.140155 0.0084 9.535535 
29 2, 1, 5, 3 -0.1285573 0.79332067 0.140117 0.0083 9.532493 
30 2, 1, 7, 8 -0.1591374 0.84411559 0.141675 0.0087 9.655984 
31 2, 10, 1, 1 -0.1546249 0.83731627 0.142567 0.0068 9.726927 
32 2, 10, 1, 3 0.07424579 0.25717428 0.101037 0.0143 6.574983 
33 2, 10, 7, 1 0.01753339 0.43725627 0.100953 0.0126 6.568936 
34 3, 5, 5, 4 -0.0388071 0.60863914 0.117467 0.0132 7.786479 
35 3, 7, 1, 2 0.01039829 0.46565343 0.103977 0.0128 6.788502 
36 3, 10, 1, 2 -0.1588255 0.84061594 0.124653 0.0115 8.330653 
37 4, 1, 7, 7 -0.1566957 0.84241576 0.123995 0.0128 8.280444 
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38 4, 1, 10, 4 -0.1053073 0.75072493 0.12975 0.0108 8.722053 
39 4, 3, 1, 10 0.02585046 0.41535846 0.101417 0.0139 6.602465 
40 4, 4, 1, 10 -0.070844 0.68093191 0.104066 0.0213 6.79499 
41 4, 5, 1, 5 -0.1156299 0.77382262 0.114454 0.0162 7.560965 
42 4, 6, 1, 5 0.05585725 0.32346765 0.10015 0.0128 6.510807 
43 4, 7, 1, 5 0.02057999 0.43625637 0.101184 0.0107 6.585599 
44 5, 1, 6, 9 0.06944107 0.23177682 0.104656 0.0136 6.838034 
45 5, 1, 9, 10 -0.0743045 0.68873113 0.122472 0.0122 8.16457 
46 5, 7, 8, 1 0.04375426 0.32516748 0.103443 0.013 6.749596 
47 5, 9, 1, 5 0.01582722 0.44415558 0.100989 0.0142 6.571523 
48 6, 1, 3, 10 -0.0137075 0.54434557 0.100122 0.018 6.508815 
49 6, 1, 5, 10 -0.0296175 0.57794221 0.100225 0.019 6.516241 
50 6, 1, 9, 7 0.07768588 0.21777822 0.101238 0.0102 6.589555 
51 6, 2, 1, 9 0.05482688 0.31686831 0.100083 0.0113 6.505972 
52 6, 6, 1, 3 0.03634283 0.38916108 0.100584 0.0132 6.542174 
53 6, 6, 1, 6 -0.0343581 0.58874113 0.10046 0.0204 6.533249 
54 6, 7, 1, 4 0.08828506 0.1869813 0.10481 0.0133 6.84929 
55 6, 8, 1, 4 0.089474 0.17858214 0.102566 0.0122 6.685849 
56 6, 8, 6, 1 -0.0694368 0.68243176 0.128461 0.0121 8.622623 
57 6, 9, 9, 1 0.06146045 0.29007099 0.100436 0.0126 6.53153 
58 7, 1, 2, 5 0.06715107 0.25067493 0.105111 0.0116 6.871268 
59 7, 1, 4, 8 0.02764264 0.38556144 0.10229 0.0111 6.665828 
60 7, 1, 5, 4 0.02979769 0.38776122 0.102333 0.013 6.668924 
61 7, 1, 8, 3 0.02875677 0.40655934 0.101287 0.0131 6.593087 
62 7, 1, 8, 6 -0.0011488 0.5020498 0.100416 0.0143 6.530085 
63 7, 1, 8, 10 0.01869008 0.44745525 0.100116 0.0129 6.508409 
64 7, 1, 9, 4 0.03588199 0.3919608 0.100707 0.0141 6.55107 
65 7, 6, 8, 1 0.06972689 0.239976 0.104685 0.0104 6.840155 
66 7, 8, 10, 1 0.09056986 0.17718228 0.104278 0.0123 6.810408 
67 7, 9, 1, 7 -0.0682253 0.67313269 0.128261 0.0107 8.607238 
68 7, 9, 1, 8 0.08752209 0.17988201 0.103054 0.0103 6.72129 
69 7, 9, 4, 1 0.06442666 0.24047595 0.100871 0.0103 6.562969 
70 7, 10, 1, 9 0.06751625 0.24357564 0.100911 0.0103 6.565855 
71 7, 10, 7, 1 0.07733601 0.21287871 0.101046 0.013 6.57561 
72 8, 1, 3, 5 0.05588567 0.29587041 0.100597 0.0107 6.543154 
73 8, 1, 7, 3 0.0520665 0.29287071 0.10092 0.0116 6.566533 
74 8, 1, 8, 3 0.0591426 0.3029697 0.100045 0.0133 6.503249 
75 8, 1, 8, 9 0.00954376 0.46485351 0.100654 0.014 6.547277 
76 8, 1, 8, 10 0.011321 0.46585341 0.10069 0.0145 6.549853 
77 8, 3, 1, 4 0.00870514 0.4749525 0.100379 0.014 6.527377 
78 8, 5, 1, 7 -0.1133938 0.7720228 0.127429 0.0111 8.543286 
79 8, 6, 6, 1 -0.009986 0.53614639 0.100167 0.016 6.512056 
80 8, 7, 1, 6 0.00147559 0.4969503 0.100051 0.0137 6.50371 
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81 9, 1, 6, 1 0.07755152 0.20977902 0.104564 0.012 6.831292 
82 9, 1, 6, 9 0.09065446 0.16618338 0.10195 0.0097 6.641166 
83 9, 1, 7, 3 0.0939927 0.15528447 0.101384 0.01 6.600112 
84 9, 1, 7, 6 0.09933507 0.14448555 0.101492 0.0115 6.607907 
85 9, 1, 7, 7 0.09949848 0.15008499 0.101512 0.0118 6.609384 
86 9, 1, 7, 8 0.05910759 0.27417258 0.104635 0.0089 6.836453 
87 9, 1, 8, 6 0.05172735 0.29817018 0.103974 0.0118 6.788314 
88 9, 3, 6, 1 0.05041359 0.28767123 0.102623 0.0103 6.690009 
89 9, 6, 7, 1 -0.0852682 0.7130287 0.131842 0.0094 8.884084 
90 9, 10, 1, 9 0.04535869 0.31916808 0.103067 0.0105 6.722239 
91 9, 10, 1, 10 0.0884584 0.1749825 0.103248 0.0117 6.735415 
92 10, 1, 1, 5 0.08994459 0.17728227 0.103333 0.0109 6.741623 
93 10, 1, 6, 8 0.08807857 0.17488251 0.102432 0.0128 6.676131 
94 10, 3, 3, 1 0.08819396 0.1839816 0.102447 0.013 6.67719 
95 10, 4, 1, 5 0.08871433 0.18438156 0.102469 0.0117 6.678808 
96 10, 7, 8, 1 0.08947782 0.16828317 0.102495 0.0094 6.680686 
97 10, 7, 10, 1 0.09189885 0.1709829 0.101762 0.0116 6.627486 
98 10, 8, 1, 6 0.07718262 0.21087891 0.103247 0.0106 6.735366 
99 10, 9, 1, 8 0.0509443 0.28077192 0.102574 0.0114 6.686448 
100 10, 9, 6, 1 -0.0834994 0.70412959 0.132529 0.0112 8.937434 




Table 9 Randomly generated resistance models with results from CCA and GESTE. The 
model supported by ResistanceGA is indicated in bold. 





1 1, 1, 5, 7 0.07557586 0.0015558 0.58830014 608797 
2 1, 1, 9, 8 0.052845866 0.00178264 0.416663631 616256 
3 1, 3, 4, 6 0.046717731 0.00145135 0.367396138 610388 
4 1, 4, 4, 9 0.069658734 0.00156662 0.543251427 605186 
5 1, 4, 8, 6 0.069658396 0.00156662 0.543248803 614538 
6 1, 4, 9, 10 0.069657948 0.00156661 0.543245319 611056 
7 1, 5, 3, 8 0.069657625 0.0015666 0.543242816 611708 
8 1, 5, 8, 8 0.069657222 0.00156659 0.543239686 603036 
9 1, 5, 10, 5 0.069657398 0.00156659 0.543240975 600134 
10 1, 6, 6, 5 0.069658685 0.00156658 0.543250726 603695 
11 1, 6, 7, 5 0.069682008 0.00156712 0.543432707 623271 
12 1, 6, 7, 6 0.069720167 0.00156803 0.543730716 617749 
13 1, 6, 7, 8 0.053349239 0.00175689 0.420306521 615635 
14 1, 7, 5, 10 0.06975224 0.00156881 0.54398127 620713 
15 1, 7, 6, 5 0.053347524 0.00175703 0.420294569 621801 
16 1, 7, 8, 10 0.053344541 0.00175729 0.42027377 622133 
17 1, 7, 9, 10 0.051163349 0.00185138 0.404354975 622427 
18 1, 8, 4, 7 0.053349239 0.00175689 0.420306521 614589 
19 1, 8, 6, 9 0.052962505 0.00175188 0.417318598 622729 
20 1, 8, 6, 10 0.053354082 0.00173495 0.42017617 626131 
21 1, 8, 9, 9 0.050094075 0.00189947 0.39656617 590561 
22 1, 9, 2, 3 0.051383513 0.00182032 0.405797325 591090 
23 1, 9, 2, 6 0.075423723 0.00173932 0.588539469 589428 
24 1, 9, 9, 8 0.051380368 0.00182017 0.405772153 593364 
25 1, 9, 9, 9 0.052722082 0.00173992 0.415393623 598909 
26 1, 10, 4, 5 0.04891377 0.00191359 0.387671459 596791 
27 1, 10, 5, 7 0.04891377 0.00191359 0.387671459 578078 
28 2, 1, 3, 6 0.052318214 0.00174305 0.412337098 589168 
29 2, 1, 5, 3 0.052316408 0.00174321 0.412324576 594254 
30 2, 1, 7, 8 0.049853743 0.00188169 0.394597505 582463 
31 2, 10, 1, 1 0.050419075 0.00184425 0.398623847 583081 
32 2, 10, 1, 3 0.053351676 0.00175629 0.420320523 584703 
33 2, 10, 7, 1 0.058478878 0.00156201 0.457945054 602409 
34 3, 5, 5, 4 0.06135009 0.00158534 0.480022352 592356 
35 3, 7, 1, 2 0.062689561 0.00150904 0.489656832 579096 
36 3, 10, 1, 2 0.050309765 0.00170775 0.39674898 579059 
37 4, 1, 7, 7 0.050305418 0.00170846 0.396721229 599060 
 60 
38 4, 1, 10, 4 0.050879145 0.00159946 0.40026584 595971 
39 4, 3, 1, 10 0.05078787 0.00164086 0.39988542 584356 
40 4, 4, 1, 10 0.050408801 0.00172472 0.397633781 592084 
41 4, 5, 1, 5 0.050501385 0.00163455 0.397652232 504014 
42 4, 6, 1, 5 0.050889126 0.00153649 0.399861689 502617 
43 4, 7, 1, 5 0.05228777 0.00143345 0.409743507 503289 
44 5, 1, 6, 9 0.049279211 0.00171448 0.388940091 499832 
45 5, 1, 9, 10 0.055353207 0.00174231 0.435480017 496273 
46 5, 7, 8, 1 0.049468221 0.00171239 0.390365755 503049 
47 5, 9, 1, 5 0.049696166 0.00168447 0.391891416 497759 
48 6, 1, 3, 10 0.049359128 0.00165811 0.389119703 501329 
49 6, 1, 5, 10 0.049299169 0.00164448 0.388558416 499051 
50 6, 1, 9, 7 0.048904918 0.00157505 0.385021792 500538 
51 6, 2, 1, 9 0.04970801 0.00145033 0.390195898 619456 
52 6, 6, 1, 3 0.049343658 0.00145389 0.387444049 614299 
53 6, 6, 1, 6 0.048856859 0.00153374 0.384340167 617470 
54 6, 7, 1, 4 0.047712668 0.00157786 0.375949696 614912 
55 6, 8, 1, 4 0.047711703 0.00157054 0.375886524 613945 
56 6, 8, 6, 1 0.059585264 0.00168176 0.467297054 612313 
57 6, 9, 9, 1 0.048562881 0.00144792 0.381443331 614225 
58 7, 1, 2, 5 0.047765267 0.00158039 0.376370149 618947 
59 7, 1, 4, 8 0.048121674 0.00155736 0.378912913 617358 
60 7, 1, 5, 4 0.048121575 0.00155736 0.378912142 612734 
61 7, 1, 8, 3 0.048271979 0.00152642 0.379823337 619090 
62 7, 1, 8, 6 0.048364143 0.00149393 0.380278433 613413 
63 7, 1, 8, 10 0.04826632 0.00148428 0.379458711 608867 
64 7, 1, 9, 4 0.04828625 0.0014071 0.379022094 617021 
65 7, 6, 8, 1 0.047319787 0.00152495 0.372549514 614399 
66 7, 8, 10, 1 0.047283257 0.00152416 0.372264918 616847 
67 7, 9, 1, 7 0.059806541 0.00169635 0.469096068 622329 
68 7, 9, 1, 8 0.047291034 0.00151945 0.372288241 610824 
69 7, 9, 4, 1 0.047534023 0.00147798 0.373825303 617094 
70 7, 10, 1, 9 0.047534023 0.00147798 0.373825303 617587 
71 7, 10, 7, 1 0.047505453 0.00148343 0.373648997 609819 
72 8, 1, 3, 5 0.047729941 0.00145183 0.375120191 606406 
73 8, 1, 7, 3 0.047573118 0.00147349 0.374089275 616295 
74 8, 1, 8, 3 0.047883587 0.00139599 0.375866131 610220 
75 8, 1, 8, 9 0.047844883 0.00144854 0.375971791 609521 
76 8, 1, 8, 10 0.047842051 0.00144888 0.375952764 613774 
77 8, 3, 1, 4 0.047790042 0.00144505 0.37552689 615512 
78 8, 5, 1, 7 0.050604501 0.00191515 0.40057894 611761 
79 8, 6, 6, 1 0.047840669 0.00143398 0.375828597 619029 
80 8, 7, 1, 6 0.047749377 0.0014253 0.375066092 615579 
 61 
81 9, 1, 6, 1 0.046975382 0.00149472 0.369692072 569158 
82 9, 1, 6, 9 0.046967303 0.0014835 0.369544923 571859 
83 9, 1, 7, 3 0.046957756 0.0014748 0.369405765 578580 
84 9, 1, 7, 6 0.046951546 0.00147762 0.369379864 566660 
85 9, 1, 7, 7 0.046945387 0.00148037 0.369353896 566816 
86 9, 1, 7, 8 0.046997083 0.00149565 0.3698647 569184 
87 9, 1, 8, 6 0.047045253 0.00149343 0.370215176 572869 
88 9, 3, 6, 1 0.047034754 0.00148474 0.370068835 570691 
89 9, 6, 7, 1 0.055922596 0.00171128 0.439586253 570741 
90 9, 10, 1, 9 0.047132149 0.00148092 0.370782551 563606 
91 9, 10, 1, 10 0.046767389 0.0014757 0.367960612 517798 
92 10, 1, 1, 5 0.046766779 0.00147598 0.367958085 509392 
93 10, 1, 6, 8 0.046769554 0.00147292 0.367955915 547623 
94 10, 3, 3, 1 0.046769554 0.00147292 0.367955915 510283 
95 10, 4, 1, 5 0.046769513 0.00147292 0.367955601 533780 
96 10, 7, 8, 1 0.046769261 0.00147302 0.3679545 537914 
97 10, 7, 10, 1 0.046771016 0.00146694 0.367921499 529620 
98 10, 8, 1, 6 0.046768306 0.00147491 0.367961569 529815 
99 10, 9, 1, 8 0.046793597 0.00146979 0.368115413 537835 
100 10, 9, 6, 1 0.056603839 0.00171021 0.444774074 526880 




Table 10 Kappa statistics for the four statistical tests examined in Chapter 2. 
 
Mantel MRM CCA 
MRM 0.722 
  CCA 0.428 0.642 
 GESTE 0.5774 0.7058 0.56578 
 
