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Abstract 
The interaction of waves and currents in the near-shore zone is an area of continuing research 
where interest derives in particular as a result of various environmental effects from natural 
phenomena such as storm surges and tsunamis. 
On time scales longer than that of an individual wave it is necessary to properly evaluate the 
interaction between waves and currents, using a consistent formulation of mass, momentum 
and energy within the water column. We describe the formulation of equations describing the 
mean current flow, driven by the radiation stress field of the waves, an equation for the mean 
conservation of mass, together with equations describing the conservation 6f wave action and 
the kinematics of the averaged wave field. The near-shore zone is often characterized by the 
presence of breaking waves, and so we develop equations to be used outside the surf zone, 
based on small-amplitude wave theory, and another set of equations to be used inside the surf 
zone, based on an empirical representation of breaking waves. Suitable matching conditions 
are applied at the boundary between the offshore shoaling zone and the near-shore surf zone. 
Both sets of equation are obtained by averaging the basic equations over the wave phase. In 
the shoaling zone, we supplement these equations by a simple model of sediment transport, 
where the bottom is allowed to move in response to the current field of the breaking waves. 
We use these basic equation sets to re-evaluate previous studies of wave set-up and longshore 
currents driven by the radiation stress field of the shoaling waves. In particular we extend 
. . 
, previous work based on beach profiles with a lioeardepth dependence to more general beach 
profiles, including beaches with a depth dependence which varies quadratically with the 
onshore coordinate, and to beach profiles which approach a constant depth far offshore. 
We then turn to a situation where the incoming shoaling waves vary periodically in the 
alongshore direction, and use our basic equation sets to construct a mean c~ent field which 
likewise varies periodically in the alongshore direction. The outcome, for our set of typical 
beach profiles, is a description of rip currents. The last part of the thesis examines .a simple 
model of sediment transport, induced by breaking waves in the surf zone. We show that the 
previous solutions for wave set-up and longshore currents now become time-dependent as 
the nearshore zone is eroded by the waves. 
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Chapter 1 
Introduction 
1.1 Overview of previous studies on wave-current in-
teraction 
Wave transformation in the surf zone is the dominant factor in the hydrodynamics of the 
nearshore circulation, and consequent sediment transport. A global description in terms 
of the spatial variation of such quantities such as wave action, wave action flux and wave 
radiation stress are the driving entities used in this thesis, to describe the generation by 
waves of mean currents in the nearshore zone. 
Studies on the interaction between waves and currents span nearly half a century. Mainly· 
driven by a combination of engineering, shipping and coastal interests, there has been much 
research on shoaling nonlinear waves, on how currents affect waves and how waves can drive . 
currents. This last aspect is the main concern in this thesis. The basis for this subject was 
laid down by Longuet-Higgins & Stewart(1960, 1961), who analyzed the nonlinear interaction 
between short waves and long waves (or currents), and showed that variations in the energy 
of the short waves correspond to work done by the long waves against the mdiation stress of 
the short waves. In the shoaling zone this radiation stress leads to what are now known as 
wave setup and wave setdown, surf beats, the generation of smaller waves by longer waves, 
and. the steepening of waves on adverse currents, see Longuet-Higgins & Stewart (1962, 
. 
1964). The divergence of the radiation stress was shown to generate ari alongshore current 
by obliquely incident waves on a beach (Longuet-Higgins 1970). 
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As wave groups propagate towards the shore, they enter shallower water and eventually break 
on beaches. The important process here is the wave breaking and dissipation of energy. The 
focusing of energy and the wave height variation across the group forces low frequency long 
waves that propagate with the group velocity (Longuet-Higgins & Stewart 1960). These long 
waves may be amplified by continued forcing during the shoaling of the short wave group into 
. shallower water (Longuet-Higgins & Stewart 1962; Battjes 1988; List 1992; Herbers et al. 
1994). In sufficiently shallow water, the short waves within the group may break at different 
depths leading to further long wave forcing by the varying breaker-line position (Symonds 
et al. 1982; Schaffer 1993). This means that the shoreward propagating waves may reflect 
at the shoreline and subsequently propagate offshore (Munk 1949). ' 
Wave breaking leads to a transfer of the incoming wave energy to a range of different scales . 
of motions, and particularly to lower frequencies (see, for instance, Wright, Guza & Short 
1982). Thus waves called surf beat (Munk 1949; Tucker 1950), may propagate in the cross-
shore direction (called leaky waves). Waves may be trapped refractively as edge waves 
(Huntley, Guza & Thorton 1981). Wave breaking may occur for two reasons. Firstly due 
to natural variation in the wave direction and amplitude. These changes occur in space and 
time. Secondly wave may break due to topographic influences. When this is the case, as in 
the nearshore zone, the location and form of the wave breaking is influenced by the bottom. 
depth profile, so the wave forcing and consequent motion may be different for different 
depth profiles, viz; linear, quadratic or other bottom depth dependence on the onshore 
coordinate; this theme will be developed in this thesis. Wave breaking can generate both 
irrotational low frequency waves and rotational low frequency circulation (Kennedy, A.B. 
2005). Topographically controlled breaking produces circulation about a stationary location 
(Yu & Slinn 2003, Kennedy, A.B. et aI, 2003, 2006). Rip currents due to topographic influence 
are more dangerous with longer period and swell waves (Lascody 1998). Rip currents are 
shore-parallel feeder currents, joined at a rip neck and then becoming narrower and offshore 
directed (Shepard, Emery & La Fond 1941). They can be generated by alongshore variability 
in the breaking waves, or by alongshore variations in the bottom topography. In this thesis 
we shall describe some analytical solutions for rip currents forced by alongshore periodicity 
in the shoaling waves, for various bottom depth profiles viz; linear, quadratic etc. as above. 
We shall use the concept of radiation stress forcing with periodic alongshore variability to 
describe a rip current model. Rip currents interaction with bottom sediment transport 
implies that their hydrodynamics help to shape the topography that drives them in ways 
not completely understood. People are caught and drowned in rip currents every year so 
predicting rip currents and identifying their locations is important (Kennedy 2003). 
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1.2 Beach profiles and sediment transport 
,Longshore variations in the bathymetry is due to a rearrangement of the sea bottom by a 
complex feedback among waves, currents and sediment can in turn modify the incident wave 
field (Brocchini et al., 2004; Yu & Slinn 2003 and Yu 2006). The nearshore dynamics is 
complex as a result of the feedback between waves, currents and sediment. Thus the sea 
bottom is characterized by the presence of currents and large deposits of sand exhibits a 
variety of regular morphological patterns at different length scales Besio et al (2006). Com-
putational studies by Davies & Lawrence (1995), Xing & Davies (1999) and Davies & Xing 
(2000) shows that the wave field interaction with the currents, contributes to the changes 
in the local sea level (setup), momentum and mixing. Similarly their experiment also shows 
that the effect of long waves reaches the full depth of the water column, thereby modify-
ing the bed currents and affecting the boundary layer at the top and bottom of the water 
column. These variatiort in the bathymetry modify the incident wavefield. Waves break 
on these bathymetric features with difficult intensity at different locations. This differential 
wave breaking generates vorticity which re-organizes in the form of large-scale eddies (Pere-
grine 1998, 1999, Buhler 2000). Since both waves and currents play a significant role in the 
hydrodynamics of the nearshore, the dynamical effects of the wave-current interaction need 
to, be modeled together with a representation of bottom sediment transport. In this thesis, 
we shall describe a simple model of this, and present some preliminary results of the effect of 
sediment transport in the surf zone on wave setup and wave-current interaction. Although 
we shall only present a very simple representation of sediment transport, in which we allow 
the bottom to evolve in response to forcing by wave-induced sediment flux in the surf zone, 
it is appropriate to present a brief summary here of the literature on some of the effects of 
sediment transport in the nearshore zone. 
Falques, Calvete & Monototo (1998a) and Falques et al. (1998b) used the characteristic 
two-dimensional, shallow water equations for the evolution of the currents and adding a 
diffusive term to the bottom-topography evolution equation. The diffusive terms represents 
the proclivity of sand grains to move down slope. Lately this was modified by Calvete et al. 
(2001). And also in more recent works by Calvete et al. (2002); Walgreen, Calvete & De 
Swart (2002); Calvete & De Swart 2003; Walgreen, de Swart & Calvete (2003) to include 
both bed and suspended loads. The effects of wave were parametrically included in the 
bottom friction term and the sediment dynamic equations. The works of these and others 
pointed to an instability mechanism. Blondeaux (1990), Vittori & Blondeaux (1990) also 
suggested that the instability mechanism in an erodible seabed is due to the interaction of 
3 
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seabed with the currents. Thus the instability route has also been attributed to the formation· 
and evolution of sediment structures like sand ridges Restrepo (2001). 
Sand ripples are formed when the tractive force is increased to the point where sediment 
transport starts and the bed becomes unstable, while the evolution of sand bars is a process 
of forced diffusion [Yu & Mei 2000j. The forcing is directly caused by the non-uniformity 
of the wave envelope, hence of the wave induced bottom shear stress associated with wave 
reflection, while the diffusivity is the consequence of gravity and modified by the local bed 
stress [Yu & Mei 2000j. During the slow formation, bars and waves affect each other through 
the Bragg scattering (resonance) mechanism (when waves pass over a seabed covered with 
bars spaced at half of the water wavelength, reflection is amplified), which consists of two 
concurrent processess: energy transfer between waves propagating in opposite directions and 
change of their wavelengths. The source of this resonance is due to constructive interference 
of incident and reflected waves and is well known in crystalography. These effects are found 
to be controlled locally by the position of bars relative to wave nodes [Yu & Mei 2000j. 
Sediment transport due to wave-current interaction is divided into cross-shore and longshore 
components, associated notably with rip currents, infragravity waves (edge waves) and shear 
waves (Huntleyand Hanes, 1987; Ruessink et al., 1998; Ruessink et al.,1999a; Jaffe et al.,1984; 
and others). Here sliearwaves (lOOs < T < 1000s) are low frequency vortical motions of 
surf zone currents. The dynamics of these waves are closely linked to the mean longshore 
current (Oltman-Shay et al., 1989). 
The formation and migration of sand waves is of great importance since there are economical 
activities which are interested in the presence or evolution of the sand waves. Thus migra:-
tion of sand waves is responsible for the changes in beach profiles. Migration of sand waves 
may represent danger to pipelines laid in the region of intense seabed activities (Besio et al. 
2003). The phenomenon of bar. formation and migration is attributed to infragravity waves 
(Carter et al.; 1973; Short, 1975 and others). Sediment transport under low frequency waves 
can be related to wave-induced mass transport velocities as well as short-long wave inter-
action processes. Two different bar generation concepts are standing wave-mass transport 
and short wave-long wave interaction. For long wave frequencies, the cross-shore (partial) . 
standing wave structure resulting from these processes strongly depends on the long wave 
forcing mechanism and the phase between incident waves and the outgoing waves (Baldock 
et al.2000). Effects of friction in the boundary layer induce lead to mass transport velocities 
under low surface waves in shallow water (Longuet-Higgins, 1953). These mass transport 
velocities are superimposed on the basic orbital wave motion. In the case of a standing 
4 
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wave field, the basic horizontal velocities are maximal under the nodes and zero under the 
antinodes. The mean mass transport velocities are maximal midway between the node and 
anti-node while directed towards the nodes in the wave boundary layer and directed towards 
the anti-nodes above the wave boundary layer. In case of·partially standing waves or standing 
waves, this causes sediment near the bed to be transported towards the nodes when bed-load 
is dominant and to the anti-nodes when suspended load is dominant. For progressive waves, 
mass transport is always in the wave propagation direction (Caiter et al.; 1973). Therefore 
spatial variations of the mass transport velocity may cause convergence and divergence of 
sediment and hence bar formation. The formation of one bar may result in resonant reflec-
tions and standing wave patterns shoreward of the bar leading to the formation of new bars 
shoreward of the existing bar (Dulou et al.; 2000). The standing wave-mass concept requires 
a well-defined and stable standing wave envelope which can occur· if the long-wave spectruni 
is narrow-banded in frequency. Moreover, mean currents associated with breaking waves 
are ignored in the standing wave-mass transport concept, whereas the transport component 
related to this mean current is often found to be dominant in the nearshore zone under 
storm conditions (Aagaard et al.; 1998). Consequently, the standing wave mass-transport 
concept may be less valid for stron.gly breaking waves under storm conditions in the surf 
zone (dissipative conditions). The formation and migration of nearshore bars is linked to 
wave breaking processes and the interaction between short waves and long waves (Hulscher, 
1996). 
Nearshore sand bars may also be formed and maintained by a combination of shoaling waves 
and spilling breakers. The skewed wave motion under shoaling waves generates an onshore-
directed transport that increases towards the breakpoint and decreases beyond it, thereafter 
grading into seaward transport by undertow currents. _ This seaward transport may also be 
caused by bound long waves (Bowen and Doering, 1988). In the 3-dimensional circulation 
cells, longshore currents may maintain and deepen the trough by removing the sediment that 
is subsequently transported offshore by rip currents. Mutiple bars form when the larger waves 
of the spectrum break first at more offshore locations contributing to the formation of an 
outer bar while smaller unbroken waves and reforming breaking waves propagate shoreward 
to break near the shoreline contributing to the formation of an inner bar. Offshore bar 
migration takes place under storm conditions with intense wave breaking on the bar crest 
and strong undertow currents just shoreward of the bar crest . 
• 1 
As waves shoal they also show a tendency to become pitched forward, known as wave asym-
metry. The increase of the wave asymmetry eventually leads to a decrease of the wave 
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skewness (Elgar and Guza, Bowen, 1988). Elgar et al.; (2001) hypothesizes that this wave 
asymmetry may be responsible for net onshore sediment transport and sand bar migration. 
A spatial pattern of onshore transport related to wave asymmetry and offshore transport 
related to wave breaking might also be responsible for bar formation. The coupling between 
short waves and long waves leads to positions of sediment convergence or divergence (0' 
Hare and Huntley, 1994). Waves approaching the shore have a grouped structure, and a 
radiation stress gradient due to this pattern of alternating high and low short waves. This 
induces a long wave that is bound to the short wave groups. Numerous studies point out that 
the bound long waves are released from the wave groups in the outer surf zone and travel 
shoreward as free long waves (List, 1987; Ruessink, 1995 and Van Rijn, 1999). Despite this 
release, there still may be a fixed phase relation between the short wave envelope and the 
long wave motion, resulting in a net sediment transport. The direction of net sediment 
transport rate depends on the phase relationship between the short-wave groups and the 
long wave motion. If the wave coupling varies systematically over a profile, a convergence 
and divergence pattern of sediment fluxes may result in bar formation and migration. 
1.3 Objectives and mathematical model 
Analytical solution for the behaviour of the nearshore waves is possible on long-time scales 
using the wave-averaging procedure often employed in the literature (see the textbook by 
Mei, 1983). We shall describe solutions for wave setup, longshore currents and rip currents, 
in the shoaling zone matched to the surf zone, for several different beach profiles. In the final 
chapter of this thesis we incorporate sediment transport into extant models of wave-current 
interaction in the nearshore zone. 
The structure of the mathematical model is based on the Euler equations for an inviscid 
incompressible fluid. We then employ an averaging over the phase of the waves, exploiting 
the difference in time scales between the waves and the mean flow, which is our main in-
terest. The nearshore zone is divided into regions, a shoaling zone where the wave field can 
be described by linear sinusoidal waves, and the surf zone, where the breaking waves are 
modelled empirically. The breakerline is fixed at x = Xb but in general could vary . 
. In the shoaling zone, we use an equation set consisting of a wave action equation, combined 
with the local dispersion relation and the wave kinematic equation for conservation of waves . 
. The mean flow field is then obtained from a conservation of mass equation for the mean· flow, 
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and a momentum equation for the mean flow driven by the wave radiation stress tensor. The 
derivation of this equation set is described in Chapter 2. In the surf zone, we use a standard 
empirical formula for the breaking wave field, together with the same mean flow equations. 
In Chapter 3, we then re-examine wave-setup, and longshore currents showing that well-' 
known results in the literature may hold for quite general bottom topography profiles. The 
results provide a detailed description of the mean height, mean flow, and the mean shoreline 
induced in the surf zone. In Chapter 4 we consider an incident wave field which varies peri-
odically in the longshore direction, and show that the consequent radiation stress field drives 
a periodic system of rip currents. We present explicit details for three different bottom beach 
profiles, in which the depth is a linear function of the off-shore coordinate, or a quadratic 
function, or tends to a constant depth far offshore. The three cases lead to the use of Bessel 
functions, exponential functions or hypergeometric functions respectively. Continuity of the 
mean velocity field is enforced at" the boundary between the shoaling and surf zones. Gener-
ally, the wave field, in addition to interacting with the currents, contributes to the wave set 
up and wave set down, momentum and mixing. 
We constructed a rip-current model in chapter 4, where it has been demonstrated that there 
is a longshore component of the rip current system which does not need friction in order 
to exist. Thus our aim of introducing friction in the viscous regime is simply to see how 
friction may modify the solution we had already constructed. Hence we are not conc~rned 
with frictionally determined rip-currents. By including friction, the two-dimensional forced 
shallow water equations with the lateral mixing terms, generates a set of five equations. But 
astonishingly there are only three unknowns for these set of equations. In the sequel, there 
is also unlikely to be exact solution. Thus our solutions are only approximate in the limit 
in the regime. Much of the procedure is similar to the approach used in the inviscid case so 
the frictional terms are perceived as only perturbation on the inviscid solution. We present 
explicit details for two bottom profiles since essentially the exponential depth is linear at 
least in the surf zone. Thus in examining the effect of how the rip-currents in the linear beach 
may be modified in this fully-turbulent regime, we found that there are Whittaker functions. 
Though these solutions we never used as there are alternatively manageably simpler solutions. 
But in the case of the quadratic beach profile though there are manageable simple solutions 
like in the linear, there are no known special functions. In particular, the modification of 
the rip-currents in the linear beach, shows there is a phase shift of the surf zone component 
relative to the shoaling zone component. However, in the quadratic beach profile contrasting 
to the linear depth profile, the frictional effects are much less discernible. 
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The last part of the thesis, Chapter 5, examines a simple model of sediment transport, 
induced by the breaking waves in the surf zone. Essentially the bottom is allowed to move 
I . 
in response to the divergence of a sediment flux, in turn determined by the breaking waves. 
The effect of this extra term on the previous solutions for set-up', longshore currents and 
rip currents is then determined. It is found' that the solutions for the mean flow are now 
unsteady on a slow timescale determined by a certain sediment transport parameter. The 
system of equations now forms a three-by-three nonlinear hyperbolic system of equations. 
These we solve approximately, using a simple wave solution based on the simple wave speed 
corresponding to the small sediment transport parameter. However, this solution will always 
breakdown after a long time, so we show that by adding another term proportional to the 
beach slope into the expression for the sediment flux, we can obtain a steady-state solution. 
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Chapter 2 
Equations of the nearshore circulation 
2.1 Background 
In this section we introduce the wave-averaged concepts such as the mean flow, radiation 
stress, wave energy and wave energy flux, that play a key role in the description of the near-
shore circulation. We begin with the full Euler equations of motion for an incompressible' 
fluid of constant density. These are 
V'·u - 0, 
B (at + U· V')u - p -V'(r;+gz), 
(2.1) 
(2.2) 
where u is the velocity field, p is the pressure, t is time, z is the vertical coordinate, and 
. (x, y) are the horizontal coordinates. The fixed bottom boundary is z = -h(x, y) where the 
kinematic boundary condition is 
w+uh,,+vhy':"O at z=-h(x,y). (2.3) 
The kinematic and dynamic boundary conditions at the free surface z = ((x, y, t) are 
(2.4) 
p=O at z=(. (2.5) 
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In figure [2.1] is representation of geometry of water waves we shall analyze. The notation 
z 
x 
z=h(x,y) 
Figure 2.1: Geometrical configuration for water wave 
is standard, and we note that the earth's rotation is neglected here. Henceforth we shall 
assume that the bottom depth is h = h(x), 0 < x < 00, where it will be assumed throughout 
that h(x) is a monotonically increasing function of x, and h(O) = 0 at the undisturbed 
shoreline x = O. In general we could consider a bottom depth which depends also on the 
alongshore coordinate y, but that complication will not be discussed here. In. Chapter 5 we 
will extend these equations by adding a simple model of sediment transport, which allows for 
time-dependent bottom depth h(x, y, t). The momenum equation (2.2) holds outside the surf 
, 
zone, defined here by x > Xb, h > hb = h(Xb)' Inside the surf zone, the momentum equations 
are amended by the addition of viscous and turbulent stress terms, as discussed for instance 
in Chaper 10 of the monograph by Mei (1983). These equations are then averaged over the 
waves to obtain our basic set of equations. The outcome will be described in the following 
sections. 
2.2 Sinusoidal linear wave theory for small-amplitude 
waves 
We assume that the depth is slowly-varying compared to the waves, so that we can introduce 
the asymptotic approximation for slowly-varying, small-amplitude waves, 
((x, t) "" a cos O. (2.6) 
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where a = a(x, y, t) is the amplitude and 0 = B(x, y, t) is the phase, then the wavenumber 
k, frequency ware given by 
where k = (k, I) = 'VO, w = :"'Ot. (2.7) 
The local dispersion relation 
(2.8) 
(2.9) 
To leading order, the horizontal and vertical components of the velocity are respectively 
k coshx;(z + h) 0 
u ~ - aw 'nh h cos, x; SI x; (2.10) 
sinhx;(z+h) . 0 
w ~ aw 'nh h Sill. SI x; (2.11) 
In the present application, we are concerned with shallow water waves for which the disper-
sion relation collapses to 
where C = w / x; is the phase speed and cg = dw / dx; is the group speed. 
The basic equations governing these waves are then the kinematic equation for conservation 
of waves 
kt+'ilw=O, (2.12) 
which is obtained from (2.7) by cross-differentiation, the local dispersion relation (2.8), and 
the wave action equation for the wave amplitude 
At + 'il. (cgA) = O. (2.13) 
Here A = E / w, where E = a2/2 is the wave energy per unit mass; and cg = 'V k • W = cgk/ x; 
is the group velocity. This latter equation is obtained by averaging the energy equation for 
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the linearized Euler system. Using the dispersion relation (2.8) in (2.12) we get 
(2.14) 
(2.15) 
Equations (2.14, 2.15) describe the variation of the local wavenumber and frequency, which 
propagate with the group velocity. The latter equation shows that the frequency is conserved, 
and as here h = h(x) the transverse wavenumber I is also conserved. Hence we obtain ,the 
well-known results that as the wave propagates into shallow water, k increases as h-1/ 2, while .. 
from the wave a<;tion equation (2.13) it follow~ that the amplitude a increases as C-1/ 2 , that 
is as h-1/ 4 Mei (1983). 
Also, note that since the frequency w is conserved (2.15), it follows that the wave action 
equation (2.13) can be reduced to the wave energy equation 
(2.16) 
2.3 Wave-averaged equations for mass 
This is obtained by averaging the depth-integrated Euler equation for conservation of mass. 
Thus, we integrate the continuity equation (Mei 1983, equation 2.3), over the depth to get 
l ' 8u· -8 •dz + [wJe - [W)-h = 0 -h X; (2.17) 
. where [Wk,-h denotes the value of w at z = (, -h respectively. This can be rewritten as 
8 l' 8( 8h. 
- Uidz + [-u;-. +w) - [u;- +w) = O. 
8x; -h 8x;, 8Xi h 
(2.18) 
The free surface kinematic boundary condition is (Mei 1983, equation 2.6), and the bottom 
boundary condition is (Mei 1983, equation 2.7 or 2.8). Hence we get the depth-integrated 
equation for conservation of mass, 
8H 8 l' 
-8 +-8 ( u;dz) =0 t Xi_h (2.19) 
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where H = ( + h, (2.20) 
is the total depth. Note that here Ht = (t. 
Next we define a horizontal wave-phase averaging operation. < f >= I,. so that we can 
express all quantities as a mean and a wave-like perturbation. Thus, for instance 
(2.21) 
For the velocity field we proceed in a slightly different way, that is we define 
u. = U.+U;, i = 1,2 (2.22) 
where here and in the sequel it is convenient to use the index notation, that is u = (Uh U2). 
The mean velocity U.(x, y, t) is defined by 
flu, = < r' u, dz > , Lh 
where fl = h + ( . 
Hence, on averaging (2.19) we get 
[)( [) -
at + [)x,(HUi ) = o. 
(2.23) 
(2.24) 
(2.25) 
But we need to note that u; does not necessarily have a zero mean, and that Ui and Ui = 
Ui(X, y, t) are not necessarily the same. Indeed, from (2.22) and (2.23) we get 
. u. = U.+ < u; > , 
and < r' u: dz >= 0 . Lh 
But u; = ft. + O(a2 ), all the mean velocities are O(a2 ) and in particular < u; > is O(a2 ). It 
follows that, correct to O(a2 ) 
I r-() Ek. h < Ui >= - < ~ Ui X, 0, t >= ---. 
c K, 
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Next we note that the mean momentum density per unit mass is given by, 
Mi = < l'ui dz >= iiui , 
-h 
and correct to second order in wave amplitude,' 
Mi = hUi+Mw, M = Eki w • 
C K, 
The second term Mw in (2.27) is called the wave momentum. 
2.4 Wave-averaged equations for momentum 
(2.26) 
(2.27) 
The horizontal momentum equation is (Mei 1989, equation 2.11) and can be written in the 
form 
8Ui 8 8 
- + -(p8··+u·u,)+-(u,w) = 0 8t 8xj " '3 8z' . (2.28) 
This equation is subjected to the same two operations of integration and averaging. The 
vertical component of momentum obeys (Mei 1983, equation 2.12), which can be rewritten 
as 
8w 8, 8 2 
at + 8x.(Ujw) + 8z(w +p+gz) = 0, (2.29) 
, 
with j = 1,2. Integrating (2.29) over the depth of the fluid and using the boundary 
conditions Mei (1983, equations 2.6 & 2.7), we get 
881' wdz + 88.1' wujdz -p(-h)+g((+h) = o. t -h x, -h , (2.30) 
Here the surface pressure p( () = O. The first term represents the vertical acceleration of 
the center of mass of fluid column and may not, vanish locally even averaged over a cycle, 
, although its large-scale spatial average over the whole fluid container is of course zero. On 
rearranging (2.30) and taking an average, we find 
81' '81' p( -h) = g(( + h) + -8 WUj dz + -8 wdz. 
Xj -h t -h 
(2.31) 
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The horizontal momentum equation (2.28) may be integrated to.yield 
Bl' Bl' ~ - Uidz = -- (u;Uj +poij)dz + p(-h)-. 
at -h BXj -h Bx; (2.32) 
Define a mean dynamic bottom pressure by 
Q = p( -h) - g(C + h) . (2.33) 
Next we note for slowly-varying small-amplitude waves, the integral terms in (2.31) can be 
neglected, and so we put Q = 0 in (2.33) Mei (1983). We now get 
~- Bh B 1 - 2 - BC p(-h)- = -[-g(+h) ]-g(+h)-. 
BXj BXj 2 BXj (2.34) 
Using (2.32) gives 
8 - B - 8 l' Bh 
-8 (HU;) + -B (HU;Uj ) = --;:;- [U;uj + POij] dz + p( -h)-B Oij. 
t Xj uXj -h Xj (2.35) 
Note that using (2.26) the first two terms of (2.35) become 
(2.36) 
Next using (2.34), then (2.35) can be written as 
- 8U; - BUi B - BC H- + HUj - = -- 8ij - g( + h)-. 8t BXj BXj BXj (2.37) 
Here we have defined the radiation stress tensor 8ij by 
(2.38) 
Let· us define a dynamic pressure q by 
q = p + g(z - C) . (2.39) 
Then we get 
(2.40) 
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By substituting the corresponding leading order velocity components (2.10) into the integral 
in (2.38), noting that u: Rl Ui to the leading order in the wave amplitude, we get 
10 - - d kikj 'l° a2 w2 cosh2 k{z + h) 2 Od Ui Uj Z = --;c'l . 2 COS Z. -h -h smh hk , 
But the phase average of cos2 0 = ! so that (2.41) becomes 
l °U;Uj dZ = -h 
hence (2.42) becomes, 
k·k· a2 w2 1° ' 
k• 2' . 2' cosh
2 k(z + h) dz, 
2smh kh -h 
kikj a2 w2 (!!:. + sinh 2kh). 
k2 2 sinh2 kh 2 4k 
But w2 = gk tanh kh, so that we get 
fO - - kikj ga2 [ . 2kh ] J h Ui Uj dz = --;c'l4 1 + sinh 2kh . 
Next we note that the group velocity is 
kc 2kh 
cg = H[1 + sinh2kh]' 
Hence we finally get 
l °-- d kE U;Uj z = Cgi j-' -h w 
Finally the pressure term is found by noting first that 
1, -ijdz = g( (,)2, 
-h 
(2.41 ) 
(2.42) 
(2.43) 
(2.44) 
(2.45) 
where we note that ij = g( at z = 0 to leading order. Hence the pressure term in the 
radiation stress tensor becomes 
To find q we use (2.29) to get 
81' 81' q + w2 = g( + at z w dz + 8Xj z WUj dz. 
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Next, this is averaged and the integral terms again neglected to give that 
1, - 1° - ga2 2kh cg qdz =- w2dz=-4 [1- . h2kh]=E[-1+-], -h -h . sm C 
where we recall that cg = Icgl. Thus we finally get that the radiation tensor (see Mei 1983, 
equation 2.25), is 
Si; = cg;k; ~ + 8i;E[~ - ~]. (2.46) 
Next, using the wave action equation (2.13) we see that the divergence of the radiation stress 
tensor in (2.37) can be rewritten in the equivalent forms, 
a oA oki 0 
-a Sij=-ki-at +cg;-o A+-o P, Xj . Xj Xi 
~s .. - _ a(k;A) ak; A ok; A ~p 
O 'J - at + at + Cgjo + 0 ' ~ ~ ~ 
~Si; = a(kiA) _ ow oh A + ~p 
ox; at oh aXi ox;' 
where P = E[7 - !] and we have used (2.14). 
2.5 Concluding remarks 
In summary the basic set of equations are 
w2 = gl>tanh I>h 
kt + \1w = 0, 
Et + \1. (cgE) = 0, 
I 
/ 
(2.47) 
(2.48) 
(2.49) 
that is (i) dispersion relation, (ii) conservation of waves equation and (iii) wave action equa-
tion. The second set of the basic equations are 
o( 0-
-+-(HUi) =0 
ot OXi 
- OUi - aUi a . - a( H- + HU;- '7' -- Si; - g(( + h)-
at OX; OX; ax; , 
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(2.50) 
(2.51) 
that is, the mass conservation equation and mean momentum equation respectively where 
the radiation stress acts as the driving force of the waves define as follows: 
(2.52) 
These equations have been derived outside the surf zone: Inside the surf zone we also use 
the mean mass and momentum equations but follow the conventional literature and replace 
the radiation stress tensor by an empirically determined quantity Mei (1983). The precise 
procedure will be described in the next chapters. 
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Chapter 3 
Wave setup and longshore currents 
3.1 Wave setup 
In this chapter, we shall use the set of equations [2.47, 2.48 & 2.49] and [2.50, 2.51, & 2.52] 
to describe the basic processes of wave setup and the generation of longshore currents. This 
topic has been well-developed in the literature Mei (1983), and so our purpose here is to 
record the main results and to emphasize that the analysis can in fact be done for quite 
general bottom beach profiles. 
The near-shore zone is divided into a shoaling zone, where the waves have not broken, and a 
surf zone where wave breaking has occurred. Thrbulence intensity is weaker in the shoaling 
zone, where the water is deeper, than in the surf zone. Indeed we shall ignore turbulence in 
the shoaling zone and use instead the linearized wave theory described in Chapter 2. Thus 
wave processes in these regions are different. But in the surf zone, which is fully turbulent, 
we do not attempt a description of the waves per se, but instead parametrize the radiation 
stress in the same manner used in much of the literature. The outcome is quite different 
in the two zones. Thus, setdown occurs in the shoaling zone where a long-shore current is 
absent. But in the surf zone, wave setup occurs and there are long-shore currents. 
In the surf zone, wave setup arises because breaking waves cause a convergence of wave-
induced net fluxes of cross-shore momentum. Note that momentum is conserved in the 
surf zone, and a proper representation of the momentum balance is essential for the correct 
. representation of setup (see, for instance, Brocchini et al. 2004). As the waves break, 
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then the wave momentum flux (proportional to the wave energy) decreases. This leads to a 
pressure gr8.dient force towards the sea which balances the wave induced force, so a steady 
equilibrium between these two forces is reached. But note that there is strong wave energy 
dissipation in the surf zone . 
. We now seek solutions of [2.50 & 2.51] which are steady, and do not depend on the longshore 
coordinate. Thus all variables depend on x only. For convenience in this chapter we shall 
omit the "overbar", that is "Q = U and so on. Thus (2.50) immediately implies that U = O. 
The momentum equation (2.37) can be written in the form 
8 . 8( 
0= --811 - gH-. 8x 8x (3.1) 
where 811 is the x component of the radiation stress tensor and ( = H - h is the surface 
water elevation. This would be discussed in more details below. 
3.1.1 Shoaling zone 
Outside the breaker zone x > Xb, where the waves are shoaling and the wave height increases 
to conserve the energy flux, there is a depression in the sea level to balance the positive 
gradient 8811 /8x of the radiation stress, resulting in a setdown. In the shoaling zone, the 
wave field is assumed to be O(a2 ), and so all mean quantities are also O(a2 ) hence in (3.1) 
we can replace H = h + ( with just h. 
The wave field is described by (2.47, 2.48, 2.49), and so here w are constants and the 
variation of k with h(x) is fully determined from the dispersion relation (2.47). Then the 
wave action equation (2.49) reduces to ECg cos e = constant, and so E is also then known in 
terms of h(x) and e is the angle of approach. In turn 811 equation (2.52) is also then known 
in terms of h(x), and so (3.1) can be explicitly integrated (see Longuet-Higgens & Stewart 
1961). Here, to illustrate the procedure we make a shallow-water approximation. That is, 
. we ~uppose that as the waves approach the shore e --> 0, and so cg i':j C i':j ygn. It follows 
that 
Also the wave action equation yields the result that 
, , 
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where Eo is the wave energy far offshore where the depth is ho. Since E = ga2/2 we also get 
that 
It follows that ~ / E 1/2 hx Ex ~ -1 2 oho h3/ 2 ' 
Putting these results together, (3.1) can be integrated to yield 
2h1/ 2 gao 0 
g( ~ constant - 4h3/ 2 • . 
The constant of integration is set to zero assuming that ( -+ 0 in deep water. Thus we get 
the well-known wave setdown expression 
2 ! 
/" = -a2/4h = _ aoh3 ~ 4h~ , X> Xb. (3.2) 
Note that this expression is valid for all beach profiles h(x). In fact as shown by Longuet-
Riggins & Stewart (1961), the first expression for ( is exact and can be obtained without 
. the shallow-water approximation. 
3.1.2 Surf zone 
Inside the surf zone, that is x < Xb, it is assumed that the total wave height 2a is entirely 
controlled by the total water depth, H, and is a constant fraction 'Y of H, that is 
(3.3) 
see Mei (1983) for instance. The constant 'Y is determined empirically, and a typical value 
is'Y = 0.88. As above, since the surf zone is shallow water, we get that 811 = 3E/2 and so 
(3.4) 
Unlike the shoaling zone, the radiation stress 8 11 now decreases towards the beach due to 
the wave breaking and so is balanced by a free surface elevation which consists of a setup. 
In detail (3.1) becomes 
gH(Hx - hx) = -rgHHx, 
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This integrates to 
h+C 
H= (l+r)" 
-- - -----------
To get the constant of integration C we put H = Hb = hb + Cb at x = Xb since the total 
depth must be continuous. Thus the final expression is 
. h - hb 
H = Hb + (1 + r) , (3.5) 
where the constant Hb can be expressed as . 
and depends only on the breaker depth hb and the deepwater values ao and ho. Note that 
since Hb must be positive, there is a restriction on either the deep-water wave amplitude ao 
or on the breaker depth hb' namely that 
(3.6) 
Note again that this expression is valid for any bottom profile h(x). 
Finally we are in a position to determine the shoreline x = Xs defined by the condition that 
H = O. That is, if hs = h(xs) then 
and so the depth H is of the form 
H = h-hs l+r' 
(3.7) 
(3.8) 
Note that we define x = 0 so that h(O) = 0, that is the location of the undisturbed shoreline. 
Hence, to use the expression (3.7) it may be necessary to extend the definition h(x) to x < O. 
For instance for a linear beach, h = lXX, this is straightforward, but for a quadratic beach 
profile, h = f3x 2, the extension for negative x should be h = -f3x2 say. Note that from (3.2), 
2hl/2 
ao 0 
4h3/ 2 ' b 
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and, on combining this with the condition (3.6), it follows that the shoreline recedes (ad-
vances), that is h. < O( > 0) when 
a~ 3')'2/8 h:/2 
4h~ < 1 + 3')'2/8 hg/2 ' (3.9) 
3 2/8 h' 5/2 2 
. ')' b ao h5/2/h5/2 
or Tr 5/2 < 4h2 < b o· + ho 0 . 
(3.10) 
Curiously, this result does not seem to have been noticed previously. Essentially it states 
that for sufficiently small waves in, the deep water, the surf zone setup will lead to a receding 
shoreline. 
The generalized bottom profile in the expression (3.8) can be normalized, so it can be written 
in the form 
(3.11) 
Thus all the depths profiles we have examined can be plotted as normalized functions. 
3.1.3 Linear depth 
For the linear depth, this is just, for our parameters 1/(1 + r)(X/Xb - X./Xb) where 
2 h5/ 2 
X. () ao 0 
- = -r + 1 + r 4h2 5/2 Xb 0 hb 
(3.12) 
and so depends on the wave input aUh~ and the ratio ho/hb. 
The normalized plots are shown in figure [3.1] below. It shows wave height for linear and 
quadratic beaches. Observe, in linear case the slope is, et/ (1 + r), and hence is smaller 
than the undisturbed slope, et. The plot is a function of X/Xb from X./Xb to 1 where we 
have evaluated Xs/Xb. Hence the plots depend on these two parameters, and we choose say 
ao/ho = 0.1 and hb/hO = 1/4 (gives Xs < 0), which gives Xs/Xb = -0.2. 
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· 3.1.4 Quadratic depth 
The general bottom depth profile is given by equation (3.8). Our normalized parameters are 
l/(i + r)(xlxl/x~ - (X./Xb)2). Thus equation (3.12) is the same as that above for the linear 
depth case, except that the left-hand side becomes 
Here the depth is ± f3 x2 where the sign is for x. < 0, or x. > 0 which can be written as f3lxlx. 
It follows that for· the same parameters the right-side is again -'-0.2, and so X./Xb = -0.45. 
Plot of linear and quadratic depths in the figure [3.1] below shows that they agree at x = 0 as 
the expression (3.8) already shows, but that the linear depth gives a greater setup in x ). 0, 
but is weaker in the region x < O. 
0.8 
0.7 
0.6 
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03 
80.4 80.2 o 0.2 0.4 0.6 0.8· 1.0 ~ 
'. 
Figure 3.1: Plot of normalized wave height given by equation (3.8) for linear and quadratic 
profiles which depends on the ratios ao/ho = 0.1 and hb/ho = 1/4. The values of x ranges 
from -0.2 < X/Xb < 1 for the linear depth and -0.45 < X/Xb < 1 for the quadratic depth 
profile. Thus the graphs are plotted in the range -0.45 < X/Xb < 1. 
3.2 Long-shore Current 
Peregrine (1998) has highlighted some difficulties associated with the models of longshore 
currents. These difficulties may include the need for (i) high bed friction coefficients to obtain 
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rough agreement with velocity magnitudes in measurements (ii) large horizontal mixing 
needed to obtain some agreement on longshore current profiles. (iii) another difficulty occurs 
with low frequency wave generation where most of the studies have been on modulated wave 
trains composed of two trains with nearby frequencies. Here we will introduce an eddy 
viscosity, as discussed in Mei (1983) & Peregrine (1998) among others. Thus the longshore 
component of the momentum equation becomes 
_ 8821 + ~(veHdV) = 0, . 
8x 8x dx (3.13) 
where here Ve is the eddy-viscosity coefficient and 821 is defined by (2.52) is a component of 
the radiation stress tensor. 
3.2.1 Shoaling Zone 
Here in x > Xb the radiation stress components are defined by equation (2.52), 
8 S . ECg B' B 12 = 21 = -cos sm . 
C 
Note here that for this to be non-zero, we must have Bb of. 0, that is, the wave arrive obliquely 
at the breaker point. In the shoaling zone conservation of energy equation (2~49) shows that 
while from the wave kinematic equation (2.48) we get Snell's law 
sinB sin Bb 
--' = -- = constant. 
C Cb ' 
It follows that 821 is constant in the shoaling zone and so 
8 ( 8V) . 
8x veH 8x = 0. 
Since we require that the longshore current V should vanish in deep water, it follows that 
V = 0, x > Xb. That is, there is no longshore current outside the surf zone. 
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3.2.2 Surf zone 
To examine the longshore momentum balance in this zone, the wave-induced radiation stress 
term, using the wave height H as in (3.8), takes the form 
1 2 2' sin 0 8 12 = -9"( H cg cos 0 --, 8 C (3.14) 
where H has already been determined, and is given by (3.8). This known expression for 812 
now acts as a forcing term in the longshore direction, balanced by the lateral mixing term. 
In this surf zone, 'we may put cg ~ C ~ ygH, assume again that Snell's law holds, and also 
assume that 0 ~ Ob ~ 0, so that 
We may now integrate (3.13) once to get 
dV 1 2 3/2 sin Ob lIe-d = -897 H cos Bb -- + Co· 
X Cb 
(3.15) 
To get the constant of integration Co we require that the stress lIedV / dx = 0 at H = 0 so 
that Co = O. So we get 
dV 1 2H3/ 2 0 sin Ob lIe-d = -89"( cos b -- • 
X Cb . 
Next we assume that the eddy viscosity is defined by the quotient as found in Mei (1983), 
Horikawa (1978) and others, 
L2 1 1 3 1 3 
lie = - = 110 H[9H] , = 1I09'H' = 1109' H' T (3.16) 
where L, T are characteristic length and time scales. The length scale is proportional to the 
distance from the shore (or the 110 is an empirical constant). The main advantage of using 
eddy viscosity ratio is that it says something about how strong the influence of turbulent 
viscosity compared to the molecular viscosity. Thus it provides the effect of turbulent mixing. 
On substituting, we get 
(3.17) 
Note that this is valid for any beach profile. Remarkably the right-hand side is independent 
of H and is in fact a constant. Hence all beach profiles produce a linear profile for V, which is 
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found by integrating (3.17) with the boundary condition that V = 0 at the shoreline H = 0, 
to give 
1I0V = Bo(x - xs). (3.18) 
The only dependence on the specific beach profile comes form the shoreline Xs' Note this 
simple result does not hold ifthe effects of bottom friction are also included, as in Mei (1983). 
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Chapter 4 
A model for rip currents 
4.1 Governing equations 
Rip currents are essentially regimes where the mean currents form one or more circulation 
cells. These form due to forcing by longshore variability in the incident wave field, or the 
effect of longshore variability in the bottom topography (Kennedy 2003, 2005,Yu & Slinn 
2003, Yu 2006 and others). They are often associated with significant bottom sediment 
transport, and are dangerous features on many surf beaches (Lascody 1998 & Kennedy 
2005). Here we consider a steady-state model driven by an incident wave field which.has an 
imposed longshore variability. 
The wave field satisfies the wave action equation (2.49), which in the present steady-state 
case reduces to 
(4.1) 
Here we again assume that h = h(x) and that consequently the frequency wand the longshore 
wavenumber l are constants, while the offshore wavenumber k is then determined from the 
dispersion relation (2.47). We then suppose that the wave energy E has the form 
E = Eo(x)cosKy+ Fo(x)sinKy + Go(x) , (4.2) 
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where the longshore period 21l" / K is imposed. In the shoaling zone, we substitute into the 
wave energy equation; then on collecting terms in cos Ky, sin Ky and the constant term, 
we get that, 
(EocgcosB)x+ KFocg sin B = 0 
(Focg cos B)z - KEocgsinB = 0 
(Gocg cos B)z = O. 
(4.3) 
(4.4) 
(4.5) 
These form three equations for Eo, Fo andGo• The last equation (4.5) easily yields that 
GOCg cos B = constant. 
In shallow water, we may approximate by putting cg R: gh1/ 2 and cos BR: 1, so that then Go R: 
constant/h1/ 2• For the remaining equations we can use Snell's law, sinB/c = sin Bb/Cb = Qb . 
(the constant value, here evaluated at the breaker line), and the shallow-water approximation 
to get that 
(4.6) 
while although Fo satisfies the same equation, once Eo has been found, then Fo is given 
, 
by either (4.3) or (4.4). In practice, Kc « 1 and so approximately we can assume that 
(Eo, Fo)c R: constant, the usual shallow-water expressions. Note that here C R:.jgTi. In 
the surf zone, the expressions Eo(x), Fo(x), Go (x) will be determined empirically, as in the 
previous chapter. 
Once the expression (4.2) has been determined, we may then substitute into the ~xpressions 
(4.3,4.4 & 4.5) to obtain the radiation stress fields. Our aim here then is to describe how 
steady-state rip currents are forced by this longshore modulation of the incident wave field, 
especially in the surf zone. We note that one problem in the modeling of rip currents is that 
the rip current length scales may be comparable with the length of the incident waves so 
that the applicability of the present averaging approach is in doubt Peregrine (1998). Again 
in almost all wave averaging approaches there has been a simplification of the shoreline 
conditions by not taking into account the motion of the instantaneous shoreline up and 
down the beach Peregrine (1998). Nevertheless, the forced two-dimensional shallow water 
equations that we use here are characteristic of many.nearshore studies (Horikawa 1978, 
Damgaard et al. 2002, Ozkan-Haller & Kirby 2003,Yu & Slinn 2003, Yu 2006, Falques, 
Calvete & Monototo 1998a and Falques et a11999b, Zhang et al2004 and others). Then, 
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omitting the overbars as before, the mean momentum equations [2.51] in the present steady-
state case reduce to 
au au a( 
H[U-a + V-a] = -gH-a - [Tx], x 'y x (4.7a) 
av av a( 
H[U ax + v ay] = ~gH ay - [Ty], (4.7b) 
where the stress terms are given by [2.52] 
= aSll aS12 d _ as21 · aS22 
Tx ax + ay an Ty - ax + ay . (4.8) 
. Next we observe that the steady-state mean mass equation [2.50] can be solved using a 
transport stream function 1/J(x, y), that is 
U = -~ a1/J and V = H1 aa1/J
x
' 
'Hay 
Next, eliminating the pressure, we get the mean vorticity equation 
where n is define as 
(4.9) 
(4.10) 
(4.11) 
We shall solve this equation (4.10) in the shoaling zone x > Xb and in the surf zone x < Xb, 
where as before x = Xb is the fixed breaker line. It will turn out that the wave forcing occurs 
only in the surf zone, but continuity implies that the currents generated in the surf zone 
must be continued into the shoaling zone. 
4.2 Shoaling zone 
In x > Xb we shall assume that H ~ h as ( is O(a2). Then we shall use the expressions 
[4.3,404] to evaluate the radiation stress tensor. For simplicity, we shall also use the shallow-
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water approximation that cg ~ C ~ vgh, and so we get that 
(4.12) 
These expressions are in principal known at this stage, and so we can proceed to evaluate 
the forcing term on the right-hand side of (4.10). To assist with this we recall Snell's law 
:() vIi.() 
sm =. n;-sm b 
yhb 
where hb and ()b are, the water depth and incidence angle at the breaker-line. Now the energy 
equation (4.1) has the approximate form 
(Ec cos())x + (Ec sin())y = 0, 
and using Snell's law, this can be written as 
(Ecos2 ())x + (Esin()cos())y + E Cx = 0, 
, C 
1 Cx 
and so Tx = '2Ex - E-;;. 
We cari also deduce from (4.1) that 
1 
and so Ty = '2 Ey • 
We can now evaluate the right-hand side of (4.10), and find that its identically zero, 
Thus in the shoaling zone there is no wave forcing in the mean vorticity equation, although 
of course there will be a mean pressure gradient. However, this does not concern us since 
here our aim is to find only the flow field. Note that the result that there is no wave forcing 
in the vorticity equation does not need the specific form (4.2), and is based solely on the 
steady-state wave energy equation (4.1). The specific form (4.2) is only used in the surf zone. 
With no forcing term, the vorticity equation (4.10) can be solved in the compact form, noting 
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i 
that we again approximate H with h, 
(4.13) 
. But here F('I/J) = 0 from the boundary conditions in the deep water as x -> 00, where the 
flow field is zero. Thus our rip current model has zero vorticity in the shoaling zone. It 
follows that we must solve the equation 
in x > Xb. Since h = h(x) we can seek solutions in the separated form 
with the outcome that 
'I/J = X(x)Y(y) 
(XX) _ K2X =0 K2 . 
. h X h ' Yw + Y = O. 
(4.14) 
(4.15) 
(4.16) 
We note the separation constant K2 = 211"/ L must not be zero, and is in fact chosen to be 
consistent with the modulation wavenumber of the wave forcing. Without loss of generality, 
we can choose 
Y = sin Ky. (4.17) 
For each spe~ific choice of h(x) we must then solve for X(x) in x > Xb, with the boundary 
condition that X -> 0 as x -> 00. We shall give details in the following subsections. 
c Otherwise we complete the solution by solving the system (4.10) in the surf zone, and 
matching the solutions at the breakerline, x = Xb where the streamfunction 'I/J must be 
continuous, and in order to have a continuous velocity field we must also have that 'l/Jx is 
continuous. 
4.3 Surf zone 
The waves become steeper as they propagate into shallow water because the group velocity 
decreases. To maintain the wave energy flux, wave amplitude increases towards the surf 
zone. But in the surf zone, we shall here assume that the expression (4.2) holds, where the 
functions Eo(x), Fo(x), Go(x) are determined empirically, as in Chapter 3. To determine the 
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wave forcing term in the mean vorticity equation (4.10) in the surf zone x < Xb we ~hall 
assume that 0 = Ob« 1 so that, on using (4.70) and (4.12) we get that here 
3 
Tx = 2Ex, 
Hence (4.10) now becomes, where we again approximate H with hex), 
(4.18) 
. where here n = o./h is the potential vorticity. Since here the wave forcing is given by (4.2), 
that is 
E = Eo (x) cos Ky + Fo(x) sin Ky + Go(x) , (4.19) 
then the right-hand side of equation (4.18) is of the form 
. (hl/2 F: ) . (hli2 E ) 
(K cos Ky) h3/ 20 x - (K sin Ky) h3/ 20 x. - (4.20) 
Note that the unmodulated term Go(x) plays no role here at all, although of course it will 
contribute to the wave setup. In order to match at x = Xb with the expression (4.17) for the 
streamfunction in the shoaling zone, we should try for a solution of (4.18) of the form 
1/l=F(x)sinKy+G(x), .in X<Xb· . (4.21) 
The matching conditions for the streamfunction and velocity field at the breakerline x = Xb 
require that 
. The expression (4.21) yields 
0. = Fsin Ky+G 
where F and G are differential operators and defined respectively as 
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(4.23) 
(4.24) 
(4.25) 
------------- -
.. ------------~---------.. 
The left-hand side of equation (4.18) is of the form, 
n n. pp' P & 
'If;x( h)Y - 'If;y( h)x = K sm Ky cos Ky[Fxh - F( h)x + K cos Ky[Gxh - F( h )x]. (4.26) 
We can now equate the two expressions (4.20) and (4.26) to get that 
(4.27a) 
(4.27b) 
(4.27c) 
These equations determine the rip-current flow field in the surf zone. The last equation 
(4.27c) gives that Eo ~ 1/h1/2, which is an unacceptable singularity as h -> O. Hence we 
must infer that in the surf zone at least, Eo = 0. 
Next we deduce from equation (4.27a) that 
~ = C F where C is a constant, 
and then (4.27b) yields that 
- 1/2 
F(CG _ (G) ) = (h Fo)x 
x h x h3/2 
Equations (4.27b) or (4.28b) can be written as an equation in Z, that is, 
[F(ChZ _(ZX)' ) = (hl/2 Fo)x] h x h3/2' 
(4.28a) 
(4.28b) 
(4.29) 
The boundary conditions at x = 0 where h = 0 are that both mass transport fields U, V 
should vanish, that is from (4.9) 'If; = constant and 'If;x/h = 0, which implies that 
Gx . F=Fx=O, G=constant'h=O, atx=O. (4.30) 
As above there are also the matching conditions for both F and G separately at the break-
erline, that is for F we have that 
(4.31) 
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where we note that here the right-hand side is a known quantity, depending only on K and 
Xb. Next we see that equation (4.28a) reduces to 
(~)'" _ K~F = ChF. (4.32) 
Together with the boundary conditions at x = 0, x = Xb' this is essentially an eigenvalue 
. problem for F(x) with eigenvalue C. In general it is solved approximately since we shall 
assume that KXb «1. Once F(x) is known we can solve (4.28b), together with the 
appropriate boundary conditions to get G(x) to complete the solution. 
Note that the amplitude ofF(x) is an arbitrary constant in this solution, and so we can fix 
it by specifying its value at x = Xb say. Indeed the solution we have constructed is essentially 
a free vortex defined by X(x) sinKy in the shoaling zone x> Xb, and F(x) sinKy in the 
surf zone x < Xb, perturbed by a longshore component G(x) in the surf zone. Note that in 
the presence of the wave forcing, both F, G are non-zero, see (4.28b). It is significant that 
unlike the longshore currents considered in Chapter 3 which depend on an ad hoc frictional 
parametrization, the presence of the rip current cell combined with the longshore modulation 
in the wave forcing can drive a longshore current. We shall solve this problem for several 
explicit forms of h(x), described as lin~ar, quadratic or exponential beach profiles. The figure 
[4.1] below depicts the nature of depths we seek analytical solutions for. 
1.0..--------------" 
0.8 
0.6 
h(",) 
0.4 
0.2 
Exponential 
0.2 0.4 0.6 0.8 1.0 
Figure 4:1: Schematic of several depth profiles. 
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4.4 Linear depth profile. 
4.4.1 Shoaling zone 
Let us now suppose that h = ax. Substitution into equation (4.16) in the shoaling zone 
reveals that it has solutions in the form of Bessel functions 
where K1 and 11 are Bessel functions of the first and second kind of order one. Since h 
becomes unbounded at x = 00, the boundary condition X -+ 0 as x -+ 00 gives Co = 0, and 
so we get that 
(4.33) 
The behavior of the Bessel functions depict the rip-current character. That is it decays 
exponentially away from the breakerline, on the scale K-1• It is interesting to note here that 
the bottom slope a does not appear in this solution at all. 
} 4.4.2 Surf zone 
The boundary condition (4.30) implies that as x -+ 0, F(x) ~ Aox2 • We shall make the 
approximation that the shoaling zone has a small cross-shore width, in which case it is easily 
seen that the right-hand side of (4.32) is much smaller that the left-hand side, and is O(x3 ). 
Approximating the right-hand side accordingly we get that 
1 2 4 Fxx--Fx-K F=Ao'>'x , 
x 
(4.34) 
where.>. = Ca2• This is useful, as the solutions ofthe homogeneous equation on the left-hand 
side are known, namely j. = xh(Kx) and jb = XK1(Kx). Now the method of variation of 
parameters is used to get 
(4.35) 
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noting that the Wronskian is W(j. ,jb) = -x, where 
The boundary condition at x = 0 shows that C2 = 0, and the normalization of F as x -+ 0 
implies that KCl = 2Ao. It remains to apply the boundary condition at x = Xb which then 
yields>. (that is C). To simplify the calculation, we note that we may write 
B~ 
and so (4.35) becomes 
Note that to this order, F is independent of K. Application of the boundary condition at 
x = Xb now gives 
Xbj~(Xb) +>'KxVS = (1 KXbKHKxb)) 
ja(Xb) + >'KxV4S + Kl(Kxb) . 
This is an explicit equation for >., which can be further simplified by assuming again that 
KXb« 1. Thus, sinceja ~ Kx2/2 the left-hand side can be reduced to 
1 + >.xt/S 
1+>.xt/24· 
This shows that>. scales as x;4 so this small Xb approximation also requires that the constant 
>. also be very small. Similarly the right-hand side may be approximated by 
where "to is Euler's constant. 
This implies that to leading order 
>.xt ~ -S. (4.36) 
. But this is a bit too simple as can be seen from the consequent expression for 
(4.37) 
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so that actually F", .~. 0 at x = Xb, which is too simple. 
The higher-order terms in A and B can be found, and then we get that 
We define p.xt + 1 = € < < 1 and keeping the required next order terms we get that 
0.6 
0.5 
0.4 
F(x) 
..40 0.3 
0.2 
0.1 
0.2 0.4 0.6 O.S 1.0 
Figure 4.2: Plot of F{x)/Ao against X/Xb, where Ao is arbitrary as given by equation (4.37). 
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The figure [4.2] shows there is just one curve at leading order. Note that there is no depen-
dence on the slope a and only a weak dependence on K. We observe that F(x) reaches a 
maximum value of F(x)/Ao Rj 0.7. Beyond this point F(x) may probably decrease monoton-
ically. 
Next for the y-independent component, we need to solve for G(x) from(4.28b). As above, 
we approximate F = Aox2, and also as in Chapter 3, we use the empirical expression 
Fo = "'·/h2 /8, see equation (3.3). Hence we get 
1 . 5g~2",,2 2 2 . ~ I Zxx--Zx-a x CZ= 
x 16Aox' 
(4.38) 
There is a singularity at x = 0, which can be analyzed by setting u = x2 so that (4.38) 
becomes 
4Z"" - >.Z = (4.39) 
and>' = Ca2 as before. For the particular solution, we can balance the dominant term Z,," 
on the left-hand side with the forcing ter!ll to get that Z Rj constant U 1/ 2, and so we get that 
the particular solution is 
(4.40) 
Note that this is a smooth function of x as x --+ O. Next the homogeneous solutions are, 
since we know that >. < 0 
.../Xu . v'Xu 
Zh = C2 Sill [(-2-] + C3 cos [(-2-], (4.41) 
where we have put ,5; = - >. > 0 and the full solution is 
When u = 0 we must have Z = 0, which requires that C3 = O. Also we can impose the 
condition that Z = 0 at x = Xb and so we finally get 
(4.42) 
Finally the complete the stream function G(x) is found by integrating Gx = hZ subject to 
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the boundary condition that G = 0 at x = Xb. Thus we get that, for 0 < x < Xb, 
5ga3'1'2x3 X3 1 v'2x2 1 ' 1 
-,,-:-:-,:--,,-b (_ + cos[--] _ _ _ ) . 
12Ao 3xg 2v'2 sin v'2 ' x~ 3. 2v'2 tan v'2 G(X) = (4.43) 
Note in particular that G(O) # 0 and is the net mean longshore mass transport in the 
rip current system. Plots of Z(x) and G(x) are shown in figure 4.3, each normalized by 
5ga2'1'2xb/12Ao and 5ga3'1'2/12Ao respectively with Ao arbitrary. 
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FigUre 4.3: Plots of normalized Z(x) and G(x) given by equations 4.42 and 4.43 respectively. 
Note that in the figure [4.3] there is a small region of reversed flow near the breaker line. 
The combined expressions (4.33, 4.37; ,4.43) complete the solution, where we recall that the 
constant C is given by (4.36) (since A = Ca2 ), or their respective higher-order corrections. 
Note that the amplitude of F(x) at x = Xb is given by 
On using the approximation KXb « 1, and the approximate expression (4.37), this reduces 
to 
F( ) = 2Aox~ = Cl Xb 3 K' 
The rip-current system contains a free parameter Ao or its equivalent. We choose to define 
40 
this free parameter to be the value of F(Xb) and normalize the full solution by this value. 
Thus we get from (4.15, 4.17) in x > xb,and (4.21, 4.37, 4.43) in x < Xb that the normalized 
streamfunction 'l/Jn is given by 
X(X) . 
'l/Jn - X(Xb) sm(Ky) , for X> Xb, (4.44) 
F(x) . . G(x) . 
'l/Jn - F(Xb) smKy+RG(O) ' for O<X<Xb. (4.45) 
Here R = G(O)/ F(Xb) is a free parameter. Thus a larger (smaller) R decreases the circulation 
of the rip-current system vis-a-vis that of the longshore current component. From (4.37, 4.43) 
we find that here 
5 3 2 1 1 R = ga 'Y Xb ( 
SAg -2v'2~2-si-n-v'2;=2 3 (4.46) 
Note that with all other parameters fixed, a larger (smaller) slope a increases (decreases) 
R. In order to estimate typical values for R we note that from (4.37) the longshore velocity 
field in the "sin(Ky)"-component scales as v;, = Aa/a, while the longshore component then 
, scales with Rv;,. Taking account of the actual numerical values in the expressions given 
above, we find that a suitable values are R Rl-O.1. Plots of 'l/Jn are shown in figures 4.4, 
4.5, 4.6 for R = -0.02, -0.1, -0.2, -0.5, -2 respectively, with KXb = 0.2 (noting that our 
present theory requires that KXb is small). 
From the plots in figures [4.4, 4.5, 4.6, 4.7] we see that as IRI increases, the core of the rip 
current circulation moves from the shoaling zone towards the surf zone. The reason for this 
is that the solution we have constructed is essentially a free vortex defined by X (x) sin K y in 
the shoaling zonex > Xb, and F(x) sinKy in the surf zone x < Xb, perturbed by a longshore 
component G(x) in the surf zone. Since R < 0, this longshore component opposes the 
vortex flow in the cell 0 < Ky < 7r but is in sympathy for 7r < Ky < 27r. This has the 
effect of moving the vortex cell further offshore in the sector 7r < K y < 27r relative to the 
sector 0 < Ky < 7r. Note that IRI increases as the wave forcing increases, or as the slope a 
increases, or as the depth aXb at the breaker line increases. And as the wave forcing increases 
observe that longshore effects becomes strongest, see figure [4.7]. 
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Figure 4.4: Plot of the rip current streamlines for a linear depth profile, given by equation 
(4.45) where F(x) and G(x) are equations (4.37) and (4.43) respectively for R = -0.02. 
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Figure 4.5: As for figure 4.4 but R = -0.1. 
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Figure 4.6: As for figure 4.6 but R = -0.5. 
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Figure 4.7: As for figure 4.6 but R = -2.0. 
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4.5 Quadratic depth profile 
4.5.1" Shoaling zone 
Here we assume that h = (3x2• It follows that equation (4.16) now becomes 
xX" (x) - 2X'(x) - K 2xX(x) = O. 
" This admits solutions as exponential functions, that is 
, 
\ 
From the behavior of the solutions as x --+ 00 we see that Cl = 0 and so 
Again note that the constant (3 does not appear in this solution. 
4.5.2 Surf zone 
(4.47) 
(4.48) 
Similarly, let h = (3 x2 in (4.32), so that proceeding as for the linear depth profile case in 
section 4.4, we obtain the equation 
2 2 7 Fxx - -Fx - K F = Ao>'x·, 
x 
(4.49) 
where now>. = C (32, and as x --+ 0, F ~ Aox3• The solutions of the homogeneous equations 
are known, these are j1 = e-KX(Kx + 1) and h = eKX(Kx -1) where j1 and j2 are linearly 
independent solutions. The general solution is given by 
(4.50) 
where the Wronskian of j1 and j2 is W = 2K3X2, and 
Ao>' 1X ' 5 Ao>.x6 A(x) = - 2K3 0 J2X dx ~ 12K3' 
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() Ao>" r. 5 Ao>..x6 B X = 2K3 lo J1X dx ~ 12K3 . 
Thus A and B vanish at x = 0 as x5 and so Cl = C2. Also the normalization of F as x -+ 0 
gives Cl = 3Ao/2K2. 
Now to apply the boundary condition at x = Xb which yields >.., we simplify the calculation 
by first approximating A and B as above for small x. The outcome is that 
The boundary condition at x = Xb again yields an explicit equation for >.. which can be 
simplified by the assumption that KXb « 1. Thus>.. scales as X;;6 which may not be so 
good an approximation. In spite of that the RHS may be approximated by _K2X~. Hence 
to leading order 
>"X~ = -12. . (4.51) 
This leads to the simple expression 
• 
(4.52) 
and evidently F", ~ 0 at x = Xb. 
Also in the figure figure [4.8] there is no dependence on the slope f3 and only a weak depen-
dence on K. The value of F(x) also reaches a maximum value of F(x)/Ao ~ 0.7. This shows 
that irrespective of h(x), the maximum value F(x) can admit is ~ 0.7 
As in the linear depth case, we can now add correction terms, letting € = 1 + >"xU12. 
Expanding A and B we find that 
As before, we now. find the leading order term for €, 
€ = 1 + >..xgj12. 
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Figure 4.8: Plot of F(x)/Ao against X/Xb, where Ao is arbitrary as given by equation 4.52. 
Finally we get that 
1 x6 ' K X6 F(x) = Aox3(1 - _K4X - - - -). 4 3X 6 3x5 b b 
Next, as before, we need to solve for G(x) from (4.28b). As above, we approximate F = Aox3, 
and also as in Chapter 3, we use the empirical expression Fo = "lh2/8, see equation (3.3). 
Thus we get 
Letting u = x3 we get that 
2 2 4 Zxx - -Zx - 0(3 x Z = 
x 
59{2(32 
4 • 
8Aoua 9Z"" - >.Z = 
(4.53) 
As before the dominant balance in the particular solution is between Zuu and the right-hand 
side, so that Zp ~ constant U2/ 3• We find that 
(4.54) 
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As in the linear depth case, this have the form as A < 0 
Z G ·../XU G v'Xu" h = 2 sm -" -3- + a cos -3- . 
Here we recall that ); = -A. The total solution is then 
The boundary condition at u = 0 gives Ca = o. Again imposing the boundary conditions 
that Z = 0 at the breakerline x = Xb gives, 
(4.55) 
Finally we get G from Gx " hZ and G = 0 at x = Xb, 
(4.56) 
Plots of Z(x) and G(x) are shown in figure 4.9, each normalized by 45g,821'2xU16Ao and 
45g,821'2xGJ16Ao respectively. Since Ao is arbitrary, normalize plots as shown below. 
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Figure 4.9: Plots of normalized Z(x) and G(x) given by equations 4.55 and 4.56 respectively. 
As in the linear depth profile case figure [4.9] shows that there is a small region of reversed 
flow near the breaker line. 
47 
The combin~d expressions (4.48, 4.52, 4.56) complete the solution, where we recall that the 
constant C is given by (4.51) (since A = C(32), or their respective higher-order corrections. 
Now the amplitude of F{x) at x = Xb is given by 
On using the approximation KXb « 1, and the approximate expression (4.52), this reduces 
to 
The rip-current system contains a free parameter Ao or its equivalent. We choose to define 
this free parameter to be the value of F{Xb) and normalize the full solution by this value. 
Thus we get from (4.15, 4.17) in x > Xb, and (4.21, 4.52, 4.56) in x < Xb that the normalized 
streamfunction 'lj;n is given by 
X{X) . 
'if;n - X{Xb) sm{Ky) , for x> Xb, (4.57) 
F{x) . G{x) 
'if;n - -F{Xb) smKy + R G{O) , for 0 < x < Xb· (4.58) 
Here again R = G{O)j F{Xb) is a free parameter. From (4.52, 4.56) we find that here 
R _ 135gf33'Y2X~ 1 1 
- 32A~ {20 sin[2/ 0. 5 (4.59) 
Note that again R < 0, and that IRI increases as the wave forcing increases, or as the curva-
ture f3 increases, or as the depth f3x~ at the breaker line increases. In order to estimate typical 
values for R we again note that from (4.52) the longshore velocity field in the "sin{Ky)"-
component scales as v;, = Aa/ f3Xb, while the longshore component then scales with Rv;,. 
Taking account of the actual numerical values in the expressions given above, we find that 
a suitable values are R ~ -0.1. Plots of 'lj;n are shown in figure [4.10, 4.11 ,4.12,4.13J for 
same values of R as in the linear case, and again K Xb = 0.2. 
Overall thes~ plots show the same kind of behaviour as those for the linear depth profile. 
The major difference is that the the flow in the surf zone is rather weaker, and so the vortex 
centre is slightly further offshore. 
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Figure 4.10: Plot of the rip current streamlines for a quadratic depth profile, given by 
equation (4.58) whereF(x) and G(x) are equations (4.52) and (4.56) respectively for R = 
-0.02. 
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Figure 4.11: As for figure 4.10 but R = -0.1. 
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Figure 4.13: As for figure 4.10 but R = -2. 
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4.6 Exponential depth profile 
4.6.1 Shoaling zone 
Here the depth profile is h(x) = d(1 - e-{X). This is similar to the linear depth profile in 
the nearshore zone, but as x --> 00, h --> d, which is finite. Thus in the shoaling zone far 
offshore, the bottom is flat. We put u = e-{x and then equation (4.16) becomes 
2 U 2 
u X uu +-l -Xu-K X=O, -u 
Now let X = umy to get 
u(1 -'- u)Yuu + (2m + 1 - 2mu)Y,. + mY = 0, 
(4.60) 
where £2 = m2 hence ml = £ and m2 = -£. This has hypergeometric functions as solutions 
F(a,b,cju) where m = Lab, 2m = a + b + 1 and c = 2m + 1, so that c = a + b. The general 
solution of the hypergeometric equation has the form 
The boundary condition at u = 0, x --> 00 gives O2 = 0 so the second solution is not present. 
Hence we get 
(4.61) 
4.6.2 Surf zone 
Similarly with u = e-{x, equation (4.32) becomes 
(4.62) 
We note that the shoreline boundary condition is X = 0 at x = 0 when u = 1. At the 
breakerline where x = Xb then X = umF(a,b,a+b+2,u) and Xx = e(-uXu) and now one 
gets 
xXx = _t: X uXu 
X ." X' 
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uX" F" 
where X =m+up . 
The corresponding hyperg~ometric function, as given by [2] is 
F{ b + b+ 2· ) '- r(2)r{a + b+ 2) ~ {a)n{b)n (1 _ t _ r{a + b+ 2) ( _ 1)2 
a, ,a ,u r{a + 2)r(b+ 2) ~ n!{l _ 2)n u r(a)r(b)u.. 
~ (a+2) (b+2)· . ~ n!{nn+ 2)! n{l_ u)n[ln (1- u) - 'IjJ{n+ 1) - 'IjJ{n + 3)+ 'IjJ{a + n + 2) + 'IjJ{b+ n + 2)]. 
As x ..... 0, 1 - u -> ~x and so F has the structure of a power series in (1 - u = ~x), with 
some multiplicative log terms. To leading order exactly like the linear depth case, but we 
need to find the corresponding constants. Thus we get that 
r{2L+ 1) 
Co = r(a + 2)r(b + 2)' Cl = -abCo = mCo, 
r{2L+ 1) 2 
C2 = r{a)r{b). = -m Co, 
Using these approximations, we finally find that near x = Xb (but x > Xb), for KXb « 1, 
xXx 2K2 21 X= x nx. 
To leading order this agrees exactly with the corresponding result from the linear depth case. 
It follows that in the surf zone, where the depth profile is effectively linear, the solution for A 
and F{x) will be the same as that found in this chapter in section (4.4.2), see (4.36), (4.37). 
Next,as before, we need to solve for G{x) from (4.28b). Again, as in Chapter 3, we use the 
empirical expression Fa = "(2h2/8, see equation (3.3). Then the right-hand side of (4.28b) 
becomes 5"(2hx /16. Approximating h{x) by a linear profile in the surf zone, will then lead 
the same solution found in section (4.4.2) of this chapter, see (4.38). 
Thus the main effect of this present exponential depth profile is found only in the shoaling 
, 
zone where here the depth remain finite as x -> eX). Thus we get from (4.15, 4.17) in x> Xb 
the normalized streamfunction 'ljJn is given by . 
X{X) . 
'ljJn = X{Xb) sm{Ky), for x> Xb, (4.63) 
The two plots in figure [4.14] for linear and exponential depth respectively in the shoaling 
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Figure 4.14: Plots of rip currents in the shoaling zone for linear and exponential depth profile 
respectively for a depth d = lOm where K Xb = 0.2, a depth at the breaker line of ~ Xb = 0.2 
j note that then L = 1.0. 
zone. For the case shown for d = lOm, we see that there is virtually no difference. However 
for a depth d = 4.0m as shown in figure [4.15] below there is some noticeable difference, in 
that for the exponential depth profile, the vortex centre is further offshore; 
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Figure 4.15: Plots of rip currents in the shoaling zone for linear and exponential depth profile 
respectively for a depth d = 4.0 m where K Xb = 0.2, a depth at the breaker line of ~ Xb = 0.5 
; note that then L = 1.0.' 
4.7 Wave setup 
4.7.1 Shoaling Zone 
Once the velocity field has been determined, we can return to the momentum equation (4.7) 
to get the mean pressure field (. In the shoaling zone, the flow is irrotational and it is easily 
seen that 
u2 V 2 3E",' 
(g( + "2 + "2)'" = - 2h ' 
U2 V 2 'E 
(g( + "2 + "2)y = - 2~ , 
Using the approximation that Ec ::::: constant in the shallow water, we find that 
(4.64) 
Here a constant of integration has been set to zero, while U, V are given by (4.9) where 'I/J is 
given by (4.15,4.17). Thus we get that 
g(= K
2X 2 . 2K X;. 2K E 
2h2 cos y - 2h2 sm y + 2h . (4.65) 
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We note that, unlike the velocity field, there is a v-independent component, a modulation 
with a wavenumber K and a superharmonic modulation with wavenumber 2K. 
4.7.2 Surf zone 
Again using the components of (4.7) we nowget that 
u2 V 2 E 
(g( + 2" + 2")Y + un = - 2~ , 
The first of these can then be integrated, using the expressions from the subsection 4.2 in 
this chapter, and assuming that in the surf zone E", h2 as a function of x, 
where 11(y) is an arbitrary function of y at this stage. Using the previous equations for F, G 
and the expressions for E the integral term can be simplified to give 
r[Fij CFGJd =FZ", rW/2Fo)"'d =5"?h 
lo h + '" x h + lo h3/2 x 16' 
Substituting, and assuming that in the surf zone the wave forcing is E = Fo '" 1/8"(2h2 we 
finally get that 
Next, differentiation of this expression with respect to y, and comparison with the y-
component of the mean momentum. equation shows that 11 is a constant, showing that 
the Bernoulli expression on the left-hand side of (4.67) is a constant. This constant is just 
the pressure g( at x = 0, since all other terms ill- (4.67) vanish there, and so we can set this 
constant to zero, that is l1(y) = 0 in (4.67). 
Comparing the expressions for ( as x -+ Xb from the shoaling zone (4.65) with that from 
the surf zone (4.67) we see that there must be a discontinuity in E across the breakerline 
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x = Xb in order to ensure the continuity of ,. The reason for this is essentially because we 
imposed a discontinuity in the mean vorticity field across the fixed breakerline x = Xb which 
is maintained by a discontinuity in the wave forcing, that is, the right-hand side of (4.10). 
Now we see that in addition to that there is discontinuity in E itself, given by 
(4.68) 
Here [ ... ] denotes the jump from above to below across x = Xb. Since the form of E in 
x < Xb is already specified by (4.2) (with Eo = 0), this expression implies that we must 
modify the expression for the wave field in x > Xb according to (4.68). Fortunately this 
is allowed, since we saw earlier that we do not require the explicit form (4.2) for E in 
x > Xb; all that is required there is that E satisfy the wave energy equation (4.1). Hence 
we now see that the rip current system in faCt modifies the wave field in x > Xb through 
the term E(x = Xb, y) deduced from (4.68). In particular we see that there is an additional 
modulation in sinKy and a second harmonic cos2Ky, with amplitudes 2FZx(x = Xb) and 
-ChF/2(x = Xb) respectively; the additional mean component can be accommodated by 
the choice of Go(x = Xb). For instance, for the linear depth profile these amplitudes are 
proportional to -'Y2h~ (independent of Ao) and -a2hbA5 respectively; note that both of 
these amplitudes are negative. 
4.8 Effect of friction on rip currents 
We have so far ignored frictional effects due to turbulence in the surf zone in the sections 
above. Previously in section (3.2) we constructed the longshore current driven by the radia-
tion'stress in the surf zone when this forcing has no alongshore modulation, that is there is 
no y-dependence in the radiation stress. In that case the frictional effects are necessary for 
the longshore current to exist, and the weaker the friction the stronger is the current. But in 
the inviscid rip-current model constructed in this chapter, we have demonstrated that there 
is a longshore component of the rip current system, namely Z(x) (see equation (4.25)) 
which does not need friction in order to exist. Hence here we are not concerned with any 
frictionally determined currents, but only with how the frictional terms might modify the 
already constructed inviscid solution. Before proceeding note that the friction terms are not 
invoked in the shoaling zone, and so the solution there remains unchanged. 
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The full momentum equations with the frictional terms included are in (Mei 1983) 
'au au a( H[U-+V-J = -gH-- [T",J+~ ax ay ax '" ( 4.69a) 
av av a( H[U-a + V-a J = -gH-a - [TyJ +~. X Y , Y (4.69b) 
Here the radiation stress terms are given by [2.52], 
_ aSH aS12 d _ aS21 aS22 
T", - ax + ay an Ty - ax + ay . (4.70) 
. The terms T; and T; are lateral mixing terms which describe the afore-mentioned frictional 
effects, and are expressed as follows in (Horikawa 1978, Mei 1983) and section (3.2.2 
equation 3.16), 
(4.71) 
Next we recall that the steady-state mean mass equation [2.50J can be solved using a trans-
port stream function 1j;(x, y) in the expressions (4.9) so that 
1 a1j; 1 a1j; U=--- and V=--. Hay Hax (4.72) 
Next, again eliminating the pressure, we obtain the mean vorticity equation in the frictional 
regime 
3 
where 'T", = '2 E", , 
For convenience we have set /.to = gl/2VO. The radiation stress terms are evaluated as before, 
and so finally equation (4.73) becomes < 
As before n is defined by 
r!=v,,-Uy (~)"'+(~)Y. (4.75) 
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As before the wave forcing is given by the expression (4.2), that is, 
E = Eo cos Ky + Fosin Ky + Go(x), (4.76) 
so that the wave forcing term in (4.74) again simplifies to 
(4.77) 
Thus again we observe that the unmodulated term Go(x) plays no role here at all. In order 
to match at x = Xb with the expression (4.17) for the streamfunction in the shoaling zone, 
we should try for a solution of (4.73) of the form 
1/J = E(x) cos Ky + F(x) sinKy + G(x). (4.78) 
Note that, comparing this with the analogous expression (4.21) in the friction-free case we 
see that here the term E(x) is purely due to friction. Next, equation (4.78) yields 
n = Ecos Ky+Fsin Ky +G, 
where F, E and G are the differential operators 
E=(Ex) _K2E 
h x h 
F=(Fx) _K2F 
h x h 
- Gx G=Zx, Z=-;;:. 
(4.79) 
(4.80) 
(4.81) 
(4.82) 
The left-hand side of equation (4.74) contains terms in cos 2Ky, sin 2Ky,cos Ky,sin Ky, 1, 
while the right-hand side contains only terms in cos K y, sin K y,1. Equating the appropriate 
coefficients on each side we get that 
( 4.83a) 
(4.83b) 
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(4.83c) 
(4.83d) 
(4.83e) 
The boundary conditions are analogous to those imposed in section 4.3. That is, at x = ° 
where h = ° both mass transport fields U, V should vanish, that is from (4.9), 'I/; = constant 
and 'I/;;,/h = 0, which implies that 
(E, F) (Ex, Fx)· Gx . . h =. h = 0, G = constant, h = 0, at x. = 0 .. (4.84) 
As before there are also the matching conditions for E, F, G and G separately at the break-
erline, that is, we now have that 
Fx(Xb) Xx (Xb) 
-F(Xb) X(Xb) , (4.85) 
Equations (4.83a, 4.83b, 4.83c, 4.83d, 4.83e) form five equations for only three unknowns. 
Hence in general there is unlikely to be an exact solution, and instead we seek an approximate 
solution. First, we note that when f.Lo = ° (the frictionless case) there is an exact solution, 
as then we can satisfy (4.83c) with E = 0, and then provided we also set Eo = 0, equations 
(4.83d, 4.83e) are also satisfied, leaving only (4.83a) for F and (4.83c) for G. This of course 
is just the procedure we have followed above. Hence we shall regard the frictional terms as 
a perturbation on this and so treat 110 as a small parameter, noting that 110 is dimensionless. 
Thus we infer that E = 0(110), and for consistency we must then also choose Eo = 0(110); 
. indeed we will set Eo = ° for simplicity. 
It now follows that to leading order in 110, F is given again by the frictionless solution, so 
that it satisfies (4.32) again. Indeed, since E = 0(110)' the error incurred for F is 0(113) 
from (4.83a). Next we see that the frictional term in (4.83c) is 0(113), so that also G is again 
given by thefrictionless solution (4.42), with an error of 0(113). It remains to determine the 
leading order term for E. For this purpose we can use (4.83e), since the alternative equation 
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(4.83d) generates only a term for E which is O(vfi). Then, using the above estimates for 
F, G we see that (4.83e) becomes 
(4.86) 
that is ChE- (Ex) + K2E = 2Jlo h5/2Z h x h KF xx, (4.87) 
on using (4.80), where a constant of integration has been set to zero. Here the right-hand 
side can be regarded as known, and is given by the expression (4.28b) for Z = Gx/h. 
Thus we see that the essential outcome of the frictional terms is to introduce into the surf 
zone an extra component E(x) cosKy which, in the longshore direction, is out-of-phase with 
the component proportional to sin K y in the shoaling zone. 
4.8.1 Linear depth profile 
First consider the linear depth h = ax, in which case F is given by (4.37) and Z is given 
by (4.42). Although the complete solution can be found using 'the method of variation of 
parameters, it will be simpler to seek a more manageable solution in which the right-side 
is approximate' in the limit x -> O. In that case F, Z 0< x2 and so the right-hand side is 
proportional to XI/2, to the lowest order, that is ' 
h5/ 2 Zxx 5')'2 9 21/2a9/2xl/2 
F ~ 6A~Xb sin (21/2) . 
Then the particular solution of (4.87) is proportional X7/2, 
20vog3/2 ')'2 21/2all/2x7/2 
63K A~Xb sin (21/2) 
Equation (4.87) contains an analogous homogeneous equation to (4.34) 
122 Exx - -Ex - K E = Ch E, 
x 
thus the homogeneous solution is found by putting u = x2 and seeking solutions of 
K2E 
4Euu - >"E - -- = 0, 
u 
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(4.88) 
(4.89) 
(4.90) 
where A = Co.2 as in section 4.4.2. This can be solved in terms of Whittaker' functions. 
However, again for simplicity we seek just an approximation as x --+ 0, in which case the 
solution which satisfies the boundary condition (4.84) is 
Finally we need to combine Eh, Ep to satisfy the boundary condition at (4.85) at x = Xb so 
that 
(4.91) 
Thus we get from (4.78, 4.91,4.37,4.43) in x <Xb that the normalized streamfunction '1j;n . 
is given by 
F(x) . G(x) E(x) 
'1j;n = F(Xb)smKy+RG(O)+SE(Xb)cosKy, for O<X<Xb (4.92) 
where R -:- G(O)/F(Xb) as before (4.46) and S = E(Xb)/F(Xb) is a new parameter. Using 
the expressions (4.37. 4.46, 4.91) we can write 
(4.93) 
But we recall from (4.46) that 
and measures the free parameter Ao. Hence it is convenient to write the expression (4.93) 
in the form 
h S- 8.0(signAo)voo. were = K ' Xb (4.94) 
and is independent of the magnitude of Ao. Thus S is the new parameter which measures 'the 
effects of friction. Note that it increases with the slope a, but decreases with the parameter 
KXb measuring the longshore modulation wavenumber. Numerical values for Vo are not 
readily available, but we note that from Mei (1983) section 10.6.2 we can estimate that 
voo. Rj 0.01. Using KXb = 0.2 as in section 4.4.2, we infer that a suitable value is S = 0.4 
(assuming without loss of generality that Ao > 0). 
The normalized streamfunctions (4.92) are plotted for the same values of R = -0.02, R = 
-0.1 R = -0.5 and R == -2 used in section 4.4 respectively shown in figures [4.16, 4.17, 
4.18, 4.19]. In contrast to the figures in the invsicid case, we see that the rip-currents in 
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the frictional regime [4.16, 4.17, 4.18, 4.19] are modified. There is a noticeable effect of the 
friction terms, in that there is a phase shift of the surf zone component relative to the shoaling 
zone component. In particular, note the case as R = -2.0 as shown in [4.19], contrasted 
with the inviscid case shown in figure [4.7]. In general, as shown by the expression (4.94), 
the frictional effects increase with IRI 
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4.8.2 Quadratic depth profile 
Now for the quadratic depth profile, where h = (3x2 , in which case F is given by (4.52) and 
Z is given by (4.55). We follow the same procedure as for the linear depth profile, in which 
the right-side is approximate in the limit x --+ O. In that case F ex: x3 , Z ex: x 2 and so the 
right-hand side is proportional to x 2 that is, 
h5/ 2 Zxx ~ 459"12 (39/2X2 
F ~ 8A~ 
Also the particular solution of (4.87) is proportional x6 , 
The homogeneous equation is 
2 ' 2 C 2 Exx - -Ex - K E = h E, 
x 
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(4.95) 
(4.96) 
(4.97) 
or, putting u = X3 
K2E 
9E"" - )'E - U4/ 3 = 0, (4.98) 
where ). = C f32 as in section 4.5.2. But unlike the linear depth case, there are apparently 
no solutions available in terms of known special functions. However, again for simplicity we 
seek just an approximation as x -> 0, in which case the solution which satisfies the boundary 
condition (4.S4) is 
Finally we need to combine Eh, Ep to satisfy the bo~ndary condition at (4.85) at x = Xb so 
that 
. 5g3/ 2 vof311/2xg X6 2x3 
E= SKA2 (-6"+-3)' 
o Xb xb 
(4.99) 
Thus we get from (4.78, 4.91,4.52,4.56) in x < Xb that the normalized streamfunction 'l/Jn . 
is again given by (4.92), that is, 
F(x) . G(x) E(x) 
'l/Jn = F(Xb) smKy + R G(O) + S E(Xb) cos Ky, for 0 < x < Xb, 
where R is now given by (4.59), while 
(4.100) 
But we recall from (4.59) that 
R= 
and so now we can write 
. 
where S- = O.l(signAo)vof3 K . (4.101) 
Note that it increases with f3 but decreases with K. Using KXb = 0.2 as in section 4.5, and 
again estimating vOf3Xb ~ 0.01, we infer that a suitable value is S = 0.005, which is much 
smaller than for the case of the linear depth profile. 
The normalized streamfunctions (4.92) are again plotted for the same values of R = -0.02, 
R = -0.1, R = -0.5 and R = -2 used in section 4.5 respectively. In contrast to the figures 
in the invsicid case, we again see that the rip-currents in the frictional regime [4.20, 4.21, 
4.22, 4.23] are modified. But in contrast to the linear depth profile case, the frictional effect 
is much less discernible. 
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From the fore-going, we observed from the figures [4.19, 4.23] that frictional effects modify 
rip-currents on a linear depth profile more than on the counterpart quadratic depth profile. 
Obviously, this can be as a result of the differences in the beach types as shown in figure 
[4.1]. As wave forcing is large there is an improved output of the longshore component of 
the rip-currents. Overall this means that with large R'the near-shore current system and its 
circulation becomes noticeable in the region. 
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Chapter 5 
A simple model of sediment transport 
5.1 Governing equations and fundamentals 
With sediment transport, the kinematic bottom boundary condition becomes 
w+ht+u.Vh=O, at z=-h(x,y,t), (5.1) 
which is combined with a sediment flux law 
ht = V.Q, at z = -h(x, y, t) , (5.2) 
where Q is the sediment flux. In the literature there are many flux laws proposed, depending 
on the assumed sediment type (see, for instance Calvete et a12001, Restrepo 2001, Lane & 
. Restrepo 2007 and others). Here we follow the concepts used by Lane & Restrepo 2007 in 
particular, but with some simplifications. Thus 
1 Q=l (Qb+Qs). 
-Ps . 
note here we put J.£ = 1 as we assume that the waves are always breaking where p ~ 0.4 
is the bed porosity. The quantities Qb,s are the bed-load and suspended sediment fluxes 
respectively, and are given by expressions of the form . 
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Here IUwl is the wave velocity magnitude, Vb and Vs are coefficients of bed-load and suspended 
transport respectively. Usually these expressions are used outside the surf zone, but here 
we assume that they remain valid, at least in qualitative form, inside the surf zone. Then 
we assume that IUwl Rl lul and ignore the terms in '\lh as, in our theory, the beach slope is 
assumed small.· Assuming also that in the surf zone lul Rl 2v'gH (the simple wave expression) 
we finally get that 
(5.3) 
Here the coefficient f3 varies between 2 and 5, depending on whether the bed-load or sus-
pended sediment flux term dominates. The constant C similarly then varies from vb/1 - Ps 
and vs/4g(1 - Ps). We choose f3 = 3 for analytical convenience, and basing an estimate for 
Con Vb(= 4 x 1O-5s2m-l), we set C = vb/ub(l- Ps) where Ub is a suitable velocity scale, 
say Ub = ..;grii,. 
The mass equation holds as before, but now allowing for the time dependence in h, 
,Ht + '\l.(j' u)dz =0, where H=h+(. 
-h 
(5.4) 
Now, as before, let all quantities be written as a mean plus a fluctuation, so that for instance 
h = Ft + h'. But because Q is nonlinear, we see that h' is at least second order in wave-
amplitude, and hence can be neglected. It may be necessary to examine this hypothesis 
later. Proceeding, we can average the new equations (5.2, 5.4) to get 
Ht + '\l.(Hu) = 0, (5.5) 
where H = Ft + (, together with 
Ft; = '\l.Q, (5.6) 
(5.7) 
and now needs to be evaluated as a function of both the mean and fluctuating components. 
The momentum balance equation is still essentially (2.51), but with the modified H as 
70 
i 
, . 
-------------
above, that is, again henceforth omitting the "overbar" on all mean quantities henceforth 
for convenience, 
(5.8) 
Altogether three equations for (, h, V, where the new feature is that h is a new unknown, 
and so there as new equation for it. Now we reexamine the wave-setup and longshore current 
problems, taking account of this new sediment. term only inside the surf zone. 
5.2 Shoaling zone 
Here we express, as before, the horizontal velocity u = (u, v) as a mean plus a fluctuation, 
thus 
u=u'+u, 
for instance, where u' is O(a) and u is O(a2). Indeed here in the shoaling zone u' QC sin e, e = 
kx + ly - wt. But the averaging of 
and so outside the surf zone Q = o. Indeed, this result will hold for all values of the index 
/3. Thus, to the amplitude order considered, there is no mean sediment flux in x > Xb, and 
hence no change to our previous results .. 
5.3 Wave set up: surf zone 
Inside the surf zone, we assume. that lul ~ 2.JgH (the simple wave expression) in the 
expression (5.7) to get that 
Qx = 80 H2, 
where .. 80 = 16g20. 
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Also in the y direction, since v ~ u tan O,and since 0 < 1, 
(5.10) 
We note that 80 has dimensions of inverse time~ and setting the velocity scale Ub = .Jiihb = 
4.43ms-1 say, corresponding to hb = 2m, we find that 80 = 2.32 X 10-28-1• 
We now examine the effect of this extra effect on wave set-up in the surf zone. Thus the mo-
"mentum balance between the setup and flux term is again found from the mean momentum 
equation (5.8), keeping only the leading order terms, 
0811 + gH o( = O. (5.11) 
ox ox 
This is solved exactly as in Chapter 3, since as before 811 - 1/2 r 9 H2, but note that 
r = 3...,.2/8 so that 
Integration gives that 
rgH Hx + gH(Hx -hx) = o. 
and so Hx[l + r] = hx. 
H[1+ r] = li + C(t). 
(5.12) 
(5.13) 
In general C = C(t) but here we impose the boundary condition that lib = hb is a constant. 
Then C > 0 is a constant, found from the matching at the edge of the surf zone, x = Xb. 
Next, use the sediment equation (5.6) to get 
(5.14) 
Hence, eliminating h we get 
ht = M(h + C)hx , 280 M = (1 +r)2· (5.15) 
The initial condition is that h = h( x), x < Xb at t = 0, and, as above, there is a boundary 
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condition that li = hb at x = Xb, t > o. Hence the solution, found using characteristics is 
dx -dli· 
dt = -:M(O + h), dt = 0, so that 
li - h(x + MOt +Mlit) , for x + MOt + Mhbt < Xb, 
li - hb, for x + MOt + Mhbt > Xb, 
. (5.16) . 
(5.17) 
(5.18) 
However, the characteristics (:5.16) from x < Xb intersect and a shock forms, eventually 
making the solution invalid. 
For example, for a linear beach, h = ax we get . 
li - a(x + MOt) for x + M(O + aXb)t < Xb. 
- 1-aMt ' 
The solution blows up as aMt -> 1. Before that the depth increases and the shore line where 
li = 0 recedes. The total depth is now given by equation (5.13), but we recall that it is only 
valid for small time, Mt « 1. For the linear depth proffie, this is 
H(l+r) = ax+O . 
1-aMt (5.19) 
Note that the shoreline x = x. is given by ax. = -0, which is unaffected by the sediment 
transport. But the total depth increases uniformly at all locations as aMt increases. Here, 
setting'Y = 0.88, we find that M = 2.79 x 10-28-1; thus for a beach slope of a = 0.1, we see 
that the time scale for the sediment transport to take effect is l/aM = 3608. Although we 
have made several simplifying approximations, this estimate seems quite reasonable, being 
about 30 - 40 wave periods. 
Next, we now see from equation (5.5) that U ~ 0 and so one must use the new expression 
for H, that is Ht to estimate U. In turn this is then a correction to equation (5.8). So the 
set-up can be re-calculated, as described in the next section. 
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5.4 Wave set up: surf zone, second iteration 
With li, H now determined as above, return to the mass conservation equation (5.5) to find· 
the mean velocity U (overbar omitted here) 
() 200HHx = -(HU) Ht = - HU x, or (1 + r) X· (5.20) 
Assuming that HU = 0 at the shoreline where H = 0 we get 
U= (5.21) 
This expression does imply a non-zero onshore flow at x = Xb and so strictly an onshore flow 
is now needed in x > Xb as well. Since at x = Xb, this flow is independent of t it can be 
found also from (5.5) by looking for a time-independent solution, which is 
OoH~ 
(1+ r)' (5.22) 
We now return to the momentum equation, where we see that the term H8U/8t is not zero, 
and can be found from (5.21). Thus (5.11) is replaced by 
Using (5.21) we get 
8S11 H 8( = ooHHt = 8, MH2H 
8x + 9 8x (1 + r) 0 X· (5.23) 
This can now be integrated to give 
- ooM 2 H(1+r) = h+C+TgH . (5.24) 
As . before C is a constant found by putting H = Hb at x = Xb. The last term can be 
approximated using the first iteration to give 
(5.25) 
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This can now be substituted into the sediment equation (5.14) to get a correction to (5.15), 
(5.26) 
With the same initial conditions and boundary conditions as before, this can be integrated 
as before by characteristics. 
dx = -M(O h) _ 3M3(h 0)2 dh = 0 SO that 
dt + 2g + 'dt ' (5.27) 
- . - 23M3t 
h' - h(x+ (h+O)Mt+ (h+ 0) ~), for x+MOt+Mhbt < Xb, (5.28) 
h = hb' for x + MOt + Mhbt > Xb, (5.29) 
Now; for a linear depth, h(x) = ax we get a quadratic equation for h. But as the quadratic 
term is a small correction, we can simplify to get that 
h- a(x + ~Mt) 3M
3at(ax + 0)2 
~ + ( )' 1 - aMt 2g 1 - aMt 2 (5.30) 
and H(1 + f) ~ ax + 0 + M2(ax + 0)2(1 + 3aMt) . 
1 - aMt 2g(1 - aMt)2 (5.31) 
Thus the correction term acts to increase the depth h and to move the shoreline onshore. 
5.5 Wave set up: surf zone, simple wave solution 
The basic equations for set-up, with only x, t dependence are given by equations (2.50) and 
(2.51) with use of the sediment law equation (5.6), these are 
Ht+(HU)", - 0, 
ht - 280H H", - 0 , 
Ut + UU", + gHx - gh", + fgH", - O. 
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(5.32) 
(5.33) 
(5.34) 
This is a 3 x 3 nonlinear hyperbolic system. This can be written in the form 
Vt + A(v)vx = 0, where Vt = [H, U, ii),' (5.35) 
and the 3 x 3 matrix A is given by 
A = [U, H,O), [g(l + r), U, -g), [-2ooH, 0, 0). (5.36) 
The eigenvalues ).. of A are given by 
det[A(v) - ),,1) = 0, (5.37) 
which leads to the cubic equation 
)..[g(l + r)H - (U - W) + 2gooH2 = 0. (5.38) 
The system IS hyperbolic if this has three real roots. For small 00 the roots are 
2gooH )..2.3 Rj' U ± [g(l + r)H)1/2 . (5.39) [g(l + r)H - U2) , 
All are real-valued, and so in this limit the system is hyperbolic. The first root is the one of 
main interest here, as it is due directly from the sediment transport term. More generally, 
we can show that all the roots are real-valued, and so the system is hyperbolic, provided 
that 
27 goOH2 < U3 + [U2 + 3g(1 + r)H)3/2 - 9U g(l + r)ll. (5.40) 
We assume henceforth that this condition is always satisfied. Note that ·the left-hand side is 
greater than zero for all values of U and all H > 0, except when U = [g(l + r)H)I/2 when 
it is zero. 
The previous small-time perturbation solution suggests that we seek a simple-wave solution 
in the form 
v=v(a), (5.41) 
where a = a(x, t) is an arbitrary new variable, and could be taken as anyone of the set 
H, U, h. Substituting into (5.35) shows that 
at = c(a)ax , where - c =).. (5.42) 
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is one of the eigenvalues of A, and v" is then a corresponding eigenvector, so that for instance 
(U - )")H" + HU" - 0, 
200HH" +).. - O. 
(5.43) 
(5.44) 
We choose).. = )..b the root corresponding to the sediment transport term, and given ap-
proximately by (5.39) when 00 is small. In this limit, we choose a = h and readily find 
that 
200(h + C) 303(h + 0)2 (5.45) c - (1 + f)2 + g(1+ f)6 + ... , 
U 80 (h + C) (5.46) 
- (1+ f)2 ' 
H (h + C) 03(h + C)2 (5.47) -
. (1 + r) + 2g(1 + f)5 + .... 
The leading order expressions agree with those found before. 
Returning to the simple wave equation (5.12), the solution can again be found by the method 
of characteristics, that is 
dx - dh 
dt = -c(h), dt = 0, for x < Xb, 
so that x + c(h)t = xo, h = h(xo) for Xo < Xb, 
(5.48) 
(5.49) 
(5.50) 
where Xo is the initial value of x along each characteristic. This can then be rewritten in t~e 
form 
h - h(x + c(ii)t) , for x + C(hb)t < Xb, 
h - hb for X+C(hb)t < Xb, 
(5.51) 
(5.52) 
It follows that if c(ii) is an increasing function of h, that is er, > 0, then the characteristics 
will intersect, and a shock, indicating a breakdown of this simple wave solution. In turn this 
implies a breakdown of the present sediment transport model. The approximate expression 
(5.45) indicates that Ch > 0 at least for sufficiently small 00' We also note that c(ii) is 
independent of the initial profile h(x) and the breakdown will therefore occur for all beach 
profiles, provided only that hz > O. 
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5.6 Wave set up: surf zone, steady state 
Indeed, it is already clear from (5.33) that the present sediment transfer model cannot allow 
any steady state to form, as ht = 0 would then imply that H = 0, which is unacceptable. 
Hence, if a steady state is to be reached, we must replace the sediment law (5.3) by an 
expression which takes account of the actual beach slope. Thus, from the discussion in 
. section 5.1, we now replace (5.3) with 
(5.53) 
Here D, like C, is an empirical constant. Choosing f3 = 3 as before, and averaging we now 
replace (5.9) with (again oInitting the "overbar") 
(5.54) 
Here 81 is an empirical constant, whose value we estimate to be 81 = (2g)1/20.780m-1/2• 
Substituting this into (5.6) we get instead of (5.33) 
(5.55) 
This is a nonlinear diffusion equation, and so there is a possibility that a steady-state can 
be achieved. Indeed if we assume that there is a steady-state solution then (5.55) implies 
that Qx = 0, so that 
(5.56) 
where a constant of integration has been set to zero since H = 0 at the shore line. Further, 
in a steady-state, (5.32) implies that U = 0 and (5.34) can be integrated to yield 
[1+ flH = h + C, (5.57) 
compare (5.13), where C is a constant, determined as in'section 5.3, that is . 
Substituting into (5.56) and integrating we find that 
where 2[1 + f181 H3/ 2 38
0 
b = Xb - Xs • (5.58) 
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Here x = Xs is the shoreline. Thus in the equilbrium 'state, this model predicts that the total 
depth follows the power law (X-xs)2/3. Remarkably this is precisely the famous Dean's law! 
(Dean 1991, Dean and Darlymple 2002). 
5.6.1 Long-shore transport 
Section (3.2) shows the basic structure of the long-shore current when there is no sediment 
transport. Assuming as above that we can ignore the time-dependence at the leading order, 
we recall that the momentum balance yields (3.17), that is 
VoV = Bo(x - xs ), (5.59) 
where Bo is some known constant. The only effect comes from the shoreline x., which is 
now time-dependent. 
5.6.2 Sediment controlled rip currents in surf zone 
For the rip current model of Chapter 4, the shoaling zone remains unchanged. But in the 
surf zone, we need to take account of the sediment transport. Assuming that the effect of 
the sediment transport is small, that is as above, assume that Mt « 1, we can estimate 
the effect as follows. First we recall that the steady-state equations (4.9) of Chapter 4 are 
8U 8U 8( H[U- + V-] = -g H- - [Tx], 8x [)y 8x (5.60a) 
8v 8V '8( 
H[U 8x + V 8y] = -gH ay - [Ty], (5.60b) 
while the vorticity equation (4.10) is 
(5.61) 
where n is define as 
(5.62) 
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Previously we approximated H with h(x). Here we now retain the full H given by (5.13) 
. (for the case of a linear depth profile), noting again that although this has a small time-
dependence, we shall nevertheless continue to use the steady-state equations above. 
For this case of a linear depth, H is given by (5.19), and we see that in effect, the only 
change due to the sediment transport is that we have in effect replaced H = ax by 
H= .. a(x-x.) 
(1 + r)(l - aMt) . 
Apart from the change of origin, noting that x. does not depend on t, the most significant 
consequnce is in effect the slope has changed form a to 1/(1 + r)(l - aMt). Here the first 
factor in the denominator acts to reduce the slope independently of the sediment transport, 
but the second factor which is due to the sediment transport, then acts to increase the 
slope. As discussed in Chapter 4, subsection 4.4 an increase (decrease) in slope decreases 
(increases) the ratio parameter R, which in turn decreases the rip current circulation vis-a-vis 
the longshore current field. 
80 
f 
Chapter 6 
Summary and Further Work 
In this thesis a model was derived for the interaction between waves and currents. Our aim 
is to provide analytical solution for waves in the nearshore zone on time scales longer than 
an individual wave. This is possible on long-time scales using the wave-averaging procedure 
often employed in the literature (see the textbook by Mei, 1983). We describe solutions for 
wave setup, longshore currents and rip currents, in the shoaling zone matched to the surf 
zone, for several different beach profiles. In the final chapter of this thesis we incorporate 
sediment transport into extant models of wave-current interaction in the nearshore zone. 
The structure of the mathematical model is based on the Euler equations for an inviscid 
incompressible fluid. We then employ an averaging over the phase of the waves, exploiting 
the difference in time scales between the waves and the mean flow, which is our main in-
terest. The nearshore zone is divided into regions, a shoaling zone where the wave field can 
be described by linear sinusoidal waves, and the surf zone, where the breaking waves are 
modelled empirically. The breakerline is fixed at x = Xb but in general could vary. 
In the shoaling zone wave field, we use an equation set consisting of a wave action equation; 
combined with the local dispersion relation and the wave kinematic equation for conservation 
of waves. The mean flow field is then obtained from a conservation of mass equation for the 
mean flow, and a momentum equation for the mean flow driven by the wave radiation stress 
tensor. The derivation of this equation set is described in Chapter 2. In the surf zone, we 
use a standard empirical formula for the breaking wave field, together with the same mean 
flow equations. 
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In Chapter 3 we examined setup and the generation of longshore currents in the entire 
near-shore region. Firstly, it is established there are no longshore currents in the shoaling 
region as highlighted in subsection [3.2.1]. In the surf zone, these currents reaches their 
maximum at the breakerline and at the shoreline we impose the condition V = 0 at x = xs. 
We re-examine wave-setup, and longshore currents showing that well-known results in the 
literature hold for quite general bottom topography proffies. The results provide a detailed 
description of the mean height, mean flow, and the mean shoreline induced in the surf zone. 
In the first instance, expressions were derived for setup and set down on the basis of the 
relationship between wave amplitude and water depth in the surf zone (given by 3.3). Our 
results suggest that the depth proffies due to the expressions derived are monotonically 
decreasing shoreward of the breakerline. But we must note the limitations of (breakerline) 
cos () = cos ()b Longuet-Higgins (1970) in the nearshore under which these induced expressions 
for setup and set down were derived. Despite the variations in the incident wave angle, wave 
set down produced by shoaling waves beyond the surf zone reaches its maximum at the. 
breakerline. Inside the surf zone, the wave set-up follows the same profile as the undisturbed 
beach proffie, but with a smaller slope, and with the shoreline displaced from its original . 
position. 
Chapter 4. is primarily concerned with a description and formation of the rip currents flow 
regimes. These are known to be elusive and difficult to predict. But they are due to wave 
forcing by longshore variability in the incident wave field, or the effect of longshore variability 
in the bottom topography. They are known for their contribution to sediment transport in 
the offshore direction. On basis of the radiation stress concept owing to Longuet-Riggins 
(1964) which is the basis of our model it became possible to predict analytically rip current 
evolution over longshore varying topographies using the wave-averaged equation set. 
Thus we consider an incident wave field which varies periodically in the longshore direction, 
and show that the consequent radiation stress field drives a periodic system of rip currents. 
We present explicit details for three different bottom beach profiles, in which the depth is 
a linear function of the off-shore coordinate, or a quadratic function, or tends to a constant 
depth far offshore. The three cases lead to the use of Bessel functions, exponential functions 
or hypergeometric functions respectively. Continuity of the mean velocity field is enforced 
at the boundary between the shoaling and surf zones . 
. Like longshore currents, rip current behavior is examined in the entire domain of the near-
shore region. There are remarkable results on both flow regimes. Firstly there is no wave 
forcing in the shoaling zone in the mean vorticity equation. Hence the dynamics of the 
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shoaling zone is only dependent on the state-state wave energy equation. Subsequently this 
leads to the use of the method of separation of variables and superposition principle which 
provides a solution in this regime for a rip current. Indeed the rip-currents here are a free 
vortex cells because they are not yet perturbed by longshore component due to wave forcing. 
Nevertheless, in the surf zone is some form of wave forcing hence wave activities are different. 
There exists a discontinuity in E across the breakerline to ensure continuity of (. The reason 
for this is' essentially because we imposed 'a discontinuity in the mean vorticity field across 
the fixed breakerline x = Xb which is maintained by a discontinuity in the wave forcing, 
that is, the right-hand side of (4.10). Nevertheless, it is noteworthy that this rip-current 
solution does not need a frictional term to exist. Instead it is a combination of a free vortex 
cell, perturbed by wave-forcing of a longshore-component. Their ratio is measured by the 
parameter l/R, which for a fixed wave forcing, decreases with the beach slope. 
Though our rip-current solution does not need friction to exist the source of wave forcing 
increases turbulence in the region. Hence the need to examine whether friction may modify 
the rip-currents in the region. We employ the same procedure used when friction terms 
were not included. Thus incorporating friction term into the forced two-dimensional shallow 
water equations, gives a set of five equations. But now there are only three unknowns in the 
five equations so we suppose there may not be exact solutions. Thus we seek only approx-
imate solutions. For instance, in the linear depth case, there are known special functions 
due ~o friction but instead, for simplicity we seek simpler solutions as x --> O. Largely, we 
demonstrated tha~ rip-currents does not need friction to exist, only the frictional terms acts 
as perturbation on the rip-currents, thus there is a phase shift of the surf zone component 
relative to the shoaling zone component. Essentially, the outcome of the frictional terms 
is to introduce into the surf zone an extra component E(x) cosKy which, in the longshore. 
direction, is out-of-phase with the component proportional to sin K y in the shoaling zone. 
In particular, examining frictional effect on the rip-currents on the linear depth case, is the 
knowledge that we can associate it with Whittaker functions" In the quadratic case, unlike 
the linear, there are no known special functions but simpler and manageable solutions as in 
the case of the linear. Here frictional effect contrasting the linear depth profile case, is very 
much less discernible. 
The last part of the thesis, Chapter 5, examines a simple model of sediment transport, 
induced by the breaking waves in the surf zone. Essentially the bottom is allowed to move 
in response to the divergence of a sediment flux, in turn determined by the breaking waves. 
The effect of this extra term on the previous solutions for set-up, longshore currents and 
83 
rip currents is then determined. It i~ found that the solutions for the mean flow are now 
unsteady on a slow timescale determined by a certain sediment transpor.t parameter. There 
is a change in beach slope in the rip currents controlled by the sediment transport. The 
system of equations now forms a three-by-three nonlinear hyperbolic system of equations. 
These we solve approximately, using a simple wave solution based on the simple wave speed 
corresponding to the small sediment transport parameter. However, this solution will always 
breakdown after a long time, so we show that by adding another term proportional to the 
beach slope into the expression for the sediment flux, we can obtain a steady-state solution. 
6.1 Further Work 
With the preliminary understanding of the behavior of the waves and currents described in 
this thesis, using the small K Xb approximations, we shall next extend our results to cases. 
when K Xb is not necessarily small. Our study of the effect of sediment transport is essentially 
only valid for small times, and needs to be extended to longer times, initially using the same 
basic model describe in Chapter 5. 
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