Abstract. In this paper we analyse the robustness of the Hobson-Rogers model with respect to the offset function, which depends on the whole past of the risky asset and is thus not fully observable. We prove that, if the offset function is the realisation of a stationary process, then the error in pricing a derivative asset decreases exponentially with respect to the observation window. We present sufficient conditions on the volatility in order to characterise the invariant density and three examples.
Introduction
The year 1973 is a milestone in the modeling of financial markets: in fact, in that year the papers of Black and Scholes [2] and Merton [15] , where an explicit formula for the price of call and put options was present, saw the light. The formula now known universally as "the Black and Scholes formula" links the price of a call option to quantities which are observed in the market (current price, strike price, time to maturity) and a parameter, the volatility, which gives an idea of how rapidly the asset prices can change. The two papers cited above influenced financial markets so deeply that every investment bank today has to deal with "the Black and Scholes approach": this is also witnessed by the Nobel prize in 1997.
The so-called "Black and Scholes model" is however valid only as a first approximation: in fact, it was soon realised that the assumption of a constant volatility was in contrast with the empirical observations of derivative prices in real markets, which suggest that the volatility is not constant, but rather depends both on time to maturity and on the strike price.
In the last years a growing interest has been raised for models where the asset prices' dynamics do not depend only on their current values, but also on past values: these models can be usually seen as generalisations of the so-called leveldependent volatility models, where the volatility is usually a function of time and current price level, and the market is complete. By making the volatility depend also on the past prices of the risky assets, it is also possible to enrich the model by reproducing correlations and dependencies which are observed in practice. Among these models, the one proposed by Hobson-Rogers [12] is the only case (to the authors' knowledge) where the model is equivalent to a 2-dimensional Markov model, thus the problem of pricing and hedging a derivative asset is led to the solution of a linear PDE. In particular, one component of this Markov process represents the price and the other one represents the so-called offset function of order 1, which is an integral depending on all the past history of the asset price, and is thus not fully observable.
There are two ways of using the Hobson-Rogers model in practice. One is to consider a finite horison approximation, where the offset function is defined only on a finite observation interval of the past price. Unfortunately, the authors proved in a previous paper [10] that it is impossible to obtain a Markov system in this way. The other way is to use the pricing PDE with a misspecified initial offset function, thus making a mistake both on the path of the process as on the calculation of the price of the derivative assets. This approach is studied in detail in this paper. One can then search for the initial offset value which minimises this error. We find out that, for all the contingent claims which are Lipschitz continuous functions of the log-price of the asset, this error is proportional to the variance of the offset function at time 0. By assuming that we can observe the past prices of the risky asset on an interval of length R, this variance decreases exponentially with respect to R, and is proportional to the variance of the offset function at time −R. If we also assume that the offset function is a stationary process, we can calculate this variance, which does not depend on R: in this way, if one wants an error less than a given ε in pricing a derivative asset, one only has to observe the past price for a sufficient time R.
The paper is organised as follows. In Section 2 we present the Hobson-Rogers model. In Section 3 we make a survey, based on [10] , on the reasons why a version of the Hobson-Rogers model with finite observation horizon loses Markovianity. In Section 4 we study the robustness of the Hobson-Rogers model with respect to the misspecification of the offset function, and in Section 5 we provide an estimate of the minimum observation horizon required for having an error less than a given threshold. In Section 6 we provide a way to calculate the variance of the offset function at the beginning of the observation window in terms of the invariant measure of the offset function, and provide sufficient conditions on the volatility in order to have a characterisation of the invariant density. Section 7 presents three examples.
The Hobson-Rogers model
We define the discounted log-price process Z(t) at time t as
where r is the (constant) risk-free interest rate, and the offset function of order m, denoted by P (m) (t), by
the constant λ being a parameter of the model which describes the rate at which past information is discounted. Then, for some value n, we assume the following.
Assumption 2.1. Z(t) satisfies the SDE
where σ(·) and σ 2 (·) are globally Liptschitz, σ(·) is strictly positive and (W t ) t∈R is a so-called two-sided Brownian motion [3] under a probability measure P, which is chosen such that (S(t)e −rt ) t is a P-martingale.
This probability measure P is in fact known as risk-neutral probability or martingale measure), and the existence of such a P is equivalent to the non-existence of arbitrage opportunities in the market (see [10, 12] and the references therein for details).
This model can be seen as a "good" model because no new Brownian motions (or other source of uncertainty) have been introduced in the specification of the price process. This means that the market is complete and any contingent claim is hedgeable (see [10] for details). On the other hand, it is possible to allow σ(·) to be a function of the price level S(t) also. So, this model can be extended to include the class of level-dependent volatility processes as a special case. The reason for the definition of the processes P (m) (t), m = 0, . . . , n, is seen in the following lemma.
Lemma 2.2. (Z, P (1) , . . . , P (n) ) is a (n + 1)-dimensional Markov process, and the offset processes P (m) (t) satisfy the coupled SDEs
Proof. See [12] Being (Z, P (1) , . . . , P (n) ) a (n + 1)-dimensional Markov process, we can easily employ the Kolmogorov equation when pricing a contingent claim with final payoff h(S(T )). In fact, (for sake of simplicity consider from now on the case n = 1 and
is of the form V (t) = F (t, S(t), P (t)), where F is the solution of the Kolmogorov equation
subject to the boundary condition
Besides, the solution of the hedging problem is a closed formula: it is enough to use the Itô formula on F and to make some calculations to obtain that the hedging strategy at time t is given by ∆(t) = F s (t, S(t), P (t)) + F p (t, S(t), P (t)) S(t) In conclusion this model allows to construct a process for the price, but we can see that some difficulties arise. In fact, for the computation of P (0) (or in general P (t)), we need to know the path of S on all its past (−∞, 0) (or (−∞, t)). This requirement is unusual in the modelisation of financial markets, where one usually meets models that start from a certain moment in time (usually 0). In fact, the requirement of an infinite horizon in the past raises mathematical and "practical" (or better economical) complications. From the mathematical side, we would have to define a stochastic calculus with time ranging on all the real line. Once that this is done, we would have to establish that P is well defined: in fact, remember that P is the integral of a process on (−∞, 0), so one must also prove that this integral is well defined. From the economical side, assets that "existed forever" do not exist in the real market. Thus, one has to establish what can be used instead of the price path of S when the asset still did not exist.
While these problems seem less worrying than stated, mainly due to the exponential weight in (2.1), still theoretical (and practical) solutions to these issues are not present in literature, at least to the authors' knowledge. For this reason, we will explore two different approaches to avoid these problems.
The first one consists in specifying a model with finite horizon and to make the volatility depend on integrals of the price path. Unfortunately up to now all the models of this kind present in literature [1, 8] do not give a Markovian structure as the Hobson-Rogers model does, unless one uses from the beginning a leveldependent volatility model: in the next Section 3 we present a survey, based on [10] , of these results.
The second one is the following. The problem of pricing a contingent claim with the Hobson-Rogers model is equivalent to solve the PDE (2.5), once the initial conditions S(0) = s, P (0) = p are specified. While the price S(0) is observed in the market, in order to calculate the true value P (0) one would have to observe the asset in all its past. Since this is impossible, one has to use the model with a misspecificationP (0). Our aim will be then to search for the initial conditioñ P (0) which minimizes the error of pricing the contingent claim h(S(T )). This will be done from Section 4 on.
A finite delay model
Now we analyse a modification of the Hobson-Rogers model where we consider a finite time horizon and we make the risky asset's dynamics depend on integrals of the price path. Inspired by a model in [8] , the model that we study is
where the processes Y and Z are defined as
where f is a strictly monotone function and τ is a given finite delay. Notice that for f (x) = log x and τ = +∞ one has that λY (t) = log S(t) − P (1) (t), P (1) being the first offset function of the Hobson-Rogers model. Our scope is now to find a selffinancing portfolio V which replicates the option with payoff h(S(T )) (or more generally h(S(T ), Y (T ))). Unlike in the Hobson-Rogers model, here the process (S, Y ) is not Markov, and this is more due to the finite horizon nature of Y rather then to the specification of the volatility, more general than the Hobson-Rogers' one.
One can immediately think to use the state variables (S(t), Y (t), Z(t)), but this entails the use of anticipative stochastic calculus. In fact, by making use of the Itô formula on a deterministic function of (S(t), Y (t), S(t − τ )), we end up with stochastic differentials of the kind
is not adapted to the filtration of the differential dS(t − τ ) but "anticipates" (see [14] and the references therein). Conversely, we would have to prove that the portfolio dynamics could be written in the form dV (t) = ∆(t) dS(t), with ∆ adapted to the filtration of S. In doing this, we will surely lose the Markovianity of the original Hobson-Rogers model.
One can be tempted to explore the following shortcut: though (S, Y ) is not in general a Markov process, we make the strong assumption that for every final payoff of the form h(S(T ), Y (T )) there exists a deterministic function F such that
If this assumption is true, then the self-financing portfolio depends in a deterministic way only on the current values of S and Y . Unfortunately, the next result states that the assumption (3.1) is equivalent to σ not depending on y, z, that is to S to be Markov; moreover, in this case, (3.1) is only true for h not depending on Y and the function F depends on t, s only.
The interested reader can find the proof in [10] .
Remark 3.2. In this failed try, we were inspired by the positive results in [8] . We however have to say that in that paper the authors analyse a controlled system (which gives more degrees of freedom in reaching Markovianity), and also in that situation the authors succeed in reducing the system to the current values of S and Y only when the dynamics of S is linear and with some restriction on the coefficients.
Robustness of the Hobson-Rogers model
As already announced, now we focus ourselves in establishing what happens if our Markov process (P, Z) starts from a misspecified initial condition (P (0), Z(0)) instead of the true initial condition (P (0), Z(0)). From now on, denote with Σ := (P, Z) the process with the correct (but not known) initial conditions and byΣ = (P ,Z) the process starting from the misspecified initial conditions (P (0), Z(0)). Then the evolution of (both Σ and)Σ is given by
the dynamics of Σ being driven by the same differential equation with the "right" initial conditions. Now we present two estimates on the dependence of the process Σ (orΣ) on the initial condition: the first one is an L 2 -estimate on sup 0≤t≤T |Σ(u) −Σ(u)|, and the second one is an L 2 -estimate on |Σ(T ) −Σ(T )|. Assume that the functions σ(p, z) and σ 2 (p, z) are globally Lipschitz in (p, z) with respect to the Euclidean norm, in the sense that for f = σ, σ 2 there exists
2 are globally Lipschitz with Lipschitz constants respectively L, M , then for t ∈ [0, T ] we have
Results of this kind are classical in the theory of SDEs: we present the proof in order to show that the constants C(L, M, T ) and c(L, M, T ) are the best possible for our equations.
Proof. We have that
For the first term in the right hand side, applying Doob's inequality and the Lipschitz property of σ and σ 2 , we have
where σ,σ is a shorthand notation for σ(P (s), Z(s)),σ(s) = σ(P (s),Z(s)). For the second term we have
and the theorem follows from the Gronwall lemma applied to
, the proof proceeds in a similar way, without applying Doob's inequality to the term
where J is the Lipschitz constant of z(·) → h(e z(·) ). If h is a simple European claim, then an analogous estimate holds, with C(L, M, T ) instead of c(L, M, T ) and J the Lipschitz constant of z → h(e z ).
and from Theorem (4.1) we obtain Equation (4.2).
We can see that the difference between the processes Σ andΣ depends on the difference between the initial conditions P (0) andP (0). Unfortunately, we cannot obtain any improvement on the coefficients c(L, M, T ) or C(L, M, T ) in the case σ = σ(P ).
Remark 4.3. Notice that in Corollary 4.2 the function z → h(e z ) is required to be globally Lipschitz, so a little caution must be used. For example, if the function h : R → R is globally Lipschitz and piecewise C 1 , then
is bounded (thus z → h(e z ) is globally Lipschitz) if and only if h decreases faster than e z .
Consider now some examples.
then the Lipschitz constant in this case is less or equal than
The payoff is now given by h(s) = (s − K) + . We can write this expression as h(s) = s − K − (K − s) + , so the error is the same as when pricing the put.
Example (Asian put). The payoff is now given by h(s(·)) = (K −
where in the last line we applied the inequality
by Equation (4.3). If both then we calculate
If at least one of the quantities max e z(·) , max ez (·) is greater than K, an argument similar to the one of the previous example applies. Thus, in this case the Lipschitz constant is equal to K.
Using past information
We have seen in Section 4 that the error in pricing derivative assets depends on the difference between the true offset function P (0) and the misspecified valueP (0), which we can choose. Of course, our aim will be to choose it in order to minimise the final error. In doing this, we are entitled to use not only the current value of S(0), but also past values.
More in detail, we assume (as it is reasonable) that we know all the past values of the price S(t) (thus, of Z(t)) for t ∈ [−R, 0], where R > 0 is a given real number which represents the width of an observation window in the past. As before, the process P (t) remains unobserved also in the past. However, it turns out that we can make the uncertainty on P decay exponentially with respect to the width R of the observation window. Again, we represent this uncertainty by defining the processP , starting from the misspecified conditionP (−R) and following the dynamics
while the process P always follows the dynamics given by Equation (2.4). Notice that this time, as we can observe Z in the interval [−R, 0], we have no uncertainty on this process. The following lemma shows that, as both the dynamics ofP and P depend on the known values of Z, the difference between P (0) andP (0) decays exponentially with respect to the width R, as announced.
Lemma 5.1. For every choice ofP (−R), we have
Proof. By calculating the Itô differential of the process (e λt P (t)) t , we have
and, analogously,
This means that, calculating the two processes in the two points t = −R, 0, we have
The lemma follows by calculating the difference.
Remark 5.2. Notice that Equation (5.1) entails
This can be seen by the properties of stochastic integrals of deterministic functions, or directly from Equation (2.1) (which obviously extends toP ).
Now we are in the position of solving the following problem: for a given ε > 0 we want to find a minimum observation time R such that the error when pricing a contingent claim h is less than ε.
Corollary 5.3. If h is a general path-dependent claim as in Corollary 4.2 and
is the payoff of a simple European claim, then to obtain the same estimate it is sufficient that R > log(
By taking the exponential of both the members we obtain
From (4.2) and (5.3) we have
this implies that (5.5) is verified. For the case of a European claim, the proof is the same with c(L, M, T ) instead of C(L, M, T ).
Stationariety
So far, we have seen that the problem of estimating the pricing error when we misspecify the offset functionP is led to the knowledge of E[|P (−R) −P (−R)| 2 ], which is in general not allowed as we do not know the initial distribution of P (−R), even if we can decide the valueP (−R).
The situation can be simplified by much if we make the crucial assumption that the 2-dimensional process (P, Z) is stationary, or that the process P itself is stationary. In this case, if we want the error to be (for example) less than a given ε > 0, it is sufficient to fixP (−R) be equal to the mean of the invariant measure of P (this minimises the quantity E[|P (−R) −P (−R)| 2 ], which is thus equal to the variance of P (−R)) and to observe the risky asset in the past for a sufficiently long time R. In fact, if the process P is stationary and admits a unique invariant measure, under suitable assumptions the marginal distribution of P (t) converges, for t → +∞, to the invariant measure, regardless of the initial condition of P . This means that, if we assume that the process P started in the past at a time T << −R from an arbitrary initial condition, the distribution of P (−R) can be approximated very well by the invariant measure. Thus, the situation of finding E[|P (−R) −P (−R)| 2 ] boils down to finding the variance of the invariant measure for P , provided we letP (−R) be equal to the mean of the invariant measure.
While the general case when the volatility σ depends on both P and Z seems more difficult to analyse, much can be said in the case when σ depends only on P . In this case the process P is a Markov process with the following evolution dP (t) = m(P (t)) dt + σ(P (t)) dW (t) (6.1) where m(x) = − 1 2 σ 2 (x) − λx. We now give sufficient conditions for the existence and uniqueness for the invariant distribution. For this purpose we use the following theorem from [11] , that gives condition for the existence of the invariant measure.
Theorem 6.1. Assume that there exists a function V ∈ C 2 (R) such that
and R is arbitrary. Then there exists a solution of Equation (6.1) which is a stationary Markov process.
it follows that
We can thus conclude with the following result.
Theorem 6.2. If Assumption (6.2) holds with a < 2λ, there exists an invariant measure for the process (6.1).
In order to obtain also uniqueness results, we will need additional assumptions. If the process P has an invariant probability with density µ(x), from the backward Kolmogorov equation we have
this implies that 1 2
Assume that c = 0 and y(x) = σ 2 (x)µ(x): then we have
where C is an arbitrary constant and x 0 is an arbitrary point. If the following relation
where
2m(u) σ 2 (u) du, gives a density, this is the invariant density for our process P . Now we study the conditions for existence and uniqueness of the invariant measure for the process P when σ satisfies the following assumption:
Theorem 6.4. If σ satisfies Assumption (6.3), then there exists an unique invariant measure for P , with density given by (6.6). Moreover, if P −T,η follows the dynamics (6.1) with initial condition P −T,η (−T ) = η with −T < −R, then for every initial distribution η and E ∈ R, we have
Proof. By results contained in [11] , it is sufficient to prove that
where as usual C, C 1 , are some constants. Then e G(x) ≤ e n1(x) if x ≥ 0 and e G(x) ≤ e n2(x) if x < 0. So, we can write
where K 1 and K 2 are constants. Besides,
Some examples
Now we analyse some particular specifications for σ. The first two are present in the original Hobson-Rogers paper and in other related papers (see [12] ), while the third is suggested by the fact that affine processes are very often used in Mathematical Finance, and they have a well-established theory.
7.1. The case σ(P ) = min{ √ a + bP 2 , N }. This example comes from the original Hobson-Rogers paper [12] :
where a > 0, b > 0 and N > 0 are some constants. As σ satisfies Assumption 6.3 for each possible value of a, b, N > 0, we can calculate the function G(x):
where L 1 is a constant. In this case the function µ(x) is equal to
where K and
, the function
where L 2 is a constant. The function µ(x) is equal to
where K 2 is a constant. Now we see the case when x >
for some constant L 3 . Then
where K 3 is a constant. The function µ(x) must be continuous at the points
b , so that at this point we have lim
and lim
that implies
For the mean and the covariance of the process P under the invariant measure, there is not an explicit form. For this reason, a numerical calculation is required.
Example. As in [9] , we take
so we have If J = 1 (as is often the case), by taking different maturities, we find these results both for a general path-dependent claim as for a European one: In this case, if we want to make an error of less than ε = 10 −2 in pricing (for example) a 6-months contingent claim, we have to observe the underlying asset for at least 5.15 years in the case of a path-dependent contingent claim and at least 4.43 years in the case of a European contingent claim.
Of course the situation can change, depending on the parameters. Take for example (always from [9] −2 and J = 1, this time we find these results both for a general path-dependent claim as for a European one: In this case, if we want to make an error of less than ε = 10 −2 in pricing (for example) a 6-months contingent claim, we have to observe the underlying asset for at least 28.49 years in the case of a path-dependent contingent claim and at least 20.20 years in the case of a European contingent claim. 
The function µ is
and it is the density of the unique invariant measure of the process P . Also in this case, we cannot calculate explicitly the mean and the variance of the process P , so a numerical integration is again required.
Example. We take
We calculate the Lipschitz constants L and M for the functions σ and σ 2 . We have
In fact, denote
which reaches its maximum for
Similarly, let us denote
which reaches its maximum for x = ± c 3d . Then
We obtain
and we have these results respectively for a path-dependent and for a European contingent claim: Suppose that the process P is a so-called affine process [5] , i.e. σ is given by
where a and b are two arbitrary constants. So, Equation (6.1) becomes:
Clearly, there is a solution to (7.5) when the process a + bP (t) is non-negative for all t. So, the domain D implied by the non-negativity is
We will therefore need to assume, in effect, that the process a + bP (t) has a sufficiently strong positive drift on the boundary point x = − a b . Under the following assumption, we have a unique (strong) solution for the stochastic equation (7.5).
Assumption 7.1. We assume that 2λa > b 2 .
In fact, for x such that a + bx = 0, b[−(
Theorem 7.2. Under Assumption (7.1), there is a unique (strong) solution P to the stochastic differential equation (7.5) in the domain D. Moreover, for this solution P , we have a + bP (t) > 0 for all t almost surely.
Since σ is not Lipschitz, we cannot apply Theorem 4.1, but we have to formulate an analogous result here.
where θ is an arbitrary parameter and c(θ, T ) = 3(
2 θ, and
where θ is an arbitrary parameter and C(θ , T ) = where in the first line we change the variable of integration to y = a + bu and C 1 is some constant. Similarly, as in the case b > 0, the function µ(x) is a density if So that, the variance of the invariant measure of the process P is equal to
