Abstract. Using an orderly algorithm, the Steiner triple systems of order 19 are classified; there are 11,084,874,829 pairwise nonisomorphic such designs. For each design, the order of its automorphism group and the number of Pasch configurations it contains are recorded; 2,591 of the designs are anti-Pasch. There are three main parts of the classification: constructing an initial set of blocks, the seeds; completing the seeds to triple systems with an algorithm for exact cover; and carrying out isomorph rejection of the final triple systems. Isomorph rejection is based on the graph canonical labeling software nauty supplemented with a vertex invariant based on Pasch configurations. The possibility of using the (strongly regular) block graphs of these designs in the isomorphism tests is utilized. The aforementioned value is in fact a lower bound on the number of pairwise nonisomorphic strongly regular graphs with parameters (57, 24, 11, 9) .
Introduction
A Steiner triple system of order v, briefly STS(v), is a set of 3-element subsets, called blocks, of a v-set of points, such that every pair of points occurs in exactly one block. Given an STS(v), standard counting arguments show that each point must occur in exactly r = (v − 1)/2 blocks, and that the triple system consists of exactly b = v(v − 1)/6 blocks. Since r and b are integers, we get necessary conditions for the existence of an STS(v), which in fact turn out to be sufficient.
Theorem 1.1. For v ≥ 3, an STS(v) exists if and only if either v ≡ 1 (mod 6) or v ≡ 3 (mod 6).
For a survey of this result and various other aspects of triple systems, the reader is referred to [4] .
Two STS are isomorphic if there exists a bijection between the point sets that maps blocks onto blocks; such a bijection is an isomorphism. An automorphism of a triple system is an isomorphism of the triple system onto itself. The automorphism group of the triple system consists of all of its automorphisms.
The number of pairwise nonisomorphic STS(v) is denoted by N (v). It is known that N (v) grows exponentially; in [23] it is proved (subject to the van der Waerden
The first few nonzero values of the function N (v) are N (3) = 1, N (7) = 1, N (9) = 1, N (13) = 2, and N (15) = 80. All these values were obtained in the days of hand calculations. The (correct) manual calculation of N (15) in the 1910s is a remarkable achievement [5, 22] ; it took almost 40 years before this result could be confirmed in one of the first computer-aided results in combinatorics [10] . Perhaps even more remarkable is that it would take almost a century before the next open value, N (19), could be settled, in this paper.
As long as a complete classification of Steiner triple systems of order 19 has been lacking, various results on such designs with special properties have been studied. The results obtained include classifications of STS (19) with nontrivial automorphism group [3] and of STS (19) holding a STS (9) subdesign [20] . The former of these makes a partial correctness check of our results possible; it turns out that the results in [3] are partly in error.
Some basic results on Steiner triple systems needed in the determination of N (19) are presented in Section 2. In particular, a connection between Steiner triple systems and strongly regular graphs is of central importance. The main algorithm used is presented in Section 3, whose central themes are the general backtrack algorithm and isomorph rejection. The statistics of the search, which took approximately two CPU years, are presented in Section 4. For each design found, the order of the automorphism group and the number of Pasch configurations it contains are tabulated. The total number of pairwise nonisomorphic Steiner triple systems of order 19 is N (19) = 11,084,874,829. The total number of Steiner triple systems of order 19 is 1,348,410,350,618,155,344,199,680,000. Using data obtained in the computer search, this number can be calculated in two different ways. The paper is concluded by roughly estimating the resources needed to calculate N (21).
Preliminaries
All graphs in this paper are undirected. The point set {1, . . . , v} is used for all STS(v), and the vertex set {1, . . . , b} is used for all graphs of order b. The symmetric group on {1, . . . , b} is denoted by S b . The automorphism group of a graph G is denoted by Aut(G). Similarly, the automorphism group of a triple system B is denoted by Aut(B).
Given a labeling B = {B 1 , . . . , B b } of the blocks of an STS(v), the block automorphism group of the STS(v) consists of all permutations τ ∈ S b for which there exists a µ ∈ Aut(B) such that µ(B j ) = B τ (j) for all j ∈ {1, . . . , b}. From the incidence matrix representation of an STS(v) it is easy to see that the block automorphism group is isomorphic to Aut(B) for v = 3.
Block graphs.
A block graph or line graph of an STS is a graph whose vertices are in one-to-one correspondence with the blocks of the triple system, with two vertices joined by an edge if and only if the corresponding blocks have nonempty intersection. More formally, if we label the blocks of an STS(v) as B 1 , . . . , B b , then the block graph (subject to this labeling) over the vertex set {1, . . . , b} contains the edge {i, j} if and only if B i ∩ B j = ∅. Whenever we fix a labeling of the blocks, we assume that the block graph has been constructed as above.
A strongly regular graph with parameters (n, d, λ, µ), briefly srg(n, d, λ, µ), is a graph of order n in which each pair of vertices has exactly d, λ, or µ common neighbours depending on whether the vertices are equal, adjacent, or nonadjacent, respectively.
Straightforward counting arguments establish the following well-known theorem.
Theorem 2.1. A block graph of an STS(v) is a strongly regular graph
The converse of this theorem holds on the condition that v is large enough. This result was obtained by Bose [1] in the early 1960s, for v > 67. The following theorem is one of the central building blocks of our classification approach.
Theorem 2.2. For v ≥ 19, every STS(v) can be reconstructed up to isomorphism from its block graph.
The proof of [17, Theorem 10] contains an explicit algorithm for constructing an STS from a strongly regular graph. We do not, however, need such an algorithm here, since every such graph will be explicitly constructed from an STS, and the transformation between these objects is therefore known.
The following corollary is an immediate consequence of Theorem 2.2.
Corollary 2.3. For v ≥ 19, two STS(v) are isomorphic if and only if their block graphs are isomorphic.
The following results are well known.
Lemma 2.4. For v ≥ 19, a block graph of an STS(v) contains exactly v r-cliques.
Proof. The vertices of an r-clique in the block graph clearly correspond to a set of r blocks with pairwise nonempty intersection. A short case-by-case analysis shows that a set of blocks with pairwise nonempty intersection in an STS(v) has size at most 7 unless the blocks share a common point. Since each point occurs in r blocks, and no two blocks contain the same point pair, there are exactly v sets of r blocks with pairwise nonempty intersection when r > 7, that is, v ≥ 19. 
for all τ ∈ S b , graphs G, and ordered partitions Γ of the vertex set {1, . . . , b}.
Let G be a set of graphs over the vertex set {1, . . . , b}, and suppose that G is closed under permutation of the vertices. A vertex invariant for G associates to each
Proof. Equality in (3) is an immediate consequence of (1) and the definition of a vertex invariant. For the second part, observe that αΛ(G) = Λ(G) for all α ∈ Aut(G).
To lighten the notation, we omit the vertex invariant whenever it is not explicitly required. For example, (3) then becomes Proof. Consider any set of four blocks with pairwise nonempty intersection. A short case-by-case analysis shows that, unless the blocks form a Pasch configuration, there exists a unique point x that occurs in at least three of the four blocks. Fix any block B of an STS(v). We count the sets of four blocks of the type above in which B occurs by splitting the count into subcases as follows.
Case 1. The point x has multiplicity 3, and x ∈ B. First, there are three possibilities for x ∈ B. Second, there are r − 1 choices for a block B 1 that contains x. Third, there are four choices for a block B 2 that has nonempty intersection with both B and B 1 but x / ∈ B 2 . Block B 3 that contains x and has nonempty intersection with B 2 is unique. Since the choices for B 1 and B 3 can be interchanged, the total number of sets of four blocks that contain B in this subcase is 6(r − 1).
Case 2.
The point x has multiplicity 3, and x / ∈ B. There are v − 3 choices for x. Since x is unique, the three blocks in addition to B are uniquely determined as the blocks that contain {x, y}, where y ∈ B.
Case 3. The point x has multiplicity 4. Clearly, x ∈ B. There are 3 r−1 3 sets of four blocks that contain B in which x ∈ B occurs with multiplicity 4. Namely, there are three ways to choose x and r− 1 3 ways to choose the other three blocks after x has been fixed.
Since the subcases are nonoverlapping, we have that B occurs in exactly
sets of four blocks that have pairwise nonempty intersection but do not form a Pasch configuration.
The 4-cliques of a block graph are divided into those that correspond to Pasch configurations and those considered in Theorem 2.9. Fix a labeling B 1 , . . . , B b of the blocks of an STS(v), and let G be the associated block graph. Denote by C 4 (j) the number of 4-cliques in G that contain vertex j, and denote by P (B j ) the number of Pasch configurations in the STS that contain B j . Then,
Motivated by this observation, we can build a vertex invariant for block graphs by partitioning the vertices according to the number of Pasch configurations in which a block occurs. The Pasch configuration invariant is faster to compute than an invariant that partitions the vertices based on the number of 4-cliques because we need not consider the 4-cliques arising from other four-block configurations. Theorem 2.9 shows that when v = 19 there are already 232 such "redundant" 4-cliques for each vertex.
Let G be any block graph of an STS(v), and let B = {B 1 , . . . , B b } be any STS(v) for which G is the associated block graph. Let holds for all j ∈ {1, . . . , b}. Thus, P (B j ) = P (B τ (j) ) holds for all j ∈ {1, . . . , b},
. . , m}. Consequently, Λ P is well defined, and τ (Λ P (G)) = Λ P (τ (G)).
Classification of Steiner triple systems
The correspondence between Steiner triple systems and strongly regular graphs given by Theorem 2.2 is very useful from an algorithmic point of view since we can alternate between representations and use the best representation for the task at hand. The core of our algorithm is an efficient exact cover algorithm [11] for constructing STS (19) . Isomorph-free generation [15] is achieved using the block graph representation and nauty supplemented with the Pasch configuration vertex invariant. The details of our approach are as follows.
The construction process has two stages. The first stage is a preprocessing stage in which the seeds for the main search are determined. The second stage consists of determining all extensions of each seed to an STS (19) and rejecting isomorphs.
3.1. Constructing and extending seeds. In the preprocessing stage, we fix the first block, {1, 2, 3}, and construct all pairwise nonisomorphic designs consisting of 3-element blocks that intersect the first block so that the total number of blocks is 25 (r = 9 for an STS (19) ) and no pair in {1, 2, . . . , 19} occurs in more than one block. Up to isomorphism, the incidence matrix of such a design is as shown in Table 1 . Table 1 . Structure of seeds.
1 11111111 00000000 00000000 1 00000000 11111111 00000000 1 00000000 00000000 11111111 0 10000000 0 10000000 0 01000000 0 01000000 0 00100000 0 00100000 0 00010000 A B 0 00010000 0 00001000 0 00001000 0 00000100 0 00000100 0 00000010 0 00000010 0 00000001 0 00000001 10000000 10000000 10000000 10000000 10000000 10000000 10000000 01000000 01000000 01000000 01000000 01000000 01000000 01000000 10000000 10000000 10000000 10000000 10000000 10000000 10000000 01000000 01000000 01000000 01000000 00100000 00100000 00100000 00100000 00100000 00100000 00100000 01000000 01000000 01000000 00010000 00010000 00010000 00010000 00100000 00010000 00010000 00100000 00100000 00100000 00100000 00010000 00100000 00100000 00010000 00010000 00001000 00001000 00001000 00010000 00001000 00001000 00001000 00010000 00010000 00010000 00001000 00010000 00000100 00000100 00001000 00000100 00000100 00000100 00000100 00001000 00001000 00000100 00001000 00001000 00001000 00001000 00000100 00000010 00000010 00000010 00000010 00000010 00000010 00000010 00000100 00000100 00000100 00000100 00000100 00000100
To fill out the parts A and B in Table 1 , a backtrack search with isomorph rejection is carried out. Actually, the A part can be completed up to isomorphism using combinatorial arguments; there are only seven such completions, which are shown in Table 2 . From left to right these correspond to the seven partitions, Table 1 . The union of two such 1-factors is a 2-regular graph consisting of even-length cycles only; up to isomorphism these correspond to the partitions above.)
To complete the B part for each of the seven A matrices and to carry out isomorph rejection, the use of a computer is inevitable. (Note that it not necessary to optimize these algorithms, since the amount of computer time consumed in this stage is only a fraction of the total time.) For each completion we perform isomorph rejection with nauty against a stored collection of orbit representatives. Each design is encoded as a vertex-colored bipartite graph in which vertices of one color correspond to the points, vertices of another color correspond to the blocks, and edges encode the incidence relation between points and blocks [13, p. 23] . In total, 14,648 pairwise nonisomorphic 25-block seed subdesigns are obtained in this way.
The problem of finding all extensions of a seed subdesign to an STS (19) is that of finding all solutions to an instance of exact cover. In the exact cover problem, we are given a set and a collection of its subsets; the task is to cover the set with given subsets so that each element of the set is covered exactly once. With our 25-block seed subdesigns, we want to cover the remaining uncovered pairs with 32 3-subsets so that each pair is covered exactly once. A fast, state-of-the-art exact cover algorithm can be found in [11] , to which we refer the reader for details.
In fact, it turns out that data of a complete search described above can be combined with previous results to calculate the number of pairwise nonisomorphic STS(19) as follows. Let B 1 , . . . , B N (19) be representatives from the isomorphism classes of STS (19) . Then the orbit-stabilizer theorem gives as the total number of STS(19),
Let the seed subdesigns be S i , 1 ≤ i ≤ 14,648, and let M i denote the total number of completions of S i to STS (19) . Again, the orbit-stabilizer theorem can be used to get the total number of STS (19): (7) 1 57
Since we know [3] the number of STS(19) for which |Aut(B i )| > 1, and all values in (7) are known after the search, it is straightforward to determine from (6) the number of STS (19) with trivial automorphism group. However, to be able to verify the final result in two different ways, and also to be able to check all designs for certain properties, we enhance the search to be able to identify all pairwise nonisomorphic STS (19) . Actually, in this way we are able to discover fatal errors in [3] .
Isomorph rejection.
The most involved part of the algorithm is the elimination of isomorphic STS(19) from consideration. There are three issues that need to be addressed.
First, the main search must be conducted in parallel because of the considerable resource requirements. This presents a difficulty since the parallel runs should preferably be independent of each other, whereby no comparisons between isomorphism class representatives encountered in distinct runs are allowed. Second, the search is to be conducted in part on computers that do not have enough main memory to store the millions of isomorphism class representatives potentially encountered as extensions of a single seed subdesign. Third, isomorphism testing must be fast since there are in the order of, as we now know, 7 · 10 11 STS (19) candidates that are to be tested for isomorphism. Luckily enough, all of the above difficulties are essentially solved by a recent algorithm framework for isomorph-free exhaustive generation [15] .
Our basic isomorph rejection strategy is to use nauty to compute the canonical labeling and automorphism orbits of the block graph of a generated STS (19) . To enable parallelization we must guarantee that algorithm runs performed on different seed subdesigns do not output isomorphic STS (19) . This can be accomplished by using the output of nauty to test that a generated STS (19) originates from the correct parent seed subdesign. This test is motivated by the general theory in [15] .
We fix the following labeling convention to connect the seed subdesign to a block graph. (Recall that the block {1, 2, 3} occurs in every seed subdesign.) Requirement 3.1. We require that the block {1, 2, 3} corresponds to the vertex labeled 1 in a block graph whenever the test (8) below is performed.
For every STS(19) generated from a seed subdesign, we construct its block graph G and test with nauty that the following condition is satisfied (recall that σ G denotes the canonical labeling computed by nauty for G):
If the test fails, we reject the STS(19) from further consideration.
To establish correctness of the test (8) we must prove that the test is sound; that is, any two isomorphic STS (19) that pass the test are generated from the same seed subdesign. Moreover, we must prove that the test is complete in the sense that a generated STS(19) from every isomorphism class of STS (19) (8), there exist α ∈ Aut(G) and β ∈ Aut(G ) such that
G (1)). By Corollary 2.3 and (4) we have
is an isomorphism of G onto G that keeps the vertex 1 fixed. Since B 1 = B 1 = {1, 2, 3} by Requirement 3.1, Corollary 2.6 applied to τ gives an isomorphism ν ∈ S v of B onto B such that ν({1, 2, 3}) = {1, 2, 3}. Consequently, ν(S) = S , so S and S are isomorphic and hence equal because exactly one representative from each isomorphism class of seed subdesigns is considered for extension in the main search. Thus, B and B have been constructed from the same seed subdesign and ν is an automorphism of S.
Theorem 3.3. For every isomorphism class of STS(19), there exists an STS(19) that is an extension of a seed subdesign and that passes the test (8).
Proof. Let B = {B 1 , . . . , B b } be an arbitrary STS (19) and suppose G is the associated block graph. (Requirement 3.1 need not apply to G.) Put p := σ −1 G (1). By the structure of an STS (19) , the set of blocks S := {B i : B p ∩ B i = ∅} is isomorphic to exactly one seed subdesign S considered in the main search. Let µ ∈ S v be an isomorphism of S onto S . Put B := µ(B). Since S ⊂ B , B will eventually be generated as an extension of the seed subdesign S . Fix any labeling B = {B 1 , . . . , B b } that satisfies Requirement 3.1, and suppose G is the associated block graph. We now show that G satisfies (8) . Define τ ∈ S b by the rule µ(B j ) = B τ (j) for all j ∈ {1, . . . , b}. Clearly, G = τ (G). Since B p is the only block whose points occur with multiplicity r in S, and the same holds for the block {1, 2, 3} in S , we must have µ(B p ) = {1, 2, 3}. Consequently, τ (p) = 1 since Requirement 3.1 applies to G . By (4) we have σ
After the test (8) we must still perform isomorph rejection on those STS (19) that have been generated from the same seed subdesign.
If the automorphism group of the seed subdesign is large, then the further test we employ is simply a hash table query to see whether the canonically labeled block graph σ G (G) computed by nauty during the test (8) has been encountered earlier.
If σ G (G) does not occur in the hash table, then we accept the STS (19) and insert σ G (G) into the hash table; otherwise we reject the STS (19) . By Corollary 2.3 this suffices for isomorph rejection together with the test (8) .
When the automorphism group of the seed subdesign is small, we employ an alternative test, also motivated by [15] , based on automorphisms of the seed subdesign. With this test it is not necessary to store the isomorphism class representatives encountered. Let S be a seed subdesign and suppose Aut(S) is the corresponding automorphism group (acting on the points). Suppose B ⊃ S is an extension of S to an STS (19) . We test whether B satisfies (9) for all µ ∈ Aut(S), B ≤ µ(B),
where "≤" is any (for example, lexicographic) total order on the set of STS (19) . For performance reasons it is useful to perform the test (9) first, that is, if a generated STS(19) satisfies (9), then we proceed with the test (8); otherwise we immediately reject the STS (19) . We conclude this section by proving that the tests (8) and (9) work together as intended. First, we prove that the two tests are sound. (9), then they are nonisomorphic.
Theorem 3.4. Let B and B be distinct extensions of a seed subdesign S to an STS(19). If both B and B pass the tests (8) and
Proof. To reach a contradiction, suppose B and B are distinct and isomorphic. By Theorem 3.2 there exists a µ ∈ Aut(S) such that µ(B) = B . Hence, either B or B is rejected in the test (9) .
It remains to show completeness, that is, at least one generated STS(19) from every isomorphism class of STS(19) will pass both tests. For an arbitrary isomorphism class of STS (19) , let B be a generated STS(19) from the isomorphism class that passes the test (8) ; the existence of B is guaranteed by Theorem 3.3. Let S be the seed subdesign from which B is generated and let B min be the (lexicographic) minimum of the Aut(S)-orbit of B. The following theorem shows that B min also passes the test (8) . Since B min by definition passes the test (9), we conclude that at least one generated STS(19) from every isomorphism class will pass both tests.
Theorem 3.5. Let B be an extension of a seed subdesign S to an STS(19). Then, B passes the test (8) if and only if µ(B) passes the test (8) for all µ ∈ Aut(S).
Proof. It suffices to prove the "only if" direction. Let µ ∈ Aut(S). Suppose that B = {B 1 , . . . , B b } and B := µ(B) = {B 1 , . . . , B b } satisfy Requirement 3.1, and that G and G are the associated block graphs. Define τ ∈ S b from the rule µ(B j ) = B τ (j) for all j ∈ {1, . . . , b}. Clearly, G = τ (G). Since G passes the test (8) , there exists an α ∈ Aut(G) for which ασ
, where the last equality follows from µ(S) = S and Requirement 3.1. This shows that G passes the test (8).
3.3. Implementation details. The use of a vertex invariant is required to guarantee good performance from nauty on strongly regular graphs. The Pasch configuration invariant Λ P derived in Section 2.3 succeeds most of the time in partitioning the vertex set of a block graph so that a single application of the partition refinement procedure of nauty produces a discrete partition.
Another significant performance gain is obtained from the following observation. Theorem 3.6. Let G be a block graph of an STS (19) , and suppose that σ G = σ G,ΛP (G) . Then, G passes the test (8) only if 1 occurs in the first cell of Λ P (G).
In other words, if the vertex invariant Λ P is used, a block graph will not pass the test (8) (8) based on the canonical labeling and the automorphism orbits output by nauty. Note that in steps 1 and 2 of the algorithm above we can compute P (B i ) directly from the STS(19) without constructing the block graph. In this way we avoid the overhead of constructing the block graph if the STS(19) is rejected anyway based on Theorem 3.6.
Our implementation of the test (9) precomputes the elements of Aut(S) for each seed subdesign S, and stores these in an array [2] . The test (9) in the main search is implemented as an exhaustive search that considers each permutation in the array and tests whether the permuted STS(19) is lexicographically smaller than the input STS (19) . Since most of the seed subdesigns either have a trivial automorphism group-in which case the test (9) is trivial-or have small automorphism group order, this naïve test suffices for our purposes.
In the search, the threshold automorphism group order was set to 200 elements; the seed subdesigns with automorphism groups larger than this were processed using the isomorph rejection strategy based on storing the canonically labeled block graphs in a hash table. The maximum number of block graphs that had to be stored in the hash table was 100,813 for the 11 seed subdesigns processed in this way.
The main search took approximately 2 years of CPU time. The search was distributed using the batch system autoson [14] 
The STS(19)
The results of the computer search are summarized in Tables 3 to 8 and in the following theorems. In particular, Theorem 4.3 can be obtained in two ways, using We now correct the tables in [3] . The basic automorphism structure of STS(19) with a nontrivial automorphism group is summarized in Table 4 . The format of Together with the basic automorphism types, these are the only nontrivial types of automorphism an STS (19) can admit. The classes in Table 4 partition further into subclasses according to the nonbasic automorphisms admitted by an STS (19) . This subdivision is given in Table 5 . Table  5 is identical to [3, Table 2 ] with the exception of the class 8a, which partitions into two subclasses instead of the one given in [3] . Namely, among the 84 STS (19) [3] .
The maximum number of Pasch configurations in a Steiner triple system of order v is denoted by P (v). See [21] for a discussion of P (v) and [9] for some recent results on this function. Obviously, P (v) is known for v ≤ 15; for v = 19 it had been known that P (19) ≥ 84 with three known designs attaining this value. In this work, the exact value of P (19) is obtained. We also find the number of Table 8 . The STS (19) with |Aut(B)| = 3. P STS (19) 0  41  1  16  2  31  3  240  4  70  5  131  6  602  7  190  8  266  9  1,016  10  350  11  441  12  1,298  13  404  14  556  15  1,306  16  416  17  528  18  987  19  352   P STS(19)  20  421  21  694  22  224  23  296  24  412  25  156  26  200  27  251  28  86  29  135  30  148  31  54  32  67  33  76  34  36  35  43  36  40  37  18  38  18  39  27   P STS(19)  40  6  41  11  42  14  43  2  44  6  45  4  46  4  47  3  48  16  49  2  50  1  51  1  52  5  54  2  57  1  58  1  59  1  60  5 nonisomorphic anti-Pasch STS(19); previously it had been known that there are more than one thousand such designs [16] . The large number of nonisomorphic anti-Pasch STS(19) prohibits listing them here; however, the authors are happy to provide them electronically to anyone interested. It appears that the maximum number of Pasch configurations are to be found among the STS with large automorphism group. In Tables 6 to 8, the frequency of STS (19) with a given number of Pasch configurations, indicated by P , are shown for the automorphism groups of order at most 3.
Because not too many CPU years were consumed to obtain a classification of STS(19)-and an enumeration can be completed in much shorter time-one may ask whether an enumeration or a classification of STS (21) is within reach. To answer this question, the seed subdesigns for STS (21) were classified-there are 219,104 seeds-and a few of these were fed to the completion algorithm. It turned out that we were not able to process these seeds within reasonable time. The amount of CPU time needed to process one such seed was estimated to be more than one year on a 500-MHz personal computer. A total amount of hundreds of thousands of CPU years needed for a classification of STS (21) does not look promising.
