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Abstract
In the computer-aided diagnosis of cervical precancerous lesions, it is essential for accurate cell segmentation. For a
cervical cell image with multi-cell overlap (n>3), blurry and noisy background, and low contrast, it is difficult for a
professional doctor to obtain an ultra-high-precision labeled image. On the other hand, it is possible for the annotator
to draw the outline of the cell as accurately as possible. However, if the label edge position is inaccurate, the accuracy
of the training model will decrease, and it will have a great impact on the accuracy of the model evaluation. We
designed an automatic label correction algorithm based on gradient guidance, which can solve the effects of poor edge
position accuracy and differences between different annotators during manual labeling. At the same time, an open
cervical cell edge segmentation dataset (CCESD) with higher labeling accuracy was constructed. We also use deep
learning models to generate the baseline performance on CCESD. Using the modified labeling data to train multiple
models compared to the original labeling data can be improved 7% average precision (AP). The implementation is
available at https://github.com/nachifur-ljw/label_correction_based_CCESD.
1. Introduction
Cervical cancer ranks fourth for both incidence and
mortality among females worldwide. This disease was es-
timated 570,000 cases and 311,000 deaths in 2018 world-
wide. Nevertheless, cervical cancer is preventable and
can be cured in the early stage as it can be largely de-
tected by cytological screening combined with human pa-
pillomavirus virus (HPV) testing (Bray et al., 2018). The
papanicolaou test is the commonest technique used for
early screening and diagnosis of cervical cancer. The di-
agnostic procedure requires cellular level examination un-
der a microscope by a cytologist or pathologist for locat-
ing these abnormal cells from a myriad of normal cells,
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which is very tedious, labor intensive and highly subjec-
tive to human errors (William et al., 2018). Automated
pap-smear analysis can help to reduce the time spent and
improve the accuracy of cytologists performing slide ex-
aminations during pap screening process. Accurate cell
segmentation is a vital part for building automated pap-
smear analysis system. Automatic segmentation of cervi-
cal cells from overlapping clumps is a very challenging
task in computerized cervical cytology analysis.
For the cytoplasm and nucleus, most methods use tra-
ditional techniques commonly used in the field of medi-
cal image processing or computer vision (Lu et al., 2016;
Phoulady et al., 2017; Tareef et al., 2017a, 2018). Re-
cently, superpixel image found with Statistical Region
Merging (SRM) segmentation algorithm was used for seg-
mentation of cervical nucleus (Saha et al., 2019). Tareef
et al. (2018) introduced multi-pass fast watershed-based
method (MPFW) to segment both nucleus and cytoplasm
from large cell masses of overlapping cervical cells in
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three watershed passes. Song et al. (2019) presented an
approach leveraging more shape constraints through joint
shape template matching for segmenting overlapping cy-
toplasm of cells. In their recent work, under the a priori
guidance of the modeled shape priors, a constrained poly-
morphism evolution method was used to evolve the shape
of each cytoplasm while segmenting all overlapping cyto-
plasm in the clump (Song et al., 2020). Although all these
methods have achieved relatively good segmentation re-
sults, these methods may fail when the clustered nuclei
are dense, the background is noisy and uneven illumina-
tion, and the highly overlapping cytoplasm is segmented.
Using deep learning-based methods can improve the
accuracy of cervical cancer screening and diagnosis by
improving the accuracy and robustness of cytoplasm and
nuclear segmentation (Song et al., 2015; Tareef et al.,
2017b; Sarwar et al., 2019). Wan et al. (2019) performed
the cellular segmentation via a two-stage framework, in
which the regions of interesting identified by the cell de-
tection phase was used as training samples for the subse-
quent cytoplasm segmentation phase. Zhang et al. (2020)
extracted both nucleus and cytoplasm of each individ-
ual cell using attention U-Net and graph-based Random
Walk. In their work, U-Net was used twice, one in the
prediction of nuclei, and the other while predicting cyto-
plasm contour in transformed map after polar coordinate
sampling.
The research premise of the automatic segmentation al-
gorithm is to have a rich dataset and accurate annotations.
Currently, cytoplasmic and nuclear segmentation datasets
include Shenzhen University dataset (Song et al., 2016),
Beihang University dataset (Wan et al., 2019) and ISBI
2015 challenge dataset (Lu et al., 2015). The only public
dataset, the ISBI Challenge dataset, is characterized by a
small amount of data and a simple image type. Although
small sample learning and semi-supervised learning have
made good progress, the small amount of ISBI data makes
it difficult to apply deep learning to cervical cell segmen-
tation.
Medical image datasets are generally annotated by pro-
fessional doctors, but labeling medical images is a time-
consuming and labor-intensive project. The most impor-
tant thing is that even if the labeling standards are unified,
there is still the effect of poor edge position accuracy in
manual labeling and the large differences between differ-
ent annotators. At present, most work of label correction
was concentrated in the semi-supervised training process
(Zheng et al., 2019), and there was also some applica-
tions in annotations via crowdsourcing (Bhadra and Hein,
2015; Nicholson et al., 2016), classification(Nicholson
et al., 2015; Kremer et al., 2018; Guo et al., 2019; Wang
et al., 2020) and NLP (Zhu et al., 2019). Label correc-
tion had almost no application in segmentation. For su-
pervised medical image segmentation, high-quality labels
are essential. The correctness of the label has a great in-
fluence on the diagnosis of intelligent diseases.
In order to solve the actual overlapping cell segmenta-
tion of the cervix, we use a real microscope microscopic
image to construct CCESD containing multiple complex
types of cervical cell edge segmentation. CCESD can
basically satisfy the training of supervised deep learning
models in terms of quantity and richness. In order to elim-
inate the influence of edge positioning errors and differ-
ences between annotators in manual annotation, in this
work, we propose a method for automatically correcting
label. Higher quality annotated images can be generated
with our method. Under the framework of deep learning,
we verified the effectiveness of this method.
To summarize our main contributions,
• For the first time, we propose an automatic label cor-
rection method for edge segmentation tasks. Com-
pared with the original label, using the corrected la-
bel data to train multiple models can improve about
7% AP.
• The first large-scale cytoplasmic and nuclear edge
segmentation datasets CCESD with high-precision
label is publicly released.
• We found that ENDE (Section 3.3) has more than 3
times less parameters than UNet on CCESD, but AP
is 1 % higher.
• Compared with the previous cervical cell overlap
segmentation methods, ENDE achieves a speed im-
provement of more than two orders-of-magnitude.
The FPS of the benchmark model ENDE can reach
184. At the same time, We provide GPU evaluation
code, the FPS of the evaluation ENDE can reach 172.
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Figure 1: Workflow of the presented automatic label correction algorithm. From left to right: Label points correction (the red points→ the green
points), interpolation in large gap (the yellow points), smooth edge curve generation (the magenta curve) and curve sampling. The whole process is
to generate green edges from red original label points.
2. Methods
We have designed an algorithm for automatically cor-
recting labels to obtain more accurate labels in cervical
cell edge segmentation. Our proposed label correction al-
gorithm include four parts, label points correction based
on gradient, interpolation in large gap, smooth edge curve
generation based on fusion of piecewise curve using im-
proving local linear fitting and curve sampling (Fig. 1).
2.1. Label points correction
For most deep learning datasets, annotations are pub-
lished with the dataset. Most researchers don’t care about
the inherent problems of the dataset, but only the struc-
ture and loss function of the model. While constructing
CCESD, we observed a phenomenon. The label usually
does not correspond to the strongest gradient edge due to
human error in the labeling process. The annotators usu-
ally annotate edge according to the shape of the cell and
the trend of the strong gradient in areas with weak gra-
dients. Therefore, we make a reasonable assumption that
the geometric shape of the cell outline drawn by the hu-
man annotator is similar to the actual outline of the cell,
but there is a certain error. Based on the above assump-
tions, we designed a label points correction method based
on gradient guidance. In order to eliminate human error
to the greatest extent, retain the original label information
and generate real label, we only modify the label points in
the strong gradient region, while retaining the original la-
bel points in the weak edge region. Below, we discuss the
label point correction method in strong gradient region.
The method can be summarized as following:
1. Detect whether the position of each label point is in a
strong gradient area or a weak gradient area. Modify
the label points in the strong gradient region. Retain
the original label points in the weak edge region.
2. Determine the candidate point set for points need
to be corrected. The point with the largest gradi-
ent value in the candidate point set is the correction
point.
In fact, we can judge whether a point is in a strong gra-
dient area according to the neighborhood of the original
label point. In addition, the candidate point set should be
the neighborhood of the original label point.
Generally, a two-dimensional neighborhood has a rect-
angle and a circle. However, it is not suitable to use circu-
lar and rectangular blocks as neighborhood to search max-
imum gradients as correction points, which in some cases
will destroy the geometry of the original label. Therefore,
the candidate point set consists of points on a straight line.
The line is centered on the current label point, which is
perpendicular to the line connecting two adjacent points
of the current label point. r is also called search radius.
Since the digital image is discrete, the one-dimensional
linear neighborhood becomes a two-dimensional narrow
rectangular area.
The larger the search area, the better the effect of elim-
inating human errors. At the same time, the search area
is too large, which will interfere with the label correction
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of the cell overlapping area. In order to avoid noise inter-
ference in the image and eliminate human errors as much
as possible, the gradient value of the candidate point is
weighted according to the Euclidean distance from the
original label point. In other words, using bandwidth
(h) instead of search radius (r) balance this contradiction.
In addition, the gradient value of the candidate point is
searched on the gradient image after smoothing through
the Gaussian filter. We compute the weight as
ωi = κh(
∥∥∥xsi − xs∥∥∥2), xsi ∈ Ω, (1)
in which
κ(x) =
1√
2pi
exp
{
− x
2
2
}
(2)
κh(·) = κ(·/h)/h. (3)
κh is weighted kernel functions. h = r/2, r = 7. xsi
is a candidate point. xs is a original label point (center
point). Ω is candidate set. We distinguish between strong
edge areas and weak edge areas by the adaptive threshold
λt · max(ωi). λt = 20. λt is gradient threshold factor.
Correct the label point by the formula
xc =
{
xmax i f ∆ > 0
xs otherwise
(4)
∆ =
∣∣∣max(ωi · g(xsi )) − min(ωi · g(xsi ))∣∣∣−λt ·max(ωi) (5)
g(x) is the gradient image after smoothing through the
Gaussian filter. xmax is the point of maximum gradient.
xc is a corrected point. The above correction process can
be described as
{
xis
}
→
{
xic
}
. i ∈ {1, 2, . . . , n}. n is the
number of the original label point.
2.2. Smooth edge curve generation
Due to noise interference, the edges generated directly
after the correction point is not smooth and jagged, so
we consider obtaining smooth edges by fitting. Using a
smooth curve to fit a cell of almost arbitrary shape is a
great challenge. Although local linearity can fit the local
details of the cell edge, it is not suitable for fitting closed
curves. It is a solution to divide the closed curve into sev-
eral segments and fit each segment separately, but how to
merge the segmented curves into smooth curves is still a
problem. We propose a method based on improved local
linear fitting to generate smooth cell edge curves.
Interpolation: In the labeling process, we observed
that in order to accurately and quickly outline the geom-
etry of the cells, the annotators densely label the places
with large curvature, and sparsely label the places with
small curvature. Therefore, we reasonably assume that
linear fitting can be used sparse label points. We perform
linear interpolation on larger intervals before curve fitting
to avoid fitting failure. First, select sparse labeled point
pairs
{
(xic, x
ir
c )|
∥∥∥xirc − xic∥∥∥2 > 2 · stepinterp}. Second, inter-
polate between pairs of sparse points in order to satisfy∥∥∥xirc1 − xic1∥∥∥2 < stepinterp. i = 1, 2 . . . n1. ir = (i + 1) i f (i <
n1) else 1. stepinterp is maximum interval between points
after interpolation. n1 is the number of points after inter-
polation.
Closed curve generation: We divide the set of la-
beled points corresponding to a closed edge into sev-
eral groups. Each set of points is expressed as
Φki =
{
xki−r fc1 , x
ki−r f +1
c1 , . . . , x
ki
c1 , . . . , x
ki+r f−nr−1
c1 , x
ki+r f−nr
c1
}
.
The number of points in each group is ng. Here requires
ng to be odd. Radius of each group is r f =
⌊
(ng − 1)/2
⌋
.
Interval of each group center point is space = 2 · (r f −nd).
There is some overlap in the boundary of adjacent groups
to reduce the fitting error of boundary points. We use
a improved local linear method to fit the curve on Φki ,
and sample at the interval
[
xki−r f +bndcc1 , x
ki+r f−nr−bndc
c1
]
. bndc
is the cutting number of boundary point. Then stitch
nc = dn1/sapcee curves into a closed curve. The number
of repeated points to fit the last curve is nr = space·nc−n1.
The subscript of the center points of each group is ki =
(i − 1) · space, 1 ≤ i ≤ nc.
In each set of points, the straight line passing through
the point xki−r fc1 and the point x
ki+r f−nr
c1 is used as the x-
axis, and the point xki−r fc1 is used as the origin to establish
a new plane rectangular coordinate system. After coor-
dinate transformation, the sets of points Φki → Φrki . We
generate a curve using a local linear weighted fit on Φrki .
This is equivalent to solving the following problem at the
target point x.
min
β0(x), β1(x)
ki+r f−nr∑
j=ki−r f
ω j(x)(y j − β0(x) − β1(x) · x j) (6)
(x j, y j) denotes the coordinates of point x
j
c1 . The weight
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function is
ω j(x) = κch(x − x j)/
ki+r f−nr∑
m=ki−r f
κch(x − xm). (7)
The improved kernel function is
κch(x − xm) =

1.5 · max
{
{κh(x − xm)}ki+r f−nrm=ki−r f
}
i f
m = ki − r f + bndc or m = ki + r f − nr − bndc
κh(x − xm) otherwise.
(8)
We increase the weight of the point xki−r f +bndcc1 and the
point xki+r f−nr−bndcc1 so that the adjacent curves are con-
nected. If the matrix (XTωX)−1 exists, the above parame-
ter solution is expressed by the matrix as
β = (XTωX)−1xTωY, (9)
in which X =

1 xki−r f
1 xki−r f +1
...
...
1 xki+r f−nr
, Y =

yki−r f
yki−r f +1
...
yki+r f−nr
, β =
[
β0(x)
β1(x)
]
, ω =

ωki−r f (x)
ωki−r f +1(x)
. . .
ωki+r f−nr (x)
. Then,
we sample the curve and convert the coordinates of the
sampling point to the original coordinate system. Finally,
we can obtain discrete edges with connectivity.
Bandwidth selection: Ghanem and Zhang (2014)
choose h = a × b and use b = 2σn1/2 proposed in the
bandwidth selection guide (McCrary, 2008). We modify
h = a × b + c for edge fitting. For cytoplasm edge fitting,
ng = max
(⌊
stepinterp · n1/40
⌋
, 7
)
, a = 10. For nucleus
edge fitting, ng = max
(⌊
stepinterp · n1/10
⌋
, 3
)
, a = 5.
b = 2σkin
1/2
g , c =
⌊
stepinterp · ng
⌋
/6. σki is the standard
deviation ordinate on Φrki .
Smooth closed curve: The larger space means that the
smaller the overlapping length nd, the greater the degree
of unsmoothness at the nodes of the curve segment, and
the fewer curve segments used to stitch a closed curve. If
nd = r f − 0.5, then space = 1, the above problem can
be simplified to solve the smooth curve at point xkic1 and
only sample at xkic1 . In other words, only the position of
the point is adjusted by fitting. The number of points
is still n1. Because there is no line segment stitching,
κch → κh, and the curve is smooth at each sampling point.
The sampling point interval can be adjusted by stepinterp.
The smaller stepinterp, the denser the sampling points of
the curve. Considering that the digital image is discrete,
when stepinterp < 1, the corrected label will not be fur-
ther improved, but the amount of calculation will increase
significantly. So we use stepinterp = 1.
2.3. Comparison with uncorrected label
We obtain the edge label image through labelme (Wada,
2016), and we need to use the label points to generate the
edge image. Connect the label points to the closed poly-
gon in turn, and perform discrete sampling to obtain edges
(Fig. 2). We use this method to generate uncorrected la-
bel. Fig. 3 is a comparison of uncorrected labels and
corrected labels.
0.5
1
Figure 2: Generate discrete connected edges from points. The red points
are labeled points, and the set of green points are discrete edges.
3. Experimental design
In order to verify the effectiveness of the label cor-
rection method, we evaluated the performance of various
models on CCESD. We uniformly use PyTorch as a deep
learning framework for evaluation fairness. In each ex-
periment, only the model structure and loss function are
different, and the training methods and parameters are the
same. All experiments of this paper are executed on a
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Table 1: Properties of cervical cell segmentation datasets
Dataset Image size dataset size Open
ISBI 2014+2015(Lu et al., 2015) 1024 × 1024 17 √
BHU Dataset(Wan et al., 2019) 512 × 512 580 ×
SZU Dataset(Song et al., 2016) 1360 × 1024 21 ×
CCESD 2048 ×1536 686 √
Table 2: The detailed description for CCESD
Dataset Image size dataset size training set size validation set size test set size
Uncut CCESD 2048 ×1536 686 411 68 207
Cut CCESD 512 × 384 33614 20139 3332 10143
Figure 3: Label correction result. Original label (left). Corrected label
(right).
Figure 4: Image cutting method. 4×4 cutting, 4×3 right offset cutting,
3×4 lower offset cutting, 3×3 right and lower offset cutting.
Intel(R) Xeon(R) Silver 4110 CPU (8 cores, 16 threads,
32GB memory) and a NVIDIA TITAN V GPU with 12
GB memory.
3.1. Data description
We compared CCESD with other dataset in Table 1.
CCESD contained 686 scanned cervical cytology images
between 2016 and 2017 at the Liaoning Cancer Hospi-
tal & Institute. The study was approved by the Ethics
Committee of the Liaoning Cancer Hospital & Institute,
with the requirement for informed consent waived. All
the methods were carried out in accordance with the ap-
proved guidelines and regulations. All the cases were
anonymized. For cervical cancer negative and positive pa-
tients with 100x and 400x optical magnifications, digital
imaging is performed with Nikon ELIPSE Ci slide scan-
ner, SmartV350D lens and 3 million pixel digital camera.
CCESD includes 686 cervical images with size of 2048
× 1536 pixels (Table 2). Six expert cytologist with more
than 10 years of experience marked the locations of nuclei
and delineated the enclosed cell contours in the cytology
images. The annotations were performed using labelme
annotation tool (Wada, 2016). In order to ensure the reli-
ability of the test results, We divide the dataset by random
shuffle into training set, validation set and test set accord-
ing to a ratio of 6:1:3. We cut a image with size of 2048
×1536 into 49 image patches with size of 512 × 384 pixels
(Fig. 4). The actual image size is 256×192 for training.
3.2. Data augmentation
Augmentor support multiple image augmentation and
randomized elastic distortions (Bloice et al., 2019). We
use the Augmentor software package for image augmen-
tation. CCESD is a colored. So we implemented bright-
ness, contrast, hue, saturation adjustment, affine transfor-
mation and elastic deformation on the image to maximize
the data augmentation.
3.3. Baseline model
Johnson et al. (2016) proposed an architecture, which
has achieved impressive results for style transfer, super-
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Figure 5: Training process. Data augmentation during pre-training. No
data augmentation during fine-tuning.
resolution and image-to-image translation. Nazeri et al.
(2019) slightly improved the model and used it as an edge
generator in image inpainting. Specifically, the generators
consist of encoders that down-sample twice, followed by
eight residual blocks and decoders that upsample images
back to the original size. In the residual layers, dilated
convolutions with a dilation factor of two are used instead
of regular convolutions. Due to the difference in dataset
size and task, we reduce the number of residual blocks
to four and add a layer of regular convolution before di-
lated convolution with a dilation factor of two. Compared
with UNet, we call this encoding and decoding structure
without skip connection ENDE.
Our baseline detectors are RCF (Liu et al., 2019), UNet
(Ronneberger et al., 2015) and ENDE. RCF is the most
advanced edge detector in natural images. UNet is a
variant of fully convolutional networks and has achieved
excellent success in medical image segmentation (Zhao
et al., 2019; Lei et al., 2020; Borne et al., 2020).
3.4. Evaluation metrics
Edge detection accuracy is evaluated using three stan-
dard measures: the best F-measure on the dataset for a
fixed scale (ODS), the F-measure on the dataset for the
best scale in each image (OIS), and the average precision
(AP) on the full recall range (equivalently, the area under
the precision-recall curve) (Arbelaez et al., 2010). But the
original evaluation code is written in matlab and runs on
the cpu and is only suitable for offline evaluation. We used
python and pytorch to rewrite the code that can run on the
GPU for super fast evaluation. On the benchmark model
ENDE, evaluate the test set (10143 images with size of
256 × 192 pixels) in 59 seconds with an average FPS of
172. Since an image of BSD500 (Arbelaez et al., 2010)
is annotated by six persons, an image in our dataset is an-
notated by one person, we simplified the evaluation code.
Our evaluation code only applies to an image with a label,
not an image with multiple labels.
3.5. Training and parameter setting
In order to more accurately evaluate the performance of
different models and solve over-fitting and under-fitting,
we choose to adaptively adjust the number of iterations
instead of a fixed number of iterations. Relying on our fast
evaluation code, we can obtain the AP of the validation
set during the training process to adaptively control the
learning rate and the number of iterations.
To perform rotation and shear operations in data aug-
mentation, zero pixels need to be filled around the im-
age. In training process, using data augmentation can im-
prove the generalization of the model (Bloice et al., 2019).
However, there is no zero pixel padding around the im-
age during the test process. It causes the distribution of
the training set and the test set to be different, which may
cause the accuracy of the model on the test set to decrease.
Therefore, the training process includes pre-training and
fine-tuning (Fig. 5).
The period for evaluating the validation set is 1 epoch
for pre-training, and the period is 0.1 epoch for fine-
tuning. Get Modeli for each training. Get APi for each
evaluation. If APi < APi−1, lri = 0.5 · lri−1. If APi <
min(APi− j), the training ends, and we can get the optimal
model Model j|max(AP j). For pre-training, j = 1, 2, 3 and
j = 1, 2, · · · , 10 for fine-tuning. The model is optimized
using Adam optimizer with β1 = 0 and β2 = 0.9 (Kingma
and Ba, 2015).
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Figure 6: Segmentation results on CCESD dataset. From left to right: Original images, RCF + RCFLoss, RCF + BCELoss, UNet + BCELoss,
ENDE + BCELoss, Corrected label.
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Table 3: Comparison of different training methods using ENDE and
BCELoss on the corrected label.
Training methods AP ODS OIS
No augmentation, no fine-tuning 0.582 0.566 0.569
Augmentation, no fine-tuning 0.607 0.583 0.588
Augmentation, fine-tuning 0.614 0.588 0.593
4. Experimental results and discussions
4.1. Ablation study for training methods
In the training process, zero pixels need to be filled
around the image in data augmentation. However, during
the test, there is no zero pixel padding around the image.
We believe that this may lead to a decrease in the accuracy
of the model on the test set. Our training method can im-
prove 3% AP. Table 3 can verify the effectiveness of the
training method.
4.2. Model and loss function comparison
Our baseline detectors are RCF (Liu et al., 2019), UNet
(Ronneberger et al., 2015) and ENDE. We use the original
label and the corrected label to train and test these models.
The quantitative measurement is shown in Table 4. Fig.
6 show the final segmentation results on the CCESD. We
found that all models improved by 7 % AP. Although RCF
is the most advanced edge detector in natural images, it
has the worst performance on CCESD. At the same time,
RCF loss does not apply to CCESD. Because the RCF
model and loss produce coarser edges with poor position-
ing accuracy, this may be more robust for natural image
edge segmentation, but it is not suitable for accurate cervi-
cal cell edge segmentation. Unexpectedly, ENDE, which
is used for style conversion, super-resolution and image
restoration, has one third of UNet’s parameters, but ob-
tain the highest accuracy. This means that higher resolu-
tion pictures can be processed. We think this is because
ENDE does not skip connections and does not require a
feature fusion layer, so the amount of parameters is small.
Using dilated convolution can obtain a larger receiving
field without down-sampling, which will achieve higher
positioning accuracy.
4.3. Analysis of reasons for accuracy improvement
Compared with the original label, using the corrected
label data to train multiple models can improve about 7%
Figure 7: Compared with the original label, using the corrected label
trainingmodel can improve the small edge positioning accuracy.
AP. Table 5 can show that AP improvement comes from
two aspects. First, in the training process, using the cor-
rected label training model can improve the edge posi-
tioning accuracy (Fig. 7, Fig. 8). Second, the corrected
label can improve the evaluation accuracy in the testing
process.
4.4. Computational complexity
Many approaches (Tareef et al., 2017a; Phoulady et al.,
2017; Tareef et al., 2018; Wan et al., 2019; Zhang et al.,
2020) consisted of three-stage, including nucleus candi-
date detection, cell localizations and cytoplasm segmenta-
tion. In order to obtain the balance of speed and accuracy,
we solve the problem of cervical cell overlap from the
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Table 4: Edge segmentation results on test set
Model / Loss Label correction No label correction Params(M)AP ODS OIS AP ODS OIS
RCF / RCFLoss 0.509 0.529 0.525 0.452 0.496 0.493 14.81RCF / BCELoss 0.540 0.545 0.548 0.470 0.508 0.515
UNet / BCELoss 0.605 0.579 0.584 0.529 0.542 0.549 31.03
ENDE / BCELoss 0.614 0.588 0.593 0.537 0.550 0.557 8.42
Table 5: Training and evaluation on the original and corrected label. We
fix model (ENDE) and loss (BCELoss).
Training / Evaluation AP ODS OIS
Original / Original 0.537 0.550 0.557
Original / Corrected 0.574 0.570 0.575
Corrected / Corrected 0.614 0.588 0.593
perspective of edge segmentation, and train ENDE with
a small parameter and fast one-stage network. The speed
of ENDE is as follows. 207 images with a resolution of
1024×768, the average FPS is 8. 207 images with a reso-
lution of 512×512, the average FPS is 23. 10413 images
with a resolution of 256×192, the average FPS is 184.
Wan et al. (2019) tested the speed on a unified platform
using image with a resolution of 512×512. Wan et al.
(2019), Lu et al. (2016) and Lu et al. (2015) methods took
17.67 s, 35.69 s and 213.62 s per image respectively.
The speed of ENDE is 400x faster than Wan et al.
(2019). We have not tested the speed of Wan et al. (2019)
methods on a unified platform. Wan et al. (2019) use TI-
TAN X, we use TITAN V, which is not absolutely fair, but
we obviously have a faster speed.
5. Conclusion
We presented an automatic correction label method
which can be used to eliminate the influence of poor edge
position accuracy and differences between different anno-
tators in manual annotation. Using our method can gen-
erate higher quality annotated images. We verify the ef-
fectiveness of this method under the framework of deep
learning. Compared with the original label data, using the
corrected label data to train deep neural networks can im-
prove 7% AP.
Figure 8: Compared with the original label, using the corrected label
trainingmodel can improve the overlapping edge positioning accuracy.
We divide the training process into pre-training and
fine-tuning. Data augmentation is only used in pre-
training, not in fine-tuning to eliminate the influence of
different distributions of training set and test set while us-
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ing data augmentation. This training method can improve
3% AP.
It is worth noting that by training a sample one-stage
encoder and decoder network (ENDE) on CCESD, we can
efficiently and accurately complete the multi-cell, large-
scale overlapping, complex background cytoplasm and
nuclear edge segmentation task. Compared with UNet,
which achieves excellent success in medical image seg-
mentation, ENDE has no skip connection, and the pa-
rameter amount is less than one-third of UNet, but ENDE
achieves the higher accuracy.
For segmentation tasks, the contours of objects in the
image are drawn based on gradients. In theory, our label
correction method can be used in the construction of other
segmentation dataset to improve the accuracy of annota-
tions. Since the automatic correction label method needs
to use the original label point, it is more difficult to obtain
the original label point of other dataset. We only conduct
experiments on CCESD to verify the effectiveness of this
method. In future work, we plan to use this method to im-
prove the accuracy of other segmentation dataset not just
limited to CCESD. At the same time, we plan to develop a
method that can improve the quality of annotations with-
out the original annotation points, which will greatly ex-
pand the scope of application of this method.
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