Lithography using photomasks has been the major workhorse in printed circuit boards, semiconductors, and flat panel display device manufacturing. However, the cost of photomask is so high that it often becomes the bottleneck, especially when the production volume is low. Recently, maskless lithography technology is gaining more attention, and hence, the computation of efficient lithography path becomes of greater importance than ever in order to obtain high throughput of lithography process. The target machine in mind has a numerically controlled XY table on which a substrate is located and a variable size (square-shape) aperture in front of the light source. In this paper, we present an approach to direct lithography path generation using Voronoi diagram and medial axis transform in chessboard metric. The properties and construction method of Voronoi diagram of a polygonal object in chessboard metric is examined. Then, lithography path generation scheme is explained. The proposed idea can also be applied to the fabrication of photomask itself and the rapid prototyping of a 3D model via layered lithography.
Introduction
Though lithography was originally invented as a precise printing method using a stone or metal plate at the end of 18 th century, it has been the workhorse in printed circuit board, VLSI, and flat panel display devices, and MEMS/NEMS device manufacturing. However, the cost and time of making the photomask used in optical projection lithography process is so large that it often becomes the major cost driver, especially when the production volume is low [1] . Recently, maskless lithography technology, which does not use physical photomask, is gaining more attention, and hence, the computation of efficient lithography path becomes of greater importance than ever in order to obtain high throughput of lithography process. Many types of maskless lithography equipments are being developed, including ZPAL of MIT [2] and HiRes-MLS of Ball Semiconductor [3] . Basically, maskless lithography is to selectively expose the desired region of substrate coated with photoresist by guiding the light with software control. The above mentioned maskless lithography equipments use scan-conversion type of region filling, with a big array of individually controlled light beams in order to achieve high-throughput productivity. Another type of maskless lithograph machine uses a vector-stroke type movement of light beam with varying aperture size. In this paper, we focus on the latter type machine, which has a numerically controlled XY table on which a substrate is located and a variable size aperture of square shape in front of the light source. This machine can also be used for the in-line repair of defects on flat panel display device such as LCD, PDP, or OLED. Another application can be found in the rapid prototyping of a 3D model via layered lithography.
Though the basic task (region filling) is similar to that of pocket milling, the main differences are : (1) the light beam is of axis-aligned square shape, and (2) the size of square can vary continuously during the movement. Considering these differences, we found that L ∞ metric medial axis transform of the target polygonal region suits the purpose perfectly. Hereafter we will denote Voronoi diagram in L p metric by VD p , and medial axis transform in L p metric by MAT p .
The next two sections are devoted to VD ∞ and MAT ∞ . Section 4 explains how to compute lithography path, followed by a practical application example and concluding remarks.
Voronoi Diagram in L ∞ metric
Since Voronoi diagram and medial axis transform has wide range of application areas, they have been extensively investigated in various aspects [4] , and it is well known that medial axis of a polygon can be easily obtained from Voronoi diagram of that [5, 6] . However, VD ∞ of a polygon has received little attention. In 2000, Papadopoulou and Lee [7] explicitly investigated VD ∞ of line segments and its application to compute the defect-prone area of VLSI design layout. Though [7] handles the detailed properties and construction algorithm of VD ∞ of line segments, we restrict our concern to VD ∞ of a polygon (to be more exact, inside of a polygon), which enables us to take much simplified approach. Also, [7] does not cover MAT ∞ of a polygon, due to the different target application in mind. In this section, we will first briefly review VD ∞ of a polygon. The bisector of two elements (points or lines) is the set of equi-distant points from the two elements, which can be understood as the locus of centers of the squares included in the polygon and touching the two elements. In [7] , the authors discuss L ∞ bisectors between (a) two points, (b) a point and a line, and (c) two lines, which causes unnecessary sophistication for computing VD ∞ of a polygon. Instead, in this paper, we take a different approach to simplify the bisector computation only between lines by introducing the concept of pseudo edge (to be explained shortly). To compute VD 2 (Euclidean Voronoi diagram) of a polygon, reflex (or concave) vertices are specially treated. In VD ∞ , vertex classification needs more attention. Let (e 0 , e 1 , … , e n-1 ) be the sequence of edges of the given polygon, and v i be the vertex incident to e i and e i+1 (indices are subject to modulo n). We further assume that edges are oriented and countedclockwise ordered so that the left of an edge is the inside of the polygon. If we draw a crosshair at each vertex, as shown in Fig.2 , a vertex can classified into 4 types according to the layout of its incident edges against the crosshair. (Note that the shaded region in Fig.2 denotes the outside of the polygon.) For the sake of simplicity, we assume that edges are neither horizontal nor vertical. However, horizontal or vertical edges can also be handled in the same manner without much extra efforts.
1) The vertex v i is of type-0 when the included
angle is less than 180°. For any type-0 vertex, the incident edges are located either in the same quadrant (type-00) or in the adjacent quadrant (type-01), and hence the included angle does not contain any empty quadrant in the crosshair at v i . The direction of the bisector emanating from type-0 vertex can be obtained by computing a square touching the incident edges and connecting the vertex and the center. We present the resulting formula for the bisector direction without proof here. For a type-00 vertex, the bisector direction is ( This result coincides with the formula given in [7] , but is much simpler.
2) The vertex v i is of type-1 if incident edges are located in the diagonal quadrants of the crosshair. The bisector at a type-1 vertex follows the diagonal direction of the empty quadrant inside of the polygon, as depicted in Fig.2 (c).
3) Type-2 vertex, shown in Fig.2(d) , is the inverse case of type-01. The included angle of a type-2 vertex contains two empty quadrants of the crosshair. In fact, the bisector of a type-2 vertex (and type-3 also) is not uniquely determined. We can resolve this situation by inserting at type-2 vertex a pseudo-edge, which is a degenerate edge of zero length in the direction of x-axis (y-axis) if the inclusion angle contains x-axis (y-axis, respectively). This can be viewed as the limiting case of Fig.3(a) . Inserting a pseudo-edge decomposes a type-2 vertex into 2 type-1 vertices. The bisectors in Fig.2(d) are obtained between edges and the pseudo-edge.
4) Type-3 vertex is similar to type-2, except that 3 empty quadrants of the crosshair are included in the polygon inside. To decompose a type-3 vertex, we need to insert two pseudo-edges, one in x-axis direction and the other in y-axis direction, resulting in three type-1 vertices. Again, Fig.3 (b) shows a conceptually exaggerated view of pseudo-edges inserted at a type-3 vertex shown in Fig.2 (e).
By inserting pseudo-edges for all type-2 and type-3 vertices, we have type-0 and type-1 vertices only, so that all the bisectors between incident edge pairs can be computed. It is worth to note that all L ∞ bisectors are simple line segments, and hence VD ∞ of a polygon consists of only line segments, as compared to line segments or parabolic arc bisectors in VD 2 . This property makes the computation of VD ∞ very easy and robust. After this preparation step, we can apply most of Voronoi diagram computation algorithms for polygon, including divide & conquer algorithm in [6] and sweep line algorithm in [7] . The implementation in this research used the wavefront propagation algorithm proposed by Held et al [8] , which gives the almost linear average time complexity. For the details of the algorithm, the readers are referred to [8] . The algorithm starts from the bisectors between adjacent edges (called 'contour bisectors' in [8] ). As the algorithm goes on, a bisector (starting from a Voronoi vertex) between non-adjacent edges is required. Then, two edges are moved to the Voronoi vertex so as to meet back-to-back as shown in Fig.3 , and the Voronoi vertex is classified in the same manner as above to determine its direction. Fig.4 shows the resulting VD ∞ for a polygon. In the figure, Voronoi edges from type-00 or type-01 vertices are denoted by thin solid lines, while other Voronoi edges are marked by thin dashed lines. 
MAT ∞ of a polygon
The definition of MAT ∞ (P), the medial axis transform in L ∞ of a polygon P, can be adapted from that of MAT 2 It is worth to note that VD ∞ (P) consists of type-0 and type-1 Voronoi edges thanks to the pseudoedges inserted.
Definitions : MAT ∞ (P) and Skeleton ∞ (P)
Given a polygon P, an open square inside P not contained in any other open square is called a maximal square. The medial axis transform of P in L ∞ metric, denoted by MAT ∞ (P), is the locus of centers of its maximal squares. Note that MAT ∞ (P) = {type-0 Voronoi edges}. For x ∈ MAT ∞ (P), depth(x) is half the side length of the corresponding maximal square centered at x. Skeleton ∞ (P) is defined as VD ∞ (P) − {Contour Voronoi edges which are not of type-0}.
As explained in [5, 6] , in Euclidean space, medial axis transform can be easily obtained from Voronoi diagram by eliminating Voronoi edges incident to reflex vertices. However, in L ∞ metric, Skeleton ∞ (P) is not necessarily equal to MAT ∞ (P). In other words, the subset relationship holds : MAT ∞ (P) ⊆ Skeleton ∞ (P) ⊆ VD ∞ (P). By observing Fig.2 , one can easily deduce that only bisectors of type-0 vertices make maximal squares, so that other type of bisectors should be removed to obtain MAT ∞ (P). Fig.4 (b) and (c) show the MAT ∞ (P) and Skeleton ∞ (P), respectively. Unlike MAT 2 , MAT ∞ may not be a connected graph, as illustrated in the examples in Fig.4(b 
Lithography Path Generation
Optical lithography, widely used in electronic devices, is a process to form desired patterns by selectively exposing light with suitable wavelength on a layer of photosensitive material. The property of photosensitive material is changed as it absorbs the energy carried by the light. At a small molecular scale, the property change usually shows a quantized behavior with some threshold value, i.e. once the energy absorbed exceeds the threshold, the material property changes. Though the collective behavior at macro-scale is not completely binary, in this paper we would like to stay with the binary level model for the simplicity. While over-exposure does not cause problem for many lithography applications, it can be harmful to others. Though we simplify the problem in this paper, the exposure time as well as the machine dynamics (acceleration and deceleration) should be taken into consideration in order to obtain more accurate lithography result depending on the nature of application. Fig.5 shows the schematic diagram of the target machine. Here we assume that the table (or the optical subsystem) can move at a constant speed appropriate for the process and the aperture size can change linearly (i.e. at a constant rate). Since it takes time to turn the light source on or off unless equipped with fast shutter mechanism, we exclude this option, meaning that the light beam is always on during the operation and hence it should remain inside of the target polygon in order not to violate the desired shape.
For notational (and computational) convenience, we scale down the aperture size by the reduction factor of the lens. And the non-linearity of the lens is ignored.
Skeleton path
If the light source and aperture size is big enough compared to the depth of the input polygon, we can ignore the size limit. It is obvious that using the largest possible light beam will result in the fastest working time. It is well known that the inverse transform of MAT can recover the original object shape, hence we get : which means that a polygon P can be completely exposed by having the maximal square of light beam follow MAT ∞ (P). Since MAT ∞ (P) is the locus of maximal square centers, none of the points in MAT ∞ (P) can be excluded in order to completely fill P with maximal squares. From this observations, we can conclude that MAT ∞ (P) is the optimal set of points for the light beam path to follow. However, because MAT ∞ (P) may not be a connected graph and the light beam should remain in P during the operation, the separate components of MAT ∞ (P) should be linked. Hence, we use Skeleton ∞ (P) instead of MAT ∞ (P). The remaining issue in computing lithography path based on Skeleton ∞ (P) is to determine the sequence of the Voronoi edges in Skeleton ∞ (P). Since Skeleton ∞ (P) is a graph with possibly more than two odd-degree nodes in general case, Hamiltonian walk may not exist, which means some edges should be traced more than once inevitably. A simple solution is to apply depthfirst traversal starting from any vertex. When the light beam arrives at the polygon boundary, it retreats by back-tracing the path until it meets the unvisited branch. At a branch during depth-first traversal, it is wise to select shorter branch first so as to reduce the retreat path length. Fig.6(a) shows the skeleton path for the sample polygon in Fig.4 with the traversing sequence numbers next to Voronoi edges. 
Combined path
In this section, we will examine the path generation when the aperture size can vary within range [a, b] , where a and b denote half the side length of aperture at minimum and maximum. Let us define a depth filtering operator D(S>d) = {x∈S; depth(x) > d}. We can define D(S≤d) similarly. Using this operator, we can partition Skeleton ∞ (P) into 3 disjoint subsets : violating the polygon P. Hence this will leave some area around type-00 and type-01 corners. For S 2 , we know the skeleton based path is the best. For the inner-most part S 3 , the light beam cannot grow as big as the maximal square, so we have to use the light beam of size b, instead. By using VD ∞ (P) we can easily obtain the contour parallel paths consisting of offset polygons for the region deeper than b, using the algorithms given in [9, 10] . The lithography path can start from the inner most offset contour then move outward until the offset contour at depth b, to which the skeleton path for S 2 can be connected, as shown in Fig.6(b) and (c) . If we increase the path interval larger than b, there is a chance to observe small unexposed areas around sharp corners while the length of paths (and hence the travel time) is reduced. These areas can be removed by adding some extra path around corners as explained in [11] . As for the strategy to link contour parallel paths, we can also apply the technique developed for pocket machining [12] .
Another application example : Repairing defective FPD panel
As FPD (Flat Panel Display, such as LCD or PDP) panel gets larger, it is more prone to defect during the fabrication process. To reduce the cost and raise the yield, in-line inspection equipments filter defective panels by electrical testing. Filtered defective panels go through optical inspection with computer vision to locate the defective region, and the next step is to remove the defective region with high intensity light beam. The lithography path generation can also be applied to repairing the defective region in FPD fabrication. Fig.7 shows a picture of commercially available equipment developed by Photon Dynamics for repairing defective LCD panel. The concept of the machine is identical to that in Fig.5 , except that optical subsystem moves instead of the table. In Fig.8 , depicted are the defective region identified, its boundary polygon, and the repairing path generated by the same method described in the previous section. 
Concluding remarks
The main contributions of this paper can be summarized as below.
A new approach to compute Voronoi diagram of a polygon in L ∞ metric, which makes the implementation very simple and robust Characterization of MAT in L ∞ metric Lithography path generation and applications alike Though the current implementation of VD ∞ computation handles only simply connected polygon, it can be easily extended to deal with polygon with holes and even open polygonal chain.
Algorithm for VD ∞ can be used to compute VD 1 by rotating the input polygon 45°. As the final remark, it is worth to mention the resemblance between VD ∞ and the straight skeleton introduced by Aichholzer and Aurenhammer [13] , in that both provides skeleton information consisting of only linear bisectors. Straight skeleton can be used for mitered offsetting of a polygon in Euclidean metric. However, the behavior around sharp reflex vertices is ugly and this makes the time complexity of best known algorithm for straight skeleton O(n 2 ). It seems possible to introduce the pseudo-edge concept at the reflex vertex, which will confine the influence of sharp reflex vertex to its local neighborhood. This topic is left as a further research.
