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Chapter 1
Introduction
1.1 Random Access
Random Access, in communications, is a family of techniques used for trans-
mitting information from many sources to a central entity over the same
channel without prior coordination between the sources or with the central
entity. Its main application is in wireless communications where many users
have to share a common channel and the packets they send are prone to
collisions. Random access is generally used when assigning a portion of the
channel exclusively to each user either permanently (with standard multiple
access techniques) or upon request (for example with DAMA schemes used
in satellites [1]) is not viable, mainly because of channel under-utilization in
the ﬁrst case and excessive delay and overhead in the latter. This is usually
the case when either the traﬃc is unpredictable and completely random, or
when very small and urgent data volumes need to be sent. Coordination
and synchronization are even more problematic in satellite communications
because the delays needed to establish a connection can be very high, penal-
izing the performances. While random access has been an important part in
the satellite business for a long time, in the past years its importance had a
massive boost thanks to machine-to-machine (M2M) communications, a fast
growing part of the mobile communications that is going to assume a major
role in the upcoming years [2]. M2M scenarios are usually characterized by a
very large number of terminals that frequently transmit very small amounts
of information, like sensors networks. In these situations random access is
the only option and thus development of reliable protocols is a really hot
topic nowadays. The ﬁrst form of random access was called ALOHA [3], an
asynchronous multiple access scheme that was developed in the early 70s at
the University of Hawaii to be used in the ﬁrst wireless packet data network.
In the pure version of ALOHA every user transmits whenever he has data
to send and then waits for the response of correct reception by the receiver.
If no response is received within a certain time, the sender assumes that
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a collision has occurred and waits a random time interval before trying to
transmit again. In any random access techinque, as the load of the system
increases (i.e. more users are transmitting) the probability of having colli-
sions also increases. If we deﬁne the channel load as the average number of
packets sent over the packet duration T and the throughput as the average
number of packets that are received without collision over the same time T ,
ALOHA throughput reaches the maximum 0.18 packets/T duration when
the oﬀered load is 0.5 packets/T. A diﬀerent version called slotted ALOHA
(SA) was proposed [4] to improve the poor performances of the pure one.
In this enhanced version, the time is divided in discrete slots and every user
can only start the transmission at the beginning of said time slots. While
this creates the need of slot-level synchronization to achieve a common time
reference, it doubles the maximum throughput of pure ALOHA [5]. The
problem with the application of these RA protocols is that in satellite sce-
narios the packet loss ratio (PLR) is a much more important metric than
the maximal throughput. In satellite systems the loss of a packet and its
consequent retransmission induces a long delay in the correct reception of
the packet due to the propagation delay between the earth and the satellite.
For this reason both ALOHA and SA have to be operated at system loads
well below the ones that achieve the maximum throughput. Despite these
problems SA represents today a well established Random Access technique
for TDMA satellite networks mainly due to its extreme simplicity and the
lack of a high demand of random access traﬃc up to a decade ago. SA in
satellite systems only works with very moderate normalized average loading
(e.g. 2-5%) to ensure acceptable packets transmission delay and loss proba-
bility [3]. Nearly 10 years later an enhancement of SA was proposed under
the name of Diversity Slotted ALOHA (DSA) [6]. DSA provides a lower
delay and higher throughput than SA under very moderate loading condi-
tions by transmitting twice the same packet in a diﬀerent TDMA slot, or
a diﬀerent frequency and time slot in case of Multi-Frequency TDMA. The
throughput diﬀerence between Aloha and Slotted Aloha or DSA, however,
is limited and quite poor in absolute terms. The poor performance of the
standard RA schemes caused random access to be relegated in satellite en-
vironment only for initial login, capacity request or Medium Access Control
(MAC) signaling packets. In the last years many interesting protocols have
been developed like CRDSA [7], E-SSA [8] and ACRDA [9]. They all use
Successive Interference Cancellation (SIC), a procedure that iteratively can-
cel the decoded packets from the received signal to reduce the interference on
the not yet decoded ones. This technique permits random access protocol to
achieve a packet loss ratio much better than the aforementioned simpler RA
schemes. CRDSA and ACRDA are both enhancement of DSA in the sense
that they both use more replicas of the same packet to perform the SIC, the
ﬁrst requires a common synchronous time frame between the users although
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the second is asynchronous while keeping a virtual slotted nature internal
to each user. E-SSA is also asynchronous but relies on spreading to reduce
the impact of packet collisions to permit I-SIC without the use of replicas.
All these methods largely outperform SA and DSA and despite being de-
veloped for satellites communications, they can be used as a random access
technique for other scenarios [10]. Spread-spectrum RA usually outperforms
the time-division one in terms of achievable sum rate but the interest in
high performance slotted RA (i.e. CRDSA) is still growing due to its abil-
ity to be more easily integrated into many legacy systems. The concept
of CRDSA can be easily adapted to work with MF-TDMA, very common
in satellite communications [11] and even in slotted OFDM which is more
used in terrestrial communications standards. The advantage of CRDSA in
these ﬁelds is the ability to work almost seamlessly on existing technologies
whereas spread-spectrum would require a signiﬁcant change in the physical
layer. The ability to adapt to many diﬀerent scenarios and the fact that
it is already a stable protocol tested and implemented in DVB-RCS2 make
CRDSA the best choice for the research done in this thesis as explained at
the end of the chapter. In the remainder of the chapter CRDSA is presented
with particular emphasis on how the demodulator works. In the following a
brief description of ACRDA and E-SSA is given, pointing out the diﬀerences
between these two and CRDSA. In the last part the scope of this thesis is
explained and a summary of the structure of the work is presented.
1.2 CRDSA Description
Contention Resolution Diversity Slotted ALOHA (CRDSA) is a random ac-
cess scheme proposed by Casini et al. [7] as an enhancement to traditional
RA schemes like SA and DSA mainly for satellite scenarios with interac-
tive users. The introduction of interactive user terminals led to a large
segmentation of the traﬃc, i.e. more transmitters with smaller amounts of
information, and increased interest in a more eﬃcient RA scheme. Although
not restricted only to satellite networks, this protocol was developed for the
return link of TDMA satellites either regenerative or with bent-pipe conﬁg-
uration. In the ﬁrst case the demodulator is situated on-board the satellite
while in the latter it is located on the ground receiving station. CRDSA
is now supported as an optional transmission protocol on the return link of
the 2nd generation Digital Video Broadcasting Return Channel by Satellite
(DVB-RCS2) standard for both data and signaling traﬃc [11].
CRDSA, being a TDMA scheme, has an internal time structure com-
posed by frames (called RA frames) which are additionally divided in a ﬁxed
number of time slots. Each Satellite Terminal (ST) is supposed to keep a
common frame and slot time reference to ensure the correct behavior of the
decoding process, the details on how good this constraint has to be and how
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this is done are not explained here and the reader is directed to [7] for fur-
ther clariﬁcations on the subject. Whenever a terminal has a packet ready
to be sent, waits for the beginning of the next RA frame before transmit-
ting it. Each ST can only transmit one MAC packet per RA frame. In
fact, the terminal will physically transmit two diﬀerent copies of the same
MAC packet with exactly the same preamble and payload information bits
in two randomly selected slots within the same RA frame. An example of
the structure of the CRDSA frame can be seen in ﬁgure 1.1.
User 1 User 2 User 3 User 4
User 5
User 3
User 5
User 4
User 1User 2
CRDSA Frame
Figure 1.1: Structure of the CRDSA frame
As we can see, due to the random nature of the selection of the slots
some of them may be empty while some others may be occupied by a lot
of users. This slotted nature of CRDSA leads to a high variability in the
number of colliding packets in each slot. Each burst signaling information
points to its twin location, enabling the CRDSA demodulator to cancel the
interference caused by a packet when its replica has been successfully de-
coded. This approach is repeated iteratively Niter times for every RA frame
so that many packets that are initially lost due to their low Signal to Noise
plus Interference Ratio (SNIR) can be successfully recovered. This type of
Interference Cancellation (IC) requires a good channel estimation for twins
bursts removal. Carrier frequency, amplitude and timing can be assumed
to be equivalent between replicas on the same frame, allowing the estima-
tions made on the decoded packet to be used to cancel the interference of
its replica. Carrier phase on the other hand is time variant also from slot
to slot in practical broadband systems and has to be estimated for every
packet replica. To allow this, every packet has a random preamble signature
taken by a family of signatures that should provide good auto and cross-
correlation properties. Replicas of the same packet share the same preamble
so that once one the two has been decoded, the preamble is known and can
be exploited to estimate the phase of the packet even in case of collisions.
Power unbalance among diﬀerent users is permitted and actually improves
the iterative cancellation process by allowing some packets to be decoded
even in presence of collisions. Thanks to SIC, CRDSA provides a 3-fold and
50-fold increase in throughput for a target packet loss ratio of 10−3 when
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compared to DSA and SA respectively, on top of that decoding delay is also
reduced. The previous numbers hold for 2 replicas and for equal power pack-
ets but the improvement increases by sending more replicas and in case of
power unbalance.
To permit the iterative decoding process, the demodulator will store in
memory the base-band samples corresponding to a full RA frame duration.
The steps taken during every iteration are described here but the reader is
directed to [7] in case a deeper understanding is needed.
1. Demodulation and decoding of clean bursts: By clean bursts we mean
those bursts for which the signal, noise and interference level allows preamble
recognition and payload decoding.
(a) First the demodulator searches in each slot of the frame for all the possi-
ble burst preambles. Once the presence of one or more preamble sequences is
recognized in a slot, the demodulator will try to estimate the burst channel
parameters and attempt to decode the payload content. If the Code Redun-
dancy Check (CRC) veriﬁcation is successfully passed, the recovered burst
is declared as clean.
(b) When a burst is successfully decoded it can be fully regenerated at com-
plex base-band level by re-encoding and modulating the decoded useful bits
multiplexed with the current burst slot location signaling bits. In the twin
burst regeneration the slot where the "replica" of the burst was transmitted
is derived from the burst payload signaling information bits.
(c) The twin burst signaling information is protected by the same FEC of
the useful payload bits thus it is correctly recovered when the CRC check is
successful. Detected clean bursts twin locations within the frame is stored
and used for the next step jointly with their amplitude and clock information
derived from the clean burst detection.
2. Contention Resolution Algorithms: Following the previous step, the
CRDSA demodulator will process all the slots where the replicas of a clean
burst were not successfully decoded due to collisions with other users. The
CRDSA algorithm aims at post-processing the stored frame samples to re-
solve contention in some of the slots where collisions occurred.
(a) The demodulator stores soft samples of the received signal in the slots
where replicas of clean bursts are found.
(b) The phase, amplitude and eventually small frequency errors of the repli-
cas are re-estimated correlating the regenerated full payload symbols with
the memory samples from the clean replicas, and exploiting the auto and
cross-correlation properties of the preamble codes.
(c) The collided replica burst can be removed by IC so that the interference
on the slot where it was positioned will decrease.
The process is then repeated at every iteration until the maximum number
of iterations Niter is reached.
A problem with this kind of SIC may arise when inside a frame, a subset
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of two or more users exists in which every user shares all his replica locations
with at least one other user in the same subset. This situation is called loop
and it can be observed occurring between user 4 and 5 on ﬁgure 1.1. Loops
cause the contention resolution between interested users to be impossible
unless some of their replicas can be decoded even when in presence of a
collision (like in case of power imbalance between users or very strong FEC
coding). Loops between 2 users can only occur if they both have the replicas
in the exact same slots while loops between a higher number of users can
happen in very diverse ways and are thus diﬃcult to analytically model.
The probability of having loops in the simpliﬁed case in which all the users
involved share exactly the same slots has been investigated in [12]. Loops are
the main reason for the presence of a packet loss ratio (PLR) ﬂoor when the
channel load is low and for the diminishing return advantage in increasing
the maximum number of SIC iterations Niter
An Enhanced version of CRDSA called CRDSA++ is presented in [13],
this supports a number Nrep of replicas per packet instead of just two. In-
creasing the number of replicas per packet decreases the loop probability C
but increases the demodulator complexity and the total number of packets
present in a frame. If the number of users gets too high, the higher num-
ber of collisions caused by the higher number of packets in the frame may
overcome the beneﬁts obtained by the reduced loop probability.
1.3 ACRDA Description
The slotted nature of CRDSA may be considered one of its biggest limits,
causing delay and overhead especially for satellite communication systems
in which the distance between transmitters and receiver is really large. An
evolution of CRDSA has been proposed by De Gaudenzi et al. in [9] under
the name of Asynchronous Content Resolution Diversity ALOHA (ACRDA)
and has been proven to provide better performances and lower delay at the
cost of a higher demodulator complexity. In ACRDA, time is still divided
into slots and frames of slots; nonetheless, slot and frame boundaries are
not deﬁned globally taking as reference the timeline at the centralized de-
modulator. Instead, in ACRDA, the boundaries of slots and frames of slots
are local to the transmitter; hence, slots and frames are completely asyn-
chronous among transmitters. For this reason the common frame structure
that is shared by each transmitter is referred to as virtual frame. An example
of the ACRDA frame structure can be seen in ﬁgure 1.2. As in CRDSA each
user still randomly chooses the slots for its replicas inside its virtual frame,
at the receiver side on the other hand the users are completely asynchronous.
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User 1 User 1
Virtual Frame User 1
Virtual Frame User 2
Virtual Frame User 3
User 2 User 2
User 3 User 3
Figure 1.2: Structure of the ACRDA frame
The Asynchronous nature of ACRDA provides some interesting advan-
tages on top of the removal of synchronization overhead. A ﬁrst one is that
collisions between users are only partial most of the time and so the amount
of interference is lower. This increases the throughput and lowers the loop
probability since packets that only partially overlap can be decoded correctly
with higher probability compared to a full overlap. A second advantage is
that, being the virtual frame oﬀset between users completely random, the
ﬁrst replica can be forced to be always in the ﬁrst slot of the virtual frame.
This could not be done in CRDSA where the ﬁrst slot is completely over-
lapping for every user. Forcing the ﬁrst replica in the ﬁrst slot has been
proven to provide a substantial improvement in the average decoding delay
experienced by the users while causing no practical loss in throughput. To
provide these beneﬁts the demodulator complexity has to be increased to
cope with the asynchronous arrivals. The window delimiting the portion
of the signal on which to perform the SIC is not bounded anymore to one
frame duration. An optimal length W for this window has been shown to
be around 3 times the virtual frame length, causing the need of a bigger
memory on-board the demodulator. Another disadvantage is that two sub-
sequent windows in the decoding process have overlap to avoid cutting the
virtual frame of some user into two separate windows, causing a signiﬁcant
degradation in the SIC process. This mean that the ﬁrst samples in two
subsequent windows have a distance in time that is a fraction of the window
size. A value of this time shift ∆W that provides a good trade-oﬀ between
complexity and performance of the SIC process has been found to be around
15% of W . The demodulating process on the window is the same in princi-
ple of the one found in CRDSA: I-SIC is performed a number Niter of times
on every window and decoded packets' replicas are canceled to reduce the
interference
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1.4 E-SSA Description
Enhanced Spread Spectrum ALOHA (E-SSA) is a random access scheme
proposed by del Rio Herrero and De Gaudenzi [8] aimed at providing a high
eﬃciency transmission protocol for machine-to-machine communication in
hybrid satellite/terrestrial networks. E-SSA improves the existing Spread
Spectrum ALOHA (SSA) techniques [14]-[15] mainly by adding the SIC pro-
cess that boosts the performance and transforms SSA biggest problem (mul-
tiple access carrier power unbalance) into an advantage. Developed to be
used with machine-to-machine services for the automotive market such as
ﬂeet management, automated asset tracking, stolen vehicle recovery system,
pay as you drive (insurance, road tax, road tolling), and vehicle diagnostics,
E-SSA uses DS-SS/CDMA as a multiple access scheme rather than TDMA.
This is because the key communications characteristics of these services are
low packet size, data rate and duty cycle with a potentially very large number
of communicating terminals. In this kind of situation the synchronization
overhead needed for slotted RA system greatly reduces the system eﬃciency.
Instead of using standard DS-SS where every user is given a spreading se-
quence chosen from a pool of many possible ones, in E-SSA every user is given
the same pseudo-random sequence and relies on the asynchronous nature of
the system to diﬀerentiate between users. The spreading sequence is chosen
so that even a small shift of it will provide a low auto-correlation granting
good interference mitigation even with a single sequence. Being CDMA-
based the E-SSA structure is not organized into frames and messages are
sent by users whenever they are ready. There are no replicas in E-SSA as
spreading is used to increase the probability of decoding a packet instead
of time diversity as in CRDSA and ACRDA. This provides two beneﬁts:
higher traﬃc aggregation (which provides lower ﬂuctuation on the number
of users [16] and as a consequence on the capacity ) and lower interference.
The ﬁrst one is due to the fact that the average bit/symbol after spreading
is much lower than in an unspread case and so a higher number of users is
required to reach the same load. The lower interference is instead due to the
fact that with no packet replicas, there is less redundancy in the channel.
The demodulation principle in E-SSA is very similar to the one adopted in
ACRDA. The window on which the iterative SIC is performed has a length
of around 3 times the packet duration. The window is shifted in time after
Niter I-SIC iterations by a discrete amount which is between 1/3 and 1/2 of
the window size. E-SSA usually outperforms CRDSA and ACRDA as it can
easily reach a capacity of over 2 b/s/Hz. When packet transmission power is
optimized as it has been done in [17] the achievable capacity is even higher
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1.5 Scope of the thesis
The ﬁrst objective of this thesis was to study and ﬁnd the optimal trans-
mitting power distribution that maximizes the achievable throughput for
CRDSA, in a similar fashion to what has been done in [17] for E-SSA. Au-
thors in [17] have proven, both analytically and with simulations, that the
optimal power distribution for E-SSA is uniform in dB, as was the case in
the CDMA with SIC scenario analyzed by Viterbi in [18]. Such distribution
provides, in the case of E-SSA, an increase in the achievable throughput of
over 100% as well as a lower mean transmitted power compared to the equal
power case. In the case of CRDSA the power optimization was found to be
analytically intractable mainly due to the added complexity introduced by
the replicas, which can not be considered as a real source of information but
only as redundancy that still creates interference for the other packets. The
approach therefore followed in this thesis was to develop a simulator that
could reproduce the packet loss ratio of the CRDSA scenario as a function
of various system parameters including the power distribution, and to use it
in the optimization process. The proposed simulator is simple and fast to
speciﬁcally address the optimization problem and has been validated with
the aid of an already existing complex and reliable simulator. Optimiza-
tion has then been carried out exploiting genetic algorithm (GA) tools that
are widely used to address complex optimization problems. The optimal
distribution found provided a gain in throughput of up to 100% over the
equal power case and of about 10% over the uniform in dB one, proving that
uniform is not the optimum solution as in the E-SSA case.
In addition to the optimization of the power distribution, another topic
of interest analyzed in this thesis has been the energy and power eﬃciency
of CRDSA and possibly ACRDA. Being CRDSA a time division scheme,
it requires an increase in the necessary peak power of every terminal since
each user transmits information only on a small portion of the time. The
increment in power for CRDSA in respect of single user transmitting all the
time is proportional to the number of slots in the frame, which has to be
usually higher than 50 to ensure acceptable performance. To address this
problem a combination of time and frequency division scheme (MF-CRDSA)
has been analyzed which requires only a peak power increase proportional to
the number of replicas, at the cost of a slightly higher loop probability. The
energy eﬃciency of CRDSA is tightly related to the number of replicas that
are sent in the frame, having a lower number of replicas is beneﬁcial for the
high load conditions since there is less interference. In low loads conditions
on the other hand, having a low number of replicas (i.e. 2) increases the
PLR ﬂoor as a consequence of the higher loop probability. To address this
issue, a scenario in which CRDSA is combined with direct-sequence spread
spectrum (DS-SS) with a very low spreading factor (2-4) has been studied.
Simulation results show that even for a spreading factor of 2, the reduction
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of unresolvable loops is suﬃcient to ensure a low PLR ﬂoor. Combination
of both techniques has also been partly analyzed and shown to provide good
energy and power eﬃciency without a degradation in performances compared
to the standard CRDSA.
Chapter 2
Capacity Bounds
Here in this Chapter we try to address the problem of evaluating channel
capacity bounds for Random Access without spreading. Several studies for
diﬀerent channel models can be found in literature and while none of them
could really be adapted to our case, some propose results that give useful
hints on how to calculate capacity in a unspread-RA scenario. The rest of
the chapter is organized as follows: ﬁrst some known results on the multiple
access channel are presented, then capacity calculation in the presence of
random access is discussed and some results from the literature are shown.
Afterwards the approximation of capacity with throughput is presented and
some throughput analytical models are summarized. At the end of the chap-
ter the applicability of the presented methods to our case is reviewed
2.1 Cover-Wyner Capacity Region
The capacity region of the generic m-user multi-access channel has already
been calculated [19] and is usually presented in literature as the Cover-
Wyner Capacity Region. This formulation gives an upper bound on the
maximum reliable achievable rate in a multi-access scenario and can be ex-
pressed after giving some simple useful deﬁnitions:
Let X1, X2, . . . , Xm be the m inputs of the channel, Y the output of the
channel and R1, R2, . . . , Rm the rate of information at which the transmitters
send. We deﬁne a subset of the total transmitters as S ⊆ {1, 2, . . . ,m} and
its complement as Sc. Let R(S) =
∑
i∈S Ri and X(S) = {Xi : i ∈ S}. We
can now deﬁne the following Theorem:
Theorem 2.1.1: The capacity region of an m-user multiple access channel
is deﬁned as the closure of the convex hull of the rate vectors satisfying:
R(S) ≤ I(X(S);Y |X(Sc)) for all S ⊆ {1, 2, . . . ,m} (2.1)
for some product distribution p(x1)p(x2) . . . p(xm)
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For the special, yet useful case of AWGN channel a precise upper bound
can be found1: ∑
i∈S
Ri ≤ log2
(
1 +
∑
i∈S Pi
σ2n
)
(2.2)
where Pi is the received power for the i-th user and σ
2
n is the thermal noise
power at the receiver. Equality in (2.2) holds only if Xi ∼ N (0, Pi) for all
i ∈ S, users completely share the channel in both time and frequency domain
and SIC is used to cancel the signal of each user after it has been successfully
decoded. If we denote with PT =
∑
i Pi the total power of the signal at the
receiver, we can see that the multiple access capacity is equal to the well
known single user capacity with a transmitting power PT
CMA = CSU = log2
(
1 +
PT
σ2n
)
(2.3)
which is often also expressed as a function of the energy per bit to noise ﬂoor
level [Eb/N0]T with the non-linear equation:
CMA = log2
(
1 + CMA
[
Eb
N0
]
T
)
shown in ﬁgure 2.1.
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Figure 2.1: AWGN channel capacity as a function of [Eb/N0]T
1In the reference and in literature we usually ﬁnd 1
2
log2(·) instead of log2(·) simply
because real channel inputs are usually considered. In this work complex inputs are
assumed so every capacity expression should be divided by 2 if real inputs are used
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Suppose now that we want to extend the multiple access capacity formula
(2.3) to a TDMA scenario in which time is divided in frames composed of
N time slots and that in any given time slot an arbitrary number of users
can transmit. Let s = 1, 2, · · · , N denote an arbitrary slot in the frame and
ks ≥ 0 be the number of users that are transmitting in slot s. Diﬀerent time
slots are completely orthogonal and can be treated as separate channels for
capacity calculation. Only one of them is active at a time and only once per
frame so the contribution to capacity that every channel is giving has to
be normalized by the number of slots in the frame N . We can then express
the capacity in the slot s as:
Cs =
ks∑
u=1
1
N
log2
(
1 +
Ps,u
σ2n
)
(2.4)
where Ps,u is the power of the u-th user transmitting in slot s. By adding
the capacity of every slot in the frame we can ﬁnd the total TDMA capacity:
CTDMA =
N∑
s=1
ks∑
u=1
1
N
log2
(
1 +
Ps,u
σ2n
)
(2.5)
2.2 CDMA with SIC
Viterbi in [18] presented a spread-spectrum multiple access scheme in which
every user encodes its information stream with very low-rate convolutional
orthogonal codes presented in [20]. The author shows how with such a sys-
tem, the total achievable sum-rate can reach the multiple-access capacity
(2.3) as the number of users tends to inﬁnity. To achieve this result the de-
modulator must use ideal successive interference cancellation and the users
must coordinate to choose the optimal transmitting power for each one of
them. A summary of the steps taken to reach this conclusion is here pre-
sented. Let the system in analysis be composed by a number K of users,
each of which has the same information bit-rate Rb and the same spectral
eﬃciency r = Rb/W  1 with W being the bandwidth occupied by the
signal after spreading. Each user transmits at a power Pk and has then a
signal to noise ratio γk = Pk/N0W = Es/N0 where N0 is the noise ﬂoor and
Es is the energy per symbol. By ordering the users in ascending order of
signal-to-noise ratio, we know that the rate of the last user (the one with the
highest SNR) is:
r = rK =
α
ln 2
γK(
1 +
∑K−1
j=1 γj
)
where α < 1 is the ratio between the Shannon capacity and the spectral
eﬃciency achieved with the orthogonal convolutional code for the same signal
to noise ratio. When the constraint length of the convolutional code is large
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α approaches 1. After the Kth user is decoded, it can be canceled from the
received signal using SIC. The power ratio γK−1 of the (K−1)-th user needs
to satisfy:
r = rK−1 =
α
ln 2
γK−1
1 +
∑K−2
j=1 γj
Considering that this process is repeated recursively, the power ratio γk of
the kth user needs to satisfy:
r = rk =
α
ln 2
γk(
1 +
∑k−1
j=1 γj
) k = 1, 2, . . . ,K (2.6)
Since all rates are equal, to satisfy equation (2.6) it is suﬃcient to set for all
k:
γk = γ1(1 + γ1)
k−1 k = 1, 2, . . . ,K
which makes the distribution of the power of the users exponential, thus
uniform in dB. The value of γ1 can be easily obtained by the condition:
PT
N0W
=
K∑
k=1
γk = γ1
∑
k = 1K(1 + γ1)
k−1 = (1 + γ1)K − 1 (2.7)
where PT =
∑K
k=1 Pk is the total transmitted power. From (2.7) we obtain
γ1 =
(
1 +
PT
N0W
)1/M
− 1
which makes it possible to express the spectral eﬃciency of every user as:
Rb
W
= r =
αγ1
ln 2
& α
K
log2
[
1 +
PT
N0W
]
b/s/Hz
where the inequality approaches equality for asymptotically large K. We can
now express the total sum-rate as:
rT = Kr & α log2
[
1 +
PT
N0W
]
b/s/Hz (2.8)
Thus, for the totality of the users sharing a common bandwidth, the com-
posite bit rate approaches within a factor α of the Shannon limit. For an
asymptotically large constraint length of the code, α can be made to ap-
proach 1.
When the issue of residual interference is taken into account, the total
sum-rate of the systems as PT /(N0W ) tends to inﬁnity becomes:
lim
PT /(N0W )→∞
rT =
log2(1/β)
1− β
where β is the residual uncanceled error power fraction of the previously
decoded users, assuming that on average all users have equal residual error
power.
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2.3 CDMA Capacity with Random Spreading Se-
quences
Verdú and Shamai analyzed in [21] the capacity of the CDMA multi-access
channel when random spreading sequences are used instead of optimal ones.
In this kind of scenario we normally cannot really speak of random access
since the number of users in the system is considered deterministic, and all of
them are constantly active. This result is still useful because it gives a tighter
bound on the capacity that is achievable when using spreading on random
access. Consider a scenario in which there are K users transmitting with
the same information bit rate Rb and applying the same spreading factor N .
If K ≥ N speciﬁc spreading sequences can be found which lead, if optimal
decoding is used, to the same capacity as the multi-user channel without
spreading:
C = log2
(
1 +
K
N
γsys
)
(2.9)
where γsys =
1
K
∑K
i=1 γi represents the user-average energy per transmitted
N chips divided by the Gaussian noise spectral level σ2w, with γi being the
eﬀective energy per transmitted N symbols divided by the Gaussian noise
spectral level for user i. Even though referring to capacity without spreading,
the spreading factor N in equation (2.9) is present to keep the same notation
with the equations of the spread case. The equation is still valid because
the presence of N is counterbalanced by the fact that γsys is related to the
energy of N symbols rather than to that of a single one.
When random spreading sequences are used, diﬀerent expressions for
capacity are found based on the type of receiver. Capacity for the optimal
receiver has been derived as:
Copt = Ω(γ,
K
N
) =
K
N
log2
(
1 + γ − 1
4
F(γ, K
N
)
)
+ log2
(
1 + γ
K
N
− 1
4
F(γ, K
N
)
)
− log2 e
4γ
F(γ, K
N
)
(2.10)
where
F(x, z) ,
(√
x(1 +
√
z)2 + 1−
√
x(1−√z)2 + 1
)2
.
This expression converges for γsys → ∞ or for KN → ∞ to equation (2.9).
This results suggest that with increasing SNR or increasing ratio between
users and spreading factor, the choice of speciﬁc spreading sequences becomes
unnecessary and random sequences can be chosen instead.
In [17] equation (2.10) has been extended to include the eﬀect of a ﬁxed
FEC coding on the information bits. Let rFEC be the FEC coding rate and
M the modulation order used by all users in the system. We denote with
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Rs = Rb/(rFEC log2M) the symbol rate at the output of the FEC encoder
and with Rc = RsN the chip rate after the spreading. The system bit
energy to noise power spectral density can be expressed as [Eb/N0]sys =
γsys
Rs
Rb
while the total aggregate capacity of the system can be expressed as
CR = K
Rb
Rc
= KN rFEC log2M . The aggregate capacity can then be computed
by solving the non linear equation
CR = Ω
(
rFEC log2M
[
Eb
N0
]
sys
,
CR
rFEC log2M
)
that is depicted in Figure for rFEC log2M = 1/3, 2/3 and compared to the
Shannon AWGN bound.
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Figure 2.2: Comparison between random CDMA capacity CR and the
AWGN Shannnon bound as a function of [Eb/N0]sys
2.4 Random Access Capacity
There are many factors that contribute to randomness in communication
systems, some of them are intended and controllable like the policy used by
each user to transmit in a random access system, some others are unavoidable
and outside of the system design like fading and synchronization errors. As
is usually done in literature we want to analyze the system only for its design
parameters, assuming that everything else is ideal. Unfortunately even by
doing so, there are many factors that can contribute to the randomness of the
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received signal and each one of them add some complexity to the system.
The ﬁrst factor that is always present in a random access system is the
number of active users in the channel. This is also the only factor that is
taken into consideration in several literature references meaning that once
this number is ﬁxed because we are analyzing a single realization, everything
else is deterministic.
One of the ﬁrst to analyze this kind of situation was Gallager [22]. The
author starts by describing the 2-user multiple access channel but when
random access is discussed in the paper, information theoretic approach is
dropped and various access techniques are discussed only on a throughput
base. Slotted-ALOHA is also analyzed, without taking into consideration
interference cancellation, deriving the well-known maximum throughput of
e−1.
In a more recent study by Tinguely et al. [23] Random Access MAC
is discussed and a capacity expression is also found taking into account a
possible collision recovery algorithm. The problem with this model is that the
channel is supposed to be discrete to simplify calculations and an adaption
to the continuous case can be quite challenging.
In [24] the capacity of time-slotted ALOHA as a multiple-access system
is analyzed over the AWGN channel. At the end of the paper proof is given
that packet burstiness, despite aﬀecting the decoding delay, does not aﬀect
the multi-access capacity region. This result is found assuming an inﬁnite
delay buﬀer which the counterbalances the eﬀect of the burstiness and is
only valid when the system is deterministic once the number of active users
is ﬁxed, as it is in the examined slotted ALOHA.
Another factor of randomness is the collisions that take place between
the users. Even when the number of active users is ﬁxed, the collisions are
still random. This is for example the case in all the advanced random access
schemes presented at the beginning of the thesis. For E-SSA, even knowing
the number of active users at any given time does not give information on the
partial overlap that each of them have in respect of the others. In CRDSA
each user can only decide where to transmit the packets at the beginning
of the frame, for this reason it makes sense to describe only the number of
active users at frame granularity. Once this number is ﬁxed, the collision
that can occur between users can greatly vary within the frame. In ACRDA
the situation is between E-SSA and CRDSA because it is an asynchronous
protocol but with a framed structure internal to every user.
A third factor of randomness that plays a role in the capacity calculation
is the power unbalance. Capacity of the multiple access channel is a concave
function of the total active power in the system and even when the super-
position between users is assumed to be known, a power randomization still
induces ﬂuctuation in capacity. While this factor is not always present in
CRDSA, at least by design and not due to fading, one of the targets of this
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thesis is to ﬁnd the optimal power distribution for the protocol and so it has
to be taken into consideration. In the remainder of the chapter most of the
scenario and results that appear to be deterministic are simply referring to
a single realization of the random channel
2.4.1 Spread Spectrum ALOHA Capacity
A comprehensive model to calculate channel capacity of spread spectrum
ALOHA can be found in [25]. Despite being developed for a spread scenario,
it actually takes into account all the three possible randomness factors that
we are interested in and it can be for this reason helpful in devising an
approach for our case of interest.
Channel Model
The transmitted baseband waveform relative to the m-th symbol of the k -th
user has the following expression:
xk(t;m) = bk[m] ·
N∑
n=1
ck[n] · gtx(t− (n− 1)Tc − (m− 1)Ts)
bk[m] represents the m-th symbol of the k -th user, ck = (ck[1], . . . , ck[N ])
T
denotes the spreading sequence of the k -th user, Tc is the chip duration, Ts
is the symbol duration and N is the spreading factor.
Asynchronism among users is taken into account through τk, denoting
the delay from the beginning of the ﬁrst time slot of the k -th user and a
common reference time instant. τk < Tc is assumed because, in CDMA,
system performance has been proved to be independent of a signal shift
multiple of the chip duration. The signal at the receiver is expressed as:
y(t;m) =
K∑
k=1
hk[m] ·
√
Pk · xk(t− τk;m)⊗ grx(t) + w(t)
where hk[m] denotes the fading coeﬃcient of the k -th user over the whole m-
th symbol duration, Pk denotes the received power for the k -th user, grx(t)
denotes the receive ﬁlter and w(t) is an additive Gaussian noise with ﬂat
spectral density N0 over the bandwidth of the receiver. Transmit and receive
ﬁlters are combined in the elementary baseband form g(t) = gtx(t) ⊗ grx(t)
which we will suppose being a sinc-pulse:
g(t) =
1√
Tc
sinc
(
t
Tc
)
The signal is then sampled using a sampling frequence of fs = r/Tc resulting
in the following discrete-time model:
y[m] = A[m] · b[m] +w[m]
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where b[m] = (b1[m], . . . , bK [m])
T is the information vector, y[m] is the
rN × 1 vector containing the rN samples of the m-th received symbol and
w[m] is the rN × 1 vector containing the rN noise samples, each having
distribution NC(0, σ2w) with σ2w = rN0/Tc. The system response matrix is:
A[m] = G[m] ·H[m] ·P
with
G[m] =
 G1,1[m] · · · G1,K [m]... . . . ...
GrN,1[m] · · · GrN,K [m]

being the matrix which accounts for chip modulation, delay and ﬁlters, with
elements given by:
Gi,k[m] =
N∑
n=1
ck[m]g
[
(i− 1)Tc
r
− (n− 1)Tc − τk
]
with
H[m] = diag(h1[m], . . . , hK [m])
being the matrix which accounts for small-scale fading and
P = diag(P1, . . . , PK)
the matrix accounting for large-scale fading and power control mismatch.
Capacity Expression
The model presented can be used to calculate capacity relative to particu-
lar realizations of matrix A, this includes speciﬁc fading models and spe-
ciﬁc spreading signatures. Dropping the symbol notation (m) and assuming
E{bbH} = IK independently of K, the SNR is deﬁned as the ratio between
the received energy per transmitted N chips and the noise spectral level:
γ =
tr(AAH)
Kσ2w
(2.11)
Channel capacity is then evaulated as a function of A for both the optimal
receiver and the linear MMSE receiver case.
Optimal receiver capacity has been derived from a general expression in
[26] and has the following expression:
C(A) =
1
N
log2
(
det
(
IrN + γK
AHA
tr(AHA)
))
, (2.12)
20 CHAPTER 2. CAPACITY BOUNDS
This equation can be simpliﬁed using Singular Value Decomposition on ma-
trix A to obtain:
C(A) =
1
N
rank(A)∑
l=1
log2(1 + γρ
2
l )
where (ρ1, . . . , ρrank(A)) denote the normalized singular values of A, i.e. the
singular values of the matrix
(√
K/tr(AAH)
)
A.
MMSE linear receiver has a diﬀerent formulation for capacity:
C(A) =
1
N
K∑
k=1
log2(1 + ζk) (2.13)
where
ζk =
1
Qk,k
− 1 (2.14)
and Qk,k denotes the k -th diagonal element of the matrix
Q =
(
IK + γK
AHA
tr(AHA)
)−1
(2.15)
Implementation of SIC in the MMSE receiver is also suggested as follows:
Equation (2.14) is used to ﬁnd the user with highest SNIR, that value is
stored and the user is assumed to be perfectly decoded and eliminated from
the system. This is done by eliminating the column relative to that user in
matrix A so that a new (reduced) matrix A˜ is obtained. The process is then
repeated at every iteration with the new matrix A˜ so that eq (2.15) becomes
(at iteration j):
Qj =
(
IK−j+1 + γK
A˜
H
A˜
tr(AHA)
)−1
Equation (2.13) is still used to calculate capacity with the SNIRs stored at
every iteration.
2.5 Capacity as a Throughput Approximation
When capacity calculation is analytically challenging but an expression for
the packet loss ratio of the system is available, the latter can be used to
approximate the capacity as it has been done in [17]. Suppose that for the
a given system in analysis the packet loss ratio (PLR) is a function of the
load of the system G:
PLR = Γ(G)
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Suppose now that for the same system ζ is the target PLR we want to
achieve, we can approximate the capacity of the multiple access system as
the value λ of the load that produces the PLR ζ:
C ′MA = λ : Γ(λ) = ζ (2.16)
As the packet loss ratio is generally an increasing function of the load, the
solution of equation (2.16) is unique. The packet loss ratio of slotted random
access systems has been investigated multiple times in literature but in the
next session only the results that are valid for CRDSA are presented. An
accurate analytical PLR expression can also be useful for the power opti-
mization and is hence very important for the scope of this thesis.
2.5.1 CRDSA PLR Model
In this section existing expressions for the packet loss ratio of CRDSA are
analyzed. Two models already exist for this purpose: a very simple one
presented alongside the CRDSA protocol [7] and a more thorough, general
and complex one presented in[12].
Simple PLR Model
Let G denote the average MAC load expressed in packet per slot and let N
denote the number of slots in a RA frame. The average number of packets per
RA frame can then be expressed as (G ·N), note that this also represents the
maximum number of physical packets present on a given slot. The number
of replicas sent by each user in a frame is supposed to be 2 (i.e. the original
transmitted packet and one replica). To derive the PLR some simplifying
assumptions are made: a) the probability of preamble collision is considered
to be negligible; b) the average number of packets per RA frame is considered
to be an integer; c) the demodulator can perform a maximum of Nmaxiter
iterations; d) a packet is considered to be decodable only when it does not
collide with other packets; e) Packets are considered to be equi-powered; d)
AWGN is not considered for this model.
The throughput T at iteration Niter for a load G can be computed as:
T (Niter|G) = G · Ppd(Niter|G), where Ppd(Niter|G) is the probability of suc-
cessfully decoding the packet at iteration Niter given G. The probability Ppd
can be derived as:
Ppd(Niter|G) = 1− [1− PApd(Niter|G)]2 (2.17)
where PApd is the probability of successfully decoding the ﬁrst of the 2 replicas
and is considered to be equal to the one relative to the second replica PBpd.
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An upper bound for the probability PApd can be derived as follows:
PApd(Niter|G) ≤ PAal (G) +
IM∑
i=1
Pint(i|G) · [PBpd(Niter − 1|G)]i (2.18)
where PAal (G) represents the probability that the packet is alone in the slot,
IM = (G·N−1) represents the maximum number of total interfering packets
on a slot, Pint(i|G) the probability that the useful burst is colliding with i
interfering bursts on the same slot. Equation (2.18) represents an upper
bound because probability of loop has not been considered. Recalling that
PBpd = P
A
pd a recursive equation can be found:
PApd(Niter|G) ≤ PAal (G) +
IM∑
i=1
Pint(i|G) · [PApd(Niter − 1|G)]i (2.19)
From Appendix A it is known that for a ﬁxed number of active users
the Probability of having i packets colliding in a slot follows a binomial
distribution:
Pint(i|G) =
(
Im
i
)
·
(
2
N
)i
·
(
1− 2
N
)IM−i
(2.20)
which allows to express the probability of having a packet alone in a slot as:
PAal (G) = Pint(0|G) =
(
1− 2
N
)IM
(2.21)
PApd(Niter|G) can now be derived recursively assuming that PApd(−1|G) = 0.
Complex Model
Authors in [12] have developed a very comprehensive model to address per-
formance (throughput) assessments for the generic slotted random access
channel. While derived expressions are valid for multiple RA techniques, the
analysis of this work focus on results for CRDSA. The scope of this section
is to provide an outline of the procedure followed by the authors to obtain
their results. To avoid unnecessary complexity, resorting to formulas and
explanation is only done when strictly necessary for a general understanding
of the key concepts of the model. The reader is invited to resort to the paper
itself for a deeper comprehension of the model.
The generic slotted random access model is deﬁned with the introduction
of two concepts: the Packet of Interest (PoI) and the Slot of Interest (SoI).
PoI is the packet for which a packet loss ratio is computed and SoI is the slot
in which the PoI is contained. Three more key parameters of the model are
the average normalized MAC load Gb [bits/symbol], the average MAC load
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λ [packets/slot] and the number of replicas Nrep (in the simple model of the
previous section Nrep = 2). The throughput of the channel is expressed as
follows:
T (Gb, Nrep) = Gb · [1− PLR(Gb, Nrep)] (2.22)
where packet loss rate PLR is expressed as:
PLR(Gb, Nrep) =
∫ ∞
0
[Ploss(ω;λ(Gb, Nrep)]
Nrep · fΩ(ω)dω (2.23)
where fΩ(ω) is the probability density function for the energy per bit to
noise power spectral density [Eb/N0] = ω of the PoI, Ploss(ω;λ(Gb, Nrep) is
the probability of packet loss when it's [Eb/N0] = ω and λ(Gb, Nrep) is the
average MAC load presented earlier. In the following parts of the section
dependency of λ from Gb and Nrep is dropped to simplify notation. The
packet loss probability is given by:
Ploss(ω;λ) =
∞∑
k=0
PKloss(ω|k) · fK(k|λ) (2.24)
where fK(k|λ) is the mass probability function for the packet arrival in a
slot and PKloss(ω|k) is the probability of losing the PoI when its [Eb/N0] =
ω providing that there are k colliding packets. Calculations of PKloss(ω|k)
depend on the Probability Density Function (PDF) of Eb/N0 for each of the
k interfering packets, here the packet power distributions are assumed to be
I.I.D for all packets (fΩ(ωn) = fΩ(ω) for n = 1, . . . , k)
Two separate methods of Interference Cancellation (IC) are then consid-
ered to calculate PKloss(ω|k). In the ﬁrst one IC is only considered within
the SoI, proper FEC coding is assumed to permit correct decoding even in
the presence of interference. Once a packet has been decoded it can then
be canceled to simplify the processing of the remaining packets. The second
method is to consider IC only due to replica decoding of interfering packets
in slots diﬀerent from the SoI. Since CRDSA implements both types of IC a
good approach is to combine both results.
1) For the ﬁrst method, packets within the SoI are assumed to be ranked
based on their actual [Eb/N0], as is often the case with IC techniques. An
upper bound on PKloss(ω|k) is then computed assuming that the PoI can be
correctly decoded only if the stronger colliding packets can be succesfully
decoded in previous iterations. This represents an upper bound because
there is a slim chance that a packet can be successfully decoded even if some
stronger interfering packets are present.
2) For the second method IC is introduced by modifying interferers packet
power distributions (fΩ(ωn)) adding dependency on iteration number (Niter)
and taking into account that at each iteration one of the interfering packets
could be canceled from the SoI. This translates into the appearance of a
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dirac delta δ(ωn) into f
Niter
Ω (wn) (if a packet is canceled its Eb/N0 becomes
0). PKloss(ω|k) is then computed at each iteration taking into account the
new fNiterΩ (wn). Calculations in the second step represent a lower bound
on the PLR because they are computed (for simplicity reasons) under the
assumption that no loop occurs.
2.5.2 IRSA Bipartite Graph Model
In [27] a protocol called Irregular Repetition Slotted ALOHA (IRSA) is
analyzed and an analytical formulation for its packet loss ratio based on
graph theory is provided. This model is shortly discussed in the following
because IRSA is a more general case of CRDSA in which each user can send
a variable number of replicas from frame to frame.
IRSA is a time-slotted random access system in which the frames are
composed by a ﬁxed number of time slots N . At each frame the number
of active users is K and they can transmit up to one information burst per
frame. At each transmission, each user sends a random number of replicas
that follows a distribution {Λd}, i.e. for a generic burst Λl is the probability
that a number l of replicas is transmitted.
The statistical description of the random channel is made using a bipar-
tite graph G(B,S,E) consisting of a set B of K burst nodes representing the
users, a set S of N sum nodes representing the time slots and a set E of edges
representing the packet replicas. An edge connects a burst node (BN) bi to
a sum node (SN) sj if and only if a replica of the i-th burst is transmitted in
the j-th slot. We can now introduce the concept of node-perspective degree
distribution. The burst node degree distribution is deﬁned by {Λl} where
Λl is the probability that a burst node is connected to l edges, i.e. it sends
l packet replicas in the frame. The sum node degree distribution is repre-
sented by {Ψl} where Ψl is the probability that a sum node is connected to
l edges, i.e. that a slot has l interfering packets before the start IC process.
The node-perspective degree distributions can be represented in polynomial
form as follows:
Λ(x) =
∑
l
Λlx
l, Ψ(x) =
∑
l
Ψlx
l.
For CRDSA the burst node degree distribution is simpliﬁed because Λl =
Nrep where Nrep is the used number of replicas and Λl = 0 otherwise
The degree distribution can also be deﬁned from an edge perspective.
We deﬁne λl as the probability that an edge is connected to a degree-l BN
and with ρl the probability that an edge is connected to a degree-l SN. It
can be easily seen that these values are a function of the node-perspective
degree distributions as follows:
λl =
Λll∑
l Λll
, ρl =
Ψll∑
l Ψll
.
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As with in node-perspective case, we express {λl} and {ρl} in polynomial
form as
Λ(x) =
∑
l
λlx
(l−1), Ψ(x) =
∑
l
ρlx
(l−1).
Simpliﬁed IC process description
For the main results of the paper, the IC process is simpliﬁed as follows:
whenever a packet is alone in a slot, it is considered decoded with probability
1 and its replicas are perfectly canceled from their respective slots. When
a packet is colliding with other packets it can only be decoded after all the
interfering packets have been decoded elsewhere and canceled (i.e. no capture
eﬀect is considered). Under this assumptions the evolution of the packet loss
ratio of the system can be described analytically using the bipartite graph
theory.
Consider a degree-l burst node. Denote by q the probability that an edge
is unknown, given that each of the other l − 1 edges has been revealed with
probability 1 − p during the previous iteration step. The edge is revealed
whenever at least one of the other edges has been revealed. Hence, q =
p(l−1). In a similar manner, consider an SN with degree l. According to
the notation introduced so far, p denotes the probability that an edge is
unknown, given that each of the other l − 1 edges has been revealed with
probability 1−q in the previous iteration step. The edge is revealed whenever
all the other edges have been revealed. Hence, 1 − p = (1 − q)(l−1) or
equivalently p = 1 − (1 − q)(l−1). By averaging these two expressions over
the edge distributions, one can derive the evolution of the average erasure
probabilities during the i-th iteration as:
qi =
∑
l
λlp
(l−1)
i−1 = λ(pi−1) (2.25)
and
pi =
∑
l
ρl
(
1− (1− qi)(l−1)
)
= 1− ρ(1− qi) (2.26)
where the subscript i denotes the IC iteration number. Equations (2.25)
and (2.26) are only valid if the messages exchanged along the edges are
statistically independent, meaning that there are no loops in the system.
This assumption is valid if considering large frame sizes and so the results
obtained with this model are asymptotic results. The term (1−qi) represents
the probability that a packet is canceled from the frame because one of its
replicas was decoded at iteration i− 1, (1− pi) on the other hand represent
the probability that a replica has been decoded at the end of iteration i. We
can now deﬁne the packet loss ratio of CRDSA at the end of IC iteration i
as:
Zi = p
Nrep
i .
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Some results of the packet loss ratio using this model are shown in Figure
2.3 for diﬀerent numbers of replicas Nrep (2-3) and varying numbers of IC
iterations. The load G on the x axis is deﬁned as the ratio between the
number of users and the number of slots in the frame. By deﬁning the load
in this way there is no constraint on the modulation or FEC coding used.
The sum node degree distribution is assumed to be Poisson because the
number of slots in the frame is assumed asymptotically large
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Figure 2.3: Packet Loss Ratio of CRDSA from graph model with varying
number of IC iterations
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As we can see increasing the number of replicas from 2 to 3, improves
the throughput of the system and also hastens the convergence of the IC
process. Both these eﬀects are due to the fact that having more replicas,
the probability of having at least one decodable packet increases and the
interference removed at every iteration is also greater.
Extended IC process description
In an appendix of the paper the IC process model is extended to take into
consideration more general decoding conditions like the capture eﬀect and
the probability of not decoding a packet even in the case that this is alone
inside a slot. Let's introduce the weights wl,t, l = 1, 2, · · · ,∞, t =
1, 2, · · · , l, which represent the probability that a packet is decoded in a
slot with l colliding packets after removing t of them. The term (1− q) still
represents the probability that a packet is decoded because one of its replicas
has been decoded elsewhere while the probability of decoding a packet inside
a slot is now given by:
1− p = wl,l−1(1− q)(l−1) +
l−2∑
t=0
wl,t
(
l − 1
t
)
(1− q)tq(l−1−t).
By averaging over the burst node distribution the new expression of pi be-
comes:
pi = 1−
∑
l
ρl
l−1∑
t=0
wl,t
(
l − 1
t
)
(1− q)tq(l−1−t).
While the formal deﬁnition of this model is clean and correct, no input is
given on how to choose the weights wl,t that are the only real parameters
that describe the system in a realistic way.
2.6 Applicability of the Proposed Methods to our
Case
In this section we are going to investigate the applicability of the methods
presented in this chapter to our study case. In CRDSA, we usually experience
all the three possible factors of randomness that were presented in section 2.4.
The number of active users in the channel is usually changing from frame to
frame with a distribution which is often assumed to be Poisson. For a ﬁxed
number of active users in a frame and a ﬁxed number of replicas per user, the
number of packets colliding in a slot is also random and follows a binomial
distribution (see Appendix A). Even when the number of packets colliding
in a slot is ﬁxed, the power unbalance we want to exploit to enhance the SIC
makes the total power PT in a slot to ﬂuctuate signiﬁcantly. As the capacity
28 CHAPTER 2. CAPACITY BOUNDS
C(PT ) is a concave function of the power we can say that the capacity of the
mean power is an upper bound on the mean value of the capacity:
C(E[PT ]) ≥ E[C(PT )] (2.27)
where (2.27) is simply the probabilistic expression of Jensen's inequality for
concave functions. The problem with this bound is that (2.27) is farther from
equality the more PT is sparse around its mean value, i.e. the higher is the
variance of PT . This variance can be considered high as a consequence of the
three concurring randomness factors and thus the bound becomes inaccurate
because quite far from the actual channel capacity. The proposed models
will now be analyzed in further detail to assess the possibility of their use in
computing CRDSA capacity.
2.6.1 Cover-Wyner
The model presented in section 2.1 and in particular equation (2.5) could be
used to describe a random access TDMA scenario once the distribution of
the total power inside a time slot is known. Such distribution can be calcu-
lated for CRDSA starting from the distribution of the number of packets per
slot and the distribution of the transmitting power of the users. The proce-
dure to perform such computation is analyzed in Appendix A. Unfortunately
the model is not reliable because the interaction between replicas and the
SIC process across diﬀerent slots cause eﬀects that are too complex to be
described analytically. Packet replicas pose a problem because only one of
them should be considered to bring information while the others only carry
redundancy. The power distribution takes also into account the power of the
replicas and using such distribution for capacity calculation would greatly
overestimate the real channel capacity. Furthermore, not considering the
replicas power would also induce overestimation because they do contribute
to interference in the slots.
2.6.2 Spread Spectrum ALOHA
Authors in [25] suggests that the model in section 2.4.1 could be used to
calculate capacity of a TDMA system by simply creating signature vectors ck
composed of just one 1 component andN−1 0 components, as to simulate
time division over chips. This kind of model, despite being unrealistic, could
actually be used to calculate capacity over TDMA because it is equivalent
to the real one for system performance purposes. The model works well
both with orthogonal TDMA and random access TDMA providing results
equal to what is found using formula (2.5). The problem arises, as in the
multiple-access capacity case, when packet replicas and SIC across slots are
introduced. To understand this problem, consider the very simple scenario
2.6. APPLICABILITY TO CRDSA 29
shown in Figure 2.4 where we have a frame composed of only 6 slots and 2
users transmitting.
User 2
CRDSA Frame
User 1
Figure 2.4: CRDSA Frame of the example
We notice that user 1 can be decoded without interference in slot 3 and
user 2 can be decoded in slot 2. Figure 2.5 shows the comparison between
the LogDet formula (2.12) and the optimal decoding strategy just presented
(which consists of applying formula (2.4) just to slot 2 and 3) with equal
power packets and varying SNR.
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Figure 2.5: Comparison between LogDet and optimal capacity for the ex-
ample of Figure 2.4
As we can see, the logdet formula which was optimal in the case of stan-
dard TDMA, is not optimal anymore in the case of CRDSA which includes
replicas. This is because the model was devised for a CDMA scenario in
which diﬀerent chips of a sequence are all related to the same symbol. For
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this reason the model processes all the chips of a sequence together and not
separately as we would expect for packet replicas. The result is that for both
users in the example of Figure 2.4 the CDMA model sees some interference
which should not be accounted for if packets were only considered in the
slots without collisions.
2.6.3 CRDSA PLR Model
The ﬁrst model presented in section 2.5.1 is very easy but it's practical use-
fulness is very limited by the simplifying assumptions imposed. The inﬂuence
of preamble collisions and loop occurrences are usually negligible for typi-
cal system parameters. The constraint on the power of the packets and the
absence of a capture eﬀect on the other hand have a huge impact.
The second model is the opposite of the ﬁrst one: it gives relevance to
most of the aspects of the system that were simpliﬁed in the ﬁrst model
but leads to cumbersome expressions which are problematic to deal with
both analytically and numerically. Both these models are unfortunately
inadequate for a reliable computation of the PLR and as a consequence of
capacity.
2.6.4 Bipartite Graph Model
The graph model presented in section 2.5.2 represents a really elegant and
interesting approach to compute the packet loss ratio for CRDSA but it
shares similar problems of the model of section 2.5.1. The simple IC model
does not take into account packet powers or capture eﬀect thus making it not
adapt to describe a realistic CRDSA scenario. The complex model is much
more general and allows to take into account capture eﬀect, power unbalance
and precise packet error probabilities. The problem is that all these eﬀects
have to be accounted for with the weights wl,t that are unknown variables
very diﬃcult to deﬁne for realistic settings.
Chapter 3
An Alternative Algorithm for
CRDSA Capacity Calculation
3.1 Introduction
As discussed in the previous Chapter, the complex nature of the CRDSA de-
modulator, with multiple replicas and its SIC processing makes throughput
and capacity calculations analytically intractable. The approach followed in
this thesis is to simulate these results using a computer program developed to
mimic the CRDSA demodulator behavior in conjunction with Monte Carlo
simulation. By generating the frames received at the demodulator accord-
ing to diﬀerent system parameters (like number of replicas, packet power
distributions, number of slots, etc.) we can simulate results for every possi-
ble CRDSA scenario. A simulator of this kind was already used to obtain
CRDSA throughput results in [13], [8] and [9] for varying numbers of repli-
cas, channel load and power distribution. That simulator works at physical
layer level, also accounting for turbo coding and decoding with baseband
signals at symbol level. While this approach leads to a higher accuracy, the
time needed to obtain the results is really long, making this simulator not
suitable for the power optimization purposes in which we need to run many
simulations with diﬀerent power distributions. The model found in section
2.4.1, although not intended for it, can be used as a good starting point to
devise a faster simulator suited to our purpose.
The remainder of this chapter is as follows: ﬁrst the model used to gener-
ate CRDSA frame is presented, then an algorithm that operates on the frame
mimicking the demodulator is presented and results obtained are compared
with the ones generated by the physical layer simulator. Eﬀects of non ideal
interference cancellation and number of slots in a frame are then analyzed.
At the end an approach to calculate capacity with this algorithm is presented
and results are shown and discussed.
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3.2 Frame Analytical Modeling
As explained in section 3.1, we want to derive an easy to generate represen-
tation of the CRDSA frame that is received at the demodulator. We choose
to represent a single CRDSA frame with a N × K matrix where N is the
number of slots and K is the number of users that are transmitting in that
particular frame. The matrix representation well adapt to the simulation en-
vironment and permits operations to be performed over the whole frame at
once. Each element of the matrix will represent a single packet thus leading
to a coarse granularity of the model. We deﬁne with the system parameter
G the average MAC load that represents the average aggregate number of
information bits that are sent through the channel over the symbol duration.
We also deﬁne the processing gain as Gp = r · log2(M) where r is the FEC
code rate and M is the modulation order used for transmission. Following
the previous deﬁnitions, we can express the average number of users µ(K)
active in the channel as a function of the load G as follows:
µK(G) =
G ·N
Gp
(3.1)
Once the µK(G) is ﬁxed, the eﬀective number of users in each frame can vary
depending on the distribution of the oﬀered traﬃc. Two cases of interest are
the deterministic traﬃc and the Poisson traﬃc. In the ﬁrst case K is the
same for every frame, in the second it changes from frame to frame following
a Poisson distribution (Appendix A.2) of mean value µK(G). The proposed
simulator solely relies on the power of the packets to perform the IC process
simulation, for this reason we express the transmitted frame with matrix
P where the elements ps,u represents the power used by user u to transmit
the packet into slot s. The packet power levels are randomly generated
using a distribution fP (p) in the linear domain or fP |dB (P |dB) in the decibel
one. Some clariﬁcations on the relationship between the distributions of the
same random variable expressed in linear and dB are given in Appendix B.
Each user only occupies a number of slots per frame equal to Nrep which
is the number of replicas per packet, thus matrix P only has Nrep non-
zero elements in each column. At the demodulator side, ignoring for the
moment the additive thermal noise, the received power in slot s from user u
is identiﬁed by the element as,u of matrix A:
A = P ◦H (3.2)
Where H is the N × K matrix whose elements hs,u are the ratio between
received and transmitted power for every packet and take into account shad-
owing and path loss experienced by user u in slot s. The ◦ notation represents
the Hadamard product which is simply the element-wise product between
same-size matrices.
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3.3 CRDSA Demodulator Model
The demodulator model follows the real demodulation steps described in
section 1.2 with some simplifying assumptions:
• The model assumes ideal channel estimation to ensure a fast simulation
therefore there is no preamble correlation and packet phase estimation.
Once a packet is considered decoded all the replicas are assumed to be
correctly known.
• The packets are not really coded and decoded. Instead a best ﬁt func-
tion that approximates the simulated physical layer packet loss ratio is
used to compute the probability of correctly decoding a packet given
its Eb/(N0 + I0).
• Noise plus interference is assumed to follow a Gaussian distribution.
According to the central limit theorem this approximation is usually
acceptable when the numbers of interfering packets is large. In the
case of slotted RA systems, this approximation has been proven to be
rather accurate also for a small number of interfering packets if the
phase oﬀset between the transmitted signal is random even at symbol
level (See Appendix B in [12]).
Since we are using a PER best ﬁt function to compute the decoding probabil-
ity, it is better to keep the diﬀerent users separated rather than working on
the total signal received in every slot; this works well with the choice to have
a matrix frame representation. Since the simulator, as the demodulator, it-
eratively processes each frame Niter times to perform the SIC, we introduce
an index i to take into the account the evolution of the system during the
iterations. Correspondingly matrix A becomes A(i). The ﬁrst step taken by
the simulator is to compute the N ×K matrix S(i) whose elements ss,u(i)
represents the SNIR of the packet from user u in the slot s at iteration i.
For the simulations, the average Es/N0|dB is usually a parameter as well as
the noise power σ2w|dB (in dB). From these two we can easily compute the
mean power in dB µP |dB as:
µP |dB = E{p|dB} =
∫ ∞
−∞
p|dBfP |dB (p|dB) dp|dB = σ2w|dB + Es/N0|dB (3.3)
Let us now deﬁne vector t(i) = [t1(i), t2(i), . . . , tN (i)]
T as the vector describ-
ing the sum of the powers present in each frame (including the noise power)
at iteration i, that is:
ts(i) =
K∑
u=1
as,u(i) + σ
2
w (3.4)
with as,u(i) being the elements of matrix A(i) and σ
2
w being 10
(σ2w|dB/10).
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We can now deﬁne the elements of SNIR matrix S(i) as:
ss,u(i) =
as,u(i)
ts(i)− as,u(i) (3.5)
From equation (3.5) we can ﬁnd an expression to compute S(i) with matrix
operations. This is useful for the simulation because the software of the
simulation platform operates on matrices. If we deﬁne T(i) as the N × K
matrix whose columns are all equal to vector c(i), we can write:
S(i) = A(i) (T(i)−A(i)) (3.6)
where the  symbol represents the element-wise division between same-size
matrices. Let us introduce the function Γ(x) that represents the polynomial
interpolation of the coded modulation Packet Error Rate (PER) curve for a
given channel code as a function of the argument x = Eb/N0 in dB. As an
example, for the 3GPP Turbo FEC code with rate r = 1/3, a good match
with the simulated PER is given by the following best ﬁt law (See Appendix
A in [12]):
Γ(x) =
{
10
∑9
m=0 Cmx
m
if x ≥ Th
1 if x < Th
(3.7)
with C0 = −0.29846, C1 = −0.53778, C2 = −0.23827, C3 = 0.02605, C4 =
−0.004, C5 = 0.01752, C6 = 3.45 10−3, C7 = 2.02 10−3, C8 = −3.52 10−4,
C9 = −3.46 10−5 and Th = −1.8 dB. The behavior of (3.7) as a function
of [Eb/N0]dB can be seen in ﬁgure 3.1 where the simulated points used to
create the the best-ﬁt function are also shown.
With matrix S(i) and function Γ(x) we can compute the decoding prob-
ability for every packet. We deﬁne:
φs,u(i) =
{
1− Γ [10 log10 (r · log2M · ss,u(i))] if ss,u(i) > ss,u(i− 1)
0 if ss,u(i) ≤ ss,u(i− 1)
(3.8)
as the probability, at iteration i, that the packet from user u in slot s is
correctly decoded. As we can see from (3.8) φs,u(i) is set to 0 if ss,u(i) ≤
ss,u(i − 1), this happens because the demodulator tries to decode a packet
only in two cases: at the ﬁrst iteration and when its SNIR increases because
an interfering packet got canceled. This happens because the noise is sampled
only during the reception so that its value in each slot remains the same
iteration after iteration, this means that the SNIR only changes when some
packet gets decoded during the IC process. If a packet has an SNIR equal
to the one in the previous iteration it means that the demodulator already
tried to decode it and failed in a previous iteration, but the interference on
the slot has not changed. If the SNIR is lower it means that the packet has
already been decoded and cancelled. In both cases the simulator must not
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Figure 3.1: Comparison between function Γ(x) as a function of [Eb/N0]dB
and the simulated points used to generate it
attempt to decode the same packet again. To assure that every packet is
attempted to be decoded at the ﬁrst iteration we impose ss,u(0) to be 0. As
previously stated we are implying that the noise plus interference follows a
Gaussian distribution. This approximation will lead to a lower bound of the
decoding probability and has to be taken into account while looking at the
results. We now introduce a ﬂag that is set if a packet was decoded or not
at iteration i:
δs,u(i) =
{
1 if υs,u(i) ≤ φs,u(i)
0 if υs,u(i) > φs,u(i)
(3.9)
with υs,u(i) being a random number generated from a uniform distribution
between 0 and 1. To keep track of which users have already been decoded
through the iterations, the simulator generates vector d(i) = [d1(i), d2(i), . . . , dK(i)].
Elements of d(i) are computed as follows:
du(i) =
{
1 if du(i− 1) +
∑N
s=1 δs,u(i) > 0
0 if du(i− 1) +
∑N
s=1 δs,u(i) = 0
(3.10)
The term du(i−1) is needed to make sure that once user u has been decoded,
it will still be considered decoded even in the following iterations. The
simulator then procedes with the interference cancellation, to do that it
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generates vector b(i) = [b1(i), b2(i), . . . , bK(i)] that represents the residual
power factor for every user. Elements of b(i) can be written as
bu(i) =
{
1 if du(i)− du(i− 1) = 0
β if du(i)− du(i− 1) = 1
(3.11)
where β is the system parameter called residual interference coeﬃcient that
expresses the fraction of the power that is left from a packet after it has been
decoded and canceled. In the ideal case β = 0 otherwise β < 1, for example
if β = 0.1, 10% of the power of every user will still remain as interference
for the others after cancellation. Only users which have been decoded in
the current iteration have a residual power factor of β, all the others have
1 to avoid canceling users not yet decoded, or applying the power fraction
β multiple times on users that were previously decoded. The only step left
is to apply the cancellation to the decoded users, this is done by updating
matrix A for the successive iteration:
A(i+ 1) = A(i) · diag(b(i)). (3.12)
This process is repeated at each iteration until the maximum number of
iteration Niter is reached or every user has been correctly decoded. After the
iterative process ends the Packet Loss Ratio (PLR) ζ for the current frame
is easily calculated as:
PLR = 1−
∑K
u=1 bu(Niter
K
(3.13)
To calculate the Throughput of the system we ﬁrst have to deﬁne the average
MAC load. This represents the average number of information bits per
symbol that are transmitted in a CRDSA frame. We compute the average
MAC load as:
G =
E{K}
N
· r · log2(M) bits/symbol (3.14)
where the expectation is needed because K can also be a Poisson random
variable. We can now deﬁne the Throughput as
T (G,PLR) = G(1− PLR) bits/symbol (3.15)
3.4 Simulator Validation and Results
Next, results obtained with the simulator in Section 3.3 are presented and
compared to results obtained with the complex physical layer simulator in-
troduced at the beginning of the chapter. The physical simulator is more
accurate as interference is not assumed Gaussian and actual Turbo cod-
ing/decoding is implemented on a packet-by-packet basis. The price for
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this accuracy is a longer computational time that leads to a simulations
over 20 times longer to obtain comparable results. The power distribution
of the physical-layer simulator can only be lognormal (Normal in dB). For
this reason the validation between the two is made with a lognormal dis-
tribution with ﬁxed mean (µp|dB = 0 dB) and varying standard deviation
(σp|dB = 0, 1, 2, 3 dB) that leads to diﬀerent distributions of power unbal-
ance among the packets. The number of slots per frame is assumed to be
N = 100 and the traﬃc to be Poisson distributed with a mean that is de-
pendent on the simulated channel load as per Eq. (3.14). The number of IC
iterations is set to Niter = 15. Modulation, FEC rate, packet size and noise
power are the only parameters that are kept constant in the simulator for
the rest of the thesis. Noise power in dB is set to a value of σ2w|dB = −10 dB
and Es/N0] was varied by changing the transmitting power. Packets have
a size of 100 information bits and are sent using a QPSK modulation with
FEC rate r = 1/3 so that the best-ﬁt curve for the PLR used by the new
simulator is exactly the one described by equation (3.7). Figure 3.2 shows
Throughput and PLR for the case where each user transmits 2 replicas in
the frame and Figure 3.3 shows the results obtained with 3 replicas. As we
can see the match between the two simulators is quite good except for a
small discrepancy that can be seen in the case of Nrep = 2 and σp|dB = 0.
This behavior is still unclear but the special case is of small interest for the
thesis as the power unbalanced scenario is the one we are focusing on. The
obtained results justify the use of the new simulator for PLR calculation
purposes.
As we can see there is a noticeable diﬀerence in the results that depends
both on the standard deviation of the distribution and on the number of
replicas. The eﬀect of the number of replicas in CRDSA is favoring 3 replicas
in the low load condition and favoring 2 replicas in the high load condition.
This behavior is expected as in low loads, the lower number of replicas causes
a higher probability of loops (Appendix C) and thus increases the PLR. On
higher load on the contrary, the number of collisions per slot increases and the
diversity beneﬁt of having a higher number of replicas (i.e. 3) is outweighed
by the higher number of collision caused by them. Usually the point in
which the case with Nrep = 2 outperforms the case of Nrep = 3 already has a
PLR that is over 10−2 and is considered too high for a stable working point,
for this reason Nrep = 3 is usually preferred. Regarding the variation of the
results, as the standard deviation of the distribution increases, we notice that
the higher is the standard deviation the better are the performances of the
system. This is also to be expected as a greater unbalance in the distribution
allows the IC mechanism to decode some packets even when collision occurs
thanks to the caputre eﬀect.
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Figure 3.2: Comparison between the two simulators with 2 replicas and
lognormal power distribution
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Figure 3.3: Comparison between the two simulators with 3 replicas and
lognormal power distribution
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We can also notice that as the standard deviation increases, the PLR for
lower loads increases. This behavior is tightly connected to the distribution
used for the transmitting power and produces a ﬂoor for the PLR that is
not caused by collisions but just by the thermal noise. This eﬀect can be seen
quite well on Figure 3.3b where for low loads the PLR is constant. We recall
from section 3.3 that the noise power as well as the system signal to noise
ratio [Es/N0]dB are system parameters. By keeping these parameters ﬁxed
and increasing the standard deviation, we increase the number of packets
that have a power close to or even lower than the noise. These packets have
a high probability of resulting in decoding error even without interference.
This lower bound of the PLR is called PLR ﬂoor and can be calculated
analytically from the power distribution fp|dB and the PLR approximating
curve Γ(x) [12]. In the case in which replicas from the same user have the
same power and remembering that the expression for Eb/N0 in dB is:
Eb
N0
∣∣∣∣
dB
= p|dB + 10 log10(r · log2M)− σ2w|dB (3.16)
the ﬂoor expression can be easily written as:
PLRf =
∫ ∞
0
ΓNrep
(
Eb
N0
∣∣∣∣
dB
)
fp|dB (p|dB) dp|dB (3.17)
The Γ dependence on the number of replicas is due to decoding each replica
independently and to the fact that, in the scenario investigated here, all
replicas exhibit the same average power. Figure 3.4 shows a comparison
between the results obtained with the simulator and the ﬂoor analyticaly
computed using Eq. (3.17). Only the results for a standard deviation σp|dB =
3 are shown because for lower values, the ﬂoor would actually be too low and
would require a really high number of simulations to appear in the graph.
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Figure 3.4: Comparison between simulated results and analytical ﬂoor of Eq.
(3.17) for a varying number of replicas Nrep and lognormal distribution with
µp|dB = 0 dB and σp|dB = 3 dB
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The ﬁgure shows a good match between the simulations and the an-
alytical results, especially for the case in which the number of replica is
Nrep = 3. The deviation from the analytical result that we can see in the
case of Nrep = 2 is due to the higher loop probability that makes the PLR
rise even at very low loads.
3.5 Impact of System Parameters
The performance of CRDSA is highly dependent on its system parameters.
We have already analyzed the impact of the standard deviation and of the
number of replicas in the previous section. In this section we will analyze
in more detail the eﬀects of the number of slots per frame, imperfect packet
cancellation and at the end we will provides simulation results obtained with
a uniform in dB distribution.
3.5.1 Number of Slots per Frame
The number of slots per frame N is a parameter that has to be carefully
chosen because it has an impact on more than one factor. First of all,
increasing N has a positive eﬀect on the loop probabilities as can be seen
from Appendix C. This translates into better PLR performances as shown
in Figures 3.5-3.6.
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Figure 3.5: Comparison between PLR results for varying N for σp|dB = 3
dB and Nrep = 3.
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Figure 3.6: Comparison between PLR results for varying σp|dB , N and Nrep.
A second eﬀect of changing the number of slots, not directly noticeable
from the PLR results, is that the product between the length of the frame
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in seconds TF and the bandwidth occupied by the signals BW changes pro-
portionally to N :
BWTF ∝ N (3.18)
To understand this relation suppose that every user sends packet of Nsym
symbols that occupy an entire time slot of duration Ts. The symbol rate of
the generic user can then be expressed as Rs = Nsym/Ts. By considering a
root raised cosine communication ﬁlter with roll-oﬀ factor α we can express
the bandwidth occupied by the signal as:
BW = (1 + α)Rs
By considering the number of slot in a frame we can express the duration of
the slot as Ts = TF /N which leads to:
BW = (1 + α)Nsym
N
TF
(3.19)
that veriﬁes equation (3.18). This means that when increasing the number
of slots in a frame, we have to expect either an increase in the required
bandwidth or an increase in the delay expected to decode a packet. It is
indeed straightforward that the delay of the decoding is dependent on the
frame duration since the IC process has to wait for the end of the frame to
start.
3.5.2 Number of IC Iterations
The number of IC iteration is an important parameter for CRDSA as it
permits to achieve the huge performance improvement compared to DSA.
Furthermore, increasing the number of iterations also augments the com-
plexity of the demodulator so a good tradeoﬀ has to be performed. In the
analytical analysis of Section 2.5.2 it could be remarked that increasing the
number of iterations provides diminishing returns and the convergence of
the iterative SIC process also depends on the number of replicas. In real
scenarios where loops are considered, the limit of the IC is set by the ir-
resolvable loops that take place in the frame and these depend on a series
of factors like Nrep, N , and σp|dB . The ﬁrst two parameters have inﬂuence
on the number of loops that forms in the frame as explained in Appendix
C. The standard deviation modiﬁes the number of irresolvable loops as, in
case of power unbalance, packets can be decoded even in presence of other
interfering users. The number of replicas should also speed-up the conver-
gence of the IC process as it increases the number of interfering packets that
are removed at each iteration. Figure 3.7 show the comparison between two
diﬀerent simulation runs with N = 100, varying σp|dB and varying number
of IC iteration Niter = 15, 30 for 2 and 3 replicas.
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Figure 3.7: Comparison between PLR results for varying σp|dB , Niter and
Nrep.
It can be seen that, as expected, higher σp|dB provides a better improve-
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ment in the PLR when doubling Niter. It can also be noticed that the
convergence is a bit faster for 3 replicas (Figure 3.7b) as the gain in PLR
achieved by going to Niter = 30 is lower. An example of the impact of the
number of slots per frame is instead given in Figure 3.8 where the evolution
of the PLR through the IC iterations is examined for the speciﬁc scenario
with σp|dB = 3 dB and Nrep = 3 at the ﬁxed load G = 1.5
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Figure 3.8: Evolution of the PLR results as a function of Niter with diﬀerent
number of slots N . Nrep = 3, σp|dB = 3 dB and G = 1.5
In this case we can see that increasing the number of iterations from 15 to
30 can give a remarkable performance improvement. The right choice ofNiter
depends on other system parameters and it can improve the performance
signiﬁcantly. For this reason the number of IC iterations should be precisely
chosen on a case-by-case basis depending on the expected system working
conditions.
3.5.3 Imperfect Cancellation
As we have seen in Section 3.3, the model also supports the simulation of
imperfect interference cancellation by setting the parameter β. The eﬀect of
diﬀerent values of β can be seen on Figure 3.9. Results are only given for
the extremes values of σp|dB 1 and 3 to enhance the ﬁgures readability. As
the eﬀect of β is proportional to the variance of the distribution, the results
for σp|dB = 1, 2 stand in between the one shown.
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Figure 3.9: Eﬀect of Imperfect Cancellation β 6= 0 for varyingNrep, N = 100,
Niter = 15.
The eﬀect of an imperfect cancellation, at least for these values of β, is
only noticeable with power unbalance. This is reasonable as the imperfect
cancellation mainly hinders the performance if capture eﬀect is predominant
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in the slots due to great diﬀerence in the powers of the colliding packets.
In this scenario the residual power of a powerful decoded packet can be
comparable to the original power of the packets remaining in the slot, thus
preventing the correct decoding even after IC. A hardware proptotype for
E-SSA was analyzed in [28] and the value of β was found to be dependent on
the Es/Nt. A value of β = 0.008 was chosen to be representative of the worst
case and although the validty of such result in a real CRDSA implementation
has not been investigated, we will assume β = 0.01 to be the upper bound
of the residual interference factor.
3.5.4 Uniform in dB Distribution
Authors in [17] found out that in the case of E-SSA the optimum power
distribution is uniform in dB. In this section results obtained with this dis-
tribution are compared to the ones previously obtained with the lognormal
distribution. For the rest of the Chapter we will drop the subscript |dB no-
tation for readability even though every power and energy will be expressed
in dB. To ensure a fair comparison between the two distributions, we want
to test both using the same mean power in dB µp and the same standard
deviation in dB σp. The reason for this is that as we have seen in Section
3.4, increasing the variance of a distribution gives better performances due
to the IC process. To ﬁnd the fair minimum and maximum value for the
uniform distribution we just have to ﬁnd the range that gives the desired σp
and centers it around µp = 0 dB. We can express the relation between the
standard deviation and the range of a uniform distribution as:
σ(uni)p =
√
(Pmax − Pmin)2
12
where Pmax and Pmin represent the maximum and the minimum value (in
dB) respectively of the power distribution. The required range can then be
computed as a function of the lognormal standard deviation as follows:
Pmax − Pmin = σ(log)p
√
12 (3.20)
It is also important to mention that the uniform in dB distribution has the
practical advantage of being power limited, which is quite interesting for
real implementation. Figures 3.10 show the comparison between the two
distributions for diﬀerent number of replicas. The result for σp = 0 dB as it
represents the same distribution for both lognormal and uniform in dB.
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Figure 3.10: Comparison between lognormal and uniform in dB distribution
for Nrep = 2, 3. N = 100, Niter = 15, µp = 0 dB.
It is clear that the uniform distribution outperforms the lognormal one
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and the improvement is increasing with the standard deviation. Another
advantage of the uniform distribution is that it does not produce the PLR
ﬂoor we can see in the lognormal. This is obvious as for the uniform we
can set the maximum and minimum value. To avoid having a ﬂoor caused
by the distribution we just need to set a minimum higher than the noise
power σ2w = −10 dB. Suppose now a scenario where we have an estimate of
the noise power in dB σ2w and we want to minimize the average transmitting
power in dB µp. A possible approach would be to use a transmitting uniform
distribution with a ﬁxed minimum value Pmin and varying the maximum
value Pmax according to the load we want to support. A good choice of Pmin
should be the closest possible to the noise power level σ2w that still ensures
an acceptable PLR ζ in case of no collisions. For our case where QPSK
modulation (M = 4) and FEC rate r = 1/3 are used, this can be expressed
as:
Γ
(
Pmin − σ2w − 10 log10 (r log2M)
)
> ζ (3.21)
where Γ(x) is the best ﬁt curve of Equation (3.7). A similar approach was
followed for the optimization of E-SSA [17] and the minimum transmitted
power Pmin was chosen so that the ratio between the bit energy and the noise
ﬂoor in dB [Eb/N0]min would be 2 dB. We decided to use the same value of
[Eb/N0]min to allow a comparison between the two systems. The Pmin that
ensures the required [Eb/N0]min for our scenario is easily computable as:
Pmin = [Eb/N0]min + σ
2
w + 10 log10(r log2M) = −9.7609 dB (3.22)
which ensures a PLR in absence of collisions of ζ = 4.3 10−3. PLR results
for uniform distribution having minimum [Eb/N0]min = 2 dB and varying
maximum [Eb/N0]max = 6, 9, 12, 20 are shown in Figures 3.11. Results are
obviously worse than the ones in ﬁgures 3.10a-3.10b as the distribution has
a lower mean power and is thus closer to the noise level.
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Figure 3.11: PLR for uniform distribution with [Eb/N0]min = 2 dB and
varying [Eb/N0]max for Nrep = 3. N = 100, Niter = 15.
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3.6 Capacity Calculation
The simulator presented in this chapter can be used to perform average
capacity calculation as it can take into account the presence of replicas and
the IC process. By taking the same notation of Section 3.3 we can describe
the algorithm adapted for capacity calculation.
3.6.1 Model for Capacity Calculation
Let us deﬁne a capacity function C(ρ) that expresses the capacity that a
single user would get by transmitting continuously over a channel with SNIR
ρ. Let S(i) be the same matrix introduced in Section 3.3 whose elements
ss,u(i) describes the SNIR of the packet from user u in slot s at iteration i.
Let us now deﬁne the element with maximum SNIR at each iteration M(i)
as follows:
M(i) = max
s,u
(ss,u(i)) (3.23)
To compute capacity, at each iteration i we ﬁnd the packet with the maxi-
mum SNIR in the frame M(i) and we compute the contribution to the total
capacity of the user transmitting that packet as
c(i) =
C(M(i))
N
(3.24)
The factor N is due to the fact that the packet was sent transmitting only
a fraction of the frame duration as explained in Section 2.1. After c(i) has
been computed the column relative to that user is set to 0 as it was done
in Section 3.3 assuming β = 0 to reduce the interference on the other users.
By decoding only the best user at each iteration and summing the relative
contributions to capacity we can express the total capacity CT for the frame
described by matrix A as:
CT =
K∑
i=1
c(i) (3.25)
where the upper limit of the sum is due to the fact that one user is decoded
at every iteration, so the number of iterations is limited by the number of
users in the frame K.
The more common deﬁnition of the capacity function C(ρ) is the standard
AWGN single channel capacity
C(ρ) = CAWGN = log2(1 + ρ) (3.26)
While this is the maximum achievable capacity over an AWGN channel, it
represents a bound which can never be reached. As a consequence it may
represent an unfair comparison. In our case for example we are limiting the
number of bits per packet and also putting a constraint on modulation order.
To get an idea of how close we are from the possible theoretical limit of our
system, we should also try to take into account these factors.
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3.6.2 Finite Block Length and Modulation
To take in consideration ﬁnite block length we can exploit the results from
[29]. For an AWGN channel, the loss from optimal capacity (per dimension)
when using average SNR was found to be:
D(γ,B, Pe) ≈
√
V (γ)
B
·Q−1(Pe)− 3
2
· log2(B)
B
(3.27)
where
V (λ) =
λ
2
· λ+ 2
(λ+ 1)2
· log22(e)
represents the scalar dispersion for a single-input single-output channel, Q(·)
represents the right tail distribution of a standard normal variable and Pe
is the tolerable error probability. Capacity for a complex AWGN channel in
which the block length is ﬁxed to B and an error Pe is acceptable can then
be expressed as:
CF−AWGN = log2(1 + x)− 2D(x, n, Pe) (3.28)
Regarding the modulation, an alternate capacity expression can be found
in [22] for general multilevel signals. In our case of interest (QPSK) capacity
can be calculated as:
CQPSK = 2− 1
4
4∑
k=1
E
{
log2
4∑
i=1
exp
[
−|a
k + w + ai|2 − |w|2
2σ2
]}
(3.29)
where amm = 1, . . . , 4 are the 4 possible complex QPSK symbols, w is a
normally distributed noise sample with variance σ2 along each dimension.
Expectation in (3.29) can easily be evaluated using Gauss-Hermite quadra-
ture rules which are tabulated in [30]. A comparison between the normal
Shannon formula (3.26), the Shannon with the ﬁnite block dispersion (3.28)
with n = 100 bits and Pe = 10
−3, and the QPSK formula (3.29) is shown in
Figure 3.12.
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Figure 3.12: Diﬀerent Capacity formulas as a function of the SNIR ρ
To consider the case in which both QPSK and ﬁnite block length are
imposed, we cannot simply subtract the dispersion (3.27) from the QPSK
capacity formula. This is because it would cause the formula to never reach
the asymptotic QPSK capacity of 2 bits/symbol. While the ﬁnite block
should give some sort of penalty with low SNR, it should not pose a problem
for very high SNIR in which each symbol would be easily distinguishable
reaching a capacity of 2 bits/symbol. We will approximate the ﬁnite block
length QPSK capacity as:
CF−QPSK = min(CF−AWGN , CQPSK) (3.30)
which should represent an upper bound to the real ﬁnite block length capac-
ity. The reason for this being an upper bound is quite straightforward and
can be explained as follows. QPSK with ﬁnite block length B will always be
below Shannon with the same ﬁnite block length as Shannon is the upper
bound for QPSK. QPSK with inﬁnite block length is also always an upper
bound to QPSK with ﬁnite block length since it represents the ideal case.
Equation (3.30) is shown in Figure 3.13 and exactly represents the limits
imposed by both those conditions so a real limited QPSK can only be lower
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Figure 3.13: Finite Block Length QPSK capacity as a function of the SNIR
ρ
3.6.3 Spectral Eﬃciency of CRDSA
We can denote the spectral eﬃciency of a CRDSA scenario, identiﬁed by
all its system parameters including the power distribution, as the load point
G = G∗ which is the highest with a PLR lower than a certain threshold
(i.e. 10−3). We can then compare this spectral eﬃciency with the capacity
obtained using the model of Section 3.6.1 applied to the same scenario. It is
important to clarify that in a standard case where modulation order M and
FEC coding rate r are ﬁxed, the PLR is usually a function of the system
load G. For capacity calculation in which the coding rate is not ﬁxed the
load cannot be expressed with G anymore (function of the coding rate) but
has to be expressed as the ratio between the users in the frame K and the
number of slots N . To ensure a fair comparison we have to make sure that
the ratio K/N remains the same. It is hence convenient to express K/N in
the r,M -constrained case as:
K
N
=
G∗
r log2M
In ﬁgure 3.14 we can see the comparison between G∗ and the capacity com-
puted with the formulas (3.26)-(3.30) for uniform in dB distributions with
Nrep = 3 also used for Figure 3.11b.
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Figure 3.14: Comparison of the simulated spectral eﬃciency G∗ against the
simulated capacity formulas
We can see that the more we increase the maximum power of the dis-
tribution Pmax the more distant the results are from the capacity. This is
normal because by having higher power, the diﬀerence between the achiev-
able capacity of every packet as a function of the SNIR ρ and the actual
spectral eﬃciency imposed by the ﬁxed coding rate and modulation order
increases.
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Chapter 4
Optimization of the
Transmitting Power
Distribution
The gateway demodulator incoming packet power optimization for CRDSA
is the main objective of this thesis and the simulator presented in the previ-
ous chapter represents an invaluable tool for the purpose. The optimization,
unfortunately, cannot be carried out analytically for CRDSA as it was done
in [17] for E-SSA. The problem for an analytical approach has already been
explained in Chapter 2. Hence, the approach followed in this thesis is to
optimize the packet power with Genetic Algorithms (GA) optimization us-
ing the PLR at the output of the simulator presented in Chapter 3 as the
ﬁtness function. GA are a well known problem solving technique developed
in the second half of the 20-th century by John Holland as a way to import
the process of natural adaption found in nature into computer system [31].
Genetic Algorithms usually approach problem solving in a way much simi-
lar to evolution in nature, by starting from an initial random population of
candidate solutions and recombining them generation after generation to try
to reach an optimal solution. GA are today widely used for diﬃcult opti-
mization problems and have to be tailored precisely to the speciﬁc problem
for which they are used to ensure acceptable results in a reasonable time.
The CRDSA scenario we are analyzing is quite intricate and application of
GA to similar scenarios has not been found in literature. For this reason
we followed a trial and error approach and the GA parameters evolved quite
signiﬁcantly during the the optimization process. In the following, the basic
concepts of GA are given, then our optimization study is presented and the
obtained results are shown.
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4.1 Genetic Algorithms
As we have just said, the genetic algorithms are based on an evolutionary
background from which they borrow many biological terms. To keep con-
sistency with all the literature on the subject, the biological terminology is
kept and has to be explained. In GA a chromosome represents a possible
candidate solution to a problem (e.g. a power distribution in our optimiza-
tion case), this chromosome is composed by genes which are parameters that
completely identify the chromosome. To give another example related to our
case, if we suppose the power distribution to be a Gaussian, the genes would
be the mean µ and the standard deviation σ of the distribution. All the
possible chromosomes represent the search space of our problem, the scope
of GA is to ﬁnd the best possible chromosome (solution) inside the search
space. To do this an initial subset of the search space is selected (usually
at random) representing the initial population for the GA. Recombination
(cross-over) between the chromosome of the initial population is used to-
gether with mutation to ﬁnd the optimal solution. The cross-over is very
similar to what happens in nature when two parents give birth to a child. In
the optimization case, two or more chromosomes are paired together and one
or more oﬀspring chromosome are produced whose genes are generated as a
function of the genes of the parents. This function usually takes the name
of cross-over function. To choose which chromosomes are paired together
to form an oﬀspring, a selection process that usually favors the ones with a
higher ﬁtness level is carried out. This ﬁtness is a score of the chromosome
that represents its goodness as a solution to the problem in analysis. The
optimization is usually a problem of ﬁnding the best chromosome, i.e. the
one with the minimum or maximum ﬁtness value depending on the case. In
our case for example, if the chromosome is an input power distribution, its
ﬁtness score is the PLR at the output of the simulator from Chapter 3 when
such distribution is used as an input. After the desired number of oﬀsprings
have been generated, each gene of the chromosomes in the new population
(parents + oﬀsprings) has a small chance of being mutated according to a
mutation function. This allows the optimization process to move completely
through the search space by generating genes that are not among those in
the initial random population. To avoid the risk of losing the best chromo-
somes usually a small subset of the most ﬁt parents, called the elites, are
not allowed to mutate. After mutation takes place, each oﬀspring (or parent
who was mutated) is evaluated and given a ﬁtness score. Only a portion of
the new population, of the size of the initial population, is kept and rep-
resents a new generation of chromosomes. This is done to avoid a growth
or reduction of the population through the generations that would lead the
algorithm to either become too complex or converge to non-optimal results.
The chromosomes to be kept are chosen according to their ﬁtness score to
ensure that the population is not worsening generation after generation.
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Our optimization case was carried out by using two diﬀerent generic
distributions. At the beginning a Gaussian mixture in dB distribution was
used. Later on the distribution was changed, due to some shortcomings of
the Gaussian mixture, to a sum of weighted uniform in dB distributions.
For the rest of the paper we will refer to this weighted sum of uniforms as
uniform step distribution for simplicity. In the following the optimization
process along with all the GA parameters used is explained in more detail.
4.2 Gaussian Mixture in dB
We wanted to ﬁnd a generic parametric distribution able to describe, as a
function of its parameters, almost any kind of distribution. Our ﬁrst choice
was the Gaussian Mixture (GM) distribution because it is widely used in
many ﬁelds to represent a generic probability density function for its ability
to form smooth parametric densities of irregular shapes [32]. For our special
case of a power, we decided the distribution to be GM in dB rather than in
the linear domain. A univariate Gaussian mixture distribution fGM(x) is a
weighed sum of M Gaussian densities as given by equation:
fGM(x) =
M∑
i=1
wi · g(x|µi, σ2i ) (4.1)
where x is a continuous-valued scalar, wi, i = 1, 2, . . . ,M are the mixture
weights and g(p|µi, σ2i ) are the component Gaussian densities. Each compo-
nent density is a univariate Gaussian function of the form:
g(x|µi, σ2i ) =
1√
2piσ2i
e
− (x−µi)
2
2σ2
i (4.2)
with µi and σ
2
i being the mean and variance respectively. The mixture
weights satisfy the relation
∑M
i=1wi = 1.
The parameters we used for our initial simulation are now presented. The
population number was set to Npop = 500. The chromosomes χc(p|dB), c =
1, 2, . . . , Npop were chosen to be Gaussian mixture distributions withM = 6:
χc(p|dB) =
6∑
i=1
wc,i · g(p|dB|µc,i, σ2c,i) (4.3)
with g(p|dB|µc,i, σ2c,i) being the same density deﬁned in (4.2) and p|dB being
the transmitted power in dB. From now on the dependency of χc from p|dB
will be omitted for readability unless needed. By ﬁxing M = 6 each chro-
mosome χc would be composed by a total of 18 real valued genes (µc,i, σc,i
and wc,i, i = 1, 2, . . . , 6). This value was initially considered an accept-
able trade-oﬀ between accuracy and simulation time. This is because the
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speed of convergence of GA is usually proportional to the number of genes
in the chromosomes. The genes of the initial population were randomly
chosen from 3 uniform distributions with varying ranges as follows: µc,i ∈
U(−3, 9), σ2c,i ∈ U(0.1, 10), wc,i ∈ U(1, 5). Such limits were chosen to give
some ﬂexibility to the initial distributions without generating overly large
or oddly shaped ones. The ﬁtness Fc of each distribution was set to be the
PLR of the distribution plus a penalty function fpen(χc, PM ), with the lower
ﬁtness being the better. The PLR was obtained by using the simulator of
Chapter 3 with transmitting power distribution χc and the following system
parameters: G = 1.8 bits/symbols, N = 100, σ2w = −10 dB, Nrep = 3,
Niter = 15, β = 0, QPSK modulation, FEC rate r = 1/3 and packets of
100 bits. The penalty function was introduced to avoid having the power
distribution expand too much in the right side, as that would lower the PLR
but would lead to unrealistic output powers. The penalty function was set
to be the portion of the distribution over the value of PM = 10 dB, which
translates into equation:
fpen(χc) =
∫ ∞
PM
χc(p|dB) dp|dB (4.4)
The optimization process then followed a multi-parent simple approach de-
rived from [33] in which oﬀsprings are generated not from just 2 parents
chromosomes, but from an arbitrary number of parents that was set in our
case to Npar = 4. The steps taken during the optimizations after the gener-
ation of the initial population are:
1) Mating Groups Formation: Randomly divide the current popula-
tion in Npop/(Npar + 1) groups of Npar + 1 individuals.
2) Cross-Over: for each group determine the worst ﬁt chromosome
(χmin) and remove it from the population, the remaining Npar chromosomes
become the parent of the new chromosomes. Generate then a random num-
ber r between 0 and 1 and do the following:
- if r < qd apply the discrete crossover by choosing randomly, for each gene
of the oﬀspring, the value of the corresponding gene of one of its parents.
- if r > qd apply the average crossover operator by taking, for each of the
oﬀspring, the mean value of the corresponding genes of all the parents.
3) Mutation: apply the mutation function fmut(x) with probability
qm = 0.01 to each of the genes of all but the Nelite = 3 most ﬁt chromosomes.
The mutation function was simply set as a multiplicative Gaussian noise with
zero mean and variance σ2m = 0.2, that can be expressed as:
fmut(x) = x · η η ∈ N (0, σ2m) (4.5)
4) Repeat from step 1) for the next generation until a convergence crite-
rion is met. In our case the convergence of the GA was decided on a case by
case basis following the process through the generations and stopping when
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either the PLR or the shape of the distribution would remain almost the
same for 4-5 iterations.
The ﬁrst 2 results of this optimization are shown in Figures 4.1-4.2 where
the resulting distributions have been compared to uniform distributions, the
best performing ones before the optimization. To provide a fair comparison,
we decided to set the maximum of the uniform distribution to Pmax = PM =
10 dB to give the same power constraint of the Gaussian mixture. We then
found the minimum Pmmin that would ensure the same mean power in the
linear domain for both distributions (GM in dB and uniform in dB). By doing
so we imposed the same average power consumption for both distributions.
To express this into formulas we have to remember from Appendix B that the
mean in the linear domain of a uniform in dB distribution can be expressed
as a function of the maximum and minimum values in dB (Pmax and Pmin
in our case). Let's denote with µGMp the mean value in the linear domain of
a GM in dB distribution, and with µunip (Pmin, Pmax) the mean in the linear
domain of a uniform in dB distribution. The minimum value for the uniform
in dB distribution is then the value of Pmin that satisﬁes equation:
µunip (Pmin, Pmax) = µ
GM
p (4.6)
The relationship used to solve Eq (4.6) can be found in Appendix B where
Equation (B.7) has been evaluated by numeric integration for the results
shown in the ﬁgures.
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PLR = 5.978⋅10−4, PLRfloor = 4.276⋅10−4, outage = 5.137⋅10−4
PLR = 1.214⋅10−2, PLRfloor = 1.209⋅10−2, P
m|dB = −14.635
Figure 4.1: First genetic results with the initial GM in dB distribution
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PLR = 3.502⋅10−3, PLRfloor = 1.212⋅10−3, outage = 3.304⋅10−4
PLR = 1.055⋅10−5, PLRfloor = 5.042⋅10−7, P
m|dB = −10.641
Figure 4.2: Second genetic results with the initial GM in dB distribution
In the ﬁgure the PLR ﬂoor is also shown for both distribution as com-
puted using equation (3.17), and the outage for the GM distribution which
represents the value of the penalty function (4.4). The ﬁrst result (Figure
4.1) was a bit misleading because the uniform distribution seemed to perform
worse than the optimized one. The situation changed with the second re-
sult (Figure 4.2) as the uniform distribution outperformed all the optimized
distributions so far. The bad result of the ﬁrst uniform was due to the fact
that the minimum was chosen well below the noise power level σ2w = −10
dB which caused the PLR to be limited by the ﬂoor as happened for the
lognormal in Section 3.4.
To address this problem and avoid a distribution assuming signiﬁcant
probability values below the noise power level, we changed the penalty func-
tion to include also the portion of the distribution below the noise level:
fpen(χc) = 1−
∫ PM
σ2w
χc(p|dB) dp|dB (4.7)
For the subsequent simulations the number of Gaussian in the GM was also
changed to M = 10 to allow better granularity in the shape of the distribu-
tion since the speed of convergence was not excessively slow. Newly obtained
results are shown in Figure 4.3 but are not compared with uniform as they
performed worse than the previous ones.
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generation = 147, PLR = 8.9⋅10−3
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generation = 69, PLR = 1.16⋅10−2
Figure 4.3: GA optimization results after the modiﬁed penalty function
What happened with the new results is that the penalty function was
actually forcing the behavior of the genetic too much, causing distributions
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oddly shaped next to the limits. What we needed to avoid this problem, was
a candidate distribution that could still approximate almost any distribution
but that would also be limited to avoid the use of the penalty function.
By noticing that the uniform was still the best performing distribution, we
thought to use a distribution made of non overlapping weighed uniforms that
we called uniform step distribution.
4.3 Uniform Step in dB
Let's deﬁne as Uniform Step distribution fUS(x) the probability distribution
represented by a weighed sum of M adjacent equal-range uniform distribu-
tions described by the following expression:
fUS(x|Xmin, Xmax) =
M−1∑
i=0
wi · u(x|Xmin + i∆, Xmin + (i+ 1)∆) (4.8)
with wi being the step weights that satisﬁes the relation
∑M−1
i=0 = 1, ∆ =
(Xmax−Xmin)/M being the resolution of the step distribution and u(x|Xmin+
i∆, Xmin + (i+ 1)∆) being the component uniform densities. Each compo-
nent density is a univariate uniform function of the form:
u(x|A,B) =
{
1
(B−A) if A < x < B
0 otherwise
(4.9)
It is easy to understand that if the resolution ∆ is low enough, the uniform
step distribution is able to acceptably approximate any limited distribution.
This allows us to avoid the use of a penalty function that, as we saw in the
last section, compromises the correct behavior of the GA optimization if not
perfectly tailored to each situation. We then decided to use this uniform
step distribution expressed in the dB domain as the generic chromosome
χc of our optimization, using a number of components uniforms M = 20.
By doing so we just had 20 genes per chromosomes, which provide a good
tradeoﬀ between resolution and speed of the optimization.
The limits of the distribution (Pmin and Pmax) for the optimization were
chosen to be the same as the ones used in the simulation of Figure 3.11b,
except the last one (corresponding to an [Eb/N0]max = 18 dB that was
deemed too extreme, in power range, to be considered realistic. By doing so
we could use the results already obtained in Section 3.5.4 as a comparison
for the optimization outcome. The power ranges simulated would then be 4,
7 and 10 dB and for all of them a separate GA optimization was carried out.
The minimum power Pmin = −9.7609 dB, equal for all the three cases, is the
one found in Equation (3.22). The maximum power can still be found using
Equation (3.22) by changing [Eb/N0]m|dB with [Eb/N0]M |dB = 6, 9, 12 dB,
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leading to the following maximum powers: Pmax = −5.7609,−2.7609, 0.2391
dB.
The load G was also changing according to the range of the distribution,
and was chosen to be the load point that on Figure 3.11b provided the PLR
closer to 10−2. This was done to ensure a PLR high enough to have reliable
results from the Monte Carlo simulations, i.e. enough errors, but not so high
to represent a fully congested system that could not be noticeably improved
by power distribution alone. The rest of the optimization process was the
same as described in the previous section. The optimized distributions are
shown in Figures 4.4-4.6 and although they are a bit diﬀerent one from
another they all show a similar trend in the distribution. In each case we
can see that there is a high peak at the right end of the distribution and a
smaller peak at the left end. Our intuition is that the right peak facilitates
the initial decoding by having more packets with the max power, speeding
up the IC process. The left peak on the other hand reduces the average
interference on the slots and does not impact the decoding of those packets
too much because the lowest powered packets would probably still be left
undecoded as a consequence of loops. The evolution of the PLR up to 45
iterations for a range of 10 dB and load G = 1.2 is depicted in Figure 4.7 for
both the uniform and optimized distribution.
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Figure 4.4: Optimized Uniform Step distribution for a power range of 4 dB
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Figure 4.5: Optimized Uniform Step distribution for a power range of 7 dB
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Figure 4.6: Optimized Uniform Step distribution for a power range of 10 dB
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Figure 4.7: Evolution of the PLR as a function of the iteration Niter for the
uniform and optimized distribution when the range is 10 dB and the load
G = 1.2 bits/symbols
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Figure 4.8: PLR comparison between the uniform and optimized distribution
as a function of the load G.
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A comparison between the PLR results for both the uniform and the
optimized distributions for all the optimized ranges is found in Figure 4.8.
We can see that the optimized distribution brings a throughput improvement
of about 10% over the uniform in dB distribution. This is an interesting
result as it proves that uniform in dB is not optimal anymore as it was
the case for E-SSA [17] and CDMA with SIC [18]. This is probably due to
the reduced traﬃc aggregation in slotted systems and also because of the
presence of replicas which modify the SIC process. The eﬀect of imperfect
cancellation was also simulated for a value of β = 0.01 which was assumed
to be representative of the worst case in Section 3.5.3. Results are shown in
Figure 4.9 where we can see that despite being still better than the uniform,
the gain of the optimized distribution is slightly lower than in the perfect
cancellation case. By taking this into consideration, it is probably not worth
in practice to set the transmitting power to follow such an oddly shaped
distribution instead of the uniform in dB.
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Figure 4.9: PLR comparison between the uniform and optimized distribution
as a function of the load G with imperfect cancellation β = 0.01.
Chapter 5
Improving CRDSA Eﬃciency
In the last chapter we were trying to maximize the throughput of CRDSA by
ﬁnding the optimal power distribution to be used at the transmitting side.
In this chapter we will instead focus on optimizing the power and energy
eﬃciency of CRDSA by proposing and analyzing two possible variations of
the protocol. The ﬁrst is a multi-frequency variation of CRDSA aimed at
greatly reducing the peak power needed by the transmission terminals and
will be referred to as MF-CRDSA. The second is standard CRDSA with the
addition of a light spreading to reduce the impact of loops and thus make 2
replicas CRDSA viable, allowing a 33% reduction of the energy consumption
compared to 3 replicas CRDSA. This latter variation will be addressed as S-
CRDSA. In the following borh these proposed modiﬁcations will be analyzed
in more detail and comparison with the standard protocol will be given.
Afterward the combination of both methods will be considered as the eﬀects
induced by them synergize well together. At the end a brief comparison of
ACRDA and CRDSA will also be given. We will now introduce a notation
that will be used in the remainder of the chapter to diﬀerentiate, when
needed, between system parameters used in diﬀerent variations of CRDSA.
If we take for example the number of slots in a frame N , we will deﬁne as
NST the value for standard CRDSA, as NMF the value for MF-CRDSA, as
NSP the value for Spread CRDSA and as NMP the value in the case where
both multi frequency and spreading are used.
5.1 Multi-Frequency CRDSA
The peak power required by the transmitting terminals has always been a
drawback of TDMA systems that limits the number of slots N that can
eﬀectively be used in a frame. The problem with TDMA schemes is that
transmitting only on a small portion of the total available time, it needs
a higher power to ensure the same average energy per bit Eb compared to
FDMA and CDMA systems for the same useful single user average bit rate.
69
70 CHAPTER 5. CRDSA ENHANCEMENTS
Since the PLR of a system is directly related to the ratio between the bit
energy and the noise ﬂoor level [Eb/N0], assuming a noise level independent
from the multiple access scheme used, TDMA needs a power N times higher
than FDMA or CDMA. This represents a problem especially in random ac-
cess scenarios in which the transmitting terminals should be cheap and small,
thus typically not capable of supporting high powers. The concept of MF-
CRDSA is to extend the slotted nature of CRDSA in frequency in addition
to time. To avoid the need of each terminal to be capable of transmitting
on multiple frequencies at the same time, a minimum number of time slots
is required. This minimum number simply corresponds to the number of
replicas Nrep, hence the classiﬁcation of the protocol as MF-TDMA. This
concept is also easily adaptable to real system scenario because MF-TDMA
is a proven technique that is extensively used in both satellite (DBS-RCS2)
and terrestrial systems (slotted OFDM). The proposed system will have Nrep
time slots, each of which will be divided into NF frequency slots, for a total
number of time slots NMF = Nrep ·NF .
To fairly evaluate the performances of MF-CRDSA we have to test it
against standard CRDSA under comparable conditions. The conditions we
enforced to ensure fairness in the multiple access are: the transmitted packets
should be occupying the same bandwidth BW and having the same average
decoding delay. The latter can be reasonably approximated to be propor-
tional to the time frame duration TF , as the demodulator has to wait for the
reception of the whole frame to start the IC process. With the last assump-
tion the equality on the decoding delay can be translated into the equality
of the frame durations (T STF = T
MF
F leading to:{
BSTW = B
MF
W
T STF = T
MF
F
(5.1)
The procedure for computing the occupeid bandwidth in standard CRDSA
was already explained in Section 3.5.1. The bandwidth BSTW can be expressed
with the newly introduced notation as:
BSTW = (1 + α)Nsym
NST
T STF
(5.2)
where Nsym was the number of symbols sent inside a packet. By following a
similar procedure we can compute the bandwidth occupied by a single user
in MF-CRDSA BMFWSU as:
BMFWSU = (1 + α)R
MF
s = (1 + α)
Nsym
TMFs
By remembering that each user is occupying one of the possibleNF frequency
slot and that the time slot duration can be expressed as TMFs = T
MF
F /Nrep,
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the total bandwidth occupied by the MF-CRDSA system BMFW = B
MF
WSU
·NF
can be expressed as
BMFW = (1 + α)Nsym
Nrep ·NF
TMFF
= (1 + α)Nsym
NMF
TMFF
(5.3)
If we assume equal roll-oﬀ and number of symbols per packet, by imposing
the conditions of Equation (5.4) we can see that fairness is achieved by
simply having NMF = NST = N . Using MF-CRDSA has two eﬀects: the
ﬁrst is the wanted reduction of the required peak power in transmission, the
second is an increment in the loop probability of the system. The ﬁrst eﬀect
is easily justiﬁable by the fact that each frame is divided in just Nrep time
slots rather than N , which implies a reduction of the peak power needed to
achieve the same bit energy Eb by a factor N/Nrep. As we saw in section
3.5.1 the number of slots in the CRDSA frame has a great impact on the
performance, and a number of slots lower than N = 50 should not be used.
This leads to more than 10 times reduction of the peak power required by
terminals in MF-CRDSA. The second eﬀect is a bit less evident and is due
to the fact that by imposing the transmission of the replicas in diﬀerent time
slots, we are putting a constraint on the possible slots choice combinations
that each user randomly picks compared to standard CRDSA. This lower
number of combinations in MF-CRDSA causes a higher probability of loops
that has been more deeply analyzed in Appendix C. To evaluate the impact
of this higher loop probability we simulated both standard CRDSA and MF-
CRDSA using the uniform distributions found at the end of Section 3.5.4.
For Nrep = 2 we used N = 100 while for Nrep = 3 we used N = 99 to ensure
that NF would be an integer number. The results are shown in Figure 5.1
and we can notice that in MF-CRDSA there is higher PLR in the low load
region, while there is almost no diﬀerence as the load increases. This is
because the impact of the number of loops is only visible with low loads,
when the IC process is able to decode every packet except the ones that are
in irresolvable loops. When the load increases and the system becomes more
congested, the PLR is not aﬀected by the slight loop probability increment
caused by MF-CRDSA.
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Figure 5.1: Comparison between standard CRDSA and MF-CRDSA for
Nrep = 3 and N = 99.
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5.2 Spread CRDSA
Spread CRDSA is a modiﬁcation of the standard CRDSA that adopts a
light direct sequence spreading (spreading factor SF = 2 − 8) on top of the
slotted nature of the protocol to reduce the number of irresolvable loops.
Orthogonal CDMA cannot be used in this case as the number of users in
the frame can be quite high and the number of orthogonal codes is limited
to the spreading factor SF . For this reason spreading techniques used in
asynchronous CDMA [34] are better suited for S-CRDSA. Practical systems
usually employs pseudo noise sequences whose period is much longer than the
system spreading factor SF [35]. Spreading is thus usually performed over
the whole FEC block encompassing hundreds or even thousands of symbols.
For this reason the parameter of interest to give a good approximation of
multiple access interference (MAI) is the partial-period correlation between
the spreading sequences. For commonly used PN sequences it is shown in
[35] that the average partial correlation is around 1/
√
SF . This leads to an
interference mitigation in power that can be assumed to be proportional to
the spreading factor SF . A real implementation of the spreading in CRDSA
may prove to be challenging, especially for the packet preamble that should
be easy to detect to avoid excessive complexity at the demodulator. Despite
this implementation problem, in our simulations we will simply consider
spreading by dividing the MAI power by the spreading factor SF . To ensure
a fair comparison between the simulations of standard CRDSA and Spread
CRDSA some assumptions similar to the ones of the previous Section have
to be made. We will assume that a fair comparison requires:{
BSTW = B
SP
W
T STF = T
SP
F
(5.4)
The bandwidth for standard CRDSA has already been expressed with Equa-
tion (5.2) while the expression for the Spread case can be expressed as:
BSPW = (1 + α)Rc = (1 + α)RsSF
where by expressing the symbol rate as a function of the frame duration as
was done in Section 3.5.1 we can ﬁnally write:
BSPW = (1 + α)
NSP
T SPF
SF (5.5)
By imposing both the conditions (5.4) we can state that to ensure fair com-
parison between standard CRDSA and Spread CRDSA we just have to im-
pose
NST = SFN
SP (5.6)
The ratio between the average number of active users as a function of the
load µK(G) and the number of slots inside the frame N also changes whether
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the spreading is present or not. Assuming to keep the same modulation order
M and FEC coding rate r for both cases (leading to the same processing
gain Gp = 1/(r log2M)) the average number of users can be expressed in
the unspread case as:
µSTK (G) =
G ·NST
Gp
while in the spread case as:
µSPK (G) =
G ·NSP · SF
Gp
as the spreading reduces the spectral eﬃciency of each user by a factor SF ,
thus more users are needed to reach the same channel load G. To achieve
the same load in both scenarios GST = GSP it is then clear that the ratio
between the average number of active users and the number of slots per
frame has to satisfy the following relation:
µSPK (G)
NSP
=
µSTK (G)
NST
SF (5.7)
Simulation results obtained using the uniform in dB distributions presented
at the end of Section 3.5.4 with NST = 400 and NSP = NST/SF are shown
in ﬁgures 5.25.3 for Nrep = 2, 3. Results for SF have been computed but
have been omitted from the ﬁgures as they are almost equal to the case of
SF = 4.
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Figure 5.2: Comparison Spread CRDSA and standard CRDSA for Nrep = 2.
5.2. SPREAD CRDSA 75
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
10−8
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
Load, G (bits/symbol)
Pa
ck
et
 L
os
s 
R
at
io
 
 
[Eb/N0]max = 6 dB, SF = 1
[Eb/N0]max = 9 dB, SF = 1
[Eb/N0]max = 12 dB, SF = 1
[Eb/N0]max = 6 dB, SF =2
[Eb/N0]max = 9 dB, SF = 2
[Eb/N0]max = 12 dB, SF = 2
[Eb/N0]max = 6 dB, SF = 4
[Eb/N0]max = 9 dB, SF = 4
[Eb/N0]max = 12 dB, SF = 4
Figure 5.3: Comparison Spread CRDSA and standard CRDSA for Nrep = 3.
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As we can see the spreading lowers the PLR ﬂoor in both cases and also
increases the steepness of the PLR curve. Another eﬀect that is clear is that
spreading is meaningful only for the case of 2 replicas and only for low SF
as increasing the spreading worsen the performances. This is probably due
to the fact that higher spreading is enough to ensure collision resolution and
as such, having replicas only causes higher interference. With a spreading
factor as low as SF = 2 it is already evident that Nrep = 2 is the best choice.
This is an added value as far as energy consumption is considered because
it provides an increment in eﬃciency of 33%
Power optimization using the GA method presented in section 4.3 has
also been carried out for Spread CRDSA with 2 values of SF = 4, 16 to
check whether the optimized distributions would approach the uniform in
dB. The GA could not be run for long enough to be considered converged but
the optimized distributions were still outperforming the uniform in dB. The
optimized distribution are shown in Figure 5.4 where we can still see some
peaks at both sides as in standard CRDSA. Comparison with the uniform is
shown in Figure 5.5 for a scenario with Nrep = 2 and N = 100 for both SF =
4, 16. Even though the result may not be ﬁnal and a further optimization
could be possible, we can see that the optimized distributions have a lower
gain over the uniform compared to standard CRDSA. This can be explained
by the fact that with spreading we got close to the E-SSA case, despite the
presence of replicas, for which it was already proven that the uniform in dB
was the quasi-optimum distribution.
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(d) range = 7 dB, SF = 16
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(e) range = 10 dB, SF = 4
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Figure 5.4: Optimized distribution for range = 4,7,10 dB and SF = 4, 16.
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Figure 5.5: Comparison between uniform and optimized distribution for
Spread CRDSA with Nrep = 2 and N = 100.
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5.3 Combining MF and Spreading
We just saw that the biggest eﬀect of spreading is a substantial reduction
of the PLR ﬂoor caused by the loops. This is an eﬀect which is opposed to
the drawback induced by the MF-CRDSA implementation seen at the begin-
ning of the chapter. It may then be worth to combine MF and spreading to
achieve a slotted system that has good performances, is energy eﬃcient and
has peak-power requirements comparable to FDMA and CDMA systems. We
will refer to this system as SMF-CRDSA (Spread Multi Frequency CRDSA)
and although its applicability to a real scenario has not been investigated, the
performances of such system were simulated using the simplifying assump-
tion and the fairness criteria of the previous sections. We decided to just
compare the standard CRDSA with Nrep = 3 and the SMF-CRDSA with
Nrep = 2 as they represent the best working conditions of both. The results
are shown in Figure 5.6 where we can see that as far as PLR is concerned,
the results are almost equivalent. SMF-CRDSA is on the other hand much
more eﬃcient as it requires a terminal peak power which is NST/NMPrep = 200
times lower while also assuring 33% less energy consumption. Despite the
possible implementation issues of combining FDMA,TDMA and CDMA all
together, the expected eﬃciency gain is extremely promising.
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Figure 5.6: Comparison between standard CRDSA with N = 400, Nrep =
3, SF = 1 and SMF-CRDSA with N = 100, Nrep = 2, SF = 4.
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5.4 ACRDA vs CRDSA
In this last Section we will brieﬂy investigate ACRDA, the asynchronous
version of CRDSA described in [9] and already presented in Section 1.3.
ACRDA represents an enhancement of CRDSA as it removes the synchro-
nization requirements while decreasing the loop probability as a consequence
of partial packets overlap. As the simulator presented in Chapter 3 could
not be used to simulated ACRDA scenario, an existing physical simulator
similar to the one mentioned in Chapter 3 for CRDSA was used to obtain the
results. This simulator, like the CRDSA physical one, is slow and cannot be
used for optimizing the packets power distribution using the GA. An adap-
tion to support this feature would require a deep renewal of the simulator
itself that was outside the scope of this thesis. For this reason a power opti-
mization was not carried out and optimized powers found in CRDSA could
not be tested. Comparison was instead carried out using the uniform in dB
distributions that still provided a quasi-optimum performance for CRDSA.
Results were obtained imposing the same number of slots in the CRDSA
frame and in the ACRDA virtual frame N = VF = 100 and are shown in
Figures 5.7-5.8 for 2-replicas ACRDA and 2,3-replicas CRDSA.
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Figure 5.7: Comparison between CRDSA and ACRDA with equal Nrep.
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Figure 5.8: Comparison between CRDSA and ACRDA with diﬀerent Nrep.
As we expected, the ﬂoor in ACRDA is lower when the number of replicas
is equal and it is still acceptable when compared with 3-replicas CRDSA.
This may justify the use of Nrep = 2 as the normal working condition of
ACRDA.
A slight modiﬁcation of the physical simulator was also done to introduce
the spreading as it was also done in Section 5.2 to simulate its impact on
ACRDA. Results are shown in Figure for Nrep = 2 and SF = 1, 4 where the
same fairness conditions of Spread CRDSA have been applied, by changing
the number of slots in the virtual frame VF according to the spreading.
The simulations show how the spreading on ACRDA has a similar eﬀect to
the one shown for CRDSA, further lowering the PLR ﬂoor. The impact of
multi frequency has not been investigated through simulations because its
implementation would require more time but it is expected to also provide
similar results as far as PLR is concerned while keeping the exact same
beneﬁt in terms of peak-power requirements. These preliminary results are
promising and justify further studies on ACRDA as it may represent a valid
evolution of CRDSA.
82 CHAPTER 5. CRDSA ENHANCEMENTS
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
Load, G (bits/symbol)
Pa
ck
et
 L
os
s 
R
at
io
 
 
[Eb/N0]max = 6 dB, SF = 1, VF = 100
[Eb/N0]max = 9 dB, SF = 1, VF = 100
[Eb/N0]max = 12 dB, SF = 1, VF = 100
[Eb/N0]max = 6 dB, SF = 4, VF = 25
[Eb/N0]max = 9 dB, SF = 4, VF = 25
[Eb/N0]max = 12 dB, SF = 4, VF = 25
Figure 5.9: Comparison between ACRDA with and without spreading.
Chapter 6
Conclusions
In this thesis we tried to optimize an existing slotted advanced random ac-
cess protocol called CRDSA, already part of the DVB-RCS2 standard. First,
we dealt with the issue of optimization of the power distribution at the gate-
way demodulator side. Soon it was found that an analytical approach was
too cumbersome to be reliably described mathematically. We then decided
to progress in the optimization through a simulation approach and we de-
veloped a novel simulator model accurate yet fast enough to support a nu-
merical optimization process. The proposed simulator allowed to simulate
the CRDSA packet loss ratio as a function of many system parameters, in-
cluding the transmitting power distribution. After being validated with a
previously existing physical layer simulator, the new simulator was used to
verify the impact of many important CRDSA parameters more thoroughly
than ever before. This provided a better understanding of the protocol that
was needed for the remainder of the work.
Power optimization was then carried out with the aid of Genetic Algo-
rithms optimization by using the PLR at the output of the simulator as the
ﬁtness function. The lengthy optimization process provided some unusual
shaped optimized distributions outperforming the previously best known dis-
tribution. This result was unexpected and proved that the slotted nature
of CRDSA combined with the replica aided IC process made the optimal
solution diverge from the one found for unslotted spread RA [17]. Despite
the interesting result, performance gains over the uniform in dB distribution
were only about 10% making the optimized distribution advantage imple-
mentation marginal in practical system scenarios.
Alongside the power optimization, two variations of CRDSA were pro-
posed to improve its peak-power requirements and its energy eﬃciency. The
ﬁrst one, a multi-frequency adaption of CRDSA, was shown to provide great
improvements in the required transmitting peak powers while only increas-
ing by a small amount the PLR at low load conditions. This variation is
also supposed to be easily adaptable to legacy systems of both satellite and
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terrestrial networks that already make an extensive use of MF-TDMA. The
second proposed variation was a spread version of CRDSA that provides
a substantial decrease of the PLR ﬂoor caused by loops exploiting small
spreading factors (SF = 2 − 4). This second variation may be more diﬃ-
cult to implement as it will require a physical layer modiﬁcation to many
communication systems to support spreading. Despite the implementation
issues, combination of both multi frequency and spreading was simulated and
shown to provide good PLR performances and excellent power and energy
eﬃciency.
At the end of the thesis some preliminary comparison between CRDSA
and its asynchronous version ACRDA have been made and the latter has
shown to provide better performances as well as relaxing the need for syn-
chronism that can be quite limiting especially for satellite scenarios. Given
the supposed superiority of ACRDA and the level of understanding of CRDSA
we have now, future works should probably be focused more on ACRDA as
the RA protocol of choice for legacy systems that do not support spreading.
Appendix A
Collisions Modeling for
CRDSA
To be able to adequately model the collisions that take place in the slots
of a CRDSA frame we ﬁrst have to model the distribution of the number
of colliding packets in every slot. We will start from the case in which the
number of users in the slot is ﬁxed and then move to the case that this
number is Poisson distributed. At the end of the appendix the distribution
of the total power inside the slot is also investigated.
A.1 Collisions distribution for a Fixed Number of
Users
Suppose a CRDSA frame composed of N slots in which K users are trans-
mitting Nrep replicas. For each of the replicas the transmission slot is chosen
with equal probability among the slots not already occupied by the same
user. Let us now consider the generic slot s and the generic slot k. The
probability that user k chooses the slot s for it's ﬁrst replica is 1/N . The
probability that instead it is chosen as the slot for the second replica is
1/(N − 1) times the probability of not being chosen for the ﬁrst replica
(N − 1)/N . By iterating this procedure for every replica and adding the
results we obtain the probability that a generic slot s holds a replica from a
generic user.
ps =
Nrep∑
n=1
1
N − n+ 1
N − n+ 1
N
=
Nrep
N
(A.1)
Since for every slot this probability is the same we can drop the dependency
of p from s. Since every user chooses independently from each other, the
number of packets that are in the generic slot s is a random variable I that
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follows a binomial distribution with parameters K and p:
I ∈ B(K, p)→ Pr{I = i} =
(
k
i
)
pi(1− p)k−i. (A.2)
A.2 Collisions distribution for a Poisson Number of
Users
Consider now the same scenario with the diﬀerence that the number of users
active in the frame K is not ﬁxed anymore but follows a Poisson distribution
which is described by the following equation:
K ∈ P(λ)→ Pr{K = k} = λ
k
k!
e−λ (A.3)
If we keep denoting with I the random variable identifying the number of
packets that are present in a single slot, the distribution of I is Binomial
with a number of trials that is Poisson distributed and not ﬁxed:
Pr{I = i} =
∞∑
k=i
(
k
i
)
pi(1− p)(k−i)λ
k
k!
e−λ (A.4)
By expanding the binomial coeﬃcient and simplifying the k! term we obtain
∞∑
k=i
(
k
i
)
pi(1− p)(k−i)λ
k
k!
e−λ =
pie−λ
(1− p)ii!
∞∑
k=i
(λ(1− p))k
(k − i)! , (A.5)
we can now make a change of variable l = k − i and put q = 1− p to get
pie−λ
qii!
∞∑
k=i
(λq)k
(k − i)! =
pie−λ
qii!
∞∑
l=0
(λq)(l+i)
l!
(A.6)
By remembering that
∑∞
k=0
zk
k! = e
z we can further simplify the previous
expression as:
pie−λ
qii!
∞∑
l=0
(λq)(l+i)
l!
=
pie−λ
qii!
(λq)ieλq =
(λp)ie−(λp)
i!
(A.7)
We can see from equation (A.7) that the resulting distribution is also Poisson
with mean value λp.
A.3 Asymptotic results for Large Frame Sizes
Consider a variable I that follows a binomial distribution with parameters k
and p. The expected value of I is known to be kp. If we suppose that this
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mean value remains constant and we call it λ the probability of success p
can be rewritten as:
p =
λ
k
We can now write the probability that the random variable I assumes the
value i:
Pr{I = i} = k(k − 1)(k − 1) · · · (k − i+ 1)
i!
· λ
i
k
·
(
1− λ
k
)k−i
(A.8)
If we swap the denominators between the ﬁrst and the second fraction we
obtain:
Pr{I = i} = k
k
· k − 1
k
· · · k − i+ 1
k
· λ
i
i!
·
(
1− λ
i
)k−i
(A.9)
By expanding the last factor and remembering that
lim
n→∞(1−
λ
n
)n = e−λ
we can easily see that
lim
k→∞
Pr{I = i} = λ
i
i!
e−λ (A.10)
As we can see as k →∞ and p→ 0 the binomial distribution converges to a
Poisson distribution. This result is interesting for us because if we keep the
load of the system (expressed as the ratio K/N) and the number of replicas
Nrep unchanged, the value (K/N) ·Nrep remains constant. This means that
by increasing the frame size, the diﬀerence between having a ﬁxed number of
users per frame or a Poisson number with the same mean becomes negligible.
A.4 Total Power Distribution
Let's consider the same CRDSA scenario as before in which each user trans-
mits all its replicas with a power P which follows a distribution fp(p). Let's
now denote with f
(i)
p (p) the distribution of the power in a slot where i pack-
ets are present. Considering that the power of the packets colliding in a
slot are independent one from each other, we can express the generic power
distribution for a ﬁxed number of colliding packets as
f (i)p (p) = f
(i−1)
p (p)⊗ f (1)p (p) i = 1, 2, . . . ,K (A.11)
where f
(1)
p (p) = fp(p) and f
(0)
p (p) is the delta function. The distribution of
the total power fpT (p) in the slot can then be easily computed using the law
of the total probability:
fpT (p) =
∞∑
i=0
ρif
(i)
p (p) (A.12)
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where ρi is the probability that there are i colliding users in a slot.
Appendix B
Relationship between
distributions in the linear and
dB domains
As often happens when dealing with powers, we work most of the time with
values in the decibel domain. Since we want work with power distributions,
it is also nice to express the distribution of the powers in the dB domain.
Most of the results found in this thesis are, for instance, obtained with power
distributions which are Uniform or Normal in the dB domain. Hence it is
important that we give some clariﬁcations on the relation between distri-
bution of the same random variable in the linear and decibel domain. Let
P|dB be the random variable with distribution fp|dB (p|dB) that represents
the power of a packet in the dB domain. Let P be the random variable with
distribution fp(p) that represent the same power in the linear domain. The
relationship between the two is:
P = g(P|dB) = 10
(P|dB
10
)
(B.1)
Since g(x) is a monotonic increasing transformation, we can relate the two
distributions as follows:
fp(p) =
fp|dB (p|dB)
g′(p|dB)
∣∣∣∣
p|dB=g−1(p)
(B.2)
where
g′(p|dB) = dg(x)
dx
∣∣∣
x=p|dB
=
10(
p|dB
10
) ln(10)
10
(B.3)
and
g−1(p) = 10 log10(p) (B.4)
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By susbtituting (B.4) and (B.3) in (B.2) we obtain
fp(p) =
p ln(10)
10
fp|dB (10 log10(p)) (B.5)
It is important to point out that the relationship between the moments of
the two distributions is not a straightforward transition between the linear
and dB domain, take for example the expression for the mean values in both
domains:
µp|dB = E{p|dB} =
∫ ∞
−∞
p|dB · fp|dB (p|dB) dp|dB (B.6)
µp = E{p} =
∫ ∞
−∞
p · fp(p) dp (B.7)
It is clear from equations (B.6)-(B.7) that in general µp|dB 6= 10 log10(µp).
For example, in the case of a lognormal distribution the relation between the
means is:
10 log10(µp) = µp|dB +
ln(10)
2
σ2p|dB
10
(B.8)
As we can see the mean in the linear domain depends not only on the mean
but also on the variance in the dB domain.
Appendix C
Loop modeling for CRDSA
A high level assessment on the loop probability for CRDSA was already
analyzed in [12] and is of great importance for this thesis. The calculations
found in the paper are here summarized and the model is extended to take
into consideration the IC process in the computation of the loop probability
and also to model the multi-frequency and spreading introduced in Chapter
5. As done in [12] we will limit the analysis to the simple case of equi-power
packets and we will only take into account the simpler loops in which two
or more users, choose the exact same Nrep-tuple of slots inside the frame.
This represents an upper bound of the loop probability as more complex
loops can also take place. Consider the scenario in which we have a frame
composed by N slots. The number of possible slots combination that a user
sending Nrep replicas in a frame can choose is dependent on whether we are
considering standard CRDSA or MF-CRDSA. In the ﬁrst caseN ′c(N,Nrep) =(
N
Nrep
)
is simply the number of possible combinations without repetition of N
elements taken in groups of Nrep. In the second case the number of possible
combinations is N ′′c (N,Nrep) = (
N
Nrep
)Nrep as the replica have to be non
overlapping in time. To understand which case brings to a higher number
of combinations we can analyze the ratio between N ′c and N ′′c which can be
written as:
N ′c
N ′′c
=
(
N
Nrep
)
· N
Nrep
rep
NNrep
=
(N −Nrep)!
NNrep
· N
Nrep
rep
Nrep!
≥ 1 (C.1)
where equality holds only if Nrep = 1 or Nrep = N . As we can see MF-
CRDSA always leads to a lower number of combinations. As far as loops
are concerned this is the only diﬀerence between standard CRDSA and MF-
CRDSA, for the rest of Appendix the calculations will be, hence, done ac-
cording to the generic number of combinations Nc which shall then be chosen
according to the protocol. Each user can choose any of the possible combina-
tions with an equal probability q = 1/Nc(N,Nrep). Consider now a generic
packet which we will call PoI (Packet of Interest), the probability pl that the
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user of the PoI is in a loop with l other users follows a binomial distribution:
pl(λ,N,Nrep) =
(
λ− 1
l
)
· ql · (1− q)λ−1−l (C.2)
where λ is the average number of users per frame. It is clear that the prob-
ability of having loops is dependent on q that decreases when either N or
Nrep increases.
Consider now the case in which every packet has the same power so that
each user has the same SNR γ. Denote now with 1− ζl the probability that
a packet which is in a loop with l other packets can be correctly decoded.
If we assume the same scenario analyzed in Chapter 3 in which a QPSK
modulation with FEC rate 1/3 is used on packets of 100 information bits,
and we also take into account a spreading factor S with the simplifying
assumption of Section 5.2 we can write:
ζl = Γ
Nrep
[
10 log10
(
γ
(1 + γSF · l)
1
r log2M
)]
(C.3)
Suppose now that for a certain L we can assume
ζl = 1 for l ≥ L
During the IC process, all of the packets that are in a loop of degree l with
the PoI have a probability 1 − ζl of being decoded, thus lowering the loop
degree that the PoI experiences. If we denote with p′l the probability that
the PoI is in a loop of degree l at the end of the IC process we can write
p′L = pL
as no packets can be decoded if l ≥ L. We can then write the generic p′l for
l = 1, 2, . . . , L− 1 as:
p′l =
[
pl +
L−1∑
n=l+1
p′n
(
n
n− l
)
(1− ζn)n−lζ ln
]
ζ ll (C.4)
The term inside the square bracket represent the total probability of having
a loop with degree l considering the initial probability pl plus the probability
that some of the higher order loops got some of their packets decoded and
became loops of order l. The term outside of the square bracket represents
the probability that none of the packets in the loop of order l is decoded
during the IC process.
As we can see, in equation (C.4) the probabilities of loop inside the sum
term are already the ones after IC. For this reason to compute the p′l we have
to start from the highest one p′L−1 and go down to p
′
1. Once all the p
′
l have
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been computed, the PLR Z of the PoI just caused by the simple loops can
be computed as:
Z(loop) =
∞∑
l=1
p′lζl (C.5)
Equation (C.5) has been confronted with both simulated results obtained
with the simulator of Chapter 3 and the simpler analytical model of [12] that
does not take into account the IC process for diﬀerent scenarios. Three cases
have been analyzed: standard CRDSA, MF-CRDSA and Spread CRDSA
with SF = 2. For all these cases the number of replicas was assumed to be
Nrep = 2 and the number of slots in the frame N = 100. The results are
shown in Figures C.1-C.3 and we can see that the proposed model better
approximates the simulated results. Divergency from the model as the load
increases is expected as the evident increment in the PLR is not caused by
the loops but by system congestion.
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Figure C.1: Simulated and analytical results for standard CRDSA with equi-
power packets, [Es/N0] = 10 dB, Nrep = 2, N = 100.
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Figure C.2: Simulated and analytical results for MF-CRDSA with equi-
power packets, [Es/N0] = 10 dB, Nrep = 2, N = 100.
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Figure C.3: Simulated and analytical results for Spread CRDSA with equi-
power packets, [Es/N0] = 10 dB, Nrep = 2, N = 100, SF = 2.
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