AbstractÐA new approach to stochastic simulation of fracture networks has been developed and the algorithm is presented here. The simulation procedure mimics fracture propagation. Fractures are grown following geomechanical rules of propagation inferred for each speci®c host geological environment. The algorithm developed is a hybrid pixel/object approach where fractures are constructed as objects which are themselves sets of connected pixels rather than parametric objects. Working on a pixel grid gives¯exibility for modeling and the fractures are not required to take any pre-speci®ed shape. In addition, an incremental growth of the fractures, pixel by pixel, allows generating curvilinear or undulating fractures. It also allows the fractures to be stopped in their propagation e.g. when they encounter previously simulated open fractures or shale laminae. #
INTRODUCTION
Characterization of fractured reservoirs starts with a static geometric description of the fracture system in the subsurface. The task is rendered dicult by the fact that data about fracture geometry are limited and rarely available in three dimensions. Yet, it is important to establish a reliable, geologically and geomechanically sound 3D``picture'' of the reservoir. In addition, whichever model is built must only rely on obtainable data yet must aim at integrating all relevant information.
Traditional stochastic geometric modeling, using Boolean or marked-point processes (Baecher and others, 1977; Long, 1983; Chiles and de Marsily, 1993) relied on simplistic geometric descriptions of the fracture or fault systems as sets of elliptical discs, and required data rarely available in practice such as length and height distributions. Other morē exible alternatives, such as pixel-based multiplepoint statistics algorithms (Guardiano and Srivastava, 1993; Srivastava, 1994; Wang, 1996) need extensive training images (photographs or conceptual drawings) whose reliability or relevance is uncertain and which are not available in 3D. The major drawback of the former traditional fracture network algorithms is that the resulting simulations do not``look'' realistic from a geomechanical point of view. One reason is that the algorithms do not account for the genesis of fractures, but rely on biased statistics about the ®nal state of the fracture system. This work concentrates on the simulation of joints. Joints are fractures whose opposing faces have demonstrable normal-opening oset without shear-related displacement. They are``wellbehaved'' entities whose initiation, propagation and termination can be explained qualitatively by simple rules of fracture propagation (Pollard and Aydin, 1988) . In layered systems, joints are approximately rectangular and perpendicular to the layering. They are usually bounded by layer interfaces because of the presence of shale laminae in between layers, stiffer rocks in adjacent layers, or possibility of slip along layer interfaces. Joints propagate perpendicular to the minimum principal stress. The orientation of this stress ®eld is aected by variations in rock types and the presence of larger nearby discontinuities such as faults thus creating curvilinear (nonplanar) fractures. It is therefore possible to extract rules which guide fracture propagation and adequately describe the fracture system. The paper presents an algorithm to simulate 3D discrete fractures (joints) in layered systems. More details can be found in Gringarten (1996 Gringarten ( , 1997 . The algorithm relies on two main sources of data: fracture orientation and density distributions.
FRACTURE SIMULATION MODEL
To improve on existing fracture simulation methods, the following points must be addressed: Computers & Geosciences Vol. 24, No. 8, pp. 729±736, 1998 # 1998 Elsevier Science Ltd. All rights reserved Printed in Great Britain 0098-3004/98 $ -see front matter PII: S0098-3004(98)00071-5 *E-mail: egringarten@lgc.com.
(1) the resulting fracture representations must look geologically realistic, and (2) the simulation algorithm must rely only on data readily available in practice while being¯exible enough to account for further (qualitative or quantitative) information about the existing fracture system. The fracture simulation model proposed here is part of a broader methodology for the characterization of fractured reservoirs which consists of, ®rst, constructing models of the architecture and (mechanical) facies distribution of the reservoir. These models represent the geological environment in which the fractures exist. The fracture simulation model then consists of growing fractures following rules of propagation inferred for this speci®c environment.
As the fracture is grown, it comes into contact with certain lithologies or open fractures which may stop its propagation. Thus, the model does not require a priori assumptions of ®nal fracture shape and size.
The algorithm proposed here is a hybrid stochastic simulation approach in which fractures are constructed as objects which are themselves groups of connected pixels. There are three reasons for choosing to work on a pixel grid: (1) it allows non-parametric objects to be simulated giving the¯exibility of arbitrary fracture shapes, (2) an incremental growth of fractures, pixel by pixel, enables non coplanar (i.e., curvilinear or undulating) fractures to be generated, and (3)¯uid¯ow simulations for reservoir engineering purposes are typically performed on a discretized grid, so if the simulated fractures are already on a pixel grid, the task of discretization with the attendant loss of resolution is avoided. This hybrid approach also provides great exibility to account for dierent types of information and constraints, either soft or hard, quantitative or qualitative.
The minimum data requirement for the fracture propagation algorithm is some prior knowledge of the spatial distribution of the fracture density (intensity) and of the orientation of the fractures. All sources of data (wells, analog outcrops, and seismic surveys) give some information about such fracture density and fracture orientation. These data can be combined to generate 3D stochastic images of fracture density; for example, wells provide local conditioning data, measures of spatial variability are borrowed from analog outcrops, and seismic data are used as a soft information or a trend. The speci®c measure of fracture density considered here is referred to as``scanline density''. It is de®ned as the number of fractures per unit length, intersecting a scanline perpendicular to the main orientation of the fracture set, see Figure 1 . The density information takes the form of a 3D grid available over the entire region where fractures are to be simulated. The simulation of the density values could be performed using any of the wellestablished continuous-variables simulation codes, e.g. program sgsim of GSLIB (Deutsch and Journel, 1997) . Orientation data can take the form of a 3D grid of angles (thus allowing curvilinear fractures) or angle distributions (histograms or rose diagrams).
The methodology requires each fracture set to be generated in chronological order. Separating the various sets and establishing their hierarchy is an important step of the geological interpretation of fracture systems. The two main visual criteria used for the separation are orientation and interaction 
E. Gringarten 730
between the fractures. These visual observations should be backed by sound structural and tectonic considerations.
In this paper, the algorithm is described in its simplest form. Stopping criteria for the propagating fractures, orientation constraints, and conditioning issues are then presented and illustrated with examples. Some practical considerations are discussed. The FORTRAN 77 source code fracnet (and associated utility programs) is available through anonymous ftp from markov.stanford.edu (IP 36.51.2.97) in the subdirectory fraclib, or from IAMG.ORG. This program follows the format of the GSLIB software given in Deutsch and Journel (1997) . Description of the parameter ®le and sample output is given in Appendix A.
Simulation algorithm
The underlying principle of the fracture simulation algorithm is to grow (propagate) the fractures while honoring density and orientation data.
The algorithm builds the fracture system sequentially one fracture at a time, and one fracture set at a time, according to a pre-determined hierarchy. Starting from an arbitrary row of the grid, it proceeds to adjacent rows until the whole grid has been visited. Figure 2 shows a schematic of the procedure. The following is a description of the fracture simulation algorithm in its simplest form:
Step 1 Generate (simulate) a coarse grid of fracture density values (these grid blocks are referred to as density blocks). The density grid must be``representative'' of the fracture network in the sense that it must have enough resolution to capture the spatial distribution of the fractures at the scale of interest.
Step 2 De®ne a ®ner grid on which the fractures will be simulated. The level of discretization may be limited by available computer memory, but must be chosen so that it captures the important features of the fracture network.
Step 3 Choose an initial starting row of density blocks and generate a number of fracture intersections with the scanline, consistent with the fracture density value generated there. The scanline is placed at the center of each block, perpendicular to the direction of fracture propagation. The intersections are here picked at random, but could be chosen to honor some given spacing distribution along the scanline.
Step 4 For each intersection, generate its strike and dip angles (drawn from global or local distributions, or read from a previously simulated orientation ®eld), then grow the fracture planes over the whole domain. The growth of the fractures may be stopped when they meet, for example, a shale or a previously existing open fracture, or, if they exceed a speci®ed maximum length.
Step 5 Move to the next row of density blocks and count the number of fracture intersections generated for the scanline of that row. (a) If the number of existing intersections is greater than that given by the density grid, then remove (at random) an appropriate number of fracture intersections. The corresponding fractures are then truncated (partly erased): vertically, the fractures are stopped at a layer boundary (it is practical to de®ne the height of the density blocks equal to the layer thickness); horizontally, the fractures can be truncated anywhere between two consecutive scanlines, see Figure 3 . (b) If the number of existing intersections is smaller than that given by the density grid, add an appropriate number of fracture intersections. New fractures are then propagated following Step 4: vertically, starting from a layer boundary; horizontally, starting anywhere between the two consecutive scanlines, see Figure 4 .
Step 6 Repeat Step 5 until the whole density grid has been visited.
The strength of the algorithm comes from its exibility. Various constraints can be set to control the fracture growth. The following section describes some of the possible options of the algorithm such as well conditioning, stopping criteria and orientation constraints.
STOPPING CRITERIA
Fractures stop in their propagation when they encounter certain rock types (e.g. shales) or if they 
ORIENTATION CONSTRAINTS
The simplest example of orientation constraint is to consider planar fractures de®ned by a strike and dip angle drawn from a probability distribution. However, a fracture set can change orientation throughout the reservoir and fractures are rarely perfectly planar. If the orientation ®eld is provided, the fracture simulation is conditioned to it, allowing the possibility to generate curvilinear fractures. Figure 6 shows an example of curvilinear fractures using the same fracture density distribution as 
Example: Curvilinear fractures

Additional constraints
Fracture density and fracture orientation are the minimum information required by the fracture simulation model. However, any other information deemed relevant should be considered by the model.
Conditioning to well data
Stochastic simulations must reproduce hard data available at well locations within the domain under study.
Conditioning to well data is achieved here by ®rst placing fractures at the correct wellbore intersections. These conditioning fractures are then expanded to their maximum size (guided by the underlying fracture density distribution and the presence of other fractures or shales). They are either planar and assigned their actual orientation as observed at the well, or they follow an orientation ®eld which itself is conditioned to the well data.
During the course of the fractures simulation, beyond their originating data locations, conditioning fractures can be partly erased. Also, fractures cannot be created where it is known that there are no fractures.
Conditioning to spacing histograms
The simplest type of spacing constraint is to specify a zone (number of pixels) around each propagating fracture in which other fractures cannot form. Forcing a speci®c spacing distribution on the fracture simulation only makes sense if the fractures within a fracture set are parallel or subparallel. For layers of roughly uniform thickness, the spacing is often assumed to be uniform and can be related to the thickness of that layer. A spacing histogram constraint can also be used to reproduce clustering of fractures. The spacing between clusters is determined by the fracture density distribution, however adjacent fractures are constrained to be separated by a minimum distance drawn from the spacing histogram.
Conditioning to length histograms
It is rare to obtain reliable fracture length data. However, it may be necessary to constrain the maximum length of simulated fractures if it is known that fractures cannot physically extend beyond a certain size, or if the fracture set considered is not fully developed and the fractures are known to be relatively short.
To force a speci®c length distribution on to the simulated fractures, instead of growing the fractures throughout the whole simulation domain as in Step 4 of the algorithm, a length value is drawn from the length distribution and the fractures are only grown to that length.
PRACTICAL CONSIDERATIONS
A fracture system simulated using the algorithm proposed is highly dependent on its prior fracture density. Therefore, the dimensions of the density grid block must be chosen so that they are representative of the fracture network. The density grid must capture the spatial characteristics of the fracture system. If the density grid size is too coarse in the direction of fracture propagation, small scale features will not be accounted. If the density grid size is too coarse in the direction perpendicular to the fractures' main orientation, clustering of fractures may not be reproduced because the averaging over such large blocks smears out the eect of density variations. If the fractures are believed to appear in clusters or zones, this characteristic can be enforced by conditioning the fracture location to a spacing histogram. Dierent measures of fracture density can be obtained over dierent scales because fracture density is scale-dependent (Barton and La Pointe, 1995) . In this work, we have assumed that it is possible to de®ne an appropriate fracture density grid size, for each fracture set, that will ensure proper reproduction of the corresponding fracture system. This does not mean that the chosen fracture density distribution characterizes a wide range of scales, but that it provides a sucient framework to guide the simulation of discrete fractures at the scale deemed of interest or relevance.
CONCLUSION
The algorithm presented in this paper is the engine for a methodology which aims at providing a more realistic static description of fractured reservoirs.
The key idea is to account for the genesis of fractures. In general, joints/fractures are``well behaved'' entities. Thus, one can mimic fracture propagation by following simple rules about how fractures interact together and with the surrounding rocks.
The geometric model consists in ®rst creating the geological environment in which the fractures exist: simulating the reservoir architecture and facies distribution. From these and other relevant data, fracture density and orientation maps are generated, and the fractures are grown. The strength of the algorithm is its¯exibility. Most types of geometric fracture data, may they be quantitative or qualitative, hard or soft, can be expressed in such a way that they can be honored by the simulation algorithm. More physics can be implemented in the propagation mechanism (e.g. velocity of propagation) and more rules can be established to mimic the details of fracture propagation (e.g. en echelon fractures).
The most important information required by the model is some prior knowledge of the spatial distribution of fracture density. Most of the data inteFracnetgration takes place during the construction of the 3D fracture-density ®eld which is the backbone for the discrete fracture simulation. The reasons for this are: (1) fracture-density information can be extracted from various types of data, and (2) fracture density is representative of the spatial distribution of the fractures (their clustering and their spacing), of their continuity (if no explicit length E. Gringartenconstraint is speci®ed, the extent of the fractures is solely guided by the fracture density distribution) and therefore of the spatial connectivity of the fracture network.
The parameter ®le for fracnet is shown in Figure 7 . The input parameters are:
. i_dat: 1: consider conditioning data, 0: do not . data¯: conditioning data ®le in GEOEAS format. It contains the data location coordinates, type (fracture = 1, matrix = 0), strike and dip . den¯: exhaustive``scanline'' density map of the domain to be simulated in GEOEAS format. . i_pre: 1: include primary fracture set, 0: do not . i_hie: 1: consider a hierarchical model, 0: do not . pre¯: ®le in GEOEAS format containing previously simulated fracture set . i_prob, prob: 1: consider probability of stopping on an previously simulated fracture, 0: do not; probability if 1 . i_maxgrow: 1: grow fractures to their maximum extent, (it overrules fracture density), 0: do not . i_sha: 1: include a priori shale distribution, 0: do not . sha¯: ®le in GEOEAS format containing previously simulated shale distribution (same dimensions as density grid) . i_sprob, sprob: 1: consider probability of stopping on an previously simulated fracture, 0: do not; probability if 1 . i_ori: 1: include orientation ®eld information, 0: do not . ori¯: ®le in GEOEAS format containing orientation ®eld information (same dimensions as density grid) . out¯: the output grid is written to this ®le. The output will contain the results cycling faster on x then y then z, then simulation by simulation, see Figure 8 . ixv(1): a large odd integer . nsim: the number of simulations to generate . nx, xsiz: discretization of density blocks in x-direction. Width of a pixel. . ny, ysiz: discretization of density blocks in y-direction.
Length of a pixel. . nz, zsiz: discretization of density blocks in z-direction.
Height of a pixel.
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