We present multi-configuration Breit-Pauli distorted-wave photoionization (PI) cross sections and radiative recombination (RR) and dielectronic recombination (DR) rate coefficients for the first six krypton ions. These were calculated with the AUTOSTRUCTURE code, using semi-relativistic radial wavefunctions in intermediate coupling. Kr has been detected in several planetary nebulae (PNe) and H II regions, and is a useful tracer of neutron-capture nucleosynthesis. PI, RR, and DR data are required to accurately correct for unobserved Kr ions in photoionized nebulae, and hence to determine elemental Kr abundances. PI cross sections have been determined for ground configuration states of Kr 0 -Kr 5+ up to 100 Rydbergs. Our Kr + PI calculations were significantly improved through comparison with experimental measurements. RR and DR rate coefficients were respectively determined from the direct and resonant PI cross sections at temperatures (10 1 − 10 7 )z 2 K, where z is the charge. We account for ∆n = 0 DR core excitations, and find that DR is the dominant recombination mechanism for all but Kr + at photoionized plasma temperatures. Internal uncertainties are estimated by comparing results computed with three different configuration-interaction expansions for each ion, and by testing the sensitivity to variations in the orbital radial scaling parameters. The PI cross sections are generally uncertain by 30-50% near the ground state thresholds. Near 10 4 K, the RR rate coefficients are typically uncertain by less than 10%, while those of DR exhibit uncertainties of factors of 2 to 3, due to the unknown energies of near-threshold autoionizing resonances. With the charge transfer rate coefficients presented in the third paper of this series, these data enable robust Kr abundance determinations in photoionized nebulae for the first time, providing a new tool for studying heavy element enrichments in PNe and for investigating the chemical evolution of trans-iron elements.
Introduction
Recent measurements of neutron(n)-capture element (atomic number Z > 30) emission lines in ionized astrophysical nebulae have spurred laboratory astrophysics investigations of these species. Trans-iron elements were first detected in planetary nebulae (PNe) 35 years ago (Treffers et al. 1976 ), but it was not until nearly two decades later that their emission lines were identified (Péquignot & Baluteau 1994) .
The detection of these elements marked a new era in the field of PNe, since the progenitor stars of these objects can produce trans-iron elements via slow n-capture nucleosynthesis (the s-process) during the asymptotic giant branch (AGB) phase of evolution. Abundance determinations of PNe complement spectroscopic investigations of AGB stars, enabling previously unexplored details of s-process nucleosynthesis to be revealed (e.g., see Sterling & Dinerstein 2008; Sterling & Witthoeft 2011) . Indeed, many of the n-capture elements that are accessible in nebular spectra, such as Se, Kr, and Xe, cannot be detected in cool giants such as AGB stars (and in fact had not previously been studied in any of their sites of origin).
The pioneering work of Péquignot & Baluteau (1994) inspired other groups (Dinerstein 2001; Dinerstein & Geballe 2001; Sharpee et al. 2007 ) to identify previously unrecognized nebular emission lines as transitions of trans-iron elements. In spite of the low cosmic abundances of n-capture ⋆ NSF Astronomy and Astrophysics Postdoctoral Fellow elements (Asplund et al. 2009 ), deep ultraviolet (Sterling et al. 2002; Sterling & Dinerstein 2003; Williams et al. 2008) , optical (e.g., Hyung et al. 2001; Sharpee et al. 2003; Liu et al. 2004; Zhang et al. 2005; Sharpee et al. 2007; Sterling et al. 2009; Otsuka et al. 2010 Otsuka et al. , 2011 and near-infrared spectroscopy (Likkel et al. 2006; Sterling et al. 2007; Sterling & Dinerstein 2008) of several Galactic and Local Group PNe revealed spectral features of these species. Abundances of these elements have now been estimated in approximately 100 PNe, allowing for an analysis of s-process elemental enrichments in a statistically meaningful sample of objects.
These detections are not limited to PNe. Indeed, ncapture element emission lines have been detected in a variety of other environments, including H II regions (Aspin 1994; Lumsden & Puxley 1996; Luhman et al. 1998; Baldwin et al. 2000; Puxley et al. 2000; Okumura et al. 2001; Blum & McGregor 2008; Roman-Lopes et al. 2009 ) and starburst galaxies (Vanzi et al. 2008 ). These detections demonstrate the promise of nebular spectroscopy as a tool to study n-capture nucleosynthesis in low-mass stars, the chemical evolution of trans-iron elements in the Universe, and the heavy-element nucleosynthetic histories of other galaxies.
Kr is one of the most readily detected n-capture elements in ionized nebulae, along with Se and Xe, with relatively strong transitions in both the optical (Péquignot & Baluteau 1994) and near-infrared (Dinerstein 2001) . It has been detected in dozens of Galactic PNe and H II regions, as well as a handful of extragalactic nebulae (e.g., Wood et al. 2007; Otsuka et al. 2011) .
Beyond the relative ease of detection, Kr is a sensitive probe of s-process nucleosynthesis. It can be highly enriched by the s-process, due in part to the 86 Kr isotope, which has a magic number of neutrons and acts as a bottleneck in the s-process path. Isotopes with magic numbers of neutrons have very small n-capture cross sections and cause the peaks seen in the elementby-element s-process enrichment distribution near Z = 40, 56, and 82 (e.g., Busso et al. 1999; Burris et al. 2000; Sneden et al. 2008 ). Typically, s-process nucleosynthesis enriches Kr by a significantly larger factor than Se (Sterling & Dinerstein 2008; Karakas et al. 2009 ), which does not have a stable isotope with a magic number of neutrons. In addition, because it is a noble gas, Kr is not depleted into dust grains, and hence its gas-phase abundance is representative of the total elemental abundance.
However, nebular spectroscopy requires a foundation of atomic data to determine both ionic abundances and ionization balance solutions to correct for unobserved ions. Transition probabilities and effective collision strengths have been determined for many detected n-capture element ions (Biémont & Hansen 1986b ,a, 1987 Biémont et al. 1988 Biémont et al. , 1995 Schöning 1997; Schöning & Butler 1998) , enabling their ionic abundances to be derived. However, one of the primary hurdles to nebular studies of trans-iron elements is that the ionization equilibria of these species cannot be accurately solved due to the lack of photoionization and recombination data for nearly all n-capture element ions.
Motivated by this clear need for atomic data, we have embarked on a program using both theoretical and experimental methods to determine photoionization (PI) cross sections and rate coefficients for radiative recombination (RR), dielectronic recombination (DR), and charge transfer (CT). Collisional ionization and high-temperature DR are of negligible importance for ionization balance solutions in photoionized nebulae such as PNe and H II regions. This paper is the second in a series presenting atomic data calculations for n-capture element ions. In the first (Sterling & Witthoeft 2011) , multi-configuration Breit-Pauli (MCBP) distorted-wave PI cross sections and RR and DR rate coefficients were given for the first six ions of Se. We furnish CT rate coefficients for the first five ions of Ge, Se, Br, Kr, Rb, and Xe in the third paper (Sterling & Stancil 2011) , computed in the Demkov and Landau-Zener approximations. In this study, we present MCBP distorted-wave PI cross sections and RR and DR data for the first six Kr ions, calculated with the atomic structure code AUTOSTRUCTURE (Badnell 1986 (Badnell , 1997 (Badnell , 2011 . We do not investigate more highly-charged Kr species, since PN central stars and massive young stars (the ionizing sources of H II regions) are not sufficiently hot to significantly photoionize Kr more than six times (Kr 6+ has an ionization potential of 111 eV, and PN central stars generally have effective temperatures less than 200 000 K; Napiwotzki 1999; Phillips 2003; Villaver et al. 2007) .
Photoionization and recombination studies of low-charge Kr ions are few and far between, particularly in terms of theoretical calculations. On the other hand, neutral Kr has been the subject of numerous experimental (e.g., Henke et al. 1967; Lang & Watson 1975; Samson & Yin 1989; Samson et al. 1991; Sorokin et al. 2000 , and references therein) and theoretical (e.g., Amusia et al. 1971; Miller et al. 1977; Parpia et al. 1984; Tulkki et al. 1992 ) PI studies. However, neutral Kr is a trace species in PNe and H II regions, and therefore its PI properties are not expected to play a significant role in Kr ionization balance solutions.
In terms of recombination, little is known about the ions of interest in our work. Mattioli et al. (2006) compiled RR and DR rate coefficients for all Kr ions, but the data for low-charge ions are rough estimates. For these species, DR rate coefficients were computed using the Burgess formula (Burgess 1965) , as modified by Merts et al. (1976) , which is appropriate for collisionallyionized plasmas (indeed, the work of Mattioli et al. was inspired by the utility of Kr as a coolant for magnetically-confined fusion plasmas), but is known to badly underestimate the rate coefficient at the low temperatures of photoionized plasmas. Their RR rate coefficients for low-charge Kr ions are approximate, with RR into the valence and (hydrogenic) excited shells treated separately.
Experimental measurements of absolute PI cross sections provide the most useful comparisons to our calculations. Concurrent to our theoretical investigations, we have experimentally measured PI cross sections for Se and Xe ions (Esteves et al. 2009 (Esteves et al. , 2010 Esteves et al. 2011b,a) at the Advanced Light Source synchrotron radiation facility, for the purpose of constraining our calculations. PI investigations were previously carried out for Kr 3+ to Kr 5+ (Lu et al. 2006a,b; Lu 2006) , and more recently for Kr + (Bizau et al. 2011) . We compare our computed PI cross sections to these measurements to benchmark and gauge the accuracy of our direct PI cross sections.
Because no comprehensive studies of the PI and recombination properties of low-charge Kr ions in the photoionized regime existed prior to our study, we provide estimates for the internal uncertainties of our computed atomic data. These uncertainties can affect ionization equilibrium calculations, and hence elemental abundance determinations. Beyond comparisons to experimental PI cross-section measurements, we computed data using three different configuration-interaction (CI) expansions for each Kr ion to gauge the sensitivity of the results to CI effects. Moreover, we tested the effects of other parameters and assumptions in our calculations (e.g., whether the radial wavefunctions were orthogonalized, the radial scaling parameters for continuum orbitals, etc.) on the resulting data.
In the remainder of this paper, we present the computed PI cross sections and RR and DR rate coefficients for low-charge Kr ions. In Sect. 2, we briefly describe the calculations and methodology for each of these processes, and detail the calculated electronic structure for each ion. The resulting data are presented in Sect. 3, along with estimated uncertainties and comparisons to previous studies. We summarize our investigation in Sect. 4.
Calculations and methodology
The electronic structure, distorted-wave PI cross sections, and RR and DR rate coefficients have been computed for the first six ions of Kr using the atomic structure code AUTOSTRUCTURE (v23.25; Badnell 1986 Badnell , 1997 Badnell , 2011 . We refer the reader to Badnell et al. (2003) and Badnell (2006b) for a detailed account of the theoretical background for these calculations..
Electronic structure
We constructed three separate CI expansions (which we name "small," "medium," and "large") for each ion, in order to test the sensitivity of our results to the adopted CI expansion. Based on comparisons to level energies and ionization potentials in NIST (Ralchenko et al. 2008) , the medium configuration sets provide the best compromise between accuracy and computational efficiency, and the results in Sect. 3 were calculated with the medium CI expansions. In Table 1, 1 the configurations and numbers of levels for the three CI expansions of each ion are given.
The electronic structure of each ion was computed with Thomas-Fermi-Dirac-Amaldi potentials, in intermediate coupling with κ-averaged relativistic wavefunctions (Cowan & Griffin 1976) . The radial wavefunctions were Schmidt orthogonalized, but calculations for each process were also conducted without orthogonalization (see Sect. 3). We determined orbital radial scaling parameters (Table 2) by optimizing on the average of LS term energies in order to best reproduce experimental energies and ionization potentials tabulated by NIST. We generally found best agreement with experimental values by optimizing the scaling parameter for each orbital on terms in the lowest-energy configuration containing electrons in the that orbital. In a few cases, other optimization strategies were required to improve the accuracies of ground configuration level energies and the ionization potential (e.g., see the discussion of the Kr + structure in Sect. 3.1.2). The computed energies for the medium and large configuration sets typically agree with experimental determinations to within 3-4% (see Table 3 2+ is strongly sensitive to the radial scaling parameter of the 4p orbital. Decreasing the 4p scaling parameter leads to an improved ionization potential, but the accuracy of the ground term energies rapidly worsens. If the 4 p scaling parameter optimization is conducted so as to minimize its value, the computed ionization potential would improve from an accuracy of 7.1% to 6.2%, while the errors in the 3 P metastable state energies would more than triple. We therefore chose to optimize the 4 p scaling parameter to best reproduce the experimental energy level structure, at the expense of a slightly less accurate ionization potential. This choice does not significantly affect our results -the direct Kr 2+ PI cross section computed with the two values of the 4p scaling parameter differs by less than 2% near the ground state threshold. The Kr 3+ ionization potential is quite sensitive to the 4s and 4p scaling parameters, improving when those values are decreased. However, in this case it was not possible to optimize the 4s and 4p scaling parameters so as to reduce their values below those listed in Table 2 , and hence we were unable to further improve the accuracy of the ionization potential.
In Table 4 , we compare the Einstein A-coefficients we computed with previously determined values. For forbidden transitions in the ground configuration, our A-coefficients agree to within 50% or better with previous results, with the exception of transitions involving levels whose energy we were not able to compute to within 3-4% accuracy (e. k 4d, we allowed ∆n = 1 excitations into the 5s and 5p orbitals. We ignored the small contributions of core excitations into 5d, 5 f , and 5g orbitals to keep the size of the calculations tractable.
The CI expansions listed in Table 1 were used in these calculations, with the (N + 1)-electron ion scaling parameters from Table 2 . Our tests using target (N-electron) scaling parameters led to substantial disagreement between our calculated PI cross sections and experimental measurements in all cases. The scaling parameters of s, p, and d continuum orbitals are assumed to be the same as those of the highest principal quantum number bound orbitals with the same orbital angular momentum, and equal to unity otherwise. For RR, the (N+1)-electron ion's CI expansion was augmented to include one-electron additions to the target's ground and mixing configurations. In the case of DR, all relevant core excitations were added to the target configuration set, and the (N + 1)-electron ion's CI expansion was expanded to include one-electron additions to target states to allow Rydberg electrons to radiate into the core.
AUTOSTRUCTURE automatically switches from length to velocity to acceleration gauge as the photon energy increases. However, because we employed κ-averaged relativistic radial wavefunctions, acceleration gauge could not be used and it was necessary to force velocity gauge at high energies. In Sects. 3.1.1 and 3.2.1, we show that this does not affect our calculations at the energies and temperatures of interest.
RR and DR were treated separately using the independent processes approximation (Pindzola et al. 1992 ). In our RR calculations, we used a maximum principal quantum number of 1000, and a maximum orbital angular momentum of l = 4 for the first two ions and l = 3 for more highly charged species (hydrogenic radial integrals from the recurrence relations of Burgess (1964) were used for higher values of l). For DR, we used a maximum n = 1000 and l = 200, with l ≥ 9 treated hydrogenically except for the Kr 5+ and Kr 6+ targets, for which l ≥ 10 and 11 (respectively) were computed hydrogenically in order to allow the calculation to converge. To improve the accuracy of our DR calculations, we utilized experimental target energies whenever available, with theoretical level splittings for terms with incomplete energy information in NIST (Badnell 2006a ).
Results

Photoionization cross sections
In Figure 1 , we illustrate the ground state Kr 0 to Kr 5+ PI cross sections near their ionization thresholds. The AUTOSTRUCTURE output was processed with the codes ADASPI (for direct PI) and ADASPE (for photoexcitationautoionization), which produce the ADAS adf39 and adf38 output files, respectively (Summers 2005) . For ease of presentation, we used the post-processing code xpeppi to add the direct and resonant portions of the PI cross sections.
The PI cross sections are available at the CDS, with two data files for each ion. Files labeled "krq+ XPITOT.dat" (where q is the charge of the (N + 1)-electron ion) tabulate the direct-plusresonant PI cross sections in five columns. Photon energies relative to the ground and initial state are given in the first two columns (respectively), while the next two columns present the energies of the photo-electron relative to the ground and initial states. All energies are in Rydbergs. The cross section in Mb is given in the final column. For ions with multiple ground configuration levels, the cross sections for different levels are delimited by comment lines (indicated by a "#" in the first column) followed by three numbers. The first is the energy of the initial level relative to the ground state (or the total energy, in the case of the ground state itself), the second is the total energy of the final target state, and the last gives the energy order of the initial level (1 for the ground state, 2 for the first excited state, etc.).
Direct PI cross sections, without photoexcitationautoionization resonances, are presented in files labeled "krq+ XDPITOT.dat." These files contain only two columns, the first of which is the photon energy in Rydbergs, and the second the cross section in Mb. Cross sections for different states are delimited as in the krq+ XPITOT.dat files.
Estimation of uncertainties
We estimate uncertainties by testing the sensitivity of our results to the orbital radial scaling parameters, the adopted CI expansion, and to various assumptions in our calculations. We also
Fig. 2. Comparison of Kr
2+ ground state PI cross sections computed for each of the three CI expansions (as indicated in the top three panels). The direct PI cross sections are compared in the bottom panel.
compare our results to experimental absolute PI cross-section measurements (Sect. 3.1.2).
The PI cross sections are most sensitive to the adopted CI expansion. In Figs. 2 and 3, we show the Kr 2+ and Kr 3+ cross sections computed with each of the three configuration sets (top three panels), while the bottom panel compares the direct cross sections from each calculation. Most notably, the resonance structure, both in terms of strengths and positions, varies considerably among the different CI expansions. This illustrates the challenge of modeling photoexcitation-autoionization processes in the distorted-wave approximation. It should be noted that any theoretical treatment leads to uncertainties in PI resonance structure, so much so that codes used to numerically simulate astrophysical nebulae often ignore these resonances (Ferland et al. 1998) or use cross sections convolved with a broad Gaussian to smooth out uncertainties in resonance positions (Kallman & Bautista 2001) .
We therefore focus on estimating uncertainties in the direct PI cross sections, particularly near the ground state ionization threshold. The Kr 2+ cross section computed with the small configuration set is larger than those from the other CI expansions by approximately 25% near the ground state threshold (Fig. 2) , while the Kr 3+ direct cross sections agree to within 5% (Fig. 3) . Likewise, the direct cross section computed with the medium Kr 4+ and Kr 5+ CI expansions agree with those from the small and large configuration sets to within 5-10%. The disagreement is largest (up to ∼40%) for neutral and singly ionized Kr.
Fig. 3. Comparison of Kr
3+ ground state PI cross sections computed for each of the three CI expansions (as indicated in the top three panels). The direct PI cross sections are compared in the bottom panel.
Other tests revealed smaller uncertainties in the direct PI cross sections. For example, setting the scaling parameters to unity for s, p, and d continuum orbitals (rather than the value of the highest principal quantum number bound orbital with the same orbital angular momentum) led to differences of 10% near the ground state threshold of neutral Kr, and less than 5% for other Kr ions. If the PI cross sections are computed without Schmidt orthogonalizing the radial orbitals, the direct cross sections differ by 5% or less in all cases. To test whether our inability to switch to acceleration gauge at high energies (due to the use of κ-averaged relativistic orbitals) leads to inaccuracies, for each ion we ran a PI calculation solely in the length gauge, and another solely in the velocity gauge. The cross sections showed negligible difference (≪ 1%), indicating that our PI calculations are not affected by forcing velocity gauge up to 100 Ryd.
Based on these tests and comparisons to experimental measurements, we estimate the uncertainties in our direct PI cross sections to be ∼30-50% for most Kr ions. However, comparison with experimental measurements (Sect. 3.1.2) indicate that the uncertainties in the Kr 0 and Kr 3+ PI cross sections may be as large as a factor of two.
Comparison to experiment
It is critical to benchmark atomic data calculations against experimental measurements whenever possible. Of the six Kr species considered, experimental absolute PI cross sections have been measured for all but Kr 2+ .
The measurements were conducted at a variety of synchrotron radiation facilities, and in the case of ionized species utilized the merged beams method. Kr 3+ through Kr 5+ PI cross sections were measured at the Advanced Light Source synchrotron radiation facility at the Lawrence Berkeley National Laboratory in California (Lu et al. 2006a,b; Lu 2006) , while that of Kr + was recently measured at the ASTRID storage ring at the University of Aarhus in Denmark (Bizau et al. 2011) . These measurements were complicated by the population of metastable states in the primary ion beams, and hence the measured cross sections are a linear combination of those from the ground and metastable states. However, Bizau et al. (2011) used an ion trap to significantly limit contributions from the 2 P 1/2 metastable state, and measured the Kr + ground state PI cross section over a limited energy range. In the case of neutral Kr, we compare our results to the PI cross sections recommended by Richter et al. (2003) , which were determined from measurements of the PI and electron-impact ionization cross section ratio and normalized to the double ion chamber PI measurements of Samson & Yin (1989) and Samson et al. (1991) .
We substantially improved our calculated Kr + PI cross section through comparison with the experimental data of Bizau et al. (2011) . In Fig. 4 , the experimental measurements are shown as a dotted line, and the dashed line represents our original calculation -statistically weighted and convolved with a Gaussian of 30 meV (the average experimental photon energy resolution near the ground state threshold). The calculated cross section was originally a factor of 2.5 smaller than the experimental one. We added and removed several configurations from the target and (N + 1)-electron ion CI expansions, none of which improved agreement with experiment.
Tests showed the PI cross section to be sensitive to the 4p, 4d, 5p, and continuum d orbital radial scaling parameters, generally increasing (improving) with smaller values for those parameters. We therefore re-optimized the Kr + np and nd scaling parameters so as to minimize their values without significantly harming the agreement with the experimental level energies and ionization potential. In our original structure calculation, the 4p scaling parameter was optimized on terms in the ground, 4s 4p 6 , 4s 2 4p 4 4d, and 4s 2 4p 4 5s configurations and the 5p scaling parameter was optimized on 4s 2 4p 3 5p 2 terms (this configuration was later removed from the CI expansion) in order to reproduce the energy of the first excited state ( 2 P 1/2 ). The 4d scaling parameter was optimized on 4s 2 4p 3 4d 2 terms, to best reproduce the ionization potential. In our new optimization, we instead optimized the 4p radial scaling parameter only on the ground configuration term, and those for 4d and 5p on terms in the lowestenergy configurations containing an electron in those orbitals (4s 2 4p 4 4d and 4s 2 4p 4 5p, respectively). This new optimization reduced the accuracy of the first excited state energy from 0.8% to 11% (higher-energy levels are not appreciably affected), and that of the ionization potential from 0.5% to 1.5%. However, it produced a significantly larger direct PI cross section (solid line in Fig. 4 ), within 40% of the experimental data. This level of improvement demonstrates how useful absolute experimental PI cross sections can be to theoretical determinations.
We compare our PI cross sections to experimental measurements for other Kr ions in Fig. 5 weights in the case of Kr 3+ . The calculated cross sections were convolved with a Gaussian with FWHM equal to the experimental resolution (∼1 eV for Kr 0 , and 0.1 eV for the other three ions).
In the cases of Kr 4+ and Kr 5+ , the direct cross sections generally agree within the experimental noise. The theoretical cross section is slightly too large for Kr 4+ and perhaps slightly small for Kr 5+ , but over the full range of energies they agree to within the experimental uncertainties of ∼25%.
The agreement is markedly worse for Kr 3+ , for which the theoretical cross section is larger than that measured experimentally by approximately a factor of two. Changing the metastable fractions does not significantly improve the agreement with the experimental measurements, since the calculated direct PI cross sections of the ground and metastable states have comparable magnitudes and hence any linear combination of their cross sections will result in poor agreement with the experimental data. As seen in Fig. 3 , the direct Kr 3+ PI cross section is not strongly sensitive to the CI expansion. We verified this by adding and removing several configurations in the target and (N + 1)-electron ion medium configuration sets, none of which significantly affected the direct PI cross section. Near the ground state threshold, the direct cross section is sensitive to the values of the 4d and continuum s and d scaling parameters, decreasing (coming into better agreement with experiment) as the values of those scaling parameters increase. However, our re-optimization designed to increase the 4d (and hence continuum d) scaling parameter -by optimizing on 4s 2 4p 4d 2 instead of 4s 2 4p 2 4d terms -did not effect changes in the direct PI cross section of more than 10-15%. Moreoever, while we were able to reduce the direct PI cross section near threshold, the cross section above 4.5 Ryd increased (worsening agreement with experiment) by 10%. Therefore, we did not alter our calculation, and concede that the computed Kr 3+ PI cross section is uncertain by approximately a factor of two.
Likewise, for Kr 0 the computed cross section is too large at threshold by ∼70% compared to experiment. The cross section falls below experiment near 1.35 Ryd, and the disagreement increases to a factor of two until ∼2.5 Ryd, where a threshold corresponding to Kr + 4s 2 4p 4 5p is seen in the theoretical cross section. The PI cross section at threshold is very sensitive to the value of the 4p and 5p scaling parameters, but altering their values in the sense required to improve the direct cross section badly damages energies of excited levels and the ionization threshold. Like Kr 3+ , the calculated PI cross section is uncertain by a factor of two, but we do not expect this to harm ionization balance solutions significantly since neutral Kr is a trace species in ionized astrophysical nebulae.
Radiative recombination rate coefficients
Total and partial final-state resolved RR rate coefficients were derived from the direct portion of the PI cross sections using detailed balance. We used the ADASRR code to process the AUTOSTRUCTURE output and produce ADAS adf48 files (available at the CDS), which are similar in structure to adf09 files for DR (Summers 2005) . At the end of the adf48 files, total RR rate coefficients for all ground configuration states of the target ion are printed. Information preceding those rates pertain to partial RR rate coefficients, which are fully J-resolved for n ≤ 8 levels, bundled-nl for n ≤ 10 states, and bundled−n for all higher levels (see Badnell 2006a) .
The rate coefficients were fit with the analytical formula (Verner & Ferland 1996; Badnell 2006b) 
where
The fit coefficients T and T 0,1,2 are in temperature units, A and α RR (T ) are in cm 3 s −1 , and B and C are dimensionless. As was the case for Se ions (Sterling & Witthoeft 2011) , we found that Equations 1 and 2 do not always provide satisfactory fits to the Kr RR rate coefficients over the full temperature range (10 1 − 10 7 )z 2 K. The reason is that the slopes of the rate coefficients can increase significantly at high temperatures. These "bumps" are caused by electron capture into low-energy levels, which are not as effectively screened from the nucleus as higher levels. Equations 1 and 2 can be used to fit the lowtemperature behavior of the RR rate coefficients, but a different analytical form is often necessary to fit the high-temperature behavior. For these high-temperature fits, we have chosen to utilize the formula typically used to fit DR rate coefficients (e.g., Zatasrinny et al. 2003) :
where T and E i are in temperature units, c i are in cm 3 s −1 K 3/2 , and α RR (T ) is in cm 3 s −1 . The value for n in Equation 3 ranges from 5 to 7, depending on the target state.
The fit coefficients for the RR rate coefficients are presented in Table 5 for the low-temperature fits (using Equations 1 and 2) and Table 6 for the high-temperature fits (using Equation 3). Table 5 also lists the maximum temperature at which the lowtemperature fits are valid for each state; if T max is not given, then the low-temperature fits are valid over the entire temperature range (10 1 − 10 7 )z 2 K. Unless noted otherwise, the fits are accurate to within 5% at low temperatures (Table 5 ) and 2% at high temperatures (Table 6) , and respectively reproduce the correct low-temperature and high-temperature asymptotic behaviors of the rate coefficients.
We illustrate the RR rate coefficients in Fig. 6 . For comparison, we plot the approximate RR rate coefficients of Mattioli et al. (2006) as gray curves. It can be seen that the Mattioli et al. (2006) rate coefficients are at least three orders of magnitude too small over the full range of temperatures. As stated in their paper, their RR rate coefficients are rough estimates, with valence shell states treated separately from excited shells (which were taken to be hydrogenic). In the absence of detailed calculations such an approach is reasonable, but the comparison to our results illustrates the dangers of such approximations for heavy element ions.
Estimation of uncertainties
We have estimated the internal uncertainties of our calculated RR rate coefficients near T = 10 4 K, the canonical temperature of photoionized astrophysical nebulae. The adopted CI expansion is again the largest source of uncertainty. The small and large configuration sets produce RR rate coefficients different from those of the medium CI expansion by 40-45% for the Kr + target, and by less than 5-7% for other species. (dash-dot-dot-dot-dash curve). For comparison, the approximate rate coefficients of Mattioli et al. (2006) are depicted as gray curves, with the line styles corresponding to the same ions.
We also computed the rate coefficients using a larger number of interpolation points per decade (five, instead of three), using scaling parameters for the target ion (rather than those of the (N+ 1)-electron ion), and without forcing Schmidt orthogonalization of the radial wavefunctions. These tests resulted in uncertainties no larger than 5%, except for the two lowest-charge species. For the Kr 2+ target, using target ion scaling parameters resulted in rate coefficients differing by up to 10% for metastable states. For Kr + forming Kr 0 , calculations with target ion scaling parameters led to differences of 20-30%, while the use of non-orthogonal orbitals resulted in differences of 7% for the metastable state rate coefficient.
Finally, the κ-averaged relativistic orbitals used in our calculations prevent AUTOSTRUCTURE from switching to acceleration gauge at high energies. Thus, the calculated RR rate coefficients at high temperatures (which correspond to PI cross sections at high energies) may be inaccurate. To determine the temperatures at which such inaccuracies arise, we computed RR rate coefficients using PI cross sections that were terminated at the maximal velocity gauge energy (above which it is necessary to force velocity gauge in AUTOSTRUCTURE). The rate coefficients calculated in this way exhibited negligible differences with our presented results until T > 10 5 for the first two ionization stages, or >10 6 K for higher ions. This demonstrates that forcing velocity gauge at high energies does not affect our results except at temperatures well above the photoionized regime.
Based on these tests, we estimate the internal uncertainties of the computed RR rate coefficients to be ≤10% except for the Kr + target, which is uncertain by 50-60%.
Dielectronic recombination rate coefficients
We determined total and partial final-state resolved DR rate coefficients from the resonant portion of the PI cross sections, with the aid of the ADASDR post-processing code. The resulting 
Notes.
T max represents the maximum temperature for which these fits are valid to within the stated accuracies (5%, unless noted). For recombination at temperatures exceeding T max , the fits from Equation 3 and coefficients listed in Table 6 should be used. If no T max is given, then the fits from Equations 1 and 2 are accurate over the entire temperature range (10 1 − 10 7 )z 2 K. The notation x(y) denotes x × 10 y .
(a) Note that the ion and level numbers correspond to the target ion (i.e., before recombination).
(b) The fit is accurate to within 6% (c) The fit to the Kr + level 2 RR rate coefficient is inaccurate at the lowest temperatures (by 6% at 20 K and 17% at 10 K), and should not be extrapolated to temperatures below 20 K.
(d) For excited states of the Kr 4+ target, the fits are accurate to within 8% (level 2), 8.5% (level 3), 9% (level 4), and 9.5% (level 5).
ADAS adf09 output files (see Summers 2005 ) are available at the CDS. The rate coefficients were fit with Equation 3, with n between 3 and 7, and the fit coefficients are listed in Table 7 . The nonlinear least squares fit algorithm produced fits accurate to within 5% over the temperature range (10 1 − 10 7 )z 2 K for most target states, with exceptions noted in Table 7 . These fits also correctly produce the asymptotic behavior of the rate coefficients outside of this temperature range.
The DR rate coefficients are plotted in Fig. 7 . The rate coefficients for different ions are wildly dissimilar at low temperatures due to differences in the structure of near-threshold autoionizing resonances, but show similar behavior at high temperatures. Mattioli et al. (2006) also computed DR rate coefficients for low-charge Kr ions (shown in Fig. 7 as gray curves), in order to properly model its cooling rate coefficient in magneticallyconfined fusion plasmas. These calculations utilized the Burgess formula (Burgess 1965) as modified by Merts et al. (1976) , summed over ∆n = 0 and 1 resonances. This formula is well-known to inadequately describe low-temperature DR (e.g., Savin et al. 1999 Savin et al. , 2003 , since the captured electrons are assumed to have thermal energies comparable to the excitation energies of the first resonance transitions of the target ion (Mattioli et al. 2006) . While this approximation is adequate for collisionally-ionized plasmas, it is not sufficient for photoionized plasmas, in which the electrons are captured into low-energy autoionizing states. Given this, it is no surprise that the DR rate coefficients from the Burgess formula (Mattioli et al. 2006 ) are vanishingly small below 10 5 K. At high temperatures (≥ a few times 10 6 K), the rate coefficients from the Burgess formula exceed those from our calculations, likely because we ignored ∆n = 1 core excitations (except in limited cases for Kr + and Kr 2+ ). (dash-dot-dot-dot-dash curve). DR rate coefficients computed with the Burgess formula over ∆n = 0 and ∆n = 1 resonances, from Mattioli et al. (2006) , are depicted as gray curves, with the line styles corresponding to the same ions. 
Coefficients c i are in cm 3 s −1 K 3/2 , and E i are in K. States whose RR rate coefficients are accurately described by Equations 1 and 2 (with coefficients given in Table 5 ) over the full temperature range (10 1 − 10 7 )z 2 K are not listed here. The fits are accurate to within 3% for Kr + level 2, and ≤2% otherwise. The notation x(y) denotes x × 10 y .
Kr ion we considered. As is true of low-charge Se ions (Sterling & Witthoeft 2011) , DR dominates RR for Kr ions near 10 4 K, with the DR rate coefficient exceeding that of RR by factors of 2-3 up to two orders of magnitude. RR is (occasionally) more important than DR only at low temperatures (≤ 1-2×10 3 K). Only in the case of Kr + is RR the most important recombination mechanism near ∼10 4 K. These results underline the importance of DR in the ionization balance of trans-iron elements.
Estimation of uncertainties
DR calculations are inherently more uncertain than those of PI or RR, since the unknown energies of low-lying autoionizing levels usually dominate other sources of uncertainty. The energies of these near-threshold autoionizing states have not been experimentally determined for elements beyond the second row of the Periodic Table, and cannot be determined with sufficient accuracy by even the most sophisticated theoretical methods. To help assuage this uncertainty, we have utilized experimental target energies in all of our DR calculations.
The uncertainty in the DR rate coefficients can be estimated by shifting the continuum relative to near-threshold resonances. We accomplished this with the ADASDR post-processing code, determining the magnitude of the shift to be the maximum disparity between calculated and experimental target energies, and the direction of the shift by whether the calculated energies were too large or too small.
We find that the uncertainties in the rate coefficients near 10 4 K for the ground (metastable) states are 75% (factor of 20) for Kr + , a factor of 3 (10% to an order of magnitude) for Kr 2+ , 10% (15-35%) for Kr 3+ , 70% (50-70%) for Kr 4+ , 50% (25%) for Kr 5+ , and a factor of 2 for Kr 6+ . In contrast, DR calculations with the small CI expansions 2 led to rate coefficients different from those computed with the medium configuration sets by a factor of 3 for Kr + , 60% for Kr 2+ , a factor of 2 for Kr 5+ , and 10-30% for other Kr ions.
With the exception of Kr 3+ , for which the uncertainty is probably an underestimate, the DR rate coefficients are uncertain by factors of 2-3 for the ground states of these ions. These uncertainties are considerably larger than those typically found for our PI cross sections (30-50%) or RR (< 10%). Given that DR is a much more important recombination mechanism than RR for most Kr ions at photoionized plasma temperatures (Fig. 8) , these uncertainties are significant. The best hope for accurate lowtemperature DR rate coefficients for low-charge ions lies with experimental measurements made with heavy ion storage rings (Schippers et al. 2011) , particularly the forthcoming Cryogenic Storage Ring facility (Wolf et al. 2006 ). Our planned ionization (a) Note that the ion and level numbers correspond to the target ion (i.e., before recombination). (b) The least-squares fitting algorithm was not able to accurately fit the DR rate coefficient at all temperatures for level 2 of the Kr + target, and levels 4 and 5 of Kr 2+ . We chose fits that minimize fit errors near photoionized plasma temperatures. For Kr + , the fit is accurate to within 9% at 20 000 K, and is not valid for temperatures below 10 000 K (where the rate coefficient is vanishingly small). For Kr 2+ , the fits are accurate to within 20% (level 4) and 11% (level 5) at T = 40 000 K. The fit for level 5 is not valid below 4 000 K, where the rate coefficient is extremely small. The fits are accurate to within 2% at all other temperatures. (c) The fit is accurate to within 8%.
(d) The fit is accurate to within 6%, and is not valid for temperatures below 200 K.
(e) The fit is accurate to within 7% below 320 K.
balance calculations for Se and Kr will take into account uncertainties in the atomic data, demonstrating which Se and Kr ions most critically require experimental DR rate coefficients to enable the most accurate possible nebular abundance determinations.
Summary
We have presented MCBP calculations of distorted-wave photoionization cross sections over the photon energy range 0-100 Ryd, and radiative and dielectronic recombination rate coefficients at temperatures (10 1 − 10 7 )z 2 K for the first six Kr ions. The results of all of our calculations are available at the CDS, as well as at http://www.pa.msu.edu/astro/atomicdata/kr data.tar.gz. The RR and DR rate coefficients have been fit to analytical functions, with fit coefficients given in Tables 5, 6 , and 7. Kr has been detected in the spectra of planetary nebulae and H II regions, and its abundance is a sensitive tracer of enrichments by n-capture nucleosynthesis. But in order to derive elemental Kr abundances from those of the observed ions, unseen ionization stages must be accounted for via ionization equilibrium solutions. Our atomic data determinations, along with charge transfer rate coefficients presented in the third paper of this series (Sterling & Stancil 2011) , enable much more accurate Kr ionization balance computations than previously possible.
This study represents the first comprehensive investigation of the photoionization and recombination properties of low-charge Kr ions specifically focused on the photoionized plasma regime. As such, we have taken significant efforts to provide realistic Fig. 8 . Comparison of the radiative (dotted curves), dielectronic (dashed curves), and total recombination rate coefficients (solid curves) for the ground state of the first six Kr ions.
internal uncertainties for our results, both through comparison to experimental PI measurements, and by testing the sensitivity of our data to changes in the CI expansion and orbital radial scaling parameter values.
We find typical uncertainties of 30-50% for our computed PI cross sections, though comparison to experimental measurements indicates that the Kr 0 and Kr 3+ cross sections have larger uncertainties of roughly a factor of two near their ionization thresholds. We note that our Kr + PI calculations were significantly improved after comparison with experimental measurements, from accuracies of a factor of 2.5 near the ground state threshold to within ∼40%. This demonstrates the utility and importance of experimental absolute PI cross-section measurements for constraining and guiding theoretical calculations.
Our RR rate coefficients are more precisely determined, with uncertainties less than 10% except for the Kr + target (50-60%). On the other hand, the unknown energies of low-lying autoionizing states lead to significantly larger uncertainties in DR rate coefficients, typically factors of 2-3. These uncertainties are magnified by the fact that DR is the dominant form of recombination for low-charge Kr ions at the temperatures of photoionized astrophysical nebulae, with the rate coefficients exceeding those of RR by as much as two orders of magnitude. The dominance of DR over RR in photoionized nebulae is common for heavy element ions (e.g., Badnell 2006a; Altun et al. 2007; Nikolić et al. 2010; Sterling & Witthoeft 2011) .
The estimated uncertainties in these atomic data will play an important role in our forthcoming study of the Se and Kr ionization balance in planetary nebulae. We will numerically simulate the Se and Kr ionization balance for a wide range of nebular parameters to derive new analytical corrections for unobserved ions. Using our estimated uncertainties in the PI cross sections and RR and DR rate coefficients, we will run Monte Carlo simulations to test how sensitive elemental abundance determinations are to these uncertainties, thereby illuminating the atomic processes and ionic systems that require additional theoretical and/or experimental investigation. 
