INTRODUCTION
Let m \ 2 and denote by D m ={P=(P 1 , ..., P m ) ¥ R m , P i \ 0, ; m i=1 P i =1} the set of discrete probability distributions and by D°m={P ¥ D m , P i > 0} the subset of non-degenerate probability distributions of D m . Fix a vector P ¥ D°m and consider a sequence (P (n) ) n ¥ N of m-variate random vectors such that`n (P (n) − P) Q d N(", S) converges in distribution to a multivariate normal distribution with zero mean and covariance matrix S with rank R(S) as n Q .. An important example is the class of multinomial models where nP (n) is distributed multinomial with parameters n and P, nP (n) 'MN(n, P): here, S=S P , where S P denotes the covariance matrix of a MN(1, P) distributed vector. Define the statistic
The famous Theorem of Pearson [24] states that under the condition nP (n) ' MN(n, P) (the multinomial case), X
2
(P (n) , P) converges to a q 2 distribution with m − 1 degrees of freedom in distribution as n approaches infinity, X 2 (P (n) , P) Q d q 2 m − 1 . This statistic plays a central role in the field of hypothesis testing where P (n) is the relative frequency of the number of occurrences of each possible outcome of a discrete i.i.d. process.
Our aim in this paper is a generalization of Pearson's statistic (1) toward the general multivariate normal case`n (P (n) − P) Q d N(", S) which arises in the context of counter vectors arising from sampling Markov processes, and towards a more general class of loss functions of the likelihood-ratios P (n) i /P i . The middle term in (1) can be interpreted as a quadratic form in a diagonal matrix diag(P −1 1 , ..., P −1 m ). In Section 2 we recall the theory of distributions of quadratic forms in generalized inverses which allows to extend the statistic X 2 to suit the general case of asymptotically multivariate normal sequences (P (n) ) n ¥ N . In addition, the right-hand term in (1) can be interpreted as the expected value of the squared loss with respect to the likelihood ratios P (n) i /P i . This suggests replacing the loss function
2 by a function from a class of convex functions and yields the so-called j-divergence which we recall in Section 2, too.
In Section 3 we join both aspects by defining a generalized f-divergence depending on an m × m matrix S and a function f: [0, .) 2 Q (−., .] and prove weak convergence to a q 2 distribution in the general multivariate normal case. We discuss a parameterization scheme which includes the aforementioned quadratic forms and j-divergences as special cases in Section 4. Section 5 shows an application to the frequency count in Markov chains, the Appendix contains technical details. Our contribution, which is part of the author's Ph.D. thesis, is related to the work of [18, 30] concerning generalizations of divergence statistics, and to [3, 16, 17, 35] concerning tests for multinomial data and asymptotic distributions.
QUADRATIC FORMS AND j-DIVERGENCES
Let the statistic
be the quadratic form in the m × m matrix S =(S ij ). It is well known (see e.g. [25, Theorem 9.2 
.2] and apply the Mapping Theorem in
with R(S) degrees of freedom. The term weak inverse is also used for S . Further reading on the theory of generalized inverses can be found in [6, 20] . The existence of a generalized inverse S of the covariance matrix S is guaranteed by the spectral decomposition Now we turn to the right-hand term in (1) . In 1963, Csiszár [4] defined a measure for the deviation of two probability densities P and P, which we will again assume to be discrete. His so-called j-divergence was also introduced independently by Ali and Silvey [1] in 1966. Regarding a multinomial test setting, the original measure has to be scaled in order to obtain convergence in distribution to a q 2 distribution as n goes to infinity. Let j: [0, .) Q (−., .] be a function with continuous second derivative on some nonempty interval (1) =0 and joe (1) ] 0, and let j be arbitrary outside of I d . Define the j-divergence-statistic of P (n) and P by
The family of j-divergences includes several well-known measures (in particular (1)) for the deviation of two probability distributions, some of which are:
(1) The class j a introduced by Liese and Vajda [13] ,
This class is also known under the name power-divergence in [3, 28] , where the family is indexed by a parameter l which equals a − 1. 
, which is equivalent to exchanging P (n) and P in X
2
. For a=1 we get the I-Divergence of Kullback-Leibler [10] 
), which is also called log-likelihood ratio statistic. In the equiprobable case P=(
) is the so-called sample entropy. The case a=0 gives the modified log-likelihood ratio statistic considered by Kullback [8, 9] 
2 and hence the square of the Hellinger-Distance [14] ,
The class h a defined by Matusita [14, 15] for a ¥ (0, 1) and by Vajda [31] for a ¥ (1, .), see also Boekee [2] ,
For a=2 and a=1/2, h a , corresponds to a multiple of j a . The standard theory for asymptotic distributions of j-divergences works only in these cases, although every a ¥ (0, 1] makes it possible to define a distance of probability distributions in terms of the corresponding j-divergence. (3) The class f o as defined in [7] ,
For each measure in this class the corresponding j-divergence allows the definition of a distance of probability distributions. Asymptotic theory, however, is applicable only in the case o=2 which was introduced by Vincze [32] and also investigated in Le Cam's book [11, Chap. 4, p. 47] .
The class f p introduced by Ö sterreicher and Vajda [23] : let R + =(0, .) and put
Similar to j a in the case a=1, f 1 can be represented by Shannon's entropy measure. Even more, this representation is not limited to the equiprobable case since for every P ¥ D°m we have I°f 1 (P (n) , P)=ln(2)(2H(
)+H(P)]). In the case p=1/2, f p yields the Hellinger divergence. The case p=2 has a peculiar appeal from the geometric point of view, see [22] . For every p ¥ (0, .], the corresponding j-divergence makes it possible to define a distance. The asymptotic theory works for p ¥ (0, .),
In the multinomial setting nP (n) ' MN(n, P), P ¥ D°m, all the mentioned measures for which the asymptotic theory is applicable are stochastically equivalent in the limit since I j (P (n) , P) converges to a q 2 distribution with
This can be shown by representing j as a Taylor series and thereby achieving a reduction to the Pearson case, see also [19] . Thus, all generalizations so far apply to the multinomial case. We refer the reader to [30] for an extensive treatment within the framework of (h, f)-divergences, which extend I j to an even larger class of divergence measures.
A GENERALIZED f-DIVERGENCE
In an attempt to unify (2) and (4) in a single statistic, we define
Here, c ij =c ij (P, S , f) ¥ R denote weights that depend on P, S , and f.
, .] is a real valued function which takes over the role played by j in (4). Let us assume that f has continuous partial derivatives up to order 2 on an open square I
2 we denote these derivatives by
, and
, and abbreviate f y 1 (1, 1) 1) and b=1+D(y − 1) for suitable D ¥ (0, 1) .
Taylor representation can be used for every f(
and we let , P) up to the secondorder terms,
, P)=T(P (n) , P)+ R(P (n) , P), with a remainder term
, P),
We further define the remainder term
and get the following representation of (5):
, P)=T(P (n) , P)+R(P (n) , P)+U(P (n) , P).
In the Appendix we show that under the assumption`n (P
N(", S) both remainder terms U(P (n)
, P) and R(P (n) , P) converge in probability to 0 so that the asymptotic distribution of I S , f (P (n) , P) is equal to that of T(P (n) , P). If furthermore T(P (n) , P) equals the quadratic form
, P) in a generalized inverse of S we actually know this asymptotic distribution, which is a q 2 with the rank of S degrees of freedom. We thus will have to choose the values c ij in such a way that T(P (n) , P)= X 2 S (P (n) , P). Hence let D=f xy + f xx +f yy 2 , and
where
To get the aforementioned equivalence we now solve ] 0 are necessary in order to solve the equations for the coefficients c ij in such a way that the quadratic form in the generalized inverse S can be implemented. If either of the condition is not satisfied, we get for some c i ¥ R
T(P
Here, c 0 =0 if f xy =0, and c 0 =1 if f xy ] 0. The asymptotic distribution of I S , f ought not to be a central q 2 in this case which we will therefore not consider any further here.
We summarize our results in the following theorem. ] 0. For a fixed P ¥ D°m assume a sequence of random vectors (8) and let the generalized f-divergence
), with mean vector " and covariance matrix S and let R(S) denote the rank of S, and S a generalized inverse of S. Finally, let c ij be defined as in
, P) converges in distribution to a chi-square distribution q
R(S)
with R(S) degrees of freedom,
. Section 5 gives an example using I S , f for a problem where the asymptotic distribution of the standard j-divergence (4) is not necessarily a central q 2 distribution.
THE Ĩ S , j -DIVERGENCE
As we have seen in the previous section, a basic requirement on f is that f xy ] 0. The calculation of the constants c ij becomes significantly easier if, at the same time, f xx =f yy =0. These conditions can be satisfied by letting
where j: [0, .) Q (−., .] is a function that obeys exactly the same conditions as we have assumed in connection with the definition of the ordinary j-divergence (4) . All the conditions on f in Theorem 3.1 are satisfied by f j and the constants c ij now calculate to c ij =
.., m}
2 and we get the following theorem: 
] be a function with continuous second derivative on some interval
I d =(1 − d, 1+d) … [0, .),Ĩ S , j (P (n) , P)= 2n joe C m i, j=1 S ij P i P j f j 1 P (n) i P i , P (n) j P j 2 .
On the conditions that`n (P (n) − P) Q d N(", S) with covariance matrix S of rank R(S), and that S is a generalized inverse of S, this statistic is asymptotically distributed chi-square with R(S) degrees of freedom,
The class of Ĩ S , j -divergences is a subclass of the I S , f -divergences. Remarkably, it is large enough to comprise the classic Pearson case (1), the quadratic forms in generalized inverses (2) , and the standard j-divergence (4):
Remark 4.2 (Backward compatibility). Let j, f j
, and Ĩ S , j be defined as in Theorem 4.1. The statistic Ĩ S , j comprises the following statistics as special cases:
, P); i.e., the new statistic generalizes the quadratic form in a generalized inverse,
(ii) choosing S =S
), which is a generalized inverse of the covariance matrix S P of the multinomial distribution
, P), i.e. the new statistic generalizes the j-divergence I j . It can be shown that R(S P )=m − 1, consistently. Finally (iii) choosing both j(u)=(u − 1)
2
, and S =diag(
, ...,
, P), i.e. backward compatibility to Pearson's statistic.
In a series of papers, Rao [26, 27] advocated the use of Hellinger distance in statistical analyses. An open problem is to do similar investigations for the new I S , f -divergence measures and to show whether the power of a test can be optimized by choosing certain loss-functions with respect to the process the data is sampled from.
APPLICATION TO MARKOV CHAINS
In the following we consider a finite chain (S, P) with state space S={1, ..., m} and transition probabilities P=(p ij ) ( 
We denote the elements of the nth power of P by p n ij . Our aim is to show that Ĩ S , j generalizes standard serial tests for independent sequences to tests on the frequency vector in ergodic chains (S, P).
Let us assume that the chain (S, P) is irreducible and aperiodic in the following. The finiteness of S implies positive recurrence and thus the existence of a stable distribution P which is unique by the irreducibility. Furthermore, ergodicity, i.e. lim n Q . p n ij =P j , is guaranteed by aperiodicity. A Central Limit Theorem for the frequency count in such chains is e.g. given in [29, Theorem 42 .VII]: Let C (n) i denote the number of visits of the
. In order to represent asymptotic expectation and covariances we use the following abbreviations: denote the minor of the determinant A(l) which equals (−1) i+j times the determinant of the minor of (lI m − A) ji by A ij (l), where (lI m − A) ji arises from deleting the jth row and ith column in (lI m − A) . Further denote the so-called principal minor of second order of the determinant A(l), namely the determinant of the principal minor of
and let the matrix V=(v ij ) (i, j) ¥ S 2 be defined by 
For a (large) sample size n and a given chain model (S, P), the hypoth-
is a sample path of (S, P) can now be tested against the alternative hypothesis (
is not a sample path of (S, P)), by applying Ĩ S , j to the normalized counter vector P (n) . The parameterization of the test statistic is done by the above formulas for P and V, where we choose S to be a generalized inverse of V.
Note the correspondence to the multinomial case where the counter vector C (n) is computed from an i..i.d. sequence (X l ) which can be modeled by so-called independent chains having a transition matrix P consisting of equal, strictly positive lines, P, say. In such a case, (10) and (11) reduce to the variances and covariances of a multinomial distribution MN(1, P) with parameters 1 and P, i..e. v ii =P i (1 − P i ), and v ij =−P i P j for j ] i. From Remark 4.2(ii) we know that Ĩ S , j becomes I j for the appropriate generalized inverse S − P , so that Ĩ S , j may be seen as generalization of serial (i..e. based on counting-) tests on independent processes to processes with finite memory. The additional terms in (10) and (11) 
, any of the statistics (4) is asymptotically distributed q 2 as n goes to infinity. Now consider the case p=1/4, so that P=(1/3, 2/3). The asymptotic covariance matrix is easily compute to V= R 
Note that a and b do not depend on n. From (6) we have |a 
ASYMPTOTICALLY MULTIVARIATE NORMAL MODELS
Now let n go to infinity. The asymptotic normality of`n (P (n) − P) implies is asymptotically distributed chi-square yields the desired tightness of n(P (n) i − P i ) 2 . Regarding (ii), we immediately get tightness as a consequence of the asymptotic normality of the factors.
