Introduction
According to Quinn Qui94] , the SPMD (Single Program, Multiple Data) parallel programming model is equivalent to data parallelism when associated to MIMD (Multiple Instruction, Multiple Data) architectures. The same code is asynchronously executed on di erent processores handling di erent sets of data. Each task is then characterized by some data partition on which the common code will be executed.
The SPMD model has been widely deployed due to the ease of developing and controlling a single code running on several processors. Moreover, data decomposition is a natural approach for the design of parallel algorithms for many problems Mat96]. However, the design of an SPMD application requires an e ort to identify the most suitable load balancing strategy, which is necessary to control the unbalancing factors appearing in di erent applications and architectures. The di culty behind this choice is due to the wide variety of available strategies LPR97, WLR93, ZLP97].
The central contribution of this work is SAMBA (Single Application, Multiple Load Balancing), a tool which supports the development of SPMD applications. One of the goals of SAMBA is to help the programmer in identifying an appropriate dynamic load balancing algorithm for the application under development. With this purpose, the tool o ers a library which contains several load balancing strategies. The design of this library has been guided by the taxonomy proposed in PRR99].
SAMBA
The code of an SPMD application can typically be structured in three major components: the code which is replicated for the execution of a task (the single program in SPMD); the load balancing strategy; and a control module (which initializes and terminates the application, and controls the execution of the other parts). The rst of these components is speci c to each application, but the other two are usually not. However, the programmer usually rewrites the load balancing and control modules from scratch, replicating all the development and debugging work associated with this process.
We designed SAMBA ( gure 1) bearing this in mind. Given the code for the execution of a single task, SAMBA automatically generates an SPMD application with load balancing. The tool uses a pre-de ned control module and o ers a library with a number of di erent load balancing strategies. One of them is chosen to de ne the load balancing module. Once the programmer has written a speci ed set of routines { the user module {, SAMBA can generate a di erent version of the associated SPMD application for each algorithm in the library. The idea is to facilitate the task of choosing an adequate load balancing strategy for a given application. In the user module, the programmer must de ne routines for: (1) de ning the tasks, (2) executing a single task, and (3) dealing with the results. The load balancing module contains a pre-de ned algorithm, chosen from the library (optionally, a new algorithm, de ned by the programmer according to some rules, may also be added to the library). Finally, the control module is responsible for initializing and terminating the application, as well as for activating the other modules, managing the list of tasks at each processor, and transferring tasks between processors as required by the load balancing algorithm.
The procedures which manipulate the list of tasks have been isolated in a submodule of the control module. This allows the user to substitute them for his own code, if the application under development may bene t from the use of a speci c data structure. Figure 2 illustrates the execution of an application generated by SAMBA. After some initial settings and veri cations (phase 1), the control module invokes the user module for creation of the list of tasks (phase 2). Next, the control module invokes the load balancing module, which dictates the distribution, execution, and transfer of tasks (phase 3). After all tasks have been executed, control returns to the user module for optional treatment of the application results (phase 4). Finally, the control module executes some closing actions and the execution 000 111 00000 00000 11111 11111 000 000 111 111 000 000 111 111 terminates (phase 5).
Invocations between the pre-de ned control module and the other two modules occur in both directions. As an example, when writing the routine which de nes the tasks, the user includes calls to the control module in order to include new tasks in the pool (R1 in gure 2). The load balancing module also includes calls to the control module for task transfer (R4).
A rst version of SAMBA was developed using C and MPI. It was tested on an IBM SP2 system with 40 nodes.
The design of the load balancing library re ects the taxonomy proposed in PRR99]. This taxonomy provides a standard terminology and a framework for describing and classifying different existing load balancing algorithms. The implemented algorithms were chosen so that all classes in the taxonomy are represented. We believe this organization helps the programmer, inasmuch as it allows him easier identi cation of the desirable characteristics of the load balancing algorithm. Currently, around 10 di erent load balancing algorithms are available in SAMBA's load balancing library.
Validation
Some SPMD applications were used for the validation of SAMBA. First, its functionality was evaluated and tested by considering a basic parallel matrix multiplication algorithm, in which each task is a row-column multiplication.
Another SPMD application we considered was the parallelization of branch-and-bound, a tree search procedure for the solution of linear integer optimization problems, applied in the context of a class of vehicle routing problems. Di erent generated parallel versions of this application have been compared and evaluated, in the search for the most suitable load balancing strategy.
The tool has also been used in the investigation of an important unbalancing factor, which is the heterogeneity and variation of the external load in the nodes of a non-dedicated parallel machine. Some strategies have been introduced in the load balancing library to take this speci c factor into account.
