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ARCHEOSEMA. SISTEMI ARTIFICIALI ADATTIVI  
PER UN’ARCHEOLOGIA ANALITICA E COGNITIVA  
DEI FENOMENI COMPLESSI
1. ARCHEOSEMA (AS). Un modello archeo-LOGICO
L’avvicinamento tra le scienze �sico-matematiche e le scienze cognitive 
segna oggi un percorso in �eri, impervio, talora ad ostacoli, ma anche affa-
scinante perché capace di aprire nuove prospettive alla ricerca archeologica 
(Ramazzotti 2010a). E, infatti, deve essere ricordato che è proprio dalla 
sperimentazione metadisciplinare che giungono alcune delle più rilevanti sco-
perte scienti�che dell’età contemporanea. In ambito archeologico e geo�sico, 
l’integrazione tra carte topogra�che vettoriali, sistemi informativi geogra�ci, 
mappature geo�siche e classi�cazione intelligente delle anomalie geomagnetiche 
ha indotto ad esempio la straordinaria scoperta del Tempio della Roccia (2400-
2350 a.C.) ad Ebla-Tell Mardikh, in Siria settentrionale (Ramazzotti 2008, 
2009a, 2010b); in ambito linguistico e �lologico, a partire dalla glossematica 
e dalla semiotica generativa, l’ecdotica e l’applicazione di modelli computazio-
nali ai testi codi�cati come sistemi hanno permesso di rileggere i criteri della 
distinzione semantica nella costruzione letteraria (Canettieri et al. 2004-2005, 
2005; Canettieri 2012); in ambito estetico e cognitivo, la seriazione effettuata 
con sistemi di classi�cazione autopoietici e con processi di formalizzazione 
logica dell’immagine ha permesso di riconoscere fattori latenti nella sintassi 
di antichissime iconogra�e glittiche (Di Ludovico, Ramazzotti 2008; Di 
Ludovico 2011) e codici ideogra�ci nella costruzione di moduli geometrici 
solo in apparenza “decorativi” (Di Ludovico, Ramazzotti 2011).
In ultimo, la simulazione dei processi insediamentali attraverso Reti 
Neurali Arti�ciali non solo ha consentito di superare la rigida impostazione 
della Teoria dei Sistemi offrendo inattese possibilità di espandere l’analisi 
cosiddetta multifattoriale delle prime urbanizzazioni mesopotamiche (Ra-
mazzotti 1997, 1999a, 1999b, 2000, 2002, 2009b, 2013c), ma anche di 
progettare e programmare strumenti d’analisi territoriale predittivi di tipo 
bottom-up che tentano di superare il descrittivismo tematico della fotogra�a 
satellitare (Ramazzotti 2013a). Un �ume, dunque, di approcci e ricerche che 
– storiogra�camente – dipende e segue il successo scienti�co, internazionale, 
che ha ricevuto oggi, in Italia e nel mondo, la �sica e la matematica dell’Intelli-
genza Arti�ciale e dei Sistemi Arti�ciali Adattivi (Beckerman 1997; Buscema, 
Intraligi 2003; Miller, Page 2007; Buscema, Tastle 2013).
ARCHEOSEMA (AS) è il nome dato a un progetto interdisciplinare, 
recentemente premiato a Roma da Sapienza-Ricerca, in corso di svolgimento 
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presso il Laboratorio di Archeologia Analitica e Sistemi Arti�ciali Adattivi 
del Dipartimento di Scienze dell’Antichità della Facoltà di Lettere e Filoso�a. 
Il titolo del progetto è un acronimo che ne sintetizza i due principali fonda-
menti teorici: l’apertura della moderna archeologia (ARCHEO) all’analisi 
dei segni �sici, storici, geogra�ci e linguistici di contesti culturali estinti e la 
riproduzione arti�ciale delle semantiche (SEMA) sottese ai sistemi organici, 
naturali e culturali, tramite l’ausilio delle Scienze Arti�ciali. Il progetto è 
dunque connesso alla costruzione di un modello concepito come strumento 
epistemologico e metodologico al tempo stesso: epistemologico poiché impone 
un dialogo che coinvolge l’archeologia, la �sica, la geogra�a, la linguistica e 
la statistica; metodologico poiché intende produrre analisi destinate alla so-
luzione di problemi di classi�cazione, seriazione, organizzazione e struttura 
dei dati alfanumerici; ad implementare la simulazione dinamica di variabili 
che compongono sistemi organici naturali e/o culturali; ad identi�care nuove 
regole dell’organizzazione spaziale, economica, politica e, inoltre, ad approfon-
dire i fenomeni �sici, estetici, cognitivi e linguistici dell’auto-organizzazione, 
dell’entropia, dell’apprendimento e della traduzione. 
Nello speci�co, la progettazione di questo modello destinato alla ricerca 
teorica, metadisciplinare, applicativa e sperimentale di fenomeni archeologici, 
geogra�ci e linguistici si fonda su un’architettura informatica programmata 
per integrare alle funzioni relazionali dei Sistemi Informativi Geogra�ci (per le 
quali cfr. Moscati 1998), gli strumenti �sici e matematici dei Sistemi Arti�ciali 
Adattivi (SAA). I settori disciplinari coinvolti in questa programmazione fanno 
tutti riferimento al Laboratorio di Archeologia Analitica e Sistemi Arti�ciali 
Adattivi della Sapienza (dott. Luca Deravignone, dott. Alessandro Di Ludovico, 
dott.ssa Irene Viaggiu, dott.ssa Claudia Di Fede) e sono quelli dell’Intelligenza 
Arti�ciale (prof. Massimo Buscema e dott. Massimiliano Capriotti), della Fisica 
generale (prof. Vittorio Loreto e prof. Alessandro Londei), della Linguistica 
computazionale e della Filologia dinamica (prof. Paolo Canettieri e prof. Si-
mone Celani), della Geogra�a economica (prof. Armando Montanari e prof.
ssa Barbara Staniscia) e della Statistica multivariata (prof. Giorgio Alleva, 
prof.ssa Maria Felice Arezzo e prof. Filippo Belloc), dell’Antropologia Fisica 
e della Genetica della Popolazione (prof. Alfredo Coppa, prof. Franz Manni, 
prof. Francesca Candilio).
È, in�ne, opportuno ricordare che questa integrazione sperimentale 
tra i Sistemi Informativi Geogra�ci e i Sistemi Arti�ciali Adattivi è divenu-
ta un nucleo di ricerca, rilevante per le analisi archeologico-territoriali e 
le simulazioni geogra�co-economiche, di due progetti europei del settimo 
programma quadro (FP7) recentemente acquisiti dalla Sapienza Università 
di Roma: il progetto EBLA-CHORA (coordinato dal prof. Paolo Matthiae) 
e il progetto SECOA (coordinato dal prof. Armando Montanari); il contri-
buto del Laboratorio di Archeologia Analitica AS al raggiungimento degli 
ARCHEOSEMA. Sistemi arti�ciali adattivi 
285
obiettivi di queste due imprese è stato recentemente pubblicato (Ramazzotti 
2013a, 2013b).
2. La “storiografia” del modello logico archeo-LOGICO AS
Il retroterra dal quale mossero le prime fondamentali sperimentazioni 
di McCulloch e Pitts (1943) e poco dopo quelle di Hebb (1949) è costi-
tuito dagli studi neurobiologici condotti al �ne di interpretare i neuroni alla 
stregua di dispositivi logici. La teoria scienti�ca sottesa a questo indirizzo di 
ricerca è conosciuta sotto il nome di Connessionismo (Rosenblatt 1958, 
1962; Minsky, Papert 1968; Feldman, Ballard 1982; Grossberg 1982; 
Minsky 1986; McClelland, Rumelhart 1986; Ackley 1987; Fodor 
1987; Grossberg 1987; Fodor, Pylyshyn 1988; Anderson, Rosenfeld 
1988; Smolensky 1989). Per questa teoria cognitiva, il cervello non è ricon-
ducibile ad un sistema di regole e simboli ma è costituito dal funzionamento 
di elementi semplici e non intelligenti, i neuroni. Dal momento che è l’ampia 
gamma di connessioni tra neuroni ad esprimere proprietà di coerenza e in-
telligenza, quindi capacità cognitive, l’approccio connessionista rappresenta 
una reazione metodologica alle cosiddette ipotesi “comportamentiste” e 
“rappresentazionaliste”. Quest’ultime ri�utavano lo studio dell’Intelligen-
za Arti�ciale sulla base di relazioni dinamiche e connettive tra neuroni, e 
proponevano di interpretare la logica del loro funzionamento nel �usso 
meccanico Input-Output. 
Data questa premessa, il Laboratorio di Archeologia Analitica e Sistemi 
Arti�ciali Adattivi AS si occupa, prevalentemente, di sperimentare le teorie, 
i metodi e i modelli delle Scienze Arti�ciali (Szczepaniak 1999; Nunes de 
Castro 2007) per l’analisi dei contesti archeologici, geogra�ci e linguistici; 
dal punto di vista storiogra�co, dunque, queste attività di ricerca si ispirano 
direttamente alle tradizioni metodologiche dell’Archeologia Analitica, Logi-
cista, Computazionale e Cognitiva, prevalentemente europea (Gardin 1970, 
1987, 2002, 2003; Doran, Hodson 1975; Renfrew, Cooke 1979; Renfrew 
1981; Gallay 1989; Baxter 1995; McGlade, Van der Leew 1997; Camiz, 
Rova 2001; Camiz 2004; Beeckman, Baden 2005; Barceló 2007; Baxter, 
Cool 2010; Ramazzotti 2010a). Tuttavia, come si è osservato, l’architet-
tura epistemica del modello AS è anche focalizzata sulla forte interazione 
tra l’ambiente informatico dei Database Relazionali, i Sistemi Informativi 
Geogra�ci e gli strumenti d’analisi dei sistemi dinamici non-lineari, sicché 
incorpora anche alcune delle moderne tendenze analitiche emerse recentemente 
nell’Archeologia Insediamentale americana (Kvamme 1990; Zubrow 1990, 
2003; Allen 1999; Kohler, van der Leeuw 2007). 
I SAA, infatti, possono essere de�niti anche come un insieme di strutture 
formalizzate della Natural Computation (Beckerman 1997; Mira et al. 2009) 
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che descrivono, simulano e riproducono i processi naturali e/o culturali trasfor-
mandoli in sistemi arti�ciali dinamici e complessi (Elman, Rumelhart 1989; 
Feldman, Ballard 1989; Churchland 1989; Clark 1993; McCulloch, 
Pitts1993; Arbib 1995; Marcus 2001; Clark, Eliasmith 2002; Rogers, 
McClelland 2004; McClelland et al. 2010).
3. L’“epistemologia” del modello archeo-LOGICO AS
Sul piano morfologico, i SAA possono poi essere ulteriormente suddivisi 
in Sistemi Evolutivi e in Sistemi di Apprendimento (Learning Systems). Le 
cosiddette Reti Neurali Arti�ciali (Arti�cial Neural Networks: ANNs) sono 
architetture organizzate come sistemi di apprendimento e costituiscono una 
famiglia di algoritmi ispirati al funzionamento del cervello (Minsky 1954; 
Hopfield 1982; McClelland, Rumelhart 1986; Grossberg 1988; Kosko 
1992; Gallant 1993; Bishop 1995; Zadeh, Klir, Yuan 1996; Szczpaniak 
1999; Baxter 2006). 
Dunque, nonostante ARCHEOSEMA sia un progetto sorto sulla li-
nea marcata nel 1968 dall’Archeologia Analitica e Computazionale di D.L. 
Clarke (1968, 1972, 1994), la sua morfologia conoscitiva contemporanea 
riconosce l’approccio cognitivista, ormai molto diffuso e diversi�cato nel 
panorama della ricerca, teorica e applicativa, contemporanea (Renfrew, 
Zubrow 1994; Djindjian 2002). Tuttavia il Laboratorio di Archeologia 
Analitica AS non si occupa di “applicare” le neuroscienze per risalire alle 
forme antiche, universali e/o contestuali, del comportamento cognitivo (Ren-
frew 2008; Malafouris, Renfrew 2008, 2010), ma elabora gli strumenti 
e i modelli computazionali della Nuova Intelligenza Arti�ciale come metodo 
d’analisi dei fenomeni comunicativi, culturali, spaziali e linguistici complessi 
(Ramazzotti 2010a, 2013a, 2013b, 2013c).
Sebbene le ANNs siano strutture matematiche formalizzate in maniera 
molto diversi�cata, le loro caratteristiche comuni possono essere sintetizzate 
come segue: 
1) Gli elementi minimi di ogni Rete Neurale Arti�ciale organizzati in strati 
sono i nodi, detti anche elementi processabili (Processing Elements) e le con-
nessioni (Weights).
2) Ogni nodo di una ANN ha un proprio Input de�nibile come una sorta di 
interfaccia rivolta all’ambiente esterno; uno strato di Output, tramite il quale 
comunica con l’ambiente; uno o più strati intermedi, detti Hidden, che costi-
tuiscono la vera e propria black box della rete, il luogo logico dell’attività di 
apprendimento della rete; una funzione di trasformazione tramite la quale, a 
partire dal segnale in Input, viene generato un Output globale. 
3) Ogni connessione è caratterizzata dalla forza tramite la quale coppie di nodi 
si eccitano o si inibiscono: i valori positivi indicano connessioni eccitatorie, 
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quelli negativi indicano connessioni inibitorie; inoltre, le connessioni tra i nodi 
possono modi�carsi nel tempo. Questa dinamica innesca nell’intera ANN un 
processo di apprendimento: le trasformazioni delle connessioni sono generate 
per ogni modello da un’equazione, convenzionalmente detta Equazione di 
Apprendimento. La dinamica complessiva di una ANN è legata al tempo: 
perché essa modi�chi in modo opportuno le proprie connessioni è necessario 
che i dati processati agiscano sull’architettura topologica più volte, simme-
tricamente e ripetutamente. La dinamica complessiva di una ANN è legata 
unicamente all’interazione locale dei suoi nodi. Lo stato evolutivo �nale di una 
ANN, conseguentemente, deve emergere in modo spontaneo dall’interazione 
di tutte le sue componenti sintattiche (i nodi organizzati in strati).
4) Le comunicazioni tra nodi in ogni ANN tendono ad avvenire in parallelo. 
Tale parallelismo può essere sincrono o asincrono, ma ogni modello lo esprime 
e può enfatizzarlo secondo modalità e forme diverse.
5) Ogni ANN deve presentare le seguenti componenti di architettura: A) Tipo 
e numero di nodi e loro proprietà; B) Tipo e numero delle connessioni e loro 
localizzazione; C) Tipo di strategie di �usso del segnale; D) Tipo di strategie 
dell’apprendimento. 
4. La struttura cognitiva del modello archeo-LOGICO AS
I nodi di ogni ANN possono essere almeno di 3 tipi, a seconda della 
posizione che occupano all’interno della rete: 
1) Nodi di Input: sono i nodi che ricevono (anche) i segnali dell’ambiente 
esterno della ANN; 
2) Nodi di Output: sono i nodi il cui segnale agisce (anche) sull’ambiente 
esterno della ANN; 
3) Nodi Hidden: sono i nodi che ricevono segnali solo da altri nodi della ANN 
e inviano il loro segnale solo ad altri nodi della ANN. 
Il numero di nodi di Input dipende dal modo in cui si vuole che la 
ANN apprenda l’ambiente: in questo senso essi possono essere assimilati a 
dei sensori. Quando l’ambiente di una ANN è costituito da dati che si vuole 
elaborare, ogni nodo di Input diviene un tipo di variabile di quei dati. Il nu-
mero di nodi di Output dipende dal modo in cui si vuole che la ANN agisca 
sull’ambiente; in tal senso gli Output potranno essere de�niti come effettori 
della rete stessa e rappresenteranno le variabili attese (o i risultati dell’elabo-
razione). Il numero dei nodi Hidden dipende dalla complessità della funzione 
che si intende mappare tra i nodi di Input e i nodi di Output. 
I nodi di ogni ANN possono essere raggruppati in classi di nodi che 
condividono le stesse caratteristiche (proprietà). Usualmente queste classi 
vengono de�nite strati (Layers) e implicano diverse tipologie di ANN: 
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1) ANN monostrato: quando tutti i nodi della ANN hanno le medesime 
caratteristiche; 
2) ANN multistrato: quando tutti i nodi della ANN sono raggruppati in classi 
funzionali e condividono le stesse funzioni di trasferimento del segnale, ma ri-
cevono il segnale solo da nodi di altri strati e lo inviamo solo a nuovi strati; 
3) ANN geogra�camente pertinenti (o senza alcuno strato): quando ogni loro 
nodo è speci�co per la posizione che occupa nella ANN; ad esempio quando 
i nodi più vicini comunicano più intensamente di quelli più lontani. 
Ogni connessione può essere dunque di cinque tipi: 
1) Mono-Direzionale; 
2) Bi-Direzionale; 
3) Simmetrica; 
4) Anti-Simmetrica
5) Ri�essiva. 
Il numero delle connessioni è proporzionale alle capacità di memoriz-
zazione di una ANN. La localizzazione delle connessioni è opportuna come 
pre-processing metodologico del problema che una ANN dovrà affrontare, 
ma non è necessaria. Una ANN nella quale non tutte le connessioni tra nodi o 
tra strati sono abilitate viene de�nita ANN con connessioni dedicate; nel caso 
contrario si parla di ANN a gradiente massimo. In ogni ANN le connessioni 
possono essere di tre tipi: 
1) Adattivo: quando si modi�cano secondo l’equazione di apprendimento; 
2) Fisso: se restano su valori �ssi per tutto il tempo dell’apprendimento; 
3) Variabile: qualora si modi�cano deterministicamente in base al trasformarsi 
delle altre connessioni. 
In ogni ANN il segnale può procedere in modo lineare (dall’Input 
all’Output) o in modo complesso. In tal caso, si distinguono due principali 
strategie di �usso: 
1) ANN Feed forward: quando il segnale che procede dall’Input all’Output della 
ANN attraversa tutti i nodi una sola volta (Mangan, Zaslaver, Alon 2003); 
2) ANN con Feedback: quando il segnale procede con Feedback speci�ci, 
determinati a priori, o legati al veri�carsi di particolari condizioni. 
Le ANN con Feedback sono note anche con il nome di ANN Ricorrenti 
(Mandic, Chambers 2001). Più plausibili dal punto di vista biologico, seb-
bene più complesse da trattare dal punto di vista matematico, esse vengono 
usate spesso per l’elaborazione di segnali temporali. 
Ogni ANN può apprendere nel tempo le caratteristiche dell’ambiente 
nel quale è immersa (o dei dati che le vengono presentati) in due modi tra 
loro interdipendenti: 
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1) Ricostruendo per approssimazione la funzione di densità di probabilità dei 
dati che riceve dall’ambiente, rispetto a vincoli preordinati; 
2) Ricostruendo per approssimazione i parametri che risolvono l’equazione di 
connessione tra i dati di ingresso (Input) e quelli di uscita (Output), rispetto 
a vincoli preordinati.
Il primo metodo è noto, nell’Intelligenza Arti�ciale, come Quanti�ca-
zione Vettoriale (Vector Quantization); il secondo è de�nito come metodo del 
Gradiente Discendente (Gradient Descent). Il metodo della Quanti�cazione 
Vettoriale comprime e articola le variabili di Input in Output costituiti da 
ipersfere di raggio de�nito (Gersho, Gray 1992). Il metodo del Gradiente 
Discendente articola le variabili di Input in Output costituiti da iperpiani 
(Snyman 2005). 
La differenza tra questi due metodi diventa evidente nel caso di ANNs 
Feed forward con almeno uno strato di unità Hidden. Tramite la Quanti�ca-
zione Vettoriale, le unità Hidden codi�cano in modo locale i tratti più rilevanti 
del vettore di Input; quando l’apprendimento è terminato, ogni unità Hidden 
sarà un prototipo che rappresenta uno o più valori rilevanti del vettore di 
Input, in forma de�nita ed esclusiva; anche tramite il Gradiente Discendente, 
le unità Hidden codi�cheranno i tratti più rilevanti del vettore di Input, ma 
alla �ne dell’apprendimento, ogni unità Hidden tenderà a rappresentare parte 
dell’Input in modo più sfumato ed esso non sarà esclusivo (Bishop 1995; 
Baxter 2006; McClelland et al. 2010).
5. I primi risultati applicativi del modello Archeo-LOGICO AS
La prima sperimentazione di AS ad alcune delle problematiche poste 
dall’archeologia analitica, dalla linguistica computazionale e dall’epigra�a di-
gitale mostra già importanti risultati. Le simulazioni hanno, infatti, interessato 
tre banche dati molto estese che sono state trattate utilizzando tre tecniche 
d’analisi diverse: la Correlazione Lineare (Linear Correlation), la cosiddetta 
Prior Probability e la rete neurale Auto Contractive Map, quest’ultima ideata 
al Centro Ricerche Semeion (Buscema, Grossi 2007, 2008; Buscema, Terzi 
2007; Buscema et al. 2008).
Nel caso della Correlazione Lineare, per ognuna delle basi dati è stata 
generata una matrice quadrata di connessioni che rappresenta la correlazione 
a coppie, lineare, tra ognuna delle entità registrate e formalizzate. Nel caso 
della Prior Probability, le connessioni rintracciate indicano la probabilità a 
priori della co-occorrenza di ogni coppia di entità. La rete neurale Auto-CM, 
in ultimo, fondata su un algoritmo in grado di evidenziare relazioni non lineari 
tra tutte le entità intese come un insieme dinamico, ha proiettato un’altra 
matrice contenente ancora altre “informazioni”, diverse da quelle ottenute 
con le due precedenti simulazioni.
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Dopo aver effettuato queste tre elaborazioni per ognuna della basi dati 
si è scelto di visualizzare la con�gurazione dei risultati “migliori” ottenuti con 
un grafo di tipo MST (Minimum Spanning Tree), ovvero con un grafo i cui 
vertici mostrano lo stato di minimizzazione dell’energia presente all’interno 
di una data struttura composta da elementi atomici e da pesi che ne de�ni-
scono le mutue relazioni (Kruskal 1956; Graham 1985; Gabow et al. 1986; 
Fredman, Willard 1990). In altri termini, questi gra� rami�cati visualizzano 
l’insieme delle associazioni più signi�cative che collegano le entità/variabili 
di ogni base dati, ovvero quelle speci�che relazioni tra ogni entità e/o gruppi 
di entità che rappresentano al meglio i record di ogni data-set. 
Il protocollo analitico osservato ha avuto, dunque, lo scopo di ve-
ri�care le diverse capacità connettive (associative) dei modelli utilizzati e 
di estrapolare quei gra� dell’apprendimento neurale che possedevano una 
maggiore complessità informativa, non solo poiché confermavano quanto 
già era noto, ma anche perché prospettavano nuove correlazioni non lineari 
e latenti, altrimenti non riconoscibili. Le elaborazioni sono state prodotte con 
un software programmato nel laboratorio Archeosema, scritto in linguaggio 
C++, dotato sia delle più conosciute Reti Neurali Arti�ciali che di strumenti 
per il calcolo dell’algoritmo Minimum Spanning Tree in grado di elaborare 
i risultati in un formato adatto alla visualizzazione spaziale dei gra� con il 
software open source GEPHI 0.8 (il programma è stato realizzato dal dott. 
Massimiliano Capriotti).
La rete neurale Auto-CM ha elaborato un data-set (100 record per 40 
variabili) contenente informazioni relative al corpus delle �gurine �ttili della 
coroplastica di Ebla del II millennio a.C. (Ramazzotti 2012a, 345-375), 
generando una matrice di connessioni Input dell’algoritmo per la creazione 
di un Minimum Spannig Tree. Il grafo ad albero riprodotto in Fig. 1 de�nisce 
una mappatura delle connessioni tra le variabili che ricostruisce le tecniche 
di costruzione dell’immagine e fornisce informazioni, di tipo materiale ma 
anche cognitivo, sul processo tecnologico e psichico che le potrebbe avere 
generate. Infatti, le rami�cazioni del grafo classi�cano tre generi differenti 
di informazioni: 
1) Dal momento che i vertici indicano una delle parti che compongono l’im-
magine, il vertice di maggiori dimensioni – ovvero il vertice che presenta il 
valore di Betweenness Centrality più alto (valore normalizzato che rappre-
senta una misura della centralità del vertice in una generica rete equivalente 
al numero dei percorsi più brevi) – identi�ca la variabile preponderante nella 
produzione di queste immagini, ovvero l’incisione come perno della catena 
operativa posta a fondamento della costruzione �gurativa e del signi�cato 
ideogra�co dell’immagine. 
2) Le diverse classi, rappresentate da differenti colori (qui tradotti in scala di 
grigi), indicano gruppi qualitativamente differenti di variabili che concorrono 
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a rendere la complessità tecnologica e cognitiva di ogni singola �gurina; ne 
consegue che, per ognuno dei 100 record trattati è possibile ottenere un’iper-
super�cie geometrica che ne codi�ca la complessità sistemica, tecnologica e 
cognitiva. 
3) Lo spessore delle linee che connettono i nodi, ovvero le connessioni pe-
sate dei vertici, segnala la misura della contiguità tra le diverse variabili che 
descrivono ogni �gurina della base dati (nei termini di gradi di transizione 
probabilistica), ed è direttamente proporzionale ai valori delle connessioni; 
tali connessioni rami�cate possono, in altri termini, suggerire la qualità e 
l’intensità delle relazioni tecnologiche e cognitive tra tutte le variabili che 
sono state scelte per descrivere ogni singola �gurina. Attraverso questa me-
todologia sarà possibile, in futuro, ricostruire in maniera molto accurata i 
meccanismi che sottendono al processo di produzione di queste “immagini” 
in argilla (di questi aspetti se ne sta occupando nello speci�co chi scrive e la 
dott.ssa Irene Viaggiu).
La rete neurale Auto-CM ha elaborato un dataset (185 record × 98 
variabili) contenente informazioni relative ad alcuni documenti testuali, 
generando una matrice di connessioni input dell’algoritmo per la creazione 
di un Minimum Spanning Tree. L’albero riprodotto in Fig. 2 de�nisce una 
mappatura delle connessioni tra le variabili per la ricostruzione di diverse fasi 
di scrittura e fornisce informazioni, di tipo materiale ma anche cognitivo, sul 
processo creativo. Infatti questo albero sintetizza tre tipi di informazioni: 
Fig. 1 – a) Disegno in scala 1:1 di una �gurina �ttile di Ebla conservata nel Museo di Idlib (TM92P618) 
e databile agli inizi del II Millennio a.C. (Ramazzotti 2012, 372, �g. 4b); b) Grafo (elaborato 
con il programma Gephi v. 0.8) sulle relazioni semantiche del DBMS riferito alle �gurine �ttili di 
Ebla-Tell Mardikh.
a b
Fig. 2 – a) Carta originale contenente l’incipit della poesia proemiale 
del Guardador de rebanhos di Alberto Caeiro (segnatura: E3/145-1); 
b) Grafo (elaborato con il programma Gephi v. 0.8) sulle relazioni 
semantiche del DBMS riferito a documenti testuali conservati nel 
fondo Pessoa.
a
b
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Fig. 3 – a) Disegno di una tavoletta cuneiforme rinvenuta nell’Archivio Reale di Ebla 
nel Palazzo Reale G (Archi 1993, pl. IV); b) Grafo (elaborato con il programma Gephi 
v. 0.8) sulle relazioni semantiche del DBMS riferito ad alcune tavolette cuneiformi 
provenienti dall’Archivio Reale di Ebla-Tell Mardikh.
a
b
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1) Informazioni sui vertici: ogni vertice indica uno dei documenti da cui è 
composto il testo. Il vertice di maggiori dimensioni ha il valore di Betweenness 
Centrality normalizzato più alto (valore che rappresenta una misura della 
centralità del vertice in una generica rete equivalente al numero dei percorsi 
più brevi, Shortest Paths, da ogni vertice verso ogni altro, che passano attra-
verso il vertice analizzato). Questo vertice identi�ca il documento-chiave nella 
produzione del testo, che fa da ponte tra le diverse sezioni. 
2) Informazioni di clusterizzazione: le diverse classi, rappresentate da differenti 
colori (qui in scala di grigi) indicano alcune delle sezioni del testo. 
3) Informazioni sulle connessioni (pesate) tra i vertici: lo spessore delle linee 
che connettono i nodi indica la misura della contiguità tra le fasi di scrittura 
(nei termini di gradi di transizione probabilistica), direttamente proporzionale 
ai valori delle connessioni.
Attraverso questa metodologia sarà possibile, in futuro, identi�care e 
chiarire alcuni dei meccanismi che sottendono al processo di produzione testua-
le e alla sua speci�ca dimensione semantica (di queste elaborazioni si stanno 
occupando nello speci�co i colleghi Simone Celani e Paolo Canettieri).
L’informazione codi�cata per l’indagine concernente il repertorio epi-
gra�co-amministrativo (6163 record × 232 variabili) è stata esplorata per 
mezzo dell’algoritmo Auto-CM. L’albero mostrato in Fig. 3 illustra le relazioni 
individuate tra i contenuti del corpus di registrazioni amministrative, nonché 
tra essi e le strategie e procedure sintattiche e di messa in pagina adottate dai 
redattori dei testi. I tre vertici messi in evidenza dall’esplorazione del grafo 
condotta secondo il criterio della Betweenness Centrality sono da porre in 
relazione con aspetti cruciali dell’organizzazione e dello sviluppo delle raccolte 
di registrazioni amministrative. In particolare, essi mettono in evidenza il ruolo 
centrale svolto dalle dimensioni �siche delle sezioni di ogni documento, ma 
al tempo stesso pongono delle basi per ripensare la classi�cazione tipologica 
dei testi stessi e alcune possibili sotto-classi�cazioni. Ogni vertice indica una 
caratteristica dei testi. I vertici riguardano il contenuto e la posizione delle 
diverse sezioni dei testi che compongono il documento. Ciascuno dei tre 
vertici messi in evidenza dalla Betweenness Centrality organizza attorno a 
sé i tratti contenutistici fondamentali, ma soprattutto quelli sintattici, delle 
diverse sezioni codi�cate. 
Il precorso che lega i tre vertici è dunque un asse che attraversa con-
cettualmente l’intero corpus esaminato (di questi aspetti se ne sta occupando 
nello speci�co il collega Alessandro Di Ludovico).
6. Archeologia Analitica… un “ritorno al futuro”
I risultati preliminari del progetto AS mostrano, con evidenza, che alcuni 
Sistemi Arti�ciali Adattivi possono essere addestrati a rintracciare le regole 
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sfumate di una data con�gurazione complessa di dati, e possono formalizzarla 
in un grafo geometrico che si trasforma dinamicamente in rapporto agli stimoli 
che apprende e che riceve. Nello speci�co, l’applicazione della Rete Neurale 
Arti�ciale Auto-CM alle prime tre basi dati di ARCHEOSEMA ha generato 
tre ipersuper�ci geometriche che rappresentano il medesimo apprendimento 
neurale di tre, distinte, con�gurazioni di dati complesse. Queste tre ipersuper-
�ci – che codi�cano solo alcuni dei problemi scienti�ci posti dall’Archeologia 
Analitica, dalla Filologia Dinamica e dall’Epigra�a Digitale – sono state 
successivamente tradotte in gra� ad albero che sintetizzano, ulteriormente, i 
caratteri dominanti di ognuna delle con�gurazioni trattate; caratteri e vincoli 
sui quali è già cominciata una nuova esplorazione tesa a delineare sempre 
meglio (e in termini quantistici) l’oggetto di indagine, e ad osservare come 
questo stesso oggetto d’analisi cambi forma se si enfatizzano, si aggiungono 
o si sottraggono alcune variabili. 
I risultati de�nitivi di queste prime applicazioni del modello ARCHEO-
SEMA a problematiche archeologiche, geogra�che e linguistiche, insieme ad 
altre elaborazioni realizzate con Sistemi Arti�ciali Adattivi sono ora in corso 
di stampa per un numero speciale di «Archeologia e Calcolatori», dedicato 
alla memoria di D.L. Clarke e, soprattutto, al ruolo che l’Archeologia Ana-
litica da lui fondata assolve tuttora nel promuovere e incoraggiare la ricerca 
teorica, applicativa e sperimentale.
La Cibernetica, che proprio D.L. Clarke introdusse nella ricerca 
archeologica essenzialmente come Teoria dei Sistemi, ebbe il ruolo di consoli-
dare negli anni Settanta l’idea che le culture archeologiche, antropologiche e 
linguistiche funzionassero come organismi naturali e che il loro funzionamento 
organico-biologico potesse essere simulato come funzionamento meccanico di 
parti interconnesse, azionate da un Input. Queste parti avrebbero potuto riferire 
dell’intero procedimento che causava l’alterazione di equilibri, e tali alterazioni 
non sarebbero state tanto dissimili da quelle osservabili nei cosiddetti Sistemi 
Culturali (Binford 1965; Flannery 1968; Doran 1970a, 1970b; Bintliff 
1997). Tuttavia, questa meccanizzazione della complessità culturale ha distolto 
dalla ricerca di altre analogie possibili che potessero essere chiamate in causa 
per risolvere problemi altamente complessi e, soprattutto, ha radicalizzato una 
sola accezione della complessità, ovvero il suo essere una dimensione fattuale 
esterna all’uomo, indipendente dalla natura cognitiva umana, esistente in sé. 
Ma a partire dalla �ne degli anni Ottanta un nutrito numero di studi è 
riemerso nel tentativo di comprendere la complessità dei contesti archeologici, 
antropologici e linguistici, non più come dimensione esterna all’uomo, ogget-
to passivo della sua “imparziale” ricerca applicativa, quanto piuttosto come 
un’espressione, viva e dinamica, delle sue abilità mnemoniche, percettive e 
creative (Francfort 1990, 1997; Flannery, Marcus 1993; Gardin 1996; 
Djindjian 2003).
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In questo senso, tale complessità è stata quasi sottratta al dominio 
incontrastato della sua interpretazione esterna, analizzabile attraverso 
sistemi meccanici e lineari, ed è divenuta il soggetto di ricerche speci�che 
che intendono risalire alle capacità mentali dell’uomo di crearla. Si pro�la 
allora la possibilità di organizzare, dall’analogia tra complessità culturale 
e complessità dell’intelligenza, un nuovo apparato di conoscenze teoriche, 
di metodi, di applicazioni che legano la ricerca analitica alla Nuova Intel-
ligenza Arti�ciale. Il ricercatore che simula il comportamento dinamico di 
un Sistema Complesso attraverso questi modelli della Nuova Intelligenza 
Arti�ciale intende, dunque, esplorare la con�gurazione dei dati (che è sta-
ta appresa) come un’ipersuper�cie di connessioni memorizzate. Anziché 
dunque descrivere la complessità puramente sistemica di un dato contesto, 
quel ricercatore tenderà ad agire su come quel contesto è stato appreso da 
un Sistema Arti�ciale Adattivo per interrogarlo in modo diversi�cato e rin-
tracciarne ogni possibile combinazione, ogni possibile forma, ogni possibile 
sfumatura, rendendo, in questo modo, uno spaccato ampio di previsioni 
del suo “stato”. 
Lo studio analitico, applicativo e sperimentale di sistemi complessi 
archeologici (Barceló 1995, 1996; Ramazzotti 1997, 1999a, 1999b, 2000, 
2002, 2009b; 2013a, 2013c; Barceló, Faura 1999; Hermon, Nicolucci 
2002, 217-232; Zubrow 2003; Bintliff 2005; Deravignone, Macchi 
2006; Di Ludovico, Pieri 2011), linguistici (Canettieri 2012; Canettieri 
et al. 2004-2005, 2005; Smolensky, Legendre 2006; Loreto, Steels 2007; 
Puglisi, Baronchelli, Loreto 2008; Di Ludovico, Ramazzotti 2008; 
Gong et al. 2012) e geogra�ci (Hewitson, Crane 1994; Black 1995; Open-
shaw, Openshaw 1997; Fischer 1998, 2000, 2001, 2002; Buscema, Terzi 
2007; Ehsani 2007) che si può avvalere della Nuova Intelligenza Arti�ciale 
è, in ultima analisi, una ricerca che valuta il “signi�cato” delle relazioni tra 
i dati come una costruzione essenzialmente umana, “�sicamente” connessa 
alle capacità computazionali delle reti.
Questo studio ripete dunque una posizione ancora forte dell’Archeo-
logia Analitica, ma l’aggiorna sulla base del progresso che proprio la Nuova 
Intelligenza Arti�ciale sta realizzando nel superare i limiti di calcolo imposti 
dalla teoria dei sistemi e sulla base del progresso che le Scienze Cognitive 
ottengono, ogni giorno, nel riconoscimento, nella riproduzione, nella simu-
lazione e nella classi�cazione di alcuni dei principi che regolano la memoria, 
l’orientamento, il linguaggio e la traduzione. 
Marco Ramazzotti
Dipartimento di Scienze dell’Antichità
Archeologia e Storia dell’Arte del Vicino Oriente antico
Sapienza Università di Roma
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ABSTRACT 
ARCHEOSEMA is the name of a metadisciplinary theoretical, analytical and experi-
mental research project which has recently been awarded a grant by the Sapienza University 
of Rome. The purpose of the research is to create a logical model based on the interaction 
between Geographical Information Systems and Arti�cial Adaptive Systems. The model is 
conceived as an epistemological and methodological instrument: epistemological because it 
requires an interdisciplinary dialogue that involves archaeology, physics, geography, linguistics 
and statistics, and methodological because it is intended to analyze solutions for problems of 
classi�cation, seriation and organization of alpha-numerical data; to implement the dynamic 
simulation of the variables which compose organic and/or cultural systems; to identify new 
rules for spatial, economic and political organization and, moreover, to analyze physical, aes-
thetic and linguistic phenomena of the self-organization, entropy, learning and translation. This 
epistemological and methodological instrument which is technically programmed like a GIS 
combines the most advanced instruments of physics, mathematics, algebra and geometry and 
the �rst simulations made on three different databases (territorial, aesthetic, and linguistics), 
already show a series of preliminary results that open new possibilities for territorial archeol-
ogy, cognitive archeology and computational linguistics.

