Finite-difference methods are popular for wave simulation within the seismic exploration community, thanks to their efficiency. However, difficulties arise when encountering complex topography due to the regular grid pattern of the finitedifference schemes. Despite alternatives that can handle the free surface with little effort, such as the spectral element or discontinuous Galerkin's methods, incorporating a free-surface boundary condition within the finite-difference framework is still appealing, even at the cost of extra algorithm complexity and stronger requirement of computational resources. We present a free-surface boundary treatment within the finite-difference framework, belonging to the family of the immersed-boundary methods. Inherently, the presented boundary treatment is separated from the rest of the wave simulation, which makes it easy to be integrated in existing finite-difference codes. Specifically, we construct an extrapolation operator for each grid point above the free surface, if requested by the finite-difference stencil, to estimate its fictitious wavefield value at each time step. These operators are constructed only once and remain unchanged for all the time steps and source locations. The memory requirement of these operators is significant. Fortunately, grouping together multiple simulations concerning different source locations makes it possible to dilute the memory burden to a negligible level. Additionally, applying these operators incurs numerical noise, which may lead to long time instabilities. In such a scenario, additional numerical procedures, for instance, introducing artificial diffusion, are necessary to control the instability and obtain sensible simulation results. Successful applications of the presented boundary treatment to elastic-wave equations on domains with nontrivial topographies, in 2D and 3D, are presented. Robust and efficient numerical techniques to control high-frequency numerical noise remain to be investigated.
INTRODUCTION
A proper incorporation of the free-surface boundary condition is necessary to obtain a correct simulation result for wave propagation that involves nontrivial topography. The fact that data are acquired at the free surface makes this task even more critical for seismic applications.
Various approaches exist for implementing the free-surface boundary condition concerning nontrivial topography. The most noticeable ones are the finite-element methods (FEMs), including the spectral element methods (SEMs) (e.g., Komatitsch and Tromp, 1999) and discontinuous Galerkin methods (DGMs) (e.g., Dumbser and Käser, 2006; Käser and Dumbser, 2006; Hesthaven and Warburton, 2008) . However, when it comes to the efficiency of wave simulation, none of these methods has demonstrated the ability to outperform the simple stencil-based finite-difference methods (FDMs), either due to the complexity of mesh generation, or due to the excessive degrees of freedom. On the other hand, the simple FDMs have been proven successful in wave simulation and have become widely used among the seismic community for the past several decades (e.g., Virieux, 1984 Virieux, , 1986 Levander, 1988; Saenger and Bohlen, 2004; Lisitsa and Vishnevskiy, 2010; Moczo et al., 2014) .
Therefore, it is appealing to incorporate the free-surface boundary condition within the finite-difference framework for nontrivial topographies. However, due to the restriction of the regular grid pattern often used in the FDM, simple approaches such as the image condition approach (e.g., Robertsson, 1996; Levander, 1988) , which mirrors the wavefield to fulfill the finite-difference stencil, or vacuum formalism (e.g., Boore, 1972; Zahradník et al., 1993; Graves, 1996) , which includes the region above the free surface in the simulation with its media properties set to approximate the vacuum, do not perform well for complex free surfaces, due to either accuracy or efficiency. More complicated approaches within the finite-difference framework exist. For instance, in Hestholm and Ruud (1998) , an approach that involves mesh deformation is promoted. Similar methods exist, e.g., Zhang and Chen (2006) , Appelö and Petersson (2009) , Tarrass et al. (2011) , Duru et al. (2014) , and De la Puente et al. (2014) . Specifically, in De la Puente et al. (2014) , Lebedev-type staggered grid and mimetic operators are used to achieve high-order approximation at the free-surface boundary. Another approach that avoids mesh deformation follows the idea of the immersed-boundary methods, which are popular for fluid-dynamical applications (e.g., Leveque and Li, 1994; Mittal and Iaccarino, 2005) . Other strategies may exist, and we refer the reader to Moczo et al. (2014) .
In this paper, we present a strategy to incorporate the free-surface boundary condition that follows the immersed-boundary methods for seismic applications, closely related to an interface method that has been previously investigated by Piraux and Lombard (2001) , Lombard and Piraux (2004) , and Lombard et al. (2008) . Compared with the previous studies, we extend the application of the strategy to staggered-grid spatial discretization and 3D configurations. Thorough numerical tests pertinent to seismic applications are provided, including a dedicated discussion on the seismic source impact. The major difficulty associated with the emergence of the freesurface boundary within the finite-difference simulation is that the finite-difference stencil may cross over the free surface. The underlying idea of the strategy proposed in this paper is to maintain the regular stencil, for the sake of preserving the efficiency of the finitedifference simulation, by constructing values at stencil points that cross over the free surface. This construction process should respect the smoothness of the wavefield and the free-surface boundary condition. Mathematically, it amounts to a linear equality constrained least-squares (LSE) problem, where the smoothness of the wavefield is addressed by the least-squares formulation, while the free-surface boundary condition is implicitly imposed by the linear equality constraints. We refer the reader to Lawson and Hanson (1995) and Björck (1996) for more details about the LSE problem. The most intriguing property of the proposed strategy is that the free-surface treatment is highly separable from the rest of the wave simulation and can be integrated into an existing finite-difference code as a supplementary extension.
In the rest of this paper, we first present the difficulty of incorporating the free-surface boundary condition within the finite-difference framework for nontrivial topographies, followed by a general description of the proposed strategy. We then discuss the implementation details, complexity analysis, as well as the remaining difficulties of the proposed strategy in the following sections. Numerical examples are presented subsequently to demonstrate the behavior of the proposed strategy. Finally, we present the future prospects, and then we conclude the paper.
BACKGROUND
In this section, we use the 2D isotropic elastic-wave simulation as an example to present the difficulty of the free-surface boundary treatment within the finite-difference framework. The situation in the 3D case is similar. The 2D isotropic elastic-wave propagation can be modeled by the following partial differential equations (PDEs): 8 > > > > > > < > > > > > > :
( 1) where V x and V z stand for the horizontal and vertical particle velocity components of the wavefield, respectively; σ xx , σ xz , and σ zz stand for the stress components; and ρ, λ, and μ stand for the density and elastic Lamé parameters, respectively. In the following, we use the less strict term velocity components to refer to the particle velocity components for brevity since there is no ambiguity in the context. For simplicity, we omit the source implementation at this stage. A discussion about the impact of the source terms on the proposed boundary treatment is presented in the section "Source implementation."
A conceptual finite-difference code structure with explicit time schemes for solving the PDE system (equation 1) without concerns of the boundaries and source terms can be summarized in Algorithm 1.
In Algorithm 1, at each time step i t , we approximate the spatial derivatives of the wavefield based on the chosen finite-difference stencil (line 2). These spatial derivatives are then used to update the values of the wavefield based on the chosen temporal scheme (line 3). As simple as it is, Algorithm 1 is capable of efficiently simulating elastic waves in an infinite medium.
However, at the emergence of the free-surface boundary, one needs to incorporate the following boundary conditions on the free surface:
where the stress tensor of the second order is denoted by
where n ! stands for the vector of the normal direction on the free surface and 0 stands for the zero vector with compatible size. In a simple situation in which the free surface is a straight line that coincides with the top line of the finite-difference grid, one can incorporate a free-surface boundary treatment into Algorithm 1 with relatively little effort (e.g., Graves, 1996; Kristek et al., 2002; Mittet, 2002) . However, when the free surface has a more complicated geometric structure, incorporating the free- surface boundary conditions becomes more challenging because the finite-difference stencil may cross over the free surface, as illustrated in Figure 1a .
In a situation like this, one either needs to adapt the finite-difference grid used in Algorithm 1 to conform to the free surface (e.g., Hestholm and Ruud, 1994, 1998; Zhang and Chen, 2006; Zhang et al., 2012) or to construct the values of the wavefield at the missing stencil points if one wishes to keep the grid intact (e.g., Lombard et al., 2008) .
In this paper, we follow the second approach for its simplicity and portability. The tentative pseudoalgorithm that we want to achieve can be summarized as in Algorithm 2.
In the next section, we explain in detail how to accomplish line 2 in Algorithm 2, i.e., how to construct values of the wavefield at the missing stencil points.
BOUNDARY TREATMENT
We consider a numerical configuration as shown in Figure 1b , where a nontrivial free surface is immersed within a regular finitedifference grid. The free surface can be expressed in the following parametric form:
x ¼ xðξÞ; z ¼ zðξÞ:
We note here that the above representation of the free surface is independent from the underlying finite-difference grid. Meanwhile, the numerical discretization of the free surface is also separated from the discretization of the wavefield. To facilitate the upcoming discussion, we first introduce several definitions. As indicated in Figure 1b , we refer to those grid points inside the domain of interest, i.e., underneath the free surface, as the interior points. In particular, we refer to an interior point whose associated stencil crosses over the free surface as an irregular point. On the other hand, we refer to those grid points outside the domain of interest, i.e., above the free surface, but still being requested by the stencils associated with some irregular points, as the ghost points. Moreover, we refer to a point on the free surface as a boundary point.
With the above definitions, the problem of free-surface boundary treatment becomes the problem of updating the wavefield at the irregular points. For simplicity and portability, we choose to apply the same stencil everywhere in our simulation domain. In other words, we prefer to treat the irregular points equally as the rest of the interior points. For this purpose, at each time step, we have to construct the fictitious values of the wavefield at the ghost points. This construction process has to respect both the smoothness of the wavefield and the free-surface boundary conditions.
To demonstrate how one can achieve such a construction, we start by splitting the construction process, conceptually, into two stages. In the first stage, we extrapolate the wavefield from the interior points to the boundary points. The free-surface boundary condition is imposed during this first stage. In the second stage, we further extrapolate the wavefield from the boundary points to the ghost points. We note here that the free-surface discretization needs to be fine enough to justify both extrapolations, which draws the link with the underlying finite-difference discretization.
The extrapolation in the second stage, i.e., from the boundary points to the ghost points, is merely an application of the Taylor expansion, which involves not only the wavefield values at the boundary points, but also their derivatives. Therefore, both are expected as the outputs from the first extrapolation.
The first extrapolation can be formulated as an LSE problem (e.g., Anderson et al., 1999) .
To derive the LSE problem, we first write out the Taylor expansion for a given scalar function f from a boundary point ðx b ; z b Þ to one of its nearby interior points ðx i ; z i Þ: 
where
Here, f can be any component of the wavefield. In equation 5, we truncate the Taylor expansion at the second order. As a consequence, the solution of the corresponding LSE problem will only contain the values of the wavefield and their derivatives up to the second order. If higher order extrapolation at the second stage is preferred, which requires higher order derivatives, one can retain more terms in equation 5.
To determine the values of f, ∂f∕∂x, ∂f∕∂z, ∂ 2 f∕∂x 2 , ∂ 2 f∕∂x∂z, and ∂ 2 f∕∂z 2 at boundary point ðx b ; z b Þ from the values of various fðx i ; z i Þ, we can formulate a least-squares problem, which will produce results that satisfy the smoothness of the wavefield well at boundary point ðx b ; z b Þ.
We use u to denote the column vector that consists of the evaluation of f and its derivatives at boundary point ðx b ; z b Þ. As an example, for the Taylor expansion written in equation 5, we have 
With the above notations, we can put the Taylor expansion from boundary point ðx b ; z b Þ to all the m nearby interior points in the following succinct matrix form:
where e is the residual vector with length m, corresponding to the m nearby interior points. To determine the unknown vector u in equation 8), we can use the following minimization problem:
where u can be understood as the least-squares solution.
We note here that in the upcoming discussion, the symbols in normal font, such as A; b; u; e are used for matrices, vectors, and scalars that correspond to a single component of the wavefield, whereas the symbols in bold font, such as A; b; u; e are used for matrices, vectors, and scalars that correspond to a collection of components of the wavefield. We will state explicitly that a symbol, such as A (A), b (b), or u (u) stands for a matrix, vector, or scalar, respectively, unless it is self-explanatory from the context.
The generalization of equation 9 from a scalar function f, e.g., a single stress component at a particular boundary point, to a vector function f, e.g., all the stress components at the same boundary point, is straightforward because each component of f has its own minimization problem that is independent from the others. We only need to stack together u, b, and A corresponding to each component of f to obtain the minimization problem for f:
Consequently, the matrix A is block diagonal. For instance, if matrices A xx , A xz , and A zz correspond to the three stress components σ xx , σ xz , and σ zz in equation 1, respectively and f ¼ ½σ xx ; σ xz ; σ zz T , then the matrix A corresponding to f has the following shape:
The smooth extension of f obtained from equation 10 does not necessarily satisfy the free-surface boundary conditions. To address this issue, we can impose the free-surface boundary conditions as the constraints in equation 10, which, algebraically speaking, leads to an LSE problem.
Moreover, because the derivatives of f are also listed as the unknowns in equation 10, we also include derivatives of the free-surface boundary conditions as constraints in equation 10. For instance, since the free-surface boundary conditions (equation 2) are valid for any time instant, we can differentiate (equation 2) with respect to time variable t and substitute the derivatives dσ xx ∕dt, dσ xz ∕dt, and dσ zz ∕dt based on the last three equations in equation 1, hence obtaining two constraints concerning ∂V x ∕∂x, ∂V x ∕∂z, ∂V z ∕∂x, and ∂V z ∕∂z. On the other hand, since the free-surface boundary conditions are valid for any point on the free surface, we can also differentiate equation 2 with respect to the parametric variable ξ in equation 4, hence obtaining constraints involving dσ xx ∕dx, dσ xx ∕dz, dσ xz ∕dx, dσ xz ∕dz, dσ zz ∕dx, and dσ zz ∕dz. The above procedure can be repeated to obtain constraints involving higher order derivatives of the wavefield. Following the same spirit, the compatibility condition and its differentiation results can also be included as the constraints. In practice, we use symbolic computation software Maxima to perform the automatic differentiation. However, the detailed expressions of these constraints are too tedious to be listed in the paper. If the reader is interested, a collection of symbolic computation source files in Maxima can be downloaded from Gao (2015) to get a flavor of these constraints.
We denote these constraints, in a succinct matrix form, as
Combining the minimization problem 10 and constraints 12, we arrive at the following LSE problem:
where C is a matrix that has the same number of columns as A.
Derived from the free-surface boundary conditions (equation 2), the vector d in equation 13 is always a zero vector. The solution of equation 13 includes smooth extrapolation of the wavefield, as well as its spatial derivatives, to the boundary point ðx b ; z b Þ, which conform to the free-surface boundary conditions. For the specific PDE system that we are interested in, i.e., the velocity-stress formulation of the elastic-wave (equation 1), we note here that the stress and velocity variables have an alternate dependency on each other. Moreover, the free-surface boundary conditions (equation 2) only involve the stress variables. Based on these two properties, the constraints derived from differentiating the free-surface boundary conditions can involve either only the stress variables, or only the velocity variables. Combined with the block-diagonal structure in A, this means that the extrapolation for stress variables and velocity variables, if needed, are completely separated from each other, which leads to great simplification in practice. We will use this property to simplify the discussion hereafter.
With the solution of equation 13, the second stage of the extrapolation process, i.e., extrapolation from the boundary points to the ghost points, can be achieved easily through Taylor expansion. Practically, we associate each ghost point with several nearby boundary points and assign the average of the Taylor expansion results corresponding to each nearby boundary point as the constructed wavefield value at the ghost point.
As an example, suppose we want to obtain the value of function f at the ghost point ðx g ; z g Þ based on the knowledge of f; ∂f∕∂x; ∂f∕∂z; ∂ 2 f∕∂x 2 ; ∂ 2 f∕∂x∂z; ∂ 2 f∕∂z 2 at the boundary point ðx b ; z b Þ. We can use the following Taylor expansion approximation:
where 
IMPLEMENTATION DETAILS
In this section, we further elaborate the free-surface boundary treatment from an implementation perspective.
Extrapolation operator
The extrapolation procedure described in the previous section is conceptually comprehensible, but not practical, because solving the LSE problem for every boundary point at each time step can be very expensive.
To achieve an efficient implementation, we observe that in the LSE problem (equation 13) and Taylor expansion (equation 16), matrices A and C, as well as vectors d and B are invariant for all time steps. In particular, derived from the velocity-stress formulation (equation 1) and free-surface boundary conditions (equation 2), d is always a zero vector. Only the input vector b, the intermediate vector u and the output value f in equation 16 are varying. If one can link the output value f in equation 16 directly with the input vector b by eliminating the intermediate vector u from the procedure, the overall computational cost can be reduced drastically, since on one hand, less floating-point operations are needed as we avoid solving the LSE problem (equation 13) at each time step, and on the other hand, less memory is needed since there is no need to store matrices A and C for each boundary point.
This direct link between f and b is possible since one can express the solution of the LSE problem (equation 13) as follows:
In equation 17, we have simplified the expression by using the property that d is a zero vector for our specific problem. We give a brief derivation in the following. For more details, we refer the reader to Björck (1996, p. 187) . Based on the method of Lagrange multipliers, solution of the minimization problem (equation 13) satisfies the following augmented linear system:
From the first block row of equation 18, we obtain the following expression for u:
Based on the second block row of equation 18, i.e., Cu ¼ 0, we readily have
and then
After substituting equation 21 to equation 19, we obtain equation 17.
Furthermore, we introduce B as the extended vector of B of equation 16 in the following sense: suppose that there are n w wavefield components involved in the LSE problem (equation 13) and f corresponds to the ith component of f, then Immersed free-surface boundary
where 0 B is a zero row vector with the same size of B.
The direct link between f and b can then be expressed as
where E is a row vector defined as
We refer to E as the extrapolation operator hereafter. We note here that although E is the extrapolation operator for a single wavefield component f at a single ghost point, it takes b as the input, which consists of the values of all the wavefield components involved in the LSE problem (equation 13) for all the nearby interior points associated. This is due to the constraints in equation 13 that couple the involved wavefield components together.
Despite its complicated algebraic expression, we only need to construct the extrapolation operator E once, for each ghost point and each wavefield component. Moreover, the extrapolation operator E is a row vector at the size of vector b, which is relatively easy to afford in terms of storage. The detailed complexity analysis will be shown in the next section.
Integrated algorithm
We note here that the free-surface boundary conditions only involve the stress variables. Therefore, to obtain extrapolated wavefield values that conform well with the free-surface boundary conditions, we only extrapolate the stress components in our implementation. The values of the velocity components at the ghost points are updated as if they are inside the domain of interest, i.e., underneath the free surface, using the same medium properties. This is achieved by collecting the ghost points on the stress grids based on the stencil of not only the irregular points, but also the ghost points on the velocity grids, so that the finite-difference stencils for these ghost points on the velocity grids can also be fulfilled.
The integrated algorithm for the isotropic elastic-wave simulation with free-surface boundary treatment can be summarized in Algorithm 3. The staggered-grid finite-difference scheme is considered as the underlying method for spatial approximations, while leapfrog is considered as the temporal integration scheme. Implementation of the perfectly matched layers (PMLs) can be incorporated in the approximation of the spatial derivatives, i.e., lines 6 and 10 in Algorithm 3. Implementation of the source terms can be incorporated in the updating of wavefield, i.e., lines 7 and 11 in Algorithm 3. Neither the PML nor the source implementation intersects with the free-surface boundary treatment in Algorithm 3.
We note here that although in loops consisting of lines 5-8 and lines 9-12 in Algorithm 3, we specify to which grid points the spatial approximation and temporal update are applied to give a clear demonstration of the algorithm, we actually avoid doing so in practice due to efficiency concerns. In fact, we apply the spatial approximation and temporal update on every grid point of the regular boxshaped finite-difference simulation domain, so that we can avoid checking to which category each grid point belongs.
COMPLEXITY ANALYSIS
In this section, we quantify the computational cost of the presented free-surface boundary treatment, in comparison with the computational cost of the elastic-wave simulation with the second-order staggered-grid finite-difference scheme (Virieux, 1986) . For simplicity, we do not distinguish between the different types of floating-point operations involved.
For convenience, we first introduce several notations in Table 1 . Based on the notations introduced in Table 1 , we note here that matrix A is at size n w m × n w n, while matrix C is at size p × n w n. Moreover, for the 2D isotropic elastic-wave equation, we have n w ¼ 3; n ¼ 6; n G ≈ n w n x ; for the 3D isotropic elastic-wave equation, we have n w ¼ 6; n ¼ 10; n G ≈ n w n x n y . The number p does not enter the leading-order term of the upcoming estimations, and we omit its value here to avoid unnecessary details.
Based on our implementation, the number of floating-point operations required for the construction of each extrapolation operator E is roughly n w ð2mn 2 − 2 3 n 3 Þ þ 2ðn w np 2 − 2 3 p 3 Þ þ 2n w n 2 þ 4n w pn þ 2p 2 þ 2n w n 2 þ 2n w mn þ n w m, where m > n and Algorithm 3. 1) Collect the ghost points on the stress grids; 2) Construct the extrapolator E for each ghost point collected; 3) for i t ¼ 1; n t do 4)
Estimate values of stress components at the ghost points based on equation 23; 5)
for each interior and ghost velocity grid point do 6) f 
Symbol
Meaning n E Length of vector E n z
Number of grid points in the z-direction n x
Number of grid points in the x-direction n y
Number of grid points in the y-direction n G Total number of ghost points on all subgrids n w
Number of wavefield components involved in the LSE problem (equation 13) m Number of rows in each block of matrix A n Number of columns in each block of matrix A p Number of rows in matrix C T198 p < n w n. For simplicity, we only retain the leading-order term of the above expression, i.e., 2n w mn 2 , corresponding to the QR decomposition of matrix A, in the upcoming discussion.
At each time step, the number of floating-point operations for the free-surface boundary treatment is roughly 2n G n E ≈ 2n w n x n E for the 2D case and 2n G n E ≈ 2n w n x n y n E for the 3D case. On the other hand, the number of floating-point operations for the wavefield simulation is roughly 33n x n z for the 2D case and 72n x n y n z for the 3D case.
The storage cost for the free-surface boundary treatment is n G n E real numbers and the same amount of integers, where n G n E ≈ n w n x n E for the 2D case and n G n E ≈ n w n x n y n E for the 3D case. Meanwhile, the storage cost for the wavefield simulation is roughly 8n x n z real numbers for the 2D case and 12n x n y n z real numbers for the 3D case. For simplicity, we assume that a real number and an integer number each take 4 bytes of storage.
We collect the above results in Tables 2 and 3 . Although the numerical parameters such as n E , m, and n can vary depending on the application and implementation, we can already make some initial assessment on the computational cost of the free-surface boundary treatment based on Tables 2 and 3. In the following discussion, we take n w ¼ 3; m ¼ 25; n ¼ 6; n E ¼ 100; n x ¼ 800; n z ¼ 300 for the 2D case and n w ¼ 6; m ¼ 100; n ¼ 10; n E ¼ 1000; n x ¼ 800; n y ¼ 800; n z ¼ 300 for the 3D case to materialize the observations.
First of all, construction of the extrapolation operator is expensive comparing with its application at each time step. Namely, construction of each extrapolation operator takes roughly 27 and 60 times the floating-point operations needed for its application, respectively, for the 2D and 3D cases. Fortunately, we only have to construct these extrapolation operators once. Compared with thousands of time steps one may perform for the forward modeling, the extra cost of 27 or 60 time steps is acceptable. Not to mention, for typical seismic applications, we have to perform simulations for thousands of sources with the same geometric configuration as well.
Second, the number of floating-point operations required for the free-surface boundary treatment is comparable with the wavefield simulation. Specifically, the numbers of floating-point operations required for wavefield simulation are roughly 16.5 and 1.8 times of the numbers of floating-point operations required for boundary treatment, for the 2D and 3D cases, respectively.
Third, the boundary treatment can consume much more memory than the wavefield simulation. In the 2D case, storing the extrapolation operators takes roughly 1.83 MB, whereas the wavefield simulation requires 7.32 MB, for storing the wavefield and the isotropic medium parameters. However, in the 3D case, these numbers become 28.6 and 8.58 GB, respectively. It is definitely nondesirable for the boundary treatment to consume more memory than the wavefield simulation, although one may argue that in cases such as the vacuum method, a finer finite-difference grid needed for properly simulating the surface wave may impose a heavy memory burden as well.
However, for typical seismic applications, thousands of sources with the same geometric configuration are required to be simulated. It is possible to dilute the memory load for storing the extrapolation operators with multiple sources by parallelizing the simulation for each source through domain decomposition. For instance, suppose one want to perform the simulation with four nodes, each with 64 GB memory. One can distribute the 28.6 GB memory of extrapolation operators on the four nodes and fit in simulations for roughly 26 sources with the rest of the memory. We note here that the simulation of each of these 26 sources are also distributed on the four nodes. In this scenario, the comparison of memory cost is between 227.4 GB for wavefield simulation and 28.6 GB for boundary treatment and thereby much more acceptable than 8.58 GB versus 28.6 GB. One can choose to distribute the memory load on even more nodes to increase the ratio of memory consumption between the wavefield simulation and boundary treatment. Of course, the underlying code implementation for the wavefield simulation and boundary treatment needs to scale well with respect to the computational resources to make this memory load distribution worthwhile.
REMAINING DIFFICULTIES Instability
Based on our implementation, we encounter long time instability issues with the presented free-surface boundary treatment. Specifically, we use the second-order staggered-grid FDM (Virieux, 1986) for the wavefield simulation and Taylor expansions truncated at the second order to construct the extrapolation operators. The leapfrog scheme is used to update the wavefield in time, due to its energy-conserving property (LeVeque [2007] , p. 205). We use the constraints that involve up to the second-order derivatives of the stress wavefield components to construct the LSE problem (equation 13). It is not yet clear to the authors exactly how these instabilities are generated or accumulated. However, similar instability issues have been pointed out by other researchers in different environments (e.g., Vidale and Clayton, 1986; Hayashi et al., 2001; Hestholm, 2003; Appelö and Petersson, 2009; Etienne et al., 2010; Kristek et al., 2010; Mattsson and Almquist, 2013; Zhang et al., 2013) .
At this stage, we adopt a rudimentary but pragmatic strategy to counterbalance the instability issue, that is, to introduce artificial diffusion to the wave equation, which has been discussed in Virieux and Madariaga (1982) . Namely, instead of solving the original PDEs (equation 1), we solve the following modified version: Table 2 . Floating-point operations.
2D 3D
Operator construction 2n 2 w mn 2 n x 2n 2 w mn 2 n x n y Boundary treatment 2n w n x n E 2n w n x n y n E Wavefield simulation 33n x n z 72n x n y n z Table 3 . Storage requirement.
Boundary treatment 2n w n x n E 2n w n x n y n E Wavefield simulation 8n x n z 12n x n y n z Immersed free-surface boundary
where α is a tunable numerical parameter that controls the amount of diffusion. Since we know that the instability is associated with the emergence of the free surface, we only need to add diffusion at the nearby region of the free surface. In other words, equation 25 is solved in a thin layer underneath the free surface, whereas equation 1 is solved elsewhere. As a consequence, the additional computational cost is rather insignificant. However, the simulation results may be polluted if too much artificial diffusion is added to the equations, especially for the surface wave since the artificial diffusion is introduced exclusively near the free surface. The choice of α is empirical at this stage. However, we can borrow some guidelines from the design of the Lax-Wendroff scheme for the advection equation (LeVeque, 2007) , which can be understood as a second-order accurate scheme with improved stability behavior, compared with the forward Euler, for instance, by adding artificial diffusion. The amount of diffusion added in the LaxWendroff scheme makes more sense, compared with the Lax-Friedrichs scheme, for instance, because it is determined based on Taylor expansion and by requiring second-order accuracy.
Practically, the amount of diffusion that we add is at the level of
where V P is the P-wave velocity, h t is the time step size and C α is a tunable constant that is typically less than one. The effect of the introduced artificial diffusion can be observed in some of the numerical examples presented in the following section.
Source implementation
For seismic applications, the sources are usually introduced as external terms to PDE system 1, as shown in the following equations:
where f x and f z are the external source terms to be applied on the velocity wavefield components, whereas g xx , g xz , and g zz are the external source terms to be applied on the stress wavefield components.
Typically, the source location is either on the free surface or beneath it at a shallow depth. In our implementation, we introduce the source terms by exciting only one grid node, thanks to the standard staggered grid that we are using.
When the source node is included in the extrapolation operators, we observe distortion of the amplitude in the seismograms. In practice, by excluding the source node and nodes within its close range from the extrapolation operators, we are able to achieve significantly improved agreement in amplitude. However, the choice of the range to exclude is, again, empirical. Even with this pragmatic treatment, we still observe a growth in error when the source location approaches the free surface. In the next section, a numerical example (Example 6: Source depth) is dedicated to discuss this issue.
NUMERICAL EXAMPLES
In this section, we present several numerical examples to demonstrate the behavior of the presented free-surface boundary treatment.
Example 1: Garvin's problem
In this example, we solve the isotropic elastic wave equation (equation 1) on a quadrilateral domain, as shown in Figure 2 , and compare the results against the analytic solution to demonstrate the accuracy of the presented boundary treatment, the rise of the long-time instability, and the introduction of artificial diffusion as the remedy.
The bottom left, bottom right, top left, and top right vertices of the domain in Figure 2 points, starting from the second highest velocity grid point that is simulated on each grid column. The source and receiver locations are listed in Table 4 . Specifically, the source is located at 141 m depth from the free surface, measured vertically.
As illustrated in Figure 2 , we use an excessively large domain in the horizontal direction, for the presented source receiver locations in this example. This is because we want to avoid recording the scattered wave signals coming from the top corners, in order to have a good comparison with the analytic solution, which is only valid for a semi-infinite medium.
We use the second-order Taylor expansion to construct the extrapolation operator E in equation 24 and use the second-order standard staggered-grid FD spatial discretization, combined with the leapfrog temporal scheme, to perform wave simulation. The numerical parameters used in this simulation are listed in Table 5 . In Table 5 , m is the number of interior points on each grid that is used to construct the LSE problem (equation 13), or, equivalently, the number of rows in each block of matrix A in equations 10 and 13; C α is the constant that controls the amount of diffusion, see equation 26 for more information; r d is the thickness of the layer of artificial diffusion underneath the free surface, where we append the diffusive terms in equation 25 exclusively.
The Ricker wavelet with peak frequency 5 Hz is used as the explosive source, which leads to roughly 16.3 points per wavelength for the minimal S-wave wavelength. We note here that the maximum frequency contained in the Ricker wavelet is taken as 12.5 Hz, i.e., 2.5 times the peak frequency, in the above derivation. The source delay is 0.25 s.
In Figure 3 , we plot the seismograms recorded at the receiver locations, as listed in Table 4 , using the analytic solution for Garvin's problem as comparison (De Hoop, 1960; Berg et al., 1994) . The source codes used to generate the analytic solution are downloaded from Berg and If (2014) . Two separate arrivals appear in each seismogram with the earlier one being the P-wave and the later one being the surface wave.
In Table 6 , we present the misfit quantification results for seismograms shown in Figure 3 , based on the criteria proposed in Kristeková et al. (2006 Kristeková et al. ( , 2009 . The source code is downloaded from Kristeková et al. (2014) . Using the terminology therein, the single-valued time-domain envelope misfit (term max(abs(TEM)) in the user's guide) and the single-valued time-domain phase misfit (term max(abs(TPM)) in the user's guide) are presented in Table 6 as the envelope misfit and phase misfit, correspondingly. The analytic solution is used as the reference solution, while global normalization is applied to obtain the misfit quantification results. The frequency content range is specified as [0.05 and 50 Hz]. The same criteria and quantities are used for all of the following examples. We observe from Table 6 that the envelope misfit and the phase misfit increase steadily as the source-receiver distance increases. If we solve the original PDE (equation 1) without adding artificial diffusion, instability starts to occur at a later simulation stage, shown as the amplifying spurious oscillations in Figure 4 .
Despite the instability, comparing with Figure 4 , we can observe that there is a loss of amplitude for the simulated surface wave shown in Figure 3 , due to the artificial diffusion.
In Figures 5 and 6 , we plot the time-frequency envelope misfit, defined in Kristeková et al. (2006 Kristeková et al. ( , 2009 , for the seismograms shown in Figures 3 and 4 , respectively. Due to the space concerns, we only display the misfits for receivers 3 and 6, as representatives.
By comparing Figures 5 and 6 , we can observe that the instability occurs at a high frequency range (comparing with 12.5 Hz, i.e., the maximum frequency we prescribe for the Ricker wavelet with 5 Hz peak frequency) and late simulation time.
This separation between the desired wave signals and the instability modes can be observed more clearly if we refine the grid size for the wave simulation. For instance, if we halve the grid size for the wave simulation, we obtain the time-frequency envelope misfits as shown in Figure 7 .
On the other hand, if we refine the grid size for wave simulation and the boundary sampling, the simulation remains stable during the 6 s time window. This indicates that the behavior of the instability modes is discretization dependent. Therefore, we believe that designing improved strategy to control the instability is manageable, which is left for future research.
For readers who are interested, a prototype code used for the simulations performed in this example, with a switch of including artificial diffusion or not, has been made available from Gao (2015) .
Example 2: Arc-shaped free surface
In this example, we solve the isotropic elastic wave equation (equation 1) with a circular arc as the free surface, as shown in Figure 8 , to demonstrate the performance of the presented boundary treatment on geometry with nonzero curvature.
The bottom left, bottom right, top left, and top right corner points have coordinates of (0 and 0 m), (11280 and 0 m), (0 and 705 m), and (11280 and 705 m), respectively. The center of the circular arc is located at (5640 and −12911.1645 mÞ, which gives a 45°central angle for the circular arc. The highest point on the circular arc is at (5640 and 1826.87 m), which gives an 1121.87 m variation of the free surface in the vertical direction. The shaded regions have the same meaning as in example 1: Garvin's problem. The source and receiver locations are listed in Table 7 . Specifically, the source is located at a 141 m depth from the free surface, measured vertically.
We use the same numerical methods as in the previous example. Numerical parameters used in this simulation are the same as in Table 5 except that C α is set to 0.025.
In Figure 9 , we plot the seismograms recorded at the receiver locations, as listed in Table 7 , compared against the seismograms provided by the DGM with polynomial order 2. The DGM and code used for the comparison are discussed in Etienne et al. (2010) and Tago et al. (2012) . The mesh is generated through the software Gmsh (Geuzaine and Remacle, 2009 ) with characteristic length Figure 4 . Seismograms for example 1: Garvin's problem without diffusion. On the right side y-label, λ stands for the minimal wavelength, which is 229.6 m, corresponding to S-wave velocity 2870 m∕s and maximum frequency 12.5 Hz. Instability is observed at late simulation stage. The finite-difference solution still demonstrates good agreement with the analytic solution before instability occurs, with a better fit in amplitude comparing with Figure 3 . Figure 5 . Time-frequency envelope misfits, corresponding to receivers 3 and 6 in Figure 3 . The majority of the misfits are associated with the surface wave. T202 30 m. We observe two separate arrivals in receivers 2-5 with the first one being the P-wave and second one being the surface wave. The two arrivals are not yet separated in receiver 1 due to the small travel distance from the source.
Based on the same criteria as in example 1: Garvin's problem, the misfit quantification using the DG solution as the reference solution shows that the envelope misfit grows from 1.7% to 18% from the shortest-to the longest-offset receiver, while the phase misfit grows from 0.8% to 5.5%.
Example 3: Body waves
In this example, we solve the isotropic elastic wave equation (equation 1) with a circular arc as the free surface, as shown in Figure 10 , to demonstrate the ability of the presented boundary treatment on accurately capturing the body waves.
The bottom left, bottom right, top left, and top right corner points have coordinates of (0 and 0 m), (5640 and 0 m), (0 and 2820 m), and (5640 and 2820 m), respectively. The center of the circular arc is located at (2820.0 and −3988.08154 mÞ, which gives a 45°cen-tral angle. PML layers, i.e., the shaded regions, are appended on the left and right edge with a thickness of 352.5 m, while the free-surface boundary condition is imposed on the bottom edge using the technique presented in Mittet (2002) . Since the purpose of this example is to demonstrate the ability of the presented boundary treatment on accurately simulating the body waves, the source is placed deep down in the domain at 1410 m depth from the free surface, measured vertically. The source and receiver locations are listed in Table 8 . Immersed free-surface boundary
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The numerical parameters used in this example are the same as those in example 2: Arc-shaped free surface. However, since the body waves are much easier to simulate, compared with the surface wave, we do not add artificial diffusion in this example.
In Figure 11 , we plot the seismograms recorded at the receiver locations, as listed in Table 8 , compared against the seismograms provided by the same DG code as in the previous example. We observe bouncing body waves in all seismograms with good agreement between the two sets of solutions in the entire time window of the simulation. The surface wave does not have a strong imprint in this case due to the large source depth. Based on the same criteria as in example 1: Garvin's problem, the misfit quantification shows that the envelope misfit is below 2.3%, while the phase misfit is below 2.2% for all receivers. Therefore, the agreement between the two sets of solutions is very good.
Example 4: Sinusoidal free surface
In this example, we solve the isotropic elastic wave equation (equation 1) with a sinusoidal free surface that consists of 2.5 periods, as shown in Figure 12 , to demonstrate the performance of the presented boundary treatment on geometry with large oscillatory variations. The bottom left, bottom right, top left, and top right corner points have coordinates of (0 and Figure 9 . Seismograms for example 2: Arc-shaped free surface. On the right side y-label, λ stands for the minimal wavelength, which is 229.6 m, corresponding to S-wave velocity 2870 m∕s and maximum frequency 12.5 Hz. The finite-difference solution demonstrates good agreement with the discontinuous Galerkin's (DG) solution. Loss of amplitude in the surface wave of the finite-difference simulation, due to the side effect of the artificial diffusion, can be observed from the comparison. have the same meaning as in example 1: Garvin's problem. The source and receiver locations are listed in Table 9 . Specifically, the source is located at a 141 m depth from the free surface, measured vertically. The numerical parameters used in this example are the same as in example 2: Arc-shaped free surface. In Figure 13 , we plot the seismograms recorded at the receiver locations, compared against the DG solution. In receivers 2-5, the first-arrival wave is the P-wave, while the one with the largest amplitude and arrives last is the surface wave. Due to the complicated geometry, particularly the presence of the large variation between the crests and troughs, the surface wave is stretched out as it moves from the short offset to the long offset. The two arrivals are not clearly separated at receiver 1 due to the small offset. From Figure 13 , we observe good qualitative agreements between the two sets of simulation results as they align on top of each other. Based on the same criteria as in example 1: Garvin's problem, the misfit quantification shows that the envelope misfit grows from 2.2% to 20% from the shortest to the longest offset receiver, while the phase misfit grows from 0.4% to 8.9%.
Example 5: Tilted-plane free surface in 3D
In this example, we consider a 3D domain with a tilted free surface, as shown in Figure 14 . The eight vertices have the following coordinates: (0, 0, and 2100), (0, 280, and 2100), (7000, 0, and 2100), (7000, 280, and 2100), (0, 0, and 70), (0, 280, and 70), (7000, 0, and 1470), (7000, 280, and 1470) , respectively, with the unit being the meter (m). The free surface is tilted for roughly 11°i n the x-direction, while kept horizontal in the y-direction. Besides the free surface, the other five surfaces are appended with PML layers for 280 m, in other words, 20 grid points. As an initial attempt to demonstrate the potential of the proposed boundary treatment strategy, we only perform the simulation for 2.5 s. For this short time window, the simulation stays stable without extra effort, such as adding artificial diffusion. For a longer period of simulation, for instance, 6 s, we will have to find a good strategy to control the instability, which is left for future research. The source and receiver locations are listed in Table 10 . Specifically, the source is located at a 140 m depth from the free surface, measured vertically. The numerical parameters used in this simulation are the same as in Table 5 , except that the grid spacing is specified as 14 m, corresponding to 16.4 points per minimal S-wave wavelength. In Figure 15 , we plot the seismograms recorded at the receiver locations, compared against the DG solution. At receivers 2-5, we observe two arrivals, with the first one being the P-wave and the second one being the surface wave. At receiver 1, the two arrivals are not yet separated due to the short offset.
From Figure 15 , we observe good agreements between the two sets of results during the time window of the simulation. Based on the same criteria as in example 1: Garvin's problem, the misfit quantification shows that the envelope misfit is below 7% for all receivers, while the phase misfit is below 3.5%.
Example 6: Source depth
In this example, we investigate the impact of the source depth on the simulation accuracy. The isotropic elastic-wave equation (equation 1) is solved on a quadrilateral domain, as shown in Figure 16 . The bottom left, bottom right, top left, and top right vertices have coordinates of (0 and 0 m), (11,280 and 0 m), (0 and 705 m), and (11,280 and 987 m), respectively. The PML layers are appended on the left, right, and bottom edges to absorb the outgoing waves. The numerical parameters used in this example is the same as in example 1: Garvin's problem. We repeat here that the maximum frequency is taken as 2.5 times the peak frequency of the Ricker wavelet, which leads to roughly 16.3 points per wavelength.
The free surface, i.e., the solid red line in Figure 16 , is almost flat in this example. Meanwhile, we only perform the simulation for 3 s. We make these choices so the simulation can stay stable for the time window without introducing artificial diffusion. In all the results shown below, we use the DG solution as the reference solution. We quantify the misfit between the two sets of seismograms with the same strategy as in example 1: Garvin's problem.
The receiver locations are shown in Table 11 . The source location is varying along the vertical dashed line (x ¼ 2820 m).
In Table 12 , we list the envelope misfit and the phase misfit for Lamb's problem, i.e., with vertical force source, with source depth 7.05, 77.55, and 359.55 m, respectively, or, in terms of layers of grid nodes, 0.5, 5.5, and 25.5, respectively. In Table 13 , we list the envelope misfit and the phase misfit for Garvin's problem, i.e., explosive source, with source depth 14.1, 70.5, and 352.5 m, respectively, or, in terms of layers of grid nodes, 1, 5, and 25, respectively. Due to space concerns, we only display the results corresponding to receivers 1 and 6 in Tables 12 and 13 .
We observe that as the source location approaches the free surface, the simulation accuracy deteriorates with our implementation. Although one could argue that the high-frequency content of the source wavelet may have a stronger imprint on the misfit as the source approaches the free surface, given the reality of the seismic applications that the source is either on the free surface or closely beneath it, we would still like to remedy the situation. Grid refinement can improve the accuracy since, effectively, it increases the depth between the source and free surface, in terms of the layer of grid nodes in between. Taking Garvin's problem with source depth 14.1 m as an example, by halving and quartering the grid spacing, we are able to achieve improved accuracy, compared against the DG solution, as shown in Table 14 .
Despite the improved accuracy, the computational cost is also increased drastically. It is therefore desirable to only refine the grid near the free surface, which naturally leads to splitting the computational domain. Another motivation for splitting the computational domain is discussed in the next section. We leave this topic for future research.
FUTURE PROSPECTS
The method presented in this paper is still in its early stages with room for improvements. Meanwhile, further investigations are needed to fully explore its usefulness. In the following, we list a few perspectives of future research directions:
• First of all, there are more delicate strategies to control the instability, compared with the rudimentary strategy that we adopt so far, i.e., adding artificial diffusion. For instance, filtering is a topic that we will be looking into in the near future. At this stage, the instability issue is indeed the bottleneck of our ongoing research. In fact, we observe that with the fourth-order staggered-grid finite-difference scheme, the stability is even harder to maintain compared with the secondorder staggered-grid finite-difference scheme by just adding artificial diffusion. Currently, this is the primary reason that we prefer not to couple the presented free-surface boundary treatment with the fourth-order staggered-grid finite-difference scheme, despite the reduced sampling ratio enabled by the fourth-order scheme and the associated reduction on the memory cost. Instead, the strategy in our mind is to split the computational domain into two parts, consisting of a thin layer near the free surface that is modeled by the secondorder staggered-grid finite-difference scheme, with which the stability is relatively easier to maintain, and the rest of the computational domain that is modeled with the higher order finite-difference scheme to reduce the memory burden.
• Second, more numerical tests need to be performed to further validate the usefulness of the presented method on seismic applications. For instance, its behavior in heterogeneous media, its behavior in anisotropic media, and the impact of the shape of the topography have yet to be thoroughly tested.
• Third, better algorithm design may improve the computational efficiency. For instance, it is possible to shrink the size of the extrapolation operator E by allowing the size of E to vary for different ghost points, which will lead to an easing on the computational cost, particularly the memory burden.
• Fourth, similar strategies can be derived for other seismic applications such as an accurate handling of the ocean bottom, splitting the computational domain based on the variation of the medium parameter, and coupling acoustic and elastic wave simulation.
• Fifth, scalability of the presented boundary treatment on parallel computing environment, as well as its cache efficiency, needs to be investigated.
CONCLUSION
In this paper, we present a strategy for free-surface boundary treatment for seismic-wave simulation within the finite-difference framework. A succinct mathematical abstraction is presented to ease the comprehension. Belonging to the family of the immersed-boundary methods, this boundary treatment is separated from the rest of the wave simulation. Therefore, it is suitable for modularized code design and can be easily absorbed by existing codes. Although dif- Immersed free-surface boundary T207 ficulties such as instability still remain, the presented strategy is shown to be able to model body and surface waves accurately within certain time windows for computational domains involving a nontrivial free surface. Despite the extra computational cost, the presented strategy is shown to possess potential in full-waveform inversion applications.
