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 Nowadays data mining become one of the technologies that paly major effect 
on business intelligence. However, to be able to use the data mining outcome 
the user should go through many processes such as classified data. 
Classification of data is processing data and organize them in specific 
categorize to be use in most effective and efficient use. In data mining one 
technique is not applicable to be applied to all the datasets. Many data users 
wasting a lot of time trying many classification techniques in order to find 
the most an appropriate technique to be used. This paper showing the 
difference result of applying different techniques on the same data. 
This paper evaluates the performance of different classification techniques 
using different datasets. In this study four data classification techniques have 
chosen. They are as follow, BayesNet, NaiveBayes, Multilayer perceptron 
and J48. The selected data classification techniques performance tested under 
two parameters, the time taken to build the model of the dataset and the 
percentage of accuracy to classify the dataset in the correct classification. 
The experiments are carried out using Weka 3.8 software. The results in the 
paper demonstrate that the efficiency of Multilayer Perceptron classifier in 
overall the best accuracy performance to classify the instances, 
and NaiveBayes classifiers were the worst outcome of accuracy to 
classifying the instance for each dataset. 
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1. INTRODUCTION  
Data mining is way of extract useful knowledge out of huge volume of data. The discovering 
knowledge come through many mining to be useful knowledge. To convert the raw data to knowledge 
the data should be integrated, cleaned, classified or clustered and so on. To utilize the process of extracting 
data mining, many techniques and standards should be used. One of the process of data mining is how to 
classify the data and organize them in the correct categories [1, 2]. Every data has its own characteristics, 
some of them nominal data and other are numerical data and so forth. According to the data characteristics 
the data should be classified. However, it is not resealable to be check the data contain line by line to classify 
the data. In data mining there are several techniques to be used to classify the data. However not all the 
techniques can classify correctly the data give the same result or outcome of the data. Every technique has its 
own model and algorithm and the way of how to classify the data [3-6]. 
To find out the differences of the classification techniques and the reasons of the differences, 
four classification techniques have selected. They are as follow BayesNet, NaiveBayes, Multilayer 
perceptron and J48. To test the differences of the four selected classification techniques, three different 
datasets have collected, Congressional voting records, Car evaluation and Contraceptive method choice. To 
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measure the effectiveness of the techniques two parameters have tested, the time taking of each technique to 
build the model for the selected dataset, and the accuracy of classifying the data by each technique. 
Weka software has selected as platform of applying the classification techniques and the datasets. 
The paper’s flow is organized as follows. Section I as introduction of the paper. Section II covers 
literature review of data mining and classification techniques. As well about the Weka software and 
methodology. In the section III Results and Discussion were illustrated. In the last section IV Conclusion and 
summarizing the comparative results. 
 
 
2. BACKGROUND  
2.1.  Data mining 
Data mining is a processing of the raw data to get of the useful information, or to discover 
the knowledge from huge databases. The output of the data mining is the pattern which is to identify 
potentially useful, valid, ultimately understandable and novel pattern in the mining data. Mostly data mining 
applying in business, so the companies can make effective marketing strategies by knowing what their 
customers want to buy. Data mining outcome depends on the way of collecting data and how the data are 
processed [1, 3, 7]. 
 
2.2.  Data warehousing 
Data Warehousing is a center of many data collection from many places. The companies or sectors 
collect their data from different places and branches in one place called data warehousing. The data in data 
warehousing are integrated from all places, cleaned from missing data and noise data. The data in data 
warehousing are organized and prepared for future use or in demand from the users. The data warehouse used 
to support the decision of management making process [1]. 
 
2.3.  Classification 
Classification in data mining are some techniques use to predict, classify and organized the data in 
their suitable categories [8]. Each class has its own rules and algorithms. Some of the classification 
techniques are follow decision tree rules such as J48, some other classes are following Bayesian Network 
such as BayesNet and NaiveBayes, and other are following Artificial intelligence and Neural Network. 
Classification techniques have different applications and which dataset should be applied on. In addition, 
all classification techniques will not be able to predict correctly the classification of data compare to other 
classification techniques. To find out the best classification techniques for the testing data, the data should be 
a compatible with the selected classification technique rules, algorithms etc [9]. 
  
2.4.  J48 
J48 classifier is an optimize version of C4.5. The J48 is based on Decision tree. J48 is one of 
the data classification techniques used in data processing and data mining. The J48 rules and algorithms are 
using decision tree techniques which contains of main leaf and branches. Each of the branch or leaf contain  
a decision that lead to different outcome. Some of the datasets have very big tree model which contains many 
leafs leads to different result comparing to few leafs of decision tree when applying J48 classification 
technique [10, 11]. 
 
2.5.  Multilayer perceptron 
Multilayer Perceptron classifier is based on Artificial intelligence and Neural Network without 
qualification. A Multi-Layer Perceptron (MLP) has as minimum as three layers. One layer as input, 
the second as hidden layer and the last as the output layer. MLP is a feedforward neural network, the hidden 
layer can be one layer or more. In MLP each node in each layer are connected to all layer’s nodes. Multilayer 
perceptron is one of the data classification techniques used in neural network, deep learning and other 
applications of data processing [12]. 
 
2.6.  BayesNet 
BayesNet classifier one of the classifiers in Weka software. The BayesNet is based on Bayesian 
Network which is based on Bayes theorem. The Bayesian network is mostly working when there might be  
a probability of uncertainty, or complexity and (even more importantly) causality situation. Bayesian network 
consist of two parts: A set of conditional probability distributions and a directed acyclic graph DAG. 
Bayesian networks, each node represents a Variable. A variable might be discrete or might be continuous. 
BayesNet classifier one of the data classification techniques applied in many areas of probability or 
uncertainty conditions [13]. 
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2.7.  NaiveBayes 
NaiveBayes classifiers is a collection of algorithms that share common principles based on Bayes 
Theorem. In NaïveBayes classifiers each pair of features classified is independent from other pairs. 
NaïveBayes classifiers is one of the data classification techniques used in Weka software or can be used in 
other areas of processing data using different software [14, 15]. 
 
2.8.  Data mining process 
The data mining process breaks in many stages. The first stage it’s called the integration stage which 
is collect the data from many sources as raw data with different format. The second stage it’s called data 
cleaning in this stage after receiving the data from the first stage some of the data are incompatible or 
inconsistency and other data are missing value and other data are illogical entered. So, it the data cleaning 
stage will clean all these data. The third stage of data mining it is to collect the cleaning data in one place call 
Data Warehousing. In the data warehousing mostly, the data ready to be used and analyzed. However, the 
amount of the data in data warehousing is huge size of data to deal with it and analyze the whole data at once, 
for this reason next stage is presented. The fourth stage is the selection stage, which is to select the relevant 
data from data warehousing that will work on it. The last stage of data mining is applying the algorithms and 
techniques of data mining to get the pattern, that the user looking for. The outcome of the applying data 
mining techniques will be represented as graph or table or other format of output representation [1, 16]. 
 
 
3. RELATED WORKS  
There are various relative studies of the different classification techniques, yet it has not been 
discovered that one single method is superior compared to others. Issues like accuracy, training time, 
scalability and many others contribute to choosing the best technique to classify data for mining. The search 
for best technique for classification remains a research subject. Classification is a data mining technique used 
to predict group membership for data instances. There are numerous traditional classification methods like 
decision tree (DT) induction, k-nearest neighbor classifier, Bayesian networks, support vector machines, 
rule-based classification, case-based reasoning, genetic algorithm, fuzzy logic techniques, rough set approach 
and others. The basic difference between the algorithms depends on whether they are lazy learners or eager 
learners [17].  
A predictive KNIME model was developed and three data mining algorithms; the Naïve Bayes, 
PNN Predictor and Decision Tree were trained using 70% of the total samples which were randomly 
selected. The knowledge acquired from the training was applied in predicting the type of supply that 
produced the remaining 30% of the motor operational data samples. The predictive accuracy achieved in the 
paper is indicative of the suitability of data mining approach for motor performance monitoring [18]. 
In [8], the author points out about Decision Tree (DT) or J48, that advantages of DT are easy to 
understand, easy to generate and reduce problem capacity. The limitations of DT are: Required separate test 
set, training time is so expensive, does not handle continuous variable and suffer from overfitting. 
The applications that fit DT are: Text Categorization and Image Classification. 
In [19], MSSQL 2005 database was utilized to gather through surveys or Internet and to store 
information ordered under 31 criteria in four main groups contains a total of 100 students receiving 
vocational training in various energy application fields, who are also in the process of vocational guidance. 
This paper applied algorithms used in many classification techniques to a group of individuals who are in the 
process of vocational guidance and concluded that the most appropriate algorithm to be used for studies in 
this area is the Naive Bayes algorithm derived from a statistical estimation model that is called the Bayes’ 
theorem. Since using machine learning (ML) techniques in classification studies results in accurate outcomes 
with a significant saving in terms of time and cost, it is recommended to make use of those algorithms used 
in data mining and machine learning techniques for the software to be developed in this field. 
In [20], the data set used in this research is the training data set of the KDD Cup 2009 orange small 
data set. The data set contains 190 numeric features and 40 nominal features. Out of these 190 numeric 
features, 16 are empty and 132 are sparse with higher than 90% missing rate. The authors use four 
classification technigues, J48, NaiveBayes, SVM and KNN. The authors pointed, proposed feature selection 
method resolves the real-world CRM classification problems with noisy and highly imbalanced data set. 
The various classifiers are used for classification. As a result, the SVM has highest accuracy and sensitivity, 
Naïve Bayes has highest ROC and Specificity. 
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4. BACKGROUND  
4.1.  WEKA 
The Weka software is a machine-learning platform for applying machine learning. Weka is 
abbreviation of Waikato Environment for Knowledge Analysis (WEKA). The Weka’s name also refers to 
name of bird in New Zealand. Weka is machine learning which its collection of machine learning algorithms 
and standards for processing data mining. In Weka the algorithms and techniques can be applied from input 
file such as Excel files, Java format and others or can be applied directly from the software itself. As shows 
in Figure 1. The Weka Explorer window divided in to 6 tabs, each tab has different tasks. Tab 1 calls 
Preprocess: Per process’s function is to load a dataset from different sources and manipulate the data into a 
desire form. Tab 2 calls Classify: is to select a classifier to process the dataset that has selected in preprocess 
stage. Tab 3 calls Cluster: is to select a cluster to process the dataset that has selected in preprocess stage.  
Tab 4 calls Associate: is to run association algorithms rules to extract insights from dataset. Tab 5 calls Select 
Attributes: it to run attribute selection algorithms on dataset to select those attributes that are relevant to the 
desire feature to predict. Tab 6 calls Visualize: is to visualize the relationship between attributes [21]. 
 
 
 
 
Figure 1. Weka interface explorer 
 
 
4.2.  Datasets information 
For this paper, three data set have selected. Every data set has its own characteristics and the 
parameters that differentiate it from other two data sets. The Table 1 illustrate the differences between each 
of the dataset. The datasets have tested one by one with same settings in Weka software for all datasets. 
Each one of datasets has tested against the four classifiers. The output determines by the parameters of the 
time taken to build the model of the dataset and the percentage of accuracy to classify the target datasets. 
Each dataset has tested four times for the four classifiers. 
 
 
Table 1. Illustrate the differences between each of the dataset 
Name of datasets/ Parameters Congressional Voting Records Car Evaluation Contraceptive Method Choice 
Data Set Characteristics Multivariate Multivariate Multivariate 
Attribute Characteristics Categorical Categorical Categorical 
Associated Tasks Classification Classification Classification 
Number of Instances 435 1728 1473 
Number of Attributes 16 6 9 
Missing Values Yes No No 
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5. RESULTS AND ANALYSIS  
A comparison of evaluation performance of classifiers for different datasets based on the accuracy 
of each classifier and time taken to build the model. Accuracy is defined as the number of instances classified 
correctly. The Table 2 summarize the output of the classification data techniques for the three datasets based 
on the time taken to build the model. It is observed for the first dataset of Car Evaluation the J48 classifier 
give the best result of the time taken to build the model. In the second and the third datasets Contraceptive 
Method Choice and Congressional Voting Records respectively shows NaiveBayes classifiers give the best 
outcome. However, the Multilayer Perceptron classifier is the longest time taken to build the model 
for each dataset. 
 
 
Table 2. Comparison of time taken for various classifiers 
Name of datasets/ 
classification techniques 
Congressional 
Voting Records 
Car 
Evaluation 
Contraceptive 
Method Choice 
BayesNet  0 Sec 0.03 Sec 0.03 Sec 
NaiveBayes 0 Sec 0.03 Sec 0 Sec 
Multilayer Perceptron 0.69 Sec 4.49 Sec 3.56 Sec 
J48 0.03 Sec 0.01 Sec 0.09 Sec 
 
 
In the Table 3 show the Comparison of Accuracy of classifiers for different datasets. From Figure 2 
and Table 2 It is observed that, for the first and the second dataset of Car Evaluation and Contraceptive 
Method Choice respectively, the Multilayer Perceptron classifier give the best result of the Accuracy 
compare to other classifiers. In the third datasets Congressional Voting Records shows J48 classifier give the 
best outcome of accuracy to classifying the instance. However, the NaiveBayes classifiers were the worst 
outcome of accuracy to classifying the instance for each dataset. 
 
 
Table 3. Comparison of time taken for various classifiers 
Name of datasets/ 
classification techniques 
Congressional 
Voting Records 
Car 
Evaluation 
Contraceptive 
Method Choice 
BayesNet  90.1149 % 85.706 % 51.0523 % 
NaiveBayes 90.1149% 85.5324 % 50.7807 % 
Multilayer Perceptron 94.7126% 99.537 % 52.3422 % 
J48 96.3218% 92.3611 % 52.1385 % 
 
 
 
 
Figure 2. Graphical view of accuracy for different classifiers on different datasets 
 
 
6. CONCLUSION 
This paper showed the performance evaluation of different data classifiers techniques on different 
datasets. It found that the outcome of the data tested are different from dataset to another. There are reasons 
for the different output because the datasets chrematistics are different from each another dataset. Factors that 
may affect the classifier’s performance as follow 1. Data set, 2. Number of instance and attributes, 3. 
Compatibility of the data with the classifier, 4. Type of attributes, 5. Missing data and data instructions, 6. 
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System configuration. Multilayer Perceptron classifier shows in overall the best accuracy performance to 
classify the instances, and NaiveBayes classifiers were the worst outcome of accuracy to classifying the 
instance for each dataset. Future work may focus on specific datasets that working in harmony with 
classifiers should be selected. The future work may focus on improving the performance of each classifiers 
by analyzing their algorithms and the rules. 
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