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RESUMO
Análises e estudos meteorológicos permitem realizar previsões sobre o tempo e ante-
ver eventos severos como chuva intensa, tempestades elétricas e tornados. Radares
meteorológicos têm a característica de possibilitar a previsão de eventos severos à
curtissímo prazo, sendo possível identificar e monitorar tempestades severas. Este
trabalho apresenta uma aplicação das técnicas de Aprendizagem de Máquina Sup-
port Vector Machine (SVM) e Multilayer Perceptron (MLP) para a previsão de Evento
de Tempo Severo (ETS). O vetor de características, utilizado para informar os dados
de entrada do modelo, é constituído de dados coletados do radar de dupla polarização
pertencente ao Sistema Meteorológico do Paraná (SIMEPAR). Os dados de Descar-
gas Elétricas Atmosféricas (DEA) são utilizados para análise dos resultados obtidos,
cedidos pela Earth Networks Total Lightning Network (ENTLN). Após o treinamento
obteve-se modelos que podem servir de apoio à decisão em alertas de ETS no estado
do Paraná. O modelo obtido por SVM se mostrou superior ao obtido por MLP, identi-
ficando 93,02% dos ETSs estudados e com 67,84% do total de regiões identificadas
confirmadas por DEA, se tornando uma possível ferramenta de apoio à decisão.
Palavras-chave: Radar Polarimétrico; Nowcasting; Support Vector Machine; Multilayer
Perceptron; Descargas Elétricas Atmosféricas; Aprendizagem de Máquina.
ABSTRACT
Analyzes and meteorological studies make possible to forecast weather and antici-
pate severe events such as heavy rain, electrical storms and tornadoes. Meteoro-
logical radars have the characteristic of making possible to predict severe events in
the short term, alows to identify and monitor severe storms. This paper presents an
application of the Machine Learning techniques for the Severe Weather Event (ETS)
prediction. These techniques are:Support Vector Machine (SVM) and Multilayer Per-
ceptron (MLP). The data used as input of the model, characteristic vector, consists of
data collected from the double polarization radar belonging to the Paraná Meteorologi-
cal System (SIMEPAR). The data of Atmospheric Electric Discharges (DEA) are used
to analyze the results obtained, provided by Earth Networks Total Lightning Network
(ENTLN). After the training, were obtained models that can serve as support for the
decision on ETS alerts in the state of Paraná. The model obtained by SVM was supe-
rior to that obtained by MLP, identifying 93,02 % of the ETSs studied and 67.84 % of
the total number of identified regions confirmed by DEA, becoming a possible decision
support tool.
Key-words: Polarimetric Radar; Nowcasting; Support Vector Machine; Multilayer Per-
ceptron; Atmospheric Electric Discharges; Machine Learning.
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1 INTRODUÇÃO
No período de janeiro de 2015 a julho de 2016 a Defesa Civil efetuou 106 registros
eventos de tempo severo, no estado do Paraná, causados por tempestades convec-
tivas. Segundo a Defesa Civil, ao menos 39753 pessoas foram diretamente afetadas
por estas tempestades (DEFESA CIVIL, 2015, 2016). Os eventos registrados são do
tipo vendaval, chuvas intensas, granizo ou tornados.
Para o monitoramento e previsão meteorológica, o radar é uma das melhores fer-
ramentas disponíveis, pois oferece monitoramento em tempo real, com boa resolução
espacial e possibilita uma visão tridimensional dos dados.
Além disso, é possível analisar um Evento de Tempo Severo (ETS) com base nos
dados de Descargas Elétricas Atmosféricas (DEA), fato já explorado por Lima (2005),
Darden et al. (2010), Murphy e Holle (2006) e Liu e Heckman (2012), os quais utilizam
estes dados para estimar, inclusive, a fase de desenvolvimento da tempestade.
As técnicas de Aprendizagem de Máquina (AM) têm sido utilizadas na meteorolo-
gia, quer seja para classificação como mostram Damian (2011) e Neto (2008), ou para
previsão como mostra o trabalho de Anochi (2015).
Com o intuito de identificar a ocorrência de ETSs, são aplicadas neste trabalho
duas técnicas de AM, Support Vector Machine (SVM) e Multilayer Perceptron (MLP),
aos dados de radar polarimétrico para obter um modelo de predição que estima se
uma tempestade convectiva pode conter um ETS em muito curto prazo (30 minutos
ou menos). Os resultados obtidos são também comparados aos dados de DEA, para
melhor avaliação dos modelos obtidos.
13
1.1 MOTIVAÇÃO
A convecção é um processo rápido, muitas das células convectivas duram cerca
de uma hora ou menos (FABRY, 2015). Como os dados de radar meteorológico e DEA
fornecem informações em tempo real, convém estudar a convecção com base nestas
ferramentas. Além disso, este estudo possibilita verificar características comuns a ETS
em dados de radar. Assim, estudar ETS em dados de radar aplicando técnicas de AM
possibilita, por meio da identificação de padrões nos dados, a previsão de muito curto
prazo de ETS .
1.2 OBJETIVOS
1.2.1 OBJETIVO GERAL
Utilizar técnicas aprendizagem de máquina para classificar tempestades convec-
tivas em potenciais eventos de tempo severo em até 30 minutos com dados de radar
polarimétrico.
1.2.2 OBJETIVOS ESPECÍFICOS
• Mostrar aplicações de AM associadas à meteorologia;
• Estudar DEA e dados de radar para melhor compreensão dos resultados obtidos
e do conjunto de dados sobre o qual se deseja gerar um modelo;
• Gerar dois modelos de classificação de ETS (utilizando MLP e SVM);
• Confrontar os modelos obtidos com a identificação de ETS por dados de DEA, a
fim de verificar as extensões dos modelos.
1.2.3 LIMITAÇÕES DO TRABALHO
A seguir são listadas algumas limitações do trabalho:
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• Este trabalho se restringe ao estudo de ETSs ocorridos na região do Paraná e
captados de forma volumétrica pelo radar do SIMEPAR, localizado em Cascavel;
• Os dados estudados representam de 30 minutos antes da ocorrência do ETS,
não sendo estudado o que ocorre após o ETS nem antes dos 30 minutos de
antecedência;
• A localização e hora utilizada como ocorrência de ETS são as mesmas obtidas
pelos relatórios do Defesa Civil do Paraná;
• A pré-classificação dos dados se baseia apenas nas informações de Defesa Ci-
vil, sendo um dos objetivos do trabalho confrontar tais informações;
• São utilizadas duas técnicas escolhidas com base no tipo de problema e dos
dados disponíveis.
1.3 ESTRUTURA DO TRABALHO
No capítulo 1, apresenta-se uma breve introdução sobre o problema estudado, os
dados e método de análise dos resultados. Além disso, apresentou-se os objetivos
deste trabalho, bem como algumas de suas limitações.
O capítulo 2 é dedicado a desenvolver o problema e justificar sua solução. Nele
também descrevem-se alguns trabalhos que resolvem o problema proposto, são ainda
apresentadas algumas justificativas sobre a utilização dos dados.
No capítulo 3, são apresentados os conceitos associados a AM, e sua técnicas
MLP e SVM que são usadas no trabalho. No decorrer do capítulo são esclarecidos os
motivos de algumas escolhas de metodologia do trabalho.
No capítulo 4, são apresentados os materiais e métodos. Neste capítulo as limita-
ções são discutidas.
Os resultados são discutidos no capítulo 5, juntamente com sua apresentação.
Por fim, no capítulo 6 são apresentadas as conclusões do trabalho.
15
2 CONCEITOS METEOROLÓGICOS
Prever os eventos de tempo severo é uma necessidade para mitigar prejuízos tanto
humanos quanto econômicos. Os modelos de previsão de eventos de tempo severo
operacionais são baseados em diversos tipos de dados meteorológicos e técnicas de
previsão. Neste capítulo são apresentados alguns conceitos meteorológicos neces-
sários a este trabalho, tais como definições de evento de tempo severo, radar e suas
variáveis, e descargas elétricas atmosféricas.
2.1 EVENTO DE TEMPO SEVERO (ETS)
Uma tempestade convectiva severa é uma tempestade capaz de gerar vendaval,
chuva intensa, granizo, tornados e ou descargas elétricas atmosféricas (MADDOX,
1980).
Cada um dos eventos do tipo vendaval, chuvas intensas, granizo, tornados e
tempestades elétricas, decorrentes de tempestade convectiva é chamado Evento de
Tempo Severo (ETS) (MADDOX, 1980) .
Os tornados são uma violenta coluna rotativa de ar em movimento, e ocorrem em
condições de tempestade severa (DOSWELL, 2001). Vendavais são ventos de alta
velocidade, também provenientes de uma tempestade severa. Chuva intensa trata-se
de uma forte precipitação em um curto espaço de tempo.
Embora os tipos de ETSs sejam diferentes entre si, todos são decorrentes do de-
senvolvimento vertical de uma tempestade convectiva, devido a geração de correntes
de ar para cima e para baixo nestas células de tempestade (FABRY, 2015).
Os limiares para velocidade do vento, tamanho do granizo, volume de precipi-
tação e outros fenômenos associados a ETSs são baseados na região de estudo.
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DOSWELL (2001), em uma revisão sobre tempestades convectivas, discute a arbitra-
riedade dos limiares para se definir ETS, pois parâmetros de corte podem incluir ou
excluir eventos muito semelhantes, sendo adequado que os limiares sejam baseados
no conceito de que um ETS é caracterizado por ser capaz de gerar fenômenos de
impacto social e econômico.
De fato, no período de janeiro de 2015 a junho de 2016, foram relatados, pela
Defesa Civil, mais de 100 ETSs ocorridos na região do estado do Paraná, causando
impactos sociais e econômicos. A seguir são apresentados alguns destes eventos que
afetaram aproximadamente 39753 pessoas de forma direta (DEFESA CIVIL, 2015,
2016).
Em 02/01/2015 ocorreu um forte vendaval na região de Foz do Iguaçu, destelhando
casas, derrubando postes e árvores e causando alagamentos, noticiado pelos portais
de notícias (G1PR, 2015b), (PORTAL DA CIDADE, 2015). Ainda que nenhum mora-
dor tenha deixado a residência em decorrência do alagamento(PORTAL DA CIDADE,
2015), 26286 pessoas foram afetadas por este evento (DEFESA CIVIL, 2015).
No dia 13/07/2015 ocorreram 3 ETSs em um intervalo inferior a 3 horas. Das 35
cidades que sofreram com estes ETSs (G1PR, 2015a), as cidades de Matelândia,
Ampére e Francisco Beltrão foram as mais prejudicadas, 3564 pessoas enfrentaram
vendavais, chuvas intensas e granizo atingindo a região.
Em 14/07/2015 e 22/03/2016 ocorreram tornados em Francisco Beltrão e Capitão
Leônidas Marques, respectivamente, ambos confirmados pela Defesa Civil. No tor-
nado de 14/07/2015 muitas residências foram destruídas e pelos menos 50 pessoas
ficaram feridas (Agência de notícias do Paraná, 2015). O tornado que ocorreu em
22/03/2016 afetou diretamente 120 pessoas e as rajadas de vento passaram de 100
km/h.
O município de Francisco Beltrão foi o mais afetado em todo o período (janeiro
de 2015 a junho de 2016), sofrendo com chuvas intensas e vendaval, nas datas de
26/11/2015, 28/12/2015 e 27/02/2016, afetando um total de 30600 pessoas nas 3
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datas (DEFESA CIVIL, 2015, 2016).
Trabalhos como em Campos e Eichholz (2010), Damian (2011), têm sido publi-
cados com o intuíto de prever os ETS ou mesmo classificar regiões de tempestade
convectiva propícias à ocorrência de ETS. Damian (2011) utiliza kmeans aplicado a
dados de radar para classificar chuva convectiva , Campos e Eichholz (2010) estudam
características físicas em um modelo teórico. A seguir apresentam-se outros trabalhos
relacionados a ETS, as entradas e as técnicas aplicadas.
MERCER et al. (2009) utilizam o modelo Weather Research and Forecast como
entrada para as técnicas Support Vector Machine (SVM) e regressão logística para a
identificação de tornados com 24 horas de antecedência. De acordo com este estudo,
o SVM foi utilizado a fim de diminuir os falsos alarmes obtidos anteriormente com a
utilização de redes neurais artificiais.
O trabalho de KITZMILLER, McGOVERN e SAFLE (1995) utiliza dados de radar
Doppler, tais como refletividade e velocidade Doppler como entrada do algoritmo es-
tatístico severe weather potential , a fim de indicar a probabilidade da ocorrência de
em ETS dentro de 20 minutos, comparando os resultados à medida de valor integrado
de líquido.
JOE et al. (2004) apresentam uma comparação entre 4 algoritmos operacionais
para previsão de ETS: National Severe Storm Laboratory Warning Decision Support
System, Meteorological Service of Canada Canadian Radar Decision Support, Natio-
nal Center for Atmospheric Research Thunderstorm Initiation, Tracking, Analysis, and
Nowcasting e Bureau of Meteorology Research Centre polarized C-band polarimetric
algoritmo. Estes algoritmos utilizam técnicas estatísticas, técnicas de aprendizagem
de máquina e técnicas de processamento de imagem aplicadas a dados de radar,
raios, dados de superfície, entre outros dados meteorológicos disponíveis a fim de
detectar, classificar e acompanhar células de tempestades convectivas. Este estudo
apresentou resultados distintos para cada uma das 3 configurações de radar usadas
para teste. Isto se deve a estrutura de cada algoritmo, bem como os tipos de dados
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utilizados como entrada para cada um deles e principalmente da qualidade dos dados
(JOE et al., 2004). Segundo JOE et al. (2004), muitos são os algoritmos de previsão
de ETS operacionais no mundo, sendo os 4 citados escolhidos por conveniência.
Um exemplo de outro algoritmo operacional de previsão de ETS é apresentado
pelo estudo de GAGNE, McGOVERN e BROTZGE (2009), o qual aplica dados de ra-
dar às técnicas J48 e random forests, obtendo performance semelhante às demais
técnicas de aprendizagem de máquina já utilizadas na classificação de ETS. O estudo
conclui que é possível automatizar a classificação de ETS e sugere que, após o trei-
namento de uma técnica de aprendizagem de máquina, o modelo que se obtém é tal
que identifica características comuns a um ETS, sendo suficiente, a partir de então,
estudar apenas tempestades com as características identificadas pelos métodos de
aprendizado de máquina.
Neste trabalho são estudados os eventos severos denominados como vendaval,
tornado e chuva intensa, citados apenas como ETS. Embora os três eventos sejam di-
ferentes entre si, todos são decorrentes de tempestades convectivas, sendo resultado
de seu desenvolvimento vertical, e portanto, presume-se que possam ser estudados
de forma conjunta.
2.2 RADAR METEOROLÓGICO
O radar (RAdio Detection And Ranging), foi desenvolvido inicalmente para fins
militares. Porém, é mais conhecido pelas suas aplicações no controle de tráfego e
monitoramento de eventos meteorológicoss (RINEHART, 2004).
Para o monitoramento e previsão meteorológica, o radar é uma das melhores fer-
ramentas disponíveis, pois oferece monitoramento em tempo real, com boa resolução
espacial e possibilita uma visão tridimensional dos dados (SAUVAGEOT, 1992). Muito
do que se conhece da estrutura interna dos sistemas de precipitação se deve ao es-
tudo dos dados de radar (BENETI, 2012).
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De uma forma simplificada, o radar é constituído por um transmissor, um recep-
tor, uma antena e um sistema de decodificação e processamento. O radar é uma
ferramenta de sensoriamento remoto, ou seja, por meio da radiação eletromagnética,
coleta dados sem entrar em contato direto com o alvo de estudo (LANDGREBE, 1978),
(LILLESAND; KIEFFER, 1987), (NOVO, 1992).
A coleta de dados ocorre quando o radar transmite um feixe de radiação eletro-
magnética e capta a energia refletida pelas partículas presentes na atmosfera. Essa
energia é amplificada e, conhecido o intervalo de tempo Δt entre emissão e retorno
do eco, é possível determinar a distância do alvo ao radar. Essa distância r pode ser
calculada através da Equação 1, onde cm é a velocidade de propagação das ondas





Os dados coletados pelo radar são obtidos em coordenadas esféricas, onde a
posição de cada dado é descrita em termos de (θ ,φ ,r), onde θ é o ângulo de elevação
da antena, φ é o ângulo de rotação, em sentido horário, da antena em relação ao Norte
geográfico, chamado de ângulo de azimute, e r a distância do dado ao radar. A Figura
1 apresenta a posição de um alvo em termos das componentes θ , φ e r.
Após o retorno do sinal refletido, o software do radar separa o sinal refletido em
intervalos igualmente espaçados na direção radial. O número de separações deste
intervalo é chamado de número de bins, cada um destes bins recebe o valor da média
ponderada dos alvos detectados entre um bin e o próximo.
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FIGURA 1: Representação da tupla de coordenadas (θ ,φ ,r), dos dados coletados pelo radar.
FONTE: DeSoto (1945) adaptado.
A coleta de sucessivos giros da antena do radar a ângulos fixos, é conhecida como
varredura volumétrica (FABRY, 2015), pois representa o dado em sucessivos cones,
como exemplificado pela Figura 2
FIGURA 2: Esquema de uma varredura volumétrica de radar.
FONTE: SELUZNIAK (2016).
2.2.1 MOMENTOS DOPPLER
Radares do tipo Doppler operam comparando a frequência do sinal transmitido
com o sinal recebido, a fim de calcular a velocidade da partícula captada pelo sinal
(SILVEIRA, 1998). Para um radar meteorológico de tipo Doppler, são medidos três
momentos: Refletividade (Z), Velocidade Radial (V) e Largura Espectral (W) (FABRY,
2015). Na Figura 3 estão ilustrados os momentos Doppler.
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FIGURA 3: Visualização dos momentos Doppler.
FONTE: O autor (2017).
2.2.1.1 REFLETIVIDADE (Z)
A medida de eficiência de um alvo em interceptar e retornar a energia emitida pelo
radar é chamada de refletividade. Dessa forma, refletividade é dependente dos ta-
manhos, formatos, quantidade e propriedades dielétricas dos alvos, relação expressa
pela Equação 2, onde cr é chamada constante do radar, definida por características
do radar e suas configurações, e pr é a energia refletida para o radar (FABRY, 2015).
z = crr2 pr. (2)
A refletividade é expressa pela unidade mm6/m3. Porém, os valores que a refletivi-
dade pode assumir com essa unidade variam entre 0 até 36000, sendo convencional
fazer a compressão desses valores, adotando a escala logarítmica. Nesse caso, a





Assim, na nova escala, a refletividade é denotada pela unidade dBZ e possui va-
lores típicos entre -24 dBZ e 72 dBZ (FABRY, 2015).
A refletividade é uma das variáveis de maior utilização na previsão meteorológica.
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Valores elevados de refletividade estão, em geral, associados à chuva intensa e altos
valores de refletividade, 45 dBZ ou mais, entre 5 e 12 km de altitude podem estar
associados a tempestade severa (FABRY, 2015).
2.2.1.2 VELOCIDADE RADIAL (V)
Utilizando o efeito Doppler, o radar estima a velocidade com que o alvo se afasta
ou se aproxima do radar na direção do feixe emitido (FABRY, 2015).






A velocidade radial é a velocidade com que o alvo detectado está se distanciando
ou se aproximando do radar. Por convenção, valores negativos representam partículas
se aproximando do radar e valores positivos, partículas se afastando do radar (FABRY,
2015).
2.2.1.3 LARGURA ESPECTRAL (W)
A largura espectral (W) representa o desvio padrão das medidas de velocidade
obtidas. Em geral, está associado a turbulência no volume e sua unidade de medida
é expressa em metros por segundo (m/s). Altos valores de largura espectral podem
indicar convecção (FABRY, 2015).
Seja Vi a velocidade individual de cada elemento na amostra de N elementos e
Vave a velocidade média da amostra. A largura espectral, é definida pela Equação 5
W =
∑(Vi −Vave)2
N −1 . (5)
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2.2.2 VARIÁVEIS POLARIMÉTRICAS
No radar convencional, de polarização simples, o sinal eletromagnético emitido e
recebido possui apenas uma orientação (vertical ou horizontal), sendo capaz de ob-
ter informações dos alvos em apenas uma orientação. O radar polarimétrico dual ou
radar de dupla polarização, tem a propagação de sinal eletromagnético com orien-
tações tanto horizontal como vertical, sendo capaz de obter informações nas duas
orientações (FABRY, 2015).
Alguns estudos para a previsão meteorológica utilizando as variáveis polarimétri-
cas são listados por Kumjian (2013b), pois as variáveis polarimétricas fornecem infor-
mações adicionais sobre o alvo.
Quando o sinal é emitido e interpretado pelo radar na mesma orientação dizemos
que este radar possui copolarização. As variáveis coletadas desta forma recebem os
índices HH ou VV , como é o caso de ZHH , que representa a refletividade emitida e
interpretada horizontalmente (FABRY, 2015).
A polarização cruzada se refere a interpretar o sinal refletido apenas na orientação
contrária à emitida. As variáveis coletadas em configuração de polarização cruzada
recebem os índices HV ou V H, indicando as orientações de emissão e captação. Por
exemplo, o índice da variável ZHV indica que Z foi emitida com orientação horizontal e
interpretada na orientação vertical (FABRY, 2015).
As partículas na atmosfera, em geral, não são esféricas implicando que, quando
comparados os dados coletados nas possíveis combinações de orientações, é possí-
vel obter informações sobre a forma e até mesmo tamanho do alvo.
Granizo, neve e chuva são alguns exemplos de alvos meteorológicos cuja identifi-
cação é beneficiada pelo radar polarimétrico. A Figura 4, apresenta uma comparação
entre as perspectivas de um radar convencional e um radar de polarimétrico para es-
tes hidrometeoros. Por exemplo, neve e granizo são semelhantes em sua dimensão
horizontal (linha vermelha), sendo distinguíveis por sua dimensão vertical (linha azul),
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assim como chuva e neve são distinguíveis na dimensão vertical mas semelhantes na
dimensão horizontal. Assim, quando os sinais são combinados, os alvos antes muito
semelhantes em sua detecção, são distinguíveis.
FIGURA 4: Comparação entre radares de dupla polarização e polarização simples na
detecção de partículas.
FONTE: MetEd (2014) adaptado.
Devido às combinações de orientações possíveis, além dos momentos Doppler,
o radar de dupla polarização gera novas variáveis tais como ZDR, RHOHV , PHIDP
e KDP, denominadas variáveis polarimétricas. Na Figura 5 estão exemplificadas as
variáveis polarimétricas.
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FIGURA 5: Visualização das variáveis polarimétricas.
FONTE: O autor (2017).
2.2.2.1 REFLETIVIDADE DIFERENCIAL (ZDR)
A Refletividade Diferencial (ZDR), é a diferença entre ZHH e ZVV , ou seja,
ZDR = ZHH −ZVV . (6)
Quando as partículas são quase esféricas, ZDR é próximo de 0 dB, no entanto,
gotas de chuva são achatadas verticalmente (formato oblato) e quanto maiores e mais
pesadas forem as gotas, mais oblato se tornam (FABRY, 2015). Valores típicos de
ZDR variam de -4 dB a 7 dB, com valores acima de zero, em geral, associados a
chuva (FABRY, 2015).
Portanto, ZDR contém informações sobre a forma das partículas, orientação e
26
índice de refração, tornando-se útil para diferenciar o que representa chuva, granizo,
neve, e até mesmo alvos não meteorológicos (KUMJIAN, 2013a).
2.2.2.2 CORRELAÇÃO COPOLAR (RHOHV)
A Correlação Copolar (RHOHV), não possui unidade de medida e representa a
correlação entre os sinais horizontais e verticais polarizados de Z, em um determinado





onde S representa a intensidade do sinal e S* é o conjugado complexo da intensidade
do sinal, os índices representam a forma de emissão e de captação do sinal. No caso
de SVV , o sinal foi emitido e recebido verticalmente (FABRY, 2015).
Os valores de RHOHV variam entre 0 e 1,0 e podem ser vistos como medida da si-
milaridade entre os sinais horizontal e vertical de polarização (KUMJIAN, 2013a). Esta
variável descreve características físicas do alvo, sendo mais próximo de 1,0 quanto
mais uniforme for o alvo, pois os sinais vertical e horizontal tendem a serem iguais.
Por ser calculado por meio da correlação dos sinais, o RHOHV possui independên-
cia em relação à concentração de hidrometeoros na atmosfera e a efeitos de propa-
gação, possuindo apenas dependência em relação às formas do hidrometeoros, suas
inclinações e as misturas dos mesmos (BRINGI; CHANDRASEKAR, 2001).
2.2.2.3 DIFERENCIAL DE FASE (PHIDP)
Seja Φ a fase em que o pulso foi emitido e receptado, o diferencial de fase (PHIDP),
medido em graus, representa a diferença entre as fases ΦHH e ΦVV para o trajeto
completo do pulso (FABRY, 2015), sendo descrito por:
PHIDP = ΦHH −ΦVV (8)
A variável PHIDP está exemplificada na Figura 3, onde é possível notar que esta
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varíavel possui variações radiais, pois apresenta mudanças cumulativas na diferença
de fase para a viagem completa do pulso.
A PHIDP não raramente é substituída pela sua derivada espacial, a KDP (FABRY,
2015).
2.2.2.4 DIFERENCIAL DE FASE ESPECÍFICA (KDP)
A variável Diferencial de Fase Específica (KDP) é a derivada espacial de PHIDP










Na Equação 9, r1 e r2 são dois bins consecutivos e a multiplicação por 2 expressa
a dependência do sinal emitido e retornado. KDP tem como unidade de medida ◦/km e
é um excelente estimador para precipitação, como apresentado por Ruzanski e Chan-
drasekar (2012), com valores acima de 2◦/km indicando quantidade significativa de
água líquida e ou em formato oblato.
2.2.3 CISALHAMENTO
Devido ao desenvolvimento vertical, as tempestades convectivas estão associadas
a cisalhamento, especialmente a baixo e médio níveis (FABRY, 2015).
Tradicionalmente, o cisalhamento é obtido pelo diferença da velocidade Doppler
entre dois pontos, dividido pela distância entre estes dois pontos, sendo possível des-
crever 3 campos de cisalhamento: vertical, radial e azimutal Newman et al. (2013),
conforme descritos a seguir.
O cisalhamento azimutal (AZS) é a diferença da velocidade entre 2 bins à mesma
distância de radar r, na mesma elevação θ e em azimutes consecutivos φi e φi+1 e






onde V(θ ,φi,r) e V(θ ,φi+i,r) representam, respectivamente, a velocidade Doppler nas co-
ordenadas esféricas (θ ,φi,r) e (θ ,φi+i,r).
O cisalhamento radial (RS) é a diferença da velocidade entre 2 bins consecutivos
ri e ri+1, na mesma elevação θ e azimute φ e dividido pela distância d entre estes dois
bins, como apresentado na Equação 11.
RS =
V(θ ,φ ,ri)−V(θ ,φ ,ri+1)
dV(θ ,φ ,ri),V(θ ,φ ,ri+1)
, (11)
onde V(θ ,φ ,ri) e V(θ ,φ ,ri+1) representam, respectivamente, a velocidade Doppler nas co-
ordenadas esféricas (θ ,φ ,ri) e (θ ,φ ,ri+1).
O cisalhamento vertical (VS) é a diferença da velocidade entre 2 bins com o mesmo
azimute φ e distância do radar r, porém em elevações consecutivas θi e θi+1 e dividido





onde V(θi,φ ,r) e V(θi+1,φ ,r) representam, respectivamente, a velocidade Doppler nas co-
ordenadas esféricas (θi,φ ,r) e (θi+1,φ ,r).
As equações 10, 11 e 12 são campos escalares, que representam as variações de
velocidade azimutal, radial e verticalmente. Essas variações podem indicar rotação, ou
mesmo que existe diferença significativa entre a velocidade da tempestade em baixa,
média e alta altitude.
2.3 DESCARGAS ELÉTRICAS ATMOSFÉRICAS (DEA)
As Descargas Elétricas Atmosféricas (DEA) são resultado do desenvolvimento de
intensos centros de cargas na nuvem, que excedeu a capacidade de isolamento elé-
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trico do ar resultando na dissipação dos centros de carga. Os tipos de DEA são clas-
sificados de acordo com local de onde se originam e onde terminam (LIMA, 2005).
As DEA são classificadas em Nuvem-Nuvem (Intra Cloud - IC) e Nuvem-Solo
(Cloud to Ground - CG).
Os dados de DEA podem indicar a severidade de uma tempestade por sua po-
sição e quantidade. Conforme apresentado por Holle et al. (1994), os raios tendem
a se concentrar nas regiões convectivas e durante a maturidade de uma tempestade
convectiva a quantidade de descargas do tipo CGp (tipo CG com polaridade positiva)
se torna maior que a quantidade de descargas do tipo CGn (tipo CG com polaridade
negativa), para depois decair novamente na fase de dissipação da tempestade.
O crescimento na densidade total de DEA ( total lightning - TL), soma das densida-
des de CG e IC, também é um indicador de ETS possuindo resultados superiores às
técnicas de detecção por CG (SCHULTZ; PETERSEN; CAREY, 2011). Este fenômeno
é chamado de lightning jump (LJ), e ocorre minutos antes da ocorrência de um ETS
(SCHULTZ; PETERSEN; CAREY, 2011).
De acordo com GATLIN e GOODMAN (2010), o LJ é um bom indicador de poten-
cial ETS ainda que, em seu estudo, 10% dos ETS não foram precedidos pelo fenô-
meno, bem como 37% dos LJ foram alarme falso.
SCHULTZ et al. (2017) examinou 39 tempestades com dados de radar polarimé-
trico e densidade total de DEA a fim de estudar as diferenças entre tempestades que
ocorre LJ e as que não ocorre LJ. As tempestades severas em que não se observou o
LJ foram aquelas em que se observa correntes de ar que sobem em menor velocidade,
ou de forma mista.
A densidade de descargas do tipo CG pode indicar tempestades elétricas, como
mostrado por Liu e Heckman (2010), mas não necessariamente indica outros tipos de
ETS, permanecendo importante o estudo do LJ quer seja da densidade total de raios
(TL) quanto das descargas do tipo IC.
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Neste capítulo foram mostradas a definição de ETS e uma breve revisão da pes-
quisa e previsão de ETSs, conceitos relacionas ao radar polarimétrico e a utilização
de DEA para previsão de ETS. No próximo capítulo, serão apresentados conceitos de
aprendizagem de máquina e as técnicas que serão utilizadas neste trabalho.
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3 APRENDIZAGEM DE MÁQUINA (AM)
Aprendizado de Máquina (AM) é uma subárea de inteligência artificial que estuda
formas de construir algoritmos que aprimoram o próprio desempenho em uma tarefa
específica, utilizando-se de um conjunto finito de dados (MITCHELL, 1997). A AM se
dedica a obter, por meio de princípios de inferência, conclusões genéricas a partir de
um conjunto de exemplos (LORENA; CARVALHO, 2007).
Os algoritmos de AM podem ser usados para classificação binária e multiclasse,
extração de características, regressão, criação de regras de associação, reconheci-
mento de padrão, compreensão e ou detecção de valores atípicos, sendo usada desde
diagnósticos médicos a ajustes de funções (ALPAYDIN, 2010).
3.1 FUNDAMENTOS DE APRENDIZAGEM DE MÁQUINA
Em um determinado conjunto de dados, cada valor, característica ou aspecto que
o representa é considerado um atributo. Uma instância é formada por valores de
atributos referentes aos dados estudados. Assim, uma instância x, também denomi-
nada como exemplo, padrão ou dado, é uma tupla de valores de n atributos da forma
(x1,x2, ...,xn) que descreve o objeto de interesse (HARRINGTON, 2010).
Uma vez que o aprendizado se baseia em experiência, a qualidade dos dados
influencia diretamente no aprendizado, bem como na qualidade do modelo (HAR-
RINGTON, 2010). Além do pré-processamento nos dados, por exemplo diminuindo
a dimensão do espaço de entrada e retirada de dados discrepantes, é comum mapear
cada característica da entrada no intervalo [−1,1] (MARSLAND, 2015). Além disso,
ao se aplicar um técnica de AM a um conjunto de dados tem-se, por hipótese, que os
atributos do conjunto de dados são suficientes para explicar o fenômeno de interesse
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e que existem padrões o bastante para o aprendizado da técnica (representatividade
estatística) (HARRINGTON, 2010).
Em geral, o conjunto de instâncias é dividido, pelo menos, entre conjunto de teste
e conjunto de treinamento. O conjunto de treinamento é o conjunto de instâncias que
são apresentados ao algoritmo de AM durante o processo de aprendizado, em geral,
entre 60% e 90% do conjunto. Após o processo de aprendizado (geração do mo-
delo) é apresentado o conjunto de teste verificando se o modelo continua a ser válido
para novas instâncias, ou seja, se possui capacidade de generalização (HARRING-
TON, 2010). Neste sentido, entradas semelhantes devem produzir saídas semelhan-
tes (HAYKIN, 1999).
Quando um algoritmo possui baixa capacidade de generalização, pode haver um
superajuste aos dados (overfitting), ou seja, a hipótese se especializou nos dados do
conjunto de treinamento, perdendo sua capacidade de inferir sobre novas instâncias.
Por outro lado, se o algoritmo de aprendizagem de máquina possui, após o aprendi-
zado, uma baixa taxa de acerto mesmo no subconjunto de treinamento, significa que
o mesmo possui subajustamento (underfitting) o que significa que o aprendizado não
foi eficiente (MITCHELL, 1997).
O algoritmo utilizado para aprender a partir das instâncias apresentadas é cha-
mado indutor. A resposta do indutor ao ser apresentado a uma instância é chamada
saída. Além disso, após realizado o aprendizado, o indutor treinado pode ser consi-
derado um modelo, pois para qualquer instância do objeto de interesse será possível
induzir uma saída (BRUCE, 2001).
Os algoritmos de AM podem ser classificados de acordo com seu tipo de aprendi-
zagem em supervisionado, não supervisionado, semi-supervisionado ou por reforço,
de acordo com os dados disponíveis para a realização do processo de indução (AL-
PAYDIN, 2010).
No aprendizado supervisionado, também conhecido como aprendizagem com pro-
fessor, as instâncias possuem como uma de suas características a saída desejada.
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Esta saída pode ser binária, categórica, real ou um vetor. Assim, durante o processo
de treinamento o indutor utiliza a informação da saída desejada para verificar seu de-
sempenho e aprimorar sua indução (ALPAYDIN, 2010).
No aprendizado não supervisionado, as instâncias são constituídas apenas pelos
atributos de entrada, ou seja, a saída desejada é desconhecida. Em geral, este tipo
de aprendizado retorna padrões de agrupamento em conjunto de dados (ALPAYDIN,
2010).
O aprendizado semi-supervisionado é um misto do aprendizado supervisionado e
não supervisionado. Muito utilizado para conjuntos de dados em que se possui poucos
dados rotulados, porém um amplo conjunto de dados e pelo menos um exemplo de
cada rótulo (BRUCE, 2001).
Na aprendizagem por reforço, o sistema de aprendizado deve aprender a escolher
as ações interagindo com o ambiente (SUTTON; BARTO, 1998). Neste caso, o trei-
namento ocorre reforçando as saídas que melhorem o desempenho do algoritmo e ou
penalizando as saídas menos vantajosas (ALPAYDIN, 2010).
3.2 CLASSIFICAÇÃO DE PADRÕES
O problema de classificação de padrão consiste em, a partir de uma entrada x,
decidir a qual das N classes possíveis x pertence, tal que cada entrada pertença a
apenas uma classe (MARSLAND, 2015).
A classificação de padrões está presente em diversas áreas como meteorologia,
biologia, energia, software, danos estruturais, reconhecimento de imagem e medicina.
Estes problemas podem ser resolvidos de diversas formas tais como método exato
(determinístico), estatística, aprendizagem de máquina e métodos hibridos (unem uma
ou mais técnicas na solução) (MARSLAND, 2015), (RAMAKRISHNAN, 2016).
Devido ao crescimento do volume de dados disponíveis nas últimas décadas, mé-
todos de AM tem se tornado cada vez mais utilizados na área de reconhecimento e
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classificação de padrões (MARSLAND, 2015).
Um algoritmo de aprendizagem de máquina aplicado em tarefas de classificação
de padrões deve ser capaz de: aprender a partir de um conjunto de treinamento e criar
regras capazes de relacionar os valores dos atributos previsores de uma instância do
conjunto de treinamento aos valores de seu atributo classe (MICHALSKI; CARBO-
NELL; MITCHELL, 1986), tal que a classe é o atributo que descreve o fenômeno de
interesse (HARRINGTON, 2010).
A técnica support vector machine (SVM) é indicada como uma das melhores técni-
cas de classificação de padrões, pois quase sempre apresenta excelentes resultados,
embora seja uma técnica muito custosa para grande conjuntos de dados e sensível a
dados ruidosos e mal classificados(MARSLAND, 2015).
Trafalis, Adrianto e Richman (2007) utilizam SVM para previsão de tornados apre-
sentando uma discussão sobre a dificuldade em se classificar os dados para a inser-
ção na técnica. Gavrishchaka e Ganguli (2001) utilizam SVM para obter conhecimento
a partir de dados meteorológicos multidimensionais comparando a técnica com o uso
de RNA como sendo de mesma performance ou superior. Radhika e Shashi (2009) uti-
lizam SVM para previsão de temperatura. Damian (2011) e Neto (2008) utilizam SVM
para classificação de chuva convectiva e estratiforme e detecção de alvos não meteo-
rológicos em dados de radar respectivamente, mostrando a versatilidade da SVM.
As redes neurais artificiais são técnicas de AM que podem ser usadas tanto para
resolução de problemas de previsão quanto de classificação, sendo mais usadas em
previsão. Por exemplo, os estudos de Litta, Idicula e Mohanty (2013), Narvekar e
Fargose (2015), Maqsood e Abraham (2004), Hung, Babel e Tripathi (2009) e HALL,
BROOKS e DOSWELL (1998) propõem RNAs para a resolução de problemas de pre-
visão e LACORTE (2011) apresenta a utilização de RNA para a previsão de tornados,
um problema de classificação.
As redes neurais são muito utilizadas por serem capazes de aprender mesmo que
os dados sejam ruidosos e ou inconsistentes, bastando, para isso, que disponham de
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um conjunto de teste grande o suficiente (MARSLAND, 2015). A seguir são detalhadas
as RNAs e a técnica SVM.
3.3 REDES NEURAIS ARTIFICIAIS (RNA)
Como definido por Haykin (1999), uma Rede Neural Artificial (RNA) é um sistema
paralelamente distribuído e maciçamente interligado por unidades simples de proces-
samento denominadas neurônios, cuja modelagem é inspirada no funcionamento dos
neurônios biológicos.
A Figura 6 apresenta a estrutura de um neurônio e seus principais componentes:
sinais de entrada x, pesos sinápticos w, combinador linear Soma, bias bk, função de
ativação f (.), e saída y.
FIGURA 6: Representação de um neurônio artificial.
FONTE: Araújo, Neto e Filho (2015).
Os pesos sinápticos indicam o peso que cada componente da entrada terá no
combinador linear, representando a força de ligação entre os neurônios da rede. O
combinador linear é responsável pela soma dos sinais de entrada, ponderados pelo
peso de cada sinapse. A função de ativação gera a saída do neurônio a partir do
valor da função soma e a bias associada, assegurando também que a saída esteja
em um intervalo de amplitude finita. O bias é um termo linear a ser acrescentado ao
combinador linear, representa um fator com explicação externa.
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Matematicamente, dada uma entrada x ∈ ℜn, tal que x = (x1,x2, ...,xn) e possui n
atributos, um vetor de pesos wk ∈ ℜn, onde w = (wk1,wk2, ...,wkn). Então, a saída deste
neurônio (ou resposta) é dada por







é o combinador linear, bk ∈ ℜ é o bias e f (.) é a função de ativação. O índice k indica
que se trata do k-ésimo neurônio, uma RNA pode ser construída por um ou mais
neurônios.
Alguns exemplos de função de ativação são: degrau (Equação 13), linear (Equa-
ção 14), sigmóide (Equação 15) ou tangente hiperbólica (Equação 16). Outras funções
podem ser utilizadas, desde que sejam diferenciáveis, pois a diferenciabilidade é ne-
cessária para o processo de minimização do erro. Em geral, para saída ∈ [0,1], a





0, se vk ≥ 1,
0, se vk < 0.
(13)














Alguns exemplos de RNAs citadas por Marsland (2015) são as seguintes:
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• Perceptron: rede supervisionada que utiliza um ou mais neurônios independen-
tes para o processamento, capaz de resolver problemas linearmente separáveis.
• Multilayer perceptron (MLP): é um melhoramento da Perceptron, incluindo cama-
das intermediárias de neurônios, tornando possível sua aplicação a problemas
não linearmente separáveis.
• Self organization maps: rede não supervisionada, utilizada para reconhecimento
de padrões, agrupamento de dados e ou extração de características.
• Elman: RNA recorrente, utiliza a própria saída como parte da entrada, ampla-
mente utilizada para previsão de séries temporais.
• RNA de base radial (RBF): método semi-supervisionado, muito utilizada para
aproximação de funções.
O aprendizado de uma RNA é armazenado nos pesos sinápticos que são modi-
ficados (atualizados) a cada iteração de aprendizagem, até que um ou mais critérios
de parada pré-determinados sejam satisfeitos. Parar ao atingir erro inferior a um de-
terminado valor, parar ao atingir uma determinada quantidade de iterações, parar ao
atingir determinado uso de memória ou parar ao se obter o mínimo de erro em um
conjunto de validação, são alguns critérios de parada para a fase de aprendizagem de
uma técnica de AM (HAYKIN, 1999).
3.3.1 ALGORITMO BACKPROPAGATION
O algoritmo Backpropagation é um método baseado no gradiente descendente
para calcular as derivadas da função de erro em relação aos pesos sinápticos, a fim
de encontrar um conjunto de pesos que permita minimizar o erro através da exposição
repetida das instâncias (BISHOP, 1995). Segundo Haykin (1999) e Marsland (2015),
trata-se do principal algoritmo utilizado no treinamento de RNAs supervisionadas.
O aprendizado de uma RNA por meio do Backpropagation pode ser organizado
pelos seguintes passos:
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1. Apresentar uma instância de treinamento à rede;
2. Determinar a saída y da rede para a entrada apresentada;
3. Calcular o erro na saída da rede comparando com a saída desejada d;
4. Atualizar os pesos dos neurônios mais externos para diminuir o erro;
5. Retropropagar o erro para os neurônios mais internos;
6. Ajustar os pesos dos neurônios mais internos;
7. Repetir os passos anteriores até que o critério de parada seja satisfeito.
Os passos 1 a 3, representam a fase f orward e os passos 4 a 6, a fase backward do
algoritmo. Cada uma das componetes wki do vetor de pesos sinápticos wk, é atualizada
na t-ésima iteração por:




Na Equação 17, o termo η é um valor arbitrariamente fixado chamado taxa de
aprendizagem, E(t) é o valor do erro e −∂E(t)∂wki é a direção para qual ocorre o maior
decréscimo do erro (gradiente descendente).
3.3.2 MULTILAYER PERCEPTRON (MLP)
A RNA conhecida como Multilayer Perceptron (MLP) é uma RNA de aprendizado
supervisionado, que possui uma ou mais camadas de neurônios entre a camada de
entrada e de saída, muito utilizada por sua simplicidade e fácil implementação (MARS-
LAND, 2015). A Figura 7 exemplifica a arquitetura de uma MLP.
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FIGURA 7: Exemplo de arquitetura de uma MLP.
FONTE: Coutinho, Silva e Delgado (2016) adaptado.
A MLP exemplificada na Figura 7 possui 3 camadas: a camada de entrada, de
saída e uma camada intermediária, também conhecida como camada de neurônios
escondidos ou simplesmente camada escondida, com n neurônios escondidos, r atri-
butos de entrada e m saídas.
Por arquitetura de uma RNA entende-se a estrutura da rede, incluindo padrão de
ligação entre os neurônios, algoritmo de aprendizado, tipo de aprendizado, forma e
quantidade de entradas, formato e quantidade de saídas e funções de ativação. Nesta
arquitetura (Figura 7), dada uma entrada x = (x1,x2, ...,xr) vem que
z j = f (z∗j +θa j) = f (w
T
j x+θa j), (18)
em que f (.) é uma função de ativação diferenciável, wTj x é o produto escalar entre o
vetor de pesos w j e a entrada x e θa j é o termo linear (bias) relacionado a j-ésima
posição.
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Assim, para cada k-ésima saída yk tem-se que
yk = f (y∗k) = f (v
T
k z+θbk), (19)
onde θbk é a k-ésima posição do vetor de bias relacionado a camada de saída, vTk z
o produto interno entre o vetor de pesos vk e o vetor z cujos termos são obtidos pela
Equação18 e f (.) uma função de ativação.
Uma forma de atualizar os pesos sinápticos durante o aprendizado da MLP é utili-
zar o algoritmo backpropagation (seção 3.3.1). Assim, os passos 1 a 3 do backpropa-
gation são descritos pelas equações 18 e 19.
O passo 4 se refere à atualização dos pesos da camada mais externa, ou seja de
v1,v2, ...,vm no exemplo apresentado pela Figura7.
Sejam Ek o erro associado a saída yk, v jk a componente k do vetor de pesos v j e












O erro da saída é a diferença entre a saida desejada e a saída obtida. Assim, para




Então, o ajuste de pesos para v jk é dado por
Δv jk = η(dk − yk) f �(y∗k)z j. (20)
Suponha f (.) a função sigmoidal como função de ativação em todos os neurônios
















Substituindo 21 em 20 e simplificando o termo de atualização dos pesos da ca-
mada de saída é dado por
Δv jk =−yk(1− yk)(dk − yk)z j. (22)
Assim, v jk atualizado é da forma
v jk = v jk +Δv jk. (23)
Analogamente, obtemos que o termo de atualização para os pesos wi j da camada
escondida, com função de ativação também sigmoidal, é dado por
Δwi j = η∑
k
(dk − yk)yk(1− yk)v jkz j(1− z j)xi, (24)
e wi j atualizado dado por
wi j = wi j +Δwi j. (25)
A seguir apresenta-se os passos de treinamento de uma MLP Backpropagation.
1. Inicialize os pesos das conexões, dos bias e da taxa de aprendizado;
2. Calcule as saídas na camada escondida (Equação 18) e na camada de saída
(Equação 19);
3. Calcule as correções das conexões da camada de saída (Equação 23);
4. Calcule as correções das conexões da camada intermediária (Equação 25);
5. Caso o critério de parada não tenha sido satisfeito repita os passos de 2 a 5.
Segundo BISHOP (1995) a taxa de aprendizado η é um valor positivo e pequeno.
Nestas condições, o vetor de pesos converge para o ponto em que o erro é minimi-
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zado. No entanto, se η for muito pequeno o aprendizado se torna lento e se η for
grande o aprendizado pode divergir.
As funções de ativação, bem como o número de neurônios e camadas encondidas
dependem do conjunto de dados estudado. Quanto maior o número de neurônios e
camadas escondidas maior será a complexidade da rede, podendo causar até mesmo
superajustamento (BISHOP, 1995). Na prática, não é necessário utilizar mais do que
uma camada escondida (teorema universal da aproximação) sendo possível obter um
modelo complexo incluindo neurônios o suficiente na camada escondida (BISHOP,
1995), (MARSLAND, 2015). Além disto, qualquer função suave pode ser aproximada
por uma combinação linear de sigmóides localizadas (MARSLAND, 2015).
O principal critério de parada ideal para a MLP é o mínimo da curva do erro do
conjunto de validação. O conjunto de validação é extraído do conjunto de teste que
tem seu erro calculado a cada iteração do processo de aprendizagem. Caso o erro no
conjunto de validação passe por um mínimo significa que a rede está perdendo sua
capacidade de generalização e continuar o treinamento pode implicar em superajus-
tamento (MARSLAND, 2015).
Outros critérios de parada para a MLP são: parar após um número de iterações;
parar após uso determinado de CPU; parar após uma função de erro ser menor que
um determinado valor ou parar quando a função de erro não ter decrécimo (BISHOP,
1995). Estes critérios de parada são usados como apoio ao critério principal, garan-
tindo, por exemplo, que o treinamento ocorra em tempo finito (MARSLAND, 2015).
3.4 SUPPORT VECTOR MACHINE (SVM)
Support Vector Machine (SVM) ou máquina de vetores de suporte, é uma técnica
de AM, de aprendizado supervisionado, desenvolvida por V. Vapnik que busca minimi-
zar o erro no conjunto de treinamento (risco empírico), bem como o erro no conjunto
de teste (risco na generalização)(VAPNIK; CHERVONENKIS, 1974).
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Da mesma forma que para as RNAs, o objetivo da técnica consiste em obter equilí-
brio entre esses erros, evitando o excesso de ajuste (overfitting) em prol da capacidade
de generalização (HAYKIN, 1999).
Neste caso, o problema de overfitting pode ser caracterizado como a memorização
das peculiaridades e ruídos dos dados ao invés de detectar características gerais que
permitem a classificação de padrão (SMOLA et al., 2000).
De acordo com sua formulação matemática, a SVM corresponde a obter um hi-
perplano ótimo tal que melhor segregue as classes, ou seja, encontrar um hiperplano
com a máxima distância euclidiana do conjunto de treinamento (HAYKIN, 1999).
Considera-se o conjunto de treinamento finito tal que a k-ésima instância é da
forma (xk,yk), xk ∈ ℜn, yk ∈ {+1,−1}, onde xk é o padrão de entrada k e yk é a
correspondente resposta desejada. A forma geral da função de decisão linear é dada
por
D(x) = wT x+b, (26)
onde w ∈ ℜn é um vetor de pesos e b ∈ ℜ é o termo independente (bias).




D(x)> 0 para yk =+1
D(x)< 0 para yk =−1,
ou seja, as classes são separadas pelo hiperplano D(x) (SEMOLINI, 2002).
A função de decisão linear (Equação 26) é conhecida como SVM de margens
fixas, não permitindo que existam dados não classificados. Além disso, o hiperplano
resultante não é único, podendo ter infinitas inclinações (MARSLAND, 2015).
Adicionando uma margem δ > 0, admitindo que yk = +1 se D(x) ≥ δ e yk = −1 se





wT x+b ≥+1 para yk =+1
wT x+b ≤−1 para yk =−1,
onde, as classes são separadas pelo hiperplano wT x+ b, porém com uma margem
flexível (SEMOLINI, 2002).
FIGURA 8: Hiperplano ótimo de separação e margem δ .
FONTE: Semolini (2002) adaptado.
A Figura 8 ilustra um hiperplano ótimo e as margens de separação δ > 0. Seja o
hiperplano ótimo a superfície de decisão tal que maximiza δ , então este hiperplano
é único e os padrões de entrada que se situam sobre os planos mais extremos da
margem de separação são denominados vetores suporte (SEMOLINI, 2002).
No caso de conjuntos não linearmente separáveis é acrescentada uma variável ξk
(variável de folga) a cada padrão de entrada xk, tal que a função de penalidade,
f (ξ ) = ∑
k
ξk,
representa a soma dos erros de classificação (HAYKIN, 1999). Em outras palavras, as
folgas ξk relaxam o problema permitindo que uma determinada quantidade padrões
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não seja devidamente classificada.
Obter o hiperplano ótimo da SVM corresponde a obter um hiperplano que maxi-
mize a distância δ . Ou seja, minimização do erro de treinamento através da solução










Su jeito a : yi(wT xi +b)≥ 1+ξi,
ξi ≥ 0, ∀i = 1, . . . , p.
(27)
No problema 27 o termo C ∈ ℜ+ é denominado constante de regularização, a qual
determina a importância maior ou menor às folgas, possibilitando que o modelo seja
mais ou menos sensível a pontos com padrão não identificado, ou mesmo mal classi-
ficados (HAYKIN, 1999).
O problema de minimização 27 é denominado problema primal do tipo quadrá-
tico. A resolução deste problema não é trivial, e uma das possíveis forma resolvê-lo
é transformá-lo em um problema mais simples de resolver, através de sua formula-
ção dual. Além de apresentar restrições mais simples, a forma dual do problema 27
possibilita a apresentação do problema de otimização em termos de produtos internos
(SMOLA et al., 2000).
O problema primal ( Equação 27) tem a função objetivo convexa e os pontos que
satisfazem as restrições formam um conjunto convexo que possui um único mínimo
global. Ou seja, satisfaz as hipóteses para ser transformado em um problema dual










a função lagrangeana associada ao primal 27.
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yiy jαiα j(xix j)
Su jeito a : ∑
i
yiαi = 0
0 ≤ αi ≤C, i, j = 1, . . . , p.
(30)
A formulação apresentada em 30 é denominada forma dual de 27.




N) a solução para 30 e w, d e ξ solução para 27. Da teoria
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de otimização (condições de Kühn-Tucker), segue que
α∗i (yi(w
T x+b)−1+ξi) = 0, ∀ i = 1,2, ...,N,
ou seja, os vetores de suporte são os únicos a contribuírem para a determinação
do plano separador, pois α∗ é diferente de zero apenas se α∗ pertence aos planos
D(x)+δ ou D(x)−δ . Desta forma, o parâmetro w apresentado na superfície de decisão







As folgas e margem flexibilizam o SVM, porém ainda é necessário que o con-
junto seja linearmente separável, o que não representa a maioria dos problemas de
classificação (MARSLAND, 2015). Uma forma de tornar conjuntos não linearmente
separáveis em linearmente separáveis é mapeando as entradas em um espaço de
características de alta dimensão. Assim, é possível obter superfícies de decisão não
lineares no espaço de entrada, separados por um hiperplano no espaço de caracte-
rísticas (SMOLA et al., 2000).
Seja Φ : ℜm → ℜn uma função não linear em ℜn, simétrica, que satisfaz a desigual-
dade triangular e com produto interno definido em ℜm, com n > m. Uma função kernel
K é tal que, para todo xi,x j ∈ ℜn tem-se K(xi,x j) = Φ(xi)T Φ(x j) (SMOLA et al., 2000).






yiy jαiα j(ΦxTi Φx j)
Su jeito a : ∑
i
yiαi = 0
0 ≤ αi ≤C, i, j = 1, . . . , p.
(31)
Assim como a função de ativação na MLP, a escolha da função kernel depende da
complexidade dos dados. Na Tabela 1 são listados alguns exemplos de função kernel,
onde γ, d e r são parâmetros reais (SMOLA et al., 2000).
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TABELA 1: Exemplos de função kernel
kernel Função K(xi,x j)
Linear K(xi,x j) = xi.x j
Polinomial K(xi,x j) = γ((xi + x j)+ r)d
Gaussiana K(xi,x j) = exp(−γ ||xi − x j||2)
Sigmoidal K(xi,x j) = tanh(γ(xi.x j)+ r)
A escolha dos parâmetros para a função kernel, bem como a constante de penali-
zação C são críticos na obtenção de um bom classificador e variam de acordo com o
problema e tipo de dados (VAPNIK; CHERVONENKIS, 1974). Uma forma de se obter
tais parâmetros, quando não se possui conhecimento prévio dos mesmos, é a busca
em grade. A busca em grade consiste em executar uma busca exaustiva da combina-
ção de valores para uma lista de parâmetros, a fim de obter a maior acurácia possível
(LIEPERT, 2003).
Embora o SVM seja, originalmente, definido para classificação de padrões, o SVM
pode ser usado também para classificação multiclasses ou regressão, por meio de
algumas extensões (adaptações) (MARSLAND, 2015).
Neste capítulo algumas técnicas foram definidas para resolução de problemas de
classificação de padrões, a seguir são apresentados os materiais e métodos relacio-
nados ao estudo.
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4 MATERIAIS E MÉTODOS
Nos capítulos anteriores foram apresentadas a natureza dos dados e as técnicas
utilizadas neste trabalho. Neste capítulo, serão detalhadas especificações dos dados
e metodologias utilizadas.
4.1 MATERIAIS
4.1.1 ESPECIFICAÇÕES DO RADAR
Neste trabalho, foram utilizados os dados coletados pelo radar de Cascavel (Figura
9), um radar polarimétrico, banda S (frequência de emissão entre 2-4 GHz), operado
desde 2013, pelo Sistema Meteorológico do Paraná (SIMEPAR). Esse radar possui
alcance para monitorar grande parte do Estado do Paraná, operando com um raio
de 480 km e uma elevação ou 240 km e entre 10 a 17 elevações. Para este radar,
a cada sete minutos e meio, é gerado um arquivo com os momentos coletados, em
formato NetCDF CF/Radial (RAL.UCAR.EDU, 2017). Além dos momentos doppler e
variáveis polarimétricas. O radar possui outros produtos, como por exemplo estimativa
de preciptação.
Os momentos Z e V são coletados por este radar com emissão e recepção na
mesma direção. Ou seja, temos ZHH , ZVV , VHH e VVV .
Para este trabalho optou-se por utilizar ZHH e VHH que são mencionados como Z e
V respectivamente. A não utilização de ZVV e VVV pode ser complementada com a utili-
zação das variáveis polarimétricas, que expressam de forma resumida as informações
relevantes em relação às diferentes formas de emissão e captação de pulso.
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FIGURA 9: RADAR POLARIMÉTRICO DE CASCAVEL.
FONTE: JORNAL DO OESTE (2015).
4.1.2 ESPECIFICAÇÕES DOS DADOS DE DESCARGAS ELÉTRICAS ATMOSFÉ-
RICAS
A Earth Networks Total Lightning Network (ENTLN) é a mais ampla rede global
de detecção de descargas atmosféricas dos tipos IC e CG, com alta densidade de
sensores e operando em tempo real (LIU; HECKMAN, 2012).
Os sensores da ENTLN possuem frequência de detecção variando entre 1Hz a
12Hz, o que permite ao sensor detectar DEA com pulsos fracos, principalmente do
tipo IC. Toda a informação retornada ao sensor é utilizada na detecção e localização, o
que permite acurada localização e detecção de falsos pulsos (LIU; HECKMAN, 2012).
Os dados de DEA disponibilizados pela ENTLN são dos tipos Intra-Cloud positivo
(ICp), Intra-Cloud negativo (ICn), Cloud-to-Ground positivo (CGp) e Cloud-to-Ground
negativo (CGn).
4.1.3 ESPECIFICAÇÕES DOS EVENTOS DE TEMPO SEVERO
Dentre os mais de 100 eventos relatados pela Defesa Civil, no período de janeiro
de 2015 a junho de 2016, apenas 27 ocorreram no range volumétrico do radar de
estudo (um raio de 240 km distante da posição do radar) e alguns desses dados
possuem apenas uma elevação (não são do tipo volumétrico). Resultando em 10
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ETSs diferentes que se enquadram nas especificações de disponibilidade, localização
e resolução, indicados na Tabela 2 (CIVIL;2015,2016).
TABELA 2: Eventos estudados
Data Hora Tipo de evento Cidade afetada
02/01/2015 00:00 Vendaval Foz do Iguaçu
13/07/2015 19:23 Vendaval Matelândia
13/07/2015 20:15 Vendaval Ampére
13/07/2015 21:53 Vendaval/Chuva Intensa Francisco Beltrão
14/07/2015 10:15 Tornado Francisco Beltrão
23/11/2015 13:30 Vendaval Umuarama
26/11/2015 23:46 Chuva intensa Francisco Beltrão
28/12/2015 21:15 Vendaval Francisco Beltrão
27/02/2016 09:53 Chuva Intensa Francisco Beltrão
22/03/2016 03:15 Tornado Capitão Leônidas Marques
Para a finalidade de estudar a previsão de ETS a curtissímo prazo são considera-
dos apenas dados coletados em até 30 minutos antes da ocorrência do ETS. Assim,
cada ETS possui entre 3 e 5 arquivos com dados de radar correspondentes a instan-
tes de tempo diferentes, com diferença de 7,5 ou 15 minutos. Cada arquivo possui
a coleta volumétrica do dado de radar, iniciando no instante de tempo que descreve,
totalizando 43 arquivos com os dados de radar.
4.2 MÉTODOS
A metodologia aplicada pode ser descrita pelos seguintes passos:
1. Coleta dos dados;
2. Pré-processamento dos dados (correção de dados faltantes e resolução, norma-
lização, cálculo dos cisalhamentos, retirada de ruído e redução da dimensionali-
dade da entrada);
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3. Inclusão das classes ao conjunto de dados;
4. Separação do conjunto de teste e treinamento;
5. Treinamento das técnicas MLP e SVM;
6. Identificação de regiões de ETS por LJ e densidade de CG;
7. Comparação dos modelos obtidos entre si e com a identificação obtida pela uti-
lização de LJ e densidade de CG;
8. Estudo e análise dos resultados obtidos.
4.2.1 PRÉ-PROCESSAMENTO
Devido às condições de coleta de dados do radar, a resolução espacial dos da-
dos não é uniforme (a coleta de dados ocorre em coordenadas esféricas). Esta não-
uniformidade implica em maior resolução para os dados próximos ao radar em detri-
mento aos mais distantes e é possível que alguns dados estejam faltando. A fim de
padronizar a resolução dos dados e tratar valores faltantes, os mesmos foram inter-
polados em uma grade cartesiana, com o auxílio do software Pyart (HELMUS et al.,
2013).
Para a interpolação em grade cartesiana via PyArt, optou-se por uma função de
interpolação exponencial, pois o tempo de processamento foi inferior em 10 vezes às
demais funções disponíveis (interpolação polinomial).
A interpolação em grade cartesiana, no entanto, inviabiliza a utilização quantitativa
dos momentos Doppler V e W, sendo substituídos pelo módulo dos campos de cisa-
lhamento (seção 2.2.3), a fim de reconstruir características importantes do campo de
velocidade.
Após a interpolação, excluiu-se os pontos onde Z é inferior a 30dBZ por se tratarem
de dados que não são representativos em uma tempestade convectiva Maddox (1980).
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Desta forma, cada ponto da grade cartesiana, a ser considerado, possui valores
de Z, ZDR, RHOHV, KDP, HMAX, AZS, RS, VS e altitude.
A Figura 10 mostra um exemplo das entradas Z, ZDR, RHOHV, KDP, HMAX, AZS,
RS e VS em grade cartesiana, em altitude de 3000 metros, após serem interpolados.
Nesta figura, os círculos mostram a região próxima a um dos ETSs estudados.
Para levar em consideração o crescimento vertical da tempestade, incluiu-se ainda
a cada ponto de grade o parâmetro HMAX, que representa a altitude do ponto de maior
refletividade por coluna (mesmo par de latitude e longitude).
Após a normalização dos dados, estudou-se a correlação simples entre os atribu-
tos a fim de diminuir a dimensionalidade da entrada.
4.2.2 INCLUSÃO DAS CLASSES
A Defesa Civil, bem como noticiários indicam a ocorrência de ETS em região apro-
ximada, em geral apenas num município, não sendo possível obter informação exata
sobre a localização e hora da ocorrência do ETS. Logo, os dados apresentados na
Tabela 2 são aproximados.
O objetivo de “identificar regiões de ocorrência de ETS dentro de 30 minutos”,
implica que a região de interesse é a que possui o atributo “ocorreu ETS dentro de
30 minutos”. Assim, podemos estudar o problema de identificação de ETS como um
problema de classificação binária, ou seja, indica-se com 1 as regiões de interesse e
zero as que não são de interesse. Neste sentido, convém indicar como região que não
é de interesse onde “é desconhecida a informação da ocorrência de ETS dentro de 30
minutos”.
A fim de separar os dados de estudo, com base na localização aproximada dos
ETSs, tomou-se como região de interesse toda a região compreendida por um círculo
de centro nas coordenadas geográficas centrais dos municípios afetados e raio de 0,5
grau, com o valor de 0,5 obtido empíricamente. Outras metodologias foram utilizadas
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como, por exemplo, o acompanhamento do núcleo da tempestade, no entanto, dentre
as metodologias aplicadas, a identificação por meio deste círculo obteve os melhores
resultados, embora não seja capaz de garantir a não inclusão de dados mal classifi-
cados.
Desta forma, todos os dados internos a este cículo são considerados como posi-
tivos no que se referem ao ETS indicado (possuem a condição “ocorreu ETS dentro
de 30 minutos”) e recebem valor de saída esperada igual a 1. Os demais dados são
considerados negativos (“é desconhecida a informação da ocorrência de ETS dentro
de 30 minutos”) e recebem valor de saída esperada igual a 0.
É importante ressaltar que a classificação utilizada indica apenas que é conhecida
uma região onde ocorreu ao menos um ETS, o que pode não implicar na não ocor-
rência nas demais regiões do mesmo volume de radar. Assim, é esperada uma taxa
razoável de entradas mal classificadas.
Inicialmente, a proporção de dados na classe 1 era de menos de 10%, a fim de au-
mentar a representatividade destes dados esta proporção foi aumentada, escolhendo
menos dados entre aqueles classificados como 0.
4.2.3 TREINAMENTO
Após o pré-processamento dos dados, as técnicas SVM e MLP (apresentadas nas
seções 3.4 e 3.3.2) foram treinadas.
Dos 43 arquivos disponíveis na forma descrita em 4.1.3, foram utilizados 33 para o
treinamento das técnicas e 10 para validação (conjunto de teste). Para os 33 arquivos
do conjunto de treinamento, respeitou-se a proporção de aproximadamente 25% de
dados classificados como positivos e os demais 75% classificados como negativos.
Foram testadas as proporções de 50%, 60%, 70%, 75%, 80%, 85% e 90% de dados
classificados como 0, sendo obtido empiricamente que a proporção 75% apresenta
melhores resultados para o problema e modelos utilizados.
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Para a escolha dos arquivos de teste sorteou-se um evento que deveria estar
contido integralmente ao conjunto de teste. Os arquivos referentes ao evento de
13/07/2015 às 20:15 pertencem integralmente ao conjunto de teste, e os 6 demais
arquivos foram escolhidos por sorteio sem importar a qual evento estão relacionados.
O conjunto de entrada consiste de vetores que contém os valores normalizados
de Z, ZDR, RHOHV, KDP, HMAX, AZS, RS e VS para cada ponto de grade para cada
arquivo e nesta ordem.
Para treinamento da MLP e da SVM foi utilizado o so f tware livre Scikitlearn, do
Python (SMOLA, 2004). Esse pacote e possui vasta gama de técnicas de AM imple-
mentadas e de fácil utilização (MARSLAND, 2015).
A MLP foi treinada iniciando-se com 1 neurônio na camada escondida e acrescen-
tando 1 a cada novo treinamento. Após a inserção de 50 neurônios, admitiu-se como
modelo, a MLP de menor erro. O número máximo de 50 neurônios foi obtido de forma
empirica, pois não houve diminuição do erro após a inserção de 43 neurônios.
A otimização de parâmtros para a SVM utilizou a otimização em grade para as 4
funções kernel disponíveis no so f tware Scikitlearn, apresentadas na Tabela 1. Na Ta-
bela 3 são apresentados o máximo, mínimo e a variação utilizada para os parâmetros
γ, C e d na otimização em grade. Em relação aos parâmetros ε e r os mesmos foram
mantidos em 0,1 e 0, respectivamente. Os intervalos e variações para a otimização
em grade de parâmetros do SVM também foram obtidos de forma empírica.
TABELA 3: Especificação dos parâmetros γ, C e d para aprimoramento da regressão.
Parâmetro Máximo Mínimo Variação
γ 100 0 0,01
C 100 0 1
d 10 2 1
Ao final do treinemanto, aceitou-se como melhor modelo em cada uma das técni-
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cas aquele que apresentou menor erro quadrático médio em relação aos demais.
4.2.4 ANÁLISE
Após a obtenção dos modelos denotados por M-MLP e M-SVM, os dados são
classificados segundo os modelos para estudo de métricas e análise comparativa com
dados de raios.
Como este estudo tem como objetivo identificar uma região de ocorrência ou não
de ETS, as métricas tradicionais não se aplicam aos modelos obtidos, pois estas mé-
tricas se baseiam em análise de forma pontual. Assim, são analisados os resultados
por regiões identificadas. Para indicar falhas e acertos dos modelos uma comparação
foi feita com tempestades onde ocorrem LJ ou alta densidade de CG durante os 30 mi-
nutos de estudo. Estas identificações são comparadas às identificações apresentadas
pelos modelos M-MLP e M-SVM.
Além disso, um dos objetivos do trabalho é verificar a existência de padrões claros
nos dados classificados positivamente. Portanto, faz-se ainda um breve estudo das
entradas classificadas como positivas em cada um dos modelos.
Neste capítulo, foram apresentados os materiais e métodos que são utilizados
neste trabalho. No próximo capítulo são apresentados os resultados obtidos.
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FIGURA 10: Dados de 14/07/2015 às 9:52 UTC em grade cartesiana, onde Z, ZDR, RHOHV,
KDP, HMAX, AZS, RS, e VS representam refletividade, refletividade diferencial, correlação
copolar, diferencial de fase específica, altitude do máximo valor de refletividade por coluna,
cisalhamento azimuthal, cisalhamento radial e cisalhamento vertical.
FONTE: O autor (2017).
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5 RESULTADOS
No capítulo 4, foi apresentada a metodologia adotada neste trabalho. Neste capí-
tulo são apresentados e discutidos os resultados obtidos pela aplicação da metodolo-
gia apresentada.
5.1 PRÉ-PROCESSAMENTO
A qualidade dos dados usados para o treinamento de uma técnica de AM causa
grande influência na qualidade do modelo obtido. A fim de excluir padrões desneces-
sários ou discrepantes, os padrões que aperecem exclusivamente classificados como
negativos foram excluídos do conjunto de dados. Esta exclusão foi realizada por meio
dos máximos e mínimos valores de cada atributo, sem deixar de considerar as carac-
terísticas físicas que o dado representa.
Por exemplo, nos dados classificados como positivos, o atributo KDP nunca é in-
ferior a -3,2 ◦/km e Z nunca é superior a 65 dBZ. Ou seja, entradas que contém KDP
inferior a -3,2 ◦/km ou Z superior a 65dBZ são sérias candidatas a serem excluídas
do conjunto de dados. No entanto, altos valores de Z indicam altas taxas de precipita-
ção e valores negativos de KDP, em geral, não indicam alvos meteorológicos (seção
2.2.2). Portanto, instâncias com valores de KDP inferiores a -3,2 ◦/km são excluídos
dos conjuntos de dados, mas não são excluídos padrões com valores de Z superior a
65 dBZ, devido às características fśicas que este dado representa.
Após retirar os dados discrepantes e aqueles que não são de interesse houve uma
diminuição de 1% na quantidade de dados.
Nas técnicas de AM, quando uma característica é combinação linear de outra, a
técnica pode atribuir excessivo valor a esta característica em detrimento das outras.
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Quando se detecta que uma característica é linearmente dependente de outra é su-
ficiente considerar apenas uma delas, neste caso, dizemos que ocorreu redução na
dimensão de entrada.
A fim de verificar quais características são linearmente dependentes utilizou-se o
estudo de correlação simples. A Figura 11 ilustra o resultado deste estudo, por meio
dos valores de correlação e os gráficos de dispersão.
Na Figura 11, a maior correlação (0,83) ocorre entre as atributos RS e AZS e é
inferior a 0,95, não sendo aconselhável reduzir a dimensionalidade da entrada. Além
disso, é possível notar que o atributo que, em geral, possui as maiores correlações é
Z, indicando que pode ser um dos atributos que mais contribui para o modelo.
5.2 MODELOS M-MLP E M-SVM
Como descrito no capítulo 4, o treinamento das técnicas ocorreu com a apresen-
tação dos dados de 33 arquivos do radar utilizado, com aproximadamente 25% dos
dados positivos. A Figura 12 apresenta um exemplo de saída dos modelos obtidos por
MLP (M-MLP) e por SVM (M-SVM).
Na Figura 12 são apresentadas as saídas para M-MLP e M-SVM aplicadas aos
dados de radar de 28/12/2015 às 21:15, aproximadamente enquanto ocorria um ETS
do tipo vendaval na região de Francisco Beltrão (região interna ao círculo). Neste
exemplo tem-se que M-MLP não identifica a região de interesse (interna ao círculo),
e que ambos os modelos também identificam regiões inicialmente classificadas como
não ocorrência de ETS.
Além disso, mesmo quando a região de ocorrência de ETS é identificada, como
ocorre pela identificação de M-SVM na Figura 12, não necessariamente todos os pon-
tos pré-classificados como positivos possuem saída positiva para o modelo.
Desta forma, as regiões de interesse em que ocorre ao menos um ponto interno
identificado pelo modelo como positivo, a identificação é tomada como correta, pois
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FIGURA 11: Correlação entre os atributos de entrada. As posições da diagonal apresentam
os atributos cuja correlação está na linha e coluna correspondente acima da diagonal e o
gráfico de dispersão e a respectiva curva de regressão estão na linha e coluna
correspondente abaixo da diagonal.
FONTE: O autor (2017).
identificou a a região.
Considerando o conjunto de treinamento para M-MLP, 7 dos 33 arquivos não ti-
veram a região do ETS identificada e esses arquivos correspondem a apenas dois
eventos: 26/11/2015 às 23:46 e 28/12/2015 às 21:15.
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(a) M-MLP (b) S-SVM
FIGURA 12: Saída obtida com a utilização dos modelos M-MLP e S-SVM respectivamente.
As imagens representam os pontos identificados pelos respectivos modelos (em preto) sobre
a imagem do atributo refletividade. A região circulada mostra onde ocorreu ETS dentro de 30
minutos.
FONTE: O autor (2017).
Para o modelo M-SVR, 3 dos 33 arquivos não tiveram a região do ETS identificada,
esses 3 arquivos correspondem a apenas um evento: 26/11/2015 às 23:46.
A Tabela 4 mostra que, para as regiões de interesse, M-SVM possui identificação
superior a M-MLP, com acerto de 93,02%.
TABELA 4: Proporções de acerto para cada um dos modelos
Modelo Conjunto de Treinamento Conjunto de Teste Conjunto Geral
M-MLP 78,78 % 90,00 % 81,40 %
M-SVM 90,00 % 100,00 % 93,02 %
O único ETS que não foi identificado por M-SVM também não foi identificado por
M-MLP. Este ETS, ocorrido em 28/12/2015 às 21:15, está relacionado a única tempes-
tade estudada que amadureceu em menos de 30 minutos e que possui valores de Z
abaixo de 45 dbZ. A Figura 13 mostra a evolução desta tempestade, durante os 30 mi-
nutos antes da ocorrência do ETS, identificado como do tipo "chuva intensa". Embora
o ETS de 26/11/2015 às 23:45 não tenha sido totalmente identificado pelos modelos
M-MLP e M-SVM, ambos os modelos identificam a região deste evento em pelo me-
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(a) 23:15 (b) 23:22 (c) 23:30
(d) 23:37 (e) 23:45
FIGURA 13: Tempestade de 26/11/2015, que ocasionou um ETS às 23:45, interno ao círculo
das figuras. Este ETS não foi identificado pelos modelos M-MLP e M-SVM.
FONTE: O autor (2017).
nos um arquivo de radar entre 30 e 22 minutos antes do ETS, mostrando que o evento
possui o padrão identificado pelos modelos, mas não por todo o seu desenvolvimento,
nem durante a sua ocorrência.
Para M-MLP e M-SVM, o ETS de 26/11/2015 às 23:46 se trata de um padrão atí-
pico, pois possui baixos valores de Z (comparado com os demais casos), teve rápido
amadurecimento e é do tipo “chuva intensa” (arquivos do tipo “chuva intensa” repre-
senta apenas 3 dos 10 ETS estudados). Uma forma de melhorar os desempenhos
de M-MLP e M-SVM neste tipo de dado seria incluir outros dados semelhantes ao
conjunto de treinamento.
Em termos de identificação ponto a ponto, a Tabela 5, apresenta a quantidade de
pontos inicialmente classificados positivamente, mas cuja saída dos modelos é nega-
tiva (falsos negativos). Nesta tabela, nota-se que M-MLP possui mais falsos negativos
que M-SVM e que, em geral, pelo menos 13,18% dos dados da região de interesse
não são identificados.
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TABELA 5: Porcentagem de dados internos às regiões de interesse estudadas que são
identificados pelos modelos
Modelo Conjunto de Treinamento Conjunto de Teste Conjunto Geral
M-MLP 14,78 % 06,14 % 13,18 %
M-SVM 32,14 % 06,72 % 27,46 %
A porcentagem de falsos negativos pode estar diretamente relacionada com a es-
colha da forma de pré-classificação (tomar todos os pontos da região de interesse
como positivos), pois é possível que nem todos os pontos classificados como positi-
vos representem o ETS.
Além disto, regiões em que se desconhece a existência de ETS dentro dos pró-
ximos 30 minutos foram apresentadas às técnicas tendo 0 como valor desejado de
saída. O que não necessariamente implica que as regiões não representem provável
ETS, ou seja, não devessem ser identificadas. A Tabela 6 apresenta a porcentagem de
dados que foram identificados pelos modelos, mesmo tendo sido classificados como
negativos no pré-processamento.
TABELA 6: Porcentagem de dados externos às regiões de interesse estudadas que são
identificados pelos modelos
Modelo Conjunto de Treinamento Conjunto de Teste Conjunto Geral
M-MLP 13,75 % 19,18% 14,97 %
M-SVM 10,95 % 09,82 % 10,70 %
A Tabela 6 indica que, dos dados em que se desconhece a informação de ocor-
rência de ETS, pelo menos 10,70% (em M-MLP) são identificados pelos modelos,
podendo ou não representarem um ETS.
Combinando os resultados contidos nas tabelas 4, 5 e 6 é possível concluir que
embora o modelo M-MLP identifique mais pontos com o padrão 1, este modelo não
necessariamente identifica mais regiões de interesse. Neste sentido, pode-se dizer
que o M-SVM é superior na identificação dos ETSs pré-classificados, pois identifica
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mais regiões de interesse conhecidas.
5.3 COMPARAÇÃO ENTRE M-MLP E M-SVM AOS DADOS DE DESCARGAS ELÉ-
TRICAS ATMOSFÉRICAS
Todas regiões que não correspondem aos eventos estudados não possuem infor-
mação prévia sobre a ocorrência de ETS. Assim, não é possível garantir que em tais
regiões não ocorreram ETS, sendo um dos objetivos deste trabalho extrapolar os re-
sultados da região de interesse, analisando também regiões identificadas com falsos
positivos.
Como apresentado na seção 2.3, os dados de DEA podem indicar a ocorrência de
ETS. Em particular pelo uso do LJ (lightning jump) e pela comparação com os dados
de CG. Embora não seja possível obter a informação da ocorrência de ETS de forma
direta, esta informação pode ser obtida de forma indireta ao se comparar as regiões
identificadas com DEA.
Desta forma, todas as tempestades (convectivas ou não) presentes nos 43 dados
de radar tiveram os dados de DEA estudados por LJ e CG, tal que LJ foi analisado
apenas em regiões em que não ocorre alta densidade de CG.
Conforme discutido na seção 2.3, a ocorrência de ETS é possível sem que ocorra
LJ, mas sempre que ocorre alta densidade CG pode-se dizer que se trata de um ETS
do tipo tempestade elétrica. Portanto, a classificação por DEA ainda pode conter da-
dos mal classificados, embora em pequena escala. Ou seja, nada pode ser afirmado
sobre regiões identificadas pelos modelos mas que não atendem as condições de
DEA para ser considerado ETS.
A Tabela 7 apresenta a porcentagem de regiões identificadas cujos dados de DEA
confirmam o ETS (Modelo detectou) e a porcentagem de regiões em que os dados de
DEA correspondem a ETS e os modelos não indicam a região (Modelo não detectou).
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TABELA 7: Comparação entre identificação de ETS por DEA e os modelos M-SVR e M-MLP
Conjunto Modelo Modelo detectou Modelo não detectou
Treinamento
M-MLP 75,00 % 32,50 %
M-SVM 75,00 % 23,94 %
Teste
M-MLP 57,31 % 30,88 %
M-SVM 55,42 % 23,33 %
Geral
M-MLP 68,58 % 32,02 %
M-SVM 67,84 % 23,76 %
Portanto, embora o M-MLP tenha 68,58% de suas identificações endossadas pe-
los dados de DEA, o modelo deixa de identificar 32,02% das regiões identificadas por
DEA. Com o uso de M-SVM, 67,84% das regiões identificadas concordam com os da-
dos de DEA, ou seja, 33,16% das regiões identificadas por M-SVM possuem indícios
de estarem indevidamente identificadas. Analogamente, 23,76% estão indevidamente
não identificadas.
5.4 ESTUDO DAS ENTRADAS POSITIVAS
A fim de observar relações entre as entradas dos modelos que resultam em iden-
tificação positiva foram estudados os boxplots das entradas que resultam em saída
positiva para cada um dos modelos: M-MLP e M-SVM. Neste estudo, apenas a en-
trada HMAX apresentou um padrão visível. O boxplot dos valores do atributo HMAX,







(a) Boxplot dos valores de HMAX que resul-








(b) Boxplot dos valores de HMAX que resul-
tam em saída positiva pelo modelo M-SVM.
FIGURA 14: Boxplot dos valores de HMAX que resultam em saída positiva pelos modelos
M-MLP e M-SVM.
FONTE: O autor (2017).
A Figura 14 mostra que em 75 % dos dados classificados como positivos pelo mo-
delo M-MLP e M-SVM, têm valor de HMAX (altitude do máximo valor de refletividade)
inferior ou igual a 3,13 km e 1,24 km, respectivamente. Este valor de HMAX pode
indicar que as características que indicam a ocorrência de ETS estão em baixas ou









(a) Boxplot dos valores de altitude dos pontos









(b) Boxplot dos valores de altitude dos pontos
que resultam em saída positiva pelo modelo
M-SVM.
FIGURA 15: Boxplot dos valores de altitude dos pontos que resultam em saída positiva pelos
modelos M-MLP e M-SVM.
FONTE: O autor (2017).
A Figura 15, apresenta o boxplot da altitudes das entradas que produzem saídas
positivas e possuem mediana (50 % dos casos) 2,73 km e 1,76 km para M-SVM e M-
MLP respectivamente. Isto significa que as características detectáveis como padrão
para estes modelos se encontram, muitas vezes, em baixas altitudes.
Para o desenvolvimento dos modelos foram utilizados os dados em todas as altitu-
des diponíveis, a fim de que não ocorresse grande perda de informação. Os boxplots
relacionados às altitudes (Figura 15) para cada um dos modelos sugerem que existe
um subgrupo de altitudes que são suficientes, em 75 % dos casos) para o modelo,
não sendo necessário o estudo (previsão) de todas as altitudes disponíveis. Portanto,
seria suficiente para 75% dos casos o estudo até 2,85 km (M-MLP) e 4 km (M-SVM)
de altitude. Embora a escolha de apenas uma altitude possa não ser suficiente para
detectar os padrões, é possível obter um subgrupo de altitudes, diminuindo, por exem-
plo, o custo computacional de previsão, ou ainda o volume de armazenamento dos
dados.
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De fato, 89,58 % dos eventos, identificados por DEA e que não foram identificados
por M-SVM ,estão a mais de 120 km de distância do radar. Para o M-MLP, a proporção
fica em 46,56 %, podendo, este percentual de possível mal classificação ser devido
ao fato de que a 120 km do radar, a altitude do feixe do mesmo já se ancontra a mais
de 2 km e, como já foi discutido, para os modelos M-MLP e M-SVM os dados mais
representativos se encontram a baixas altitudes.
Em relação à quantidade de pontos por coluna que são identificados pelos mode-
los (Figura 16), em 75% dos pares de coordenadas, o M-MLP identifica no máximo
dois pontos por coluna e o M-SVM no máximo 3. Isto não implica que dados de toda
coluna não influenciem na classificação, mas sim que para os modelos obtidos o pa-








(a) Boxplot da quantidade de pontos identificados









(b) Boxplot da quantidade de pontos identificados
para M-SVM por coluna.
FIGURA 16: Boxplot da quantidade de pontos por coluna identificados pelos modelos.
FONTE: O autor (2017).
Com os resultados apresentados podemos afirmar que o modelo M-MLP se mos-
trou inferior ao modelo M-SVM, pois identifica um evento a menos dentre os estu-
dados, tem índice de identificação inferior se comparada a identificação por DEA e
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identifica menos pontos por altitude se comparado por M-SVM. No entanto, o modelo
M-SVM ainda não é suficiente, pois deixa de identificar ao menos 23,76% (Tabela
7) dos eventos que foram identificados por DEA e 6,92% dos dados estudados, bem
como possui 33,16% (Tabela 4) de prováveis falsos positivos (Tabela 7).
A porcentagem de acerto dos modelos mostra, com a devidas ressalvas, que os
modelos são capazes de auxiliar a previsão de ETS, conforme os objetivos deste tra-
balho, pois mostra que se pode identificar um padrão comum às variáveis de radar na
ocorrência de ETS. Porém, estes modelos ainda não são capazes de serem autonô-
mos, sendo não mais que uma contribuição de apoio à decisão, ou ainda um ponto de
partida para novo estudo de identificação.
A imprecisão da pré-classificação dos dados, bem como o fato de ser o primeiro
estudo com estas características implicou em métricas não muito boas para os mo-
delos, que são sensíveis a dados mal classificados. No entanto, considerando a por-
centagem estimada de dados mal classificados (em torno da quantidade de falsos
negativos e falsos positivos) a obtenção de padrão por parte do modelo é aceitável.
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6 CONCLUSÕES
Este trabalho teve como objetivo estudar e utilizar técnicas aprendizagem de má-
quina para classificar tempestades convectivas ETS dentro de 30 minutos, utilizando
dados de radar polarimétrico.
Inicialmente realizou-se um estudo sobre AM e radar para a formulação da meto-
dologia. A metodologia precisou ser adaptada diversas vezes devido à imprecisão da
pré-classificação dos dados, conforme mostrado na seção 4.1.
Assim, os dados foram estudados e as técnicas SVM e MLP escolhidas devido ao
bom desempenho em problemas semelhantes. Após a aplicação das técnicas foram
obtidos dois modelos de predição: M-MLP e M-SVM. Nenhum dos modelos é capaz
de fazer predição automática, porém se apresentaram excelentes métodos de apoio à
previsão.
Além disso, os modelos reforçaram que a ocorrência de um ETS está relacionado
a mais de um ponto por coluna, bem como que os padrões de convecção se apresen-
tam em baixas e médias altitudes, reforçando que as técnicas de AM são capazes de
reproduzir características físicas do sistema em que se aplica. Analogamente, a me-
lhor identificação próximo ao radar corrobora com características físicas do problema
e qualidade do sinal de radar.
Inicialmente, desejou-se utilizar os dados de DEA para pré-classificação, porém
optou-se por utilizá-los para validação. Com as soluções apresentadas neste trabalho
obteve-se resultados muito bons, inclusive na identificação de tempestades elétricas,
que não correspondiam a nenhum ETS do conjunto de teste.
Vale ressaltar que, ao se escolher as técnicas de AM, levou-se muito em conside-
ração que os dados de estudos eram poucos (apenas 10 eventos e não igualmente
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espaçados temporalmente) e que provavelmente muitos dos dados estavam mal clas-
sificados. Logo, a técnica MLP poderia não ser bem treinada e a SVM não responder
bem. No entanto, o que se observou foi M-SVM com identificação dos ETSs estuda-
dos acima de 90 % e concordância com DEA de 67,84 % em geral. Como 89,58 %
dos dados em que M-SVM identifica sem a concordância com DEA estão a mais de
120 km do radar, pode-se dizer que a taxa de acerto de M-SVM até 120 km do radar
é muito boa.
As técnicas de AM necessitam de grande volume de dados a fim de que seu apren-
dizado seja garantidamente eficiente. Em termos de volume de dados, foram utilizados
43 arquivos com grades de 12.902.400 pontos, no entanto que representavos apenas
10 eventos. Assim, para garantir a melhoria dos modelos sugere-se a inclusão de no-
vos eventos, bem como mais dados do tipo ”chuva intensa” (com o pior desempenho
de classificação pelos modelos).
Os bons resultados na classificação, reforçam a robustez da técnicas, em como
as mesmas foram capaz de aprender e gerar um modelo razoável (ou muito bom até
120 km do radar, como M-SVM) mesmo com a possibilidade de conterem dados mal
classificados. Esta é outra contribuição do trabalho, mostrar que a SVM pode obter
resultados satisfatórios mesmo com dados mal classificados.
A pré-classificação dos dados, como foi realizada, embora tenha permitido bons
resultados, pode estar diretamente relacionada com os erros do modelo e, portanto,
sugere-se obter outras formas de pré-classificar os dados a fim de garantir que as
entradas estejam corretamente classificadas.
Uma das hipóteses do uso de AM é de que a entrada é suficiente para explicar o
fenômeno, porém é possível que agregar informação com novas entradas como, por
exemplo, temperatura possa tornar o modelo mais eficiente. No entanto, é necessário
estudar as novas entradas, uma vez que aumentar a dimensão de características não
necessariamente implica em se obter um modelo melhor.
Desta forma, pode-se dizer que os objetivos foram cumpridos, embora haja muito a
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ser aprimorado, como descrito em 6.1. Pois, o modelo já pode ser utilizado como apoio
a decisão com razoável probabilidade de acerto, ainda que seja possível melhorar o
modelo por meio de novas técnicas, classificações, entre outras possibilidades, sendo
possível que o modelo tornar-se até mesmo autônomo por meio de alguma destas
melhorias.
6.1 SUGESTÕES PARA TRABALHOS FUTUROS
Embora este trabalho tenha cumprido seus objetivos, é possível expandí-los a fim
de melhorar a identificação de ETS. Para dar continuidade a este trabalho sugere-se:
• Inclusão de novos dados do tipo “chuva intensa”;
• Inclusão de dados de ETS com rápido amadurecimento;
• Buscar outras formas de pré-classificar os dados;
• Incluir outros atributos como por exemplo temperatura, no intuíto de agregar in-
formação;
• Aplicar métodos semi-supervisionados incluindo regiões em que se tenha cer-
teza da não ocorrência de ETS;
• Aplicar aprendizagem profunda (deep learning);
• Aplicar outras técnicas que minimizem a influência dos dados mal classificados
ou com outras abordagens, como por exemplo algoritmo genético;
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