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The magnetic anisotropy and evolution of striped magnetic domain structures in bcc Fe81Ni19 /Co001
superlattices with the total thickness ranging from 85 to 1370 nm has been studied by magneto-optical Kerr
effect and magnetic force microscopy. At a thickness of about 85 nm 25 bilayers BL the domains appear as
stripe domains, typical for perpendicular anisotropy films, with the weak cubic anisotropy of the in-plane
magnetization component stabilizing the stripe direction. The magnetic domain period strongly depends on the
thickness of the superlattice. As the thickness increases, the equilibrium magnetization orients at oblique angles
with respect to the film plane and continuously varies with the thickness from in-plane to out-of-plane. We first
apply a simple phenomenological model which correctly predicts the transition from in-plane to out-of-plane
magnetization as well as increasing domain period and saturation field with increasing BL number. The results
indicate the presence of partial flux-closure domains at the film surface with the tilt angle continuously varying
with the superlattice thickness. By solving a linearized Landau–Lifshitz equation together with Maxwell’s
equations in magnetostatic approximation for samples consisting of up to 1000 individual layers, we calculate
the spin-wave dispersion and determine the stability conditions for the saturated ferromagnetic state. From
these results the dependence of the saturation field on the number of layers is inferred and agrees well with the
experiment. The uniaxial bulk anisotropy is attributed to distortions along the c axis and the results further
show evidence for the presence of an easy-plane interface anisotropy in these samples.
DOI: 10.1103/PhysRevB.78.024421 PACS numbers: 75.60.d, 75.70.i, 75.75.a
I. INTRODUCTION
Symmetry breaking, e.g., at interfaces and surfaces, and
proximity effects strongly influence the ground-state mag-
netic properties in artificial heterostructures. The competition
of short-range exchange and long-range dipolar interactions
can lead to a wide variety of ordering effects and has been
extensively studied both theoretically1–3 and experimen-
tally.4–11 The research is to a large extent driven by the in-
terest in better understanding of magnetic anisotropies, in
particular, the tendency of the easy magnetization axis to be
oriented perpendicular to the film plane and related domain
structure formation.
Magnetic anisotropies originate from two different
sources: The shape anisotropy is caused by the long-ranged
dipolar interaction while magnetocrystalline anisotropies
stem from relativistic spin-orbit coupling. Due to the spin-
orbit coupling, the magnetization couples to the lattice and
thus gives rise to an additional energy term which reveals the
symmetry of the crystal structure. In cubic crystals the cor-
responding anisotropy energy thus has cubic symmetry.
However, if the cubic symmetry is slightly broken due to
lattice distortions, this may give rise to additional uniaxial
anisotropy contributions.
Theoretical calculations based on continuum
approximations12–14 in perpendicular anisotropy films predict
the ground state of out-of-plane anisotropy films to consist of
stripes with up and down spins if an exchange interaction
exceeds some small critical value and to be always stable
with respect to the homogeneous ferromagnetic state.3 The
magnetic striped phases are typically expected in micrometer
thick films12,15 as a result of the competition between the
exchange interactions, which favor parallel alignment of
neighboring spins, and much weaker but long-range dipolar
coupling, which favors antiparallel alignment over larger
distances.12 The theory for such a case was developed first by
Kittel16 in the 1950s and is valid for film thicknesses which
are large enough compared to the domain size, the latter
being proportional to the square root of the film thickness.
Since the discovery of perpendicular magnetic anisotropy
PMA in Co-based systems, substantial effort has been put
into studies of metallic multilayers and super-
lattices1,5–11,17–20 due to possible applications as magneto-
optic recording media. Surface and interface anisotropies can
cause perpendicular magnetization with respect to the film
plane and have been identified as the source of the PMA in
some Co-based heterostructures.21–23 Shape anisotropies due
to dipolar interaction tend to orient the magnetization into
the film plane. With increasing film thickness, the dipolar
interactions gain relative importance and can cause the spin-
reorientation transition,9 as, e.g., was observed in ultrathin
Fe-Co films24 or ultrathin Fe films on Cu.25 On the contrary,
out-of-plane magnetization can be obtained by further in-
creasing the film thickness if an out-of-plane bulk anisotropy
is present, where the transition is driven by the competition
between magnetocrystalline and shape anisotropies. In the
situations where competing bulk and interface anisotropies
are present, the spin-reorientation transition is driven by
varying the interface density.
Thus, the interplay between shape and bulk anisotropies
and surface or interface induced anisotropies, i.e., thickness-
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dependent and surface-interface controlled properties, opens
new ways to control and manipulate the properties of future
data storage devices.
In the present work we study the nature of the magnetic
anisotropies, the interplay between them and the effect of the
shape anisotropy on the evolution of the ground-state domain
structure in bcc Fe81Ni19 /Co001 superlattices grown on
MgO001 substrates in the thickness range from 85 to 1370
nm.
II. EXPERIMENT
A detailed description of the growth conditions and struc-
tural properties of the bcc Fe81Ni19 /Co001 superlattices is
given elsewhere,26 so only the important details are pre-
sented here.
Fe81Ni19 /Co superlattices were grown onto an MgO100
single crystal substrate using dc magnetron sputtering. The
thickness of the layers was fixed at 1.72 nm for the FeNi and
1.70 nm for the Co layers and the number of repetitions was
varied in the range from 25 to 400 bilayers BL, where 1 BL
3.42 nm, corresponding to a range of 85 to 1370 nm in the
total thickness. All superlattices were grown at 170 °C and
the deposition rates were 0.035 and 0.08 nm/s for FeNi and
Co, respectively. These values were obtained in situ by a
quartz microbalance and then calibrated with the thickness
measurements using low angle 2=1–15° x-ray reflectiv-
ity, which gave the individual layer spacing, the total thick-
ness, and the bilayer period of the multilayer structure. All
the samples showed well-developed superlattice peaks up to
third order indicating a distinct compositional modulation
along the film growth direction. Simulations of the reflectiv-
ity data performed using WINGIXA27 were consistent with a
1.50.5 monolayer ML thickness variation and roughness
of the layers.
The crystallographic structure of the superlattices was in-
vestigated by high angle 2=20–100 x-ray diffraction us-
ing a Siemens D5000 diffractometer, which confirms good
quality of the superlattices not shown here. Only one peak
of 002 reflection from the bcc Fe81Ni19 /Co lattice sur-
rounded by two first order and two second-order satellites
was found in all the samples. The full width at half maxi-
mum FWHM of the rocking curves of the 002 reflection
varied from 0.2° to 0.5° depending on the BL number in the
superlattice, indicating well-oriented, single-crystal struc-
tures. The superlattices do not grow coherently with the sub-
strate due to large 4.6% lattice mismatch between the film
and the substrate. Furthermore, the resulting films have a
slight in-plane orthorhombic distortion which makes the
110 and 11¯0 directions nonequivalent. It was found
previously28 that such an orthorhombic distortion causes a
weak uniaxial in-plane magnetic anisotropy and will be dis-
cussed below in more details.
Magnetization hysteresis M-H loop measurements for
the superlattices were performed at room temperature by us-
ing the magneto-optical Kerr effect MOKE in the longitu-
dinal geometry with s-polarized light. The experimental
setup allows rotation of the sample around its surface normal
making the measurements of M-H curves in arbitrary in-
plane directions possible.
We first investigate the orientation of the magnetization
direction depending on the thickness number of BL of the
superlattices starting from the thinnest 25 BL sample where
the stripe domains have been observed. Figure 1 shows typi-
cal MOKE hysteresis loops measured at room temperature
with the applied field parallel to the film plane. For the su-
perlattices consisting of 50–400 BL the in-plane remanence
is smaller than unity showing that the easy axis of magneti-
zation lies out-of-plane. The oblique orientation of the mag-
netization with respect to the film surface was confirmed by
the magnetic force microscopy MFM images, as discussed
below. The remanence decreases as the film thickness is in-
creased so that the tilt angle of the magnetization vector var-
ies with the BL number. This looks rather natural since the
magnetostatic demagnetizing energy varies with the thick-
ness of the film.
In order to examine the qualitative behavior of the satu-
ration field, we roughly estimated the values from the hys-
teresis curves in Fig. 1. To this end, the hysteresis loops were
normalized to their maximal value, and the field where the
magnetization reaches 1 was taken as an estimate for the
saturation field. The values are given in Table I. The magne-
tization of the 25 BL superlattice is almost fully oriented
in-plane indicating that the sample is close to the transition
to the homogeneously magnetized state. For small BL num-
bers the saturation field varies more rapidly while it saturates
TABLE I. Experimental values of the saturation field estimated from the MOKE hysteresis curves in Fig.
1. The actual saturation fields are expected to be larger, as explained in the text.
BL 25 50 100 200 400
HskGauss 0.0 0.25 0.45 0.6 0.6
Fe81Ni19(12ML)/Co(12ML)
M
/M
s
H (kGauss)
0.0
−1.0
1.0
0.0
25BL
50BL
100BL
200BL
400BL
−0.5
0.5
−0.6 −0.4 −0.2 0.2 0.4 0.6
FIG. 1. Room-temperature magnetization hysteresis loops nor-
malized to the saturation magnetization Ms of the Fe81Ni19 /Co
superlattices for different numbers of bilayers in the range from 25
to 400 BL, measured with a magnetic field applied in the film plane.
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for larger BL numbers. It is important to note that the true
saturation fields for these samples are expected to be higher
than those obtained from the MOKE measurements, since
this is a surface sensitive technique the typical MOKE pen-
etration depth is about 60 Å.
In Fig. 2a we show the values of the normalized rema-
nent magnetization as a function of in-plane rotation angles
for the superlattices consisting of 25 and 50 BL. As seen in
the figure, the superlattice consisting of 25 BL exhibits a
fourfold in-plane rotational anisotropy with an easy axis e
in the 110 and a hard axis h in the 100 directions. A
clear difference in the magnetization values can be seen be-
tween the two hard 100 and 01¯0 directions. For the per-
fect cubic crystal, the hard axes would coincide with the
high-symmetry 100 01¯0 directions, but we find the po-
sition of the hard axes defined as the local minimum of the
in-plane remanence to be tilted by an angle of approxi-
mately 4° from these directions. The easy 110 and 11¯0
directions are also found to be nonequivalent as can be
clearly seen from Fig. 2b. The difference of magnetic re-
sponse to 110 and 11¯0 directions, which are magnetically
equivalent for the perfect fourfold symmetric cubic crystal,
can be explained by the presence of a superimposed uniaxial
in-plane anisotropy. The easy axis of this uniaxial anisotropy
eu lies between the 010 and 110 directions, making the
easy directions e and e nonequivalent. The easy axis of the
uniaxial anisotropy eu lies closer to e, so that this is the
easy axis and e is an intermediate axis. The hysteresis
curve measured along the intermediate axis shows the corre-
sponding two-step magnetization reversal via the easy axis.
The weak in-plane uniaxial anisotropy is a consequence of
the slightly broken cubic symmetry and has its origin in the
orthorhombic distortion of the crystal, as observed in XRD
measurements. In-plane uniaxial anisotropy has also been
observed previously in Fe Ref. 29 and Co Refs. 30 and 31
ultrathin films induced by roughness and periodical step ar-
rangement of the substrate.
Figure 2a further shows that the maximal remanence
value for the superlattice with 25 BL is slightly less than 1
0.98 for the e and 0.95 for the e, indicating the presence of
a weak out-of-plane component of the magnetization. This
fact was later confirmed by the MFM measurements to be
analyzed below which showed the existence of stripe do-
mains in this sample. No change in the remanence could be
detected by varying the in-plane applied field angle for the
superlattice with 50 BL. The remanence of about 0.8 for all
in-plane directions indicates the presence of a strong out-of-
plane magnetization component and a “rotatable” anisotropy
depending on the previous saturation direction, while the in-
plane anisotropy is not detectable. The same results were
obtained for the superlattices containing 100, 200, and 400
BL. The reason for this observation is nicely illustrated by
plotting the energy surface for a cubic anisotropy of the form
Ec = Kcmx
2my
2 + mx
2mz
2 + my
2mz
2 , 1
for negative Kc.32 Figure 3 shows that for small angles of the
magnetization with respect to the surface normal i.e., for
sufficiently large mz, the energy is almost independent of the
in-plane angle. This is consistent with the observations for
the 50 BL and thicker samples. It should be noted that for
Kc0, the 111 directions are the corresponding easy direc-
tions. However, since one measures the projections onto the
film plane, one finds the easy directions along 110.
The imaging of the magnetic domains was performed at
room temperature in zero field with a MFM digital instru-
ments, DI 3100, operated in tapping lift mode. This mode
eu
hu
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−[110]
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h
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e
h’
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0.0
1.0
1.0
1.0 1.00.0
0.75
0.5
0.25
0.25
0.5
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M
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0.5
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FIG. 2. Room-temperature magnetization data for Fe81Ni19 /Co
superlattices consisting of 25 and 50 BL. a The remanent magne-
tization as a function of the in-plane rotation angle for the superlat-
tices with 25 squares and 50 circles BL repetitions. The crystal-
lographic directions are marked with pointers and the dashed lines
show the tilt of the hard h axes. The spacing between data points
in this region is 1°. Magnetization hysteresis loops for two easy
directions 110 and 11¯0 and the hard 100 and 01¯0 directions
are presented in b and c, respectively.
1.0
-0.5
0.0
0.5
1.0
x
0.0
y
-0.5
0.0
0.5
1.0
z
FIG. 3. Constant energy surface for the cubic anisotropy energy
functional, Eq. 1 for negative Kc as a function of the direction
cosines of the magnetization. For oblique orientations of the mag-
netization with respect to the film surface, the anisotropy functional
is approximately rotationally invariant.
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allows simultaneous acquisition and clear separation be-
tween the topographic and magnetic data. Various types of
commercially available tips with low FeCoNi coating and
high coercivity CoCr coating were tested before imaging.
All tips were magnetized vertically with a permanent magnet
before imaging. It was confirmed that the domain period ex-
tracted from MFM images measured with both types of tips
was essentially the same. The MFM image contrast is pro-
portional to the gradient of the magnetic force between tip
and sample. In order to elucidate the tip influence on the
domain structure the tip-to-sample distance was varied in the
range from 50 to 150 nm during magnetic imaging. The av-
erage domain period and the angular distribution were deter-
mined by a two-dimensional Fourier transform algorithm
2DFT.
The MFM images for the superlattices in the as-grown
virgin and in-plane remanent states after in-plane magnetic
saturation varying the BL number are shown in Figs.
4a–4j. The images clearly show well-ordered magnetic
domain patterns with alternating up and down magnetiza-
tions. Such stripe domain structures in ferromagnetic mate-
rials arise from the balance between the magnetocrystalline,
dipolar, and exchange energies. The magnetization in alter-
nate domains is oriented in opposite directions and is there-
fore separated by Bloch walls the width of which is deter-
mined by a balance between the magnetocrystalline and
exchange energies.33
The observed magnetic up and down states originate from
magnetic-flux lines on the surface of the sample. The forma-
tion of partial flux-closure domains inside the sample near
the surface together with the magnetization within the do-
main walls creates a weak in-plane magnetization which
might be responsible for the high degree of order stripe
direction in the virgin state. It was observed that the stripe
direction in the virgin state always points along the edge of
the sample which corresponds to the easiest e magnetiza-
tion axis for the 25 BL superlattice. As it was shown above
see Fig. 2, the cubic anisotropy, being relatively strong in
the 25 BL superlattice, is not detectable for larger BL num-
bers and out-of-plane magnetization, but is still present in
these samples and favors alignment of the in-plane magneti-
zation along this direction.
Flux-closure domains with in-plane magnetization are im-
possible to resolve since the MFM probes only the magnetic
stray fields outside the sample and does not provide any
information about the magnetic profile within the film. How-
ever, the existence of these domains is consistent with the
fact that the average magnetization is oriented at oblique
angles with respect to the film surface, indicating an inter-
mediate value of the quality factor Q the ratio of anisotropy
to demagnetization energy, commonly used to characterize
the stripe domain structures.33 For small Q Q1, the mag-
netostatic energy dominates over the anisotropy energy and it
is energetically favorable to maintain in-plane magnetization.
For large Q Q1, the anisotropy energy dominates, favor-
ing stripe domain formation with perpendicular magnetiza-
tion relative to the film surface, which leads to surface mag-
netic charges. At intermediate Q values Q1, the stripe
domains with Bloch-like walls in the middle of the sample
and partial flux closures at the top and bottom of the film are
expected. In the sample with very weak out-of-plane aniso-
tropy 25 BL the oscillations of the magnetization vector
almost close the magnetic flux inside the sample, whereas for
the larger samples the magnetic contrast in the MFM images
see Fig. 4 increases with the thickness of the samples.
In Fig. 5 we show the average stripe domain period ex-
tracted from 2DFTs as a function of BL number in the virgin
and in-plane remanent states. The average domain period
increases with increasing thickness and exhibits a nonlinear
FIG. 4. The MFM images obtained in zero applied field of bcc
Fe81Ni19 /Co superlattices in the as-deposited virgin state for a
25 BL, c 50 BL, e 100 BL, g 200 BL, and i 400 BL and
in-plane remanent states b, d, f, h, and j, respectively.
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dependence. For small BL number, the period increases
slightly more rapidly than for large N. The observed differ-
ence in domain period between virgin and in-plane remanent
states is connected to different magnetization structures: The
virgin state is expected to consist of easy axis domains which
are separated by 180° walls, whereas in the remanent state
the magnetization is oriented at oblique angles with respect
to the film surface. This affects the relative importance of the
competing energy terms cf. Eq. 2 in Sec. III A, giving rise
to different domain periods.
III. THEORY
The general difficulty one is faced with in calculating the
ground state of a magnetic system is the fact that the total
energy of the system is a functional of the magnetization
distribution Mr and that an analytical expression for this
functional is usually not available. The reason is that the
energy term due to the magnetic stray field is in general not
explicitly known and needs to be obtained by solving Max-
well’s equations. The magnetization distribution thus needs
to be determined by a self-consistent procedure. The magne-
tization distribution is in general a complex function in
space, the form of which is usually not known a priori. How-
ever, there exist certain limiting cases, where it can be pa-
rameterized. In these rare cases the stray field energy can
usually be calculated analytically as a function of certain
parameters. The ground-state energy and the ground-state
magnetization distribution are then obtained by minimization
of the total energy with respect to these parameters.
In the general case and for general sample geometries the
total-energy functional may be evaluated numerically using
the finite element method FEM for the discretization of the
problem and the ground state is found by performing a con-
jugate gradient search for the energy minimum.34 Another
possibility is to calculate the dynamics by numerically inte-
grating the corresponding Landau–Lifshitz–Gilbert equation
directly which yields the ground state after a relaxation
process.35 However, these approaches are computationally
feasible only for relatively small systems and therefore can-
not be applied to the samples under consideration.
In Sec. III A we approach the problem by assuming a
certain magnetization structure and parameterizing it using
the tilt angle of the magnetization with respect to the surface
normal and the domain period as parameters. This allows to
calculate the interaction of the magnetization with the stray
field analytically. The resulting equations give an intuitive
understanding of the underlying mechanisms and give quali-
tatively correct predictions. However, the model fails quan-
titatively. In Sec. III B we therefore pass over to a more
elaborate model by considering the solutions of a linearized
Landau–Lifshitz equation, which is possible due to the rela-
tively simple geometry of the samples. The influence of the
stray field is included by solving this equation simulta-
neously with Maxwell’s equations for the stray field.
A. Parameterized magnetization
In a first attempt to describe the experimental results, we
assume a specific static magnetization structure, not ac-
counting for the possible existence of closure domains in
these samples. This model has been applied to a different
Fe81Ni19 /Co100 sample in a previous paper with reason-
able results.26 We only briefly discuss the model here. A
detailed description of the model was presented in Ref. 26.
In the case of sufficiently large out-of-plane anisotropy
of the order of the demagnetizing energy constant, the
multilayer can be considered to be essentially magnetized
parallel to a plane defined by the vertical axis and the direc-
tion of the external in-plane magnetic field.
Hence, the samples consisting of N bilayers of thickness
D= t+s are assumed to exhibit a stripe domain structure with
perpendicular magnetization components Ms cos  alter-
nating in adjacent domains and uniform in-plane magnetiza-
tion Ms sin .
The angle  is assumed to be the same for the Fe81Ni19
index 1 and Co index 2 layers with thicknesses t1 and t2.
The total energy calculated per unit volume and normalized
to the average demagnetizing energy constant Kd
=4	Ms
12t1+ Ms
22t2 /D is the sum of the anisotropy-,
demagnetizing-, and domain-wall energy terms, i.e.,
e = ea + ed + ew. 2
We assume uniaxial perpendicular anisotropy: ea=
 sin2 ,
where 
=Ku /Kd is identical to the quality factor Q. Effects
of weaker superimposed e.g., cubic anisotropies are ne-
glected. The stray field energy may be obtained by solving
the corresponding Maxwell equations in the continuum ap-
proximation and can be written as ed= fd ,Ncos2 , where
fd ,N plays the role of a d-dependent demagnetizing factor
for the explicit form of this expression and the dependence
on the FeNi and Co-layer thicknesses, see Ref. 26. The de-
magnetizing energy edd ,N= fd ,N for perpendicular mag-
netization and a fixed domain period d is plotted in Fig. 6 as
a function of the BL number. The energy decreases with
increasing N since the magnetostatic interaction between lay-
ers reduces the demagnetizing energy. However, adding a
layer to a large stack of layers has a smaller effect: The
average distance between layers increases with N and their
interaction becomes weaker with increasing distance. Hence
virgin
remanent
d
(n
m
)
N
100
200
300
400
500
600
700
800
900
1000
0 50 100 150 200 250 300 350 400
FIG. 5. The dependence of the stripe domain period on the
number of bilayers for the Fe81Ni19 /Co superlattices in the virgin
and in-plane remanent states.
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the demagnetizing energy becomes independent of N in the
limit of large layer numbers. Since the demagnetizing energy
contribution to Eq. 2 is the only one which explicitly de-
pends on N, this effect explains why the experimental satu-
ration field saturates for the thickest samples.
The remaining energy term, the domain-wall energy, can
be expressed as ew=2 /d, where =w /Kd is the
domain-wall tension, which can be approximated analyti-
cally using the simple model of a one-dimensional Bloch
wall. Energy minimization with respect to d and  yields two
coupled implicit equations for the domain period and in-
plane magnetization M /Ms=sin  as a function of N:
dN =
1
cos 
2/	  fd,N
d 
1/2, 3
sin N = −  1d cos 	 
 /
 − fd,N . 4
Note that in the above equation  /0. From these equa-
tions one may immediately deduce that the domain-wall en-
ergy favors large domain periods and small out-of-plane
magnetization , as expected. Furthermore, the stray field
energy tends to decrease the domain period and the out-of-
plane component of the magnetization as it acts like a
uniaxial in-plane anisotropy. This can also be seen by includ-
ing the interaction with an applied field in the film plane,
eh=−2hm sin  into the total energy, Eq. 2, and minimizing
with respect to . This yields
hN =
1
m

 − fd,Nsin  + 1d cos   . 5
Both the perpendicular anisotropy and the wall tension,
which is proportional AKu, increase the saturation field. It
should be noted, however, that a larger exchange effectively
reduces the saturation field, although it increases the wall
tension. The reason is that it causes the domain period to
increase, which on the one hand reduces the wall energy
term and on the other enhances the shape anisotropy which
favors in-plane orientation.
In order to apply our model, we need the exchange and
anisotropy constants which were not measured for the
samples. In this model it is possible to assign effective con-
stants A ,Ku for a bilayer, since the angle  between the mag-
netization and the surface normal is assumed to be the same
in all layers. The two parameters can now be determined
from the conditions that they should reproduce the experi-
mentally measured domain period dr and saturation field for
the 25 BL sample. As already mentioned, the estimated satu-
ration fields do not provide quantitative estimates of the true
saturation fields. However, here we assume that the 25 BL
sample is on the verge of the transition to the homogeneously
magnetized state so that the saturation field is approximately
zero. Using these conditions, we find the rather large values
A=1.53·10−5 erg /cm and Ku=8.72·106 erg /cm3.
The domain period in the remanent state and the in-plane
remanence as calculated from Eqs. 3 and 4 as functions of
N are shown in Figs. 7a and 7b. As required, the results
coincide with the experimental results for N=25. The results
are in qualitative agreement with the experiment: The do-
main period increases with N and does not saturate, while the
in-plane remanence strongly decreases for small BL numbers
and saturates for the thickest samples. The saturation field
obtained from Eq. 5 is plotted in Fig. 7c. The saturation
field obtained from these calculations turns out to be much
larger than the experimental values given in Table I obtained
by MOKE. We rescaled the experimental values for the satu-
ration field by a factor of 9.0 in order to show that the the-
oretical results nevertheless capture the essential qualitative
features: The saturation field strongly increases at small BL
numbers and saturates for larger BL numbers.
It is clear from the figures, that this simple model does not
provide any quantitative description of the experimental ob-
servations. The domain period is somewhat underestimated
and more noticeable: the remanence drops down too fast as
the BL number increases. The latter is an obvious conse-
quence of the large anisotropy constant used in the calcula-
tion: In the 25 BL sample, the demagnetizing energy bal-
ances the anisotropy 
 fd ,N, while for thicker samples
the relative importance of the demagnetizing energy de-
creases. Since 
 is large, the anisotropy rapidly turns the
magnetization out of the plane, reducing the remanence. Al-
though the saturation field is expected to be larger than the
saturation field obtained MOKE measurements, the theoreti-
cal saturatino filed seems to be strongly overestimated. This
is as well a consequence of the large anisotropy constant.
The physical and the main origin of this discrepancy can
be attributed to the presence of partial flux-closure domains
in the sample. These are not taken into account in this simple
approach. For a given period d, the formation of partial flux-
closure domains will lead to a smaller fd ,N term corre-
sponding to a smaller shape anisotropy and consequently to a
smaller value of 
 when fitting the parameters. Another
source of the discrepancy could be the simple model of the
domain wall which is probably not a good approximation in
the presence of such domains.
To conclude, the observations can be qualitatively ex-
plained as follows: The demagnetizing energy decreases with
increasing BL number due to the magnetostatic interaction
between the layers. Thereby the perpendicular anisotropy
d=460 nm
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FIG. 6. Demagnetizing energy edd ,N= fd ,N as a function of
BL number for perpendicular magnetization and a fixed domain
period d=460 nm.
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gains relative importance, causing the saturation field to in-
crease as the magnetization turns out of the film plane. Con-
sequently the wall energy also increases so that it becomes
favorable to increase the mutual distance between walls and
thus the domain period. The dependence of the demagnetiz-
ing energy on N is reflected in the dependence of the mag-
netization and saturation field on this parameter.
Another qualitative conclusion that may be drawn from
the calculated results is that the domain period at saturation
is always smaller than in the remanent state and the differ-
ence between them grows with N. This is relevant for the
interpretation of the results in Sec. III D.
B. Landau–Lifshitz equation
While being qualitatively correct, the results in Sec. III A
show significant deviations from the experimental values. In
order to obtain a quantitative description of the experimental
observations, we attempt to solve the equation of motion for
the samples. A similar method has been applied to obtain the
critical field and critical thickness of single ferromagnetic
layers,36,37 to calculate the spin-wave dispersion of magnetic
films and multilayers38,39 and in the theory of ferromagnetic
resonance.40,41
We are mainly interested in the saturation field as a func-
tion of the film thickness, i.e., in the case where the sample is
close to the phase transition from the state of homogeneous
magnetization to the domain structure. Thus it may be as-
sumed that the magnetization is mainly aligned along an in-
plane direction, parallel to an external field if present, with
small components in the perpendicular directions. It is then
possible to linearize the corresponding Landau–Lifshitz LL
equation in these small components around the phase-
transition point.
Starting point is the general energy functional for the fer-
romagnet
W = dV AM2 M2 + EaM − M · He − 12M · HdM ,
where the individual terms being the exchange-, anisotropy-,
Zeeman, and demagnetizing field contributions in this or-
der.
As explained below, it is sufficient to consider the LL
equation without damping, which has the form
1

M
t
= MHeff, 6
and describes the precession of the magnetization in an ef-
fective field. As was shown by Landau and Lifshitz,42 the
effective field can be obtained as the functional derivative of
the energy functional with respect to the magnetization,
which yields
Heffr,t = −
W
Mr,t
=
2A
M2
M − MEa + He + Hd. 7
In order to fully take into account the influence of the stray
field caused by the discontinuities of the magnetization at the
surfaces and interfaces of the sample, one should solve this
equation together with the Maxwell equations for the demag-
netizing field, which may be written in magnetostatic
approximation:43
Hd = 0  · Hd + 4	M = 0. 8
Using the fact that the field can be written as the gradient of
a magnetic potential, Hd=−, the LL equation is then
solved together with the scalar equation 4	M−=0 for
the unknowns M and .
The solutions for the magnetization and the demagnetiz-
ing field within each individual layer have to satisfy certain
boundary conditions. For the field these are the standard con-
ditions that the parallel component of H and the perpendicu-
lar component of B=H+4	M should be continuous at the
interface or surface.
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For the magnetization, the boundary condition for sur-
faces located at z=d0 is the Rado–Wertman boundary
condition40,41,44
M 	MEs − Mn 
z=d0 = 0, 9
where Es is the surface anisotropy energy functional, 
=2A /M2 and  /n is the derivative with respect to the sur-
face normal. At interfaces where an interlayer exchange cou-
pling may be present, the appropriate boundary conditions
are the Hoffmann boundary conditions.45 Introducing the
layer type index l and the layer index i, these conditions for
the interface between layers i and i+1 can be written as
Ml  	MlEintl − lMlni 
z=di − llMlz=di
 Mlz=di+1 = 0, 10
Ml 	MlEintl − lMlni+1
z=di+1 − llMlz=di+1
 Mlz=di = 0. 11
Here, ll=2All /MlMl is the interlayer exchange constant 
as before and Eint is the interface anisotropy contribution.
These boundary conditions allow us to take both surface and
interface anisotropy contributions, as well as interlayer ex-
change contributions into account.
C. Computational procedure
The calculation of the saturation field is based on the fol-
lowing considerations: Since we consider a linearized equa-
tion, one may consider each of the Fourier components of the
solution separately. These are proportional to expix
+t, where  : = / M0 is a normalized frequency and 
is the gyromagnetic ratio.  : =kx /s is a wave vector normal-
ized to the exchange length of the first layer s=. The x
direction is oriented in the film plane and perpendicular to
the preferred direction of the magnetization. The LL equation
is solved together with Maxwell’s equations to obtain the
spin-wave dispersion . The square of the frequency is
allowed to take on both positive and negative values. For
positive values,  is real and the solutions are proportional
to expit, i.e., these are oscillating solutions around the
in-plane magnetization and hence are stable. For 2 nega-
tive, the frequency is purely imaginary and the solutions
have the form expt. Thus there are solutions that grow
exponentially in time. This is no contradiction since damping
was not taken into account. These unstable solutions signal
the departure from a homogeneous magnetization distribu-
tion and the presence of a domain structure in the sample.
If the external field is large enough, all branches of the
dispersion are above zero and all solutions are stable, so that
the sample is homogeneously magnetized in the film plane.
If the field is lowered, the dispersion will shift downwards.
The critical field Hc which characterizes the phase transition
is defined as the field where the minimum of the lowest
branch of the dispersion crosses zero. We note that the thus
defined critical field is not the same as the saturation field. At
the critical field, the sample will not be entirely saturated at
any finite temperature due to the excitation of spin waves
we postpone the discussion of temperature effects to the end
of Sec. III D. However, keeping this subtlety in mind, we
shall use the two terms synonymously in the following.
For fields lower than the critical field the sample will
exhibit a domain structure. Since the critical field is charac-
terized by the appearance of a single stable and static solu-
tion, it is sufficient to consider the LL equation without
damping. The instability at the phase-transition point is char-
acterized by a single wave vector kx due to a minimum in the
dispersion curve. The minimum in the dispersion curve is
due to the fact that for small wave vectors, the spin-wave
energy can be decreased by increasing the wave vector due
to the dipolar interaction. For large wave vectors, the spin
waves are exchange dominated and the dispersion increases
with the wave vector. The domain period at the phase tran-
sition is equal to the wavelength of the critical fluctuations
and is thus directly related to the characteristic wave vector
of the transition by d=2	 /kx.
In order to obtain the critical field we thus calculated the
spin-wave dispersion by varying the external field until the
above mentioned condition for the critical field was met. The
domain period at the phase transition was then obtained from
the wave vector corresponding to the minimum of the dis-
persion curve.
In more detail, the calculation procedure is as follows: For
a given wave vector , the linearized LL equation and Max-
well’s equations are solved individually for each layer for
different values of the frequency . The solutions are in-
serted into the boundary conditions which form a homoge-
neous linear system. The dispersion  is defined by those
values of the frequency for which the system of boundary
conditions has a solution, or equivalently, for which the cor-
responding boundary-condition matrix A , is singular.
Finding these values is the computationally expensive and
numerically difficult part of the calculation. Various numeri-
cal techniques are available to achieve this. A singular matrix
is either signaled by one or more eigenvalues being equal to
zero or a vanishing singular value obtained by singular value
decomposition. However, as has already been noted in Ref.
39, the computation of the roots of the secular equation is
numerically difficult, especially for large samples and corre-
spondingly large matrices. For numerical stability, it turns
out to be crucial to calculate the Fourier components of the
magnetization and the potential using the analytical expres-
sions for the Fourier components, Eq. B1. To improve sta-
bility, we rescaled the wave vectors by the exchange length
so that all quantities that enter the boundary-condition matrix
are of the order of unity. We found that the most stable pro-
cedure to locate the roots is to calculate the function f2
defined by f2 : = logdetA ,. At the roots this func-
tion exhibits extremely sharp peaks, as illustrated in Fig. 8.
Due to the narrowness of these peaks and a finite numerical
accuracy, f does not fall down to − at the desired roots but
rather displays minima at these positions. These minima
where located by calculating the cubic interpolating spline of
f and detecting the peaks in the first or second derivative of
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the spline. Since the boundary-condition matrix is banded
with a full bandwidth of 17 elements, we used efficient band-
matrix algorithms for the LU factorization of the matrices
with sizes up to 60006000.
The fact that f displays minima instead of divergencies
brings in the additional complication that zeros of f cannot
numerically be distinguished from minima. Therefore, non-
physical branches may appear in the final dispersion curve,
as can be seen, e.g., in Fig. 12. However, these can be dis-
tinguished unambiguously from the real physical solutions
using different criteria. For example, we found branches that
are completely independent of the external field and would
correspond to unstable solutions far beyond the saturation
field. Such branches can also be ruled out by calculating the
dispersion analytically by formulas that exist for certain lim-
iting cases.36 Another branch that appeared in the calcula-
tions did not appear when the dispersion was calculated us-
ing two Fourier components for the magnetic field hx and hz
instead of one for the potential  while the rest of the dis-
persion curve remained unchanged. Finally some points can
be ruled out by directly examining f2 because they cor-
respond to broad local minima in this function. A brief deri-
vation of the relevant equations in the form we use them is
given in Appendix B.
D. Calculations and results
For the calculations, a number of parameters are needed.
In order to reduce the number of free parameters, we per-
formed first-principles calculations. The computations were
performed for bulk FeNi and Co in an ideal structure. The
chemical disorder was treated within the coherent-potential
approximation. From these calculations, we extracted the
saturation magnetization and the spin-wave stiffness con-
stants D. The details of the computation of the stiffness con-
stants from exchange parameters are presented in Appendix
A. Corresponding results are given in Table II.
For the calculation of the saturation fields we neglect sur-
face anisotropy contributions in the following since these
should not essentially effect the behavior at the transition if
they are not exceptionally large. The two surfaces only
amount to a fraction as small as 0.04 with respect to the
number of interfaces already for the smallest 25 BL
sample, which yields a corresponding contribution to the to-
tal anisotropy energy density. We checked numerically that
indeed the surface anisotropy contributions are irrelevant for
the calculation of the saturation fields. We further neglect the
cubic anisotropy contribution in the following.
Under these assumptions, four constants remain to be de-
termined, namely the bulk anisotropy for the two layer types,
the interface anisotropy constant Ki, and the interlayer ex-
change Aint. In a previous study,28 it was found that in these
multilayers the Fe81Ni19 layers are slightly expanded and the
Co layers are slightly compressed along the c axis. The in-
plane lattice parameter was found to be the same for both
layers and equal to 2.84 Å. For Fe81Ni19 the out-of-plane
lattice parameter was determined to be 2.89 and 2.82 Å for
Co. Since such distortions break the cubic symmetry, this
gives rise to a uniaxial bulk anisotropy contribution. The
corresponding anisotropy constants of order n can be shown
to be proportional to  /Wn, where  is the strength of the
spin-orbit coupling and W is the width of the usually nar-
row d band.50 Thus one expects a strong enhancement of the
anisotropy which might be the source of the uniaxial bulk
TABLE II. Parameters for the solution of the Landau–Lifshitz equation. The three parameter sets correspond to three different choices for
the bulk exchange constants, see text.
a Fe81Ni19 Co b Fe81Ni19 Co c Fe81Ni19 Co
4	MskGauss 21.90 17.72
g 1.918 1.850a
DmeV Å2 203.38 603.13 203.38 428.00b 203.38 330.00c
A10−6 erg /cm 1.596 3.971 1.596 2.818 1.596 2.173
Ainterg /cm2 140 45 30
Kierg /cm2 0.210 0.250 0.273
Ku106 erg /cm3 −4.182 −0.899
Ki,eff106 erg /cm3 1.228 1.462 1.596
aReference 46.
bReference 47.
cReferences 48 and 49.
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FIG. 8. Typical form of the function f2 for the 25 BL
sample. The inset shows one of the minima with additional points
obtained by a refinement using a bracketing algorithm with toler-
ance equal to the machine accuracy. For the 400 BL sample the
minima are not visible on this scale.
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anisotropy in these samples. In a recent study,50 the magne-
tocrystalline anisotropy energy MAE was calculated for Fe,
Ni, and Co for structural distortions from first principles.
Interestingly it was found that both for the compression of
the Cobcc structure as well as expansion of Febcc and
Nibcc, the MAE corresponds to an out-of-plane anisotropy.
Here we use the values for Co and Fe, since the latter domi-
nates the composition the values for Ni for the distortions
found in our superlattices are comparable to those of Fe.
The values were obtained from the data shown in Fig. 1 of
Ref. 50 and are given in Table II Ku. These calculations
were done for the experimental equilibrium values for the
volume of the respective elements in bulk. The deviation of
the unit-cell volume of FeNi and Co in the multilayer from
these values is less than 2% for Co and 1% from the value of
pure Fe.
Now the interface anisotropy and the interlayer exchange
remain to be determined. These are difficult to be calculated
on an ab initio level, since one explicitly needs to account
for the broken symmetry at the interfaces, which makes the
calculations computationally demanding. We therefore deter-
mine these parameters by treating them as fitting parameters.
As in the previous section, we assume that the thinnest 25
BL sample is at the phase transition to the domain structure,
so that the sample has critical thickness and the critical field
is equal to zero. As conditions for the two parameters we
require that the experimental saturation field and the domain
period of the 25 BL sample should be reproduced by the
calculations.
This requirement leads to the parameter set given in Table
II. It turns out that this condition cannot be fulfilled if we
take Ki=0, since the 25 BL turns out to be always unstable in
zero field. In order to stabilize the 25 BL sample, we thus
employed an interface anisotropy of the easy-plane type
Ki0. Thus, we find evidence for the presence of such an
anisotropy in these samples.
We further account for the possibility that the exchange
constant for Co obtained from our ab initio calculations
might be overestimated. Indeed, experimental results47–49 in-
dicate smaller values. To our knowledge, experimental val-
ues for the stiffness constant of FeNi in the particular com-
position used in this study are not available. We thus
repeated the calculation by changing the bulk exchange of
the Co-layer. We use two different experimental values for
the spin-wave stiffness constant D, as indicated in Table II is
related to the exchange stiffness constant A by D
= 2A /MgB. As a result of using smaller bulk exchange,
the interlayer exchange constant is smaller. We find similar
and reasonable values for the interface anisotropy constants
between 0.21 and 0.27 erg /cm2.
These anisotropy constants are surprisingly large. In order
to compare them with the bulk anisotropy values, one may
consider an average effective bulk anisotropy from the inter-
faces: Ki,eff= Ki,Co+Ki,FeNi / dCo+dFeNi. The numbers ob-
tained are given in Table II. The values are of the same order
of magnitude as the uniaxial out-of-plane anisotropy.
The results of these calculations are shown in Figs. 9 and
10. It can be seen that qualitatively the critical field behaves
very similar for all three values of these constants. The
curves very well resemble the experimental fact that the satu-
ration field increases strongly for small BL numbers while it
saturates for large BL numbers. In Fig. 10, one can see that
the domain period at the transition is essentially the same for
the three sets of parameters. Since no experimental data are
available for the domain period at saturation for these
samples, we cannot directly compare the results of the cal-
culation with the experiment. However, as was shown in Sec.
III A, one expects the domain period at saturation to be
smaller than the domain period in zero field and this differ-
ence is expected to increase with the BL number. In Fig. 10,
the results obviously follow this expectation.
We would like to point out one interesting feature of the
saturation field curves in Fig. 9: Although the curves are
quite different, we find that they can be brought to overlap by
rescaling. This is depicted in the inset of Fig. 9. The relevant
scaling factor turns out to be the ratio between the corre-
sponding average bulk exchange constants ACo+AFeNi /2 of
the multilayers. This implies that the qualitative behavior is
independent of the value of the exchange constants.
The reason for this simple scaling behavior is the rather
strong exchange coupling between the layers. The interlayer
exchange coupling is of the order of the strong-coupling
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limit, which for bcc and fcc lattices can be estimated as
Aint,sc=2A /a, where a is the lattice constant. Due to the
strong coupling, the multilayers act as an entity. Since the
coupling is not perfect, the rescaled curves do not overlap
completely cf. inset of Fig. 9. As in the foregoing section,
we also rescaled the experimental curves in order to show
that we find a very good qualitative agreement also shown
in the inset of Fig. 9. Also in this case the theoretical result
very well resembles the experimental result and the scaling
factor seems more reasonable.
The conditions we used to adjust the interface anisotropy
constant and the interlayer exchange are of course not
unique. Another possibility is to require that the saturation
fields for the 25 and 400 BL samples should be reproduced.
In this case we obtain very small values for the interlayer
exchange constant. This results in a rather strong deviation
from the experimental value of the domain period of the 25
BL sample. The reason is that MOKE indeed seems to un-
derestimate the saturation field considerably and thus this
condition should not be used.
For illustration, we show the spin-wave dispersions for
the parameters given in Table II calculated at the respective
critical fields in Figs. 11 and 12. In Fig. 12, one can see that
for fields smaller than the critical field the dispersion shifts
downwards, giving rise to unstable solutions indicating the
presence of a domain structure.
We further considered the case where no interface aniso-
tropy contributions are present. The mode of calculation is
similar to that described in the foregoing, but now the inter-
layer exchange and the bulk instead of the interface aniso-
tropy constants were adjusted. Essentially the same values
for the interlayer exchange constants are obtained this way.
We assumed the same anisotropy constants for both types of
layers. This is justified since we find that shifting the relative
weight of the anisotropy contributions between the layers
essentially does not effect the results. We find the values
Ku=−0.9566, −1.086, and −1.311 in 106 erg /cm3 for the
parameter sets a, b, and c in Table II with Ki=0, re-
spectively. These values are very close to the values one
obtains if one adds the average bulk anisotropy constants
and the effective interlayer anisotropy constants Ku,Co
+Ku,FeNi /2+Ki,eff. Approximating the interface anisotropy
by an effective bulk anisotropy thus is a good approximation
for calculating the saturation fields. The saturation field is
determined by the average anisotropy energy density and is
independent of the details of how the anisotropy is distrib-
uted. For these values of the parameters, the dependence of
the critical field and the domain period are essentially the
same as in Figs. 9 and 10 and therefore the results are not
shown here.
In conclusion, we find that the results concerning the satu-
ration field and domain period are essentially independent of
the type of anisotropy and hence the question whether com-
peting anisotropies are present in these samples cannot be
definitely answered from this experimental data alone. How-
ever, we note that the conjecture of competing anisotropies is
strongly supported by results from a subsequent study to be
presented elsewhere.
Unfortunately, no direct comparison with the experiment
is available, since the saturation field obtained from the
MOKE measurements is systematically underestimated and
the domain period has not been measured at the saturation
field. However, we believe that using the Landau–Lifshitz
equation for the theoretical description of these samples pro-
vides a much better description of the multilayers. This is
strongly supported by the fact that we obtain very reasonable
results for our fitting parameters. Furthermore, we find very
good qualitative agreement between theory and experiment
concerning the saturation field, and also the domain period
shows the expected behavior. The reason for a better agree-
ment compared to the simple approach using a parameterized
magnetization is that this approach implicitly accounts for
the possibility of the formation of more complex domain
structures like closure domains. The results obtained in Sec.
III A clearly indicated that the shape anisotropy in the simple
model was overestimated, which is expected in the presence
of such domains.
We note that although temperature does not appear explic-
itly in this approach, temperature effects are implicitly ac-
counted for through the parameters that enter the calculation.
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These should be regarded as effective parameters for the
temperature at which the experiments were performed. In
general, parameters such as the anisotropy or exchange con-
stants are functions of temperature. For the case of a super-
critical field, i.e., where all the branches of the dispersion are
above zero energy, spin waves will be excited according to
the Boltzmann factor exp−E /kBT at any finite temperature.
As a result, the magnetization approaches the maximum
value asymptotically. Note that solutions with imaginary fre-
quency are not physical since damping was not taken into
account. Nevertheless they indicate the instability of the
saturated in-plane magnetized state.
IV. CONCLUSIONS
The nature of the magnetic anisotropy and the influence
of the shape anisotropy on the evolution of the ground-state
domain structure in bcc Fe81Ni19 /Co001 superlattices
grown on MgO001 were studied. At the thickness of about
85 nm the domains appear as stripe domains, typical for
perpendicular anisotropy films, with a weak in-plane cubic
anisotropy component which controls the stripe direction in
the virgin state. The period of the domains was found to
increase nonlinearly with the total thickness of the superlat-
tice and a continuous rotation of the magnetization from in-
plane to out-of-plane for the thickness range from 85 to 1370
nm 25–400 BL was observed.
Qualitative agreement was obtained by employing a
simple model which assumes a simple magnetization struc-
ture. The model provides an intuitive understanding of the
underlying physics. The dependence of the saturation field
and domain period on the BL number has been explained as
a consequence of the variation of the demagnetizing energy
with the sample thickness. The results showed evidence for
the presence of flux closure like domains in these samples.
Taking into consideration the existence of such domains
by solving the Landau–Lifshitz equation, we considerably
improved our theoretical model and reached fairly good
agreement with the experimental data.
In the calculations, uniaxial bulk anisotropy constants ob-
tained from first principles according to the experimentally
determined lattice distortions were used. With these aniso-
tropy constants, the results show evidence for the presence of
an additional in-plane interface anisotropy, which partially
compensates the bulk anisotropy. This is supported by the
results from a subsequent study this issue will be addressed
in more detail elsewhere. Thus, the lattice distortions may
be identified as the source of the perpendicular out-of-plane
bulk anisotropy in these samples.
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APPENDIX A
The electronic structure calculations were performed by
means of the Green’s function Korringa–Kohn–Rostoker
KKR method. For the exchange-correlation functional the
local-density approximation LDA has been used together
with an spd basis. The chemical disorder was treated within
the coherent-potential approximation CPA. For the calcula-
tion of the stiffness constants D we have adopted a real-
space approach.
The exchange parameters were calculated using the
theory of Lichtenstein et al.,51 where the exchange interac-
tion between two spins is calculated using a classical Heisen-
berg Hamiltonian employing the magnetic force theorem.
The formula for the pair-exchange parameters reads
Jij =
1
4	
EF
dE Im TrLiT↑ij jT↓ji , A1
where i= ti↑
−1
− ti↓
−1 and t being the on-site scattering matrices.
T is the scattering path operator which is related to the off-
diagonal element of Green’s function. TrL is the trace over
the orbital indices of the scattering matrices. The integration
over the full Brillouin zone was done using a total number of
107 k points.
The spin-wave stiffness constant D can be expressed in
terms of the pair-exchange parameters as
D =
2B
3M j J0jR0j
2
, A2
where M is the magnetic moment. The summation is over all
sites R0j but in practice it is performed up to a maximal value
Rmax. We have considered pair-exchange parameters up to
102 shells Rmax8.6a, a being the lattice parameter. The
sum in Eq. A2 converges very poorly because of the oscil-
lating behavior of the exchange interactions. This difficulty
is resolved by substituting the expression with an equivalent
one that is numerically convergent:
D = lim
→0
D ,
where
D = lim
Rmax→
2B
3M 0R0jRmax
J0jR0j
2 exp− R0j/a .
A3
The parameter  plays the role of a damping parameter and
ensures convergence of the sum over R0j.
The quantity D is evaluated for a set of values , and
the limit =0 is then determined by a quadratic extrapola-
tion method. For more details we refer the reader to the paper
of Pajda et al.52
APPENDIX B
In the following, we briefly summarize the essential steps
in the derivation of the equations used in the calculation of
the spin-wave dispersions.
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Our coordinate system is oriented such that the perpen-
dicular direction is the z direction, the y direction is the stripe
direction or the direction of the applied field, and the x di-
rection labels the propagation direction of the spin waves.
The multilayers are assumed to be infinitely extended in the
x-y plane. Close to the phase transition the magnetization is
mainly aligned along an in-plane direction, parallel to an
external field if present, with small components in the per-
pendicular directions. Thus one may write
Mr,t = M0 + M0mr,t .
With M0= 0,M0 ,0, one has
M = M0mx,1 + my,mz ,
where by assumption mx,z1 and my−
1
2 mx
2+mz
20 in
first-order approximation. The external field is given by He
= 0,Hy
e
,0.
Inserting this into Eqs. 6 and 7 one finds after division
by M0
2 that up to first order in mx, mz
1
M0
mx
t
= mz − hmz −

z
− hmz,
1
M0
mz
t
= hmx − mx + h
mx −

x
.
The equation for my is identically fulfilled. Here the defini-
tions h : =Hy
e /M0,  : = /M0, and h,
 : =H,
 /M0 have been
introduced. H,
 are the anisotropy fields defined by
Hmz =
1
M0
dEa
dmz
, H
mx =
1
M0
dEa
dmx
.
For the case of uniaxial perpendicular anisotropy Ea,u
=Kumz
2
, these are given by H=2K /M0 and H
=0. Now
passing over to Fourier transforms time and space coordi-
nates are rescaled,
mx,zx,y,z,t = dk dmx,z,qy,k,
 expix + qyy + kz +t ,
x,y,z,t = dk d,qy,k,
 expix + qyy + kz +t ,
and introducing  : = / M0 and q2=2+qy
2+k2 one may
write the equations together with the Maxwell equation in
the form
imx + q2 + h + hmz + ik = 0,
q2 + h
 + hmx − imz + i = 0,
4	imx + 4	ikmz + q2 = 0,
which is a homogeneous linear system in the Fourier com-
ponents mx, mz, and . The wave vectors are of order 106
while the exchange constant is of the order 10−12. It is ad-
vantageous to rescale the wave vectors by the exchange
length s=, which is of order 10−6. Introducing the rescaled
quantities ˜=s, k˜=ks, q˜=qs, and ˜= /s one may write
 i q˜
2 + h + h ik˜
q˜2 + h
 + h − i i˜
4	i˜ 4	ik˜ q˜2
 · mxmz
˜
 = 0.
This system has a nontrivial solution only if the determinant
is equal to zero:
2q˜2 − h + q˜2q˜2h + h + h
 + 4	 + q˜2 − 4	q˜y
2
− 4	h
k˜2 + h˜2 − hh
q˜2 = 0.
For given values of ˜ and q˜y, this equation determines the
dispersion =k˜. The secular equation is of third order in
k˜2 and therefore has six different solutions with respect to k˜:
k˜1, k˜3, k˜5, and k˜i+1=−k˜i for i=1,3 ,5. These are functions of
˜, q˜y, and . Note that in our calculations we always take
q˜y =0 since the magnetization is assumed to be homogeneous
along the y direction. The three roots  : =k˜2 are the solutions
to the third order polynomial equation
3 + a2 + b + c = 0,
with real coefficients. Introducing q˜2= ˜2+ q˜y
2 the coefficients
are
a = 2h + h + h
 + 4	 + 3q˜2,
b = 4	˜2 + h + h
 + q˜24	 + h + h + 2q˜2
+ q˜2h + h + q˜2 −2,
c = h + h + q˜24	˜2 + q˜2h + h
 + q˜2 − q˜22.
Therefore the solution to mx, mz, and  in real space
within the sample can be represented in the following form:
mx,z = 
j=1
6
ajmx,z
j˜, q˜y,k˜,exp	ik˜j z
s

 ,
˜ = 
j=1
6
aj˜ j˜, q˜y,k˜,exp	ik˜j z
s

 ,
where the dependence on x,y, and t has been absorbed into
the quantities aj. The Fourier components mx,z
j and ˜ j can be
calculated analytically using the system of linear equations
and are determined up to a multiplicative factor:
mx,j = 4	˜k˜j − iq˜j
2
,
mz,j = − 4	˜2 + q˜j
2h + h
 + q˜j
2 ,
˜ j = 4	ik˜jh + h
 + q˜j
2 −˜ . B1
In the vacuum above or below the layers and in nonmagnetic
layers, one has mx,z0. In this case the potential is a solution
to the Laplace equation ˜=0. In Fourier space, this be-
comes
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k˜2 + q˜y
2 + ˜2˜ = 0,
which has a nonvanishing solution for the potential only if
k˜2=−q˜2. Thus the solution for the potential in vacuum or
nonmagnetic layers can be written as
˜ = ˜+ exp	q˜z
s

 + ˜
−
exp	− q˜z
s

 .
Now the solutions are in principle known in all space. These
solutions have to obey certain boundary conditions. For the
potential one has to require ˜+=0 at the top surface while
˜
−
=0 at the bottom, since the magnetic field and the poten-
tial should vanish at infinity. The boundary conditions Eqs.
9 and 11 can now be expressed in terms of the solutions
for the Fourier components Eq. B1. In order to write down
the equations in dimensionless form, the boundary condi-
tions are divided by the exchange length of the type 1 layer,
s : =1. Defining h˜;s,il =h;s,il /s, h˜
;s,il =h
;s,il /s, sl=l /s, d˜i
=di /s, and q˜l= q˜sl, the boundary conditions at the bottom
surface  /n= + /z become

j=1
6
aj
04	mz,j
l
− ik˜j
l + q˜l˜ j
lexp	ik˜jld˜0
sl

 = 0,

j=1
6
aj
0h˜,s
l
− islk˜j
lmz,j
l exp	ik˜jld˜0
sl

 = 0,

j=1
6
aj
0h˜
,s
l
− islk˜j
lmx,j
l exp	ik˜jld˜0
sl

 = 0.
The first condition is derived from Maxwell’s equation and
the last two are the Rado–Weertman boundary conditions.
Similarly, at the top surface layer n one has  /n=− /z
and the conditions read as

j=1
6
aj
n4	mz,j
l
− ik˜j
l
− q˜l˜ j
lexp	ik˜jld˜n
sl

 = 0,

j=1
6
aj
nh˜,s
n + islk˜j
lmz,j
l exp	ik˜jld˜n
sl

 = 0,

j=1
6
aj
nh˜
,s
n + islk˜j
lmx,j
l exp	ik˜jld˜n
sl

 = 0.
These conditions implicitly contain the fact that the potential
outside the layers should continuously match the inside po-
tential at the boundary. At magnetic/magnetic interfaces, the
boundary conditions become the lower layer has type index
l

j=1
6
aj
i˜ j
l exp	ik˜jld˜i
sl

 + 
j=1
6
aj
i+1− 1
ml
ml
sl
sl
˜ j
l exp	ik˜jl d˜i
sl

 = 0,

j=1
6
aj
i4	mz,j
l
− ik˜j
l˜ j
lexp	ik˜jld˜i
sl

 + 
j=1
6
aj
i+1− 1
ml
ml
4	mz,j
l
− ik˜j
l˜ j
lexp	ik˜jl d˜i
sl

 = 0,

j=1
6
aj
ih˜,il + islk˜jl + ˜llmlml mz,jl exp	ik˜jld˜isl
 + j=16 aji+1− 1˜llmlml mz,jl exp	ik˜jl d˜isl
 = 0,

j=1
6
aj
ih˜
,il + islk˜jl + ˜llmlml mx,jl exp	ik˜jld˜isl
 + j=16 aji+1− 1˜llmlml mx,jl exp	ik˜jl d˜isl
 = 0,

j=1
6
aj
i− ˜ll mlmlmz,jl exp	ik˜jld˜isl
 + j=16 aji+1h˜,il − islk˜jl + ˜ll mlmlmz,jl exp	ik˜jl d˜isl
 = 0,

j=1
6
aj
i− ˜ll mlmlmx,jl exp	ik˜jld˜isl
 + j=16 aji+1h˜
,il − islk˜jl + ˜ll mlmlmx,jl exp	ik˜jl d˜isl
 = 0.
Here the first two equations are the boundary conditions obtained from Maxwell’s equations and the last four equations are the
Hoffmann boundary conditions.
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