Uniformly most powerful Bayesian tests (UMPBTs) are an objective class of Bayesian hypothesis tests that can be considered the Bayesian counterpart of classical uniformly most powerful tests. Unfortunately, UMPBTs have only been exposed for application in one parameter exponential family models. The purpose of this article is to describe methodology for deriving UMPBTs for a larger class of tests. Specifically, we introduce sufficient conditions for the existence of UMPBTs and propose a unified approach for their derivation. An important application of our methodology is the extension of UMPBTs to testing whether the non-centrality parameter of a chi-squared distribution is zero. The resulting tests have broad applicability, providing default alternative hypotheses to compute Bayes factors in, for example, Pearson's chi-squared test for goodness-of-fit, tests of independence in contingency tables, and likelihood ratio, score and Wald tests. We close with a brief comparison of our methodology to the KarlinRubin theorem.
Introduction
Bayesian hypothesis tests are based on computing the posterior probabilities of competing hypotheses given data. From Bayes theorem, the posterior probability of each hypothesis is proportional to the product of its prior probability and the marginal likelihood of the data given that the hypothesis is true. In the case of two competing hypotheses, the posterior odds between hypotheses H 0 and H 1 can be written as
where m 1 (x)/m 0 (x) is called Bayes factor in favor of the alternative hypothesis (denoted more simply as BF 10 (x)), m i (x) denotes the marginal density of the data under hypothesis i, and p(H i ) denotes the prior probability of hypothesis H i . The logarithm of the Bayes factor is called the weight of evidence. We assume throughout that the sampling density of the data x is defined with respect to a σ−finite measure and is described by the same parametric family of densities indexed by a parameter θ ∈ R under all hypotheses, and refer to models and hypotheses interchangeably. Letting f (x | θ) denote the sampling density of the data x given the value of a parameter θ ∈ Θ, and π i (θ) the prior on θ given hypothesis i, the marginal density of the data under hypothesis i can be written as
In the classical testing paradigm, a decision to reject the null hypothesis H 0 occurs when the value of a test statistic exceeds a specified threshold. UMPBTs are defined in a similar way by assuming that H 0 is rejected in favor of an alternative hypothesis H 1 if BF 10 (x) exceeds a pre-specified threshold, say γ.
With this notation and assumptions, a UMPBT(γ) was defined in Johnson (2013b) as follows:
Definition 1. A uniformly most powerful Bayesian test for evidence threshold γ > 0 in favor of the alternative hypothesis H 1 against a fixed null hypothesis H 0 , denoted by UMPBT(γ), is a Bayesian hypothesis test in which the Bayes factor for the test satisfies the following inequality for any θ t ∈ Θ and for all alternative hypotheses H 2 : θ ∼ π 2 (θ):
The alternative hypothesis H 1 in (2) thus maximizes the probability that the Bayes factor is greater than a fixed evidence threshold, γ, among all possible alternatives and for all possible values of the data-generating parameter θ t .
For the case of testing simple null hypotheses H 0 : θ = θ 0 , and under the further assumption that tests are one-sided (i.e., Θ = {θ : θ > θ 0 } or Θ = {θ : θ < θ 0 }), UMPBTs for one parameter exponential families were derived in Johnson (2013b) . These tests included tests of binomial proportions, tests of normal means with known variance, tests for normal variances when the mean is known, and tests that the non-centrality parameter of χ 2 1 distribution is equal to zero (Johnson, 2013a,b) . UMPBTs were extended in Goddard and Johnson (2016) by restricting the class of alternative hypotheses over which the maximization in (2) is performed.
The UMPBTs derived in (Johnson, 2013b) were all obtained by rewriting
where t(x) is a function of the data. By so doing, the probability in (3) can be maximized with respect to θ by simply minimizing A(γ, θ), regardless of the distribution of t(x), thus producing a UMPBT(γ) test.
The primary goal of this article is to provide a new approach to defining UMPBTs when P θt [BF 10 (x) > γ] cannot be written in the form of (3). A primary application of the resulting method is to derive UMPBTs for tests of non-centrality parameters in χ 2 distributions with arbitrary degrees of freedom.
The remainder of this article is organized as follows. Section 2 describes methodology to determine the existence of UMPBTs. In Section 3 we exploit this methodology to derive the UMPBT(γ) of a non-centrality parameter of a χ 2 ν distribution with ν > 1 degrees of freedom. This test is important for computing Bayes factors in tests of independence in contingency tables and for computing Bayes factors based on likelihood ratio and score tests (Johnson, 2005) . Several examples are provided in Section ??. Concluding comments appear in Section 4.
Method

Preliminaries
Let y = h(x) denote a sufficient statistic of the data, with y ∈ R. We also restrict attention to simple null hypotheses θ 0 ∈ Θ 0 . For every simple alternative θ 1 ∈ Θ 1 , we denote the Bayes Factor in favor of θ 1 as g(y, θ 1 ). The null hypothesis is rejected if g(y, θ 1 ) > γ.
Let Ω γ (θ) ⊂ R denote the rejection region of the test for θ ∈ Θ 1 . That is,
Let f (y; θ t ) be the density function of y for the data generating parameter, θ t , and F (y; θ t ) its corresponding distribution function defined with respect to a σ-finite measure µ. Also let S(f ) ⊂ R denote the support of f , which is assumed to be independent of θ. Define a, b ∈R as
Next, define H γ (θ 1 ; θ t ) ≥ 0 to be
the probability that the null hypothesis is rejected when the true state of nature is θ t and the alternative is specified as
then it follows that H 1 : θ = θ * defines the UMPBT(γ).
Existence and Derivation of UMPBT
Using the notation described above, we next describe a sufficient condition for the existence of a UMPBT in a one-sided hypothesis test.
Theorem 1. Consider a test of a simple null hypothesis H 0 : θ = θ 0 against the alternative hypothesis H 1 : θ ∈ Θ 1 . Suppose the null hypothesis is rejected if g(y, θ 1 ) > γ. Then θ * ∈ Θ 1 is a parameter value that defines the alternative hypothesis corresponding to a UMPBT(γ) if
That is, the rejection region of θ * covers the rejection region that is generated under all other values of θ ∈ Θ 1 .
Proof: Given the relation in (8), following the definition of the function H γ (θ; θ t ) in (6),
Knowing that θ * ∈ Θ 1 , the inequality above ensures that θ * = argmax θ∈Θ 1 H γ (θ; θ t ). Because this inequality holds for all simple alternatives, it also holds for composite alternatives (Johnson, 2013b ) and the proof is complete. This is a useful existence theorem for UMPBTs. For the special case of Theorem 1 when the rejection region is an interval, a more practical mechanism for establishing a sufficient condition for the existence of a UMPBT can be achieved. This condition is provided in the following corollary. Corollary 1. Let d : Θ 1 → R be a function from the alternative parameter space to the sample space. Consider a Bayesian hypothesis test of a simple null H 0 : θ = θ 0 against an alternative hypothesis H 1 : θ ∈ Θ 1 . For a fixed threshold γ, the UMPBT(γ) exists if the rejection region, Ω γ (θ), is always either of the form of c, d(θ) or d(θ), c for all θ ∈ Θ 1 and a c ∈ R. Any value of θ * that provides the alternative hypothesis for the UMPBT(γ) is then defined as:
Proof: It suffices to show that the condition (8) holds for the proposed θ * . Consider the case where the rejection region is of the form d(θ), c . In this case, the upper bound of Ω γ (θ) is fixed for all θ ∈ Θ 1 , but the rejection region corresponding to θ * has the smallest lower bound among all other rejection regions. Hence,
The proof follows from Theorem 1. The case for v = −1 follows along similar lines.
Corollary 1 offers a simple tool to check the existence of a UMPBT for continuous distributions, as well as offering a practical approach for finding it.
If the Bayes factor is a monotone function of the sufficient statistic, then the following theorem provides a more direct route for finding a UMPBT.
Theorem 2. Let the Bayes factor, g(y, θ), be a continuous and differentiable function in (a, b) × Θ 1 , the domains of y and alternative parameter, θ. Define Q(θ; y) = ∂g(y,θ) ∂y
. For a fixed γ > 1, let Λ = (y, θ) : g(y, θ) − γ = 0 and suppose Λ = ∅. Let r : Θ 1 → R denote a function of θ such that r(θ), θ ∈ Λ. Suppose that for all θ and for all y, Q(θ; y) is either strictly positive or strictly negative, and let v denote the sign of Q(θ; y). Then, θ * , the parameter that defines the UMPBT(γ) alternative hypothesis, is defined by
Proof: For every θ, since Q is either positive or negative the function g is a one to one function of y. Hence, for a given θ, g(y, θ)−γ has only a unique root. Due to monotonicity of g(y, θ) in y, the rejection region is then either on the right side of the root, Ω γ (θ) = r(θ), b , or on its left, Ω γ (θ) = a, r(θ) , where a and b are defined in (5). The proof follows from Corollary 1.
Note that the form of Ω γ (θ) in the above theorem depends on v. More specifically, Ω γ (θ) is of the form r(θ), b when v = 1 and it is of the form a, r(θ) when v = −1.
Corollary 1 and Theorem 2 provide sufficient conditions for the existence of a UMPBT. Defining general conditions that are necessary for the existence of a UMPBT is difficult, but the next Lemma provides a simple method to demonstrate that a UMPBT does not exist. Lemma 1. If the value of θ * that maximizes H γ (θ; θ t ) in (6) is not a constant function of θ t , then a UMPBT(γ) does not exist.
Proof: Suppose that θ * 1 maximizes H γ (θ, θ t 1 ) and θ * 2 maximizes H γ (θ, θ t 2 ), with θ * 1 = θ * 2 . It follows that there is no θ * that maximizes H γ (θ; θ t ) in (7) for every θ t and thus UMPBT(γ) does not exist.
UMPBTs for Common Hypothesis Tests
The theory of the previous section is used to study UMPBTs in specific examples.
UMPBT for χ 2 Tests
Let y be an observation from a chi-squared distribution on ν degrees of freedom and noncentrality parameter θ, denoted by χ 2 ν (θ) distribution. As shown in Patnaik (1949) and Seber (1963) , the probability density function of y can be written as
Here, I ν (·) is the modified Bessel function of the first kind and for a real valued ν is defined as
In general, the range of the modified Bessel function of the first kind is C, the set of all complex numbers. However, for real positive arguments and real-valued degrees of freedom, the range is R + . In the case of θ = 0, the probability distribution function in (13) reduces to
We are concerned with testing H 0 : θ = 0 against H 1 : θ > 0. Using (13) and (15), the Bayes factor in favor of the alternative hypothesis can be expressed as
For this Bayes factor, both the data and the parameter of the test are arguments of the modified Bessel function. Thus the rejection region can not be written in the form of (3). The following theorem proves the existence of a UMPBT(γ) for this test using Corollary 1.
Theorem 3. Suppose y ∼ χ 2 ν (θ) and consider the test of H 0 : θ = 0 versus H 1 : θ > 0. Given an evidence threshold γ > 0, let r(θ) be as defined in Theorem 2. Then the alternative hypothesis of UMPBT(γ) for this test is given by
Proof: The first derivative of the modified Bessel function of the first kind with ν degrees of freedom can be expressed as
The first derivative of g(y, θ) with respect to y is then equal to
where α = Γ(
) exp −θ/2 2 ν/2−1 is a positive number. The domain for the alternative hypothesis is θ > 0 and the support of the χ 2 distribution is R + , which results in a real positive modified Bessel function of the first kind. Therefore, the derivative in (18) is strictly positive. Moreover, g(y, θ) is continuous on Θ 1 × R + and its infimum is zero. Hence, for every γ > 0, the set Λ defined in Theorem 2 is not an empty set. The theorem then follows from Theorem 2.
Exponential Family Distributions
Let x = {x 1 , x 2 , · · · , x n } denote a random sample from a one-parameter exponential family model indexed by θ, and suppose interest focuses on testing H 0 : θ = θ 0 against an alternative hypothesis H 1 : θ ≶ θ 0 . We wish to determine the UMPBT for a fixed evidence threshold, γ. We parametrize the density function for the model as
where h(x), A(θ) and η(θ) are known functions and T (x) is the sufficient statistic of the data. Let y = n i=1 T (x i ). It follows that the Bayes factor in favor of the alternative can be expressed as
where θ ∈ Θ 1 . Consequently, the first derivative of the Bayes factor with respect to y in (20) can be written as
If the function η(θ) is monotonic on Θ 1 , the derivative above does not change sign and is strictly positive or negative. Therefore, for a fixed threshold γ, g(y, θ) − γ has a unique root, given by
Following Theorem 2, the alternative parameter corresponding to UMPBT(γ) is given by
where v is equal to the sign of η(θ) − η(θ 0 ). In testing a one sided alternative against a point null hypothesis for one dimensional exponential family distributions, the UMPBT(γ) can always be found as described in (23), only if the natural parameter of the exponential family, η(θ), is monotone on the domain of the alternative hypothesis, Θ 1 . This equation and the result in equation (23) is consistent with findings in Johnson (2013b) .
Tests of Independence in Contingency Tables
Tests of independence between rows and columns of contingency tables are common in statistical practice. Performing such tests in the Bayesian paradigm requires computation of the Bayes factor, which depends on the prior densities assumed for the multinomial probability vector under both hypotheses. Different methods have been proposed to define these priors. Albert (1990) uses a prior distribution for the alternative hypothesis constructed about the "independence surface" representing the null hypothesis. Good and Crook (1987) used a mixed-Dirichlet prior and checked the robustness and sensitivity of this assumption with respect to hyperpriors and their hyperparameters. Johnson (2005) proposed a totally different approach by computing the Bayes factor based on a test statistic, in this case the (2005), we use a χ 2 -statistic to compute the Bayes factor. The difference between our method and Johnson (2005) is that we use UMPBT methodology to fix the prior on the non-centrality parameter under the alternative hypothesis. Johnson (2005) used a conjugate prior density (a gamma distribution) for the non-centrality parameter to set this prior. The following example contrasts the performance of these methods.
The contingency table shown in Table 1 represents the cross classification on cancer site and blood type for patients with stomach cancer (White and Eisenberg, 1959) . The total sample size is 707 and the goal is to test independence of cancer site and blood type.
The χ 2 -statistic for this contingency table is 12.65 on 6 degrees of freedom. Johnson (2005) computed the Bayes factor against the independence model as 2.97 when the parameter α in the proposed Bayes factor was chosen so as to maximize the marginal density of the data under the alternative hypothesis.
Using Albert (1990) 's method, the maximum Bayes factor that can be obtained in favor of the alternative hypothesis is 3.02. This value is obtained by maximizing the approximate Bayes factor with respect to the parameter that controls the dispersion of the alternative hypothesis around the independence model. Under the model proposed by Good and Crook (1987) , the Bayes factor is 3.06.
Using the methodology proposed in this article, the Bayes factor based on the χ 2 -statistic is 3.52. This value is obtained by assuming that the rejection region of the Bayesian test matches that of a 5% classical test. The alternative hypothesis in this test is that the noncentrality parameter is equal to 7.31. The evidence threshold corresponding to the 5% test is γ = 3.46.
One Sample t-test
In this section we consider the one sample t-test for a normal mean when the variance, σ 2 , is not known. Let x ≡ {x 1 , x 2 , · · · , x n } represent n i.i.d Gaussian observations and definex to be the sample mean. The sample variance is defined as
2 /(n − 1). Suppose the prior distribution for σ 2 is inverse gamma with parameters α and β. Con-sidering simple alternative hypotheses, for every θ ∈ Θ 1 the marginal distribution of x is obtained by integrating out σ 2 , leading to
Here, U = n i=1 (x i −x) 2 + 2β. It follows that the Bayes factor can be expressed as
where y =x.
To use theorems exposed in the previous section, we first determine the form of the rejection regions, Ω γ (θ). Letting γ n = γ 2 n+2α , it can be shown (Johnson, 2013a ) that the rejection region for θ ∈ Θ 1 can be expressed as
The roots of the quadratic function in (26) can be written as
Thus, the rejection region has the form
From (27), it follows that For θ > θ 0 : 
It follows from (29) and (30) that for a fixed n < ∞, no values of θ can be found to achieve the infimum of a(θ) and the supremum b(θ) at the same time, resulting in a rejection region that covers all rejection regions. In fact, different values of θ lead to non-nested rejection To apply Lemma 1 to show that a UMPBT does not exist, consider two data generating parameters, say θ t = 2 and θ t = 4. Suppose the true variance, σ 2 is equal to 1 and the evidence threshold, γ, is equal to 3. Take α = β = 0 so that a non-informative prior is assumed for σ 2 . It follows from numerical analysis that the most powerful alternative when θ t = 2 is obtained by taking θ * = 1.496, while for θ t = 4 the most powerful alternative is θ * = 2.394. Thus, a UMPBT does not exist for this test.
Discussion
By using UMPBTs to define alternative hypothesis, we can match the rejection regions of classical hypothesis tests to Bayesian hypothesis tests. This allows us to compare the evidence threshold γ to p-values for tests on the non-centrality parameter for χ 2 observations. Figure 1 demonstrates the relation between the evidence threshold, γ, the p-value of the classical test having the same rejection region as the UMPBT versus and the degrees of freedom of a χ 2 test. An interesting feature of this figure is that 5% tests correspond to evidence thresholds that are always less than 3.67 for degrees of freedom less than 120.
In summary we have proposed a new criteria for determining UMPBTs outside of exponential family models. The use of UMPBTs depends on the value of evidence threshold, γ. Determining a reasonable value for γ can be based on problem-specific criteria. Kass and Raftery (1995) can be consulted for various substantive descriptors of evidence thresholds.
An interesting context for our test can be inferred by contrasting Theorem 2 to the Karlin-Rubin theorem (Karlin and Rubin, 1956) . To this end, suppose we wish to test H 0 : θ ≤ θ 0 or H 0 : θ = θ 0 versus H 1 : θ > θ 0 , for a parameter θ governing a parametric family having a monotone likelihood ratio. Suppose y is the sufficient statistic and y 0 is the critical value of the test satisfying α = P θ 0 (y > y 0 ). Based on the Karlin-Rubin theorem, the test that rejects H 0 if and only if y > y 0 is a uniformly most powerful test of size α. Theorem 2 states that for a monotone Bayes factor, a UMPBT(γ) always exists and the alternative parameter corresponding to that test is obtained based on the evidence threshold γ from (12). Note that for testing a simple alternative versus a simple null hypothesis, the Bayes factor is the same as the likelihood ratio. Viewed from this perspective, Theorem 2 can be considered as a Bayesian version of the Karlin-Rubin theorem.
