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Chapter 1
Introduction
1.1. Motivation
Over the past twenty years commercial mobile wireless communication has
been evolving extremely fast. The growth has been stimulated particularly
by advancements in semiconductor technology. Customers demand combined
with new technologies allowed miniaturization of mobile wireless devices. De-
sign of antennas followed the same trend leading to significant changes in their
design and integration with mobile wireless terminals. For instance whip an-
tennas, used in early days of mobile communication, were superseded by pla-
nar inverted-F antennas (PIFAs) and inverted-F antennas (IFAs) around the end
of the century. For the past decade these types of antennas, optimized so as to
maximize bandwidth and total efficiency, were frequently exploited in com-
mercial handsets. Initially, voice transmission and short messages were the
only services provided by network operators. However, since introduction of
the Internet in the early nineties the demand for data transmission has been
increasing exponentially. In order to cope with this demand Multiple Input –
Multiple Output (MIMO) techniques which allow to transmit and receive mul-
tiple independent signal streams were introduced. They have created a need for
design of multiport antennas featuring high isolation between antenna ports at
both ends of the wireless communication link in order for the system to achieve
required performance. The main challenge remains design of multiport anten-
nas for small MIMO-enabled mobile wireless devices. At present the major
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Fig. 1.1.: Schematic representation of an N -port antenna structure where N orthogonal radiation
patterns (“beam patterns”) are mapped to N output ports after [1].
issue is to fit these antennas into the same volume as available for single feed
antennas without compromising the performance. At the same time the band-
width requirements for multiport antennas for MIMO application in small mo-
bile wireless devices are much tougher than for single feed antennas. In order
not to repeat the same long evolution as that of single feed antennas it is neces-
sary to examine first available literature in an attempt to find proper analytical
tools suitable as a starting point in research and development of multiport an-
tennas. The next section of the present chapter provides an outlook on the state
of the art characterization and design techniques for multiport antennas. They
have to be considered as a base for development of proper description and
systematic design approach shown in the present dissertation. The approach
allows, without trade-offs, to achieve high total per port efficiencies and high
isolation between ports while covering desired frequency bands.
1.2. State of the Art
In order to address the problem of multiport antenna design for mobile wire-
less devices proper characterization of these antennas is required. Early work
related to the subject of descriptive quantities for multiport antennas was con-
ducted for antenna arrays. Comprehensive theory was given in [1]. The con-
cepts of “beam patterns” and “beam-coupling factors” were introduced (see
Fig. 1.1). Based on the power balance relation the general solution which
relates the scattering matrix of a multiport antenna with reflectances corre-
sponding to “beam patterns” was found. Four decades later in the series of
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papers [2, 3, 4, 5] this theory was refreshed and new terminology, more appro-
priate to describe multiport antennas for MIMO application, was introduced.
Since then various antenna designs for MIMO-enabled mobile wireless devices
appeared in literature. Modal analysis based on the spectrum of radiation ma-
trix [6] provides meaningful description of multiport antennas. At present it is
important to understand the difference between multiport antennas considered
in this dissertation and antenna arrays. In MIMO transmission it is typically
assumed that the power distribution among ports is, on average, equal and sig-
nals applied to different ports are uncorrelated. In antenna arrays power, fed
into a single port, distributed among array elements and phase of the signal are
typically varied so as to achieve spatial scanning of a radiation pattern. Also
spacing between elements of an antenna array is a subject of optimization in
order to achieve the desired performance. In case of multiport antennas for
MIMO application the size of a device chassis is constrained by the defini-
tion of the form factor. The number of radiation modes [7, 8] (eigenvectors
of the radiation matrix) which can be exploited for design of multiport an-
tenna diminishes rapidly with increasing mode index. Therefore, the “overall”
radiation quality factor of a multiport antenna system is significantly influ-
enced by the “weakest” radiation mode i.e. radiation mode with the highest
radiation quality factor. These statements are in line, but not directly com-
parable, with an interpretation given in terms of spherical modes [9], where
the “overall” radiation quality factor for multiport antennas was found to be
an arithmetic average of radiation quality factors of the spherical modes. In
this dissertation the above stated claims are shown to be valid using the theory
of characteristic modes for conducting bodies [10]. Characteristic modes are
solutions of a generalized eigenvalue problem, where the system matrix has
physical interpretation of the impedance matrix. Real eigenvectors, referred
to as eigencurrents, which exist on the surface of a conducting body with-
out its presence, are called characteristic modes. Eigenvalues are associated
with reactive energies of characteristic modes. Computation of characteristic
modes does not require prior assumptions relative to antenna physical structure
and port location. Electrical size of an arbitrarily shaped surface is sufficient
in order to obtain the solution which leads to an antenna design concept and
allows to draw fundamental conclusions on the performance of an antenna de-
sign in terms of radiation quality factor before an actual design is produced.
The results bring about a realization that chassis of a mobile wireless device
is the main radiator and only a small coupler capable of exciting a superposi-
tion of characteristic modes on the chassis is sufficient to complete an antenna
design [11]. Comprehensive numerical investigations of which characteristic
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Fig. 1.2.: Characteristic modes on 60 × 120 mm2 smartphone chassis. Surface current densities
of the 1st and the 2nd characteristic modes at 850 MHz (left) and eigenvalues of the first
few characteristic modes (right). The first four capacitive characteristic modes are given
by color curves.
modes can be excited on a chassis of a bar-type and clamshell mobile phones,
so as to devise a concept for multiport antenna design, were given in [12, 13]
(e.g. see Fig. 1.2). Inspection of eigenvalues of the smartphone chassis with
small volume for antenna placement revealed that the number of characteristic
modes which can be effectively excited at frequencies below 1 GHz is con-
strained by the aspect ratio of the chassis to only the 1st characteristic mode
(smallest magnitude of eigenvalue, see Fig. 1.2). The 2nd characteristic mode
already features a substantially larger eigenvalue which indicates that more
electromagnetic energy is stored in the near-field than in case of the 1st char-
acteristic modes. In general, the higher the frequency the more characteristic
modes with low magnitude eigenvalues are available thus rendering the design
of multiport antennas feasible assuming these characteristic modes or alterna-
tively some orthogonal superpositions of these modes can be independently
excited. This statement applies if chassis of a device is not significantly modi-
fied. Interesting work, where a 4-port MIMO antenna for Wireless Local Area
Network (WLAN) 2.4 GHz frequency band was designed, was presented in
a series of publications [14, 15, 16, 17, 18]. Four capacitive couplers located
in four corners of the mobile phone chassis excite superpositions of the first
four capacitive characteristic modes. Additional fairly complex circuitry is re-
quired to map characteristic modes to output ports of the antenna system. This
design aspect brings about an illustration of the relation between characteristic
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Fig. 1.3.: Simplified schematic representation of an N -port antenna matching problem as given
in [28]. YA and YM denote admittance matrix of an antenna and a matching network,
respectively. Voltages at the reference plane between the antenna and matching network
uA are related to the voltages at the output port of the cascade uP are given by voltage
transfer function TU.
modes and radiation modes. More recently use of inductive couplers to excite
capacitive characteristic modes was proposed [19, 20, 21, 22]. Eight coupling
elements, located around the edges of the chassis, are used to excite three ca-
pacitive characteristic modes. The feeding network is simple since each set of
couplers is excited independent from the others. All three feeding networks are
buried in a thick multilayer chassis. Also this design is dedicated to WLAN 2.4
GHz frequency band. If chassis of a device can be modified to an extent which
allows to significantly change intrinsic resonance frequencies of some char-
acteristic modes then, assuming these modified characteristic modes can be
effectively excited, a design of multiport antenna for frequency bands below
1 GHz is feasible. Proposed techniques for smartphone chassis modification
include adding bezel ring or strips along the chassis. Possible realizations of 2-
port MIMO antennas for smartphones exploiting these design techniques were
shown in [23, 24]. All above recalled designs based on characteristic chas-
sis modes require some type of feeding network which should allow for the
maximum power transfer from sources to couplers. Theoretical treatment of
the problem of multiport antenna matching, at a fundamental level, was given
in [25, 26], where different types of match were investigated. It was found
that the optimum match, called multiport match, is achieved when the scatter-
ing matrix approximately vanishes about the desired frequency. Similar work,
with respect to generality and results, was reported in [27]. However, practical
realization of the multiport match has proven to be difficult. The technique, for
synthesizing a single 2N -port matching network, was given in [28, 29] (see
Fig. 1.3). For lossless antennas it gives explicitly an admittance matrix of a
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Fig. 1.4.: Modified Youla approach after [32] as used in e.g. [31, 33] and [17, 18]. SA and SMDN
denote scattering matrix of an antenna and an MDN, respectively.
matching network by calculating the voltage transfer function using Cholesky
decomposition of the conductance matrix of an antenna. The approach is appli-
cable to lossy antennas and realistic matching networks which are also lossy.
The output ports are matched to the same load impedances and at each of the
ports a particular linear superposition of radiation modes is seen. Thus, the
“overall” bandwidth is constrained by a radiation mode featuring the highest
radiation quality factor. The “overall” bandwidth of a multiport antenna has
to be defined via a single descriptive quantity analogous to reflectance for sin-
gle port antenna. This quantity must take into account both per port Return
Loss (RL) and isolation between ports simultaneously. Absence of such de-
scriptive quantity, which allows to distinguish two different antenna designs in
terms of the “overall” bandwidth, results in ambiguous matching requirements.
Typically, such requirements are expressed in terms of higher per port RL and
lower isolation or vice versa. A quantity which shows how well multiport an-
tenna is match was originally introduced in [30] for antenna arrays. It is called
Active Reflection Coefficient (ARC). Also the scattering matrix of a network
capable of mapping radiation modes to external ports, as used in [31], was
derived in [30]. Use of this network allows to exploit individual modal band-
widths of a multiport antenna which is advantageous as compared to use of a
network after [28] only. A design technique exploiting network for mapping
radiation modes to external ports was presented in [32] and later simplified
in [31, 33] (see Fig. 1.4). The approach is based on the theory after [1, 3] which
indicated that matching and mapping of radiation modes can be performed sep-
arately using two different networks. Mapping of radiation modes to external
ports, referred to, in the present dissertation, as mode decomposition is per-
formed without change of the impedance level. The complete network which
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Fig. 1.5.: Measured per port RL, isolation and TMRL [38] for a geometrically symmetric 2-port
MIMO antenna exploiting “connecting line” after [39].
realizes both multiport match and mode decomposition for an N -port antenna
comprises 2N -port Mode Decomposition Network (MDN), featuring hybrids
with a particular phase shift and power division, and N 2-port matching net-
works. This approach of matching and mode decomposition was used to map
characteristic modes to output ports of the 4-port MIMO antenna after [18]. It
is well-motivated and systematic, but practical implications of the design were
not addressed. Further investigations of the subject were presented in [34].
The approach employes Givens rotations of the real and the imaginary parts
of antenna impedance matrix. It is systematic and allows to obtain multiport
match using fairly complex network.
In this dissertation it is shown that if chassis of a device features high aspect
ratio relative to wavelength then advantage from excitation of characteristic
modes can be drawn for a single superposition of characteristic modes only.
For this reason, some other techniques for design of 2-port MIMO anten-
nas have been sought. Most notably, so-called “connecting lines” have been
used [35]. The approach was taken up again in [36] where physical explana-
tion of how high isolation between ports is achieved was given based on obser-
vations of the surface currents on an example of a 2-port antenna arrangement
comprising two co-linear dipoles and a “connecting line”. A number of other
designs which exploit this realization of multiport match have been spawned
over the past few years (see e.g. Fig. 1.5), including a design covering fre-
quency bands below 1 GHz reported in [37]. This design technique has also
been patented [40, 41, 42, 43]. Antennas exploiting “connecting line” are fixed-
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frequency and feature the same per port RL. Extension toward multi-band op-
eration and electrical switching is not straightforward. An other proposed tech-
nique is use of filters in order to isolate antenna ports. Two basic realizations
are known in the literature. Use of slots in chassis of a mobile wireless device
was proposed in [44], [45]. In practice, application of this design method is
limited only to higher than 1 GHz frequency bands. The method requires in-
troduction of significant changes to a chassis (introdction of slots in the middle
of a chassis) which renders the approach not practical for use in commercial
mobile wireless devices. Direct use of band stop filters in the physical structure
of antenna elements was proposed in [46]. Due to the worst possible placement
of antenna elements on the opposite short sides of a chassis reported isolation
between antenna ports is high but “overall” bandwidth is extremely narrow and
the total per port efficiencies are very low. However, rapid increase of the num-
ber of frequency bands to cover led to realization that fixed-frequency multiport
antennas featuring the same per port RL (e.g. designs exploiting “connecting
line”) are insufficient for mobile wireless devices. Moreover, in recent year the
subject of detrimental influence of a user and operating environment of a device
on the performance of antennas has been addressed. It was found that certain
level of electrical reconfigurability can help to improve antenna performance to
some extent. Therefore, electrically switchable and electrically tunable anten-
nas, which in addition feature significantly different RL observed at both ports,
have gained much interest from both academia and industry. Nevertheless, the
number of designs pertinent to electrically tunable 2-port MIMO antennas for
small mobile wireless devices covering frequency bands below 1 GHz is lim-
ited to [47, 48]. This design is a specific realization of a more general solution
reported in [49] (see Fig. 1.6). It features monopole and dipole antennas placed
on two opposite short edges of a smarthphone chassis. An electrically tunable
antenna after [47] employes varactor diodes placed at the feed of a dipole.
The fixed-frequency version of this design where both antennas were placed
on the same edge of a chassis and used for Receiver (RX)-Transmitter (TX)
isolation, as in [49], was shown in [50]. An other approach, where a mag-
netic dipole (loop antenna) and a monopole antennas placed at the same short
edge of the chassis, was described in [51]. It was reported that the design can
be extended toward electrical tuning by exploiting electrically tunable radio
frequency (RF)-Micro Electro-Mechanical System (MEMS) capacitors.
In this dissertation special attention is given to design of 2-port antennas for
MIMO-enabled devices which are plugged into host devices (e.g. laptops)
such as datacards and Universal Serial Bus (USB) dongles. These devices re-
State of the Art 9
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Fig. 1.6.: State of the art 2-port MIMO antenna after [49] (left) and realization on a smartphone
chassis as given in [47, 52] (right).
quire specific antenna design considerations since an antenna can be placed
on one short edge of a device only. Furthermore, given an “extremely” small
size of these devices (much smaller than that of modern smartphones) cover-
ing frequency bands below 1 GHz is problematic even if an advantage from
an electrically large chassis of a host device, to improve antenna performance,
can be drawn. Designs, reported so far in literature, have tried to address these
challenges [53, 54, 55]. However, all of them cover only a single frequency
band and their performance in terms of “overall” bandwidth and total per port
efficiencies is found to be insufficient. More recently, a design featuring rel-
atively high total per port efficiencies for larger chassis of a USB dongle was
reported [56]. However, all above described designs feature the same per port
RL just like designs exploiting a “connecting line”. They are much more suit-
able for covering frequency bands above 2 GHz. Design of internal multiport
antennas for laptops is also considered in the present dissertation. State of the
art single feed antennas usually cover only WLAN and Bluetooth frequency
bands. The form factor and typical operating scenario suggest that the best
possible location for an antenna is at the top of the lid [57] and [58]. However,
in recent years a new design trend emerged where plastic enclosures of the lap-
tops were superseded by aluminium shells hence the term monocoque laptop
was coined. The solutions for this type of laptops involve placing antennas for
WLAN and Bluetooth frequency bands behind designer’s logo as in [59] or
mounting them on the frame of optical drive [60]. In both of these solutions
antennas are likely to feature narrow bandwidth, since more electromagnetic
energy is stored in the near-field of the cavity rather than is being radiated,
and low total efficiency at WLAN and Bluetooth frequency bands. With high
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number of frequency bands required to be covered by the Long Term Evolu-
tion (LTE) standard the above described designs may be insufficient, especially
if their extension to design multiport antennas is considered.
1.3. Overview of the Dissertation
Beginning from an overview of the state of the art in characterization of mul-
tiport antennas and available design techniques it becomes clear that under-
standing of existing descriptive quantities and conception of new systematic
design method remain of high practical interest. Design procedures based on
the theory of characteristic chassis modes and modal analysis, which uses the
spectrum of the radiation matrix, are employed in this dissertation. Using char-
acteristic modes it is established that higher order radiation modes, which fea-
ture high radiation quality factors, significantly limit the useful “overall” band-
width of the antenna system. To exploit modal bandwidths of the higher order
radiation modes the DL-MIMO concept, where subsets of radiation modes are
assigned to different portions of a frequency band, is introduced. Systematic
design of feeding network so as to realize the above described concept is pro-
posed. Further, it is shown that in many cases exploitation of modal bandwidths
alone may be still insufficient to cover desired frequency bands. In order to
cover multiple frequency bands multiport antennas must then employ electri-
cal switching and electrical tuning as an integral part of their design. Neverthe-
less, it is important to remember that the design of the radiating structure itself
still remains the key aspect to be solved to achieve high total per port efficien-
cies of an antenna system. In order to devise systematic design techniques the
present dissertation focuses on multiport antennas for extremely small mobile
wireless terminals which are used in a nearly stationary operating environment
featuring negligible user interaction, i.e. USB dongles and their host devices
(laptops). An other important aspect covered in the present dissertation is the
choice of proper semiconductor components and their integration with an an-
tenna which in turn allows realization of a low-loss electrical switching and
electrical tuning of multiport antennas.
The main result of this dissertation is systematic design technique which, with
aid of modal analysis, allows to design multiport antennas and circuitry for
variety of MIMO-enabled mobile wireless devices from laptops to small USB
dongles. The procedure follows from systematic construction of the desired ra-
diation modes from orthogonal subsets of characteristic modes. It is based on
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the relation between radiation modes and characteristic modes. For laptops a
concept which allows to systematically design, in principle, an N -port MIMO
antenna by exciting characteristic chassis modes using extremely small cou-
plers is devised. The design procedure is verified by measurements of proto-
type of a multi-band 2-port MIMO antenna for 13” laptop. An other systematic
procedure is shown to aid design of a small 2-port DL-MIMO antenna for USB
dongles. An optimum antenna physical structure is found so as to maximize
attainable modal bandwidths and modal efficiencies given small volume for
antenna placement. In order for an antenna to cover multiple frequency bands
while maintaining high total efficiency a concept of separation coarse electri-
cal switching from fine electrical tuning is developed. Electrical switching is
applied in the antenna physical structure so as to, at least approximately, cover
the desired frequency bands. Electrical tuning, to exactly cover the desired
frequency bands, can then be performed using a separate module located on
the chassis of a device. The tuning module shown in the present dissertation
allows to map radiation modes to external ports while providing independent
electrical tuning of both radiation modes to the required extent. The merit of
the established design procedure and achieved high total per port efficiencies
are confirmed by measurements of two antenna prototypes for small MIMO-
enabled USB dongle.

Chapter 2
Radiation Modes of
Multiport Antennas
In the present chapter, beginning from recalling well-known quantitative de-
scription of single port antennas, the general characterization for multiport
antennas is given. A set of quantities capable of describing multiport anten-
nas for MIMO application cannot consider input ports of the antenna system
separately but has to take into account also mutual relations between all pairs
of ports. Further, characterization of multiport antennas using e.g. scattering
matrix is by itself meaningless and, as was indicated in [61], only the invari-
ant properties of the matrix description are of interest. Subsequently, modal
analysis of multiport antennas, based on the spectrum of radiation matrix [6],
after [1, 3, 5] is introduced. Modal analysis is a logical generalization of a
single port antenna description to multiport antennas. Detailed overview of
modal descriptive quantities and discussion of their usefulness to characterize
multiport antennas is provided. Moreover, it is recognized that if the radiation
modes [7, 8] are not mapped to the external ports of the N -port antenna then
a unique definition of the “overall” bandwidth for such antenna system can
be given [38]. The quantity takes into account the complete spectrum of the
scattering matrix.
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2.1. Single Port Antenna Description
A convenient starting point, before discussing proper characterization of mul-
tiport antennas, is the description of single port antennas. Single port lin-
early polarized antennas for mobile wireless devices are characterized often by
only two quantities: complex reflection coefficient |s11| (equivalently Return
Loss (RL) or Voltage Standing Wave Ratio (VSWR)) and total efficiency ηtot.
The magnitude of the complex reflection coefficient |s11| uniquely describes
relation between power reflected at the antenna feed and incident power at the
feed, which is equal to the available power of the source, (see Fig. 2.5a)
Prefl = |s11|2Pav. (2.1)
where the complex reflection coefficient s11 is defined, using the antenna
impedance Z and the load impedance ZL, as
s11 =
Z − ZL
Z + ZL
. (2.2)
For the typical real load impedance ZL = 50 Ω the magnitude of reflection
coefficient is ideally zero when Z = ZL (match) and one when Z = 0 (short)
or Z = ∞ (open). In general |s11| ∈ [0, 1]. Often, the complementary quan-
tities called Return Loss (RL) and Voltage Standing Wave Ratio (VSWR) both
of which take only positive values are used in practice
RL = −20 log10 |s11| , where RL ∈ [0,∞) (2.3)
VSWR =
1 + |s11|
1− |s11| , where VSWR ∈ [1,∞). (2.4)
The magnitude of the reflection coefficient is related to the total efficiency,
which is the ratio of radiated power to the input power, via
ηtot = ηradηm = ηrad(1− |s11|2), (2.5)
where ηrad and ηm are the radiation efficiency and the matching efficiency
of an antenna, respectively. Therefore, the |s11|, RL, VSWR and ηtot are a
basic quantities for comparison of different single port antenna designs. The
bandwidth is, from a practical point of view, related to either of the above
quantities. The characterization is completed by the magnitude of the radiation
pattern.
Analogous considerations, as the above for a single port antennas, are carried
out for multiport antennas in order to characterize them using meaningful de-
scriptive quantities in section 2.2.
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Fig. 2.1.: Illustration of an input and output wave quantities for a N -port antenna system.
2.2. Introduction to Radiation Modes of Multi-
port Antennas
2.2.1. Compound pattern
Consider an N -port antenna system as shown conceptually in Fig. 2.1. In the
receive mode of operation an incident electromagnetic wave described by its
electric fieldEinc(Ω) = (Einc,ϑ(Ω), Einc,ϕ(Ω))⊤, whereΩ = (ϑ, ϕ) is its An-
gle of Arrival (AoA) and (·)⊤ denotes transpose, generates at the antenna feed
ports a vector of outgoing wave quantities b(Ω) = (b1(Ω), b2(Ω), ..., bN (Ω))⊤
traveling toward the load impedances. Formally, this is given by [3]
b(Ω) =
λ0√
4πη0
T(Ω)Einc(Ω), (2.6)
where elements of b(Ω) are given by bn = un−ZLin2√ZL with equal load
impedances i.e. ZL,1 = · · · = ZL,N = ZL. in and un are current and voltage
observed at n-th port, respectively. λ0 denotes wavelength in free space and η0
the wave impedance of the free space. All angles, field amplitudes and phases
are referenced to a unique origin of the coordinate system. The definition as-
sumes, in agreement with measurement practice, that each port is terminated
with the reference impedance (e.g. 50 Ω). The function that fully describes
the relation between b(Ω) and Einc(Ω), given by (2.6), is the N × 2 complex
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matrix function known as compound pattern
T(Ω) =

Tϑ,1(Ω) Tϕ,1(Ω)
Tϑ,2(Ω) Tϕ,2(Ω)
...
...
Tϑ,N (Ω) Tϕ,N (Ω)
 . (2.7)
The n-th row of T(Ω) contains radiation pattern relative to n-th feed port. The
first and the second column corresponds to the ϑ and ϕ polarized components
of the radiation pattern, respectively. Therefore, relative phases and amplitudes
between antenna ports and full polarimetric response is retained in T(Ω). It
is important to note that T(Ω) is fixed by definition (2.6) where terminations
at all ports are equal i.e. ZL = 50 Ω. Measurements with other terminations
may lead to different radiation patterns. The compound pattern is dimension-
less. For a single port antenna (N = 1), single polarization and co-polarized
incident electric fieldEinc(Ω) the definition (2.6) is related to the conventional
gain pattern by
G(Ω) = |T (Ω)|2. (2.8)
2.2.2. Radiation matrix
To write the corresponding to (2.6) expression for the transmit mode op-
eration, assume that the antenna is fed by a vector of incoming wave
quantities a = (a1, a2, ..., aN )⊤. The electric field vector Erad(Ω, r) =
(Erad,ϑ(Ω, r), Erad,ϕ(Ω, r))
⊤ of the antenna into direction Ω = (ϑ, ϕ) and
observed at distance r from the origin of the coordinate system is given by [3]
Erad(Ω, r) = j

η0
4π
e−jk0r
r
T(Ω)⊤a, (2.9)
where k0 is the propagation constant in free space. The total power radiated by
the antenna is given by
Prad =
1
2η0
{
Ω
|Erad(Ω, r)|2r2dΩ, (2.10)
with dΩ = sinϑdϑdϕ. Substitution of (2.9) into (2.10) leads to the following
expression on the total radiated power
Prad =
1
2
a†Ra, (2.11)
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where N × N Hermitian matrix R is referred to as radiation matrix [6] and
(·)† denotes Hermitian transpose. The radiation matrix is given by
R =
1
4π
{
Ω
T(Ω)∗T(Ω)⊤dΩ, (2.12)
where (·)∗ denotes complex conjugate. The radiation matrix describes radia-
tion pattern overlap and efficiency. The diagonal elements are per port efficien-
cies
ηportn = Rnn. (2.13)
The off-diagonal elements of R are overlap integrals between the radiation
patterns related to mth and nth feed ports and obtained therefrom as
ρmn =
Rmn√
RmmRnn
. (2.14)
ρmn is called radiation pattern overlap. For a statistically isotropic propa-
gation environment with Rayleigh fading and zero mean complex Gaussian
random process of the channel matrix elements the following relation be-
tween the radiation pattern overlap and the Power Envelope Correlation Co-
effient (PECC) holds [62]
ρPmn = |ρmn|2, (2.15)
where ρPmn is usually given in data sheets due to its smaller value as compared
to radiation pattern overlap. It is also simpler to measure and has its merits
for multiport antennas exploiting diversity. A more detailed discussion about
radiation pattern overlap is given in section 2.5 of the present chapter.
2.2.3. Relation between radiation matrix and scattering
matrix
The purpose of the present subsection is to show the derivation and importance
of the power balance relation for a lossy multiport antennas. Refer to Fig. 2.1.
The available power 12a
†a is equal to the sum of the radiated power, Prad,
and the dissipated power, Pdiss in the antenna and the reflected power 12b
†b.
Formally, this is described by [63, 64, 65]
Prad =
1
2
a†a− 1
2
b†b− Pdiss. (2.16)
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The radiated power, after (2.11), is given by
Prad =
1
2
a†Ra. (2.17)
The vector of incoming wave quantities a and the vector of outgoing wave
quantities b are related via the scattering matrix S of an antenna
b = Sa. (2.18)
Substitution of (2.17) and (2.18) into (2.16) yields
1
2
a†Ra =
1
2
a†a− 1
2
a†S†Sa− Pdiss. (2.19)
Assuming that Pdiss = 12a
†Da, where D is a real symmetric matrix, referred
to as the dissipation matrix, contains loss coefficients of the multiport antenna
system the power balance relations can be written in the matrix form as
R = I− S†S−D, (2.20)
The power balance relation (2.20) is of particular interest for lossless multiport
antennas in which case D = 0. It allows to express radiation pattern overlap
in terms of S-parameters as was frequently shown in the literature e.g. [65].
Moreover, if the antenna is not only lossless but also ideally matched, i.e. S =
0, then the radiation matrix must coincide with the identity matrix, i.e. R = I.
The per port efficiencies are all equal to unity and the radiation pattern overlap
after (2.14) between each pair of ports equals zero.
2.3. Radiation Mode Based Descriptive Quan-
tities for Multiport Antennas
2.3.1. Modal efficiencies
In the Closed-loop Spatial Multiplexing (CL-SM) mode of operation the
evolved Node-B (eNB)’s precoder and the User Equipment (UE)’s MIMO de-
tector via exchange of Channel State Information (CSI) jointly attempt to di-
agonalize the channel matrix. This amounts to applying unitary transforms to
the channel matrix. The only properties of the channel matrix which survive
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the unitary transformation are the invariant properties of the radiation matrix,
i.e. its eigenvalues and eigenvectors. Since radiation matrix is Hermitian there
is a unique unitary matrix V such that it diagonalizes radiation matrix [1, 3]
C = diag(η1, . . . , ηN ) = V
†RV. (2.21)
The columns ofV, i.e. the eigenvectorsVn ofR, are called radiation modes [7,
8]. The elements of the diagonal matrix C (modal efficiency matrix) are the
modal efficiencies η1, ..., ηN . The far-field radiation patterns associated with
different radiation modes are mutually orthogonal because the eigenvectors of
the matrix V are orthogonal. The power radiated by the nth radiation mode is
given by
Prad,n =
1
2
a†V †nRVna =
1
2
ηn|a|2, (2.22)
where ηn is the efficiency of the nth radiation mode and a = |a| is the magni-
tude of the vector a which describes incoming modal wave quantities.
2.3.2. Modal reflectances
The definition of modal reflectances is analogous as that of the reflection coef-
ficient of a single port antenna but using incoming and outgoing modal wave
quantities. Without knowing a priori the vector of incoming wave quantities
necessary to excite the radiation mode of interest direct measurement of modal
reflectances is not feasible. For this reason the relation between the scattering
matrix of the antenna system and modal reflectances is of interest. Modal re-
flectances are the generalization of the reflection coefficient s11, for a single
feed antenna, to multiport antennas. Further for completeness of the argument,
the relation between modal efficiencies and modal reflectances for a lossless
antenna system, analogous to (2.5) for a lossless single feed antenna, is shown.
The power balance relation for lossless multiport antennas (i.e. for D = 0)
was explored in [31], [66]. In case of lossless multiport antennas the power
balance relation takes the form
R = I− S†S (if lossless), (2.23)
The scattering matrix of a reciprocal antenna is complex symmetric, i.e. S =
S⊤. Obviously, then
C = V†(I− S∗S)V = I−V†S∗SV. (2.24)
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Further, if, in addition, the eigenvalues of S∗S are, at this point of considera-
tions, distinct [67] and
S∗S = VΣ2V† (2.25)
is a diagonalization of S∗S, then there exists a diagonal matrix
Θ = diag(e j θ1 , e j θ2 , ..., e j θN ) θj ∈ R (2.26)
such that
S = U∗ΣU† with U∗ = V∗Θ. (2.27)
Note, that the matrixV in this section is the same matrixV as in (2.21). More-
over, the specific case of non-distinct modal efficiencies was discussed in [31].
However, it was found that in practice even then the unique matrixV can be as-
sociated with the decomposition (2.21) if the antenna system features multiport
symmetry. As an illustrative example consider a square plate with two sym-
metrically placed capacitive couplers. Two radiation modes appear to be non-
distinct. However, if degeneracy occurs it can be mend by selection of proper
eigenvectors from the respective subspace. The decomposition S = U∗ΣU†
is known as Takagi factorization [67]. It is a special case of singular value
decomposition S = WΣU† with W = U∗ and applicable also to singular
matrices. Relation (2.27) leads to
S = V∗(ΘΣΘ⊤)V† = V∗ΓV†, (2.28)
where
Γ = Θ2Σ (2.29)
is the diagonal matrix with complex values. If (2.28) is multiplied from the
right by the matrix V then SV = V∗ΣΘ2 = V∗Γ, which gives
Γ = V⊤SV. (2.30)
Γ is a diagonal matrix with complex entries Γ = diag(Γ1,Γ2, ...,ΓN ). These
complex values represent the modal reflection coefficients (modal reflectances)
of all N radiation modes. It is apparent from (2.29) that the matrix Θ contains
the phase component of Γ and that Σ is the magnitude of Γ (Σ2 = Γ∗Γ).
The phase of Γ is not arbitrary but uniquely given by the decomposition of
S∗S (2.30). However the interpretation of the phase is different from that for
a single port antenna. For a multi-port antennas (2.30) can be written with
respect to n-th eigenvector of S∗S as
SVn = V
∗
n Γn. (2.31)
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The relation shows that if an eigenvector Vn is incident at the feed ports the
reflected vector V ∗n Γn is its conjugate complex copy (phase reversed), mul-
tiplied in addition by the modal reflection coefficient Γn [68]. Based on the
previous results it is possible to write the relation between modal efficiencies
and modal reflectances in the form [1, 3, 31]
C = I− Γ∗Γ. (2.32)
This relation between modal quantities that fully characterize lossless multi-
port antenna is equivalent to (2.23) when V is known. Any matched lossless
multiport antenna always features maximum per port efficiencies, zero overlap
between radiation patterns of all ports because S = 0 implies R = I. Equiva-
lently, in terms of modal quantities, the ideal match occurs when Γ = 0 which
leads to C = I. Modal radiation patterns and per port radiation patterns dif-
fer in general. Only for antenna systems, where radiation modes are mapped
to external ports the per port radiation patterns correspond to modal radiation
patterns.
2.3.3. Multiport symmetric antennas
Multiport antenna is called symmetric if its scattering matrix remains un-
changed when exchanging port indices. It was shown in [18] after [69] that
in case of a permutation of port indices Π leaves unchanged scattering matrix
S, i.e. if
ΠSΠ = S (2.33)
then Π and S commute. Equivalently, given that Π−1 = Π, (2.33) can be
given in the form ΠS = SΠ which shows that the commutator of Π and
S is zero. Π and S have common basis of eigenvectors. In general, matrix
multiplication is not commutative. This allows to uniquely define multiport
symmetry of antenna systems via real and explicitly known matrixV. The real
matrix V leads to VV⊤ = I. Then, (2.30) can be written as
VΓ = SV. (2.34)
The definition of multiport symmetry via commutation of the Π and S is gen-
eral. Taking a recourse to the less general but more intuitive geometrical sym-
metry [5] is thus unnecessary.
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2.3.4. Modal impedances
The goal of the present subsection is to introduce the notion of modal
impedances which has to be consistent with the modal analysis based on the
spectrum of radiation matrix. In order to satisfy the goal the impedance matrix
has to be diagonalizable by the unitary matrix V. Then, a straightforward rela-
tion between modal reflectances and modal impedances exist. Unfortunately,
in the general case of lossless N -port antenna the relation between modal re-
flectances and modal impedances cannot be directly found. In order to un-
derstand the problem consider substitution of (2.28) into well-known relation
between scattering matrix and normalized impedance matrix which leads to
z = (I+V∗ΓV†)(I−V∗ΓV†)−1. (2.35)
It is easy to see that (I −V∗ΓV†) ̸= V∗(I − Γ)V† because of the fact that
matrix V is unitary but not necessarily orthogonal, i.e. VV⊤ ̸= I in general.
Therefore, the impedance matrix cannot be diagonalized is a straightforward
manner by the unitary matrix V. Expressing S∗S in terms of the normalized
impedance matrix leads to the matrix quadratic equation with respect to z. The
solution of the matrix quadratic equation is given in [28] and can be written
using modal efficiencies matrix in the form
z = V

2C−1 − IV† + C(VCV†)−1ΨC 4V(C−1 − I)V† , (2.36)
whereΨ is an arbitrary unitary matrix and C denotes Cholesky decomposition.
The first component of (2.36) represents eigenvalue decomposition of z with
real diagonal normalized modal impedance matrix ζ = 2C−1−I. For matched
lossless antenna, i.e. when C = I, (2.36) reduces ideally to z = I assuming
all ports are terminated with the same real load impedances ZL.
Only if a lossless antenna system features multiport symmetry (see previous
subsection), i.e. when (2.34) applies, then the following relation between nor-
malized modal impedance matrix ζ (normalized to the load impedance ZL,
which are assumed equal for all radiation modes), and modal reflectance ma-
trix Γ is fulfilled
ζ = (I+ Γ)(I− Γ)−1, (2.37)
and the normalized impedance matrix z is diagonalized by the same V as in
(2.21). The general (not only applicable to multiport symmetric antennas) and
fairly complex relation between modal impedances and modal reflectances was
Radiation Mode Based Descriptive Quantities for Multiport Antennas 23
derived using relations given in [28]. The resulting expression (2.36) is cum-
bersome and has very little practical significance since typically in engineering
practice it is not only convenient to exploit multiport symmetry but also ben-
eficial. If the antenna system features multiport symmetry, in the sense of a
real matrix V, then radiation modes do not change over frequency. This fact
is also clearly desirable in construction of matching and mode decomposition
networks as shown later in chapter 4. Therefore, since (2.37) allows to obtain
modal impedances from modal reflectances of a multiport symmetric antennas
it is of significant practical importance.
2.3.5. Modal bandwidths and radiation quality factors
Modal bandwidths
Proper definition of modal reflectances, modal impedances and the relation
between both quantities for multiport symmetric antennas given in the previous
subsections allow to consider introduction of modal bandwidths. The fractional
x dB bandwidth of nth radiation mode is defined as
bxdBn =
fn,2 − fn,1
fn,0
, (2.38)
where RLn is the return loss of the nth radiation mode and fn,1, and fn,2
are the lower and the upper frequencies, respectively, for which RLn ≥ xdB.
The relation between three frequencies is fn,1 < fn,0 < fn,2, where fn,0 is the
center frequency. If modal reflectance is known it is possible to obtain the x dB
bandwidth using analytical expression (both radiation mode and its matching
network are assumed lossless) or numerical analysis (losses may be included)
by matching the mode at single frequency fn,0.
Modal radiation quality factors
Estimation of modal bandwidths for lossless multiport antennas can also be
performed using the notion of modal radiation quality factors. The inverse of
the modal radiation quality factors correspond to the fractional 7 dB modal
return loss bandwidths (assuming single narrowband resonance) [70]
b7dBn =
1
Qrad,n
, (2.39)
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where superscript 7 dB refers to the level of modal return loss at which it is
obtained. According to [71] (2.39) is valid for Qrad,n > 4.
For the purpose of the present chapter it is appropriate to introduce modal
radiation quality factors as in [3] using the textbook definition of the radiation
quality factor after [72]. For the nth radiation mode it is given by
Qrad,n =
2ωmax (⟨WM,n⟩, ⟨WE,n⟩)
Prad,n
, (2.40)
where ⟨WE,n⟩ and ⟨WM,n⟩ are the time-average electric and magnetic energies
of the nth radiation mode stored in the near-field, respectively and Prad,n is the
power radiated by the nth radiation mode. The definition assumes that the in-
put impedance can be made real at any given frequency using a lossless external
matching circuit. In order to determine a much more suitable in engineering
practice expression than that given by (2.40) so as to be able to calculate modal
radiation quality factors it is convenient to take a recourse to the established ex-
pressions for single port antennas. Since modal impedances are invariant quan-
tities of the multiport antennas an expression valid for radiation quality factor
of a single port antenna will also be applicable to calculating radiation quality
factor of radiation modes. The most general expression for the radiation qual-
ity factor was given in [71]. It was derived from both Maxwell’s equations and
using Equivalent Circuit Models (ECMs) assuming that the matching network
comprises a single series reactance or shunt reactance for series or shunt ECM
of an antenna, respectively (for details see appendix A). For further discussion
consider that normalized modal impedances of a lossless antenna system, as-
suming a single resonance mode, are given by ζn = ρrad,n+jξn, where ρrad,n
and ξn are normalized radiation resistance and normalized reactance of the n-
th modal impedance, respectively. In case of multiport symmetry, defined in
the previous subsection via real matrix V, modal impedances can be explic-
itly obtained from (2.37). If the mode-specific matching network comprising
a single reactance is used to match a radiation mode then the radiation quality
factor of the complete arrangement is given by Yaghjian [71]
Qrad,n(ω0) =
ω0
2ρrad,n

dρrad,n
dω
2 
ω0
+

dξn
dω

ω0
+
|ξn(ω0)|
ω0
2
,
(2.41)
where ω0 denotes the radian frequency of interest. The absolute value |ξn(ω0)|
in the second term on the rhs of (2.41) comes from realization that the match-
ing network can comprise either a series capacitance or a series inductance.
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The same result, i.e. (2.41), can be analogously obtained if a shunt ECM of the
antenna is matched with a shunt inductance or capacitance. The above most
general expression for calculation of the radiation quality factor takes into ac-
count change over frequency of both the real part and the imaginary part of the
impedance and is valid over a wide range of frequencies. In [73] it was shown
that (2.41) reduces to the radiation quality factor after [74] if the change of
the real part of impedance is negligible as compared to frequency derivative of
the reactance, which is expected behavior of the higher order radiation modes.
With respect to nth radiation mode the relation after [74] is given by
Qrad,n(ω0) =
ω0
2ρrad,n
dξndω

ω0
+
|ξn(ω0)|
ω0
. (2.42)
The term |dξn(ω0)| /dω is typically larger than |ξn(ω0)| /ω0 for radiation
modes featuring high radiation quality factors. The radiation quality factor of
the nth radiation mode at resonance (at which ξn(ω0) = 0) can be expressed
in the form [75]
Qrad,n(ω0) =
ω0
2ρrad,n
dξndω

ω0
. (2.43)
The difference in determination of the radiation quality factor using (2.42)
and (2.43) away from resonance is about factor of two except when
|dξn(ω0)| /dω ≈ 0. Then the difference becomes significant and use of (2.42)
is mandatory.
In case of multiport antennas for small mobile wireless terminals with high
aspect ratio it is often observed that already the second radiation mode features
high radiation quality factor. Illustrative numerical examples supporting this
statement are given in Chapter 3 using characteristic modes [10].
2.4. Total Multiport Efficiency and Modal Effi-
ciency Imbalance
2.4.1. Total multiport efficiency
In the Receive Diversity (RD) mode of operation RF signals are combined at
the receiver typically using Maximum Ratio Combining (MRC) scheme. If the
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weighting coefficients are equal the method reduces to Equal Gain Combining
(EGC). In this method after phase compensation RF signals are simply added
without checking the quality of signal individually in all branches. Thus a
branch with weak signal contributes only additional noise to the output signal.
A descriptive quantity which allows to properly account for degradation of
the expected value of the channel capacity with correspondence to the EGC
scheme is necessary to introduce. The definition of total multiport efficiency
assumes that all ports are fed with uncorrelated signals (random phases) of
equal power which describe MIMO operation of a wireless communication
system. The total multiport efficiency is a ratio of the total radiated power Prad
to the available power Pav [76]
ηtot =
Prad
Pav
=
1
N
tr(R) =
1
N
N
n=1
Rnn =
1
N
N
n=1
ηportn . (2.44)
The relation does apply neither to antenna arrays nor to beamforming. (2.44)
is applicable also in case of lossy antennas [38]. The trace is invariant under
similarity transformation so that tr (R) = tr (C) which shows that the total
multiport efficiency is an arithmetic average of the per port efficiencies
ηtot =
1
N
tr(C). (2.45)
The same result can also be obtained using modal analysis based on the spec-
trum of the radiation matrix. Let index n to identify the nth radiation mode
so that Prad,n and Pav,n are the total radiated power and the available power
of the nth radiation mode, respectively. The maximization of the per port effi-
ciencies yields maximization of the total multiport efficiency. The off-diagonal
elements ofR are not taken into account which seems to be in conflict with the
expectation that in addition minimization of these elements is required in order
to maximize the total multiport efficiency. However, this is not the case since
the trace is invariant under similarity transformation as shown above. There-
fore, the design goal of maximization of the per port efficiencies is equivalent
to maximization of modal efficiencies. The latter goal leads simultaneously to
minimization of the condition number κ = ηmax/ηmin of the matrix R (see
section 2.5) or equivalently to minimization of the modal efficiency imbalance
β [61] (see the next subsection). No additional design goals related to radia-
tion pattern overlap are required i.e. the pattern overlap becomes a redundant
descriptive quantity as shown in section 2.5.
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2.4.2. Modal efficiency imbalance
In the Spatial Multiplexing (SM) mode of operation, assuming high Signal to
Noise Ratio (SNR) regime, it was shown by Feng [61, 77] that the quantity
which describes degradation of the expected value of the channel capacity is
the modal efficiency imbalance. It is the ratio of the total multiport efficiency
to the geometric average of modal efficiencies [61]
β =
ηtot
N
√
η1η2 · · · ηN . (2.46)
For a perfectly balanced, i.e. η1 = η2 = · · · = ηN , lossless multiport antenna
β = 1 and the expected value of the channel capacity is maximized. In general
β ≥ 1. To complete the definition it is convenient to introduce β(dB) which is
the modal imbalance figure [61]
β(dB) = 10dB log10

ηtot
N
√
η1η2 · · · ηN

. (2.47)
Equalization of modal efficiencies over the desired “overall” bandwidth re-
mains the design goal for multiport antennas. To illustrate this consider com-
paring two symmetric 2-port MIMO antennas against each other. The first
antenna features η1 = 90 % and η2 = 10 % and the second η1 = 60 % and
η2 = 40 %. Both antennas have the same ηtot = 50 % equal to per port effi-
ciencies. However, in terms of β the antenna systems expose significant differ-
ences since for the first antenna β = 1.66 and for the second antenna β = 1.02.
Therefore, the second antenna system features better performance in terms of
expected capacity in the SM mode of operation assuming high SNR regime
due to lower modal efficiency imbalance β. This is an important conclusion
especially for the most practical antenna designs for mobile wireless terminals
which often feature multiport symmetry and where one of the radiation modes
features low modal efficiency.
2.5. Upper Bound on Radiation Pattern Over-
lap
The radiation pattern overlap was introduced in subsection 2.2.2 as overlap
integral between two radiation patterns related to a pair of ports. It is used
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in the context of multiport antennas for MIMO application. However, it shall
be noted that in literature often quantities like Complex Envelope Correlation
Coeffient (CECC) and Power Envelope Correlation Coeffient (PECC) are used
in the same context. Both are statistical quantities related, in addition, to RF
signals in a certain propagation environment. The expectation value of their
correlation coincides with the normalized radiation pattern overlap (2.14) un-
der an assumption of an isotropic Rayleigh scattering scenario. It important
to realize that radiation pattern correlation has no relation with the envelope
of the RF signal. Therefore, it shall be, more appropriately, referred to as ra-
diation pattern overlap. Its direct calculation using (2.14) requires knowledge
of per port radiation patterns. Therefore, many attempts have been made to
derive useful practical expressions for explicit calculation of pattern overlap
using S-parameters. The expressions applicable to lossless multiport antennas
are given in e.g. [64] while for lossy antennas use of equivalent circuit models
was proposed [78, 79]. Another interesting work was dedicated to extend-
ing an upper bound on radiation pattern overlap which in [80] was found to
be related to the minimum per port efficiency. In the present section, follow-
ing [81, 82], it is shown that it is unnecessary to directly calculate radiation
pattern overlap using (2.14). It is sufficient to consider an upper bound on
pattern overlap which can be given in terms of the ratio of the maximum to
the minimum modal efficiencies both of which are invariant properties of the
radiation matrix. Detailed derivation is given in Appendix B. For the purpose
of the present section the upper bound on radiation pattern overlap for a lossy
N -port antenna is expressed in terms of the condition number κ = ηmax/ηmin
of the radiation matrix R, where ηmax and ηmin are maximum and minimum
modal efficiencies, as [82]
|ρmn| ≤ κ− 1
κ+ 1
. (2.48)
Small values of the modal efficiency condition number yield small pattern
overlap (see Fig. 2.2). In other words large values of ηmax and ηmin and
small modal efficiency imbalance [61] lead to low radiation pattern overlap.
Therefore, pattern overlap by itself is of relatively low relevance as a descrip-
tive quantity because it is usually small even for lossy antennas provided that
an approximate match is achieved. Moreover, if radiation modes of an an-
tenna system are directly mapped to external ports then multiport antenna fea-
tures near-zero overlap independently from how well its radiation modes are
matched. The concept of mapping radiation modes to external ports (see Chap-
ter 4 and 5) not only allows to exploit significantly different bandwidths of all
Total Multiport Return Loss 29
0 1 2 3 4 6 8 12 16 20
0
0.1
0.25
0.5
0.75
1
|ρmn| ≤ κ−1κ+1
dB
κ −→
su
p
{ρ
m
n
}−
→
Fig. 2.2.: Tight upper bound on the radiation pattern overlap versus condition number for an N -
port antenna, where radiation modes are not mapped to external ports, after (2.48).
radiation modes and achieve high isolation between antenna ports but also si-
multaneously leads to near-zero radiation pattern overlap. Therefore, the ma-
jor limiting factor in design of multiport antennas for small mobile wireless
devices is bandwidth of higher order radiation modes and not radiation pattern
overlap.
2.6. Total Multiport Return Loss
2.6.1. Total active reflection coefficient
Multiport antennas are usually characterized by the per port return loss (or
sii), isolation (or sij for i ̸= j) and pattern overlap (often using PECC in-
stead of radiation pattern overlap). In the present chapter and subsequently in
Appendix B it is shown that radiation pattern overlap is not an independent
descriptive quantity from the antenna scattering matrix S and thus should not
be considered as useful design parameter. Often, performance comparisons
between different designs of multiport antennas are made in terms of “better
match” but “worst isolation” and vice versa. Consider two antenna systems
with the same losses but different performance in terms of both return loss and
isolation (see e.g. Fig. 2.3). The definition of the “overall” bandwidth is not
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Fig. 2.3.: Illustrative examples of the performance of two symmetric 2-port MIMO antennas which
have different RL and isolation but the same performance in terms of a single descriptive
quantity that takes into account all S-parameters of the antenna.
unique. In order to define the bandwidth of multiport antenna, where radiation
modes are not mapped to external ports, it is necessary to introduce a single
descriptive quantity.
In order to illustrate the problem consider a pathological example of the
“ideal” 2-port antenna depicted in Fig. 2.4. Per port matching indicates that
s11 = s22 = 0 but due to s21 = 1 the antenna does not radiate. Power ap-
plied to one port simply exits at the other port. The mistake of characterizing
multiport antennas by looking only at per port return loss often leads to wrong
conclusions [83, 84]. The new quantity has to takes into account more than just
snn to be appropriate for general characterization of the N -port MIMO anten-
nas. A single descriptive quantity for multiport antennas called Total Active
Reflection Coefficient (TARC) was defined in [85]. TARC is a square root of
the available power at all ports of the antenna minus radiated power, normal-
ized to the available power
TARC =

Pav − Prad
Pav
. (2.49)
The definition, generally applies to all multiport antennas, but does not spec-
ify neither the distribution of power among the ports (Pav,n/Pav), nor the
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port 1 port 2
Fig. 2.4.: Pathological example of a lossless 2-port antenna “enclosed in a black box” that has
infinite return loss, RL11 = RL22 =∞ but does not radiate [38].
correlation between signals at different ports. In MIMO transmission one
may assume that the power distribution among the ports is, on average, equal
(Pav,n = 1/NPav) and signals applied to different ports have to be uncorre-
lated. The TARC, for lossless antennas it can be calculated using [85]
TARC =

N
i=1
|bi|2
N
i=1
|ai|2
(2.50)
for certain excitation vector a. Worth noticing is the fact that the TARC has
real values since the phase reference plane does not have any physical meaning
for a multiport antennas. The TARC is not sufficient for description of multi-
port antennas for MIMO application. The proper descriptive quantity for these
antennas, i.e. Total Multiport Return Loss (TMRL), is introduced after [38]
following [30] in the next subsection using power relations at the feeds of a
multiport antenna.
2.6.2. Multiport reflectance and total multiport re-
flectance
The relation (2.1) can be naturally extended to multiport antennas. Consider a
N -port antenna system shown in Fig. 2.5b. The available power is distributed
equally among all ports, i.e. Pav,n = 1N Pav. When port n is fed with wave
quantity an the power reflected back from all ports is
Prefl,n =
N
m=1
|smn|2Pav,n. (2.51)
32 Radiation Modes of Multiport Antennas
1
a)
a1
b1
1 n N − 1 N
b)
b1
an
bn bN−1 bN
Fig. 2.5.: Illustration of an input and output wave quantities for a single port antenna (left) and
multiport antenna system (right).
The quantity, which retains information equivalent to |s11| in the single antenna
case, is named multiport reflectance. For anN -port antenna it was given in [38]
as
Γportn =
 N
m=1
|smn|2. (2.52)
The quantity Γportn is relative to port n of an N -port antenna system and may
also be called effective reflectance of port n, because it relates reflected power
through all ports to available power at the (single) feed port n. To complete the
definition it is possible to introduce multiport return loss relative to port n of
an N -port antenna system
MRLn = −10dB log10

N
m=1
|smn|2

. (2.53)
A multiport reflectance is a per port generalization of |s11| for a single port
antenna. However a single descriptive quantity characterizing reflectance for
all ports of a multiport antenna is of interest. A key requirement for multiport
antenna for MIMO application is low imbalance between per port reflectances
(approximately equal values of Γportn ) which is equivalent to the requirement
of low modal reflectance imbalance as described in section 2.4 with respect to
modal efficiency imbalance. The new descriptive quantity should reflect this
requirement. The generalization of multiport reflectance to a quantity which
describes “overall” matching efficiency is the root-mean-squared value of the
multiport reflectances, Γport1 ,Γ
port
2 , ...,Γ
port
n of all ports of a multiport antenna.
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The normalized total multiport reflectance of an N -port antenna system was
defined in [38] as
Γtot =
 1
N
N
n=1
(Γportn )
2
=
 1
N
N
m,n=1
|smn|2 = 1√
N
∥S∥F , (2.54)
where ∥S∥F denotes the Frobenius norm of the antenna scattering matrix. The
corresponding normalized total multiport return loss of an N -port antenna sys-
tem is defined by
TMRL = −20dB log10 (Γtot) = −20dB log10

1√
N
∥S∥F

. (2.55)
TMRL is a logical generalization of RL to N -port antennas for MIMO applica-
tion. Due to normalization (1/
√
N ), Γtot takes its values in the same interval
as the antenna S-parameters [0, 1]. Furthermore, since ||S||F = ||Γ||F the fol-
lowing relations are true
Γtot =
1√
N
||Γ||F (2.56)
and
TMRL = −20dB log10(Γtot) = −20dB log10(
1√
N
||Γ||F). (2.57)
Based on (2.56) and using (2.44) and (2.32) it is possible to derive the expected
value of the total multiport efficiency for a lossless antenna system
ηtot = 1− Γ2tot, (2.58)
which depends on the total multiport reflectance only. Minimization of Γtot or
equivalently maximization of TMRL leads to maximization of ηtot similarly
as for a single port antenna.
As a descriptive quantity TMRL is applicable to any number of antenna ports.
However, there are two special cases that are worth to mention. For a single
port antenna (N = 1) obviously the following is true Γtot = Γ
port
1 = |s11| and
TMRL = MRL = RL. In case of symmetric N -port antennas Γtot = Γportn
(TMRL = MRLn). If all S-parameters of the multiport antenna are the same
(i.e. s11 = smn = · · · = s, for all m and n) then Γtot =
√
Ns. This
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Fig. 2.6.: Planar, symmetric 2-port MIMO antenna featuring wideband frequency response from
2.1 GHz to 5 GHz (Red rectangle shows 7 dB TMRL bandwidth) [38]. All dimensions
are given in mm.
means that Γtot is
√
N times higher then the corresponding S-parameters. For
a symmetric 2-port MIMO antenna with s11 = s22 = s12 = s21 the total
multiport reflectance is 3 dB higher than the S-parameters. As an example
consider the design shown in Fig. 2.6 which has wideband characteristics. Per
port return loss and isolation are well equalized at about 10 dB over bandwidth
of almost 3 GHz. However, matching efficiency described in terms of TMRL is
approximately 7 dB only. Inspection of TMRL reveals that the true matching
efficiency is about 3 dB worse than what a plot of per port RL only would
suggest (since RL ≈ Isolation).
Chapter 3
Characteristic Chassis
Modes
In the previous chapter descriptive quantities capable of meaningful character-
ization of multiport antennas for MIMO application were introduced. Once an
antenna design is proposed, and ports introduced, these quantities can be used
to further aid a systematic design procedure and evaluate results. However, in
order arrive at a design concept more fundamental considerations are neces-
sary which allow to predict modal radiation quality factors and to identify the
“optimum” location of antenna ports prior to any detailed design study. The
starting point for design of antennas for small mobile wireless devices is the
size of the chassis itself. The theory of characteristic modes introduced by
Harrington [10] and Garbacz [86] allows to analyze chassis of a device where
only its shape and electrical size are required input parameters. No prior as-
sumptions on an antenna physical structure and port locations are necessary.
Extensive computations of characteristic modes for various device form fac-
tors led to identification of the chassis of a device as the main contributor to
the radiation [11, 12, 87]. This important observation advance antenna design
for small mobile wireless terminals to a concept of “extremely” small couplers
which excite characteristic chassis modes. Application of characteristic modes
to design of antennas for mobile wireless devices were most notably researched
by Fabres [88], Obeidat [89], Chaudhury [18] and Ethier [90]. Characteristic
modes provide valuable information regarding optimum type of a coupler and
their placement so as to excite characteristic modes of interest for the purpose
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of multiport antenna design [18, 21]. Further, if couplers selectively excite the
desired characteristic modes then they approximately correspond to the radi-
ation modes. The relation between characteristic chassis modes and radiation
modes constitutes the cornerstone of the procedure for systematic design of
multiport antennas outlined in this dissertation. In this chapter an illustration
of the relation between characteristic chassis modes and radiation modes is
given using an example design of a multi-band 2-port MIMO antenna for LTE-
enabled laptops.
3.1. Theory of Characteristic Modes
The purpose of this section is to give a brief description of the theory of char-
acteristic modes for conducting bodies introduced in [10, 86].
3.1.1. Notation
For the purpose of further analysis it is convenient to introduce the following
notation. The product of two vector functions A and B on the surface S is
defined as
⟨A|B⟩S =
{
S
A ·B ds. (3.1)
As a shorthand for the inner product in the complex Hilbert space, over surface
S, on which square-integrable vector functions A and B are defined we use
notation
⟨A∗|B⟩S =
{
S
A∗ ·B ds, (3.2)
where asterisk denotes complex conjugate. The subscript S on the left hand
side of (3.2) denotes integration over the surface S. An operator K is symmet-
ric, if the following relation between two vector fields holds
⟨A| KB⟩S = ⟨ KA|B⟩S . (3.3)
The concept of the reaction integral was introduced in [91]. The reaction of
electric field a on source b after [92] is defined as
⟨Ea|Jb⟩S =
{
S
Ea · Jbds, (3.4)
Theory of Characteristic Modes 37
where E and J are the electric field and current due to this field, respectively.
Analogous definition applies to the magnetic field and magnetic current due to
this electric field. The reciprocity theorem ⟨Ea|Jb⟩S = ⟨Eb|Ja⟩S states that
the reaction of field a on source b is equal to the reaction of field b on source a.
3.1.2. Field quantities and impedance operator
The current density Js induced on the surface S of a conducting body by an
externally impressed electric field Eex is related to this field by the boundary
condition [10] L(Js)−Eex
tan
= , (3.5)
where the subscript “tan” indicates tangential component of any vectors on
surface S0. The operator L allows to relate externally impressed electric field
to unknown current density which represents classic description of radiation
problem in the frequency domain. For a scattering problem it gives a relation
between known incident electric field and unknown current. The operator is
given by the gradient ∇Φ of the scalar potential Φ and vector potential A
via [10] L(Js) = jωA(Js) +∇Φ(Js). (3.6)
The vector potential and the scalar potentials observed at a distance r from the
source point r′ are given by
A(Js) = µ
{
S
Js(r
′)G(r, r′)ds (3.7)
and
Φ(Js) =
−1
jωϵ
{
S
∇′ · Js(r′)G(r, r′)ds, (3.8)
respectively where ϵ denotes permittivity, µ denotes permability and k is the
wavenumber. Operator ∇′ denotes divergence with respect to r′. The Green’s
function has a well-known form
G(r, r′) =
e− j k|r−r′|
4π |r − r′| . (3.9)
Substitution of potentials after (3.7) and (3.8) into (3.6) yields an expression
for operator L(J) in terms of current Js induced on the surface S0 [15]L(Js) = 1
jωϵ
{
S
Js(r
′) · (∇′∇′ + k2)G(r, r′)ds. (3.10)
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The operator L(Js) is symmetric but not Hermitian. The real and the imaginary
parts of L are real and symmetric, and are given by
ℜ{L} = 1
2
(L+ L∗) and ℑ{L} = 1
2j
(L− L∗), (3.11)
respectively. For the purpose of further discussion it is advantageous to intro-
duce the notation Z = Ltan. The operator Z, called impedance matrix, maps
Js onto Etan.
3.1.3. Characteristic modes
The complex operator Z, which has dimension of impedance, can be split into
symmetric and real operators R (real part of Z) and X (imaginary part of Z).
The characteristic modes are solutions of the eigenvalue problemXJs,m = λm RJs,m, (3.12)
with real eigenvalues λm and eigenvectors Js,m. The Js,m are called charac-
teristic, modal currents or eigencurrents on the surface S of the conducting
body. Since the λm are frequency dependent, the eigencurrents Js,m also are
frequency dependent. The range of eigenvalues is from −∞ to +∞. In gen-
eral, λm → 0 with increasing size of the conducting body relative to wave-
length. Characteristic modes which feature positive eigenvalues are called in-
ductive characteristic modes and those which have negative eigenvalues are
referred to as capacitive characteristic modes. For the purpose of further dis-
cussion, it is convenient to scale Js and Js,m, which are peak values, to the
total radiated power P0, as
P0 =
1
2
⟨Js,m|RJs,m⟩S0 . (3.13)
The orthogonality relation between the mth and nth characteristic mode then
takes the form
⟨Js,m|RJs,n⟩S0 = 2P0δmn, (3.14)
⟨Js,m|XJs,n⟩S0 = λm2P0δmn, (3.15)
⟨Js,m|ZJs,n⟩S0 = (1 + jλm)2P0δmn, (3.16)
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where δmn is the Kronecker delta (1 for m = n and 0 otherwise). The sur-
face current density Js on a conducting body can be represented as a linear
combination of scaled modal surface current densities Js,m as
Js =

m
αmJs,m, (3.17)
with αm denoting complex expansion coefficients of the surface current den-
sity. Further, the inner product between the surface current density of the mth
characteristic mode and the total current density gives
⟨Js,m|RJs⟩S0 = ⟨Js,m|R
n
αnJs,n⟩S0 = αn2P0δmn, (3.18)
αm =
1
2P0
⟨Js,m|RJs⟩S0 = 1(1 + jλm)2P0 ⟨Js,m|ZJs⟩S0 . (3.19)
Scaling of the surface current density according to (3.13) renders the sum of
squares of the magnitudes of the expansion coefficients unity
1
2
⟨Js|RJs⟩S0 = P0
n

m
α∗nαmδmn = P0

m
|αm|2 = P0. (3.20)
The magnitude of a coefficient αm indicates how strongly the particular modal
surface current density Js,m contributes to the total surface current density Js
at a given frequency.
3.1.4. Modal power factors
The purpose of this section is to discuss physical meaning of eigenvalues and
subsequently to define modal power factors as an alternative and practically
useful representation of eigenvalues. The first step is to relate eigenvalues to
physical quantities such as the total radiated power Prad and reactive energy.
If the domain G is bounded outside by a sphere in the far-field region S∞
and inside by the surface S0 of the body (see Fig. F.1) then using the complex
Poynting theorem, used in e.g. [74, 12], gives
1
2
{
S
(E ×H∗)ndS = Prad + 2 jω(⟨WM⟩ − ⟨WE⟩), (3.21)
where vector n is normal to the surface S0 of the body and is pointing towards
the far-field sphere surface S∞. ⟨WM⟩ is the time average of stored magnetic
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energy and ⟨WE⟩ is the time average of the stored electric energy. On the
surface S0 of a body E|S0 = −Z[Js]. Further, since the scalar triple product
is invariant under circular shift and the equivalence principle holds (i.e. Js =
n× H|S0 ) it is easy to obtain
(E ×H∗)n = (n×H∗)ZJs = J∗s ZJs. (3.22)
Therefore, the power balance relation can be written as
1
2
⟨J∗s |ZJs⟩S0 = Prad + 2 jω(⟨WM⟩ − ⟨WE⟩) (3.23)
Use of the orthogonality relation (3.16) with respect to the mth characteristic
mode allows to rewrite (3.23) into
P0(1 + jλm) = P0 + 2 jω(⟨WM,m⟩ − ⟨WE,m⟩). (3.24)
Comparison of the imaginary parts on the lhs and the rhs of (3.24) leads to
λm = 2ω
⟨WM,m⟩ − ⟨WE,m⟩
P0
. (3.25)
The resonance occurs when ⟨WM,m⟩ = ⟨WE,m⟩ which leads to λm = 0.
Eigenvalues are proportional to the difference between time average of stored
magnetic energy and time average of stored electric energy. For a single char-
acteristic mode modal power factors is defined as ratio of the total radiated
power to the apparent power. Thus, using (3.25) it can be shown that the modal
power factors are given by
pf,m =
 11 + jλm
2 . (3.26)
Modal power factors are useful as an alternative representation of eigenvalues.
Higher order modes with high reactive power will have diminishing contribu-
tion to the radiated power. The notion of modal power factor does not discrim-
inate between capacitive and inductive characteristic modes. The modal power
factors are similar to, so called, modal significance [93]. However, it makes
sense to use pf,m as an alternative representation of eigenvalues because of its
physical meaning. It depends only on the shape and size of the conducting
body and takes convenient interval [0, 1].
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3.2. Characteristic Mode Impedances
3.2.1. Definition
The purpose of this subsection is to define characteristic mode impedances
and discuss their application in antenna design. The impedance of the mth
characteristic mode is defined via Rayleigh quotient [67] (pp. 176–180) as
Zm :=
⟨Js,m|ZJs,m⟩S0
⟨Js,m|Js,m⟩S0
. (3.27)
Using orthogonality relation (3.16) the impedance of a characteristic mode be-
comes
Zm :=
⟨Js,m|RJs,m⟩S0
⟨Js,m|Js,m⟩S0
(1 + jλm), (3.28)
where Rm is the radiation resistance of a characteristic mode is defined by
Rm :=
⟨Js,m|RJs,m⟩S0
⟨Js,m|Js,m⟩S0
. (3.29)
Note that the nominator of (3.29) equals 2P0 due to scaling (3.13). Char-
acteristic mode radiation resistance Rm depends on the shape of the body
which determines magnitude of the surface current density over frequency, i.e.
i2m = ⟨Js,m|Js,m⟩S0 in the denominator of (3.29). Note that the radiation re-
sistance Rm defined by (3.29) is the far-field property of a characteristic mode
and therefore it is a different quantity than the radiation resistance discussed
in the subsection 3.4.3. The radiation resistance in section 3.4.3 refers to the
near-field considerations relative to a fictitious small coupler. Using (3.28) and
(3.29) the impedance of a characteristic mode is given by [94, 90, 95]
Zm := Rm + jXm = Rm(1 + jλm). (3.30)
The reactance of a characteristic mode is the product Rmλm.
The definition of characteristic mode impedance allows to further consider
introduction of characteristic mode voltages V exm , for a given excitation, and
characteristic mode currents Im = αmim, where αm are the surface current
density expansion coefficients after (3.17). The total surface current density
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Zm V
ex
m
Im
Fig. 3.1.: Simple circuit representation of a characteristic mode. V ex is the characteristic mode
voltage which is actually present for the given excitation and Im is the corresponding
actual characteristic mode.
can be represented as a sum of real vectors em, where

em
emS0 = 1, with
expansion coefficients Im
Js =

m
emIm, (3.31)
where em = i−1m Js,m is the normalized surface current density of a character-
istic mode. Following eq.(25-27) from [10] it is easy to obtain
ZJs −Eextan = 0 (3.32)Z
m
emIm −Eextan = 0 (3.33)
m

en
ZemS0Im − enEextanS0 = 0. (3.34)
Due to the orthogonality relation

em
ZenS0 = Rn(1 + jλn)δmn the above
relation leads to
ZmIm = (Rm + jXm)Im =

em
EextanS0 =: V exm (3.35)
The right hand side V exm :=

em
EextanS0 is the characteristic mode voltage
which is actually present for the given excitation and Im the corresponding ac-
tual characteristic mode current. This may be considered the starting point for
an ECM of a characteristic mode (see Fig. 3.1). The coefficients of expansion
are
Im =
V exm
Zm
= αmim. (3.36)
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3.2.2. Application of characteristic mode impedances
The definition of the characteristic mode impedances allows further to define
characteristic mode bandwidths and approximately obtain characteristic mode
radiation quality factors. Both quantities allow to determine an approximate
bandwidth of an antenna before the antenna is designed. Estimation of charac-
teristic mode radiation quality factors and bandwidths is studied in section 3.3.
An other important application of characteristic mode impedances is their use
in construction of ECMs of characteristic modes. Synthesis of characteristic
mode ECMs from characteristic mode impedances was shown in [95] using
as an example a thin wire structure. The approach can be extended toward
arbitrary structures if higher order ECMs are used for high order characteristic
modes. In this dissertation it is shown that characteristic mode ECMs can be
successfully used to derive physics based ECMs of capacitive and inductive
couplers (see section 3.5).
3.2.3. Numerical examples
For illustrative purposes two canonical shapes are considered. The sphere with
radius a = 0.1 m and the cylinder with length ℓ = 0.06 m and diameter
d = 0.01 m were chosen as examples. Characteristic mode impedances of
the first two characteristic modes were calculated using (3.27) over a broad
range of ka’s for both volumes. However, due to the fact that the present thesis
focuses, for the most part, on design of small multiport antennas only values
of ka < 1 remain of interest. Nevertheless, observations made in the present
subsection are important for subsequent consideration of characteristic mode
radiation quality factors and bandwidths discussed in section 3.3 of the present
chapter.
Sphere
The radiation resistance and reactance of the 1st characteristic mode are shown
in Fig. 3.2 (blue). The radiation resistance of this characteristic mode increases
with frequency until the maximum value of nearly 75 Ω is reached at ka ≈
1.4 which corresponds to half-wavelength resonance. Then it decreases with
frequency to the minimum of approximately 0.3 Ω at about double the ka, i.e.
ka ≈ 2.8, which is the non-radiating full-wavelength resonance. It is known
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Fig. 3.2.: Characteristic mode impedance Zm versus ka of the 1st (blue) and the 2nd (teal) char-
acteristic mode on the sphere obtained using (3.27).
that this oscillatory behavior persists for higher ka’s. The reactance of the 1st
characteristic mode increases with frequency from negative to zero which is
consistent with that fact that its a capacitive characteristic mode. Zero value
of the reactance (resonance) occurs at ka ≈ 2.8. From ka ≈ 1 to ka ≈ 2 the
reactance remains nearly constant at about −75 Ω.
The teal lines in Fig. 3.2 show the radiation resistance and reactance of the 2nd
characteristic mode. The behavior of the the radiation resistance and reactance
of this characteristic mode is significantly different than that of the 1st charac-
teristic mode. This characteristic mode remains inductive (positive reactance)
until ka ≈ 2.8. As in the case of the 1st characteristic mode the resonance of
the 2nd characteristic mode also occurs at ka ≈ 2.8. However, for this char-
acteristic mode it is the half-wavelength resonance. The radiation resistance
increases with frequency and reaches the local maximum value of about 240 Ω
at ka ≈ 2.8 (resonance).
Cylinder
The radiation resistance and reactance of the 1st characteristic mode are shown
in Fig. 3.3 (blue). The radiation resistance is about 50 Ω at ka ≈ 1.6 (which
corresponds to ℓ/λ = 0.5). The reactance increases with frequency from neg-
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Fig. 3.3.: Characteristic mode impedance Zm versus ka of the 1st (blue), 2nd (teal) characteristic
mode on the cylinder (ℓ/d = 6) obtained using (3.27).
ative to positive values and attains zero value at approximately ka ≈ 1.35. The
radiation resistance and reactance of the 2nd characteristic mode are shown
in Fig. 3.3 (teal). The values of the radiation resistance and its increase with
frequency are smaller than in case of the 1st characteristic mode. The reac-
tance is also much higher for this characteristic mode and the resonance occurs
at approximately double the resonance of the 1st characteristic mode, i.e. at
ka ≈ 2.7.
3.3. Characteristic Mode Bandwidths and Ra-
diation Quality Factors
3.3.1. Characteristic mode bandwidths
Since characteristic mode impedances are explicitly known from (3.30) it is
possible to directly calculate characteristic mode bandwidths numerically (see
Chapter 5 section 5.2). The bandwidth of the mth characteristic mode, evalu-
ated numerically using characteristic mode impedance and assuming a lossless
π-type matching network, corresponds to the bandwidth of a fictitious single
feed antenna designed to feature approximately the same surface current den-
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sity as the mth characteristic mode. Therefore, it is possible to treat the band-
width defined via Zm as an upper bound for what can be achieved once an
antenna is designed. No recourse to any approximate expressions for the char-
acteristic mode radiation quality factors is necessary. However, the radiation
quality factor remains the quantity, which under certain conditions, is con-
venient for estimation of bandwidth without full inspection of the frequency
dependence of Zm. The fractional 7 dB bandwidth of the mth characteristic
mode can be approximated (assuming single narrowband resonance) using an
expression given in [70], as
b7dBm =
1
Qrad,m
. (3.37)
The relation holds for Qrad,m > 4 as stated in [71]. Numerical results, shown
in subsection (3.3.3), illustrate the validity of this statement.
3.3.2. Estimation of characteristic mode radiation qual-
ity factors
The radiation quality factor after [75, 72] is the ratio of the maximum of
the time-average electric energy or magnetic energy, stored in the near-field,
to the total radiated energy per cycle. The definition assumes that the input
impedance can be made real at any given frequency using a lossless external
matching circuit. Using the above definition, formally, the radiation quality
factor of the mth characteristic mode is given by
Qrad,m(ω) =
2ωmax (⟨WM,m⟩, ⟨WE,m⟩)
Prad,m
, (3.38)
where ⟨WM,m⟩ is the time-average stored magnetic energy and ⟨WE,m⟩ is the
time-average stored electric energy and Prad,m is the radiated power. Radiation
quality factor is an important descriptive parameter for electrically small and
multiport antennas which is frequently used to estimate the bandwidth. The
bandwidth remains a measurable quantity whereas the radiation quality factor
is not. However, ability to estimate it for the dominant and the first few higher
order characteristic modes of an arbitrarily shaped volume using analytical ex-
pression is of significant practical interest. Further, it allows to estimate the
attainable bandwidth (for sufficiently high radiation quality factors) without
neither prior design of the antenna physical structure nor location of the feeds.
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The goal of this section is the introduction of a few different expressions for
calculation of characteristic mode radiation quality factors and illustrate their
accuracy and usefulness.
Expression derived using electromagnetic field theory
In order to obtain characteristic mode radiation quality factors over broad range
of frequencies using the definition (3.38) and without taking recourse to any
ECM it is necessary to calculate separately the time averaged stored magnetic
and electric energies ⟨WM,m⟩ and ⟨WE,m⟩, respectively. Detailed derivation
using complex Poynting theorem and eq.(8-53) [92] is given in Appendix F.
The derivation results in the same expression as that shown in [96, 97]
Qrad,m(ω) = max

ω
4P0

Js,m
∂ X
∂ω
Js,m

S0
± λm
2

. (3.39)
The relation contains the derivative of the imaginary part of Z and the surface
current density Js,m integration over the surface S of a body and an eigenvalue
λm. In principle, use of (3.39) is not limited to a certain shape but can be
applied to an arbitrarily shaped volume. Illustrative examples, considered in
detail later in this section, show the practical application of the relation (3.39).
(3.39) remains a good approximation for small ka’s or sufficiently high values
of Qrad,m as noted in [96, 97].
Simplified expression for characteristic mode radiation quality fac-
tors
At first glance the expression (3.39) after [96, 97] exposes similarity to the
well-known expression by Geyi for [74]. After substitution of Xm = Rmλm,
(F.37) and (3.29) into (3.39) one obtains
Qrad,m(ω) =
ω
2Rm
max

∂ Xm
∂ω
± Xm
ω

, (3.40)
where the derivative ∂ Xm∂ω is defined by (F.37) (see Appendix F). (3.40) is
approximately the expression for the radiation quality factor given by Geyi
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in [74]. If the change of characteristic mode surface current density over fre-
quency is small then ∂ Xm∂ω ≈ ∂Xm∂ω and (3.40) can be expressed as
Qrad,m(ω) ≈ ω
2Rm
max

λm
∂Rm
∂ω
± λmRm
ω
+Rm
∂λm
∂ω

. (3.41)
Thus, in this case (3.41) requires only calculation of the derivative of charac-
teristic mode reactance not a derivative of the imaginary part of the operatorZ as in (3.39). (3.39) and (3.41) do not contain frequency derivative of the
real part of characteristic mode impedance as does the expression introduced
by Yaghjian in [71]. Therefore, both (3.39) and (3.41) remain only useful ap-
proximations which tend to break down in the vicinity of a resonance. The
approximation of the radiation quality factor for the mth characteristic mode
after [71], given by
Qrad,m(ω) =
ω
2Rm

∂Rm
∂ω
2
+

λm
∂Rm
∂ω
+ |λm| Rm
ω
+Rm
∂λm
∂ω
2
,
(3.42)
typically matches very well with numerical results. However, it can be shown
that in certain cases even this approximation of the bandwidth breaks down.
According to [71] the inverse of any of the following expressions for radiation
quality factor (3.39)–(3.42) leads to a useful approximation of the fractional 7
dB bandwidth for Qrad,m > 4. Numerical illustration of this fact is shown in
subsection 3.3.3.
Characteristic mode radiation quality factors at resonance
If the radiation quality factor is taken at resonance of a characteristic mode
then, (3.39) reduces to the expression given in [12]
Qrad,m,0 =
ωm,0
2
dλmdω

ω=ωm,0
, (3.43)
where ωm,0 denotes the resonance radian frequency of the mth characteristic
mode. The same result was given earlier by Harrington in [98]. Calculation of
the radiation quality factor only at resonance brings about very little informa-
tion. It only allows to compare radiation quality factors of different character-
istic modes against each other at their respective resonance frequencies. Values
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of radiation quality factors of the first few characteristic modes for typical mo-
bile phone form factors calculated using (3.43) were reported in [12]. The ma-
jority of them are in the interval [1, 5], thus estimation of characteristic mode
fractional 7 dB bandwidth as the inverse of the radiation quality factor is bur-
dened with high error [73] (see subsection 3.3.3). The radiation quality factor
at resonance provides a valid starting point for further discussion. The expres-
sion (3.39) remains much more useful in practical applications since typically
finding an estimate on the radiation quality factors is of interest for character-
istic modes significantly below their respective resonance frequencies.
3.3.3. Numerical examples
The goal of this subsection is to show the usefulness of expressions (3.39)–
(3.42) in obtaining characteristic mode radiation quality factors over a broad
frequency range and their mutual agreement or lack thereof. The illustrative
examples shall indicate the potential of the present analysis for predicting the
minimum radiation quality factor of antennas designed with respect to the sur-
face current density given by the characteristic modes on a given shape of the
body. Three canonical shapes are considered here for illustration.
Sphere
The radiation quality factor of the 1st capacitive characteristic mode was cal-
culated for the sphere using (3.39) and using approximate expressions given by
Geyi [74] (3.41) and Yaghjian [71] (3.42) applied based on the knowledge of
characteristic mode impedance defined by (3.27) (see Fig. 3.4, blue). The re-
sults are compared against the analytical expression given by Thal and Gustafs-
son [99, 100] (for TM10 spherical mode). Both of these analytical expressions
take into account energy stored inside the sphere surrounding a body. They
give approximately 1.5 times higher values of radiation quality factor than
that given by analytical expression introduced by Chu [75] and re-examined
by McLean [101] for linearly polarized lossless single mode antenna enclosed
in a sphere. Both numerical and analytical results are in good agreement for
ka < 0.65 (see Fig. 3.4). Note that according to [73] Thal’s and Gustafsson’s
expressions are applicable for ka < 0.65. The radiation quality factor of the 1st
capacitive characteristic mode attains its local minimum value at ka ≈ 1.4 and
local maximum value at ka ≈ 2.8, which correspond to a half-wavelength and
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full-wavelength resonances, respectively. In case of the 1st inductive charac-
teristic mode all estimates of the radiation quality factor produce significantly
different approximations from ka ≈ 1.25 to ka ≈ 2.8, where the latter value
corresponds to the half-wavelength resonance. For ka > 1 and small values
of radiation quality factor the results of (3.39), (3.41), and (3.42) mutually
disagree. Furthermore, for Qrad,m < 4 the inverse of the radiation quality
factor does not approximate the fractional 7 dB bandwidth [73]. This state-
ment can be shown to be true by means of the direct numerical calculation of
the fractional 7 dB bandwidth using lossless π-type circuit to match charac-
teristic mode impedance obtained from (3.27). Fig. 3.5 shows the comparison
between the fractional 7 dB bandwidth calculated, using the above described
numerical analysis, and that obtained as an inverse of the radiation quality fac-
tor after (3.39), (3.41), and (3.42). The maximum fractional 7 dB bandwidth
is about 0.7 at ka ≈ 1.25 (see Fig. 3.5, red). Analogous analysis, comparison
and observations can be performed for the 1st inductive characteristic mode on
the surface of the sphere (see Figs. 3.4, 3.5). Both analytical and numerical
analysis suggest that in order to achieve equal bandwidths of both considered
characteristic modes the electrical size of the sphere has to be approximately
in the interval ka ∈ [1.75, 1.9].
Cylinder
The radiation quality factor of the 1st characteristic mode for a cylinder, with
aspect ratio ℓd = 6, was calculated using (3.39) and compared against re-
sults obtained from (3.40) and (3.42) using beforehand calculated character-
istic mode impedance after (3.27). The results were compared against the
Gustafsson’s analytical expression [100, 102] for a cylinder with the same as-
pect ratio (see Fig. 3.6). All results are in good mutual agreement for ka < 1
(see Fig. 3.4). Within this range of ka the radiation quality factor of the 1st
characteristic mode is higher than 4, thus approximation of the fractional 7 dB
bandwidth as the inverse of the radiation quality factor remains valid.
Thin long wire
Fig. 3.7 shows characteristic mode radiation quality factors obtained using
(3.39) for the first three characteristic modes on a linear thin long wire over
broad range of ka. Fig. 3.7 shows that the numerical result for the 1st char-
acteristic mode is in an excellent agreement with Gustafsson’s analytical ex-
Characteristic Mode Bandwidths and Radiation Quality Factors 51
0 0.5 1 1.5 2 2.5 3
10−1
100
101
102
103
ka −→
Q
ra
d
−→
Qrad after Thal/Gustafsson (TM10)
Qrad after Thal/Gustafsson (TE10)
Fig. 3.4.: The radiation quality factorQrad of the 1st capacitive and inductive characteristic modes
on the sphere obtained using (3.39) (solid blue and teal) compared to Geyi’s [74] (dashed
blue and teal) and Yaghjian’s [71] (dotted blue and teal) expressions and analytical ex-
pression given by Thal and Gustafssson [99, 100, 102] for spherical modes TM10 (red)
and TE10 (magenta).
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Fig. 3.5.: The fractional 7 dB bandwidth of the 1st capacitive and inductive characteristic modes
on the sphere obtained using lossless matching with a π-type circuit (solid red and solid
magenta, respectively) and comparison to the results obtained using (3.39) (solid blue
and teal) and the comparison to Geyi’s [74] (dashed blue and teal) and Yaghjian’s [71]
(dotted blue and teal) expressions.
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Fig. 3.6.: The radiation quality factor Qrad of the 1st capacitive characteristic mode on a cylinder
with ℓ
d
= 6 obtained using (3.39) (solid blue), (3.40) (dashed blue), and (3.42) (dotted
blue), and comparison to the analytical expression given by Gustafssson [100, 102] for
spherical mode TM10 on a cylinder with the same aspect ratio (solid red).
pression [100, 102] for ka < 0.65. Higher order characteristic modes feature
significantly higher radiation quality factors.
Conclusions
The general conclusion is that aspect ratio of a body has direct impact on char-
acteristic mode radiation quality factors. An approximately one dimensional
body such as a thin electric dipole features very high aspect ratio thus the cur-
rent can flow only along the length of the dipole. Therefore, resonances occur
at mf1,0 where f1,0 is the resonance frequency of the 1st characteristic mode
and m ∈ M which can easily be seen in Fig. 3.7. It can be observed that the
characteristic mode radiation quality factors increase by about 100 with the
increase of the characteristic mode index m at ka = 1. The optimum, with
respect to the ratio of volume to the surface, is the sphere. For the sphere it
was shown in [97] that the radiation quality factor attains its minimum. In con-
clusion, use of characteristic modes in calculation of modal radiation quality
factor by means of (3.39) provides a valid starting point in design of electrically
small antennas and multiport antennas for MIMO application.
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Fig. 3.7.: The radiation quality factor Qrad versus electrical size ka for the first three capacitive
characteristic modes on a thin long wire ( ℓ
d
= 50) obtained using (3.39) (solid) and
the comparison to Geyi’s [74] (dashed) and Yaghjian’s [71] (dotted) expressions and to
analytical expression given by Gustafssson [100, 102] (red).
3.4. Excitation of Characteristic Modes
The theory of characteristic modes is of significant practical importance for
design of antennas if the desired set of characteristic modes can be excited.
The present section provides insight into the issue of effective excitation of
characteristic modes. Qualitative discussion of this subject uses the notion of
reaction integral. The dimensionless complex surface current density expan-
sion coefficients αm after (3.17) are given by
αm =
⟨Js,m|Eextan⟩S0
(1 + jλm)2P0
. (3.44)
The term ⟨Js,m|Eextan⟩S0 (the reaction integral) contains the modal surface cur-
rent density and the impressed external field as would be present over the sur-
face of the chassis in absence of the chassis. By reciprocity, the reaction inte-
gral can be expressed as
⟨Js,m|Eextan⟩S0 =
y
V (Jex)
EmJ
ex dV, (3.45)
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where the characteristic mode electric field Em produced by Js,m alone in
the absence of the chassis and the current density Jex is an impressed current
density in the volume outside of the conducting body. The reaction integral
for the actual structure can be written (by means of reciprocity and assuming
delta-gap source [103]) as
⟨Js,m|Eextan⟩S0 = −umiex, (3.46)
where um is the voltage at the feed of a coupler due to the impressed sur-
face current density Js,m for zero current at the feed. Eextan is the actual field
distribution due to a point like source current iex on the body (including cou-
plers). The excitation of the characteristic mode is obviously proportional to
um. Determination of a suitable type of coupler and its optimum location so
as to maximize um is subject of the next two subsections.
3.4.1. Fictitious capacitive coupler
For a small fictitious capacitive coupler (i.e. capacitive plate without a feed
structure) um is the voltage at the feed of a coupler when the coupler is not
connected to the chassis (only an impressed current iex flowing from body into
the coupler is considered) (see Fig. 3.8a). The voltage um can be obtained from
the local (near-field) electric field Em of a characteristic mode. In order for a
capacitive coupler to strongly excite the mth characteristic mode the coupler
has to be placed where the voltage um is the maximum under the constraint
for coupler’s distance from the chassis. The reaction integral for capacitive
couplers becomes maximum if the plate has a shape of an equipotential surface
(see Fig. 3.8a, blue lines) and is placed near the maximum of the modal charge
density. The larger the distance of the capacitive plate from the chassis the
higher the voltage um. Further, assuming now that the coupler is no longer
fictitious but is connected to the chassis via feed and a real current source
is used (see Fig. 3.9a), the reaction increases with frequency and area of the
plate. In other words the volume V occupied by a capacitive coupler should
be maximized. However, the volume for antennas in small mobile wireless
devices is usually constrained so that even a trade-off between the area and the
distance cannot be exploited as both parameters are often fixed. Qualitative
discussion of optimum capacitive coupler placement, supported by numerical
examples, was given in [12]. The numerical evaluation of the voltage um and
subsequently radiation resistance of a fictitious coupler RFCm are shown in the
subsection 3.4.3 for the example of a 60×120 mm2 smartphone ground plane.
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Fig. 3.8.: Simple representation of fictitious couplers (a) small capacitive coupler (plate) and (b)
small inductive coupler (loop) at small distance from a conducting body on which char-
acteristic modes were obtained. Simple graphic representation of an electric field (red
arrows) and its potential (blue lines), and magnetic field (green circles) of the 1st char-
acteristic mode are shown under local gradient field approximation.
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Fig. 3.9.: Three different state of the art types of couplers: (a) capacitive coupler (capacitive plate),
(b) inductive coupler (current loop) used in conjunction with smartphone chassis as
shown in [19, 20, 22, 21], and (c) inductive coupler introduced in [104] for clamshell
phones.
For design of multiport antennas it is necessary to identify the locations of
couplers so as to either selectively excite the desired characteristic modes or to
be able to effectively excite orthogonal superpositions of characteristic modes.
3.4.2. Fictitious inductive coupler
A fictitious inductive coupler (thin wire loop along the contour C = ∂S) with
impressed current iex along the orientation of C is shown in Fig. 3.8b. −um is
the voltage induced in the loop by magnetic fieldHm of the mth characteristic
model. The reaction integral for an inductive couplers becomes maximum if
the loop is placed in the maximum of modal magnetic flux and properly ori-
ented. Inductive couplers are capable of exciting both inductive and capacitive
characteristic modes. Reverting to a “real” inductive coupler (see Fig. 3.9bc),
where the loop is connected to the chassis, excitation of capacitive character-
istic modes using practical inductive couplers was shown in [104] and more
recently in [19, 20, 21, 22]. An inductive coupler can also be realized as a
slot in the conducting body. The slot has to be placed near a maximum of
the surface current density of the characteristic mode which is to be excited.
Moreover, the area of the slot has to be maximized in order to strongly excite
the desired characteristic mode. Obviously, while maximization of the length
of a slot may not be an issue, width is typically constrained in case of mobile
wireless devices.
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3.4.3. Radiation resistance of fictitious couplers
Theory
In the previous section a qualitative discussion of an optimum coupler place-
ment based on the notion of reaction integral and assuming idealized fictitious
couplers was given. In this section the goal is to provide a quantitative descrip-
tion of interaction between fictitious couplers and the chassis. For a single fic-
titious coupler (see Fig. 3.8) the real part of its self-impedance is the radiation
resistance. To simplify the discussion assume that the coupler in question is a
capacitive coupler. According to the statements given in the previous section
it shall be placed in an equipotential surface at some distance from the chassis.
A current is impressed but no feed structure is considered. If all characteristic
modes under consideration are scaled to P0 after (3.13) then the power radiated
by the mth characteristic mode Prad,m is given by
Prad,m = P0 |αm|2 = P0
 ⟨Js,m|Eextan⟩S0(1 + jλm)2P0
2 = |⟨Js,m|Eextan⟩S0 |2(1 + λ2m)4P0 . (3.47)
With the reaction integral given by (3.46) one obtains
Prad,m =
|um|2
(1 + λ2m)2P0
1
2
|iex|2 . (3.48)
This expression allows to identify the contribution of the mth characteristic
mode to the radiation resistance of a fictitious coupler as
RFCrad,m =
1
(1 + λ2m)
 um√2P0
2 , (3.49)
where the superscript “FC” denotes fictitious coupler. The total radiated power
is the sum of modal contributions (3.20) which implies that
RFCrad =

m
RFCrad,m, (3.50)
i.e. the radiation resistance of a fictitious coupler is the sum of contributions
from a number of characteristic modes. Expression (3.49) makes explicit that
RFCrad,m depends on frequency via eigenvalues λm and voltages um (near field).
The radiation resistance of a fictitious coupler is proportional to the magnitude
squared of the modal voltage um and attains the maximum at resonance ωm,0.
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Fig. 3.10.: 60 × 120 mm2 ground plane with a coordinate system used in calculation of charac-
teristic mode near-field electric fields, voltages and radiation resistances of a fictitious
capacitive coupler.
However, it is important to note that λm and um are not independent quan-
tities. um has to be obtained from line integral and contour integral of the
near-field electric field Em for a capacitive coupler and an inductive coupler,
respectively. An illustrative numerical example with important notes related to
the practical application of (3.49) and its limitations are given later in the next
subsection.
Numerical Example
As an example for calculation of modal voltage um and radiation resistance
RFCm , using (3.49), consider a 60× 120 mm2 ground plane of a typical smart-
phone. Computation of both quantities allows to illustrate criteria for place-
ment of capacitive couplers. The center of the coordinate system is located in
the geometric center of the ground plane. The x-axis is perpendicular to the
width of the chassis while y-axis is perpendicular to the length of the chassis
(see Fig. 3.10). The near-field electric field E1 of the first capacitive charac-
teristic mode was obtained in the vicinity of the chassis along the y-axis over a
set of distances d of the fictitious capacitive coupler from the short edge of the
ground plane. The voltage u1(d), due to this characteristic mode,
u1(d) =
x0+d
x0
E1 dx (3.51)
was calculated along the y-axis at 900 MHz (see Fig. 3.10) for various distance
d of a fictitious capacitive coupler from the ground plane (see Fig. 3.11a). It is
apparent that the larger the distance d of the capacitive coupler from the edge
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of the chassis the higher the voltage. However, this increase is not linear with
distance. It is most rapid over the distance of the first few millimeters from the
chassis. The larger the distance from the ground plane, the less significant the
increase of the voltage becomes. For an infinitesimally thin sheet the voltage
u1 is given by u1 ∼ ℜ(
√
x+ j z). In the case under study z = 0 (u1 is obtained
in the xy plane), therefore the modal voltage is approximately proportional to
the square root of the distance x. This fact can also be read from the numer-
ical results (see Fig. 3.11). The results also indicates that it is sufficient for a
fictitious capacitive coupler to be located at a distance corresponding to about
one-tenth of the length of the ground plane to obtain high voltage u1 (hence the
term small coupler). An other useful observation is that the voltage increases
when moving from the center of the short edge to the corners of the chassis.
This is to be expected since the surface charge density is the maximum at the
corners. Therefore, the optimum coupler placement and the feed with respect
to the maximization of the voltage u1 and in turn maximization of the reaction
integral after (3.46) is in the four corners of the chassis [12, 13, 15].
According to (3.49) the radiation resistance of a fictitious capacitive coupler
placed at the equi-potential surface is proportional to the sum of the square
magnitudes of the modal voltages um. At 900 MHz contribution of the 1st
capacitive characteristic mode among all other characteristic modes to the ra-
diation resistance is the most significant (see Fig. 3.11b). From the sum of the
first 24 characteristic mode’s radiation resistances it is apparent that the con-
tribution of the higher order characteristic modes to the radiation resistance is
small but becomes more prominent when moving from the center of the short
edge toward corners of the ground plane (see Fig. 3.11b, red curve). The ra-
diation resistance increases approximately in a linear fashion with distance d
of the coupler from the chassis. In practice, a realistic, small coupler is con-
nected to the chassis via feed which changes both the voltage u1 and impressed
current iex in the reaction integral rendering the present analysis insufficient.
However, this does not invalidate the general principles of the analysis and its
basic conclusions. Realistic small capacitive coupler comprising 1 × 9mm2
strip, where 1mm is left for source placement, is shown in Fig. 3.12b. Ex-
tensive FDTD simulations, where position of the coupler along the short edge
of the ground plane y was a parameter of the analysis (from y = −30mm
to y = 30mm), were performed. The values of realistic capacitive coupler
radiation resistance, obtained using FDTD simulations, over parameter y are
in a good agreement with values of radiation resistance of a fictitious coupler,
obtained using (3.50) by considering the first 24 characteristic modes, for y
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Fig. 3.11.: (a) Voltage |u1| and (b) radiation resistance RFCrad of a fictitious capacitive coupler
due to the 1st characteristic mode on 60 × 120mm2 plate at 900 MHz (blue).
The coupler is located along the short edge of the ground plane and at separation
d ∈ {2, ..., 10}mm. The total radiation resistance of a fictitious capacitive coupler
as a sum taken over the first 24 characteristic modes (red). For comparison the radia-
tion resistance of an extremely small capacitive coupler after Fig. 3.12b obtained using
FDTD simulation is given (teal).
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fictitious capacitive coupler
points at whichEm are found
(a) fictitious capacitive coupler
port
pin
(b) realistic, small capacitive coupler
Fig. 3.12.: (a) fictitious capacitive coupler and points at which near-field electric field of character-
istic modes are obtained and (b) realistic small coupler (pin) connected to the 60× 120
mm2 ground plane via feed.
from −20mm to 20mm (see Fig. 3.11b, teal and red). The reactance of the
pin connected to the chassis can be approximated in terms of self-capacitance
of a short strip since the self-inductance is negligible in comparison. However,
its calculation is not necessary since it provides very little information. As
discussed earlier the radiation resistance brings about much more insight into
proper placement of a coupler.
In order to investigate how different characteristic modes contribute to the radi-
ation resistance of a fictitious capacitive coupler over the frequency range from
0.5GHz to 3GHz a fictitious coupler location relative to the ground plane was
fixed to x0 + d = 70mm and y0 = 0mm (see Fig. 3.12a). The distance
of a fictitious coupler from the ground plane was assumed to be d = 10mm
so that the line integration of characteristic mode near-field electric fields was
performed from x0 to x0 + d using (3.51). Also, the total radiation resistance
as a sum of contributions from the first 24 characteristic modes was calculated
and compared against the radiation resistance obtained using FDTD simula-
tion of a realistic small coupler shown in Fig. 3.12b. The results are brought
together in Fig. 3.13. It is interesting to note that near 1GHz the 1st capacitive
characteristic mode contributes 90% of the total radiation resistance. At about
2.1GHz the 4th characteristic mode contributes about 50% to the total radia-
tion resistance. The higher order characteristic modes have small contributions
to the total radiation resistance of a capacitive coupler.
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Fig. 3.13.: Characteristic mode radiation resistances of the first few characteristic modes to the
radiation resistance of a fictitious capacitive coupler after Fig. 3.12a and comparison to
the radiation resistance of the extremely small coupler (1×9mm2 pin) after Fig. 3.12b
obtained using FDTD. Both fictitious coupler and pin are placed at the center of the
short edge of the 60×120mm2 ground plane. Above the plot surface current densities
of the 1st and the 4th characteristic modes are shown.
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3.5. Equivalent Circuit Models of Characteris-
tic Modes and Couplers
The goal of the present section is introduction of physics based ECMs for char-
acteristic modes and further development of ECMs of capacitive or inductive
couplers. As opposed to the use of more or less generic equivalent circuits
whose elements are just numerically fitted so as to reproduce simulated or
measured scattering parameters [87] equivalent circuit models shown in the
present paper provide physical insight and allow to explore the limits of attain-
able performance. The elements of a physics based equivalent circuits are, as
far as possible, obtained from easily calculated descriptive quantities of charac-
teristic modes and from coupler’s geometry. Further, a good understanding of
the coupling between the chassis and couplers placed on it remains a relevant
aspect and is explored here using ECMs.
3.5.1. ECMs of characteristic modes
Knowledge of the characteristic mode impedances (see section 3.2) allows to
construct ECMs of characteristic modes which can further be used in develop-
ment of ECMs of capacitive and inductive couplers. The goal of the present
section is to illustrate how to construct these ECMs based on two examples.
In order to illustrate usefulness of characteristic mode ECMs a 120× 60 mm2
plate corresponding to the size of the ground plane of a typical smartphone is
considered. The impedance of the 1st characteristic mode is obtained using
(3.27) (see Fig. 3.14, solid red). The radiation resistance R1 increases approx-
imately with the square of frequency within a limited frequency range. The
radiation quality factor of the 1st capacitive characteristic mode at resonance
frequency f1,0 = 1.11GHz is found to be Q1,0 = 1.3 and radiation resis-
tance R1,0 = 26 Ω for 2P0 = 1 W. The reactance can be approximated by
a series connection of L1 = 4.8 nH and C1 = 4.27 pF. The ECM of the 1st
capacitive characteristic mode is the second order high pass circuit after [95],
which comprises shunt RL circuit with series capacitance C (see Fig. 3.15).
The values of ECMs which model the 1st characteristic mode impedance are
given in Tab. 3.1. Both ECMs represent the impedance of the 1st characteristic
mode very accurately (see Fig. 3.14, dashed blue). Note that for higher order
characteristic modes systematic design of ECMs based on template functions
given in [95] is feasible. However, further discussion with regards to physics
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Fig. 3.14.: Impedance of the 1st capacitive characteristic mode on 60× 120 mm2 plate obtained
using (3.27) (solid red) and its approximation (dashed blue) using ECM shown in
Fig. 3.15 with values given in Tab. 3.1.
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R1(ω) = RL2ω2
R2 + (ωL)2
(3.52)
and
X1(ω) = ωR2L
R2 + (ωL)2
− 1
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(3.53)
Fig. 3.15.: ECM of the 1st capacitive characteristic mode. The ECM comprises shunt connection
of resistance R and inductance L, and a series capacitance C. The input impedance of
the circuit Z1 approximately matches the impedance of the 1st characteristic mode Z1
calculated using (3.27) over a broad frequency range. V ex is the modal voltage which is
actually present for the given excitation and I1 the corresponding actual modal current.
Tab. 3.1.: Element values of the second order high pass equivalent circuit model for the 1st capac-
itive characteristic mode after [95], shown in Fig. 3.15.
element unit CM1
R Ω 65.3
L nH 7
C pF 4.43
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Fig. 3.16.: Illustration of an interaction between capacitive coupler and the 1st characteristic chas-
sis mode and a simple circuit representation of this interaction.
based ECMs of couplers is intentionally constrained to the 1st characteristic
mode in order to expose the basic behavior of couplers.
3.5.2. ECM of capacitive coupler
Consider a capacitive coupler of dimensions 10 × 60 mm2. It is a vertical
plate connected to the 60× 120 mm2 ground plane via 9 mm long pin and the
feed. The coupler is placed in front of the short edge of the ground plane (see
Fig. 3.16, left). For the purpose of fundamental understanding of the relation
between the basic geometry of the coupler–ground plane arrangement circuit
elements R1(f), L1, C1 and Cc are drawn so as to correspond to the complete
antenna physical structure. Further, based on the location of feed relative to
the circuit elements a basic circuit model of the coupler is constructed (see
Fig. 3.16, right). Cc is the coupling capacitance which models an interaction
between the coupler and the 1st characteristic mode. Cf is the capacitance seen
at the coupler’s feed.
Excitation of the 1st characteristic mode on the ground plane using a capacitive
coupler amounts to “tapping” the capacitive part of the characteristic mode’s
impedance. The capacitive coupler intercepts major part of the electric flux of
the 1st characteristic mode. The ECM of the “tapped” 1st characteristic mode
is a shunt RLC circuit with values of RE, LE and CE given in Fig. 3.18.
The arrangement, comprising the chassis and the coupler, can be considered
as a transmission line when looking at it from the side. Therefore, the ca-
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Fig. 3.17.: Equivalent circuit model of the capacitive coupler after Fig. 3.16b. Cc (coupling capac-
itance) and ℓ (“effective length” of the coupler) are the only optimization parameters.
pacitance Cf present in the basic circuit model (see Fig. 3.16) is replaced by
a transmission line. The line impedance of this transmission line was found,
using quasi-static electromagnetic analysis, to be Z0 = 175.5 Ω. The pin con-
necting capacitive plate to the chassis features self inductance which can be
approximated by [105]
Lfeed =
2d
cm

ln

2d
r

− 1

nH, (3.54)
where r is the radius and d the length of the pin. For r = 0.05 cm and d =
1 cm the self inductance of a pin equals Lfeed = 5.38 nH. The length ℓ
of the transmission line corresponds to the “effective length” over which the
coupling occurs. Cc and ℓ are the only optimization parameters in the ECM.
In order to find Cc and ℓ an optimization was performed from 0.5GHz to
1.2GHz to finally fit the ECM to the result of FDTD simulation (see Fig. 3.17).
The model not only delivers correct frequency dependency (see Fig. 3.18a)
but almost all elements can be directly calculated from modal quantities and
coupler’s geometry. Further, the equivalent circuit model can be used to predict
the behavior of the coupler when changing its basic geometry. For instance the
distance of the capacitive plate from the edge of the ground plane, i.e. the
width of the transmission’s line slot w has an impact of the line impedance Z0.
Increase of the distance of a capacitive plate from the ground plane leads to
increase of the radiation resistance. The ECM models this by increase of the
line impedance.
Characteristic Mode Based Antenna Design 67
0.2 0.5 1 2 5
0
0.2
0.5
1
2
5
−0.2
−0.5 −1
−2
−51.2 GHz
FDTD
ECM
TABLE I
THE VALUE OF COUPLING CAPACITANCE IS
Cc = 1.18 pF.
element unit CM 1
RE Ω 60.5
LE nH 5.5
CE pF 5.43
element unit Coupler
Z0 Ω 175.5
ℓ cm 1.3
Lfeed nH 5.4
Fig. 3.18.: Comparison between the input impedance of the capacitive coupler on the 60 × 120
mm2 ground plane obtained using FDTD (solid red) and the input impedance predicted
by the ECM (dashed blue) after Fig. 3.17.
3.6. Characteristic Mode Based Antenna De-
sign
The purpose of the present section is introduction of the systematic approach
to design multiport antennas. In a first step the notions of an unperturbed and
a perturbed structures are introduced. Further, it is shown that the surface cur-
rent density expansion coefficients are not appropriate for finding the relation
between characteristic modes and radiation modes. To overcome this obsta-
cle the far-field electric field expansion coefficients for the perturbed struc-
ture are defined and it is shown that calculation of these coefficients leads to
a meaningful relation between the characteristic modes and radiation modes
and subsequently to a design approach. The theoretical aspects of the design
approach are outlined in the present section, whereas its application is shown
in section 3.7.
3.6.1. Unperturbed versus perturbed structure
So far in all presented material it was silently assumed that an arbitrarily shaped
body itself is the only element under considerations for the purpose of charac-
teristic modes computation. For further discussion it is necessary to define the
unperturbed structure and the perturbed structure.
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Characteristic mode analysis is initially applied to the bare chassis of a de-
vice in which all exciters i.e. inductive couplers (slots) and capacitive cou-
plers (plates) are intentionally dismissed. Computed characteristic modes cor-
responds to an unperturbed structure. Since the basic properties of character-
istic modes of moderate order depend mainly on the large scale features of the
geometry, the analysis of the unperturbed structure yields a valid starting point
for further considerations. Exciters are to be introduced later so as to approx-
imately accommodate the surface current density of the desired characteristic
modes to be excited.
An unperturbed structure refers to a body which does not contain any external
couplers or does not include any other significant changes made to the basic
shape of the body. Inclusion of external couplers or introduction of signif-
icant changes to the shape of the body may changes resonance frequencies
and surface current densities of characteristic modes. However, if couplers
and modifications of the body are small as compared to size of the body and
the wavelength then the perturbation can be considered negligible. Fictitious
couplers (see Fig. 3.8), described in the previous section, relate to the ideally
unperturbed structure. In any case a body featuring external realistic couplers
or small modifications to its basic shape (e.g. slots) (see Fig. 3.9) it is referred
to as perturbed structure.
3.6.2. Expansion coefficients for the unperturbed
structure
The far-field electric field is related to the surface current density via
E(r) = −jη0 e
−jkr
4πkr

k ×
{
r′∈S
Js(r
′)ejkr
′
dS

× k, (3.55)
where k is the propagation vector along the direction of r, k = |k| is its
magnitude and η0 = 377 Ω is the free space impedance. Note, that (3.55) can
be rewritten for the mth characteristic mode. The inner product between the
electric field of the mth characteristic mode Em and the total electric field E
yields
⟨Em|E⟩S∞ = ⟨Em|

n
αnEn⟩S∞ = 2P0η0αnδmn, (3.56)
where the subscript S∞ indicates integration over the far-field sphere surround-
ing the conducting body and the complex expansion coefficients αm are the
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same as in (3.17). The far-field electric field expansion coefficients are given
by [98, 93]
αm =
1
2P0η0
⟨Em|E⟩S∞ . (3.57)
Due to orthogonality of the characteristic modes both surface current density
expansion coefficients and far-field electric field expansion coefficients are the
same for the same structure.
3.6.3. Expansion coefficients for the perturbed struc-
ture
In order to find which characteristic modes are strongly excited due to electric
field Eex generated by Jex (see section 3.4) the expansion coefficients have to
be calculated using the relation
βm =
1
2P0η0
⟨Em|E′⟩S∞ , (3.58)
where E
′
is the total electric field of the perturbed structure (i.e. the struc-
ture with the coupler). Since βm can be calculated only if an exciter is present
the expansion into the characteristic modes of the original conducting body
corresponds to determination of an equivalent source current density, i.e. the
contribution of the exciters is mapped to characteristic modes. The actual sur-
face current density on the conducting body is not the superposition of the
characteristic modes with the calculated coefficients. Note, that for clarity the
βm are normalized in the same way as αm in (3.13).
3.6.4. The relation between radiation modes and char-
acteristic modes
Aiming at a systematic design procedure for multiport antennas it is necessary
to establish relations between characteristic modes and radiation modes. To
that end consider (3.58) for a P -port antenna system. If an excitation is ap-
plied to the pth port (remaining ports matched) the per port electric fields for
the perturbed structure E
′
P,p associated with this port can be represented as
linear superposition of electric fields of radiation mode E
′
R,n with coefficients
υpn, where index n refers to a particular radiation mode. Then, electric field
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expansion coefficients βmp which represent projection of characteristic mode
electric fields EC,m (unperturbed structure) on E
′
P,p (perturbed structure) are
given by
βmp =
1
2P0η0
⟨EC,m|E′P,p⟩S∞ =
1
2P0η0
⟨EC,m|

n
υpnE
′
R,n⟩S∞ . (3.59)
Note that υpn are, in general, complex coefficient which remain fixed once the
feed locations are chosen. Further steps in the derivation yield
βmp =

n
υpn
1
2P0η0
⟨EC,m|E′R,n⟩S∞ =

n
ξmnυpn, (3.60)
where ξmn denotes electric field expansion coefficient which is the far-field
projection of electric field of the mth characteristic mode (unperturbed struc-
ture) on the electric field of the nth radiation mode (perturbed structure).
3.6.5. Systematic design procedure
In order to simplify further discussion on (3.60) assume that the location of
couplers on the conducting body is fixed (this assumption corresponds to fre-
quent practical design constraint of antenna placement in small mobile wireless
devices). This assumption renders the projection ofE
′
R,n onE
′
P,p, and thus all
coefficients υpn, fixed. These coefficients are entries of the unitary matrix V
after (2.21). Through design of radiation modes using characteristic modes,
i.e. proper choice of coefficients ξmn in (3.60) it is possible to achieve the
desired mapping of characteristic modes to ports described in terms of coef-
ficients βmp. Specifically, two systematic approaches for design of multiport
antennas are possible. Couplers are placed to either interact with disjoint sub-
sets of characteristic modes or in such way so that the characteristic modes
which are excited by pth coupler superimpose to (nearly) zero sum of coeffi-
cients at any other coupler. As an example of the first design approach consider
two couplers exiting characteristic modes of opposite symmetry. An example
of the second design approach is 2-port MIMO antenna for laptop presented
in [106, 107]. The design aspects are described in more detail in the section 3.7
of the present chapter whereas the prototype is outlined in Chapter 6.
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Fig. 3.19.: Modal power factors, given in dB scale, of the first 40 characteristic modes for a laptop
chassis over LTE low-band frequency range. Characteristic modes are numbered in the
sequence of decreasing modal power factor at 950 MHz.
3.7. Design of Multiport Antennas for Laptops
In the present section the theory from section 3.6 is applied to introduce the de-
sign of a broadband multiport antenna system for laptops. The goal is to con-
struct radiation modes from characteristic modes using the design procedure
outlined in the previous section. Early work on the subject of 2-port MIMO an-
tenna design for LTE low-band was described in [108]. The solution features
two couplers, on placed at the top of the lid and the other connects the lid with
the base part. Both couplers excite different superpositions of characteristic
modes which are mutually orthogonal. The design features high isolation be-
tween two ports and high total per port efficiencies. However, an approach to
design multiport antenna for laptops, described in the present section, utilizes
only a slot between the lid and the base part, which is an inherent feature of lap-
tops, for placement of exciters and conductive strips both of which electrically
connect the lid with the base part.
A 15.4” laptop comprising 250× 350× 20 mm2 base part and 250× 350× 10
mm2 lid without any slot between the two parts is initially considered. Char-
acteristic modes are computed for this unperturbed structure (see section 3.6).
Inspection of Fig. 3.19 reveals that many characteristic modes in the LTE low-
band frequency range (from 704 MHz to 940 MHz) with high modal power
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factors (3.26) are available. They can potentially be excited on the chassis of
a laptop provided that a proper coupler is used. However, selective excitation
of particular characteristic modes is difficult. A solution where different super-
positions of characteristic modes which are mutually orthogonal are excited in
LTE low-band is more practical. Note, that displaying modal power factors
instead of eigenvalues is particularly useful for an electrically large structures
where many characteristic modes feature low magnitude eigenvalues.
Examination of the surface current density of some the most significant charac-
teristic modes on the laptop chassis in LTE low-band frequency range reveals
that they can be divided according to the symmetry plane of the laptop chassis.
For instance the surface current densities of the 6th and the 11th characteris-
tic mode (see Figs. 3.20 and 3.21) are tangential to laptop’s symmetry plane.
Therefore, the symmetry plane in this case can be associated with a magnetic
wall. The surface current densities of the 8th and the 9th characteristic modes
(see Figs. 3.22 and 3.23) are normal to the symmetry plane. Hence, this plane
can be substituted for by an electric wall. Two orthogonal subsets of character-
istic modes are identified. This can be expressed as
J (Σ)s ∈ {...,Js,6, ...,Js,11, ...}, (3.61)
and
J (∆)s ∈ {...,Js,8, ...,Js,9, ...}, (3.62)
where J (Σ)s and J
(∆)
s are subsets of characteristic mode surface current densi-
ties here referred to as common (superscript Σ) and differential (superscript ∆)
mode subsets, respectively. These observations of characteristic mode surface
current density symmetries are important for a proper realization of exciters
and their placement. The optimum location of the exciters for either subset of
modes is easy to identify from characteristic mode surface current densities.
Two current sources are required so as to excite subsets J (Σ)s and J
(∆)
s . To
maximize the reaction integral (3.45) the exciters have to be placed where the
two subsets of characteristic mode surface current densities attain their respec-
tive maxima. The slot between the lid and the base part of the laptop, which
is an inherent feature of laptops, is taken advantage of. Two exciters, both of
which connect lid with the base part of a laptop, are placed symmetrically as
shown in Fig. 3.24. Two conductive hinges that connect lid and the base part
are placed symmetrically in the slot near the laptop’s symmetry plane. Their
purpose is to close the current loops generated by the two exciters. In order to
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✠ symmetry plane
Fig. 3.20.: Vector plot of the surface current density of the 6th characteristic mode on the laptop
chassis at 850 MHz.
✠ symmetry plane
Fig. 3.21.: Vector plot of the surface current density of the 11th characteristic mode on the laptop
chassis at 850 MHz.
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✠ symmetry plane
Fig. 3.22.: Vector plot of the surface current density of the 8th characteristic mode on the laptop
chassis at 850 MHz.
✠ symmetry plane
Fig. 3.23.: Vector plot of the surface current density of the 9th characteristic mode on the laptop
chassis at 850 MHz.
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Fig. 3.24.: Simple CAD model of a laptop with locations of two conductive hinges and two
ports [106].
separately excite characteristic modes of opposite symmetries an even and odd
more excitation has to be provided. Simultaneous excitation of both subsets of
characteristic modes can be accomplished using a 180◦ hybrid.
The above approach illustrates systematic construction of radiation modes
from characteristic modes which are taken from mutually orthogonal subsets.
Two sets of electric field expansion coefficients, computed using (3.58), cor-
responding to the common mode and the differential mode excitation of two
couplers are disjoint (see Fig. 3.25). The common mode (Σ) is the superpo-
sition of characteristic modes marked in red, whereas the differential mode
(∆) is the superposition of characteristic modes marked in blue. The results
reveal that different superposition of the characteristic modes (subsets) con-
tribute to different radiation modes (both subsets are disjoint) which indicates
that both superpositions of the characteristic modes are mutually orthogonal.
Note, that in order to map radiation modes to external ports an additional 180◦
hybrid is required. The cumulative sum suggests that the first 15 characteristic
modes contribute about 80 % of the power radiated by the antenna. Remain-
ing higher order characteristic modes make only small contributions to the to-
tal radiated power. Moreover, the contributions to the total radiated power
of the four characteristic modes, whose surface current densities are given in
Figs. 3.20, 3.21, 3.22 and 3.23, are nearly equal.
The outlined solution is not the only one possible. Use of a 180◦ hybrid to
simultaneously and independently excite both radiation modes is not required
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Fig. 3.25.: Squared magnitude of the electric field expansion coefficients (|βm|2) and its cumula-
tive sum function over the first 55 characteristic modes at 850 MHz for the common
mode (Σ) and differential mode (∆) excitation [106].
in this design. The optimization of the position of hinges and exciters requires
consideration of the power scaled electric fields EP,1 and EP,2 generated by
the excitation at port 1 and port 2, respectively. These fields are linear su-
perpositions of scaled to P0 electric fields E
′
Σ and E
′
∆ related to radiation
modes [68], i.e. common mode and differential mode, respectively
E
′
P,1 = αΣE
′
Σ + α∆E
′
∆ and E
′
P,2 = αΣE
′
Σ − α∆E
′
∆, (3.63)
where αΣ and α∆ are coefficients. The design goal, i.e. achieving orthogonal-
ity between E
′
P,1 and E
′
P,2 requires
⟨E′P,1|E
′
P,2⟩ = 0 which yields |αΣ| = |α∆| =
1√
2
. (3.64)
Electric field expansion coefficients, given by (3.58), were calculated in order
to illustrate the design principle of operation and to show the validity of (3.64).
It is apparent, from joint inspection of Fig. 3.25 and Fig. 3.26, that (3.64) is ful-
filled i.e. the power delivered to each port is distributed nearly equally between
radiation modes. Therefore, per port excitations excite two nearly orthogonal
superpositions of radiation modes or equivalently two nearly orthogonal su-
perpositions of characteristic modes. The latter refers to the fact that the sum
of electric field expansion coefficients from both ports is approximately zero.
Note that these coefficients are complex so that their phases play an important
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Fig. 3.26.: Squared magnitude of the electric field expansion coefficients (|βm|2) and its cumu-
lative sum function over the first 55 characteristic modes at 850 MHz for per port
excitation [106].
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Fig. 3.27.: Detailed look at the slot between the lid and the base part of a laptop with additional
L-shaped stubs [106]. All dimensions are given in mm.
role in illustration of orthogonality between two superpositions of characteris-
tic modes.
The complete multi-band 2-port MIMO antenna system, optimized for LTE
low-band and LTE mid-band and WLAN (2.4 GHz), is shown in Fig. 3.27.
The per port return loss and isolation for an initial design after Fig. 3.24 which
cover LTE low-band is shown in Fig. 3.28 (dashed lines). In order to obtain
match in multiple bands simultaneously the L-shaped stubs were introduced.
They provide additional resonance at 2.45 GHz and act as a capacitive load at
around 1.75 GHz thus allowing the antenna to be matched in LTE mid-band
(from 1710 MHz to 2170 MHz) and WLAN frequency bands. The antenna
system features higher than 20 dB isolation between the ports and return loss
within the 7 dB specification for all bands of interest (see Fig. 3.28, solid lines)
which confirms that (3.64) is satisfied to a good approximation. Here, only
starting considerations are made with regards to the present design. Detailed
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Fig. 3.28.: Per port RL and isolation versus frequency for the 2-port MIMO antenna system after
Fig. 3.24a (w/o L-shaped stubs, dashed lines) and after Fig. 3.27 (with L-shaped stubs,
solid lines) [106].
optimization of the design and measurements of the prototype are given in
Chapter 6.
In theory, the above described design approach can be extended to realize an
N -port antenna system using N couplers and N − 1 conductive hinges which
connect lid with the base part of a laptop [109]. By changing relative position
of the conductive hinges and couplers along the slot between the lid and the
base part it is possible to tune an N -port antenna to the desired frequency
bands. However, it is necessary to note that an increasing number of couplers
is accompanied by a decrease of usable TMRL bandwidth.
It is worth noting that historically also other types of mobile wireless devices
feature a slot that separates two ground planes. Namely, the folder- (clamshell)
and slider-type mobile phones. A broadband and multi-band single-port an-
tenna solutions for a such platforms were the subject of extensive research in
the past, e.g. [104]. Use of slots, however not practical, is frequently proposed
for other types of devices e.g. a bar-type mobile phone form factor. How-
ever, due to battery placement and its significant real estate consumption these
solutions have to be considered as academic exercises only.
Chapter 4
Multiport Matching
Networks
The present chapter deals with multiport matching networks. In practice char-
acteristic modes (see Chapter 3) often can not be directly mapped to external
ports of the antenna system. Also, superpositions of characteristic modes,
which are accessible at different ports, are in general not mutually orthogonal.
Finally, impedance is of concern.
The present chapter starts from definitions of matching, decoupling and mode
decomposition. Next, an overview of existing design techniques to achieve
match and realize mode decomposition is given. Moreover, two newly pro-
posed, advantageous systematic design approaches, the first for designing mul-
tiport matching networks and the second for designing Mode Decomposition
Networks (MDNs) are introduced.
4.1. Definitions
The fundamental goal in design of multiport antennas is to achieve high total
multiport efficiency and low modal efficiency imbalance over the desired band-
width. In order to achieve this goal it is necessary to obtain an approximately
diagonal radiation matrix of the antenna R. For the purpose of a further dis-
cussion assume that the antenna is lossless and features scattering matrix S.
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The power balance relation, given for a lossless antenna by
R = I− S†S (if lossless) (4.1)
(see Chapter 2 subsection 2.2.3), implies that a diagonal radiation matrix can
be obtained using three different ways defined below.
Multiport match is defined as rendering all elements of the scattering matrix
zero, i.e. S = 0. Match leads to a diagonal radiation matrix which in case of a
lossless antenna system impliesR = I via the power balance relation (2.23). It
leads simultaneously to “per port” match and high isolation between all ports.
Match defines the most general condition to be satisfied by a multiport antenna
system in order to feature high modal efficiencies, high isolation between the
ports and low radiation pattern overlap. The radiation matrix can become diag-
onal if the scattering matrix is diagonal and also in certain cases of a scattering
matrix which is not diagonal. This does not mean, however, that each port is
matched to the load impedance, i.e. no “per port” match. In order to obtain
high isolation between the pairs of ports a specific network is required. Note
that basing high isolation between pairs of ports on the notion of diagonal S†S,
which also leads to a diagonal radiation matrix is not appropriate in general.
In [33] it was shown, using a simple example, that non-diagonal matrix S may
lead to a diagonal S†S. The radiation matrix can be also diagonalized using
(2.21) by the unique unitary matrix V. Simultaneously, this amounts to diag-
onalization of S†S with an assumption that eigenvalue decomposition of S†S
features unique (“distinct”) eigenvectors [31]. This method of achieving high
isolation between pairs of ports is referred to in this dissertation as mode de-
composition or mapping of radiation modes to external ports. The realization
of the concept amounts to design of a specific network to map radiation modes
of the antenna system to its external ports. The mapping is uniquely given by
the unitary matrix V.
Short summary of the above introduced definitions:
1. Match or multiport match: The scattering matrix is rendered approxi-
mately zero S ≈ 0.
2. High isolation between pairs of ports (referred to also as “decoupling”):
The scattering matrix S is approximately diagonal.
3. Mode decomposition, i.e. mapping of radiation modes to external ports:
It is a specific way of rendering radiation matrix diagonal, where the
unique unitary matrix V after (2.21) diagonalizes both R and S†S si-
multaneously.
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4.2. Scattering Matrix of the Ideal Multiport
Matching Network
Consider a reciprocal N -port antenna system characterized by its scattering
matrix SA and let SM denote the scattering matrix of a lossless 2N -port net-
work (see Fig. 4.1). The scattering matrix SM of the network is related to
outgoing and incoming wave quantities via the following relation
b1
b2

=

SM11 S
M
12
SM12
⊤
SM22

a1
a2

, (4.2)
where SM is represented using four N × N matrices. The block SM11 corre-
sponds to ports 1, ..., N and block SM22 to ports N + 1, ..., 2N . a1 and a2, b1
and b2 are incoming and outgoing wave quantities to and from the SM, respec-
tively. The outgoing from the matching network wave quantity b1 corresponds
to an incoming wave quantity to the antenna. Thus, a1 = SAb1. The scattering
matrix of the cascade comprising antenna with matching network is defined via
relation b2 = SPa2. Substitution into (4.2) gives
b1 = S
M
11S
Ab1 + S
M
12a2 (4.3)
SPa2 = S
M
12
⊤
SAb1 + S
M
22a2. (4.4)
The first relation can be easily rewritten as b1 = (I − SM11SA)−1SM12a2 and
substituted into the second relation resulting in
SPa2 = S
M
12
⊤
SA(I− SM11SA)−1SM12a2 + SM22a2. (4.5)
The scattering matrix of a cascade comprising the antenna with matching net-
work is given by
SP = SM12
⊤
SA(I− SM11SA)−1SM12 + SM22. (4.6)
Since the matching network is lossless SMSM† = I. Then, use of (4.2) leads to
the set of four relations with respect to blocks of the matrix SM. These relations
together with (4.6) and the multiport match condition SP = 0, allow to obtain
the scattering matrix of the matching network SM which leads to vanishing
scattering matrix of the cascade at a single frequency. It was shown in [33] that
if the SA is the scattering matrix of the antenna and RA is the radiation matrix
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Fig. 4.1.: Schematic representation of the N -port antenna matching problem after [33].
of the antenna then the scattering matrix SM of the reciprocal and lossless
network, which yields the scattering matrix of the cascade SP = 0, is given by
SM =

SA
†
RA
1
2U
U⊤RA
1
2
⊤
−U⊤SAU

, (4.7)
where block SM11 = S
A† corresponds to ports 1, ..., N and block SM22 =
−U⊤SAU to ports N + 1, ..., 2N (see Fig. 4.1). U is, at this point of consid-
eration, an arbitrary unitary matrix since the only function expected from SM
is to provide SP = 0 at single frequency. In [33] it is stated that U can provide
degrees of freedom in a subsequent realization of the multiport matching net-
work. For instance minimization of the number of branches required to realize
the network or designing it with respect to a desired set of mutually orthog-
onal radiation patterns are possible. The second aspect is treated in [28, 29]
as an optimization criterion for design of a multiport matching network for a
narrowband antenna system (see subsection 4.3.4).
4.3. Implementation of Multiport Matching
Networks
The present section provides an overview of the state of the art in systematic
design methods for multiport matching networks. Only the most general algo-
rithms applicable, in principle, to N -port antennas are described. Apart from
those methods it is also important to note the work in [110], where a systematic
design of matching networks for multiport symmetric antennas is shown.
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Before actual design methods are described it is necessary to discuss how to
synthesize admittance matrix and scattering matrix of the multiport matching
network comprising reactive components. The details relative to this subject
are given in subsection 4.3.1.
4.3.1. Construction of the admittance matrix
Consider a 2N -port matching network for N -port antenna system. The mul-
tiport matching network is characterized by the admittance matrix YM. The
matching network comprises 2N2 +N branches. The general topology of the
matching network is illustrated here using as an example 4-port matching net-
work (see Fig. 4.2). The network comprises 10 branches. In specific cases (i.e.
symmetric 2-port antennas) less than 10 elements may be sufficient to match
the antenna. In general, if GMm denotes conductance and BMm,i susceptance of
the branch mi then the admittance of this branch is Y Mm,i = GMm,i + j BMm,i,
where m, i = {1, 2, ..., 2N}. The diagonal elements of the admittance matrix
YM are given by
Y Mm,m = Y Mm + 2N
i=1
i̸=m
Y Mm,i. (4.8)
The off-diagonal elements of the admittance matrix are the negative values of
the correspondingly indexed elements of the matching network, i.e.
Y Mm,i = −Y Mm,i, (4.9)
The S-parameters of the matching network itself can be represented in terms
of the admittance matrix YM using the well-known expression
SM = (YLI−YM)(YLI+YM)−1, (4.10)
where YL is the load admittance which is assumed equal for all N output ports.
The admittance of a single branch must be mapped, in general, to either a
series or a shunt LC tank. Also use of a multistage network is feasible if re-
quired. The construction of an admittance based matching network featuring
multiple stages may be advantageous for matching of a multiport antennas not
featuring multiport symmetry. The admittance matrices of all required stages
can be constructed separately. Once admittance matrices of all stages are ob-
tained they can be converted to the corresponding scattering matrices and a
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Fig. 4.2.: Admittance based representation of the 4-port matching network for 2-port antennas.
scattering matrix of the cascade can be calculated. However, it is necessary to
note that both solutions, i.e. use of LC tanks or multistage matching network
are not recommended since they may lead to increased number of elements
and therefore increase of losses. For these reasons the admittance of the mith
branch is mapped to either a single capacitance Cm,i or a single inductance
Lm,i. Formally, if lossless elements are considered ( GMm,i = 0), the above
described mapping is given by Y Mm,i = jω0PMm,i when PMm,i > 0 (capacitance)
and Y Mm,i = j 1ω0PMm,i when PMm,i < 0 (inductance). ω0 denotes center radian
frequency.
4.3.2. Diagonalization of admittance matrix of multiport
symmetric matching networks
In case 2N -port matching network features multiport symmetry its 2N × 2N
admittance matrix can be diagonalized. This diagonalization leads to a new
2N × 2N block-diagonal admittance matrix. Each block of this new matrix is
a 2× 2 submatrix which represents a mode-specific 2-port matching network.
For illustrative purposes consider the 4-port matching network after Fig. 4.2.
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Fig. 4.3.: π-type matching network of the common mode.
Multiport symmetry requires that Y M1 = Y M2 , Y M3 = Y M4 , Y M13 = Y M24 , andY M14 = Y M23 . The admittance matrix of the symmetric 4-port matching network
is then
YM1 +YM12+YM13+YM14 −YM12 −YM13 −YM14
−YM12 YM1 +YM12+YM13+YM14 −YM14 −YM13
−YM13 −YM14 YM3 +YM13+YM14+YM34 −YM34
−YM14 −YM13 −YM34 YM3 +YM13+YM14+YM34
 .
(4.11)
Diagonalization of this admittance matrix leads to a block-diagonal admittance
matrix with two submatrices. The block-diagonal elements of this new matrix
are referred to as common mode admittance matrix YMΣ and the differential
mode admittance matrix YM∆ . They are given by
YMΣ =
Y M1 + Y M13 + Y M14 −Y M13 − Y M14
−Y M13 − Y M14 Y M3 + Y M13 + Y M14

(4.12)
and (4.13)
YM∆ =
Y M1 + 2Y M12 + Y M13 + Y M14 −Y M13 + Y M14
−Y M13 + Y M14 Y M3 + Y M13 + Y M14 + 2Y M34

, (4.14)
respectively. Circuit representations of these matrices are shown in Fig. 4.3
and Fig. 4.4 in terms of π-type networks. It can be noticed that some entries in
both matrices repeat. This leads to the relation between YMΣ and Y
M
∆ , viz.
YM∆ = Y
M
Σ + 2
Y M12 Y M14Y M14 Y M34

. (4.15)
The design of matching networks for both radiation modes is mutually de-
pendent via elements Y M1 , Y M13 , Y M3 . However, elements Y M12 , Y M34 , and Y M14
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Fig. 4.4.: π-type matching network of the differential mode.
provide certain degree of freedom in a design of the differential mode matching
network.
4.3.3. Design of a lossless multiport matching network
at single frequency
A lossless N -port antenna can be analytically matched at a single frequency
using lossless multiport matching network with the scattering matrix given by
(4.7). The degrees of freedom are given by a unitary matrix U. In general a
unitary matrix U comprises complex entries. The values of their magnitudes
can be chosen with respect to the desired set of mutually orthogonal radia-
tion patterns. Selection of phasors in U amounts to different realizations of
multiport matching network which, however, lead to the same set of mutually
orthogonal radiation patterns.
Analytical solution for matching of symmetric 2-port antenna (I)
In order to illustrate the above stated facts it is convenient to take a recourse to
a multiport matching network for a 2-port antenna. A unitary matrix U in this
case is given by [31]
U =

k e−jφ
√
1− k2√
1− k2 −ke−jφ

, (4.16)
where k ∈ [0, 1] and φ are real. For fixed value φ = 0 the parameter k leads to
a different realization of a multiport matching network supporting different sets
of two mutually orthogonal radiation patterns and different return loss observed
at each port. The cases when k = 0 and k = 1√
2
are of importance when
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SA(f0)=
−0.37−0.62 j 0.093+0.13 j
0.093+0.13 j −0.37−0.62 j

(4.17)
YA(f0)=

0.116−0.305 j 0.063+0.048 j
0.063+0.048 j 0.116−0.305 j

(4.18)
RA(f0)=

0.46 0.23
0.23 0.46

(4.19)
Fig. 4.5.: Simplified schematic drawing of the example symmetric 2-port antenna system and its
scattering matrix, admittance matrix (given inmS) and the radiation matrix at f0 = 1.77
GHz.
dealing with symmetric 2-port antennas. Consider an antenna system for a
handset on a 50 × 100 mm2 ground plane shown in Fig. 4.5 after [111]. Two
bow-tie antenna elements are placed symmetrically 6 mm from the shorter
edge of the chassis. Each antenna element is 9 mm high. The S-parameters of
the 2-port antenna system were obtained by FDTD simulation. The scattering
matrix and the radiation matrix of the antenna at 1.77 GHz are given by (4.17)
and (4.19), respectively. A lossless 4-port matching network is analytically
synthesized at center frequency using (4.7) with U given by (4.16) for φ = 0
and k ∈ {0, 1√
2
}. For k = 0 the matrix U becomes
U =

0 1
1 0

. (4.20)
The matching network, synthesized analytically with U given by (4.20), is
shown in Fig. 4.6. Due to symmetry of the multiport matching network RL33 =
RL44. At each port a particular superposition of the common mode and the
differential mode is observed. Both superpositions are mutually orthogonal,
thus the radiation patterns are mutually orthogonal (see Fig. 4.7). For k = 1√
2
the matrix U becomes
U = V =
1√
2

1 1
1 −1

. (4.21)
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Fig. 4.6.: (a) Multiport matching network designed analytically using (4.7), where the matrix U
is given by (4.16), with φ = 0 and k = 0, (b) RL, isolation and TMRL of the antenna
system after matching (solid) and a comparison to unmatched antenna (dashed).
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Fig. 4.7.: Total gain (both polarizations) for the port 3 (left) and port 4 (right) of the 2-port MIMO
antenna after Fig. 4.5 with the matching network after Fig. 4.6 at 1.77 GHz. Gain values
are given in dBi.
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The matching network, synthesized analytically with U = V given by (4.21),
is shown in Fig. 4.8. Due to asymmetry of the multiport matching network
RL33 ̸= RL44. Due to the fact that U = V at the output ports the radiation
modes of the antenna system are seen. By definition the radiation patterns asso-
ciated with these modes are mutually orthogonal (see Fig. 4.9). The matching
network, shown in Fig. 4.8, features 180◦ phase shift between the output ports.
It is important to note that both above described solutions are narrowband.
Analytical solution for matching of symmetric 2-port antenna (II)
The unique analytical synthesis of the multiport matching network for a sym-
metric 2-port antennas can also be accomplished using the following discus-
sion. Consider 2-port π-type matching networks for the common mode and the
differential mode matching shown in Figs. 4.3, 4.4. Input admittance of the
common mode Y inΣ and the differential mode Y
in
∆ seen at the the feed ports are
Y inΣ = Y M3 + Y M13 + Y M14 − (Y M13 + Y M14 )2Y M1 + Y M13 + Y M14 + Y AΣ (4.22)
and
Y in∆ =
Y M3 + Y M13 + Y M14 + 2Y M34 − (Y M13 − Y M14 )2Y M1 + Y M13 + Y M14 + 2Y M12 + Y A∆ ,
(4.23)
respectively. Y AΣ and Y
A
∆ are, respectively, the common mode and the differen-
tial mode input admittances of the antenna. This linear system of 4 equations
with 6 unknowns does not have a unique solution for a single frequency f0.
Many different solutions exist which minimize total multiport reflectance al-
lowing for compromise between level of matching and bandwidth as well as
complexity and values of the network elements. The number of degrees of
freedom can be reduced by discarding, for example, elements Y M12 and Y M14 ,
then relations (4.22) and (4.23) simplify to
Y inΣ =
Y M3 + Y M13 − (Y M13 )2Y M1 + Y M13 + Y AΣ , (4.24)
Y in∆ = Y M3 + Y M13 + 2Y M34 − (Y M13 )2Y M1 + Y M13 + Y A∆ . (4.25)
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Fig. 4.8.: (a) Multiport matching network designed analytically using (4.7), where the matrixU is
given by (4.16) with φ = 0 and k = 1√
2
, (b) RL, isolation and TMRL of the antenna
system after matching (solid) and a comparison to unmatched antenna (dashed).
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Fig. 4.9.: Total gain (both polarizations) for the port 3 (left) and port 4 (right) of the 2-port MIMO
antenna after Fig. 4.5 with the matching network after Fig. 4.8 at 1.77 GHz. Gain values
are given in dBi.
Implementation of Multiport Matching Networks 91
For matching at a single frequency f0 (4.24) and (4.25) lead to 4 real equations
with 4 unknowns which have a unique solution. This unique solution can serve
as analytically obtained starting point for optimization but in many cases is
already sufficient. As an example consider synthesis of a multiport matching
network for symmetric 2-port antenna, shown in Fig. 4.5, at f0 = 1.77 GHz.
The unique solution is shown in Fig. 4.10 whereas the comparison of return
loss, isolation and TMRL for the antenna without and with matching network
are given in Fig. 4.11. Obviously, due to assumed symmetry of the multiport
matching network RL33 = RL44 and the descriptive quantity which determines
the bandwidth is TMRL. The 7dB TMRL bandwidth is insufficient to cover
PCS frequency band (from 1710 MHz to 1880 MHz). However, the values
of the matching network elements remain the starting values for the proposed
systematic synthesis procedure, which allows to maximize TMRL over the
desired bandwidth, outlined in subsection 4.3.5.
4.3.4. Weber’s systematic synthesis of multiport
matching network
A systematic approach for achieving match of N -port antennas with a 2N -port
network to match the antenna system was shown in [28, 29]. Fig. 4.12 shows
the schematic representation of the matching problem after [28]. A voltage
transfer matrix TU is defined with respect to voltage vector uA at the antenna
ports 1, ..., N and voltage vector uP at the external ports N + 1, ..., 2N . If
the antenna admittance matrix is given by YA and the matching network is
lossless then the voltage transfer function is given by
TU =

C
ℜ(YA)−1ΨY 12L , (4.26)
where symbol C(·) denotes Cholesky decomposition and YL is the load admit-
tance. The unitary matrix Ψ is defined by the desired voltage transfer matrix
TU,d
Ψ = C

(TU,dT
†
U,d)
−1TU,d. (4.27)
TU,d is arbitrary but physically constrained to the permissible set of matrices.
The admittance matrix of the matching networkYM is a function of the voltage
transfer matrix TU and admittance matrix of the antenna YA
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0.4 pF
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4.9 nH
Fig. 4.10.: Matching network topology and element values for matching of the 2-port antenna
system (see Fig. 4.5) at 1.77 GHz obtained analytically using (4.24) and (4.25).
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Fig. 4.11.: Per port RL, isolation and TMRL for the example of symmetric 2-port MIMO antenna
after Fig. 4.5 without (dashed curves) and with (solid curves) lossless multiport match-
ing network (see Fig. 4.10) designed analytically at 1.77 GHz using (4.24) and (4.25).
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uA = TUuP
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YL
Fig. 4.12.: Simplified schematic representation of an N -port antenna matching problem as given
in [28]. YA andYM denote admittance matrix of an antenna and a matching network,
respectively. Voltages at the reference plane between the antenna and matching network
uA are related to the voltages at the output port of the cascade uP are given by voltage
transfer function TU.
YM =

YL
ℑ(TU)−1ℜ(TU) −ℜ(YA)ℜ(TU)ℑ(TU)−1ℜ(TU) + ℑ(TU)
−YL
ℑ(TU)−1 ℜ(YA)ℜ(TU)ℑ(TU)−1 −ℑ(YA)

,
(4.28)
which allows to calculate elements of the multiport matching network (see sub-
section 4.3.1). In conclusion, the approach allows to design multiport matching
network for N -port antennas. Losses of the elements of the matching network
can be included into the design consideration. It allows for realization of the
desired set of “port patterns” as part of the design procedure. However, use
of a voltage transfer function as descriptive quantity and need for specification
of the desired voltage transfer function drive the complexity of the method.
The design approach applies to a single frequency only. The effort of this
design procedure may be justified in case of antenna systems featuring small
fractional bandwidth. Therefore, the approach remains applicable to satellite
communication systems. However, in case of multiport antenna design for mo-
bile wireless communication systems the bandwidth has to be considered as an
important descriptive quantity. Therefore, it is necessary to take a recourse to
a numerical approach outline in the subsection 4.3.5.
4.3.5. Proposed systematic synthesis of multiport
matching network (I)
Systematic design procedure for synthesis of the multiport matching network
introduced by Weber in [28, 29] is appropriate for narrowband antenna system
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where the goal is to design a multiport antenna with respect to a desired set
of radiation patterns. However, in case of antennas for mobile wireless termi-
nals the primary design goal is to achieve high total efficiency over the desired
bandwidth. Therefore, different descriptive quantity and the optimization crite-
rion must be used. The present subsection introduces optimization procedure,
after [111], which allows to match a multiport antenna system over the desired
bandwidth. Further, simple numerical example is provided in order to illustrate
the usefulness of the proposed design approach.
Optimization criterion
In Chapter 2 the quantity called TMRL was introduced. It is useful to char-
acterize a multiport antenna system with respect to mismatch. Therefore, this
quantity can be successfully applied as an optimization criterion. With ref-
erence to Fig. 4.1 it is obvious that in order for the multiport antenna to be
matched, ideally, SP should vanish about the design frequency f0. A suitable
measure for this is the total multiport reflectance Γtot or equivalently TMRL
as defined in [38]
ΓPtot → 0 or TMRLP →∞. (4.29)
Optimization procedure
Ideally, to achieve multiport match (4.29) has to be fulfilled. In practical ap-
plications it is usually required to minimize ΓPtot over a set of frequency points
{f1, ..., fk} by appropriate choice of the multiport matching network topology
and element values (see e.g. Fig. 4.2). The least squared error type penalty
function
PM,opt = argmin
{PM}
K
k=1
ΓPtotSA(fk),PM, fk2 , (4.30)
wherePM = (PM11 , ..., P
M
NN ) are circuit parameters, has to be used. P
M,opt =
(PM,opt11 , ..., P
M,opt
NN ) are the optimum solutions. P
M
ij becomes either Lij in
the branch ij or Cij whatever yields the smaller value of ΓPtot (see sub-
section 4.3.1). Optimization is performed over a set of frequency points
{f1, ..., fK}. Various minimization algorithms can be used for solving (4.30).
A genetic algorithm is used for obtaining the type of elements and the initial
element values. Then the gradient type optimization finds exact element val-
ues.
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Numerical example
Consider again the example antenna system shown in Fig. 4.5 after [111].
TMRL is given for the antenna without matching and with matching network
in Fig. 4.14. Without any matching the RL is lower than 4 dB over the desired
PCS frequency band (from 1710MHz to 1880MHz). The matching network,
synthesized using optimization procedure given by (4.30), is found to have a
topology and element values as shown in Fig. 4.13. The element with index
12 was found to be a small value capacitance (less than 0.05 pF) and was dis-
carded. The matched antenna features higher than 10 dB RL and isolation
which correspond to better than 7 dB TMRL. The result complies with the
PCS band specification at 7 dB TMRL (given by the red rectangle). Design
and realization of a multiport matching network for a 2-port MIMO antenna,
targeting a datacard as an intended platform, and featuring electrical switching
is shown in Chapter 6.
4.4. Mapping of Radiation Modes to Ports:
Mode Decomposition Network
In general at each external port of the antenna system a particular linear su-
perposition of radiation modes is observed. The bandwidth of such antenna
system is defined with respect to TMRL. If the desired bandwidth is smaller
or equal the TMRL bandwidth then multiport antenna design is completed.
However, this may not be possible for small mobile wireless devices with high
aspect ratio. If the TMRL bandwidth of an antenna system is insufficient then it
is necessary to exploit individual radiation mode bandwidths. Therefore, apart
from multiport matching network an additional network is required to map ra-
diation modes to external ports of the antenna system. This additional network
shall be called Mode Decomposition Network (MDN) since its purpose is to
map radiation modes to external port at the reference impedance level. The
goal of the present section is to describe the scattering matrix of an ideal MDN
and to show two possible ways of MDN’s usage (see further two subsections).
The scattering matrix of an MDN was given by Kahn in [30] as
SMDN =

0 V
V⊤ 0

. (4.31)
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Fig. 4.13.: Matching network topology and element values for matching of the 2-port antenna sys-
tem (see Fig. 4.5) within PCS frequency band (from 1.71 GHz to 1.88 GHz) obtained
numerically using (4.30).
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Fig. 4.14.: Per port RL, isolation and TMRL for an example of symmetric 2-port MIMO antenna
after Fig. 4.5 without (dashed curves) and with (solid curves) multiport matching net-
work after Fig. 4.13.
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Fig. 4.15.: Simplified schematic representation of an N -port antenna with MDN.
The columns of V comprise the radiation modes of the antenna system. If an
MDN is connected directly to the antenna (see Fig. 4.15) then the scattering
matrix seen at the external ports of the cascade can be obtained by exploiting
SP = SMDN21 S
A(I− SMDN11 SA)−1SMDN12 + SMDN22 , (4.32)
where submatrices of SMDN are given by (4.31). The result is
SP = V⊤SA(I− 0SA)−1V + 0 = V⊤SAV = ΓA, (4.33)
where ΓA is the modal reflectances matrix of the antenna, which indicates that
at external ports of the cascade the radiation modes of the antenna are directly
accessible. However, it is important to note that the radiation modes at external
ports remain unmatched. Also the above analysis does not take into account
mismatch in the plane between multiport antenna and an MDN. The discussion
on this issue is taken up in section 4.6.
Use of an MDN is of particular importance for realization of the DL-MIMO
concept which is introduced in Chapter 5. In many cases an MDN provides
multi-band operation of multiport antennas for MIMO application. An advan-
tageous implementation of an MDN for 2-port antennas which not only maps
radiation modes to external ports but also enables their electrical tuning is in-
troduced in Chapter 5, after [112]. Implementation of this MDN is shown in
Chapter 6 using as an example a 2-port DL-MIMO antenna for USB dongles.
4.4.1. Sequence of matching and mode decomposition
Joint inspection of (4.33) and Fig. 4.15 indicates that once radiation modes
are mapped to external ports their modal reflectances can be matched to load
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Fig. 4.16.: Schematic representation of the approach after [32] adopted by Chaudhury [15, 17,
18], Volmer [31, 33] and Lee [8, 114, 7] to map radiation modes to external ports and
subsequently match modal reflectances using separate and independent 2-port matching
networks.
impedances by means of N separate 2-port matching networks. The same
sequence of mode decomposition and matching can be found from (4.7). It
was shown in [33, 113] that by setting U = V in (4.7) and subsequently using
the following relations
ΓA = V⊤SAV and RA
1
2 = VCA
1
2V†, (4.34)
where CA denotes the modal efficiency matrix of the antenna, the scattering
matrix of the network given by (4.7), which allows to achieve multiport match
(in the sense of SP = 0), can be represented as
SN =

SA
†
VCA
1
2
CA
1
2V⊤ −ΓA

. (4.35)
The network described by (4.35) can be split into a cascade of two consecutive
networks with scattering matrices given by
SMDN =

0 V
V⊤ 0

and ΓM =

ΓA
†
CA
1
2
CA
1
2 −ΓA

, (4.36)
where the network connected directly to the antenna is the MDN which pro-
vides mapping of radiation modes to external ports so that SP = ΓA (see
Fig. 4.16). The scattering matrix ΓM of the multiport matching network in
(4.36) is a block-diagonal matrix comprising four diagonal submatrices. This
indicates that the matching network is not a 2N -port network but comprises N
Mapping of Radiation Modes to Ports: Mode Decomposition Network 99
separate 2-port matching networks, each responsible for matching a particular
radiation mode. With reference to Fig. 4.16 it is easy to see that the match-
ing condition given earlier in the present section by (4.39) for the sequence of
networks given by (4.38) can be written for the sequence of networks (4.36) as
ΓM11 = Γ
A†, (4.37)
which has to be fulfilled at the reference plane between MDN and 2-port
matching networks.
4.4.2. Proposed sequence of matching and mode de-
composition
The proposed sequence of matching and mode decomposition follows directly
from inspection of (4.7). The multiport matching network with scattering pa-
rameters given by (4.7) can be split into a matching network with scattering
matrix SMN and a second network with scattering matrix SD, where the match-
ing network is placed between the antenna and the second network, i.e.
SMN =

SA
†
RA
1
2
RA
1
2
⊤
−SA

and SD =

0 U
U⊤ 0

. (4.38)
It is easy to see that the matching network with the scattering matrix SMN
alone is sufficient to render SP = 0. The main condition which allows to
match multiport antenna is given by [26]
SMN11 = S
A†. (4.39)
The second network, given by the scattering matrix SD in (4.38), does not
provide any matching capability as it represents a network featuring the refer-
ence impedance level. If this network’s task is to provide mapping of radiation
modes to external ports then U = V which leads to SP = ΓA (see Fig. 4.17).
Use of an MDN is optional since at single frequency it is sufficient to use only
multiport matching network with scattering matrix given by SMN in (4.38) to
achieve SP = 0. However, if broader frequency range is to be considered
and the TMRL bandwidth is insufficient then use of MDN may be favorable
so as to exploit modal bandwidths of all radiation modes individually. It is
important to note that in accordance with (4.38) the multiport matching net-
work has to be placed between the antenna and the MDN (see Fig. 4.17) [115].
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Fig. 4.17.: Schematic representation of the proper sequence of multiport matching network and
MDN for an N -port antenna after [115].
This sequence of matching and mode decomposition is further motivated by
the fact that it leads to minimization of losses since the MDN, which maps ra-
diation modes to external ports at the reference impedance level, is applied to
an already matched antenna. The systematic design approach which allows to
construct both multiport matching network and MDN is outlined in section 4.7.
4.5. Mapping of Radiation Modes to Ports: Im-
plementations
4.5.1. Design approach of Chaudhury, Volmer and Lee
General considerations related to a design approach for multiport antenna
matching and for mapping of radiation modes to external ports as used by
Chaudhury [15, 17, 18], Volmer [31, 33] and Lee [8, 114, 7] have been out-
lined in subsection 4.4.1. In [116, 18] it is shown that this design approach fol-
lows from theoretical work of Youla [32] who demonstrated that any 2N -port
matching network can be split into a cascade of three subnetworks. Two outer
subnetworks are all-pass and the middle one consists of a bank of N uncoupled
ideal transformers. All three networks are connected by transmission lines with
arbitrary electrical lengths. Flaviis shows in [116] that the practical implemen-
tation of a network described by such cascade of three subnetworks does not
require the 3rd subnetwork. Ideal transformers in a real implementation have
to be replaced by 2-port matching networks. Therefore, the modified network
consists of a 2N -port network (i.e. MDN) and N 2-port matching networks
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which individually match the radiation modes of the antenna (see Fig. 4.16).
In [31, 33] the systematic design approach of an MDN is based on the concept
of “radiator merging” which is applicable to synthesis of a MDN for practi-
cally relevant multiport symmetric antennas. The most general approach for
synthesis of an MDN follows from [34] and is presented in section 4.7.2. The
elements of lossless mode-specific 2-port matching networks can be easily ob-
tained analytically assuming π-type matching network. The method is outlined
in Chapter 5 section 5.2.
In [116] few remarks were made concerning the applicability of the design
approach. For the solution to remain viable a multiport antenna must be suffi-
ciently well-matched and losses of the MDN must be sufficiently small. Oth-
erwise high losses may be expected because of the current path over the MDN.
This is a practical limitation of the approach which tends to be ignored in the
literature. An other issue it that an MDN may consume too much space to be
usable in practical applications such as small mobile wireless devices. Prac-
tical implementation of multiport match and mapping of radiation modes to
external ports which gives low losses is presented in section 4.7.
4.5.2. Geren’s approach
A systematic approach to achieve multiport match was introduced in [34]. The
strength of this approach is straightforward implementation, simplicity and ap-
plicability to, in general, N -port antennas. Consider the multiport antenna
matching problem shown in Fig. 4.18. The impedance matrix of the antenna
is denoted by ZA. The matching network comprises two networks denoted by
A and B which are connected via N reactances. The first step in the design
algorithm is eigenvalue decomposition of the imaginary part of the antenna
impedance matrix in the form
X = A⊤ℑ(ZA)A, (4.40)
where A is a real unitary matrix and X = diag(X1, X2, ..., XN ) is a diagonal
matrix containing the series reactances between network A and B. The topol-
ogy of network A is found from a decomposition of A into Givens rotations
A = A1A2 · · ·AM , (4.41)
with M ≤ N(N − 1)/2. The scattering matrix of the network A is given by
SNA =

0 A
A⊤ 0

. (4.42)
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Fig. 4.18.: Schematic representation ofN -port antenna system matching using multiport matching
network featuring mode decomposition [34].
In order to realize network B the eigenvalue decomposition
RL = B
⊤(A⊤ℜ(ZA)A)B (4.43)
is used. The eigenvalues of A⊤ℜ(ZA)A define real loads RL =
diag(RL,1, RL,2, ..., RL,N ) at the output of the complete cascade. The uni-
tary matrix B contains the eigenvectors. The topology of the network B is
obtained from a decomposition of B into Givens rotations
B = B1B2 · · ·BK , (4.44)
with K ≤ N(N − 1)/2. The scattering matrix of network B is given by
SNB =

0 B
B⊤ 0

. (4.45)
The loads at the output of the matching network are not equal and thus not ad-
justed to the reference impedance (typically 50 Ω). As noted by the authors, an
additional impedance transformation is necessary. This can be accomplished
using separate and independent 2-port matching networks. The disadvantage
of this design approach is a very complex circuitry, if a lumped element real-
ization is considered. The number of 180◦ hybrids, featuring equal or unequal
power division, used in the overall network design is high. The authors stated
that no more than N(N − 1)/2 hybrids are required to realize either network
A or network B. Since the number of lumped elements required to realize a
single hybrid is 14 and complete network features in additionN reactances and
N 2-port matching networks with at least 2 elements then the total number of
lumped elements necessary to implement Geren’s approach is 14N2 − 11N .
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small antenna connecting line external matching
Fig. 4.19.: Illustration of losses in an electrically small antenna.
The impedance matching is performed over many elements, which is likely
to increase the losses. However, the advantage of the procedure is that it al-
lows to obtain network topology and element values in a systematic way. At
the external ports the radiation modes of the antenna are observed. Therefore,
exploitation of individual modal bandwidths is feasible with Geren’s design
approach.
4.6. Discussion of Low Loss Sequence of
Matching and Mode Decomposition
The low loss sequence of applying multiport matching network and an MDN
is of significant importance for antennas in mobile wireless terminals where
high modal efficiency over the desired bandwidth is the main design goal. As
indicated in [115] improper sequence of both network may result in high losses.
Without loss of generality the problem is most easily illustrated for a single
antenna. An electrically small dipole, which features high mismatch, may be
considered as an example of antenna which can be easily associated with a
single higher order radiation mode. A dipole antenna is capacitive below its
natural resonance frequency, thus its ECM is a shunt connection of capacitance
C and radiation conductance Grad (see Fig. 4.19). The attached matching
circuit provides the inductance required to achieve resonance at the desired
frequency. The current in the resonant path of the connecting line is by a
factor

1 +Q2 larger than the external feed current whereQ denotes radiation
quality factor of the antenna. As a result the loss resistance of the connecting
line (and of further switchable or tunable elements subject to this current) is
weighted with a factor of (1+Q2) compared to the case where the connecting
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line would be attached behind the matching circuit. The effect is considerable
since electrically small antennas feature high radiation quality factor at the
order of 100...200 (see Chapter 3 section 3.3).
Reverting to multiport antennas a possible countermeasure to the problem of
losses which was shown in [115] is to place the multiport matching network
as close as possible to the antenna physical structure and subsequently apply
an MDN, if necessary, to the already matched antenna (see Fig. 4.17). As an
example consider 4-port MIMO antenna for tablet [115] (see the last section
of the present chapter). Assuming that each 180◦ hybrid of an MDN features
1 dB insertion loss (IL) the expected maximum improvement of efficiency,
compared to the design approach of Chaudhury, Volmer and Lee, is around 7
dB.
4.7. Mapping of Radiation Modes to Ports:
Proposed Implementation
4.7.1. Proposed systematic synthesis of matching net-
work (II)
The task of the multiport matching network here is to match the antenna with-
out changing its radiation mode. In order to satisfy this condition the scattering
matrix of the matched antenna SP (see Fig. 4.1) has to be diagonalizable by the
same unitary matrix V as the scattering matrix SA of the antenna itself. The
Takagi decomposition then leads to a diagonal modal reflectance matrix
ΓP = V⊤(SM12
⊤
KSM12 + S
M
22)V, (4.46)
where K = V∗ΓA(I − ΓM11ΓA)−1V† is a complex symmetric matrix. The
condition ΓM11 = Γ
A†, which describes multiport match between the antenna
and the matching network, has to be satisfied. The matching network design
procedure, described in the next subsection, by minimizing SM12
⊤
KSM12 + S
M
22
approximates ΓM11 = Γ
A† since V is unitary.
However, it has to be understood that at each output of the matching network
still superpositions of radiation modes are seen. The radiation modes them-
selves are not yet directly accessible at the outputs of the multiport matching
network. Nevertheless, it is possible to setup an optimization criterion and
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procedure which allows to mach modal reflectances of the antenna over the
required different frequency bands. To this end the total multiport reflectance
is replaced by modal reflectances as the quantities to be minimized.
Optimization criterion and procedure
The matching condition for multiport antennas can be expressed in terms of
minimization of modal reflectances or maximization of modal return loss over
a set of frequencies {f1, ..., fN}. The penalty function is a weighted sum of
magnitude squared modal reflectances of the form
PM,opt = argmin
{PM}
N
n=1
K
k=1
|ΓPn

SA(fk),P
M, fk

|2wn(fk) (4.47)
where PM = (PM11 , ..., P
M
NN ) are the parameters which yield modal re-
flectances ΓP1 , ...,Γ
P
N and P
M,opt = (PM,opt11 , ..., P
M,opt
NN ) is the optimum so-
lution. Admittances Y Mi,j of the matching network are mapped to either capac-
itance (when PMi,j > 0) or inductance (when P
M
i,j < 0) (see Chapter 4 subsec-
tion 4.3.1). Optimization is performed over the set of frequencies {f1, ..., fK}
with weight terms w1, ...,wN defined for all radiation modes.
4.7.2. Proposed systematic synthesis of MDN
The proposed systematic synthesis of an MDN follows from Geren’s design
procedure shown in [34] (see subsection 4.5.2). The scattering matrix of the
ideal MDN is given by (4.31). The matrix V can be approximately factored in
terms of complex Givens rotations in the form
V ≈ V1V2 · · ·VL, (4.48)
where L ≤ N(N − 1)/2. Each Vl describes a 2N -port network with N − 2
through connections. The complete MDN is systematically constructed, as-
suming approximate frequency independence ofV, by cascading L 4-port net-
works, each containing a hybrid with a particular power division factor k2l and
phase shift φl [31]
vii vji
vij vjj

l
=

kl

1− k2l
1− k2l −kl

1 0
0 e−jφl

, (4.49)
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where vij denotes element ij of the matrix Vl. For fully symmetric N -port
antennas with respect to all port, i.e. if s11 = ... = sNN which yields ex-
plicitly known real matrix Vl then kl = 1√2 and φl = 0
◦. The first matrix on
the rhs of (4.49) represents the scattering matrix of 180◦ hybrid with unequal
power division factor k2l . The second matrix on the rhs of (4.49) represents the
scattering matrix of the ideal transmission line with phase shift φl.
Examples of an MDN for multiport symmetric 2-, 3- and 4-port antennas are
presented later in this subsection. Lumped element realizations of 180◦ hy-
brids, necessary to construct an MDN for this type of antennas, were shown
in [117]. Design equations are given in appendix. D.
Examples of MDN synthesis for symmetric multiport antennas
MDN for a symmetric 2-port antenna. Design of an MDN for a symmetric
2-port antenna has been frequently considered in literature e.g. [118, 119]. The
scattering matrix of this type of antennas is given by
S =

s11 s12
s12 s11

. (4.50)
The unitary matrix
V =
1√
2

1 1
1 −1

(4.51)
is real and frequency independent since the antenna is symmetric (see Chap-
ter 2 subsection 2.3.3). The modal reflectances of the common mode and the
differential mode, respectively are
ΓΣ = s11 + s12 (4.52)
Γ∆ = s11 − s12. (4.53)
The scattering matrix of the MDN based on (4.51) has the form
SMDN =
1√
2

0 0 1 1
0 0 1 −1
1 1 0 0
1 −1 0 0
 . (4.54)
Power delivered to port 3 splits equally between Ports 1 and 2 and both output
signals are in-phase. If port 4 is excited power splits equally between ports 1
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Fig. 4.20.: MDN for a symmetric 2-port antenna system comprising 180◦ hybrid (symbol “H”).
Color coded column vectors on the left and the right side of schematic indicate excita-
tions and their responses.
and 3with both signals being out-of-phase. Fig. 4.20 illustrates operation of the
MDN for a symmetric 2-port MIMO antenna. The MDN described by (4.54)
is a 180◦ hybrid. The most common implementation of such a device, in the
literature is a “rat-race” ring hybrid. However, other realizations of an MDN
and specifically the design of an electrically tunable MDN are also possible for
symmetric 2-port antennas (see Chapter 5).
MDN for a symmetric 3-port antenna. Design of an MDN for a symmet-
ric 3-port antenna are has been considered in [120, 31, 33]. In practice, such
antennas can be used in e.g. WLAN access points or LTE-enabled Customer
Premises Equipment (CPE). In [31, 33] an MDN is synthesized for an arrange-
ment of three λ/4 long and λ/4 spaced monopoles arrange along the center
line of a 500× 500 mm2 ground plane. The center frequency of operation is 1
GHz. In this case the MDN features a very interesting topology and the use of
a hybrid with unequal power division is necessary.
The antenna arrangement features two symmetry planes, so that s11 = s33 and
s12 = s23. The scattering matrix then has the form
S =
s11 s12 s13s12 s22 s12
s13 s12 s11
 . (4.55)
Takagi decomposition of scattering matrix S yields the matrix V which can be
written in the form
V =

k√
2

1−k2
2
1√
2√
1− k2 −k 0
k√
2

1−k2
2 − 1√2
 (4.56)
where k ∈ [0, 1]. The value of k for radiation modes V1 and V2 depends
on the physical structure of the antenna. The three radiation modes have a
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Fig. 4.21.: Schematic representation of a MDN for a symmetric 3-port antenna system with scat-
tering matrix given by (4.55). Color coded column vectors on the left and the right side
of schematic indicate excitations and their responses. The upper 180◦ hybrid (symbol
“H”) has unequal power division k.
straightforward physical interpretation. The first radiation mode can be viewed
as an in-phase excitation of all three antenna elements. The second radiation
mode is frequenty referred to as π-mode. Two outer elements of the antenna
are feed in-phase and the center element out-of-phase. The third radiation
mode (i.e. V3 = 1√2 (1, 0,−1)⊤) can be considered as the differential mode of
a symmetric 2-port antenna which remains when port 2 is terminated with a
matched load.
The matrix V (4.56) can be factored using Givens rotations
V =
 1√2 0 1√20 1 0
1√
2
0 − 1√
2
 k √1− k2 0√1− k2 −k 0
0 0 1
 . (4.57)
(4.57) indicates that construction of an MDN for a symmetric 3-port antenna
system requires two 180◦ hybrids, one with equal and the other with unequal
power division k, respectively. The fact that the power division factor k2 of
the second hybrid can be obtained directly from V simplifies the systematic
design procedure. The MDN described by (4.57) is shown in Fig. 4.21.
MDN for a symmetric 4-port antenna. Design of a MDN for a symmet-
ric 4-port antenna system was subject of [114, 118, 121] using geometrically
symmetric arrangement of four monopole antennas on a single ground plane.
More interesting, in the context of practical applications, is the work presented
sequentially in [14, 15, 16, 17], where an MDN of a 4-port MIMO antenna for
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a bar-type mobile phone covering WLAN was designed. The design exploits
the first four characteristic modes on a rectangular 100×40 mm2 chassis. The
scattering matrix of a symmetric 4-port antenna has the form
S =

s11 s12 s13 s14
s12 s11 s14 s13
s13 s14 s11 s12
s14 s13 s12 s11
 . (4.58)
Due to symmetry the matrix V is frequency independent and explicitly given
by [14]
V =
1
2

1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1
 . (4.59)
The first radiation mode is a common mode with respect to all 4 antenna ele-
ments. All antenna elements are fed in-phase and the power is equally divided
between the antenna elements. Other radiation modes are considered to be
“differential” between different pairs of antenna elements. The second, the
third and the fourth radiation mode can be interpreted as a differential mode
between the two pairs of antennas located on the shorter edges of the chassis,
on the diagonal of the chassis, on the longer edges of the chassis, respectively.
Modal reflectances are related to S-parameters via relations [18]
Γ1 = s11 + s12 + s13 + s14 (4.60)
Γ2 = s11 + s12 − s13 − s14 (4.61)
Γ3 = s11 − s12 + s13 − s14 (4.62)
Γ4 = s11 − s12 − s13 + s14. (4.63)
The matrix V (4.59) can be factored using Givens rotations [115]
1√
2
1√
2
0 0
1√
2
− 1√
2
0 0
0 0 1 0
0 0 0 1
 ·

1 0 0 0
0 1 0 0
0 0 1√
2
1√
2
0 0 1√
2
− 1√
2
 ·

1√
2
0 1√
2
0
0 1 0 0
1√
2
0 − 1√
2
0
0 0 0 1
 ·

1 0 0 0
0 1√
2
0 1√
2
0 0 1 0
0 1√
2
0 − 1√
2
 . (4.64)
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Fig. 4.22.: Schematic representation of a MDN for symmetric 4-port antenna system after
e.g. [114] with scattering matrix given by (4.58). Color coded column vectors on the
left and the right side of schematic indicate excitations and their responses. Symbol
“H” denotes 180◦ hybrid.
Each matrix corresponds to a 180◦ hybrid with equal power division. The
ones on the diagonal of each matrix indicate the bypass connections between
the hybrids. The result given by (4.64) allows to construct a unique MDN
which provides excitation of all four radiation modes of the antenna system
(see Fig. 4.22). It comprises four identical 180◦ hybrids two in each of the two
stages of the network. The network depicted in Fig. 4.22 can be used to realize
a 4-port MIMO antenna as was shown in [115] and in the next subsection.
4.7.3. Example antenna design
Construction of radiation modes from characteristic modes
As an example of application of the systematic design procedures outlined in
Chapters 3 and 4 consider design of a multiport antenna system for a 176×230
mm2 tablet computer. Characteristic modes were obtained on the surface cor-
responding to the ground plane of the tablet using (3.12). Four capacitive char-
acteristic modes, with surface current densities given in Fig. 4.23, were iden-
tified to feature small magnitude eigenvalues in the LTE low-band (from 704
MHz to 960 MHz). In order to strongly excite these four capacitive charac-
teristic modes four low-profile (h = 5 mm) capacitive couplers located at the
corners of the device were proposed [115] (see Fig. 4.24). The placement of
couplers in the four corners is the same as that reported in [17] for a Wireless
Local Area Network (WLAN) frequency band 4-port MIMO antenna. Such
placement of capacitive couplers maximizes the reaction integral which means
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that the desired four characteristic modes are strongly excited (see Chapter 3).
However, as opposed to [17] the present example does not require a slot in the
ground plane. In a simplified picture four couplers excite four superpositions
of characteristic modes. These superpositions are not yet mutually orthogonal.
A multiport matching network which preserves the original radiation modes of
the antenna structure, designed with respect to the procedure given by (4.47),
is necessary in order to match the antenna over the desired E-UTRA BCs in
the LTE low-band. Further, mapping of characteristic modes to external ports
of the antenna system using an MDN described by (4.64) (see Fig. 4.22) is
required in order for these modes to correspond to four radiation modes of the
antenna system defined by multiport symmetry. The design aspects of both
networks for the example antenna are outlined in the next subsubsection.
Systematic design of multiport matching network and MDN
The design goal of the multiport matching network was to cover E-UTRA
band class (BC) 17 with all four ports and as many as possible remaining BCs
in the LTE low-band with at least single port. For illustrative purposes ideal
lossless reactive elements were assumed in synthesis of the multiport matching
network. The result of the optimization procedure, given by (4.47), is shown
in Fig. 4.25. The multiport matching network features 20 lumped elements.
This particular solution was chosen out of many others because this network
comprises inductances with the smallest nominal values. Therefore, subse-
quent realization of the network using lossy inductances will lead to a solution
with small losses. Four linear superpositions of radiation modes are seen at the
output of the cascade, comprising the antenna and the multiport matching net-
work. These superpositions are mutually orthogonal within bandwidth given
by TMRL. The 7dB TMRL bandwidth is sufficient to cover DL portions of
BC 17 and BC 13 but insufficient to cover the Uplink (UL) portions of these
bandclasses. In order to exploit bandwidths of radiation modes individually
the modes are mapped to external ports using MDN. Schematic representation
of the complete network comprising multiport matching network and MDN is
illustrated in Fig. 4.26. Design of MDN is based on the systematic procedure
outlined in section 4.7.2. Due to multiport symmetry of the antenna system
the resulting MDN comprises four 180◦ hybrids. For illustrative purposes it is
assumed that all hybrids are ideal and lossless. Therefore, at the external ports
of the antenna system reflectances of the four radiation modes are seen (see
Fig. 4.28).
112 Multiport Matching Networks
(a) 1st mode 625MHz (b) 2nd mode 960MHz
(c) 3rd mode 1157MHz (d) 4th mode 1527MHz
Fig. 4.23.: Vector plot of the surface current density on the 176mm×230mm surface for the first
four capacitive characteristic modes at 800MHz.
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Fig. 4.24.: Simplified schematic drawing of a small single capacitive coupler used in 4-port MIMO
antenna system for tablet [115].
Numerical results
As stated before the TMRL 7 dB bandwidth observed at the output of the mul-
tiport matching network was found insufficient to match the antenna in both the
UL and the DL portions of a band simultaneously (e.g. Evolved Universal Ter-
restrial Radio Access (E-UTRA) band class (BC) 17, see Fig. 4.28). However,
application of the DL-MIMO concept (see further description in Chapter 5)
using the cascade comprising multiport matching network depicted in detail
in Fig. 4.25 and an ideal MDN (see Fig. 4.26) leads to the modal return loss
seen at the external ports as shown in Fig. 4.28. The result indicates that this
example antenna system is capable of providing single antenna operation in
UL combined with DL-MIMO operation using four radiation modes (mapped
to the external ports) in E-UTRA BC 17 (704 MHz to 746 MHz). In addition
MIMO operation in both UL and DL is provided with two radiation modes in
BC 13 (746 MHz to 787 MHz). Moreover, single antenna operation in both
UL and DL is supported for BC 5 (824 MHz to 894 MHz).
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Fig. 4.25.: Schematic of the multiport matching network for the symmetric 4-port MIMO antenna
for tablet [115] after Fig. 4.24.
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Fig. 4.26.: Schematic representation of the sequence of matching network (depicted in detail in
Fig. 4.25) and MDN for the symmetric 4-port MIMO antenna for tablet [115].
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Fig. 4.28.: Modal RL of the four radiation modes for the 4-port MIMO antenna for tablet [115]
with multiport matching network and MDN.

Chapter 5
Multiport Antennas for
Small Terminals
The present chapter focuses in particular aspects of antenna design for small
mobile wireless terminals. The most important descriptive quantities when
discussing properties of electrically small antennas remain the radiation qual-
ity factor and total efficiency. Overview of analytical expressions for radi-
ation quality factor which do not require prior knowledge of antenna input
impedance is provided. These expressions set fundamental limits on the max-
imum attainable bandwidth which can be achieved in a given volume. If the
antenna input impedance is known it is possible to obtain its bandwidth directly
without taking recourse to the notion of radiation quality factor. Estimation of
the total efficiency of electrically small antennas is also of significant practical
interest. In this chapter two independent approaches which allow to do this
numerically are shown.
If the instantaneous bandwidth of an antenna is too small to cover the desired
frequency bands, electrical switching is required. Electrical switching, in gen-
eral, introduces additional dissipation. In order to maintain high total efficiency
a new concept where electrical reconfiguration of the antenna is divided into
coarse electrical switching in the antenna physical structure and fine electrical
tuning in the external matching network is introduced to reduce losses.
The above summarized aspects, pertinent to design of electrically small anten-
nas, are equally relevant in the context of multiport antennas for small mobile
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wireless terminals. A practically relevant method to cope with bandwidth re-
strictions of multiport antennas for MIMO application in mobile wireless ter-
minals is presented by the DL-MIMO concept. Application of this concept is
shown for USB dongle antennas. Further, basic aspects relative to subsequent
systematic design of an electrically switchable and electrically tunable 2-port
DL-MIMO antennas for small USB dongles covering multiple frequency bands
are discussed in the present chapter.
5.1. Fundamental Limits on Radiation Quality
Factor
5.1.1. Fundamental analytical expressions
Estimation of bandwidth and fundamental limits for the bandwidth of electri-
cally small antennas have been subject of intensive studies. It is known that the
inverse of the radiation quality factor is a good approximation of bandwidth
for electrically small antennas. Therefore, it is useful to recall the basic ana-
lytical expressions for the radiation quality factor which depend on the volume
occupied by the antenna. Analytical expressions which allow to obtain radi-
ation quality factor without prior knowledge of the antenna input impedance
are of interest. Fundamental research relative to the estimation of the radiation
quality factor was conducted, to the most part, assuming sphere as a volume
circumscribing the antenna. In [122] Wheeler proposed that electrically small
antennas be defined as those with ka < 0.5, where ka = 2πλ a. λ denotes
wavelength and a is the minimum radius of a sphere (often referred to as Chu
sphere) in which the antenna is enclosed. Bounds on the radiation quality fac-
tor for lossless linearly polarized antenna, discussed in the present section, are
valid for ka < 0.5.
Historically, for the first time a bound on the radiation quality factor (applicable
to lossless linearly polarized antennas) was given by Chu in [75] as
Qrad,C =
1
(ka)3
+
1
ka
for (TM10 or TE10 mode). (5.1)
It is known that Chu’s expression gives the lowest bound on the radiation qual-
ity factor assuming that the antenna “fills” the Chu sphere in an “optimum”
fashion. However, it is important to note that in his derivation Chu did not con-
sider reactive energy stored inside the sphere circumscribing the antenna. Thal
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consider also the energy stored inside the Chu sphere [123, 124, 99] which led
to the following estimates of the radiation quality factor
Qrad,T,TM10 =
1.5
(ka)3
for (TM10 mode) (5.2)
and
Qrad,T,TE10 =
3
(ka)3
for (TE10 mode). (5.3)
Thal’s approximation of the radiation quality factor for the TM10 mode is about
1.5 times higher than that given by Chu (5.1). The practical realization of
a single-polarized folded spherical helix which approaches Thal’s analytical
expression was shown by Best in [125].
Recent work on lower bounds for the radiation quality factor was conducted for
antennas circumscribed by certain, typically considered in engineering prac-
tice, volumes featuring different aspect ratios. More realistic bounds on the
radiation quality factor for many types of antenna commonly used antennas
were given. Work which led to analytical expressions for the lower bound on
the radiation quality for many practical antennas was conducted by Gustafs-
son [100]. The resulting analytical expression has the form
Qrad,G =
1.5
(ka)3γnorm1
, (5.4)
where γnorm1 is a coefficient which depends on the geometry of the considered
volume. For a cylindrical volume with d/ℓ = 10−3, where ℓ = 2a and d is
the diameter of a cylinder, γnorm1 = 0.05. For a sphere with radius a, γ
norm
1 =
1. In this case Gustafsson’s analytical expression (5.4) is identical to Thal’s
analytical expression (5.2) for a single TM10 spherical mode.
5.1.2. Lower bound on the radiation quality factor of
antenna circumscribed by cylindrical region
Gustafsson’s analytical expression for the lower bound on radiation quality
factor of electrically small linearly polarized antennas after (5.4) [102] is of
significant practical importance since it is applicable to antennas enclosed by
regions other than a sphere. In the present section the lower bound on the radi-
ation quality factor, which can be achieved by antenna confined to a cylindrical
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region, is evaluated. Fig. 5.1 shows comparison between analytical expression
given by Gustafsson for a cylindrical region with two different aspect ratios
ℓ/d = 60 and ℓ/d = 6 where d is the diameter of the cylinder and ℓ is its
length (note that ℓ = 2a). The results show that the bound strongly depends
on the aspect ratio ℓ/d of a cylindrical region. A cylindrical region with low
aspect ratio results in a low radiation quality factor.
A further aspect of interest is design of the optimum radiator within a given re-
gion of space, i.e. one which features radiation quality factor close to Gustafs-
son’s analytical expression. In [126] Wheeler discussed the radiation quality
factor of antennas which are circumscribed by a cylindrical region. According
to [127] the conical dipole and helix with discs feature larger “sphere of influ-
ence” than a straight dipole. The largest “sphere of influence” in a cylindri-
cal volume features helix with discs. These observations of Wheeler are used
further in the present work to design a symmetric 2-port DL-MIMO antenna
for USB dongles featuring high total efficiencies of both radiation modes (see
Chapter 6). The antenna physical structure comprises a helix with capacitive
plates at its ends which approaches Wheeler’s helix with discs [127].
5.1.3. Radiation quality factor of electrically small
dipole
For a lossless electrically small dipole analytical expression for radiation qual-
ity factor exist. The input impedance of a short dipole is explicitly known. It
depends on dipole’s electrical length ℓ/λ and its diameter d. Therefore, the
radiation quality factor can be obtained using the expression given by Yaghjian
in [71]. The analytical approximation for the radiation resistance of an elec-
trically small dipole (ℓ≪ λ) is given by Balanis [128] as
Rrad ≈ η0π
6

ℓ
λ
2
(for ℓ≪ λ), (5.5)
where η0 is the impedance of the free space (η0 ≈ 377 Ω) and λ is the wave-
length. A short dipole is capacitive. It is possible to approximate its reactance
by [128]
X ≈ −η0
π
ln

ℓ
d − 1

tan

π ℓλ
 (for ℓ≪ λ), (5.6)
where d is the diameter of the wire. The radiation quality factor of an elec-
trically small dipole can approximately be found from the above approxima-
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Fig. 5.1.: Radiation quality factor Qrad versus ka after Gustafsson’s analytical expression [102]
for two antennas which are circumscribed by cylindrical regions with different aspect
ratios.
tions of the radiation resistance and reactance. The analytical expression for
radiation quality factor given by Gustafsson for ℓ/d = 60 (see Fig. 5.1) and
its analytical approximation calculated using Yaghjian’s expression [71] with
(5.5) and (5.6) are in good agreement.
5.2. Evaluation of Bandwidth
Evaluation of bandwidth for multiport antennas can be accomplished using
multiport matching network (see Chapter 4 subsection 4.3.1). Given the scat-
tering matrix of the antenna and the scattering matrix SA of the matching net-
work SM it is easy to obtain the scattering matrix of the cascade SP, using
(4.6), which allows to observe the bandwidth. In practice, there are typically
only few modes which are critical and one can specifically investigate the band-
width of these modes separately. This is equivalent to analysis of a single feed
antenna. The present section shows two methods which allows to numerically
obtain bandwidth of a single feed antenna.
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5.2.1. Using explicitly known elements of the ideal
matching network at single frequency
The scattering matrix of the ideal lossless 2-port matching network for match-
ing a lossless single feed antenna (N = 1), featuring reflectance ΓA, at single
frequency can be obtained from (4.7) (see Chapter 4 section 4.2). It is given by
SM =
 ΓA∗ u1− |ΓA|2
u

1− |ΓA|2 −u2ΓA
 , (5.7)
where u is an arbitrary unit phasor (i.e., u = ejφ with real φ). This implies
that for a given reflectance ΓA an infinite set of impedance matching networks
exists. From this infinite set a particular realization which maximizes total
efficiency of an antenna in a subsequent practical realization of the network
can be selected. For the purpose of further discussion assume that φ = 0. The
admittance matrix of the matching network can be explicitly obtained and its
elements mapped to circuit elements of the π-type matching network shown
in Fig. 5.2. At single frequency the admittances of this matching network are
given by
Y M1 = jYL 1−ℜ(ΓA)−

1− |ΓA|2
ℑ(ΓA) (5.8)
Y M2 = jYL

1− |ΓA|2
ℑ(ΓA) (5.9)
Y M3 = jYL 1 + ℜ(ΓA)−

1− |ΓA|2
ℑ(ΓA) , (5.10)
where YL is the load admittance. Depending on the value of ΓA at a sin-
gle frequency the admittance Y Mi , where i = {1, 2, 3}, is mapped to either
capacitance Ci or inductance Li (see Chapter 4 subsection 4.3.1). Once the
reflectance ΓP at the output of the cascade comprising the antenna with the
matching network is obtained over frequency range it is possible to calculate
the fractional x dB bandwidth of a lossless single feed antenna featuring single
resonance using (2.38).
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Fig. 5.2.: Schematic of a cascade comprising antenna and the π-type Matching Network (MN)
comprising three components with admittances YM1 , Y
M
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M
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5.2.2. Matching network synthesis by minimization of
reflectance at single frequency
The problem of finding the bandwidth of a single resonant antenna can also be
solved numerically. The advantage of this method is that the matching network
can be lossy. Thus, the bandwidth of a lossy antenna can be found assuming
that dissipation occurs predominantly in the elements of the matching network
and the dissipation in the antenna is small. The simulation setup comprises a
cascade of antenna and a π-type matching network (see Fig. 5.2). Minimiza-
tion of the reflectance or alternatively maximization of the return loss at the
prescribed center frequency at the output of the cascade is the goal of the op-
timization procedure. To simplify notation the least squared error type penalty
function, used to minimize the ΓP seen at the output of the cascade, is given
with respect to a single center frequency f0
PM,opt = argmin
{PM}
ΓPΓA(f0),PM, f02 , (5.11)
where PM = (PM1 , P
M
2 , P
M
3 ) are the parameters of the π-type matching net-
work which yield ΓP and PM,opt = (PM,opt1 , P
M,opt
2 , P
M,opt
3 ) are the op-
timum solutions. Optimization is performed at a center frequency f0. The
admittance Y Mi , where i = {1, 2, 3}, is mapped to either capacitance (when
PMi > 0) or inductance (when P
M
i < 0) (see Chapter 4 subsection 4.3.1). Var-
ious minimization algorithms can be used for solving (5.11). A genetic algo-
rithm is used for obtaining the type of elements and the initial element values.
Then the gradient type optimization finds exact element values. The quantity
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ΓP(PM,opt, f0) is the reflectance over frequency of the cascade matched at
the center frequency f0. It allows for simple evaluation of the fractional x dB
bandwidth using (2.38).
5.3. Efficiency degradation due to matching
network
A general expression for the total efficiency of a matched antenna at resonance
was given in [129]. It is based on the following discussion of losses in the
antenna system comprising antenna with a lossy matching network. Consider
the antenna with radiation efficiency ηrad featuring reactance type radiation
quality factor QA which is defined as a ratio of rectance to the radiation resis-
tance of the antenna (i.e. XA/RA). The antenna is matched using elements of
the opposite type of the antenna equivalent circuit reactance. Let QM denote
the lowest quality factor among all components comprising matching network.
The upper bound on the total efficiency of matched antenna is then expressed
as in [129] by
ηtot ≤ ηradηM = ηrad 1
1 + QAQM
(if matched), (5.12)
where ηM denotes efficiency of the matching network. Inspection of the above
relation reveals that if the values of radiation quality factors of the antenna itself
and the matching network are of similar magnitude then the total efficiency is
about one half of the radiation efficiency of the antenna itself. If the reactance
type radiation quality factor of the antenna is much higher than the Q-factor
of the largest reactive component in the matching network (i.e. QM ≪ QA)
then the total efficiency of matched antenna much smaller than the radiation
efficiency (ηtot ≪ ηrad). Typically, the elements with lowest Q-factor are
the inductors. Inductor loss (given by Equivalent series resistance (ESR)) is
proportional to inductance value. The efficiency therefore depends also on re-
quired inductor values to match the input impedance of the antenna. This ques-
tion is examined numerically in detail in the section 5.4 for a simple inductive
L-type matching network.
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Fig. 5.3.: Equivalent circuit model of a wirewound inductor.
5.4. Numerical Evaluation of Total Efficiency
5.4.1. Losses of wirewound inductors
It was shown in [129] (see section 5.3) that losses in the antenna system are due
to the finite Q-factor of inductors used in the matching network. The general
statement given by (5.12) can also be expressed by comparing antenna radia-
tion resistance Rrad(ω) and ESR of the inductor, here given by Rloss(ω), at a
given radian frequency ω. However, the ESR is often given in the datasheets
at DC only. The goal of the present subsection is to provide an expression to
obtain ESR of a wirewound inductor at any frequency below the self-resonance
frequency in order to use it further to estimate total efficiency of the antenna at
single frequency. The loss resistance Rloss can be estimated based on an equiv-
alent circuit model (see Fig. 5.3) comprising series connection of nominal in-
ductance L and resistance of a wire Rs with shunt capacitance Cs which repre-
sents capacitance between windings. The datasheet provided by the manufac-
turer often in addition to nominal L includes also Q-factor and self-resonance
frequency fSFR. This data allows to calculate capacitance Cs and resistance
Rs using
Cs =
1
4π2f2SFRL
and Rs =
2πfL
Q
, (5.13)
where Q and L are taken at the frequency of interest f . The real part of the
impedance of the equivalent circuit model is the loss resistance of the wire-
wound inductor
Rloss(ω) = ℜ

Z(ω)

= ℜ

1
jωCs +
1
Rs+jωL

. (5.14)
Note that the impact of Cs on the loss resistance is small when f ≪ fSFR
and but increases rapidly with frequency when approaching self-resonance fre-
quency. Typically, the loss resistance increases proportionally with logarithm
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Fig. 5.4.: Schematic representation of the antenna matching using lossy L-type matching network.
of frequency and the value of nominal inductance. In order to minimize losses
it is imperative to use in the matching network inductors with small nominal
values.
5.4.2. Proposed simple approach
The total efficiency of a lossy antenna matched at a single frequency using an
external lossy L-type matching network can be numerically evaluated based
on the following discussion. Consider an electrically small dipole whose input
impedance can be represented using ECM comprising series connection of a
resistor and a capacitor (see Fig. 5.4). The resistor models radiation resistance
and loss resistance of the antenna RArad + R
A
loss. Its change over frequency is
typically small for electrically small antennas. The reactance of an electrically
small dipole changes rapidly over frequency. It is modeled by the capacitance
C. The input impedance Zin of an arrangement comprising ECM of the an-
tenna and a simple L-type passive matching network after Fig. 5.4 featuring
two lossy inductors with impedances Z13 and Z34 is found to be
Zin =
1
1
Z34
+ 1Z13+ZA
, (5.15)
where ZA is the impedance of the antenna. The available power Pav and the
power radiated by the antenna Prad can be expressed as
Pav =
|iin|2
2
ℜ

Zin

and Prad =
|iA|2
2
RArad, (5.16)
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respectively. The total efficiency of an arrangement comprising antenna and
matching network, where the antenna is matched at a single frequency, is given
by
ηtot(ω0) = η
A
rad
Prad
Pav
= ηArad
RArad
ℜ

Zin
 |iA|2
|iin|2 , (5.17)
where ηArad is the radiation efficiency of the antenna. Kirchhoff’s circuit laws
allow to obtain the ratio of the RF current flowing through the antenna only
and the input RF current
|iA|
|iin| = 11 + ZA+Z13Z34 . (5.18)
The total efficiency of matched antenna at a single frequency is then given by
ηtot(ω0) = η
A
rad ·
RArad
ℜZin
 11 + ZA+R13+jωL13R34+jωL34

2
. (5.19)
The above described method of estimating total efficiency is applied to evaluate
the total efficiency of the antenna for USB dongles (see subsection 5.7.3).
5.4.3. The approach where antenna input impedance is
represented as a 2-port network
In engineering practice frequently a simulation setup is desired which allows
to calculate total efficiency of an antenna with a lossy matching network us-
ing S-parameters of commercially available devices. Such a setup is shown in
Fig. 5.5 after [130]. It consists of a 2-port ECM of an antenna which com-
prises series reactance XA, series loss resistance RAloss and a transformer with
RArad
ZL
: 1 transformation ratio, where ZL = 50 Ω and RArad denotes radiation
resistance, and a matching network. The setup allows to calculate either total
efficiency of matched antenna assuming known RAloss or efficiency of a lossy
matching network with lossless antenna when RAloss is unknown (i.e. R
A
loss is
assumed to be zero), respectively, via evaluation of |s21|2. This method of
numerical evaluation of total efficiency was used to obtain electrical tuning ca-
pabilities of an electrically tunable MDN for 2-port MIMO antennas in [112]
(see Appendix E).
128 Multiport Antennas for Small Terminals
po
rt
1
po
rt
2jX
A RAloss

RArad
ZL
: 1
MN
2-port ECM
of an antenna
Fig. 5.5.: Simplified schematic representation of the simulation setup after [130] which can be used
to evaluate total efficiency of the antenna with MNs in terms of |s21|2.
5.5. Combining Electrical Switching and Elec-
trical Tuning
5.5.1. Antenna reconfiguration and tunable matching
circuits
Antennas for mobile wireless terminals must cover a wide range of frequencies
and often allow for multi-band operation. This is in contrast to what can be
typically achieved with electrically small antennas. They feature narrow band-
width and small efficiency. Therefore, providing some mechanism to cover the
desired wide bandwidth with at least acceptable efficiency is mandatory. The
best candidate for realization of antenna reconfigurability in small mobile wire-
less terminals is a combination of coarse electrical switching with fine electri-
cal tuning. The idea follows from the realization that at its feed, when matched,
an electrically small antenna features rapidly changing input impedance with
frequency (see e.g. Fig. 5.6). Also the magnitude of the current is the maxi-
mum at the feed. Therefore, electrical tuning of an electrically small antennas
at the feed is not advisable due to high losses and insufficient tuning range
over frequency. For these reasons at least coarse electrical switching within
the antenna physical structure itself is preferable. It allows to place switching
elements in locations where current (or voltage, respectively) is not at maxi-
mum to reduce losses (see e.g. Fig. 5.7). Afterwards, additional fine electrical
tuning can then be performed within a tuning module placed behind the an-
tenna physical structure on the printed circuit board (PCB) of a terminal. This
approach is also considered preferable from a design point of view, because
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Fig. 5.6.: Impedance versus normalized frequency of matched electrically small linear dipole
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Fig. 5.7.: Normalized currents I/Imax versus electric length of the dipole x/λ, where −L/2 ≤
x ≤ L/2, for different dipole lengths L ∈ {λ/2, λ/4, λ/8} after analytical expressions
given in [128].
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it allows to separate design and optimization of the antenna physical structure
itself from that of a tuning module. The idea leads to the definition of a “soft”
specification of the interface between the antenna and the tuning module. The
antenna will be required only to be electrically switched to an extent which
assures that its impedance stays within a specified region of the Smith chart.
The module with additional electrical tuning capabilities will be required only
to map this region of the Smith chart to the desired load impedance.
In order to realize the outlined concept it is necessary to first discuss which RF
components are suitable to implement coarse electrical switching and which
are more appropriate for realization of fine electrical tuning. At this point
of considerations it should be apparent that integration of the highly complex
components featuring digital control interfaces into the antenna physical struc-
ture may not be feasible. This means that all highly integrated RF components
such as e.g. Digitally Tunable Capacitors (DTCs) are more suitable for a tuning
module placed on the PCB of a device. Use of varactor diodes is often reported,
however in general their use in design of electrically small antennas remains
problematic due to their nonlinear behavior in the transmit mode of operation.
RF-MEMS Single Pole, Single Throw (SPST) switches and RF-PIN diodes are
identified as the components which can be used for coarse electrical switching
in the antenna physical structure. Application of all above mentioned devices
in realization of electrical switching and tuning is discussed in the the present
section.
5.5.2. Realization of coarse electrical switching
The present section provides an overview of advantages and disadvantages
of RF-MEMS SPST switches and RF-PIN diodes in application to electrical
coarse switching in the antenna physical structure. For an example of switching
applied in the antenna physical structure consider an electrically small dipole.
It can be realized using some form of a meander line or a helix with capaci-
tive plates at both ends. Switching can be accomplished by providing electrical
short between meander lines or windings of a helix (see e.g. Fig. 5.8). Detailed
design and measurement of the prototype of an electrically switchable 2-port
DL-MIMO antenna covering four BC in the LTE low-band (from 704MHz to
960MHz) is shown in Chapter 6 section 6.1.3.
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Fig. 5.8.: Simplified illustration of switching in a single arm of an example electrically small an-
tenna. Two switches with open and close states allow to switch the antenna between four
frequency bands.
MEMS SPST switches
The name RF-MEMS refers to a variety of electronic components of which me-
chanically moving sub-millimeter-sized parts provide RF functionality. Capac-
itive RF-MEMS switches employ the movement of a mechanical component to
place a variable capacitance in the path of a RF transmission line, thereby ei-
ther blocking or enabling transmission of an RF signal along that line. MEMS
SPST switches offer high isolation in the open state and low insertion loss in
the conducting state in a system which is at reference impedance level. For
instance the S-parameters of a single RF-MEMS SPST for both ON and OFF
states for a switch from DelfMEMS allow to extract the ECM of the switch. In
a 50 Ω RF system the isolation in the OFF state is higher than 60 dB and inser-
tion loss lower than 0.15 dB. In the ON state return loss is higher than 30 dB
and insertion loss is at around 0.2 dB. In the LTE low-band frequency range
(from 704MHz to 960MHz) the ECM in the OFF state comprises parallel
RoffCoff with Roff = 1 MΩ and Coff = 1.2 fF and in the ON state comprises
series RonLon with Ron = 1.6 Ω and Lon = 0.8 nH. The product RonCoff
is a figure of merit. For the present example its value is 1.92 fs. The linear-
ity, power handling and Q-factor are excellent, but RF-MEMS SPST switches
require high control voltage of up to 120 V.
RF-MEMS SPST switch biasing
Electrostatic biasing implies no current flow, allowing high-resistivity biasing
lines to be used instead of RF choke inductors (see Fig. 5.9). An advantage
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Fig. 5.9.: Simplified illustration of biasing network for RF-MEMS SPST used to electrically
shorten the antenna physical structure.
over the use of PIN diodes is clear since the biasing lines do not require high
value RF choke inductors. Typical values of Rchoke given in the datasheets are
in the interval from 40 kΩ to 100 kΩ.
RF-PIN diodes
The PIN diodes are versatile semiconductor devices used in a variety of appli-
cations. The goal of the present short overview is to provide basic statements
related to use of RF-PIN diodes as switches. RF-PIN diodes feature small size
and high reliability. The power handling capability of the RF-PIN diode (PIN)
diode is limited by either the diode’s breakdown voltage or its power dissipa-
tion. For example, for the series connection and a diode with a low and high
resistance state of 1 Ω and 10 kΩ, respectively, approximately 2 % (CW Power
Multiplier = 50) of the input power dissipates in the diode in either the “ON”
or the “OFF” state. This means that the diode with Pdiss = 250 mW can
handle 12.5 W of input power. An other important quantity to consider is the
carrier lifetime. As a rule of thumb it is accepted that a RF-PIN diode should
be operated at frequencies considerably higher than the minimum frequency of
operation given by [131] (pp. 98)
fmin ≥ 10
τ
, (5.20)
where τ is the carrier lifetime. Use of a RF-PIN diode above this frequency
avoids significant harmonic effects by preventing modulation of the charge car-
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Tab. 5.1.: Comparison of descriptive quantities for BA 592 and BAR 90 from Infineon [132]. CT
refers to diode capacitance, RP is parallel resistance and rf is forward resistance.
parameter unit BA 592 BAR 90 notes
package SC79 TSLP-2-7
CT pF 1 0.3 VR = 0 V, f = 100 MHz
Rp kΩ 100 35 VR = 0 V, f = 100 MHz
rf Ω 0.4 0.8 IF = 10 mA, f = 100 MHz
τrr ns 120 750 carrier life time
WI µm 3 20 I-region width
IL dB 0.4 0.08 IF = 10 mA, f = 1.8 GHz
isolation dB 5.5 18 VR = 0 V, f = 1 GHz
VR V 35 80 reverse voltage
rier concentration. Below this frequency the diode behaves like a varactor. For
τ from around 500 ns to 1000 ns the minimum operating frequency is between
20 MHz to 10 MHz. If the intended frequency range of antenna operation is
above these frequencies the RF-PIN diode behaves like a switch. In the con-
ducting state of the diode the product of DC current and series RF resistance is
a constant, dependent on the design of a PIN diode [131]
RRFs I
DC
F = const. (5.21)
The value of the constant depends on the width of the I-region of semiconduc-
tor, carrier lifetime and mobilities of electrons and holes. Achievable resistance
values are between 0.1 Ω and 10 kΩ. For switching applications, especially
when dealing with electrically small antennas, the RF resistance has to be min-
imized so as to maximize total efficiency. This clearly requires high DC current
to be delivered. In engineering practice, often a trade-off between the current
consumption and low RF resistance of the diode has to be made. Parameters of
two different RF-PIN diodes are given in Tab. 5.1. These two diodes are used
in the electrically switchable antennas described in Chapter 6.
RF-PIN diode biasing considerations
An important issue when using RF-PIN diodes is design of a proper biasing
circuit. The basic biasing circuit for an RF-PIN diode is shown in Fig. 5.10.
The major challenge in design of a biasing circuit for RF-PIN diodes is DC-
RF isolation. The ratio of RF current IL flowing through the choke inductor
Lchoke, located in the vicinity of the diode, to RF current ID flowing through
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Fig. 5.10.: Simplified illustration of biasing network for RF-PIN diode used to electrically shorten
part of the antenna physical structure.
RF-PIN diode must be minimized. Parasitic resonances, caused by current
loops created by biasing lines and the antenna physical structure, must be pre-
vented. The first task in the design process of biasing lines is to select appro-
priate size of SMD components and to identify the required value of choke
inductance Lchoke. The trade-off between the nominal value of inductance and
the series loss resistance has to be exploited. The size of the choke inductors
has to be maintained small as larger choke inductors interact strongly with the
electromagnetic field generated by the antenna physical structure. Larger size
of the choke inductors would also be impractical for mobile wireless devices
due to real estate limitation for additional component placement. Moreover,
larger components require including them into the CAD model of the antenna
as physical components which yields to cumbersome and time consuming sim-
ulations. In order to bypass the requirement for choke inductors to feature high
nominal values they can be replaced by a series connection of a few induc-
tors with smaller nominal values. Practical utilization of RF-PIN diodes for
electrical switching in the antenna physical structure is shown in Chapter 6.
5.5.3. Realization of fine electrical tuning
Fig. 5.11 shows schematic of the π-type electrically switchable matching net-
work [133]. The inductors, denoted by L1, L2 and L3 have fixed values,
whereas capacitors C1, C2 and C3 are tunable. These electrically tunable com-
ponents shall feature continuous tuning capabilities (varactors) or a discrete
tuning capabilities with small step (e.g. DTCs). Advantages and disadvantages
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Fig. 5.11.: Schematic of an electrically tunable Matching Network (MN) comprising three inde-
pendently tuned components C1, C2 and C3.
of varactor diodes versus DTCs in an electrically tunable matching network are
discussed in this subsection. A tuning ratio, defined as the ratio of the max-
imum capacitance, to the minimum capacitance of about 5 was found to be
sufficient to match antenna input impedances over a wide range of frequen-
cies [112]. If the tuning range of is known complete matching network can be
systematically synthesized [112] (see Appendix E).
Varactor diode
Varactor diodes are well suited for realization of electrical tuning in re-
ceive only applications such as e.g. digital video broadcasting – terrestrial
(DVB-T) [134]. As long as the RF voltage over the varactor diode is small,
non-linearity is not a problem. This is generally not the case for concurrent
receive and transmit operation because of high RF voltages. The capacitance –
voltage relation of a varactor diode may be approximated by
C(V ) = C0

1 +
V
V0
−γ
(5.22)
where V denotes reverse voltage, V0 the built in potential (∼ 0.7V for Si and
1.2 . . . 1.3V for GaAs devices). The exponent γ is typically 0.47 for Si var-
actors with abrupt doping profile and 0.50 for some GaAs abrupt junction var-
actors. Varactors with hyperabrupt doping profiles are available with γ values
of e.g. 0.75, 1.0, 1.25 and 1.50. Low-voltage types require a control voltage
in the range 1 . . . 3V or 1 . . . 4.5V, high-voltage types typically up to 25V or
28V. Varactors offer the following advantages:
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1. high-impedance control lines permit placement in “hot” regions of an
antenna structure,
2. negligible current consumption,
3. continuous tuning which allows for e.g. factory corrections using (look-
up table) to e.g. adapt to different operating environments of a terminal
or to compensate for manufacturing tolerances.
Limitations result from the non-linearity of the C(V ) relation (5.22). The RF
voltage drop over the varactor must be limited to a small fraction of the DC tun-
ing voltage. A fixed series capacitance may therefore be mandatory. This re-
stricts the attainable frequency tuning ratio. With high voltage varactor diodes
it is expected that frequency can be tuned by about 5 % which is insufficient to
e.g. cover the whole LTE low-band. In summary the disadvantages are
1. requirement for a digital to analog converter (DAC) whose output covers
the voltage range,
2. restricted tuning range because a trade-off between tuning range and lin-
earity must be made.
Digitally Tunable Capacitors (DTCs)
A digitally tuned capacitors, contains a bank of switches and capacitors.
In Silicon-On-Insulator (SOI)/Silicon-On-Silicon (SOS) devices Field-effect
transistor (FET) switches and Metal-Insulator-Metal (MIM) capacitors with
binary-weighted values are used. SOI/SOS switches feature high linearly and
are well suited to low power applications. High voltage endurance requires
multiple FET devices in series which adds series resistance and lowers the
quality factor. The major advantage of DTCs is that they are controlled directly
using a digital interface (e.g. SPI). For further discussion a PE64904 devices
from Peregrine are considered. They were designed for the frequency range
from 100 MHz to 3000 MHz. Therefore, they covers the majority of E-UTRA
BCs. The tuning range is from 0.7 pF to 4.6 pF (series configuration) which
gives a tuning ratio of about 5. The tuning step is only 131 fF. Other ad-
vantageous properties of DTCs include high power handling capability (up to
38 dBm), high linearity and low power consumption. The ESR is approxi-
mately 1.4 Ω. Realistic equivalent circuit models of Peregrine’s DTCs, which
include losses, are used in the numerical evaluation of tuning capabilities of an
electrically tunable MDN for 2-port MIMO antennas (see subsection 5.7.4 and
Appendix E).
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5.6. Downlink (DL)-MIMO Concept
Due to the fact that mobile traffic is typically asymmetric and for reasons of
battery time and cost most presently available mobile wireless devices feature
multiple receivers but only a single transmitter for a given band. The LTE
standard currently requires antenna systems which support Single User (SU)-
MIMO in the DL but not necessarily in the UL. An antenna system for Fre-
quency Division Duplex (FDD) which supports MIMO in the DL but not in the
UL is referred to as a DL-MIMO antenna. The concept is general and applica-
ble whenever NRX > NTX > 1, where NRX is the number of receivers and
NTX is the number of transmitters.
Multiport antennas on small mobile platforms exhibit significant difference in
radiation properties of both radiation modes [1] and characteristic modes [10].
The modal radiation quality factor increases (modal bandwidth decreases) with
modal index (see Chapter 3). The frequency range over which all radiation
modes can be matched simultaneously to the desired level of TMRL [38] is
dominated by the smallest modal bandwidth. In small mobile wireless devices,
such as datacards, USB dongles and various handset form factors this band-
width may be insufficient to cover both the UL and the DL portion of a given
BC simultaneously. Instead of compromising on TMRL the available band-
width of each of e.g. two radiation modes can then be exploited by matching
the radiation mode with lower radiation quality factor over the UL and DL
portion of the band simultaneously but the other only over the DL portion. For
an N -port antenna (N > 2) the DL-MIMO concept means in general assign-
ing a first subset of radiation modes to the DL frequency band and use for DL
reception and assigning a second subset to both UL and DL frequency bands.
To illustrate the DL-MIMO concept it is convenient to revert to a very simple
model which nevertheless reproduces the situation under study in section 5.7
quantitatively quite well. Consider two collinear half-wavelength dipoles op-
erating at 750 MHz and separated by the distance ℓ. Fig. 5.12 shows the frac-
tional 7 dB bandwidth of the common mode (b7dBΣ ) and the differential mode
(b7dB∆ ) and in addition the fractional 7 dB TMRL bandwidth (b
7dB
tot ), which
could be achieved using a multiport matching network [111], as function of
electrical distance ℓ/λ between the dipoles. If the fractional bandwidth re-
quired to cover the UL and DL portions simultaneously is smaller than the
TMRL bandwidth (olive curve), the DL-MIMO antenna system is not required.
If not, but if the fractional bandwidth of the DL portion of a band alone is
smaller than the bandwidth of the differential mode (red curve) then mapping
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Fig. 5.12.: Fractional 7 dB bandwidth of the common mode (b7dBΣ , blue curve), the differential
mode (b7dB∆ , red curve) and the fractional 7 dB bandwidth with respect to total multi-
port reflectance [38] (b7dBtot , olive curve) over separation ℓ/λ of a pair of collinear
dipoles.
of radiation modes to external ports and hence DL-MIMO operation is a vi-
able solution. As a specific example consider E-UTRA BC 17 which requires
a fractional instantaneous bandwidth of 5.8 % to cover both UL and DL si-
multaneously. The common mode of the arrangement obviously has sufficient
bandwidth. However, the bandwidth of the differential mode is smaller and
dominates total multiport reflectance bandwidth if both radiation modes are to
be matched simultaneously over the whole band. According to Fig. 5.12 a sep-
aration of 0.23λ (roughly 95 mm) would be required to achieve 7 dB TMRL
over both the UL and DL portions of the band simultaneously. The 10 MHz
DL portion alone, on the other hand, corresponds to a fractional bandwidth of
only 1.35 % which is covered by the differential mode at a separation of only
0.125λ (roughly 50 mm).
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Fig. 5.13.: Illustrative representation of principle of operation of a symmetric 2-port antenna for
USB dongles comprising two elements. The graphics shows schematically capacitive
coupling of the antenna to the laptop chassis (common mode, red) and small dipole
operation (differential mode, blue).
5.7. Multiport Antennas for USB dongles
5.7.1. Design approach using radiation modes
The chassis of a laptop acts as a radiator which can be used in the subsequent
antenna design. The radiation characteristic of the laptop chassis can be de-
scribed in terms of characteristic modes [10]. In [106] it was shown that a
significant number of characteristic modes featuring low radiation quality fac-
tors can be excited on the laptop chassis in the LTE low-band frequency range.
It was verified in [107] that excitation of two orthogonal superpositions of char-
acteristic modes on the laptop chassis using extremely small couplers allows
for a broadband 2-port MIMO antenna featuring high total per port efficiencies.
Fig. 5.13 refers to an USB dongle plugged into a laptop. A coupler, placed
along the short edge of a USB dongle ground plane, comprises two symmetric
antenna elements. An advantage from excitation of surface current density on
the laptop chassis can be drawn for only one of the radiation modes only. This
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surface current density, which corresponds to a certain superposition of char-
acteristic modes on the laptop chassis featuring low radiation quality factors,
can be associated with the common mode. In the common mode the antenna
is operated as a capacitive coupler against the chassis of a laptop. In the com-
mon mode an electric field normal to the edge of the laptop is observed (see
Fig. 5.13, red arrows). Typically, the bandwidth of this radiation mode is suffi-
cient to cover any E-UTRA BC in the LTE low-band (QΣ ≈ 5...15). However,
excitation of an appreciable second, orthogonal surface current density on the
laptop chassis turns out to be impracticable given small size of USB dongles.
Therefore, in the differential mode the antenna is operated as an electrically
small dipole (Q∆ ≈ 100...200 for ℓ = 30mm). The electric field of this radi-
ation mode is tangential to the edge of the laptop (see Fig. 5.13, blue arrows).
The most critical, with respect to attainable bandwidth and total efficiency, is
the differential mode. Therefore, all considerations in this section apply to the
differential mode only.
5.7.2. Estimate on attainable bandwidth of the differen-
tial mode
Under free space conditions the fractional 7 dB bandwidth of the differential
mode can be found approximately as an the inverse of the radiation quality
factor after Gustafsson’s analytical expression (5.4) [102] for given aspect ra-
tio ℓ/d of a cylindrical shape (see subsection 5.1.2). In the present subsection
the maximum attainable bandwidth of the differential mode is also numerically
evaluated taking into account the dipole’s proximity to the ground plane of
the USB dongle and the chassis of a laptop. For the purpose of the numerical
analysis the antenna physical structure is simplified to a bow-tie dipole with
capacitive plates at its ends. This model serves as basis for further design deci-
sions. It is not, however, the final design. The maximum attainable bandwidth
of the differential mode was obtained using FDTD simulations of the antenna
physical structure comprising two ℓ× 10 mm2 bow-tie elements with 10× 15
mm2 capacitive plates at their ends. The length ℓ ∈ {30, 45, 60, 75} mm of a
bow-tie dipole was a parameter in the present analysis. It was placed symmet-
rically at a distance of 80 mm from the model of 320× 220× 10 mm3 laptop
chassis. For a given ℓ an FDTD simulation was performed over the frequency
range from 700 MHz to 1000 MHz and the 7 dB bandwidth of the differen-
tial mode was obtained. The results, depicted in Fig. 5.14, clearly show that
the width of a USB dongle for antenna placement has to be at least 60 mm.
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With this size the DLs portions of all considered BCs in the LTE low-band
can be covered. Critical still remains BC 20. The same type of analysis was
performed for the common mode with the same size of the laptop chassis. It
was found that the common mode, with bow-tie elements commonly used as
a capacitive coupler against the chassis, features always bandwidth of at least
100MHz for any ℓ from 30mm to 75mm. The common mode is therefore not
critical with respect to bandwidth.
5.7.3. Estimate on the total efficiency of the differential
mode
For the purpose of numerical evaluation of the total efficiency of the differ-
ential mode the complete simulation setup and the antenna physical structure
remain the same as used in the previous subsection. Approach I, outlined in
section 5.4, is used to numerically obtain the total efficiency of the differential
mode at three center frequencies f0 for different lengths ℓ. It was assumed that
the inductors L13 and L34 (see Fig. 5.4) feature quality factor of approximately
200 (achievable with “air core” inductances) and have the most significant con-
tribution to the overall losses of the differential mode. The radiation efficiency
of the differential mode is 95 %. Fig. 5.15 shows total efficiency over the an-
tenna length and for three different center frequencies. The total efficiency
increases with antenna length and frequency. The analysis also shows signif-
icant decrease of the total efficiency due to loss of inductors in the lower part
of the LTE low-band. The results suggest that inductors should be placed in
the antenna physical structure. For ℓ = 30 mm the efficiency of the differen-
tial mode is close to that reported in e.g. [53] (below −5.5 dB) for 66 × 25
mm2 USB dongle. ℓ = 60 mm is required to achieve total efficiency of the
differential mode of about −3 dB.
5.7.4. Proposed realization of an MDN
For a symmetric 2-port MIMO antenna an electrically tunable MDN can be
embedded into the antenna physical structure. A patented approach (see
Fig. 1.6) [49] exists, where the monopole and dipole antennas are physically
separated [50]. Similar approach, where separate monopole and magnetic
dipole (loop antenna) were used, was outlined in [51]. Both are straight-
forward and simple to implement but require additional volume for separation
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of antennas and their placement. An advantageous approach, where both radi-
ation modes can be excited using the same antenna physical structure, is given
in the present section.
In chapter 4 it was shown that MDN featuring reference impedance level
for matched 2-port MIMO antennas comprises a 180◦ hybrid (see general
schematic in Fig. 4.17). It provides a valid staring point from which a straight-
forward extension of the MDN toward electrical tuning is possible. Fig. 5.16
shows the proposed electrically tunable MDN for symmetric 2-port MIMO an-
tennas [112]. It represents a specific embodiment of a solution shown in [135],
where a 180◦ hybrid was converted into an in-phase line and a balun. The
center-tapped reactance 2X12 maps radiation modes to external ports Σ and
∆ via separate mode-specific matching networks ΣMN and ∆MN. Either a
balun transformer or a common mode choke can be used to suppress the com-
mon mode signal in the differential mode branch. If the differential mode of
an antenna has radiation properties similar to an electrically small dipole, the
center-tapped reactance becomes inductance 2L12. Further, it must be a part
of the antenna physical structure and feature small value (e.g. 3.9 nH) so as to
maintain high efficiency of the differential mode. Application of this embodi-
ment of MDN to 2-port MIMO antennas for USB dongles is given in Chapter 6.
In other applications, the center-tapped inductance 2L12 can be a part of a sep-
arate tuning module placed on e.g. separate from the antenna external PCB.
This assumes that the losses of the cables connecting the module to the an-
tenna are sufficiently small. In the present approach matching networks are
separate and thus independent. The topologies of ΣMN and ∆MN are not mu-
tually constrained as in case of a multiport matching network [28, 111]. This
allows for larger tuning range as compared to an electrically tunable multiport
matching network reported [137]. The tuning range of the present solution (see
Fig. E.1) was numerically evaluated assuming realistic lossy components [112]
(see Appendix E).
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Chapter 6
Prototypes: Design,
Fabrication and
Measurements
The present chapter describes design procedure, fabrication process and char-
acterization of the antenna prototypes which were referred to in the previous
chapters. The most important descriptive quantities such as TMRL, modal
RL, isolation, total per port and modal efficiencies were measured for all pro-
totypes. Comparison between measured and simulated data is shown where
applicable. Two prototypes featuring electrical switching using high perfor-
mance RF-PIN diodes, one a 2-port MIMO antenna for datacards and the other
2-port DL-MIMO antenna for USB dongles, were designed, fabricated and
measured. In order to validate fabrication method before fabrication of the
electrically switchable antenna for USB dongles its fixed frequency version
was built and measured. The fourth prototype is a wideband 2-port MIMO
antenna for monocoque laptops. Due to broadband frequency response neither
electrical switching nor electrical tuning was implemented in this prototype.
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6.1. Design of the Prototypes
6.1.1. Prototype I: Electrically switchable 2-port MIMO
antenna for datacards
Antenna physical structure
Based on the extensive numerical evaluations using modal analysis, shown in
the previous chapters, the length of the bow-tie shaped antenna elements were
chosen to be ℓ = 90 mm. The area of capacitive plates was selected to be
A = 10× 15 mm2 (see details in Fig. 6.1 and Fig. 6.2). In the common mode
the antenna is operated as a capacitive coupler against the chassis of a device. A
relatively large common mode bandwidth can be achieved, since the electrical
size of the radiator is substantially larger in common mode because the ground
plane of the laptop forms a large counterpoise. The differential mode features
radiation properties of a λ/4 dipole at about 850 MHz. In the differential mode
the antenna is operated as a dipole. The design goal was to achieve sufficient
bandwidth so as to cover both UL and DL portions of a band of any single
BC in the LTE low-band simultaneously with higher than 7 dB TMRL. A
multiport matching network is designed and further extended toward electrical
switching between BC 20 and BC 8. Note that the antenna physical structure
is not optimized. It is used here only to illustrate switching capabilities of an
electrically switchable multiport matching network.
Electrically switchable multiport matching network
The initial topology and element values of the multiport matching network
were found via maximization of TMRL using algorithm outlined in chapter 4.
An electrically switchable multiport matching network was designed to cover
BC 20 and BC 8 of the LTE low band (Europe) frequency bands. It was opti-
mized and simplified so that the differential mode is switched without causing
much impact on the common mode which is matched over a broad frequency
range (Table. 6.1 and Fig. 6.1). Element L12 of the multiport matching net-
work is split into three inductances with smaller values L11, L22 and L11,
respectively. The center inductance L22 can be shunted by the RF-PIN diode
so that for diode in the open state L12 ≈ 2L11 + L22 and in the closed state
L12 ≈ 2L11. By performing only a few Method of Moments (MoM) simula-
tions the optimum values for L11 and L22 so as to cover the desired BCs were
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Tab. 6.1.: Nominal values of SMD components used for the electrically switchable multiport
matching network after Fig. 6.1 and Fig. 6.2. Units used are nH and pF.
element L1 L11 L22 L13 L34 L C
value 12 6.8 12 6.8 18 270 82
found. The circuit level model of the multiport matching network is shown
in Fig. 6.1). In the open state of the RF-PIN diode the antenna covers BC 20
and in the conducting state BC 8. The RF PIN diode BA 592 from Infineon
was selected as a switch. It features very low forward resistance of about 0.45
Ω for a forward current of 3 mA. This is sufficiently low as compared to the
loss resistance of SMD wirewound inductors. Therefore, the diode contributes
less to loss than a SMD wirewound inductance. The reverse voltage of 35 V is
sufficient given the diode’s position in the matching network. The RF voltage
in the center of the physical structure of the antenna operated in the differen-
tial mode is ideally zero. In the common mode of operation the RF voltage is
near the maximum. Given the fact that looking at the antenna feeds per port a
particular orthogonal superposition of both radiation modes is seen the value
of RF voltage across the PIN diode is expected to be one half of the maximum
value for the common mode of operation. For the available RF power at one of
the ports of 1 W the RF power at 900 MHz dissipated over RF-PIN diode in
the conducting state was found to be 100 mW. In the open state the diode RF
voltage across at 825 MHz is about 10 V. It is sufficiently low as compared to
reverse voltage of the BA592 RF-PIN diode which is 35 V. Standard biasing
technique was employed. Two 82 pF capacitors serve as DC blocks. The RF
chokes are wirewound 270 nH SMD inductors. The layout of the simulation
model is shown in Fig. 6.2. S-parameter models of all components were in-
cluded in the simulation. The results of the MoM simulation and comparison
against measured data are given in the next section of the present chapter.
6.1.2. Prototype II: Fixed frequency 2-port DL-MIMO an-
tenna for USB dongles
Operating principle
The design of a small 2-port DL-MIMO antenna with separate and indepen-
dent mode-specific matching networks was outlined in the previous chapter
(see Fig. 5.16). The solution, depicted schematically in Fig. 6.3, comprises
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two inductors L12 incorporated into the physical structure of the antenna. A
center-tap provides common mode output (Σ) and two off-center connections
the differential mode output (∆). A common mode choke is used in order to
suppress the common mode in the differential mode branch. In the common
mode the antenna is operated as a capacitive coupler against the chassis of the
device. A relatively large common mode bandwidth can be achieved, since the
electrical size of the radiator is substantially larger in common mode because
the ground plane of the laptop forms a large counterpoise. The differential
mode features radiation properties of an electrically small dipole (see chap-
ter 5).
The above method of mapping radiation modes to external ports of the antenna
is an essential part of the present solution. It represents a specific realization
of an MDN shown in [135], where a 180◦ hybrid was converted into an in-
phase line and a balun. It allows to map radiation modes to external ports
at the reference impedance level. The present solution is advantageous as, in
addition to mapping radiation modes, it also allows to match radiation modes
using separate and independent mode-specific MNs. The solution allows to
achieve relative high modal efficiencies.
To exploit the maximum attainable bandwidth of the differential mode in the
LTE low-band (from 704MHz to 960MHz), within the available 60× 15× 10
mm3 volume antenna, elements each comprising a helix and capacitive plate
are used [127] (see chapter 5). Therefore, the physical structure of the an-
tenna is a capacitively and inductively loaded electrical dipole. For the com-
mon mode, as stated earlier, the antenna operates like a monopole against the
chassis.
Design details
The simulation model of the antenna is depicted in Fig. 6.4. The maximum
width of the USB-dongle at its tip is w = 60 mm. The majority of the SMD
components, including the TCN1-10 common mode choke from MiniCircuits,
were modeled using their S-parameters in order to precisely account for their
impact on the performance of both radiation modes. The device is specified
with an IL of 0.85 dB and a maximum phase imbalance of 6◦ in the LTE low-
band. However, since the reference ground is not present under elements L12,
these components were modeled using ECMs comprising series connection of
a 3.9 nH inductance and a loss resistance of 1 Ω. Table 6.2 shows the nominal
values of the SMD components. Furthermore, the simulation model comprises
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Tab. 6.2.: Nominal values of the 0603 SMD components in Fig. 6.4 [136].
center-tapped inductance ∆MN
2L12 L13
7.8 nH 3.9 nH
ΣMN
C1 L1
1 pF 15 nH
Tab. 6.3.: Resonance frequency of the differential mode versus length ℓs obtained using FDTD
simulation [136].
ℓs / mm 4 6 8 10 12
f∆,res / GHz 0.762 0.758 0.752 0.747 0.741
the base part of a 320 × 220 × 15 mm3 laptop chassis. The differential mode
matching network (∆MN) consists of only two series inductors L13 in order
to avoid losses. For the common mode matching network (ΣMN) an L-type
topology, with shunt C1/2 and series L1 is acceptable because the radiation
quality factor of this radiation mode is low. A low loss replacement of FR 4
(0.64 mm thick Rogers TMM 4 with tan δ = 0.002) was used for the PCB of
the USB dongle. The capacitive plates are realized on 0.51 mm thick Ultralam
2000 (tan δ = 0.0019). The width and height of the capacitive plates are given
in Fig. 6.4. The number of turns of the helix was fixed to N = 3 which was
found sufficient to obtain resonance near 746 MHz with a helix diameter of
2r = 9 mm. The helix was realized using 0.8 mm diameter silver plated wire.
Tuning of the differential mode
The choice of value for L12 was dictated by how much of the total induc-
tance of the helix Lhelix can be realized in the antenna physical structure so as
to achieve resonance and the desired level of input impedance at around 750
MHz. The resonance frequency is proportional to Lhelix + L12 whereas the
impedance level is proportional to L12/(Lhelix + L12). The “fine” tuning of
the resonance of the differential mode is simple since only a single parameter
is to be considered, i.e. the position of the point P on the y axis which is given
by the distance ℓs from the symmetry plane (see Fig. 6.4). This parameter de-
fines the pitch s of the helix. The resonance frequency of the differential mode
decreases with increasing ℓs (see Table 6.3). In order to obtain resonance at
nearly 746 MHz ℓs = 10 mm was selected. Moreover, during the fabrication
process the total length of the helix was adjusted to slightly tune the resonance
of the differential mode to the desired frequency in order to compensate for
manufacturing inaccuracies.
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6.1.3. Prototype III: Electrically switchable 2-port DL-
MIMO antenna for USB dongles
General description
Fig. 6.5 shows an extension of the above approach which allows for electrical
switching of the differential mode of the antenna between different DL por-
tions of four different BCs in the LTE low-band. The solution makes use of
the MDN after [135, 112, 136] shown in Chapter 5 (see Fig. 5.16a). L12 is
a part of the antenna physical structure. Separate electrically tunable MNs
for an independent fine tuning of both radiation modes can be added. The
design approaches the optimum radiator [127, 136]. Electrical switching be-
tween four BCs in the LTE low-band is achieved by electrical shorting of two
windings per arm of the helix using two RF-PIN diodes. The relative fractions
of the helix inductance which are electrically shorted follow from the desired
switching steps. The topology shown in Fig. 6.5 and in particular placement of
RF-PIN diodes also follows from the goal to minimize the interaction between
the antenna physical structure and and the unavoidable biasing circuitry. The
number of biasing lines is minimized by using common Direct Current (DC)
ground return line for RF-PIN diodes D1 and D2 and a single biasing line for
the pair of diodes labeled D1. The solution features the minimum number of
the SMD components and DC lines for biasing. All elements labeled L, L11,
L22 are chokes. All elements labeled C are DC blocks. With area of capaci-
tive plates fixed to the maximum allowed 15× 10 mm2 the only parameter to
adjust the design for the lowest frequency of operation of the differential mode
(diode state 00) is the total inductance. It comprises the inductance of two
helices, 2L12 and the inductance of the straight strips connecting both pairs
of elements. The values N = 3 (number of turns of the helix), L12 = 3.9
nH and ℓs = 10 mm were found to be sufficient to obtain resonance near 746
MHz (the lowest required frequency of operation for differential mode). The
diameter of the helix is 2r = 9 mm. The straight strips, connecting L12 with
a helix, were introduced to provide straight RF current flow about the feed in
order to minimize losses. The higher frequency switching states are achieved
by electrically shunting parts of the helix (diode states 01, 10, 11).
CAD model description
The CAD model of the antenna structure is shown in Fig. 6.6. 0.64 mm thick
Rogers TMM 4 with tan δ = 0.002 was used for PCB of the USB dongle as a
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low-loss substitution of the standard FR 4. Capacitive plates are made of 0.51
mm thick Ultralam 2000 (tan δ = 0.0019). A TCN1-10 “balun” from Mini-
Circuits was selected for the common mode choke. It features average 0.85 dB
insertion loss (IL) over the LTE low-band and maximum phase imbalance of
6◦. High quality factor 0603 SMD components from Johansontechnology were
used for most of inductors and capacitors and DC blocks (C = 82 pF). For
the L = L11 = L22 = 270 nH RF chokes components from CoilCraft were
selected. Components with no reference ground were modeled using ECMs.
The pith of the helix is s = 6.7 mm.
Electrical switching
Due to tough requirements anticipated from the RF-PIN diodes in the present
design with respect to the reverse voltage and losses a silicon deep trench diode
BAR 90 from Infineon was selected for the present design. The ECM of this
diode is given by a parallel RC tank with RD = 5 kΩ, CD = 0.2 pF and as
series RL tank (RD = 1.3 Ω, LD = 0.4 nH) in the open state and conduct-
ing state, respectively. It features very low “off” capacitance and small “on”
resistance. The reverse voltage of the diode is VR = 80 V. The peak-to-peak
RF voltage across diodes D1 and D2 were found to be 34 V and 54 V, re-
spectively (see Fig. 6.5). This indicates that for input RF power of 1 W, the
useful RF signal will not be clipped if the RF-PIN diodes are biased at 40 V.
The challenge in design of biasing network is to achieve sufficiently low losses
the low ratio of RF current flowing through L11 and L22 (see Fig. 6.5) to the
RF current flowing through RF-PIN diode has to be minimized. Further, min-
imization of this ratio leads also to decrease of parasitic resonances, related to
current loops created by biasing lines and the helix. Ultimately it increases the
total efficiency of both radiation modes of the antenna.
Design of biasing circuitry
Biasing lines were routed at right angle relative to the electric field lines in the
near field of the differential mode in order to minimize interaction. Further
task in the design of biasing lines was to select an appropriate size and the
value of choke inductors. The trade-off between the nominal value of induc-
tance and the series (loss) resistance was considered. The limiting parameter
is the Self-resonant frequency (SRF) of a choke. The size of the choke induc-
tors has to be maintained small to avoid interaction with the electromagnetic
Design of the Prototypes 155
field of the antenna. Large choke inductors must be included into the CAD
model of the antenna as physical components which yields to cumbersome and
time consuming full-wave simulations. Choke inductors are realized as series
connections of a few inductors with smaller values featuring high SRF. These
choke inductors have to be distributed over the length of the biasing lines. It
was found that the choke inductance has to be at least 1 µH. Several attempts
have been made in order to find the number and the best placement of 270 nH
0603 size inductors (CoilCraft) along the biasing lines so as to minimize inter-
action between antenna physical structure and biasing circuitry. It was found
that the RF current through choke L11 is about 25 dB smaller than the RF cur-
rent through diode D1 in the conducting state. The RF current through choke
L22 is about 45 dB smaller than the RF current flowing through the D2 diode
in the conducting state. The rule of thumb is to place multiple inductors in the
immediate vicinity of RF-PIN diodes. A single choke per biasing line at the
ground plane is sufficient (see Fig. 6.6).
6.1.4. Prototype IV: 2-port MIMO antenna for laptops
Theoretical foundations for the design of a broadband 2-port MIMO antenna
for laptops were given in Chapter 3 using theory of characteristic modes and
modal analysis based on the spectrum of radiation matrix. In the present sec-
tion the design details are shown and discussed. The simulation model of the
antenna is given in Fig. 6.7. A 13” laptop is considered. The couplers comprise
a 20×15×5.5 mm3 opening (“box”) at the back of the laptop’s base part. Each
“box” has at its top a 0.5 mm thick FR-4 PCB with 50 Ω microstrip line which
widens at the open end of the “box” and connects to the lid part of the laptop.
Flexible PCB would be used in a real product. The width of the conductive
hinges is 20 mm. The width of the slot between the lid and the base part has
significant impact on the TMRL bandwidth. The wider the slot the wider the
bandwidth. For narrower width of the slot the bandwidth decreases since more
electromagnetic energy is stored in the near-field. A 15 mm wide slot was
selected during the optimization process as a trade-off between the maximum
bandwidth in the LTE low-band and maximum width acceptable in a product.
The distance of the conductive hinges and couplers from the symmetry plane is
denoted by |y1| and |y2|, respectively (Fig. 6.7). For fixed |y2| and increasing
|y1| the 7 dB TMRL bandwidth increases and the resonance frequency also
increases (Fig. 6.8). Two independent parameter sweeps over |y1| and |y2| al-
lowed to find the optimum positions of the conductive hinges and the couplers
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so as to cover LTE low-band and LTE mid-band with higher than 7 dB TMRL.
They are given by |y1| = 20 mm and |y2| = 145 mm. The results shown in
Fig. 6.8 allow to “fine” tune the design to the desired frequency bands. The
results of the FDTD simulation for the CAD model given in Fig. 6.7 are shown
in the next section together with measured results for the prototype.
6.2. Measurement Results
6.2.1. Prototype I: Electrically switchable 2-port MIMO
antenna for datacards
Fig. 6.9a depicts the antenna prototype without matching network. In Fig. 6.9b
the antenna prototype with electrically switchable matching network is shown.
1.5 mm thick FR-4 substrate was used for the main PCB. 0.5 mm thick FR-4
was used for the replaceable networks. The antenna structure, comprising two
bow-tie shaped fins, was fabricated from 0.1 mm thick copper foil. 0603 SMD
components were used for the multiport matching network. Solder pads for
placement of BA 592 RF-PIN diode and the remaining SMD components were
included in the layout.
Measurements were performed with the datacard plugged into a commercially
available 15” laptop with a 54 mm datacard slot. Comparison between simu-
lated and measured modal impedances the antenna without electrically switch-
able multiport matching network are given in Fig. 6.10. The modal modal
impedance, derived from measured S-parameters, are in an acceptable agree-
ment with data obtained using MoM simulator. The S-parameters of the pro-
totype with matching network for the two different switching states of the
RF-PIN diode were measured using Rhode&Schwarz ZVB-20 Vector Network
Analyzer (VNA) over the frequency range from 750 MHz to 1000 MHz. The
results are given in Fig. 6.11. Fig. 6.11a refers to the diode in the open state
in which case the antenna should cover BC 20. The measured and simulated
TMRL are in a good agreement. The prototype provides at least 7 dB TMRL
over BC 20. In the conducting state of the RF-PIN diode the antenna was de-
signed to cover BC 8 (see Fig. 6.11b). The measured and simulated maxima of
isolation are about 50MHz apart. However, the measured TMRL still complies
with the requirement. In both cases the differences between measured and sim-
ulated results can be contributed to crude fabrication technique and relatively
high tolerances (about ±5 %) of SMD components.
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The total efficiencies were measured for the RF-PIN diode in the open state.
The maximum of total efficiency relative to port 1 and port 2 was measured to
be 75 % and 82 %, respectively. It is not lower than 50 % at the lower edge
of BC 20. The radiation pattern overlap calculated from measured radiation
patterns was found to be below 0.1 within BC 20 with the minimum value of
0.015.
6.2.2. Prototypes II and III: Fixed frequency and elec-
trically switchable 2-port DL-MIMO antenna for
USB dongles
In order to verify the design of the fixed frequency and electrically switchable
2-port DL-MIMO antennas for USB dongles both prototypes were fabricated
(Figs. 6.12 and 6.13). High accuracy required for the layout was achieved by
employing the milling process using ProtoMat S100 from LPKF. The system
allows for the minimum drill diameter of 0.25 mm. To electrically connect
top and bottom ground of two PCBs a high conductivity solder paste CR 44
from EDSYN was used. The via holes between the uppermost layer of the top
PCB with the bottommost layer of the bottom PCB were realized using 0.6
mm diameter silver plated wires. Via holes connecting two metal layers on the
opposite sides of the same substrate were realized using LPKF ProConduct.
The helix was fabricated using 0.8 mm diameter silver plated wire.
All measurements were performed with a laptop chassis mockup in a form of
a 320 × 220 mm2 ground plane. The USB-dongle was attached to the laptop
chassis in the center of one of the short edges of the laptop. The S-parameters
were measured using Rhode&Schwarz ZVB 20 VNA. Measurements of the
radiation patterns were performed in an anechoic chamber. The center of ro-
tation, the same as in the simulations, is the geometric center of the bounding
box containing USB dongle plugged into the laptop chassis. High quality tun-
able reference dipole (Schwarzbeck UHAP, 300 MHz - 1000 MHz) was used
to calibrate the measurement. Angular resolution in elevation was ∆ϑ = 5◦
while in azimuth the number of sampling points was reduced in proportion to
sinϑ so that ∆ϕ ≈ 5◦/ sinϑ. Total efficiency was calculated by radiation
pattern integration over all 1830 angular positions.
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Tab. 6.4.: Maximum measured and simulated per port gain at 746 MHz of the fixed frequency
2-port DL-MIMO antenna for USB dongles after Fig. 6.12.
Gmax (dBi) at 746 MHz
simulated measured
Σ 3.9 2.8
∆ 3.8 4.1
Fixed frequency prototype
Fig. 6.14 shows comparison between measured and simulated S-parameters
of the antenna. Measured per port return loss and isolation are in fairly good
agreement with those obtained using FDTD electromagnetic simulation. The
differential mode RL is higher than 7 dB in DL portions of BC 17 and BC
13. The common mode RL is above 10 dB from about 700 MHz to 825 MHz.
The measured isolation is higher than 17 dB in the desired frequency range.
Probable cause of the maximum of 5 dB deviation from simulation result is
worst performance of the TCN1-10 common mode choke than that given by
S-parameters provided by the manufacturer.
Pattern were measured in the frequency range from 700MHz to 800MHz with
2.5 MHz step. The total efficiency is higher than−3 dB over the DL portion of
BC 13 and BC 17 for both radiation modes (maximum value for the differential
mode is −1.5 dB) and better than −3 dB over the UL portion of BC 13 and
BC 17 for the common mode (see Fig. 6.15). The difference between measured
and simulated values of total efficiency for the common mode can be attributed
to higher, than assumed in the simulation, losses of the inductor in the common
mode matching network. Simulated radiation patterns of the antenna are given
in Fig. 6.16. Measured patterns (see Fig. 6.17) as well as maximum gain (see
Tab. 6.5) are in good agreement with simulated maximum gain and patterns,
respectively.
Electrically switchable prototype
Simulated and measured RL of the differential mode for all four states of the
RF-PIN diodes are shown in Fig. 6.18. The differential mode RL is always
higher than 7 dB for all four switching states of the antenna. The attained
bandwidth is sufficient to potentially cover all four DL portions of the desired
BCs. Small deviation from the desired frequency ranges can be resolved by
final optimization of the design i.e. changing diameter of each winding of
160 Prototypes: Design, Fabrication and Measurements
the helix. The isolation between ports Σ and ∆ is always higher than 15 dB
(see Fig. 6.19). It is the lowest at the edges of the LTE low-band where the
amplitude unbalance of TCN1-10 common mode choke is relatively high, i.e.
0.6 dB. Fig. 6.20 shows measured total efficiency of the differential mode. It
is not lower than 50 % for BC 17, 13, 5 and 8. The total efficiency of the
differential mode for both pairs of diodes in the state 00 is about −1 dB and is
the highest among all remaining switching states. In the remaining states the
maximum values of total efficiency of the differential mode are about −3 dB.
The total efficiency of the common mode (see Fig. 6.21) is higher than 25 %
across all considered BCs which is still high considering that fixed ΣMN was
used.
6.2.3. Prototype IV: 2-port MIMO antenna for 13” laptop
The prototype of the 2-port MIMO antenna on a 13” monocoque laptop was
fabricated using dimensions given in the previous chapter (see Fig. 6.22). The
prototype was fabricated using 1 mm thick aluminium sheets and U-shaped
profiles. 0.5 mm thick FR-4 was used in construction of the for the couplers.
The coax lines which connect couplers to external ports were routed inside the
prototype.
The per port return loss and isolation were measured using ZVB 20 VNA over
the 10 MHz to 3 GHz frequency range. The results shown in Fig. 6.23 are
in good agreement with those obtained using electromagnetic field simulator.
The deviation from the simulated results observed in the LTE mid-band (from
1710MHz to 2170MHz) is due to fabrication inaccuracies. Still, the per port
RL and TMRL are higher than 7 dB for all bands of interest. The isolation is
higher than 17 dB over the whole frequency range of the measurement. There-
fore, the modal return loss of both radiation modes is nearly equal to TMRL.
Radiation pattern measurements were performed in the anechoic chamber. Per
port radiation patterns at 900 MHz (see Fig. 6.24) are orthogonal due to 90◦
phase difference between their respective ϑ and ϕ components. Measured gain
has maxima at ϑ = 45◦, ϕ = 6◦ for port 1 and at ϑ = 40◦, ϕ = 354◦ for port
2, respectively (see Tab. 6.5). It is only 0.28 dB lower than maximum gain
obtained using FDTD simulation. In order to directly measure modal radiation
patterns a 180◦ hybrid is required. To circumvent this requirement it is also
possible to calculate these radiation patterns from measurements. Fig. 6.25
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Tab. 6.5.: Maximum measured per port gain at 900 MHz, 2000 MHz and a comparison to gain
obtained using FDTD simulation of 2-port MIMO antenna for laptops after Fig. 6.22.
Gmax (dBi) at 900 MHz
port 1 port 2 simulated
8.18 7.96 8.35
Gmax (dBi) at 2000 MHz
port 1 port 2 simulated
7.85 7.89 10.9
shown modal radiation patterns. The per port patterns measured at 2000 MHz
are shown in Fig. 6.26. They are more uniform (omnidirectional) because a
larger number of characteristic modes is excited on the laptop chassis in this
frequency range as compared to the LTE low-band. Measured maximum gain
(Table 6.5) is about 3 dB lower than that predicted by the FDTD simulation.
This is due to insufficient accuracy of the manufacturing process. Modal ra-
diation patterns are shown in Fig. 6.27. The total per port efficiencies were
calculated (via radiation pattern integration) to be 95 % and 82 % at 900 MHz
and 2000 MHz, respectively. It is easy to see from the high isolation between
the antenna ports that radiation patterns are approximately orthogonal. The
radiation pattern overlap is 0.05 at 900 MHz and 0.02 at 2 GHz.
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(a) without multiport matching network
(b) with switchable multiport matching network
Fig. 6.9.: 2-port MIMO antenna prototype for datacards (a) without matching network, (b) with
switchable matching network.
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Fig. 6.10.: Simulated (dashed curves) and measured (solid curves) modal impedances of the un-
matched antenna (without multi-port matching network) after Fig. 6.9a from 500 MHz
to 1500 MHz. Solid circles and solid squares refer to modal impedance at 750 MHz
and at 1000 MHz, respectively.
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(a) RF-PIN diode in open state
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Fig. 6.11.: Simulated (dashed curves) and measured (solid curves) per port RL, isolation and
TMRL for the antenna prototype after Fig. 6.9 and RF-PIN diode in (a) open state and
(b) conducting state.
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Fig. 6.12.: Fixed frequency 2-port DL-MIMO antenna prototype for USB dongles. Top view on
the top PCB of the USB dongle [136].
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Fig. 6.13.: Electrically switchable 2-port DL-MIMO antenna prototype for USB dongles. Top
view on the top PCB of the USB dongle.
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Fig. 6.14.: Simulated (dashed curves) and measured (solid curves) return loss and isolation of the
antenna system after Fig. 6.4 and after Fig. 6.12, respectively [136]. Gray rectangle
denotes frequency range of total efficiency measurement shown in Fig. 6.15.
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Fig. 6.15.: Simulated (dashed curves) and measured (solid curves) total efficiency of the common
mode ηtot,Σ and the differential mode ηtot,∆ of the antenna system after Fig. 6.12
(attached to a laptop chassis) [136].
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Fig. 6.16.: Simulated total gain (both polarizations) for the common mode (left) and the differential
mode (right) of the antenna system after Fig. 6.4 at 746 MHz [136]. Gain values are
given in dBi.
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Fig. 6.17.: Measured total gain (both polarizations) for the common mode (left) and the differential
mode (right) of the antenna system after Fig. 6.12 at 746 MHz [136]. Gain values are
given in dBi.
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Fig. 6.18.: Simulated (dashed curves) and measured (solid curves) return loss of the differential
mode (RL∆) of the electrically switchable antenna system after Fig. 6.6 and Fig. 6.13,
respectively. Switching states of the RF-PIN diodesD1 and D2 are given by 0 (denotes
open state) and 1 (denotes conducting state). The rectangles indicate DL portions of
BCs 17, 13, 20, 5 and 8.
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Fig. 6.20.: Measured total efficiency of the differential mode (ηtot∆ ) of the antenna system after
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(a) “box” and coupler
(b) top view
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(c) front view
Fig. 6.22.: 2-port MIMO antenna prototype for LTE-enabled 13” monocoque laptop covering LTE
low-band and LTE mid-band [107].
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Fig. 6.24.: Total gain (both polarizations) for the port 1 (left) and port 2 (right) of the 2-port MIMO
antenna for monocoque laptop prototype after Fig. 6.22 at 900 MHz. Gain values are
given in dBi.
-20 -15 -10 -5 0 5 10
x
y
z common mode
-20 -15 -10 -5 0 5 10
x
y
z differential mode
Fig. 6.25.: Total gain (both polarizations) for the common mode (left) and differential mode (right)
of the 2-port MIMO antenna for monocoque laptop prototype after Fig. 6.22 at 900
MHz. Gain values are given in dBi.
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Fig. 6.26.: Total gain (both polarizations) for the port 1 (left) and port 2 (right) of the 2-port MIMO
antenna for monocoque laptop after Fig. 6.22 at 2000 MHz. Gain values are given in
dBi.
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Fig. 6.27.: Total gain (both polarizations) for the common mode (left) and differential mode (right)
of the 2-port MIMO antenna for monocoque laptop after Fig. 6.22 at 2000 MHz. Gain
values are given in dBi.

Chapter 7
Conclusions
Mobile wireless communication systems have undergone a tremendous devel-
opment in the past decade. One of the major advancements is the widespread
use of MIMO transmission schemes beginning with the introduction of the
3rd Generation Partnership Project (3GPP) standard LTE and being extended
in LTE Advanced. So as to support MIMO transmission schemes mobile ter-
minals must be equipped with multiport antenna systems. The term refers to an
arrangement of two or more antenna elements operating in the same frequency
range and mounted on the same mobile wireless platform. Reduced volume
per antenna element and strong interaction between all antenna elements are
major design challenges and require for new systematic design approaches be-
yond classical single antenna design. The ongoing miniaturization of mobile
terminals, the extension of the mobile spectrum and in particular the opening
of new mobile communication bands at the lower end of the spectrum exacer-
bate these challenges. Design and characterization of multiport antennas have
therefore become subject of high interest and of numerous research projects in
both academia and industry.
This dissertation contributes to the development of systematic design proce-
dures for multiport antennas with emphasis on accounting for the restrictions
and side conditions which apply when designing multiport antennas for actual
consumer equipment. The dissertation has developed along an industry funded
research project, with a focus on electrically small devices where antenna de-
sign is constantly faced with fundamental physical limits.
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Chapter 1 gives an overview of the state of the art in antenna characterization
and design techniques applicable to multiport antennas for MIMO.
Chapter 2 introduces into the analysis of multiport antennas in terms of their
radiation modes. Modal analysis, based on spectrum of the radiation matrix,
allows for unambiguous characterization of a multiport antenna by means of
invariant properties. Modal descriptive quantities are defined which are basic
to the design approach followed in this dissertation.
Analyzing a multiport antenna with respect to its radiation modes is possible
only after a design concept has been conceived. More fundamental from a de-
sign point of view is the question for the space of feasible radiation modes and
their realization under the constraint of a given chassis form factor. Chapter
3 addresses this question based on the theory of characteristic modes for con-
ducting bodies. The relevant properties of characteristic modes on the chassis
of mobile terminals are reviewed. The excitation of characteristic modes by
means of capacitive and inductive coupling elements is investigated in detail.
Finally, a systematic design approach for multiport antennas is presented in
which the antenna’s radiation modes are constructively derived from the us-
able characteristic chassis modes.
Chapter 4 deals with design of matching networks for N -port antennas. Start-
ing from the general expression for the scattering matrix of an ideal 2N -port
matching network different topologies and alternative implementations are dis-
cussed. As a solution of particular interest in cases where some radiation
modes feature insufficient bandwidths, special attention is given to systematic
design of MDN which maps radiation modes to external ports of the antenna
system.
Chapter 5 focuses on the particular problems encountered in the design of
antenna systems for extremely small mobile wireless terminals. After a re-
view of applicable fundamental limits bandwidth estimation and approaches to
maintain a decent total efficiency are discussed. The combination of electrical
switching in the antenna structure with electrical tuning in an external match-
ing network is suggested in this context. The DL-MIMO concept is introduced
as a system level measure to cope with insufficient bandwidth. The different
aspects are exemplified with the design of a 2-port MIMO antenna for a USB
dongle.
Chapter 6 describes in detail design, fabrication and measurement of four an-
tenna prototypes. The validity of the design approach described in the previous
chapters is confirmed.
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In conclusion, a systematic design approach, which combines the theory of
characteristic chassis modes for conducting bodies with modal analysis of a
multiport antenna, i.e. considers the spectrum of its radiation matrix is pre-
sented. The approach is successfully applied to a number of practically rele-
vant design problems. The design technique permits identification of near op-
timum antenna solutions which approach the fundamental limits of attainable
bandwidth and total efficiency.

Kapitel 8
Zusammenfassung
Die Mobilkommunikation hat in den letzten Jahren eine enorme Entwicklung
durchlaufen. Eine der wesentlichen technischen Weiterentwicklungen ist der
U¨bergang zu MIMO U¨bertragungsverfahren, in großem Maßstab beginnend
mit der Einfu¨hrung des 3GPP Standards LTE und in gro¨ßerem Umfang noch im
zuku¨nftigen LTE-Advanced. Mobile Endgera¨te mu¨ssen dazu mit Mehrtoran-
tennen ausgestattet sein. Der Begriff Mehrtorantenne bezeichnet eine Anord-
nung von zwei oder mehr Antennenelementen, die im gleichen Fequenzbereich
betrieben werden und auf einer gemeinsamen Plattform angeordnet sind. Die
Verringerung des je Antennenelement zur Verfu¨gung stehenden Volumens und
die starke Kopplung zwischen den Antennenelementen fu¨hren auf neue Her-
ausforderungen fu¨r den Entwurf. Neue, systematische Entwurfsmethoden jen-
seits der klassischen Methoden fu¨r den Entwurf von Einzelantennen sind gefor-
dert. Die fortschreitende Miniaturisierung mobiler Endgera¨te, die Erweiterung
des fu¨r den Mobilfunk genutzten Spektrums und insbesondere die O¨ffnung
neuer Bander am unteren Ende des Spektrums fu¨r den Mobilfunk verscha¨rfen
die Anforderung an die Entwurfsmethodik. Entwurf und Charakterisierung von
Mehrtorantennen sind deswegen heute Themen von großem Interesse und Ge-
genstand zahlreicher industrieller und akademischer Forschungsprojekte.
Die vorliegende Dissertation liefert einen Beitrag zur Entwicklung sys-
tematischer Entwurfsverfahren fu¨r Mehrtorantennen unter besonderer
Beru¨cksichtigung der Einschra¨nkungen und Randbedingungen die beim Ent-
wurf von kommerziellen Endgera¨ten vorliegen. Zahlreiche Fragestellungen
ergaben sich aus einem vom Verfasser bearbeiteten industriellen Forschungs-
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und Entwicklungsprojekt mit Schwerpunkt auf elektrisch kleinen Endgera¨ten,
bei denen der Entwurf stets mit fundamentalen physikalischen Schranken
konfrontiert ist.
Kapitel 1 gibt einen U¨berblick u¨ber den Stand der Technik auf dem Gebiet des
Entwurfs und der Charakterisierung von Mehrtorantennen fu¨r MIMO Anwen-
dungen.
Kapitel 2 fu¨hrt in die Analyse von Mehrtorantennen mit Hilfe ihrer Strah-
lungsmoden ein. Die modale Betrachtung auf Grundlage des Spektrums der
Strahlungsmatrix gestattet es, Mehtorantennen mit Hilfe ihrer invarianten Ei-
genschaften eindeutig zu charakterisieren. Es werden die modalen Beschrei-
bungsgro¨ßen definiert auf denen der in dieser Arbeit verfolgte Entwurfsansatz
basiert.
Die Strahlungsmoden einer Mehtorantenne ko¨nnen jedoch erst betrachtet wer-
den, wenn ein Entwurf bereits vorliegt. Die vom Standpunkt der Entwurfsme-
thodik wichtigere Frage ist die nach Raum der unter den Einschra¨nkungen ei-
nes gegebenen Gera¨te-Formfaktors realisierbaren Strahlungsmoden. Sie wird
in Kapitel 3 auf Grundlage der Theorie Charakteristischer Moden leitender
Ko¨rper behandelt. Die relevanten Eigenschaften charakteristischer Moden auf
dem Geha¨use elektrisch kleiner mobiler Endgera¨te werden betrachtet. Die
Anregung charakteristischer Moden mit Hilfe von kapazitiven und indukti-
ven Koppelelementen wird ausfu¨hrlich untersucht. Abschließend wird ein Ent-
wurfsansatz fu¨r Mehtorantennen beschrieben, in welchem die Strahlungsmo-
den der Antenne konstruktiv aus den nutzbaren charakteristischen Moden des
Geha¨uses abgeleitet werden.
In Kapitel 4 werden Anpassnetzwerke fu¨r N -Tor Antennen behandelt. Aus-
gehend von der allgemeinen Formulierung fu¨r die Streumatrix des beno¨tigten
2N -Tor Netzwerkes werden verschiedene Topologien und Realisierungsalter-
nativen diskutiert. Gesondert betrachtet werden noch einmal MDNs, welche
die Strahlungsmoden einer Mehtorantenne unmittelbar auf die Speisetore ab-
bilden, da sie in Falle unzureichender modaler Bandbreiten, von besonderem
Interesse sind.
Kapitel 5 fokussiert auf die besonderen Probleme bei beim Entwurf extrem
kleiner Antennensysteme. Nach Betrachtung in die maßgeblichen physikali-
schen Beschra¨nkungen werden die Abscha¨tzung erreichbarer Bandbreiten und
Maßnahmen zur Sicherstellung eines akzeptablen Wirkungsgrades diskutiert.
Vorgeschlagen wird in diesem Zusammenhang die Kombination von elektrisch
rekonfigurierbaren Antennenstrukturen mit elektrisch abstimmbaren Anpass-
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netzwerken. Die verschiedenen Aspekte werden am Beispiel des Entwurfs ei-
nes 2-Tor MIMO Antennensystems fu¨r einen USB Dongle erla¨utert.
Kapitel 6 beschreibt im Detail den Entwurf, die Herstellung und die messtech-
nische Charakterisierung vier unterschiedlicher Prototypen von Mehrtoranten-
nen. Anhand der Beispiele wird der in den vorherigen Kapiteln entwickelte
Entwurfsansatz validiert.
Insgesamt wird mit dieser Arbeit ein systematischer Entwurfsansatz vorge-
schlagen, der auf der Kombination der Theorie charakteristische Moden leiten-
der Ko¨rper mit der modalen Analyse von Mehrtorantennen, d.h. der Betrach-
tung des Spektrums der Strahlungsmatrix aufbaut. Der Ansatz wird erfolgreich
auf eine Reihe praktisch relevanter Entwurfsaufgaben angewandt. Er fu¨hrt auf
ein systematisches Entwurfsverfahren, das es gestattet, Lo¨sungen in der Na¨he
der physikalischen Grenzen fu¨r die erreichbare Bandbreite und den Wirkungs-
grad aufzufinden.

Appendix A
Bandwidth and radiation
quality factor
Voltage Standing Wave Ratio (VSWR) bandwidth
With regards to Fig A.1 the input impedance of the arrangement comprising
the antenna and the matching network is
Zin(ω) = RA(ω) + j

XA(ω) +XM(ω)

= RA(ω) + jXin(ω), (A.1)
where XA(ω) and XM(ω) are the reactance of the antenna and that of the
matching impedance, respectively. RA(ω) denotes the radiation resistance
of the antenna. The series reactance used to compensate antenna reactance
XA(ω0)) after Fig. A.1 is
XM(ω) =

ωLM for XA(ω0) < 0
− 1ωCM for XA(ω0) > 0
(A.2)
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Fig. A.1.: Equivalent circuit models representing matching problem of an antenna. The antenna
impedance ZA = RA + jXA has an equivalent circuit model of a series RLC.
At resonance (ω = ω0) the input reactance is zero. The frequency derivative
of the input reactance can be written in terms of the antenna reactance as
dXin(ω)
dω
=
dXA(ω)
dω
+
|XA(ω)|
ω
. (A.3)
The second term on the rhs takes into account the presence of the matching
network [71]. The magnitude squared of the reflection coefficient for load
impedance ZL = RA(ω0) is
|Γ(ω)|2 = X
2
in(ω) +

RA(ω)−RA(ω0)
2
X2in(ω) +

RA(ω) +RA(ω0)
2 . (A.4)
It is convenient to define a real parameter
β =
|Γmax|2
1− |Γmax|2
=
(s− 1)2
4s
, (A.5)
where |Γmax| is the maximum permissible magnitude of the reflection coeffi-
cient at the band edges and s denotes the corresponding VSWR. This allows
to rewrite (A.4) in the form
X2in(ω±) +

RA(ω±)−RA(ω0)
2
= 4βRA(ω0)RA(ω±). (A.6)
Taylor series expansion of the lhs of (A.6) about the resonance, i.e. ω = ω0,
under the assumption that the higher order terms are negligible (O(∆ω±)3)
leads to  dZin(ω)dω
2
ω0
(∆ω±)2 ≈ 4βR2A(ω0). (A.7)
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The approximation is valid if the variation of antenna radiation resistance is
small about the resonance frequency, i.e. RA(ω0) ≈ RA(ω±). The fractional
bandwidth is then
b(ω0) =
ω+ − ω−
ω0
=
2∆ω±
ω0
≈ 4
√
βRA(ω0)
ω0
 dZin(ω)dω 
ω0
. (A.8)
Radiation quality factor evaluation using Maxwell’s
equations
Starting from the definition of the radiation quality factor and using Maxwell’s
equations, their derivatives and with Prad = 12RA |Iin|2 it was shown in [71]
that
Q(ω0) =
2ωmax (⟨WM⟩, ⟨WE⟩)
Prad
=
ω0
2RA(ω0)

dXin(ω)
dω

ω0
− 4
I2in
WD(ω0)

(A.9)
The second term in the parentheses on the rhs of (A.9) contains dispersive en-
ergy contribution WD to the Q-factor. This term is missing in the derivation
shown by Geyi [74] which was criticized by Andersen in [139]. Fante [140]
argued that the term is negligible for some types of antennas, e.g. linear radi-
ators with symmetric current distribution and electrically small antennas. The
omission of the term was fixed by Yaghjian [71] by considering both series and
shunt RLC equivalent circuit models of the antenna. The approach leads to the
equation
dXin(ω)
dω

ω0
− 4
I2in
WD(ω0) =

dXin(ω)
dω

ω0
2
+

dRA(ω)
dω

ω0
2
.
(A.10)
Thus, the radiation quality factor is given by
Q(ω0) =
ω0
2RA(ω0)
 dZin(ω)dω

ω0
. (A.11)
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The full expression on the radiation quality factor, given in [71], in terms of
the radiation resistance of the antenna and its reactance has a form
Q(ω0) =
ω0
2RA(ω0)
dRA(ω)
dω

ω0
2
+

dXA(ω)
dω

ω0
+
|XA(ω0)|
ω0
2
,
(A.12)
If the variation of antenna radiation resistance over frequency is small then the
form [74]
Q(ω0) =
ω0
2RA(ω0)
dXA(ω)dω

ω0
+
|XA(ω0)|
ω0
 . (A.13)
is recovered.
Relation between VSWR bandwidth and radiation qual-
ity factor
Comparison of (A.8) and (6.2.3) yields an approximate relation between the
radiation quality factor and the bandwidth for a given s = VSWR, viz.
Q(ω0) ≈ 2
√
β
b(ω0)
=
1
b(ω0)
s− 1√
s
. (A.14)
Simple-minded derivation of the above expression, assuming series RLC as
the antenna ECM and further that the radiation resistance is constant with fre-
quency, the loss resistance is negligible, was given in [141]. The normalized to
radiation resistance impedance is z = 1+jQν, where ν = b = ( ωω0 − ω0ω ). The
maximum allowed magnitude of the reflection coefficient within the bandwidth
b leads to a relation between s = VSWR and the product bQ
s− 1
s+ 1
2
= |Γmax|2 =
1 + jQb− 11 + jQb+ 1
2 = (Qb)24 + (Qb)2 . (A.15)
Expressing equality by bringing bQ on the lhs of the expression yields the same
result as (A.14), i.e.
bQ =
s− 1√
s
. (A.16)
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Tab. A.1.: The coefficients αn and βn, for number of matching network stages n, used in (A.17).
n αn βn
1 1 1
2 2 1
... ... ...
∞ π 0
According to [71] the relation remains a good approximation for Q > 4. Fre-
quently in engineering practice the fractional 7 dB bandwidth is of interest.
For this level of RL the VSWR = 2.63 and subsequently
√
β ≈ 0.5. The
analytical expression which binds fractional bandwidth bn for a certain num-
ber n of matching network stages and a particular level of the maximum re-
flectance |Γmax| and radiation quality factor Q introduced by Bode and Fano
in [142, 143] and later reevaluated in [127, 144] has a form
bnQ =
1
βn sinh

1
αn
ln

1
|Γmax|

+ (1−βn)αn ln

1
|Γmax|
 , (A.17)
where αn and βn are real coefficients given in Tab. A.1 [144]. For n = 1
(A.17) corresponds well to (A.14) for 20 log10 |Γmax| < −7dB (see Fig. A.2).
According to (A.17) increase of number of matching network stages to n = 2
increases bnQ product about 2.5 times for 20 log10 |Γmax| ≈ −7dB in com-
parison to n = 1. Further increase of n does not significantly increase the
bQ product. In practice, it is difficult to approach the limit for b∞Q. Sev-
eral strategies to approach it using Chebychev matching network were out-
lined in [143]. The disadvantage of this solutions are that they require multiple
elements including transformers which results in high losses. This is the rea-
son why in engineering practice frequently only a simple L-type, T -type and
π-type matching networks with minimum number of elements are used, es-
pecially when matching antennas for small mobile wireless devices. Use of
these simple solutions is of significant practical importance when dealing with
multi-port antennas where even the first few higher order radiation modes fea-
ture high modal radiation quality factors.
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Fig. A.2.: bnQ product after analytical expression given by Bode-Fano [142, 143] for different
numbers of matching network stages n [127, 144] (solid blue) and bnQ product after
approximation (A.14) for comparison (dashed red).
Appendix B
Upper bound on radiation
pattern overlap
In order to derive an upper bound on radiation pattern overlap consider an N -
port antenna system and assume that only port m and port n are fed. All other
ports are terminated with the reference impedance. This reduces the problem
of finding an upper bound on pattern overlap for an N -port antenna to that of a
2-port antenna. The modal efficiencies ηm and ηn are bounded below by ηmin
and above by ηmax, respectively which are the minimum and maximum of the
modal efficiencies of the N -port antenna system. The radiation matrix of the
remaining 2-port antenna is of the form
Rmm Rmn
Rnm Rnn

=

c −s
s c

ηmax 0
0 ηmin

c −s
s c
†
, (B.1)
where c and s are the elements of the unitary matrixV and hence satisfy |c|2+
|s|2 = 1 and sc∗ = s∗c. The complex pattern overlap (2.14) can be expressed
using (B.1) as
ρmn =
ηmaxs
∗c− ηminc∗s
(ηmax |c|2 + ηmin |s|2)(ηmax |s|2 + ηmin |c|2)
. (B.2)
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Fig. B.1.: Upper bound on radiation pattern overlap versus the minimum modal efficiency for an
N -port antenna according to (B.4) for different values of the maximum modal efficiency.
Making use of sc∗ = s∗c in the nominator it is easy to simplify the above
relation to
ρmn =
(ηmax − ηmin)c∗s
|c|2 |s|2 (η2max + η2min) + ηmaxηmin(|c|4 + |s|4)
. (B.3)
Since (B.3) is symmetric in |c| and |s| it can attain an extremum only for |c| =
|s|. It is easily verified that ρmn attains its maximum for |c| = |s| = 1√2 . By
substitution of this value into (B.3) one obtains
|ρmn| ≤ ηmax − ηmin
ηmax + ηmin
. (B.4)
(B.4) represents an upper bound on radiation pattern overlap for an arbitrary
N -port antenna. The relation is depicted graphically for different values of
ηmax in Fig. B.1. Large values of ηmax and ηmin and small modal efficiency
imbalance [61] or small condition number ηmax/ηmin corresponds to a small
bound on pattern overlap. With reference to (B.1) it is easy to see that (B.4)
is a bound, but smaller values than ρmn can be obtained if c = 1 and s = 0
which corresponds to mapping radiation modes to external ports.
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If ηmax is unknown the upper bound (B.4) can be replaced by the coarser bound
|ρmn| ≤ 1− ηmin
1 + ηmin
. (B.5)
The upper bounds on pattern overlap after (B.4) and (B.5) are tighter than an
earlier expression given in [80], viz.
|ρmn| ≤ 1− η
port
min
ηportmin
, (B.6)
where ηportmin is the minimum per port efficiency. This is due to ηmin ≤ ηportmin
and the coarse estimate of the denominator in the (B.6).
In case of a lossless N -port antenna modal efficiencies can be expressed in
terms of modal reflectances as
ηmin = 1− |Γmax|2 , ηmax = 1− |Γmin|2 (B.7)
which together with (B.5) leads to
|ρmn| ≤ |Γmax|
2 − |Γmin|2
2− |Γmax|2 − |Γmin|2 . (B.8)
Note, that the relative increase of the nominator is smaller than that of the de-
nominator if |Γmin| is replaced by zero. For unknown |Γmin| one can, therefore,
take recourse to the coarser estimate
|ρmn| ≤ |Γmax|
2
2− |Γmax|2 . (B.9)
For |Γmax| ≪ 1 the bound given by (B.9) can be approximated by neglecting
the term |Γmax|2 in the denominator of (B.9). The overlap is always small if a
lossless antenna is sufficiently well matched.

Appendix C
Implementation of
characteristic mode
analysis
For calculation of characteristic modes EMCoS Antenna VirtualLab [145] and
MATLAB [146] were used. Fig. C.1 shows a simplified schematic of the in-
teraction between EMCoS software and routines programmed in MATLAB.
The routines written in MATLAB allow for data exchange between differ-
ent functions and modules of the program. EMCoS allows to easily create
a new CAD simulation model or import one and edit it according to the re-
quirements. Moreover, the system matrix Z of an arbitrary structure is directly
available from EMCoS. EMCoS also allows the results to be interactively dis-
played. The main advantage of this program is its transparency and convenient
data exchange based on human-readable ASCII files. Further, it permits for
a simple integration with custom written code. The input data for the imple-
mented routines in MATLAB comprises: CAD model of the structure, fre-
quency range of analysis, and angular resolution of the radiation pattern. The
output data from EIG module is inserted into a single file which contains raw
eigencurrents (i.e. current coefficients) and eigenvalues which can be directly
normalized using (3.13). The output of the RWG module is a set of multiple
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Fig. C.1.: Simplified schematic representation of the program implemented for calculating charac-
teristic modes of a conducting body.
files for each characteristic mode and frequency which contains surface cur-
rent density, charge density and electric field of both the near-field (optional)
and far-field in EMCoS-specific ASCII file format.
The sequence of operation of the program is given in Fig. C.1. Once the input
data is delivered the first function of the program invokes EMCoS 3D MoM
solver in order to obtain the system matrix Z = R+ j X. The second module
(denoted by EIG, Fig. C.1) uses Linear Algebra PACKage (LAPACK), avail-
able in MATLAB as a set of high level functions, to perform generalized eigen-
value decomposition, given by relation (3.12)XIp = λp RIp, (C.1)
where Ip is the pth eigenvector comprising real coefficients and λp is its eigen-
value. Eigenvalues are sorted per frequency and therefore tracking [147] over
frequency is required. It is accomplished by calculating overlap matrix K as
in [148]. The elements of the overlap matrix K are the inner products between
two vectors of the current coefficients Ip and Iℓ taken at frequency f1 and f2,
respectively
Kp,ℓ(f1, f2) = Ip
⊤(f2)Iℓ(f1). (C.2)
For small frequency difference ∆f = f2 − f1 between adjacent samples the
overlap coefficientKp,ℓ approaches one for two corresponding eigenvalues and
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Fig. C.2.: Surface of the X45A modeled by triangular patches [152, 153].
zero otherwise. Therefore, by calculating the overlap matrix eigenvalues can
be tracked over frequency. Sorted eigencurrents contain the coefficients of
edge currents (i.e. current coefficients Ip = (Ip,1, ..., Ip,n, ..., Ip,N )⊤, where
n refers to n-th edge of all N internal edges of the triangulated surface S of
a conducting body) and therefore require transformation to the surface current
density representation (currents on triangle) via RWG basis functions [149].
This is realized by the RWG module (Fig. C.1) of the program in which the
vector basis functions given in [150] are implemented. Detailed description is
given further in three subsequent subsections of the present appendix. The out-
put is in form of human-readable ASCII file which can be read by either EM-
CoS or MATLAB using customized routines. Additional MATLAB routines
are used to postprocess the data and e.g. to calculate electric field expansion
coefficients given by (3.58).
Triangular patch modeling
Typically, in the MoM the surface S of a conducting body is approximated by
a suitable set of faces, edges, vertices and boundary edges as shown in Fig. C.2
often using Delaunay triangulation [151]. Basis functions suitable for use with
MoM and triangular patch modeling were given in [154]. Details related to the
mathematical representation and properties of the triangular patch models can
be found in [155, 156].
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Fig. C.3.: Pair of adjacent triangles and geometrical quantities associated with the internal edge
after [149].
RWG Basis Functions
The vector basis function associated with the n-th edge was given in [149].
Fig. C.3 shows an interior edge for which the basis functions was defined. It
shows two triangles T+n and T
−
n . The position of any point on the surface of
the triangle T+n can be referenced to either the observation point O (vector
r) or the free vertex (vector ρ+n ). Similar remarks also apply to triangle T
−
n ,
except that vector ρ−n has direction toward the free vertex. It is assumed that
the direction of the current is from T+n toward T
−
n . If the ℓn in the length of
the edge and A± is the area of the triangle T±n then the vector basis function
after [149] is given by
fn(r) =

ℓn
2A+n
ρ+n , r ∈ T+n
ℓn
2A+n
ρ−n , r ∈ T−n
, otherwise.
(C.3)
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The basis function fn(r) approximately represents the surface current density.
The divergence over the surface S of the vector function fn(r)
∇Sfn(r) =

ℓn
A+n
, r ∈ T+n
− ℓn
A−n
, r ∈ T−n
, otherwise,
(C.4)
is proportional to the surface charge density. The surface charge density is
constant in each triangle. The total charge density of the pair of T+n and T
−
n
triangles is zero.
The current on surface S (here given with respect to k-th triangle) can be ap-
proximated using vector basis functions fn(r) (C.3) as
Jk =
N
n=1
Infn(r), where r ∈ Tk (C.5)
where In is the current coefficient and N is the number of internal edges. The
coefficient In is interpreted as the normal component of the current density
flowing through the n-th edge. The dipole moment m of the m-th dipole is
given by
mn = ℓnIn(r
c+
n − rc−n ). (C.6)
The magnitude of the current over the whole surface S is given by
I2 =
N
n=1
(ℓnIn)
2, (C.7)
where the summation takes place over all N internal edges of the surface S.
For a dipole the magnitude of the current I2 after (C.7) has simple physical
interpretation since the surface current density Js has a single direction along
the length of the dipole.
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System Matrix
The element mn of the N ×N system matrix is described by the vector poten-
tial A and the scalar potential Φ
Znm = ℓn

jω

A+nm
ρc+n
2
+A−nm
ρc−n
2

+Φ−nm − Φ+nm

(C.8)
The nm-th vector potential A and the nm-th element of the scalar potential Φ
has a form
A±nm = µ

S
fm(r
′)g±n (r
c±
n , r
′) dS′ (C.9)
and
Φ±nm = −
1
jωϵ

S
∇′Sfm(r′)g±n (rc±n , r′) dS′, (C.10)
respectively. ϵ denotes permittivity, µ is permability and k is the wavenumber.
The Green’s function has well-known form
g±n (r
c±
n , r
′) =
e− j k|rc±n −r′|
4π
rc±n − r′ (C.11)
Electric and Magnetic Fields
The radiated magnetic and electric fields from n-th infinitesimally small dipole,
featuring dipole moment mn at the point r located at distance r from the ob-
servation point O are given by [149, 150]
Hn(r) =
j k
4π
(mn×r)Ce− j kr, where C = 1
r2

1+
1
j kr

(C.12)
En(r) =
η0
4π

M−mn)

j k
r
+C

+2MC

e− j kr, whereM =
(rmn)r
r2
(C.13)
The distance from the observation point O to the center of the two triangles is
r = |r|. η0 denotes impedance of the free space. It is important to understand
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that both relations while allow to obtain electric and magnetic field at any point
in space (not only in the far-field region) feature certain practical limitation.
The length ℓn of the n-th edge located in the vicinity of the observation point
O has to be smaller than the distance r.
The total electric and magnetic fields at the observation point O are the respec-
tive sums of contributions from N electric dipoles, where N is the number of
internal edges, and are given by
E(r) =
N
n=1
En

r− 1
2
(r+n + r
−
n )

, H(r) =
N
n=1
Hn

r− 1
2
(r+n + r
−
n )

.
(C.14)

Appendix D
Useful design equations
Lumped element realization of 180◦ hybrid
The bandwidth requirements for a fixed-impedance MDN for multiport sym-
metric antennas (see Chapter 4) dictate use of 180◦ hybrids which feature either
narrow or wide bandwidth. A lumped element realization derived from trans-
mission matrices (see the next subsection of the present appendix) of 180◦
hybrids was reported in [117]. The topology of the network and the values of
the lumped elements are easy to obtain using simple design equations which
were extracted from the analysis of a 180◦ hybrid using transmission (ABCD)
matrix. Fig. D.1 shows the lumped element realization of a 180◦ hybrid which
features fractional bandwidth of about 20 % about the center frequency. The
values of inductors and capacitors are given by
L =
Z
ω
and C =
1
ωZ
, (D.1)
respectively, where Z is the impedance of a hybrid given by Z = ZL
√
2 and
ω = 2πf0 (with ZL denoting load impedance and f0 being the center fre-
quency). The design equations for a broadband lumped element 180◦ hybrid
(see Fig. D.2) are given by
L1 =
Z
ω
√
2
, C1 =
√
2− 1
ωZ
, L2 =
Z
ω(
√
2− 1) , C2 =
√
2
ωZ
, (D.2)
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Fig. D.1.: Lumped element realization of 180◦ hybrid after [117].
∆
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Fig. D.2.: Lumped element realization of 180◦ broadband hybrid after [117].
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where Z=ZL
√
2. The fractional bandwidth of this 180◦ hybrid is about 70 %.
The transmission matrix
In practice since many circuits used in e.g. matching of antennas are either
2-port or due to their symmetry can be decomposed to 2-port networks it is
not only convenient but also useful to define transmission (ABCD) matrix. It
allows to cascade 2-port network much easier than using S-parameters of Z-
matrix representation of the network. The ABCD matrix is defined in terms
of voltages and currents using the matrix form
V1
I1

=

A B
C D

V2
I2

, (D.3)
where I1 is incoming current at port 1 and I2 is outgoing current from port 2.
It can easily be proved that the ABCD matrix of the cascade connection of
the two networks is equal to the product of the ABCD matrices representing
the individual 2-port networks. Due to the fact that matrix multiplication is not
commutative the networks must be arranged in the same order as the multi-
plication of ABCD matrices. The scattering matrix S of a 2-port network is
given in terms of ABCD parameters as [157]
S =
1
A+B/Z0+CZ0+D

A+B/Z0−CZ0−D 2(AD−BC)
2 −A+B/Z0−CZ0+D

.
(D.4)
The impedance matrix Z is given in terms of ABCD parameters as [157]
Z =
1
C

A AD −BC
1 D

. (D.5)
The summary of ABCD Parameters and S-parameters of the basic circuits,
used in practice, is given in Tab. D.1. The importance of practical usefulness
of the ABCD matrix representation is in the fact that a library comprising
the basic 2-port networks after Tab. D.1 is sufficient to built more complicated
networks in a systematic fashion.
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Tab. D.1.: S-parameters (the first column) and ABCD parameters (the second column) of some
2-port circuits after [157].
Z

1 Z
0 1

,
1
2ZL + Z

Z 2
2 Z

Y

1 0
Y 1

,
1
2 + Y ZL

−Y ZL 2
2 −Y ZL

N : 1 
N 0
0 1N

,
1
N2+1

N2−1 2N
2N −N2+1

Z0, θ

cos θ jZ0 sin θ
jY0 sin θ cos θ

, STL is given by
STL =
1
2 cos θ + α j sin θ

β j sin θ 2
2 β j sin θ

,
where coefficients α and β have the form
α =
Z0
ZL
+
ZL
Z0
and β =
Z0
ZL
− ZL
Z0
with Z0 denoting the line impedance and ZL being the load impedance.
Appendix E
Numerical evaluation of
MDN tuning capabilities
The present appendix shows a numerical study of the tuning capabilities of
the electrically tunable MDN [112] proposed in Chapter 5. For the purpose of
the present analysis it was assumed that the element L12 is incorporated into
the antenna physical structure in order to maximize the total efficiency of the
differential mode (see Fig. E.1). Therefore, this element was not taken into ac-
count in the analysis of the MDN tuning capabilities. High quality factor 0603
wirewound inductors from Johansontechnology were chosen for the purpose of
the present analysis. TCN1-10 from MiniCircuits was selected as a common
mode choke.
Design details: Common mode matching network
The electrically tunableΣMN has a π-type topology which consist of two shunt
and a single series LC tank (see Fig. E.1). It is well known that this basic
network topology brings about a coverage of nearly the entire Smith chart [133]
within a useful frequency range. Three inductors Lc1, L
c
2 and L
c
1 have fixed
values while capacitors Cc1 , C
c
2 and C
c
3 are tunable. The common mode is used
for the transmit mode of operation so that only highly linear tunable RF-MEMS
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Fig. E.1.: Electrically tunable MDN for a symmetric 2-port DL-MIMO electrically small dipole
antenna comprising separate ΣMN and ∆MN. MDN uses center-tapped inductance
2L12 as part of the antenna physical structure.
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capacitors or Complementary Metal-Oxide-Semiconductor (CMOS) DTCs can
be considered in a design.
Design details: Differential mode matching network
The tunable ∆MN comprises L-type matching network that consists of a series
LC and a shunt LC tank (see Fig. E.1). In addition, in order to suppress the
common mode in the differential mode branch a common mode choke has to be
used. Isolation between external ports Σ and ∆ depends on the Common Mode
Rejection Ratio (CMRR) of the choke. The tuning range of the network is
limited in comparison to ΣMN due to restriction to L-type topology. However,
it is not a constraint as this network should only allow to match the differential
mode within no more than few percent of its resonance frequency for a low-
loss design. This is due to the fact tat coarse switching by means of switches in
the antenna structure itself is assumed here. Moreover, due to a strong common
mode signal present at the differential mode branch the capacitance Cd1 has to
be realized by a highly linear component. Cd2 does not have to comply with
this restriction. Nevertheless, in practice, it is convenient to utilize the same
kind of components.
Finding the optimum values of fixed inductors and
switching states of DTCs
The values of inductances L = {Lc1, Lc2} or L = {Ld1 , Ld2} for the common
mode and the differential mode matching network, respectively are not arbi-
trary. The minimum value is constrained by a size of an SMD element. Typ-
ically, they are above 1 nH for 0603 size components. The maximum value
of inductors is limited by the SRF. This restricts possible values of 0603 size
SMDs inductors to 20 nH since covering also LTE mid-band (from 1710 MHz
to 2170 MHz), at least by ΣMN, is of high interest. The S-parameters of in-
ductors from Johansontechnology with discrete values {1.8, ..., 18} nH were
used in the evaluation. In order to find the optimum values of inductors which
maximize the efficiency of either radiation mode given by |s21|2 within given
frequency range a sweep over all given discrete values was performed. The fre-
quency range for ΣMN tuning capabilities evaluation extends from 700 MHz
to 2200 MHz. For the ∆MN it was limited to the LTE low-band due to use of
the TCN1-10 common mode choke.
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Tab. E.1.: The optimum element values (given in pF and nH) of the tunable MDN after Fig. E.1.
element Ld1 L
d
2 L
c
1 L
c
2 C
value 5.8 3.9 6.8 5.8 from 0.7 to 4.6
The procedure for finding the optimum value of L, denoted by Lopt can be
decomposed into an inner loop and an outer loop optimization problem. The
least squared error type penalty function for the outer loop is given by
Lopt = argmax
{L}

m

k
s21(fm, Zk,Coptm,k(L),L)2 , (E.1)
where Coptm,k(L) denotes the optimum value of Cm,k(L) for a given value of
L at the m-th frequency of interest fm and the k-th modal impedance Zk.
In order to determine the optimum tuning states of DTCs i.e. Coptm,k in the
inner loop in either matching network with a given value of L to match k-th
modal impedance Zk so as to maximize efficiency at frequency fm we used
the following least squared error type penalty function
Coptm,k(L) = argmax{C}
|s21(fm, Zk,C,L)|2 , (E.2)
where C = {Cc1, Cc2, Cc3} or C = {Cd1 , Cd2 } contains nominal capacitance
values of DTCs which yield |s21|2 and Coptm,k is the optimum solution. Switch-
ing states of DTCs are given by (0.129 · n + 0.6) pF, where n = 0, ..., 31.
Optimization is performed for all K values i.e. over a complete set of complex
modal impedancesZk for k = 1, ..., 360which are matched to maximize |s21|2
by changing DTC switching states. Note, that the values of C and |s21|2 for
different impedances Zk depend on different topologies of ΣMN and ∆MN
and given value of L and frequency fm. The results

m

k |s21|2 are stored
as a function of L. In the end the optimum value of L was found so as to max-
imize the area on the Smith chart which can be matched with total efficiency
higher than 50 % at the lowest and the highest frequency of analysis. The val-
ues of inductors in both MNs are smaller than 10 nH. The nominal values of
the SMD components are given in Table. E.1.
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Results
Using optimization criterion given by (E.1) and (E.2) for the optimum values
of inductors the maximum values of efficiency were found at the lowest and the
highest frequencies of LTE low-band and LTE mid-band for the common mode
matching network. The results are shown in Figs. E.2 and E.3. The tunable
ΣMN provides match which results in efficiency higher than 50 % over most of
the Smith chart area in the frequency range from 700 MHz to 2200 MHz. The
tuning capabilities of ∆MN are constrained to LTE low-band due to restricted
bandwidth of the common mode choke. In terms of impedances which can be
effectively matched the tuning range covers smaller than in case of the common
mode but still useful region of the Smith chart as can be seen from Fig. E.4.
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a) 704 MHz
b) 960 MHz
Fig. E.2.: Matching capabilities of a lossy ΣMN at the lowest and the highest frequency of the
LTE low-band. Different colors indicate different values of efficiency (assuming lossless
antenna) which can be achieved for a different common mode impedance of an antenna.
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a) 1710 MHz
b) 2170 MHz
Fig. E.3.: Matching capabilities of a lossy ΣMN at the lowest and the highest frequency of the
LTE mid-band. Different colors indicate different values of efficiency (assuming lossless
antenna) which can be achieved for different common mode impedances of an antenna.
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a) 741 MHz
b) 945 MHz
Fig. E.4.: Matching capabilities of a lossy ∆MN. Different colors indicate different values of
efficiency (assuming lossless antenna) which can be achieved for different differential
mode impedances of an antenna.
Appendix F
Derivation of
characteristic mode
radiation quality factors
based on EM field theory
For evaluation of quality factors it is necessary to calculate separately the time-
average stored magnetic and electric energies given by ⟨WM⟩ and ⟨WE⟩, re-
spectively. With reference to Fig. F.1 the complex Poynting theorem for a
lossless source free region G is given by Harrington in [92]
{
∂G
1
2
(E × H∗)ndS + 2 jω
y
G
µ
4
|H|2 − ϵ
4
|E|2

dV = 0 (F.1)
which with the help of ⟨WM⟩ = µ4HH∗ and ⟨WE⟩ = ϵ4EE∗ can be written
in the form
⟨WM⟩ − ⟨WE⟩ = −1
2 jω
{
∂G
1
2
(E ×H∗)ndS. (F.2)
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G0 n∞=n
S∞
S0G
∂G
n0
Fig. F.1.: A region G containing source free region G0.
The region of interest is the free space around the radiating object. It is bounded
by the surface S0 of the object and S∞, a sphere in the far field region.
In order to evaluate the individual terms on the lhs of (F.2) a second equation
is needed. The required expression for the sum of the time averaged stored
magnetic and electric energies was given by Harrington in [92] (see chapter 8.4,
eq.(8-53)) and used by Fante [140] in the context of the bandwidth-radiation
quality factor relation
⟨WM⟩+ ⟨WE⟩ = 1
4
y
G
(µ |H|2 + ϵ |E|2) dV
=
j
4
{
∂G

∂E
∂ω
×H∗ − ∂H
∂ω
×E∗

ndS (F.3)
By combining (F.2) and (F.3) it is possible to derive the quality factor without
taking recourse to any equivalent circuit model.
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Evaluation of the difference between the time averaged
stored magnetic and electric energies
The integral on the rhs of (F.2) contains a contribution from S0 and from S∞,
therefore
{
∂G
1
2
(E×H∗)n dS = −
{
S0
1
2
(E×H∗)n0 dS+
{
S∞
1
2
(E×H∗)n∞ dS,
(F.4)
where now vector n0 is the outer normal on S0 (pointing into G) and vector
n∞ is the outer normal on S∞. Since in the far field the following relation
between electric and magnetic field holds
η0 H|S∞ = n× E|S∞ , (F.5)
where η0 is the impedance of the free space (η0 ≈ 377 Ω). At this point of
derivation it is necessary to introduce the treatment of characteristic modes.
The second integral on the rhs of (F.4) is just P0 due to power scaling
Js,m
 RJs,m = 2P0. On the geometrical surface of the body surface current
density of the m-th characteristic mode Js,m is given the tangential magnetic
field strength is then also known from the boundary condition
Hm|S0 = −n0 × Js,m. (F.6)
This allows to express the first term under integral on the rhs of (F.4) in terms
of electric field and the surface current density
(Em×H∗m)n0 = (Em×(−n0×Js,m))n0 = −n0(EJs,m))n0 = −EJs,m
(F.7)
and
−
{
S0
1
2
(Em ×H∗m)n0 dS =
{
S0
1
2
EJs,m dS. (F.8)
The surface current density of the m-th characteristic mode the tangential elec-
tric field on S0 which is due to Js,m is given by
Em|S0 = −Z[Js,m]. (F.9)
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The negative sign follows the definition of the operator Z as given by Harring-
ton and Mautz in [10]. Hence, due to power scaling

Js,m
 RJs,m = 2P0
−
{
S0
1
2
(Em×H∗m)n0 dS = −
1
2

Js,m
ZJs,mS0 = −12(1+ jλm)2P0
(F.10)
Since the second term on the rhs of (F.4) equals P0 it is easy to find the differ-
ence between the time averaged stored magnetic and electric energies
⟨WM,m⟩ − ⟨WE,m⟩ = −1
2 jω
− (1 + jλm)P0 + P0 = λmP0
2ω
(F.11)
which is proportional to eigenvalue and inversely proportional to the frequency.
Due to the fact that eigenvalues change rapidly over frequency the difference
between the time averaged stored electric and magnetic energies does also.
Evaluation of the sum of the time averaged stored mag-
netic and electric energies
The integral on the rhs of (F.3) contains a contribution from ∂G = S0 ∪ S∞,
therefore
j
4
{
∂G

∂E
∂ω
×H∗ − ∂H
∂ω
×E∗

ndS
= − j
4
{
S0

∂E
∂ω
×H∗ − ∂H
∂ω
×E∗

n dS
+
j
4
{
S∞

∂E
∂ω
×H∗ − ∂H
∂ω
×E∗

n∞ dS (F.12)
The first terms on the rhs shall be denoted by A0 and A∞, respectively, below.
Since the sum A0+A∞ must be real and non-negative, the sum of the integrals
alone (without the imaginary unit in front of them) must be purely imaginary
and the imaginary part must be negative in order for the sum ⟨WM⟩ + ⟨WE⟩
to be real. The minus sign in front of the integral A0 is due to the use of n0
instead of n.
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Contribution of A0
In order to evaluate rhs of (F.3) on the surface S0 it is necessary to find indi-
vidual terms inside the integral using (F.6)
∂E
∂ω
×H∗

n0 = −∂E
∂ω
J∗s (F.13)
and
−

∂H
∂ω
×E∗

n0 =

E∗ × ∂H
∂ω

n0 = −E∗ ∂Js
∂ω
. (F.14)
For the purpose of simple notation the contribution from S0 to the rhs of (F.3)
is denoted by A0. It is given by
A0=− j
4
{
S0

∂E
∂ω
×H∗ − ∂H
∂ω
×E∗

n0dS=
j
4
{
S0

J∗s
∂E
∂ω
+E∗
∂Js
∂ω

dS.
(F.15)
In application to a characteristic mode (with modal surface current density
Js,m) the integral becomes
A0 =
j
4
{
S0

J∗s
∂E
∂ω
+E∗
∂Js
∂ω

dS
= − j
4
{
S0

Js,m
∂
∂ω
Z[Js,m] + Z∗[Js,m]∂Js,m
∂ω

dS, (F.16)
where the minus sign in front of the integral is in agreement with definition
of Z after (F.9). With inner product notation over a complex Hilbert space the
notation changes to
A0 = − j
4

Js,m
 ∂
∂ω
ZJs,mS0 + Js,mZ∗ ∂Js,m∂ω S0

= − j
4

Js,m
∂Z
∂ω
Js,m

S0
+

Js,m
Z∂Js,m
∂ω

S0
+

Js,m
Z∗ ∂Js,m
∂ω

S0

.
(F.17)
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By exploiting Z+ Z† = Z+ Z∗ = 2R it is easy to find that
A0 = − j
4

Js,m
∂Z
∂ω
Js,m

S0
+ 2

Js,m
 R∂Js,m
∂ω

S0

(F.18)
= − j
4

Js,m
∂ R
∂ω
Js,m

S0
+j

Js,m
∂ X
∂ω
Js,m

S0
+2

Js,m
 R∂Js,m
∂ω

S0

.
(F.19)
Furthermore, the power scaling

Js,m
 RJs,mS0 = 2P0 implies that its fre-
quency derivative equals zero
∂
∂ω

Js,m
 RJs,mS0 = Js,m∂ R∂ω Js,mS0 +2Js,m R∂Js,m∂ω S0 = 0
(F.20)
Using (F.20) the relation (F.18) simplifies to its final form
A0 =
1
4

Js,m
∂ X
∂ω
Js,m

S0
. (F.21)
Contribution of A∞
The contribution from the far field sphere S∞, denoted by A∞, can be simpli-
fied by means of (F.5) to
A∞ =
j
4
{
S∞

∂E
∂ω
×H∗ − ∂H
∂ω
×E∗

n∞ dS =
j
2η0
{
S∞
∂E
∂ω
E∗ dS.
(F.22)
The electric field in the far-field can be described as
Em(r, ω) = um(ω)
e− j kr
r
Cm(er, ω) (F.23)
where propagation constant k = ω/c, where c is the speed of light. um(ω)
is a frequency dependent amplitude (presumably only slight frequency depen-
dence) and Cm is a dimensionless tangential vector field over the unit sphere
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which depends on the direction of radiation, described by er, and can be nor-
malized as {
Ω
C∗m(er, ω)Cm(er, ω) dΩ = 1. (F.24)
The origin of the sphere is located in the geometrical center of the body. Due
to power scaling of characteristic modes

Js,m
 RJs,mS0 = 2P0
P0 =
u2m
2η0
=
u2
2η0
(F.25)
with frequency independent value of u the same for all characteristic modes.
Now, the rhs of (F.22) can be obtained, as a function of r as
A(r) =
j
2η0
{
S(,r)
∂Em
∂ω
E∗m dS =
j
2η0
{
S(,r)
∂Em
∂ω
E∗mr
2 dΩ
=
j
2η0

d
dω
u
e− j kr
r

u∗
e j kr
r

r2 =
j
2η0

− j r
c
u2

=
1
2η0
r
c
u2.
(F.26)
Use of the power normalization after (F.25) leads to
A(r) =
r
c
P0 = T (r)P0 (F.27)
where T (r) is the time a wavefront emerging from a point source at the origin
 needs to reach the sphere S(, r). Hence, T (r)P0 is the part of the energy
which corresponds to the radiating field between the source point  and surface
S(, r). This energy has to be omitted from the present considerations because
it is does not correspond to reactive energy.
Characteristic mode radiation quality factors
Addition and subtraction of (F.11) and (F.21) lead to the following relations for
⟨WM,m⟩ and ⟨WE,m⟩
2⟨WM,m⟩ = λmP0
2ω
+
1
4

Js,m
∂ X
∂ω
Js,m

S0
(F.28)
2⟨WE,m⟩ = −λmP0
2ω
+
1
4

Js,m
∂ X
∂ω
Js,m

S0
(F.29)
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The radiation quality factor of the m-th characteristic mode over some fre-
quency range can be found from the definition
Qrad,m(ω)=
2ωmax(⟨WM,m⟩, ⟨WE,m⟩)
P0
=max

ω
4P0

Js,m
∂ X
∂ω
Js,m

S0
± λm
2

(F.30)
It is shown in section 3.3 that at resonance ω = ωm,0, the eigenvalue λm = 0,
one recovers an old expression given in [10, 12].
Investigation of possible simplification of (F.30)
In order to investigate if (F.30) can be expressed in a different form consider
the derivative of Xm
∂Xm
∂ω
=
∂
∂ω

Js,m
 XJs,mS0
Js,m
Js,mS0

=
1
Js,m
Js,mS0
∂
∂ω

Js,m
 XJs,mS0−

Js,m
 XJs,mS0
Js,m
Js,m2S0
∂
∂ω

Js,m
Js,mS0
=
1
Js,m
Js,mS0
∂
∂ω

Js,m
 XJs,mS0+Js,m XJs,mS0 ∂∂ω Js,mJs,m−1S0 .
(F.31)
Using orthogonality relation (3.15) and the definition of the characteristic mode
radiation resistance (3.29) it is easy to see that (F.31) is given by
∂Xm
∂ω
= Rm
∂λm
∂ω
+ λm
∂Rm
∂ω
, (F.32)
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which should be obvious since Xm = λmRm. Consider closely the first term
on the rhs of (F.31)
1
Js,m
Js,mS0
∂
∂ω

Js,m
 XJs,mS0
= 2
∂Js,m
∂ω
 XJs,mS0
Js,m
Js,mS0 +

Js,m
∂ X
∂ω Js,m

S0
Js,m
Js,mS0 .
(F.33)
In order to proceed to further simplify (F.33) it is convenient to use (3.12)
which yields
1
Js,m
Js,mS0
∂
∂ω

Js,m
 XJs,mS0
= 2
∂Js,m
∂ω
 RJs,mS0
Js,m
Js,mS0 λm +

Js,m
∂ X
∂ω Js,m

S0
Js,m
Js,mS0
(F.34)
Use of (F.20) leads to
1
Js,m
Js,mS0
∂
∂ω

Js,m
 XJs,mS0
= −

Js,m
∂ R
∂ω Js,m

S0
Js,m
Js,mS0 λm +

Js,m
∂ X
∂ω Js,m

S0
Js,m
Js,mS0 .
(F.35)
Introduction of the following definitions, in order to simplify the notation,
Js,m
∂ R
∂ω Js,m

S0
Js,m
Js,mS0 =
∂ Rm
∂ω
(F.36)
and 
Js,m
∂ X
∂ω Js,m

S0
Js,m
Js,mS0 =
∂ Xm
∂ω
, (F.37)
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allows to write the derivative of Xm as
∂Xm
∂ω
=
∂ Xm
∂ω
− λm ∂
Rm
∂ω
+ λm
∂Rm
∂ω
. (F.38)
In the general case ∂Xm∂ω ̸= ∂
Xm
∂ω . Only if
∂ Rm
∂ω =
∂Rm
∂ω or at resonance
(i.e when λm = 0) ∂Xm∂ω =
∂ Xm
∂ω . From (F.33) the approximation holds if
the surface current density Js,m does not change significantly over frequency.
Numerical results show that it is approximately satisfied for e.g. a linear thin
long wire.
Acronyms and Abbreviations
AoA Angle of Arrival
3GPP 3rd Generation Partnership Project
ARC Active Reflection Coefficient
BC band class
CAD Computer-aided Design
CECC Complex Envelope Correlation Coeffient
CMOS Complementary Metal-Oxide-Semiconductor
CMRR Common Mode Rejection Ratio
CPE Customer Premises Equipment
CSI Channel State Information
CL-SM Closed-loop Spatial Multiplexing
DAC digital to analog converter
DC Direct Current
DL Downlink
DTC Digitally Tunable Capacitor
DVB-T digital video broadcasting – terrestrial
ECM Equivalent Circuit Model
EM Electromagnetic
eNB evolved Node-B
E-UTRA Evolved Universal Terrestrial Radio Access
ESR Equivalent series resistance
EGC Equal Gain Combining
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FDD Frequency Division Duplex
FDTD Finite-difference time-domain method
FET Field-effect transistor
IFA inverted-F antenna
IL insertion loss
LTE Long Term Evolution
MDN Mode Decomposition Network
MEMS Micro Electro-Mechanical System
MIMO Multiple Input – Multiple Output
SU Single User
MN Matching Network
MoM Method of Moments
MIM Metal-Insulator-Metal
MRC Maximum Ratio Combining
MRL Multi-Port Return Loss
PCB printed circuit board
PCS Personal Communication Services
PECC Power Envelope Correlation Coeffient
PIFA planar inverted-F antenna
PIN PIN diode
RD Receive Diversity
RF radio frequency
RL Return Loss
RX Receiver
SOI Silicon-On-Insulator
SOS Silicon-On-Silicon
SM Spatial Multiplexing
SMD Surface Mount Device
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SNR Signal to Noise Ratio
SPI Serial Peripheral Interface
SRF Self-resonant frequency
SPST Single Pole, Single Throw
TARC Total Active Reflection Coefficient
TE Transversal Electric
TM Transversal Magnetic
TMRL Total Multiport Return Loss
TX Transmitter
UE User Equipment
UL Uplink
USB Universal Serial Bus
VNA Vector Network Analyzer
VSWR Voltage Standing Wave Ratio
WLAN Wireless Local Area Network

List of Symbols
(·)† Hermitian transpose
(·)⊤ transpose
(·)∗ complex conjugate
G gain of a single port antenna
Pdiss dissipated power
Prad total radiated power
Qrad radiation quality factor
Rloss loss resistance
Rrad radiation resistance
S surface
YL load admittance
Z0 line impedance
ZL load impedance
Γtot total multiport reflectance
C modal efficiency matrix
D dissipation matrix
R radiation matrix
S scattering matrix
228
T compound pattern
Y admittance matrix
Γ modal reflectance matrix
Π permutation matrix
Ψ arbitrary unitary matrix
Ω angular position
Eex incident electric field
Eextan tangential component of an incident electric field
Erad radiated electric field vector
Erec received electric field vector
Js vector of the surface current density
Js,m vector of the surface current density of the mth characteristic mode
Vn nth radiation mode
a vector of incoming wave quantities
b vector of outgoing wave quantities
ζ modal impedance matrix
η0 characteristic impedance of the free space
ηrad radiation efficiency
ηtot total efficiency
λ0 wavelength in the free space
λm eigenvalue of the mth characteristic mode
⟨WE⟩ time-average stored electric field
⟨WM⟩ time-average stored magnetic field
229
ω angular frequency
ηtot total multiport efficiency
ρmn radiation pattern overlap
b7dB fractional 7dB bandwidth
k0 propagation constant in the free space
|| · ||F Frobenius norm of a matrix
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