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1. Introduction
In this paper, we consider the following diffusion–reaction equation: find u : Ω → R such that−∇ · a∇u+ τu = f inΩ,
u = 0 on ∂Ω, (1)
with f ∈ L2(Ω), a reaction coefficient τ ≥ 0, τ ∈ W 1,∞(Ω) and a diffusion coefficient that is piecewise constant and
satisfies a(x) > a0 > 0. We assume that there exists a constant ρ > 0 such that a|κ1 ≤ ρa|κ2 for two elements satisfying
∂κ1 ∩ ∂κ2 ≠ ∅.
The Bubble Stabilized Discontinuous Galerkin (BSDG) was first developed for Poisson’s problem in [1] for the non-
symmetric formulation and in [2] for both the symmetric and non-symmetric variants. A more refined analysis was then
presented in [3]. In [4], the method was extended to the diffusion–reaction problem as described by Eq. (1) and to time
dependent problems. Further, super-convergence of some residual quantities, that play an important role in the upcoming
a posteriori analysis, is pointed out. In addition, the BSDG-method has a close relation to the classical mixed lowest order
Raviart–Thomas method [4] and allows also for hanging nodes [5].
A posteriori estimations for discontinuous Galerkin methods is a recent and fast developing research area. First, results
were published in [6–9]. A posteriori estimates are mostly used for problems with lower regularity of the exact solution,
i.e. u ∈ H1(Ω) in order to solve problems where a local refinement strategy is really needed. Therefore, the theory of a
posteriori estimates was further developed in [10–14] to provide estimates that are build on the assumption of u ∈ H1(Ω),
instead of u ∈ H2(Ω) as in some of the earliest works. Second, attention is given to have a better and if possible an explicit
control of the constants. A posteriori estimates with strongly variable diffusion coefficients are discussed in [15] using the
technique of weighted averages. Based on a posteriori estimates, adaptive refinement strategies were designed in [16–18]
and global convergence towards the exact solution can be proven.
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For a large class of non-conforming approximations, a posteriori error estimates were developed in [19]. A posteriori
error estimates for the LDG-method can be found in [20] and for the Stokes problem in [21].
In this paper we develop two a posteriori error estimators for the Bubble Stabilized Discontinuous Galerkin (BSDG)
method for diffusion–reaction problems in two and three dimensions. In favour of a simple presentation of the main
arguments of the a posteriori error estimations, the theory is first developed for the pure diffusion equation. The first error
estimator is given by the classical quantities such as the residual of Eq. (1), the jump of the approximation and the jump of
the flux over faces of the mesh. The main result of its efficiency and reliability is given by Theorems 12 and 15. Due to the
particular properties of the BSDG-method, some of the above local quantities are bounded by the local oscillation of the data.
Out of this conclusion we derive the second error estimator which is only based on the oscillation of the right-hand side and
the ‘‘oscillation’’ of the jump of the approximation over faces. This error estimator is shown to be efficient and reliable in
Theorems 17 and 18. Numerical tests verify the close relation between the two estimators and show a very stable behaviour
for smooth and non-smooth functions. Once the mechanisms of the estimators for the diffusion equation are analysed, the
theory is then extended to the reaction–diffusion equation and the upper and lower bounds of the estimators are given by
Theorems 21 resp. 22. The arguments of the extension aremostly based on the fact that the reaction term is a low order term.
Therefore, if the reaction is sufficiently resolved by the mesh size h, i.e. h ≈ √a/τ , similar results as in the pure diffusion
equation are theoretically expected and also were numerically shown.
This paper is organized as follows. In Section 2, we first introduce the notation used in this paper whereas in Section 3,
the BSDG-method is presented together with a statement of the a priori estimates developed in [4]. Section 4 derives the
a posteriori estimates for the diffusion equation and in Section 5 for the diffusion–reaction equation including numerical
results. Section 6 is left for the conclusions.
2. Notation
Let Ω be a polygonal domain (polyhedron in three space dimensions) in Rd, d = 2, 3, with outer normal n. LetK be a
subdivision of Ω ⊂ Rd into non-overlapping d-simplices κ . Suppose that each κ ∈ K is an affine image of the reference
elementκ , i.e. for each element κ there exists an affine transformation Tκ :κ → κ .
Assume that the family of meshes under consideration is shape regular. In addition, we impose that each meshK does
not contain any hanging node and coversΩ exactly and letFi denote the set of interior faces ((d−1)-manifolds) of themesh,
i.e. the set of faces that are not included in the boundary ∂Ω . The setFe denotes the faces that are included in ∂Ω and define
F = Fi∪Fe. Denote byΓ the skeleton of themesh, i.e. the set of points belonging to faces,Γ = {x ∈ Ω | ∃F ∈ F s.t. x ∈ F}.
For an element κ ∈ K , hκ denotes its diameter and for a face F ∈ F , hF denotes the diameter of F . Set h = maxκ∈K hκ
and let h be the function such that h|◦
κ
= hκ and h|F = hF for all κ ∈ K and F ∈ F .
For a subset R ⊂ Ω or R ⊂ F , (·, ·)R denotes the L2(R)-scalar product, ‖ · ‖R = (·, ·)1/2R the corresponding norm, and‖ · ‖s,R the Hs(R)-norm. The element-wise counterparts will be distinguished using the discrete partition as subscript, for
example (·, ·)K = ∑κ∈K(·, ·)K . For s ≥ 1, let Hs(K) be the space of piecewise Sobolev Hs-functions and denote its norm
by ‖ · ‖s,K .
In this paper c > 0 denotes a generic constant and can change at each occurrence, while an indexed constant stays fix.
Any constant is independent of the mesh size h, a and τ , but possibly dependent of ρ.
Further, let us define the jump and average operators. Fix F ∈ Fi and thus F = κ1 ∩ κ2 with κ1, κ2 ∈ K . Let v ∈ H2(K)
and denote by v1, v2 the restrictions of v to the elements κ1, κ2, i.e. v1 = v|κ1 resp. v2 = v|κ2 and denote by n1, n2 the
exterior normal of κ1 resp. κ2. Then, we define the standard average and jump operators over F by
{v} = 1
2
(v1 + v2), [v] = v1n1 + v2n2,
{∇v} = 1
2
(∇v1 +∇v2), [∇v] = ∇v1 · n1 +∇v2 · n2.
Still for interior faces F ∈ Fi, let nF ∈ {n1, n2} be arbitrarily chosen but fixed. Then, observe that
[v] · {∇w} = [v] · nF {∇w} · nF (2)
for all v,w ∈ H2(K). On outer faces F ∈ Fe we define the average and jump operators by
{v} = v, [v] = vn, {∇v} = ∇v, [∇v] = ∇v · n
where n is the outer normal of the domainΩ . The following integration by part formula holds.
Lemma 1 (Integration by Parts). Let v,w ∈ H2(K), then
(a∇v,∇w)K = −(∇ · a∇v,w)K + ({a∇v}, [w])F + ([a∇v], {w})Fi . (3)
Proof. Equality (3) results from element-wise integration by parts and applying the definitions of the jump and average
operators. 
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2.1. Finite element spaces
Let us denote by V ph the standard discontinuous finite element space of degree p ≥ 0 defined by
V ph = {vh ∈ L2(Ω) | vh|κ ∈ Pp(κ), ∀κ ∈ K},
where Pp(κ) denotes the set of polynomials of maximum degree p on κ . Consider the enriched finite element space, which
will be used for the discontinuous Galerkin scheme, defined by
Vbs = V 1h ⊕ V bh ,
with
V bh = {vh ∈ L2(Ω) | vh(x) = α x · x, α ∈ V 0h }
and where x = (x1, . . . , xd) ∈ Ω denotes the physical variable. Observe that ∇ · a∇vh ∈ V 0h since a is piecewise constant.
In [3] (Lemma 3.4), it is proven that for each κ ∈ K ,∇vh|κ belongs to the local Raviart–Thomas space on κ . Therefore∇vh ·nF
is constant, but double-valued along faces for all vh ∈ Vbs.
For details on Vbs and proofs, we refer to [4,3]. By V 1h,c , we denote the piecewise linear continuous finite element space
defined by
V 1h,c = {vh ∈ C0(Ω) | vh|κ ∈ P1(κ), ∀κ ∈ K}.
Let us additionally define some function space that consists of functions only defined on the skeleton Γ of the mesh:
W 0h = {vh ∈ L2(Γ ) | vh|F ∈ P0(F), ∀F ∈ F }.
Let v ∈ H1(K) and define by {v}, [v] the L2-projection of {v} resp. [v] ontoW 0h resp. [W 0h ]d, i.e.
({v}, wh)F = ({v}, wh)F , ∀wh ∈ W 0h ,
([v], wh)F = ([v], wh)F , ∀wh ∈ [W 0h ]d.
Remark 2 (Terminology). The term ‘‘Bubble Stabilized Discontinuous Galerkin Method’’ is originated by the fact that the
piecewise linear discontinuous finite element space is enriched by one ‘‘bubble function’’ per element. The term ‘‘bubble
function’’ is meant in the (original) meaning of a function with element-wise support. In the case of discontinuous Galerkin
methods all basis functions are bubble functions in this sense. However, in the context of the present method, one
local ‘‘bubble function’’ per element is added to the ‘‘standard’’ discontinuous finite element space, which justifies the
terminology. For a similar discussion, see [1], page 2.
2.2. Technical lemmas
In this section we recall some well-known results. For the proofs, we refer to the book of Ciarlet [22].
Lemma 3 (Inverse Inequality). Let vh ∈ Vbs, then there exists a constant cI > 0 independent of h such that
c−1I ‖h21vh‖K ≤ ‖h∇vh‖K ≤ cI‖vh‖K .
Next, we present the standard trace inequality for discrete and non-discrete functions.
Lemma 4 (Trace Inequality). Let v ∈ [H1(K)]m and vh ∈ [Vbs]m with m ∈ {1, d}, then there exists a constant cT > 0
independent of h such that
‖{v}‖F + ‖[v]‖F ≤ cT (‖h− 12 v‖K + ‖h 12∇v‖K),
‖{vh}‖F + ‖[vh]‖F ≤ cT‖h− 12 vh‖K .
Finally, we define the following norms by
|||v|||2 = ‖a 12∇v‖2K + ‖a
1
2
F h
− 12 [v]‖2F , (4)
|||v|||2τ = |||v|||2 + ‖τ
1
2 v‖2K (5)
for all v ∈ H1(K) and where
aF =

min(a|κ1 , a|κ2) if F = ∂κ1 ∩ ∂κ2 ∈ Fi,
a|κ if F = ∂κ ∩ ∂Ω ∈ Fe.
Observe that the norm defined by Eq. (4) is indeed a norm due to the Poincaré inequality proven in [23]; see also [24].
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2.3. Projections
We denote by πp : L2(Ω)→ V ph the L2-projection onto V ph defined by∫
Ω
πp(v)wh dx =
∫
Ω
vwh dx ∀wh ∈ V ph .
Then πp satisfies the following approximation result: let v ∈ Hp+1(K), then
‖v − πpv‖K + ‖h∇(v − πpv)‖K ≤ c|hp+1v|p+1,K . (6)
Additionally let us denote by Isz : H1(Ω) → V 1h,c the Scott–Zhang interpolant, [25,26], satisfying the following
approximation result: if v ∈ H1(Ω), then
‖h−1(v − Iszv)‖K + ‖∇(v − Iszv)‖K ≤ c‖∇v‖K . (7)
In addition, the Scott–Zhang interpolant conserves homogeneous boundary conditions, i.e. Iszv|∂Ω = 0 if v|∂Ω = 0.
Finally, we present the following projection that will be useful for the a posteriori analysis.
Lemma 5. Let ah ∈ V 0h and bh, ch ∈ W 0h be fixed. Then, there exists a unique function φh ∈ Vbs such thatπ0φh = ah,{a∇φh}|F · nF = bh|F ∀F ∈ F ,{φh}|F = ch|F ∀F ∈ Fi. (8)
Moreover, φh satisfies the following stability result
‖a 12 h−1φh‖2K + ‖a−
1
2
F h
1
2 [a∇φh]‖2Fi + ‖a
1
2
F h
− 12 [φh]‖2F ≤ c2φ(‖a
1
2 h−1ah‖2K + ‖a−
1
2
F h
1
2 bh‖2F + ‖a
1
2
F h
− 12 ch‖2Fi). (9)
Proof. We refer to Lemma 9 in [4] to get the existence and uniqueness of the projection as well as the following stability
estimate
‖h−1φh‖2K + ‖∇φh‖2K + ‖[φh]‖2F ≤ c(‖h−1ah‖2K + ‖h
1
2 bh‖2F + ‖h−
1
2 ch‖2Fi)
in the case of a ≡ 1. The extension to general diffusion coefficients a is straightforward. Applying additionally the
trace inequality, Lemma 4, and using the stability of the face-wise L2-projection yields the estimate (9). For reasons of
completeness the proof is attached in the Appendix. 
3. Bubble Stabilized Discontinuous Galerkin method
The BSDG-method consists of the classical bilinear form for the Symmetric Interior Penalty Galerkin (SIPG) method
without jump penalization operator applied to the bubble enriched discontinuous finite element space Vbs. The problem
consists of: find uh ∈ Vbs such that
a(uh, vh) = F(vh) ∀vh ∈ Vbs, (10)
with
a(v,w) = (a∇v,∇w)K − ({a∇v}, [w])F − ([v], {a∇w})F + (τv,w)K ,
F(w) = (f , vh)K
for all v,w ∈ H2(K).
Remark 6. The discrete solution uh of (10) satisfies the following local mass conservation property∫
κ
τuh dx−
∫
∂κ
{a∇uh} · nκ ds =
∫
κ
f dx ∀κ ∈ K.
The corresponding a priori estimates are developed in [4] for a diffusion coefficient equal to one. However, the results
can be extended to general piecewise constant diffusion coefficients in a straightforward manner.
Proposition 7 (Inf-Sup Condition, Proposition 1 in [4]). There exists a constant c > 0 independent of h such that for τ = 0 or,
τ > 0 with h2κ < csa/‖τ‖∞,κ on each element for some constant cs > 0 independent of h, a and τ , there holds
∀vh ∈ Vbs, c|||vh|||τ ≤ sup
0≠wh∈Vbs
a(vh, wh)
|||wh|||τ .
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Remark 8. In the presence of a reaction term, i.e., if τ > 0, the condition on the mesh originates from the following
argument. While the reaction term is positive definite, the eigenvalues of the diffusion term are negative or positive, but
bounded away fromzero. The condition arises fromensuring that the eigenvalues of the combined operator are still bounded
away from zero; the detailed arguments can be found in [4]. Note that the eigenvalues corresponding to the diffusion scale
as a
h2
whereas those corresponding to the reaction term scale as τ so that the perturbation due to the presence of τ does not
shift the eigenvectors too close to zero.
Corollary 9 (Stability). Under the assumption of Proposition 7, the discrete problem (10) has a unique solution. Furthermore, the
following estimation holds
|||uh|||τ ≤ c‖a− 12 f ‖K .
Theorem 10 (Convergence in Energy and L2-Norm, Theorems 1 and 2 in [4]). Let u ∈ H2(Ω) be the solution of (1) and uh be
the discrete solution of (10). Under the assumption of Proposition 7, there holds
‖u− uh‖K + h|||u− uh|||τ ≤ ch2|u|2,K .
Proposition 11 (Super-Convergence of Residual Quantities, Proposition 2 in [4]). Let uh be the solution of (10). Then, under the
assumption of Proposition 7 the following estimation holds
‖a− 12F h
1
2 [a∇uh]‖Fi + ‖a
1
2
F h
− 12 [uh]‖F + h‖a− 12 (f +∇ · a∇uh − τuh)‖K
≤ ch(‖a− 12 (f − π0f )‖K + h‖τ‖1,∞,Ω‖a−1f ‖K),
and if f ∈ H1(K) there holds
‖a− 12F h
1
2 [a∇uh]‖Fi + ‖a
1
2
F h
− 12 [uh]‖F + h‖a− 12 (f +∇ · a∇uh − τuh)‖K ≤ ch2(‖a− 12∇f ‖K + ‖τ‖1,∞,Ω‖a−1f ‖K)
independently of the regularity of the solution.
Observe that in Proposition 11 all the quantities are residual-based and that the result also holds for non-convex
domains.
4. A posteriori estimates for the BSDG-method for the diffusion problem
As anticipated in the title of this section,we restrict the framework here to the case of a pure diffusion problem, i.e., τ = 0.
The case τ > 0 is discussed in Section 5.
Let us first introduce as preliminary result a continuous interpolant, commonly referred to as the Oswald interpolant.
Define the degrees of freedom of degree 2 on each element κ ∈ K by the d + 1 vertices and the 12d(d + 1) midpoints of
each edge of κ . Fix κ ∈ K and for any degree of freedom ν in κ of degree 2, setKν = {κ ′ ∈ K | ν ∈ κ ′}. Then, forwh ∈ V 2h ,
define Icwh locally in κ by its degrees of freedom given by
Icwh(ν) =

1
card(Kν)
−
κ∈Kν
wh|κ(ν) if ν ∈ νint,
0 if ν ∈ νext,
(11)
where νint and νext denotes the set of interior resp. exterior (ν ∈ ∂Ω) degrees of freedom of degree 2 of the mesh. There
exists c > 0, such that the following estimate holds [18, Thm. 2.1]:
‖vh − Icvh‖K ≤ c‖h 12 [vh]‖F ,
‖∇(vh − Icvh)‖K ≤ c‖h− 12 [vh]‖F ,
for all vh ∈ V 2h . This result can be extended in order to take into account the diffusion coefficient which yields
‖a 12 (vh − Icvh)‖K ≤ cc‖a
1
2
F h
1
2 [vh]‖F (12)
‖a 12∇(vh − Icvh)‖K ≤ cc‖a
1
2
F h
− 12 [vh]‖F (13)
as long as the diffusion coefficient is of bounded variation across faces, which we assume here, and the constant cc gets
dependent on ρ.
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Let us first focus on the pure diffusion equation, i.e. Eq. (1) with τ = 0. The extension to the diffusion–reaction equation
is presented in Section 5. The following local error indicators are defined by
η2R,κ = ‖a−
1
2 h(f +∇ · a∇uh)‖2κ ,
η2J,κ =
1
2
‖a 12F h−
1
2 [uh]‖2∂κ ,
η2F ,κ =
1
2
‖a− 12F h
1
2 [a∇uh]‖2∂κ\∂Ω ,
and denote their sum by η2κ = η2R,κ + η2J,κ + η2F ,κ .
Theorem 12 (Upper Bound). Let u ∈ H1(Ω) be the exact solution of (1) and let uh ∈ Vbs be its BSDG-approximation. Then, there
exists a constant c > 0 such that there holds
|||u− uh|||2 ≤ c
−
κ∈K
η2κ .
Proof. Observe that for e = u− uh there holds
|||e|||2 = ‖a 12∇e‖2K + ‖a
1
2
F h
− 12 [uh]‖2F ≤ ‖a
1
2∇e‖2K +
√
2‖a 12F h−
1
2 [e]‖F
−
κ∈K
η2J,κ
 1
2
. (14)
Observe that Vbs ⊂ V 2h and thus define e = u− uh = eq + e⊥ with eq = u− Icuh and e⊥ = Icuh − uh. Note that eq ∈ H10 (Ω)
and e⊥ ∈ V 2h . Thus we may write
‖a 12∇e‖2K = (a∇e,∇eq)K + (a∇e,∇e⊥)K = I1 + I2. (15)
Let φh ∈ H10 (Ω) ∩ V 1h and develop the first term of (15)
I1 = (a∇u,∇eq)K − (a∇uh,∇(eq − φh))K − (a∇uh,∇φh)K .
Observe firstly that (a∇u,∇eq)K = (f , eq)K since eq ∈ H10 (Ω), second that by integration by parts
−(a∇uh,∇(eq − φh))K = (∇ · a∇uh, eq − φh)K − ([a∇uh], eq − φh)Fi ,
since eq − φh ∈ H10 (Ω). Thirdly a(uh, φh) = F(φh) and φh ∈ H10 (Ω) imply that
−(a∇uh,∇φh)K = −(f , φh)K − ([uh], {a∇φh})F .
Respecting all three arguments yields
I1 = (f +∇ · a∇uh, eq − φh)K − ([a∇uh], eq − φh)Fi − ([uh], {a∇φh})F .
Now, choose φh = Iszeq, Isz being the Scott–Zhang interpolant defined by (7). Using the Cauchy–Schwarz and trace
inequality, the approximability and H1-stability of Isz yields
I1 ≤ ‖a− 12 h(f +∇ · a∇uh)‖K‖a 12 h−1(eq − Iszeq)‖K + ‖a−
1
2
F h
1
2 [a∇uh]‖Fi‖a
1
2
F h
− 12 (eq − Iszeq)‖Fi
+‖a 12F h−
1
2 [uh]‖F ‖a−
1
2
F h
1
2 {a∇Iszeq}‖F
≤ c
−
κ∈K
η2R,κ + η2J,κ + η2F ,κ
 1
2
‖a 12∇eq‖K
≤ c
−
κ∈K
η2R,κ + η2J,κ + η2F ,κ
 1
2
|||e||| (16)
since
‖a 12∇eq‖K = |||eq||| ≤ |||e||| + |||e⊥||| ≤ |||e||| + c‖a
1
2
F h
− 12 [uh]‖F
≤ |||e||| + c‖a 12F h−
1
2 [e]‖F ≤ c|||e|||
using the triangle inequality and the estimate (13).
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For the term I2 observe that
I2 ≤ ‖a 12∇e‖K‖a 12∇e⊥‖K ≤ c |||e|||‖a
1
2
F h
− 12 [uh]‖F ≤ c |||e|||
−
κ∈K
η2J,κ
 1
2
(17)
applying again the Cauchy–Schwarz inequality and the estimate (13). Inserting (16) and (17) in (15) resp. (14) finally yields
|||e||| ≤ c
−
κ∈K
η2R,κ + η2J,κ + η2F ,κ
 1
2
. 
The conclusion of Proposition 11 is that all the information about the error of the approximation contained in
‖a− 12F h
1
2 [a∇uh]‖Fi + ‖a
1
2
F h
− 12 [uh]‖F + h‖a− 12 (f +∇ · a∇uh)‖K
is bounded by the term h‖a− 12 (f − π0f )‖K , at least on a global level. Secondly, in the case of resolved data and oscillation,
i.e. when h‖a− 12 (f − π0f )‖K is scaling as h2, the leading term of the error estimation is ‖a
1
2
F h
− 12 ([uh] − [uh])‖2F and scales
like h. This is the motivation to introduce the fluctuation or oscillation of the data f on a given element oscR,κ resp. the
oscillation of the jump of the solution uh on the boundary of a given element oscJ,κ by
osc2R,κ = ‖a−
1
2 h(f − π0f )‖2κ and osc2J,κ =
1
2
‖a 12F h−
1
2 ([uh] − [uh])‖2∂κ
as possible error estimators. Further, we define osc2κ = osc2R,κ + osc2J,κ . Remark that oscR,κ can alternatively be interpreted
as the oscillation of the residual since∇ · a∇uh ∈ V 0h for uh ∈ Vbs and therefore osc2R,κ = ‖h(I−π0)(f +∇ · a∇uh)‖2κ which
justifies the notation, i.e., the R in the index. Note that I denotes the identity operator. Then, the estimator ηκ is locally
equivalent to the oscillatory term oscκ .
Theorem 13. There exists a constant c > 0 such that there holds
oscκ ≤ ηκ ≤ c oscκ , ∀κ ∈ K. (18)
Proof. For the first inequality of (18) observe by the stability of the L2-projection and since ∇ · a∇uh ∈ V 0h that
osc2R,κ = ‖a−
1
2 h(f − π0f )‖2κ = ‖a−
1
2 h(I− π0)(f +∇ · a∇uh)‖2κ
≤ ‖a− 12 h(f +∇ · a∇uh)‖2κ = η2R,κ ,
osc2J,κ =
1
2
‖a 12F h−
1
2 ([uh] − [uh])‖2∂κ ≤
1
2
‖a 12F h−
1
2 [uh]‖2∂κ = η2J,κ .
For the second inequality of (18) we use a localized variant of Proposition 11. Fix κ ∈ K and let φh,κ ∈ Vbs be the projection
defined in Lemma 5 with
ah|κ ′ =
−δa−1h2(π0f +∇ · a∇uh) if κ ′ = κ,
0 otherwise,
bh|F =
−δaFh−1[uh]|F · nF if F ⊂ ∂κ,
0 otherwise,
ch|F =

δa−1F h[a∇uh]|F if F ⊂ ∂κ,
0 otherwise,
for all κ ′ ∈ K and F ∈ F and with δ > 0 an arbitrary constant. Let us denote by χκ the characteristic function such that
χκ |κ ′ =

1 if κ ′ = κ,
0 otherwise.
Then, integration by parts yields
a(uh, χκφh,κ) = −(∇ · a∇uh, χκπ0φh,κ)K + ([a∇uh], {χκφh,κ})Fi − ([uh], {χκa∇φh,κ})F
= I1 + I2 + I3,
since a∇uh · nκ is constant along faces. For the first term we can write
I1 = −(∇ · a∇uh, ah)κ = −(π0f +∇ · a∇uh, ah)κ + (π0f , ah)κ
= δ‖a 12 h(π0f +∇ · a∇uh)‖2κ + (π0f , φh,κ)κ
4316 B. Stamm / Journal of Computational and Applied Mathematics 235 (2011) 4309–4324
by the property of the projection φh,κ . Observe for the second term that
{χκφh,κ}|F = {χκ}{φh,κ}|F + 14 [χκ ] · [φh,κ ]|F
for all F ∈ Fi and therefore we develop, using the property of the projection φh,κ , the Cauchy–Schwarz and Young’s
inequality,
I2 = ([a∇uh], {χκφh,κ})Fi =
1
2
([a∇uh], {φh,κ})∂κ\∂Ω + 14 ([a∇uh], [φh,κ ] · nκ)∂κ\∂Ω
≥ δ 1
2
‖a− 12F h
1
2 [a∇uh]‖2∂κ\∂Ω −
1
4
‖a− 12F h
1
2 [a∇uh]‖∂κ\∂Ω‖a
1
2
F h
− 12 [φh,κ ]‖∂κ\∂Ω
≥ 1
2

δ − 1
4

‖a− 12F h
1
2 [a∇uh]‖2∂κ\∂Ω −
1
8
‖a 12F h−
1
2 [φh,κ ]‖2∂κ .
Similarly we observe that
[uh] · {χκa∇φh,κ}|F = [uh] · {a∇φh,κ}{χκ}|F + 14 [uh] · [χκ ][a∇φh,κ ]|F\∂Ω
= [uh] · nF {a∇φh,κ} · nF {χκ}|F + 14 [uh] · [χκ ][a∇φh,κ ]|F\∂Ω
for all F ∈ F and thus we may write
I3 = −([uh], {χκa∇φh,κ})F
= −1
2
([uh] · nF , {a∇φh,κ} · nF )∂κ − 14 ([uh] · nκ , [a∇φh,κ ])∂κ\∂Ω
≥ δ 1
2
‖a 12F h−
1
2 [uh]‖2∂κ −
1
4
‖a 12F h−
1
2 [uh]‖∂κ‖a−
1
2
F h
1
2 [a∇φh,κ ]‖∂κ\∂Ω
≥ 1
2

δ − 1
4

‖a 12F h−
1
2 [uh]‖2∂κ −
1
8
‖a− 12F h
1
2 [a∇φh,κ ]‖2∂κ\∂Ω .
Further, observe by the stability estimate of φh,κ that
‖a− 12F h
1
2 [a∇φh,κ ]‖2∂κ\∂Ω + ‖a
1
2
F h
− 12 [φh,κ ]‖2∂κ ≤ c2φ(‖a−
1
2 h(π0f +∇ · a∇uh)‖2κ
+ 1
2
‖a− 12F h
1
2 [a∇uh]‖2∂κ\∂Ω +
1
2
‖a 12F h−
1
2 [uh]‖2∂κ)
where cφ > 0 denotes the constant from (9). Thus, using that uh is the solution of the discrete problem we get
δ − c
2
φ
8

‖a− 12 h(π0f +∇ · a∇uh)‖2κ +
1
2

δ − 1
4
− c
2
φ
8

‖a− 12F h
1
2 [a∇uh]‖2∂κ\∂Ω
+ 1
2

δ − 1
4
− c
2
φ
8

‖a 12F h−
1
2 [uh]‖2∂κ
≤ a(uh, χκφh,κ)− (π0f , χκφh,κ)κ = (f − π0f , φh,κ)κ .
Now, choosing δ = 54 +
c2φ
8 yields
1
2 (δ − 14 −
c2φ
8 ) = 12 and (δ −
c2φ
8 ) = 54 > 1. Additionally, taking again into account the
stability estimate of φh,κ we may write
‖a− 12 h(π0f +∇ · a∇uh)‖2κ +
1
2
‖a− 12F h
1
2 [a∇uh]‖2∂κ\∂Ω +
1
2
‖a 12F h−
1
2 [uh]‖2∂κ
≤ (f − π0f , φh,κ)κ ≤ oscR,κ ‖a 12 h−1φh,κ‖κ
≤ cφ oscR,κ

‖a− 12 h(π0f +∇ · a∇uh)‖2κ +
1
2
‖a− 12F h
1
2 [a∇uh]‖2∂κ\∂Ω +
1
2
‖a 12F h−
1
2 [uh]‖2∂κ
 1
2
and therefore
‖a− 12 h(π0f +∇ · a∇uh)‖κ + ηF ,κ + 12‖a
1
2
F h
− 12 [uh]‖∂κ ≤ cφ oscR,κ . (19)
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Further, observe that
ηR,κ = ‖a− 12 h(f +∇ · a∇uh)‖κ ≤ ‖a− 12 h(f − π0f )‖κ + ‖a− 12 h(π0f +∆uh)‖κ
≤ (1+ cφ) oscR,κ , (20)
ηJ,κ = 12‖a
1
2
F h
− 12 [uh]‖∂κ ≤ 12‖a
1
2
F h
− 12 ([uh] − [uh])‖∂κ + 12‖a
1
2
F h
− 12 [uh]‖∂κ
≤ oscJ,κ + cφ oscR,κ . 
Remark 14. Observe that whenever the constant cφ is sufficiently small, then the constant in (18) is close to one.
Theorem 15 (Lower Bound). Let u ∈ H1(Ω) be the exact solution of (1) and let uh ∈ Vbs be the BSDG-approximation. Then,
there exists a constant c > 0 such that there hold locally
η2κ ≤
1
2
‖a 12F h−
1
2 [u− uh]‖2∂κ + c osc2R,κ , (21)
and globally−
κ∈K
η2κ ≤ |||u− uh|||2 + c
−
κ∈K
osc2R,κ . (22)
Remark 16. Note that for the regular right-hand side, i.e. f ∈ H1(K), the quantity oscR,κ converges to zero as h2κ whereas
oscJ,κ converges to zero as hκ .
Proof. This is a direct consequence of the second inequality of Theorem13,with a sharper treatment of the constant. Indeed,
note that
η2J,κ =
1
2
‖a 12F h−
1
2 [uh]‖2∂κ =
1
2
‖a 12F h−
1
2 [u− uh]‖2∂κ
and by (19) and (20) that
η2R,κ + η2F ,κ ≤ c osc2R,κ .
Finally, summing over all elements leads to the global estimate. 
Recall that by Theorem 13 the error estimator ηκ and the oscillation indicator oscκ are equivalent as error estimations for
|||u− uh|||. Thus, we propose the oscillatory terms oscκ as error estimator and derive the following upper and lower bounds.
Theorem 17 (Upper Bound). Let u ∈ H1(Ω) be the exact solution of (1) and let uh ∈ Vbs be the BSDG-approximation. Then,
there exists a constant c > 0 such that there holds
|||u− uh|||2 ≤ c
−
κ∈K
osc2κ .
Proof. This is a direct consequence of Theorems 12 and 13. 
Theorem 18 (Lower Bound). Let u ∈ H1(Ω) be the exact solution of (1) and let uh ∈ Vbs be the BSDG-approximation. Then,
there exists a constant c > 0 such that there hold locally
osc2κ ≤
1
2
‖a 12F h−
1
2 [u− uh]‖2∂κ + osc2R,κ
and globally−
κ∈K
osc2κ ≤ |||u− uh|||2 +
−
κ∈K
osc2R,κ .
Proof. The local result is a direct consequence of the definition of the estimator oscκ . Indeed
osc2J,κ =
1
2
‖a 12F h−
1
2 ([uh] − [uh])‖2∂κ ≤
1
2
‖a 12F h−
1
2 [uh]‖2∂κ =
1
2
‖a 12F h−
1
2 [u− uh]‖2∂κ .
Finally, summing over all elements leads to the global estimate. 
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Remark 19. Observe by Proposition 11 that for f ∈ V 0h we get
‖a− 12F h
1
2 [a∇uh]‖Fi = ‖a
1
2
F h
− 12 [uh]‖F = ‖a− 12 (f +∇ · a∇uh)‖K = 0.
In consequence, ηF ,κ = ηR,κ = 0 and the error estimator ηκ and the oscillation indicator oscκ coincide,
ηκ = ηJ,κ = oscκ = oscJ,κ .
Remark 20. Observe that a fundamental difference, compared to a posteriori estimates for the Symmetric Interior Penalty
Discontinuous Galerkin (SIPG) Method, is that in our case Theorems 17 and 18 (which are based on Theorem 13) allow us
to write
‖a 12F h−
1
2 [uh]‖2F ≤ |||u− uh|||2 ≤ c(‖a
1
2
F h
− 12 [uh]‖2F + ‖a−
1
2 h(f − π0f )‖2K),
where the second term on the right-hand side is asymptotically second order. This implies that in the asymptotic limit, the
energy error is equivalent to the jump term ‖a 12F h− 12 [uh]‖F . In contrast, in [10,18] it was found that the solution uDGh of the
SIPG-Method obeys
‖a 12∇(u− uDGh )‖2K ≤ |||u− uh|||2 ≤ c‖a
1
2∇(u− uDGh )‖2K ,
which on the other hand implies that the energy error is controlled by the term ‖a 12∇(u− uDGh )‖K .
4.1. Numerical examples
Let us briefly present the test problems used for the numerical tests.
(i) Problem with smooth solution.
We consider problem (1) with f (x, y) = 2 (2 − x2 − y2) and a ≡ 1 on the square Ω = (−1, 1)2. The analytic exact
solution is given by u(x, y) = (x2 − 1)(y2 − 1) ∈ C∞(Ω).
(ii) Problem with irregular solution.
Now choose the following L-shaped domain:Ω = ([−1, 1] × [−1, 0] ∪ [0, 1]2)◦. We consider problem (1) with f ≡ 0,
a ≡ 1 and non-homogeneous boundary conditions such that the solution is
u(x, y) = r 23 sin

2
3
θ

where (r, θ) are the polar coordinates of (x, y). One can prove that u ∉ H2(Ω).
(iii) Heterogeneous diffusion.
As computational domain we define Ω = (−1, 1)2 consisting with 4 subregions Ω1, . . . ,Ω4 such that Ω1 = (0, 1)2,
Ω2 = (−1, 0) × (0, 1), Ω3 = (−1, 0)2 and Ω4 = (0, 1) × (−1, 0). We consider the example proposed in [27] and
also used in [15] where the diffusion coefficient is constant only within each subregion. Denote ai = a|Ωi and impose
a1 = a3 = 100, a2 = a4 = 1. For f ≡ 0, the exact solution
u(x, y)|Ωi = rα(ai sin(αθ)+ bi cos(αθ)) ∈ Hα(Ω)
is consideredwhere non-homogeneous boundary conditions are imposed on ∂Ω . The solution u possesses a singularity
at the origin. We set α = 0.12690207 and the constants ai, bi are given by
a1 = 0.100000000, b1 = 1.000000000,
a2 = −9.603960396, b2 = 2.960396040,
a3 = −0.480354867, b3 = −0.882756593,
a4 = 7.701564882, b4 = −6.456461752.
We analyse the effectivity of the error estimators derived in the previous section for the test problems. To do that we define
the effectivity index by
effη =
∑
κ∈K
η2κ
 1
2
|||u− uh||| and effosc =
∑
κ∈K
osc2κ
 1
2
|||u− uh||| . (23)
We apply an adaptive refinement strategy using a Dörfler marking [28] (with a rate of marked elements in the Dörfler
marking of θ = 0.6, except for case (iii) where we choose θ = 0.8) combined with a bisection refinement [29]. The
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a b c
d e f
Fig. 1. Energy error and estimator (a), (d) resp. the effectivity index (b), (e) w.r.t. the number of degrees of freedom for the test problem (i) using the
estimator of the first kind (a)–(c) and of the second kind (d)–(f). The final mesh is illustrated in (c) resp. in (f). The theoretical convergence rate of DOF−1/2
is illustrated as a dashed line.
implementation is effected using FreeFem++ [30] for the BSDG-method and iFEM [31] for the marking and refinement
procedures.
In Fig. 1, we illustrate the behaviour of the energy error as well as the two types of error estimators, the corresponding
efficiency and the final mesh obtained by the adaptive strategy. We can observe that the two estimators behave very similar
as anticipated by Theorem 13. Further, we can notice that only the term ηJ,κ and oscJ,κ are leading in the error estimate.
Observe that in cases (ii) and (iii) the right-hand side is equal to zero which implies that the two error estimators are
identical, c.f. Remark 19, and consist only of one term ηJ,κ resp. oscJ,κ . Figs. 2 and 3 illustrate again the same quantities.
Observe the optimal convergence with respect to the number of degrees of freedom and, in particular for case (iii), the well-
structured final mesh. Case (iii) involves a discontinuous diffusion coefficient at the x- and y-axis, the solution is however
singular only at the origin, which well represented by the final mesh. The good effectivity in this case is surprising since the
scheme does not involve weighted averages [15] which are normally needed for such examples.
In general, the underestimation can be explained by Theorems 15 and 18.
5. A posteriori estimates for the BSDG-method for the diffusion–reaction problem
Let us discuss the extension to the diffusion–reaction equation, i.e. Eq. (1) with τ > 0. The above developed theory
remains valid with some modifications and remarks. Of course the reaction term has to be taken into account for the
quantities related to the residual and therefore we may write
η2R,κ = ‖a−
1
2 h(f +∇ · a∇uh − τuh)‖2κ and osc2R,κ = ‖a−
1
2 h(I− π0)(f − τuh)‖2κ
whereas the estimators ηJ,κ , ηF ,κ and oscJ,κ remain unchanged. Using now the energy-norm ||| · |||τ defined by (5) and the
above definition of ηR,κ keeps Theorems 12 and 13 valid with only minor changes. Details are left to the reader. In principle
Theorem 15 remains also valid, but since oscR,κ depends also on the solution and not solely on the data this lower bound is
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a b c
Fig. 2. Energy error and estimator (a) resp. the effectivity index (b) w.r.t. the number of degrees of freedom for the test problem (ii). The final mesh is
illustrated in (c). The theoretical convergence rate of DOF−1/2 is illustrated as a dashed line.
a b c
Fig. 3. Energy error and estimator (a) resp. the effectivity index (b) w.r.t. the number of degrees of freedom for the test problem (iii). The final mesh is
illustrated in (c). The theoretical convergence rate of DOF−1/2 is illustrated as a dashed line.
questionable. As remedy we propose the following solution: splitting the residual oscillation term into two parts yields−
κ∈K
osc2R,κ = ‖a−
1
2 h(I− π0)(f − τuh)‖2K
≤ 2‖a− 12 h(f − π0f )‖2K + 2 ‖a−
1
2 h(τuh − π0(τuh))‖2K
and bounding the second term by using the stability estimate of Corollary 9, i.e.
‖a− 12 h(τuh − π0(τuh))‖2K ≤ c ‖τ‖21,∞,Ω‖a−
1
2 h2∇uh‖2K ≤ c‖τ‖21,∞,Ω‖a−1h2f ‖2K ,
yields−
κ∈K
η2κ ≤ |||u− uh|||2τ + 2 ‖a−
1
2 h(f − π0f )‖2K + c ‖τ‖21,∞,Ω‖a−1h2f ‖2K
as equivalent estimate to (22). The local bound (21) cannot be established since the stability estimation of Corollary 9 holds
only on a global level. However, observe that only the additional term related to τ is globally coupled and that this quantity
is super-converging. Theorem 17 still holds with a reaction term whereas for Theorem 18 suffer from the same restriction
as described above, i.e.−
κ∈K
osc2κ ≤ |||u− uh|||2τ + 2 ‖a−
1
2 h(f − π0f )‖2K + c ‖τ‖21,∞,Ω‖a−1h2f ‖2K
and without local lower bound for oscκ . Further, let us denote by dataf the following expression
dataf = ‖τ‖1,∞,Ω ‖a−1h2f ‖K .
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Thus, for small enough mesh sizes h, i.e. when dataf is small compared to |||u − uh|||, we expect the estimates ηκ and oscκ
to be efficient as well. All together we can now state the following results.
Theorem 21 (Upper Bounds). Let u ∈ H1(Ω) be the exact solution of (1) and let uh ∈ Vbs be its BSDG-approximation. Then,
there exists a constant c > 0 such that if h2κ < csa/‖τ‖∞,κ on each element for some constant cs > 0 independent of h, a and
τ , there holds
|||u− uh|||2τ ≤ c
−
κ∈K
η2κ , and |||u− uh|||2τ ≤ c
−
κ∈K
osc2κ .
Theorem 22 (Lower Bounds). Let u ∈ H1(Ω) be the exact solution of (1) with τ > 0 and let uh ∈ Vbs be the BSDG-
approximation. There exists a constant c > 0 such that−
κ∈K
η2κ ≤ |||u− uh|||2τ + c
−
κ∈K
osc2R,κ + c dataf,−
κ∈K
osc2κ ≤ |||u− uh|||2τ +
−
κ∈K
osc2R,κ + c dataf.
5.1. Numerical examples
A variable reaction coefficient is used to study the influence of dominating reaction on the a posteriori error estimates.
The following numerical test is studied in this section.
(iv) Problem with variable reaction term.
We consider problem (1) with τ > 0, τ ∈ R, a ≡ 1 and f ≡ 0 on (0, 1)2. The boundary condition is given by
g(x, y) =

sin(πx) if y = 1,
0 otherwise.
The corresponding exact solution is then given by
u(x, y) = sin(πx) sinh(
√
τ + π2y)
sinh(
√
τ + π2) ∈ C
∞(Ω).
A similar numerical test is used in [32].
Due to the non-homogeneous boundary conditions we define
dataf,g = τ(‖a−1h2f ‖2K + ‖h
3
2 g‖2Fe)
1
2 ,
and again a rate of marked elements in the Dörfler marking of θ = 0.6 is used. Observe that due to the zero right-hand side,
the two error estimators coincide again.
Fig. 4 illustrates the convergence of the energy error, the error estimator and dataf,g for the different cases τ =
10, 100, 1000. For τ = 100 and τ = 1000, due to the relative large value of the reaction coefficient, compared to a diffusion
coefficient of one, the quantity dataf,g affects the efficiency of the estimates for coarse meshes. This behaviour matches
with the theoretical results of Theorem 22.
Fig. 5 shows the final mesh for all which shows that the boundary layer of different width is refined by the adaptive
strategy.
6. Conclusion
In this work, we have proposed and analysed efficient and reliable a posteriori energy-norm error estimates for the
Bubble Stabilized Discontinuous Galerkin (BSDG)method applied to the diffusion–reaction equation in two and three spatial
dimensions. Two estimators are presented. The first one consists of the classical residual quantities as used for standard
discontinuous Galerkin methods. The second one consists of the oscillation of the right-hand side and the ‘‘oscillation’’ of
the jump of the solution across faces. For both estimators, upper and lower bounds are established and for resolved data,
the lower bound turns out to hold with a constant equal to one. Although, in general no explicit control of the constants
is given, both estimators behave similarly and are surprisingly stable with respect to variations of the mesh size and the
variation of coefficients in the numerical tests. For high reaction coefficients however, the efficiency may be perturbed by
under-resolved data. This is illustrated on a theoretical and numerical level.
Acknowledgements
The author acknowledges Prof. Erik Burman and Dr. Shun Zhang for their helpful discussions and the financial support
provided through the Swiss National Science Foundation under grant 200021-113304 and PBELP2-123078.
4322 B. Stamm / Journal of Computational and Applied Mathematics 235 (2011) 4309–4324
(a) τ = 10. (b) τ = 100.
(c) τ = 1000.
Fig. 4. Energy error, estimator and dataf,g w.r.t. the number of degrees of freedom for the test problem (iv) for three different values of τ . The theoretical
convergence rate of DOF−1/2 is illustrated as a dashed line.
(a) τ = 10. (b) τ = 100. (c) τ = 1000.
Fig. 5. The final mesh for three different values of τ .
Appendix. Detailed proof of Lemma 5
Proof. Let us first establish the a priori estimate. Observe that
‖a 12 h−1φh‖2K ≤ 2 ‖a
1
2 h−1π0φh‖2K + 2 ‖a
1
2 h−1(φh − π0φh)‖2K
≤ 2‖a 12 h−1ah‖2K + c⋆ ‖a
1
2∇φh‖2K (24)
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and that
|||φh|||2 = ‖a
1
2
F h
− 12 [φh]‖2F + ‖a
1
2∇φh‖2K
≤ 2 ‖a 12F h−
1
2 ([φh] − [φh])‖2F + 2 ‖a
1
2
F h
− 12 [φh]‖2F + ‖a
1
2∇φh‖2K .
Using further the Bramble–Hilbert lemma, the trace and inverse inequalities and the boundedness of a over faces yields
‖a 12F h−
1
2 ([φh] − [φh])‖F ≤ c ‖a
1
2
F h
1
2 [∇φh]t‖F ≤ c ‖a 12∇φh‖K
where [·]t stands for the tangential jump defined by [∇φh]t = ∇φh|κ1 × n1 +∇φh|κ2 × n2. By the previous two equations,
integration by parts and Eq. (2) it follows that
c |||φh|||2 ≤ ‖a
1
2
F h
− 12 [φh]‖2F + ‖a
1
2∇φh‖2K
= ‖a 12F h−
1
2 bh‖2F − (∇ · a∇φh, π0φh)K + ({a∇φh}, [φh])F + ([a∇φh], {φh})Fi
= ‖a 12F h−
1
2 bh‖2F −(∇ · a∇φh, ah)K  
I
+ ([φh] · nF , bh)F  
II
+ ([a∇φh], ch)Fi  
III
since∇ · a∇φh ∈ V 0h and a∇φh · nκ is constant along faces. Applying the Cauchy–Schwarz, the inverse (I) or the trace (II, III)
and then Young’s inequality for each term yields respectively
I ≤ cI‖a 12∇φh‖K‖a 12 h−1ah‖K ≤ 14‖a
1
2∇φh‖2K + c2I ‖a
1
2 h−1ah‖2K ,
II ≤ ‖a 12F h−
1
2 [φh]‖F ‖a−
1
2
F h
1
2 bh‖F ≤ cT‖a 12 h−1φh‖K‖a−
1
2
F h
1
2 bh‖F
≤ c⋆δ‖a 12∇φh‖2K + 2δ‖a
1
2 h−1ah‖2K + c ‖a−
1
2
F h
1
2 bh‖2F ,
III ≤ cT‖a 12∇φh‖K‖a
1
2
F h
− 12 ch‖Fi ≤
1
4
‖a 12∇φh‖2K + c2T ‖a
1
2
F h
− 12 ch‖2Fi ,
where the constant δ can be chosen sufficiently small and using again the boundedness of a over faces. Thus, combining
with (24), yields
‖a 12 h−1φh‖2K + |||φh|||2 ≤ c(‖a
1
2 h−1ah‖2K + ‖a−
1
2
F h
1
2 bh‖2F + ‖a
1
2
F h
− 12 ch‖2Fi).
To conclude the proof, it now suffices to observe that (8) is nothingmore than a square linear systemof sizeNK+NF +NFi =
(d + 2)NK , where NK , NF , NFi denote respectively the number of elements, faces and interior faces. Hence, the existence
and uniqueness of a solution of the linear system are equivalent. Let us denote by Aw = b the square linear system and
assume that there is a vectorw1 andw2 such that Awi = b, i = 1, 2. Further, let us denote the difference between them by
e = w1 − w2 and therefore Ae = 0. The a priori estimate (9) implies that e = 0 and thus the solution is unique and hence
the matrix is regular. 
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