Abstract. In this paper, we describe the attention mechanisms in CHREST, a computational architecture of human visual expertise. CHREST organises information acquired by direct experience from the world in the form of chunks. These chunks are searched for, and verified, by a unique set of heuristics, comprising the attention mechanism. We explain how the attention mechanism combines bottom-up and top-down heuristics from internal and external sources of information. We describe some experimental evidence demonstrating the correspondence of CHREST's perceptual mechanisms with those of human subjects. Finally, we discuss how visual attention can play an important role in actions carried out by human experts in domains such as chess.
Introduction
Cognitive science studies the processes by which humans develop and manifest intelligent behaviour. The study of visual perception has been widely recognised as an important component of many areas of expertise. A seminal experiment by de Groot [1] uncovered a central component of human expertise: the ability to identify the important features of a stimulus in the domain of expertise. De Groot's experiments were performed on chess players, and involved a test of recall ability. Each participant was shown a position on a chess board containing approximately 23 pieces for a few seconds, and was then asked to reconstruct the position from memory. Candidates for the world title managed to reconstruct the position with few, if any, errors; average players managed much worse. As there was no difference in the participants' intelligence level, other visual skills or general memory, clearly the difference was related to their level of expertise.
An explanation for the difference had to await the development of the chunking theory [2, 3] and cognitive models of human learning such as EPAM (Elementary Perceiver And Memoriser) [4] ; the most detailed model of chess expertise is now CHREST (Chunk Hierarchy REtrieval STructures) [5] [6] [7] [8] , which is a version of EPAM with the addition of templates and more sophisticated perceptual mechanisms. The computational modelling and experiments have shown that, essentially, the difference in perceptual skills can be explained by two factors: the development of a large (approximately 300,000 chunks) set of knowledge about the domain, and the use of templates by the visual system to actively seek out higher-order clusters of information in a stimulus.
We can summarise the role of attention within CHREST as follows. First, an image is perceived, and, as the eye has a limited field of view, a portion of the image has its features extracted. These features are then used to sort through long-term memory, seeking a familiar pattern. Any retrieved pattern is placed into short-term memory. The contents of short-term memory, some high-level domain-specific knowledge, and any items on the periphery of the field-of-view will all combine to guide the model's eye to locate a new point of the image to focus on. This process continues, and the model will attempt to build up, in short-term memory, a set of pointers to familiar patterns in long-term memory which 'cover' the image. Here we see the importance of prior experience, as the capacity of short-term memory is limited, but experts will have larger familiar patterns (chunks), and so can store much more relevant information in their short-term memory. However, attention is also important, as the larger patterns must be confirmed to be present in the image if they are to be maintained in short-term memory. Later, we explain in detail how a set of heuristics manages this process in a dynamic and flexible manner.
This paper continues with an overview of the CHREST architecture, details of the attention mechanism, and summaries of some results from experiments using CHREST to explore visual abilities. Finally, we discuss how the findings with CHREST relate to current issues in the study of attention.
Overview of CHREST
CHREST is an example of a cognitive architecture, that is, an implementation of a theory of human cognition for developing detailed models of human behaviour in a range of domains. The strength of cognitive architectures as scientific theories is that their implementation ensures a high degree of precision in the theory's formulation, providing a sufficiency proof that the proposed mechanisms can carry out the tasks in the domain of interest. Analysis of how the theory's predictions match actual behaviour, using measures such as eye movements, reaction times, and error patterns, also establish the quality of the cognitive architecture, by confirming its behaviour against actual human data.
Together with EPAM, from which it is derived, the CHREST architecture has been a source of successful models of human learning and perception over a 50-year period [3] . Beyond the results discussed in this paper, these successes have included results in: verbal learning, language acquisition [9] , categorisation and problem solving. In this section, we provide an overview of CHREST, explain its key processes, and highlight some important empirical results. The next section will focus in more detail on the important attention mechanisms. Fig. 1 shows the principal components of CHREST. The architecture follows a classic subdivision of the cognitive processes into three components: one of input/output and two of memory. The input/output mechanisms are used to interact with the environment. Input stimuli are separated into features, and out- is used to store information in a more-or-less permanent state; all information learnt from the environment is held in LTM. The LTM uses a discrimination network, which is constructed incrementally during the system's lifetime, to index a pool of familiar patterns (chunks), higher-level concepts, schemata and productions. The final component of the architecture is the Short-Term Memory (STM), which provides a temporary store for information retrieved from LTM whilst considering a particular stimulus or problem. Different parts of STM relate to different modalities of information, such as visual or verbal. The STM maintains an hypothesis node, which is the most informative node retrieved so far, and is used to focus CHREST on retrieving or constructing large chunks.
CHREST is an example of a symbolic cognitive architecture, which means that all information retrieved by and stored within a CHREST model is at a high level. We shall use the term 'patterns' and 'chunks' throughout this paper.
A pattern is what CHREST perceives in the external world, and a chunk is a familiar pattern, one retrieved from its internal memory. Both patterns and chunks are represented as lists of items with their positions. For example, in chess, the items are actual pieces, and the positions are squares on the chess board, so (Kg1 Rf1 Ph2 Pg2 Pf2) would describe a typical castled position for the White player.
CHREST's LTM: Chunking networks
CHREST's long-term memory is a chunking network: a discrimination-network representation with cognitively plausible learning mechanisms, based on the chunking theory. The chunking network includes mechanisms for forming and using lateral links, as well as clustering techniques, to form templates.
Learning and retrieving perceptual chunks
A chunk is a familiar pattern: CHREST acquires and retrieves chunks from its long-term memory through a set of learning and storing operations acting on a discrimination network. The network is formed from nodes holding the chunks; the chunk stored at a node is known as its image. There is a root node from which all sorting operations begin, and the discrimination network is built up from the test links between nodes. Patterns are sorted through the network by following those test links whose tests match the given pattern.
The network is constructed using two learning mechanisms. Discrimination is used when a pattern is sorted to a node which has no succeeding test links matching the pattern, and the pattern mismatches the chunk stored at the node. The part of the pattern which mismatches the chunk is used as the test for a new test link. Familiarisation occurs when a pattern is sorted to a node which has no succeeding test links matching the pattern, and the pattern matches the chunk stored at the node. If the pattern contains more information than is held at the node, then extra information is added to the stored chunk. Thus, node images are specialised as patterns are re-encountered.
In describing the discrimination and familiarisation operations, part of the sorted pattern is used, either as a new test, or to augment an existing chunk. The amount of the sorted pattern used is a function of the rest of the network in the following sense. The part of the pattern to be used is re-sorted in the network, and the chunk that is retrieved is used in the above processes. This chunking process ensures that learning is slow in the initial stages of getting to know a domain, but as the network grows, and some of the patterns become known, the rate of learning will speed up.
Efficiency of accessing a large store of data is often a concern, as in the utility problem [10] . However, the usable capacity of a data structure need not be problematic if it is sufficient in the given domain [11] . Human experts typically pick out familiar patterns in a time of around 250ms, which is easily matched by CHREST, using a network of around 300,000 chunks [8] .
Constructing templates
The template is a critical element of CHREST's explanation of the recall abilities of human experts [8] . A template collects together the information stored in a number of separate nodes so as to highlight the constant core information and the variable information, held in slots.
Template creation is assumed to occur whenever a critical condition is met by a specific node within the network. Similarity between nodes is made explicit by providing similarity links between them (such links are discussed in the next subsection). When a node has a sufficient number of such links, and the contents of these nodes satisfy an overlap criterion, the information in these nodes is aggregated to form a template. Work in chess [8] has assumed a threshold for the number of similarity links of 4, with at least 5 features in common.
Lateral links
Lateral links [12] are created when the model has retrieved two chunks (retrieved chunks are stored in STM); two classes of lateral link may be distinguished. The first is where the two nodes match a similarity function of some kind. The simplest of these is the direct similarity link, as used above in the creation of templates. More complex generative links [9] connect those nodes with similar descendant test links. The second class of links are those where the chunks are of different type. For instance, production links are used to associate a perceptual pattern with its corresponding action or conclusion, and so the production link forms a basis for the model's problem-solving behaviour. Gobet et al. [3] provides a summary of these links and their use in different domains; Section 5.2 provides more details on how such links are formed.
CHREST's Attention Mechanism
CHREST uses a simulated eye to retrieve information from its target stimulus. The eye is directed to a focus of attention, the fixation point, and has a limited field of view. Its movement is governed by a set of heuristics, which combine lowlevel and high-level information. A perception-learning-perception cycle guides CHREST's eye movements around the current stimulus for the presentation time; see Fig. 2 . In the following, we describe the heuristics and perception processes to be introduced in the latest release of CHREST, version 3.0.
The list of 'fixated-items' is part of CHREST's short-term memory. The fixated-items record the items and their positions fixated upon during the current presentation cycle. Each item observed will be added to this list until a termination condition is met. This termination condition is when an empty location is fixated, or CHREST fixates something already in the list, or the heuristic used is a random or weak heuristic. Marking the list as fixated will then lead to the fixated-items list being learnt as a pattern. After learning, the fixated-items list is cleared, and CHREST will begin building a new list, as it continues its perception cycle. Worth noting is the implicit connection between perception and learning; the list of fixated items is constructed by sequences of eye fixations, which means that information learnt by CHREST has a locality bias.
Heuristics for selecting eye fixations can come from two sources. First, there are the generic, domain-neutral heuristics which are part of the general architecture. These heuristics include: using LTM, fixating a part of the scene not observed yet, locating a random object on the periphery, and locating a random position on the periphery. Second, there are domain-specific heuristics which are part of the model for that domain alone. For example, in the chess models there is an heuristic to guide the eye to typical positions of the kings; attacking or defending the king is the ultimate key to winning at chess, and so the king position is an important initial factor in assessing a position. Again in chess, there is an heuristic to guide the eye to a square attacked by the currently fixated piece.
The process get-next-fixation is responsible for applying the various heuristics to retrieve a new fixation point. The process uses a hierarchy of heuristics: first it tries to use LTM, second it tries fixating a new object or a position suggested by the domain-specific heuristics, finally it defaults to choosing a new random position. There is a stochastic element, which means CHREST will fail to use an applicable heuristic in a percentage of cases (currently set at 10%).
As an example we describe in more detail the most interesting heuristic, which selects a new square based on information in LTM. This heuristic uses pointers into long-term memory as a basis for selecting the next fixation point. There are two main sources. The first is the hypothesis node, held in short-term memory, which acts as an anchor, guiding CHREST to retrieve or construct the largest chunk possible for the given stimulus. The test links of the hypothesis node (its descendants) are considered in turn, as described below. The second is the node retrieved by learning something from the currently perceived scene. The process is as follows: (1) current-node is the result of learning from the current scene; (2) if there are any remaining descendants of the hypothesis to consider, let current-child be the first descendant, and remove it from the remaining list; (this step attempts to retrieve the largest chunk) (3) otherwise, let current-child be the first child-link of the current-node; (4) return the first potential square of current-child as the next fixation point. The learning that can occur in step (1) attempts to extend the hypothesis with information currently perceived, or else using the list of fixated-items, if that list has been marked as complete; hence, CHREST is biased towards learning the largest chunk possible.
One consequence of linking low-level perceptual processes directly with the higher-level information stored within the long-term memory is a blurring of the boundary between primitive and complex visual objects. We assume that CHREST initially contains single-element chunks for each of the primitive elements which may occur in the given domain, e.g. if CHREST is scanning text documents, all the single letters will be provided as primitive features. As CHREST learns about the domain, it begins to form larger chunks, consisting of groups of these primitive features. In recognition, CHREST will typically retrieve complete chunks from the domain, bypassing the more elementary features. Thus, in scanning text documents, CHREST soon begins to work with words as 'primitive' elements, instead of single letters. Such creation and use of higher-level features occurs in any domain, and is typical of the perceptual knowledge acquired and used by experts. It is also a typically hard problem in unsupervised learning tasks, especially perceptual domains [13, 14] .
We describe two sets of experiments from previous work to illustrate the impact of CHREST's perceptual mechanisms: data from chess, on the details of the human attention mechanism; and data from a word-recognition task, explaining how expectations assist in disambiguating input data.
Chess
In the introduction of this paper, we mentioned de Groot's [1] classic experiments on chess memory. It is of interest that these experiments were motivated by a need to understand chess masters' perception and attention: how can a worldclass master understand more of a position after five seconds than a candidate master after fifteen minutes? How can search be so selective with strong players, who often consider no more than one hundred positions during their thinking, and ignore the billions of positions that could, in principle (but not in practice), be of interest? CHREST provides mechanisms explaining how strong players attend to the relevant while ignoring the irrelevant. These mechanisms have been used to explain both how players direct their attention when considering a position, and how they can limit the number of moves they anticipate during look-ahead search. The organisation of these two types of behaviour is hierarchical, in the sense that the pattern of eye movements is part of the explanation of selectivity at the level of move choice. In both cases, computational simulations have reproduced key aspects of human behaviour. Given space constraints, we limit our attention to three classes of phenomena simulated by CHREST.
Eye movements as indicators of attention
In their analysis of players' eye movements during the brief presentation of a chess position, de Groot and Gobet [5] identified a few striking differences between novices and masters. Masters' eye movements were shorter on average than novices' (260 ms vs. 310 ms), and also showed less variability (sd = 100 ms vs. sd = 140 ms). Masters' eyes covered more squares on the board, and also covered more of the squares that were important in the position. CHREST does a very good job of simulating these data. For example, it replicates the skill effect with the average duration of eye movements (272 ms for the simulated masters vs. 315 ms for the simulated novices) and the difference in variability (97 ms vs. 154 ms). Fig. 3 shows an example set of eye fixations; what is important is how CHREST covers approximately the same amount of the important part of the board as the expert, whereas the novice player and model (not shown) cover a much smaller area. CHREST also captures the skill differences in the percentage of the board covered, and in the percentage of critical squares covered. The speeding-up of the eye movements and the increased number of important squares fixated are due to the fact that many more fixations are directed by the structure of the discrimination network with the master version of the model than with the novice version, as the discrimination network is larger with the former than with the latter. More qualitatively, CHREST captures masters' tendency to fixate perceptually salient pieces (e.g. a white knight on the black side of the board) early on, and their tendency not to fixate parts of the board that are "normal" in a given situation (e.g. a standard castling position).
Human master CHREST Master
Although we have emphasised the way perceptual knowledge helps develop more efficient attention, it should be pointed out that masters' attention is not infallible. In several of the positions used by de Groot and Gobet, immediate threats (e.g. checkmate in one move) were missed by some of the masters. The longer the distance between the two pieces, the more likely it was for the threat to be missed. Assuming that chunks play a key role in rapidly identifying threats, as we have done in this paper, this result is in line with the way CHREST learns chunks, giving precedence to relations of proximity, as described next.
The structure of chunks: An archaeology of attention A crucial assumption in CHREST is that the information stored as chunks is a reflection of the attention mechanisms used during learning. This offers an indirect way of testing how attention is directed when playing chess. Concurrent and retrospective protocols [1, 5] suggest that a fair amount of attention is directed to consideration of moves and counter moves. However, they also suggest that attention is directed to patterns of pieces. Chase and Simon [15] analysed the structure of the groups of pieces replaced together in a memory task, and found that a surprisingly small number of these groups contained relations of attack. The vast majority of these groups contained relations of proximity, same colour and defence. This result turns out to be robust, and has been replicated by [16] with a larger sample. In a simulation of the memory experiment used by Chase and Simon, Gobet [17] showed that CHREST closely simulates the detail of the pattern of relations found in chessplayers' chunks. This outcome supports the importance given by CHREST to proximity during the acquisition of chunks. Selectivity in choosing a move A characteristic of experts is the rapidity with which they can propose solutions. For example, chess grandmasters literally 'see' the good moves straight away [1, 18] . With very short decision times, less than 10 seconds, their choice will not always be the best possible move, however, it will almost always be a very plausible move in the position. CHUMP (CHUnks and Moves Patterns) [19] is a variant of CHREST that implements the idea that recognising patterns of chess pieces on the board makes it possible to access information about moves in long-term memory, and thus to rapidly identify fairly good moves. CHUMP uses two different but linked discrimination networks to store two types of knowledge: first, patterns of pieces (the kind of chunks acquired by CHREST), and, second, moves and sequences of moves (see the next section for more on multi-modal learning in CHREST). During learning, the program scans positions taken from master games, and patterns of pieces are associated with moves. When selecting a move in a position in the test phase, patterns of pieces act as conditions, and moves as actions. If different patterns suggest a move, and/or if the same patterns suggest different moves, the conflict is resolved by using a function combining the number of different chunks voting for a given move and the number of times the move has been associated with a given pattern.
CHUMP provides a demonstration that the idea of selectivity through recognition and association can be implemented in a computer program. However, it should be pointed out that the level of play of CHUMP is rather low. This is because it plays chess by pure pattern recognition, without being able to look ahead, and it is well established that look-ahead abilities are important in playing chess and other board games at a high level [20] .
Expectations
Expectations are important in guiding what we look at and how effectively we can recognise what we see. Expected objects are recognised with greater accuracy than unexpected objects, particularly in noisy domains [21] . Expectations may also relate to complex collections of objects, or schemata. Perceptual classification of objects within a familiar schema can be quicker than when the objects are not in the schema. For instance, Biederman [22] describes an experiment in which participants took longer to identify a fire-hydrant when positioned above street level than when at its expected position. Finally, noisy or ambiguous scenes may be reconstructed, if the visible elements are constrained to fit a compatible schema; Lindsay and Norman [23] describe such an experiment with words composed of distorted or ambiguous letters.
The main lesson from the results described above is that perception is not a simple flow of information from scene to memory, but instead perception is an active process, with the attention forcing a shift of fixation point to different parts of the scene based partly on what is observed and partly on what is expected (or anticipated) to be present. CHREST has been used to construct a model of this process, and demonstrate the qualitative results described above [24] . The key factor in supporting this process was for CHREST to support links between visual information, representing the scene being analysed, and verbal information, representing the interpretation of the scene. The links between these two input modalities are formed when the model is presented with visual and verbal information simultaneously, as illustrated in Fig. 4 . In the situation depicted, the model is presented with a visual stimulus and a verbal label. Both the stimuli are sorted through the long-term memory, and pointers to the retrieved nodes are placed in their respective short-term memory. A naming link is formed between the two nodes at the top of the two short-term memories. This naming link can be used in future to retrieve the verbal label from a visual stimuli. By a similar process, sequences of letters and words can be acquired and stored in the network.
The attention mechanism can use this stored information in various ways. First, verbal priming (e.g. being told to find particular words) can be used to highlight specific visual chunks, which the attention mechanism will then attempt to locate. Second, when part of a chunk is located, the visual or verbal information can be used to identify schemata which can guide the attention mechanism. For instance, verbally learning a sequence of words can be used to trigger recognition of the visual representations of those same words.
Discussion
In this paper, we have described CHREST and shown how it provides an account of the links between perception, attention, learning, memory and action. Thus, CHREST addresses several key issues in the study of attention, and in particular how it links to other aspects of human cognition. One of the differences of CHREST with respect to other theories of attention is the level at which it works; CHREST is a symbolic system, meaning that information is stored at a 'meaningful' level. The basic information used by CHREST in the chess experiments is the piece-on-square, which encodes that a piece is located at a particular position of the board. This perspective distinguishes our work from that by other authors on perception, such as Tsotsos [25] or Wolfe [26] . CHREST's perspective is psychological, but related to high-level conceptual processing, and is not concerned with neurological or other low-level processes.
The key contribution of this paper is to show how a symbolic treatment of attention can affect our understanding of attention in high-level areas of human cognition, and we now review some of these areas.
Perception is cognition. This was the central focus of the studies reported in de Groot and Gobet's book [5] . This role has sometimes been overlooked in recent attempts to provide general architectures of cognition. For example, in both Soar [27] and ACT-R [28] , perception is considered, but its role is not as central as in CHREST. As we have seen, in CHREST the central theoretical construct is that of a perceptual chunk, and the learning of chunks directly depends on perceptual mechanisms.
Attention directs learning, and that which has been learned directs attention. This relates to the previous point. Expertise in a domain develops because the use of fairly weak heuristics leads to the acquisition of more perceptual knowledge. These heuristics can be either general ("look at a part of the scene you don't know anything about") or domain-specific ("verify whether your Queen is attacked"). With sufficient experience, this perceptual knowledge enables the fluid and rapid behaviour that is characteristic of experts' intuitive decision making.
Action is closely linked to perception. The entire CHREST architecture rests on the assumption that many actions are elicited by perceptual patterns. This is particularly the case with expert behaviour, where the link between action and perception is made automatic.
Attention is directed by a combination of top-down and bottom-up processes. The CHREST simulations show how novices rely more on weak heuristics to direct their attention, while the masters rely more on the structure of the discrimination network to suggest the next fixation position. Note that some of the (top-down) heuristics used by the masters may also be useful as informationseeking devices. Top-down heuristics are also important to make sure that global goals are heeded.
Context matters in focusing attention. In CHREST, this is readily captured by the fact that the fixations directed by the discrimination network are sensitive to even fine details in the context. Indeed, different positions lead to different eye movement patterns. Just like human masters, CHREST does not use stereotyped sequences of eye movements, but adapts these as a function of the environment.
Attention is crucial at many levels. While this paper has focused on the role of attention in the first seconds of presentation of a new complex stimulus, it should be pointed out that, in a full model, attention would be essential at several levels. For example, when chess players examine a position in order to choose the best move, attention would be selective, not only in selecting the next fixations, but also in deciding which moves should be selected for further consideration, and also in deciding what part of the information currently gathered about the position is worth the cost of storing in long-term memory. In both cases, selectivity -and not just random guess -is made possible by knowledge acquired over years of dedicated practice [15] .
Why is attention limited? And why is the capacity of short-term memory limited? From an evolutionary standpoint, limits in attention and short-term memory capacity make sense; when facing a danger, organisms that immediately identify the presence of the danger are more likely to survive (and reproduce) than organisms that have to process the many stimuli they focus on, and sift through masses of information in their short-term memory. Indeed, Simon [29] argued that selective attention is a key feature of the broader notion of bounded rationality -the assumption that humans make decisions in science, business and everyday life with only a small amount of search. Thus, selective attention enables rapid decisions that may not be optimal, but that are good enough.
While CHREST is a computational architecture of cognition that captures many of the aspects of attention as studied in cognitive psychology, it was not developed as a model of attention only. As we have seen earlier, it also captures many aspects of (high-level) perception, learning, memory and decision-making. CHREST may also have interesting things to say about machine learning and robot perception. For example, chunking turns out to be a robust statistical learning mechanism, and we have provided several examples in this paper of how chunking is linked to attention.
The way attention is used in CHREST can also shed light on questions central to the development of autonomous intelligent systems. The frame problem is such a question. How can a system notice the relevant changes in the environment, while ignoring the irrelevant changes? Due to the various limitations that characterise CHREST, it actually does not face the frame problem. Together, CHREST's attentional restrictions implemented by a limited capacity memory enable it to pay attention just to a few features of the environment. With increasing expertise in a domain, the perception-learning-perception cycle we have discussed above leads to increasingly rapid and adequate decisions, whilst not necessarily increasing the attention span of the system. Evolutionary considerations highlight two factors important in modulating attention, which we have started incorporating into CHREST: emotions and motivations. In a classic paper, Simon [30] argued that, with systems characterised by serial organisation and control hierarchy, motivation refers to what is controlling attention at a specific time; in particular, given that these systems have multiple goals, motivation controls how attention is focused on a specific goal. Furthermore, it is necessary to have a provision for interrupt mechanisms; Simon proposes that at least two sources inform these mechanisms: first, drives (for example, hunger), and, second, the information gained by EPAM's process of noticing. In particular, emotional tags might be added to perceptual chunks during the learning process. Later on, the emotions associated with these chunks, in particular when they are negative, such as fear, may direct attention to specific aspects of the environment. For example, a chess master might have suffered a painful loss in a given type of position. In future games with the same type of position, her attention is likely to be modulated by the knowledge of this previous game, and the emotions associated with it -for better or for worse.
Conclusion
In this paper, we have described how the CHREST cognitive architecture explains, simulates and employs attention mechanisms. Two aspects of CHREST's implementation are central to explaining the attention mechanism in humans: the first is the tight cycle of perception-learning-perception; the second is the use of discrete chunks of information, both in long-term and short-term memory. The perception-learning-perception cycle guides the attention mechanism through a set of heuristics, which select a new fixation point by combining bottom-up and top-down information. The discrete nature of chunks enables a limited shortterm memory to refer to a far larger store of information, and also supports the use of cross-modal or image-action associations. As CHREST's problemsolving and action abilities are further extended, we anticipate greater insights will emerge about the link between an expert's selective attention and their ability to produce rapid and skillful responses.
