We propose a method for linear mixed effects models when the covariates are completely observed but the outcome of interest is subject to missing under cluster-specific nonignorable (CSNI) missingness. Our strategy is to replace missing quantities in the full-data objective function with unbiased predictors derived from inverse probability weighting and calibration technique. The proposed approach can be applied to estimating equations or likelihood functions with modified E-step, and does not require numerical integration as do previous methods. Unlike usual inverse probability weighting, the proposed method does not require correct specification of the response model as long as the CSNI assumption is correct, and renders inference under CSNI without a full distributional assumption. Consistency and asymptotic normality are shown with a consistent variance estimator. Simulation results and a data example are presented.
Introduction
Missing data occur for various reasons and are frequent problems in surveys, clustered, or longitudinal data. We consider a regression setting with clustered data when the outcome variable is subject to missing, but the covariates are completely observed. Rubin (1976) in his seminal paper used the term missing at random if the response or observation indicator for the outcome is independent of the outcome given the covariates. When the data are missing at random, inverse probability weighting and imputation approaches, aside from likelihood approach, have been developed to handle missing values (Robins, Rotnitzky and Zhao (1995) ; Paik (1997) ). The validity of these approaches depends on correct specification of the response and the imputation models, respectively. Many authors have investigated doubly robust methods that utilize both auxiliary models, but require correct specification of either model for the validity of the method, while achieving semiparametric efficiency when both are correct (Robins, Rotnitzky and Zhao (1994) ; Bang and Robins (2005) ; Kang and Schafer (2007) ; Han (2014) ). In the case of nonignorable missingness, the probability of response depends on unobserved data, and the analysis becomes challenging. The methods of handling nonignorable missingness require both auxiliary models to be correctly specified. Many authors have attacked the nonignorability problem using the likelihood approach (Follmann and Wu (1995) ; Ibrahim, Chen and Lipsitz (2001) ; Gao (2004) ; Zhang and Paik (2009) ), imputation approach (Paik (1997) ; Yang, Kim and Zhu (2013) ), and inverse probability weighting approach ; Shao and Wang (2016) ). Nonignorability often causes nonidentifiability which should be carefully addressed in developing methods (Wang, Shao and Kim (2014) ; Molenberghs et al. (2008) ).
In cluster data analysis, missing data should be handled while taking account of the correlation within cluster. Furthermore, the response indicators may be correlated within cluster. A popular way to model clustered data is mixed effects model where random effects are shared among the outcomes within the cluster to induce correlation. The random effects are not directly observable, which opens the possibility that data can be nonignorably missing when the response indicator depends on the random effect. It is plausible that an unmeasured common factor that explains the outcome also explains the response indicators. When the response indicator depends on the random or cluster effects, but is independent of outcome given covariates and cluster effects, Yuan and Little (2007) called this cluster-specific nonignorable (CSNI) missingness. The CSNI mechanism is a subclass of nonignorable missingness, but due to the conditional independence, is less serious than the case where the response indicators depend on the unobserved outcomes that are planned to be measured. Yuan and Little (2007) considered a special case of CSNI where the response indicator depends on cluster-specific covariates. A few methods have been proposed in the context of survey sampling under CSNI in the presence of covariates that vary within cluster (Skinner and D'Arrigo (2011) ; Kim, Kwon and Paik (2016) ).
In the mixed effects model setting under CSNI missingness, the likelihood approach has been proposed by Ibrahim, Chen and Lipsitz (2001) and Gao (2004) using the Monte Carlo expectation-maximization (EM) algorithm and the Laplace approximation method, respectively. Both methods provide good parameter estimation with a full distributional assumption, but computations are extensive. Recently, Shao and Zhang (2015) proposed a clever solution to estimate the regression parameter under CSNI without any auxiliary model assumptions by transforming the model so that random effects are eliminated. This method works for a general structure of random effects and simplifies computation dramatically but, due to elimination, the variance component cannot be estimated.
In this paper we propose methods for linear mixed effects models under CSNI missingness without correctly specifying the response model. Our strategy is to replace missing quantities in the full-data objective function with their unbiased predictors derived using inverse probability weighting and calibration technique. We apply the proposed approach both to estimating equations and likelihood functions with a modified E-step. While previous methods require a full distributional assumption, the proposed method can use assumptions on the first two moments. The proposed method is robust in a sense that the validity of the method relies on the CSNI aspect of the response model not on the correct specification of the functional form. While the proposed estimator does not require numerical integration, it provides a consistent estimator for the variance component. Consistency and asymptotic normality of the proposed estimator are shown along with a consistent variance estimator.
The rest of this paper is organized as follows. In Section 2, we present basic notations and the existing methods. In Section 3, we introduce the proposed method and present asymptotic properties. In Section 4, we report on finite sample properties examined via simulation studies. Section 5 illustrates our method on a data application.
Basic Setup
Let y ij be an outcome of interest, x ij be a row vector of covariate for the jth unit (j = 1, . . . , n i ) in the ith cluster (i = 1, . . . , K). Consider the linear mixed effect models,
where β is an unknown regression parameter, random effects a i 's are distributed with mean zero and variance D, and error e ij 's are conditionally independent given a i and x ij , with E(e ij |x ij , a i ) = 0 and Var(e ij |x ij , a i ) = σ 2 . The main goal is to estimate parameters θ = (β T , σ 2 , D) T . Suppose that all fixed covariates x ij 's are completely observed but the outcomes y ij , j = 1, . . . , n i are subject to missing. Let δ ij be the response indicator whose value is one if the outcome y ij is observed, zero, otherwise. Assume that
The mechanism in (2.2) is called cluster-specific nonignorable (CSNI) by Yuan and Little (2007) . The CSNI missingness states that the outcome y ij is independent of response indicator δ ij given x ij and a i . Yuan and Little (2007) considered the special case x ij = x i . We use the working model,
where α i = γ 0 a i , and (γ 0 , γ) are unknown parameters. We call it working model since the validity of the method does not depend on the functional form of π, but depends only on the CSNI assumption itself. We require that π(x ij , α i ; γ) > 0 and ni j=1 δ ij > 0, and fix π(x ij , α i ; γ) = 1 if ni j=1 δ ij = n i . We postulate the same cluster-specific factor is responsible for within-cluster correlation in (2.1) and (2.3). This type of models has been developed as a shared parameter model (Follmann and Wu (1995) ) or a shared random effects model (Gao (2004) ).
While imputation and inverse probability weighting approach are popular under a missing-at-random mechanism due to their own merit, most existing works under nonignorable missingness utilize the likelihood method. Assuming both the linear mixed effects model (2.1) and the response model (2.2), a marginal likelihood function has the form
where f (·|·) denotes the conditional density of y ij given x ij and a i , Ibrahim, Chen and Lipsitz (2001) proposed a Monte Carlo expectation-maximization (EM) algorithm to estimate the unknown parameters. Maximizing the marginal likelihood function (2.4) using the EM algorithm requires calculating the conditional expectation given observed data,
where y i,obs denotes the observed parts of y i , and
Evaluating (2.5) and (2.6) is computationally demanding. Implementing a Monte Carlo version of the EM algorithm is also computationally extensive because the Gibbs sampling from this model involves multiple Monte Carlo integrations. Another approach is to approximate the marginal likelihood (2.4) using the Laplace approximation. As Gao (2004) pointed out, accuracy of the Laplace approximation is questionable, which can cause lack of convergence in practice.
Proposed Method
The proposed approach starts from identifying functions with missing data in the objective function when data are fully observed. The next step is to derive unbiased predictors of the functions with missing data using inverse probability and calibration technique, and to replace them in the full-data estimating function. Our approach can be applied to estimating equations or likelihood functions. We first examine the calibration method in estimating the marginal mean and the required assumptions needed for the validity of the method.
Calibration method
When the goal is to estimate the marginal mean, say, µ, (
(y ij − µ) = 0 provides a consistent estimate. When some values are missing, Kim, Kwon and Paik (2016) 
This approach can be viewed as replacing quantities with missing data, ni j=1 y ij , with unbiased predictors, ni j=1 (δ ij /π ij )y ij . When π does not depend on random effects, the usual inverse probability weighting method estimates π from maximum likelihood. On the surface, the difference between the calibration method and the inverse probability weighting method in the case of non-clustered data seems trivial since they only differ in how to estimate auxiliary model π. An important difference lies in the model assumption. To proceed, we inspect the calibration condition of Kim, Kwon and Paik (2016) as Kim, Kwon and Paik (2016) enforced the constraints
The validity of the inverse probability weighting relies mainly on
whereπ ij is evaluated at the maximum likelihood estimator (MLE). Therefore the correct model specification of π is required for valid inference. As for the calibration method, the validity mainly depends on (3.1). The main requirement for (3.2) is the CSNI assumption (3.3). To wit, one does not require the correct specification of the functional form of the response model as long as the data are CSNI. In this sense, (2.3) is only a working model. If the goal is to estimate the marginal mean µ, the imputation or outcome model is required to be partially correct in that only the part regarding the variables x ij needs to be correct. For example, if the true model for outcome y ij is x ij β + g(z ij ) + a i + e ij , where E{g(z)} = 0, and δ ij is independent of z ij given a i and
zero. An outcome model misspecified regarding z ij , or even omitted z ij could estimate µ consistently. In the regression setting, the conditional model for y should be correctly specified to estimate the conditional mean even when data are fully observed. As for the response model, we show in the next section that the correct specification of π is not required, but only the CSNI assumption is.
Under the working logistic model, (2.3), the calibration conditions reduce to
We derive calibration-assisted objective function based on (3.4).
Calibration-assisted estimating equation
Under model (2.1), V ar(y i |x i ) ≡ V i = σ 2 I i + DJ i , where I i and J i are the n i × n i identity matrix and the matrix of 1's, respectively, and V
The weighted sum of squares has the form
When data are fully observed, consistent estimators for β, σ 2 , and D can be obtained based on a moment-based estimating equation without any distributional assumptions,
where
Since the expectation of (3.5) equals zero, a solution to the equation S(θ) = 0 is consistent under certain regularity conditions. When there are missing data and data are missing at random, a naively modified estimating equation using observed records alone gives a consistent estimate and is the restricted maximum likelihood estimator (REML). Under CNSI, the estimating function does not have mean zero and the REML is biased. For example, the expectation of the estimating function for β,
Our strategy is to find an estimating function U (η) that satisfies
under constraints (3.3), where η = (θ T , γ T ) T . The estimating function (3.5) has components including missing data,
Under constraints (3.3), we can verify that
, similar identities do not hold. We have the following result. The sketch of a proof is given in the supplementary material.
9)
where C i (η) = ni j=1 {δ ij /π 2 ij (γ) − 1}σ 2 . Using (3.7), (3.8), (3.9), and (3.10), we can construct a calibration-assisted estimating equation U (η) that satisfies (3.6) as
andx i and C i (η) defined in (3.9) and (3.10), respectively.
Letη be the solution of Ψ(η) = 0. Computations can be carried out by using Newton-Raphson algorithm from the calibration-assisted estimating equation. The method can be applied when covariates are either continuous, categorical, or a mixture of them. The proposed method does not require numerical integration. Furthermore, it does not require π to be correctly specified but only that CSNI holds. Consistency and asymptotic normality of the calibrated parameter estimatorη can be obtained mainly due to (3.6). Let η * satisfy E{Ψ(η * )} = 0. Under CSNI and (2.1), η * = (θ T 0 , γ * T ) T , where θ 0 is the true parameter, and γ * satisfies E{ψ(γ)} = 0. Then by Taylor's expansion we have
Under regularity conditions, the
s are independently distributed as normal with mean zero. This gives us that K 1/2 (η − η * ) is asymptotically normal with mean zero and variance,
, which can be consistently estimated by
Theorem 1. Supposeη is the solution of Ψ(η) = 0, and assume that {n 1 , . . . , n K } satisfies
for some δ > 0, as K → ∞. Under some regularity conditions, K 1/2 (η − η * ) is asymptotically normally distributed with mean zero and variance V 1 as K → ∞, where V 1 can be consistently estimated by the sandwich variance
Condition (3.12) roughly states that max 1≤i≤K n i = O(K −1/2 N ), where N = K i=1 n i . Condition (3.13) is essentially a Liapounov condition for the Central Limit Theorem. It means that no single n i dominates the others in the asymptotic sense. Especially, the result holds when we do not make a full distributional assumption on e ij .
Likelihood method with EM algorithm
We consider the case of a full distributional assumption with likelihood given by (2.4) when f (·|·) and φ(·) are normal. When there are no missing data in y, the EM algorithm treats (y, a) as full data, (y) as observed data, and (a) as missing data. The M-step is to solve W (θ) = 0, where
(3.14)
When n i = n for all i, W is equivalent to S. When n i varies across clusters, (W 2i , W 3i ) differs from (S 2i , S 3i ). When data are missing, E(a i |x i , y i ) and E(a 2 i |x i , y i ) contain missing data and cannot be evaluated. When data are missing at random, the E-step is to evaluate E(a i |x i , y i,obs ), which has a closed form, but when data are CSNI missing, E(a i |x i , y i,obs , δ i ) and E(y ij |x i , y i,obs , δ i ) need to be evaluated according to (2.5) and (2.6). Instead of evaluating them, our strategy is to replace E(a i |x i , y i ) and E(a 2 i |x i , y i ) with their unbiased predictors: to modify the E-step by imputing the unbiased predictors of E(a i |x i , y i ) and E(a 2 i |x i , y i ) instead of evaluating E(a p i |x i , y i,obs , δ i ) and E(y p ij |x i , y i,obs , δ i ), p = 1, 2. This avoids numerical integration when lack of accuracy can lead to computational instability. We have E(a i |x i ,
where ∆ i is a diagonal matrix with the j th element δ ij /π ij (γ). Using (3.7) through (3.10), we find
and an unbiased predictor of E(a 2 i |x i , y i ). After replacing them in (3.14), the resulting M-step with the modified E-step provides the equations
Theorem 2. Suppose thatη is the solution of Ξ(η) = 0. Under the conditions in Theorem 1, K 1/2 (η − η * ) is asymptotically normally distributed with mean zero and variance V 2 as K → ∞, where V 2 can be consistently estimated by the sandwich variance formula
Simulation Studies
We conducted simulation studies to evaluate finite sample performance of the proposed estimator. We set the outcome model as y ij = 0.25 + 0.5x ij + a i + e ij and the response model as h(P (δ ij = 1|x ij , a i )) = γ 0 + 0.6a i + x ij ) where h(·) is the inverse of the logistic or the complementary log-log link function, and γ 0 = 0.4 or 1.0 for logistic or complementary log-log link function, respectively. The complementary log-log function is used to evaluate the effect of misspecified response model. We generated x ij from U (−0.5, 0.5), and e ij and a i from the standard normal. The number of clusters K was 400 or 200, and the maximum number of clusters, M , was 20 or 10. The overall response probability was 71.4% or 74.4% for the logistic or complementary log-log link function, respectively. We compared four estimators, (i) REML using the full data, (ii) REML using the observed data, (iii) the proposed estimator from Section 3.2, and (iv) the proposed estimator from the likelihood method with the modified E-step given Section 3.3. We compared the bias, simulation mean squared error, and coverage probability based on 1,000 Monte Carlo replications. The REML based on the observed data is valid when data are missing at random. Tables 1 and 2 show the results under CSNI missingness when n i = n for all i. Since n i = n, the two proposed estimators are identical and we report results for the three estimators. All the estimators, except the ones using observed data, had negligible bias and nominal coverage probabilities as anticipated. The REML based on the observed records only had non-negligible bias in D, the variance component of random effects, and coverage probabilities were significantly different from the nominal value. The proposed estimator had negligible bias and coverage probabilities close to the nominal value; this remained true when the true underlying response model was different from the working model. Tables 3 and 4 feature results when the n i were generated from a binomial distribution. Since n i varies across clusters, the two proposed estimators are not identical, and we report results for the four estimators. As in Tables 1 and 2 , the proposed estimators had negligible bias and coverage probabilities close to nominal value even when the true underlying response model was different from the working model. The two proposed estimators showed similar performance, but the simulation variances of D from the likelihood-based estimates in Section 3.3 were slightly smaller than those based on the estimating equation of Section 3.2, especially when n is small. Interestingly, all the estimators exhibited negligible bias and coverage probabilities close to the nominal value for the variance of the error term σ 2 . Tables 5 and 6 show the results when a i was distributed as a Gaussian mixture: the distribution function F was given by F (x) = Table 3 . Four estimators with their bias, mean squared error, and coverage probability with varying n i based on 1,000 Monte Carlo samples under CSNI when the true response model function is logistic. The number of clusters and cluster sizes are in parentheses.
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−10/3 and 5/3, and variance 1. The proposed methods produced estimators with negligible bias. This result was anticipated for the method proposed in Section 3.2 since it does not depend on normality of the random effects. The method proposed in Section 3.3 does depend on normality, but the results were robust when normality of random effects was violated. The variance estimate for σ 2 depends on the assumption of the fourth moment, but the bias of the variance estimate seems small, exhibiting coverage probabilities close to nominal. Tables 7 and 8 exhibit results when the covariates contained both continuous and discrete components. We set the outcome model as y ij = 0.25 + 0.25x 1ij +0.25x 2ij +a i +e ij and the response model as h(P (δ ij = 1|x 1ij , x 2ij , a i )) = γ 0 + 0.6a i + 0.5x 1ij + 0.5x 2ij , where h(·) was the inverse of the logistic or the complementary log-log link function and γ 0 = 0.4 and 1.0 for logistic and complementary log-log link function, respectively. We generated x 1ij from U (−0.5, 0.5) and x 2ij from two supporting points {−0.5, 0.5} and the e ij and a i as standard Table 4 . Four estimators with their bias, mean squared error, and coverage probability with varying n i based on 1,000 Monte Carlo samples under CSNI when the true response model function is complmentary log-log. The number of clusters and cluster sizes are in parentheses.
2 ) MSE ( normals. The results show that the proposed estimators have negligible bias and coverage probabilities close to nominal when covariates are both continuous and discrete.
The 2006 State Inpatient Database
As total health care spending in the United States soared to 17% of GDP, the cost of unscheduled rehospitalization within 1 month from previous discharge is a major healthcare problem, and identifying factors related to the cost of rehospitalization could be of great interest to policy makers (Kim et al. (2015) ). Kim et al. (2015) described the inpatient database in the state of California in year 2006, which is a part of the family of databases and software tools developed for the Healthcare Cost and Utilization Project. The state inpatient database includes inpatient discharge records with various demographic, socioeconomic, Table 5 . Four estimators with their bias, mean squared error, and coverage probability with varying n i based on 1,000 Monte Carlo samples under CSNI when the true response model function is logistic. The number of clusters and cluster sizes are in parentheses.
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2 ) MSE ( Table 1 and 3.   Table 6 . Four estimators with their bias, mean squared error, and coverage probability with varying n i based on 1,000 Monte Carlo samples under CSNI when the true response model function is complmentary log-log. The number of clusters and cluster sizes are in parentheses.
2 ) MSE ( Table 1 , 2, and 3. Table 7 . Four estimators with their bias, mean squared error, and coverage probability with varying n i based on 1,000 Monte Carlo samples under CSNI when the true response model function is logistic. The number of clusters and cluster sizes are in parentheses.
2 ) MSE ( See Table 1 and 3. and clinical variables. The subjects are patients aged 50 or older who were discharged alive from acute care hospitals between April and September during the year and who experienced unscheduled rehospitalizations within 30 days. Details on the data are available from the website (URL: https://www.hcup-us. ahrq.gov), Kim et al. (2015) , and . In the database, 59,566 subjects are nested in 353 hospitals and the cluster size n i varies from 1 to 930 ( K i=1 n i = 59,566, K = 353). The outcome of the analysis is the cost incurred from the rehospitalization in U.S. dollars($). The number of patients with observed outcome variable was 51,396, yielding an overall missing rate of 13.8%, and the missing proportions across the hospital levels ranged from 0% to 98.3%. Moreover, 327 over 353 hospitals had missing proportions less than 5% or greater than 95%. Figure 1 shows the heatmaps of mean of the log-transformed rehospitalization care cost in U.S. dollars($) and its missing rates according to counties of state Califormia. We treated each hospital as a cluster and patients as analysis units. We set the log-transformed rehospitalization care cost in U.S. dollars ($) as y, and Sex, Race, Age, Income status, and Insurance status as covariates, x. We fit the response model using x and random effects with the logistic model. The likelihood ratio test at the boundary of parameter space for the variance component of the random effect being zero was significant, suggesting that data may not be missing at random. We assumed the linear mixed effect model (2.1) and used the working Table 1 and 3. response model (2.3). We tried to fit the model under CSNI by maximizing the marginal likelihood (2.4) via Laplace approximation. The algorithm did not converge. Table 9 shows results for the analysis assuming missing at random and the proposed method under CSNI missingness. The proposed method under the assumption of CSNI changed the significance status of such factors as low income and age, and the estimate for Black race. A careful examination of different models would be needed to make recommendations for policy changes, and less computational burden can be a definite advantage in exploring various models.
Summary and Discussion
In this study, we proposed a new approach to handle CSNI missingness in Figure 1 . A heatmap of (Left) mean of the log-transformed rehospitalization care cost in U.S. dollars($) and (right) missing rate of the cost according to county. In the present data, no information was recorded for Alpine, Sierra, and Sutter counties.
the context of linear mixed effects models using inverse probability weighting and calibration technique. The proposed method provides a consistent estimator with a weaker set of assumptions and simpler computation than previous works. This work can be extended to the case where conditional independence of e ij is violated and the variance of y i is not of compound symmetry form. The extension involves a different calibration equation incorporating elements of inverse of the marginal variance. An extension of the proposed method to generalized linear mixed effects models is not obvious and calls for future research.
Supplementary Materials
In the supplementary material, we include the proof of the Lemma 1, equations (3.7) and (3.8), and Theorem 1.
