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ON THE GREATEST AND LEAST ELEMENTS IN THE SET OF
SEMISTANDARD TABLEAUX OF GIVEN SHAPE AND WEIGHT
AKIHIRO MUNEMASA AND MINWON NA
Abstract. We give three algorithms to construct a semistandard tableau of given
shape and weight, where the weight is a composition which is not necessarily a par-
tition. With respect to a natural partial order on the set of semistandard tableaux,
we show that the set of semistandard tableaux of given shape and weight has a
unique greatest element and a unique least element. Two of our algorithms give
each of these elements.
1. Introduction
Kostka numbers give the number of semistandard tableaux of given shape and
weight, and they play a fundamental role in representation theory of symmetric groups
(see [4]). Much work have been done on the problem of computing Kostka numbers,
which is known to be #P complete (see [3]). In this paper, we study the set, rather
than the number, of semistandard tableaux of given shape and weight, in the hope
that our study could shed some light on the computation of the cardinality of the set
in question. We do not assume the weight is a partition, rather, it is an arbitrary
composition.
Throughout this paper, n will denote a positive integer. Let µ = (µ1, µ2 . . . , µk) and
a = (a1, a2, . . . , ah) be a partition and composition of n, respectively. We say that h
is the height h(a) of a. We denote by Dµ the Young diagram of µ, and by STab(µ, a)
the set of all semistandard tableaux of shape µ and weight a. More precisely,
Dµ = {(i, j) ∈ Z
2 | 1 ≤ i ≤ k, 1 ≤ j ≤ µi},
STab(µ, a) = {T | T : Dµ → {1, . . . , h},
T (i, j) ≤ T (i, j + 1), T (i, j) < T (i+ 1, j), (|T−1({i})|)i≥1 = a}.
For compositions a = (a1, a2, . . . , ah) and b = (b1, b2, . . . , bk) of n, we say a domi-
nates b, denoted aD b, if k ≥ h and
j∑
i=1
ai ≥
j∑
i=1
bi
for j = 1, 2, . . . , h. The following is well known.
Theorem 1 ([2, p. 26, Exercise 2]). Let µ and λ be partitions of n. Then STab(µ, λ)
is nonempty if and only if µD λ.
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Let λ(a) denote the partition of n associated with a, that is, the partition obtained
from a by rearranging the parts of a in non-increasing order. Then one can strengthen
Theorem 1 using [1, Lemma 3.7.1], as follows:
Theorem 2 ([2, p. 50, Proposition 2]). Let µ and a be a partition and composition
of n, respectively. Then STab(µ, a) is nonempty if and only if µD λ(a).
This theorem is incorrectly stated in [1, Lemma 3.7.3], where µD λ(a) is replaced
by µ D a. For example, let µ = (5, 3) ⊢ 8 and a = (2, 6)  8. Then µ D a, but
STab(µ, a) = ∅.
The purpose of this note is to give explicit algorithms to produce an element of
STab(µ, a), thereby giving a direct proofs of Theorem 2. We also introduce a natural
partial order on STab(µ, a) and show that it has unique greatest and least elements, by
showing that the elements produced by two of the three algorithms have the respective
property. Although the proof of Theorem 2 using [1, Lemma 3.7.1] or [2, p. 50,
Proposition 2] gives, in principle, a bijection between STab(µ, a) and STab(µ, λ(a)),
it does not give an efficient algorithm to describe an element of STab(µ, a) unless the
permutation required to transform a to λ(a) is a transposition. We show that, in our
Proposition 19 below, a direct approach for proving Theorem 2 along the line of [1,
Lemma 3.7.3] can be justified, and we describe an algorithm to produce an element
of STab(µ, a) in this way.
This paper is organized as follows. After giving preliminaries in Section 2, we
describe the procedure of constructing the greatest and least elements of STab(µ, a)
in Section 3 and 5, respectively. In Section 4, we justify the proof of [1, Lemma 3.7.3]
in Proposition 19, using the ideas from Section 3.
2. Preliminaries
A composition of n is a sequence a = (a1, a2, . . . , ah) of positive integers such that∑h
i=1 ai = n. We write a  n if a is a composition of n. A partition of n is a non-
increasing sequence µ = (µ1, µ2, . . . , µk) of positive integers such that
∑k
i=1 µi = n.
We write µ ⊢ n if µ is a partition of n. By convention, we define µi = 0 if i exceeds
the number of parts in a partition µ.
For a composition a = (a1, a2, . . . , ah)  n, we define
a(i) = (a1, . . . , ai−1, ai − 1, ai+1, . . . , ah)
for each 1 ≤ i ≤ h. Set
a′ = (a1, a2, . . . , ah−1)  n− ah,
a˜ =
{
(a1, a2, . . . , ah − 1) if ah ≥ 2,
(a1, a2, . . . , ah−1) if ah = 1.
Then a˜  n− 1. Let
q(a) = max{i | 1 ≤ i ≤ h, λ(a)i = ah}.
Then
(1) λ(a)q(a) = ah > λ(a)q(a)+1.
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Set
λ˜(a) = λ(a)(q(a)) ⊢ n− 1.
For a partition µ = (µ1, . . . , µk) ⊢ n, we define
s(µ, a) = max{i | 1 ≤ i ≤ k, µi ≥ ah}.
Clearly,
(2) µs(µ,a) ≥ ah > µs(µ,a)+1.
For ρ = (ρ1, ρ2, . . . , ρh) ⊢ m and µ = (µ1, µ2, . . . , µk) ⊢ n, we write
ρ  µ
if m ≤ n, h ≤ k and ρi ≤ µi for all i with 1 ≤ i ≤ h. For such ρ and µ, we say that
µ/ρ is a skew shape, and we denote Dµ \ Dρ by Dµ/ρ. We say that the skew shape
µ/ρ is totally disconnected if ρi ≥ µi+1 for all i with 1 ≤ i ≤ h. Set
B(µ, a) = {ρ ⊢ n− ah | ρD λ(a
′), ρ  µ, µ/ρ : totally disconnected}.
Lemma 3. For a composition a  n, λ(a˜) = λ˜(a).
Proof. Immediate from the definition. 
Lemma 4. Let p and q be positive integers. Let µ ⊢ n and λ ⊢ n satisfy µp > µp+1,
λq > λq+1 and µD λ. Then the following are equivalent.
(i) µ(p) D λ(q),
(ii) either p ≥ q, or p < q and
∑j
i=1 µi >
∑j
i=1 λi for all j with p ≤ j < q.
Proof. Observe
j∑
i=1
µ
(p)
i =
{∑j
i=1 µi if 1 ≤ j < p,∑j
i=1 µi − 1 otherwise,
j∑
i=1
λ
(q)
i =
{∑j
i=1 λi if 1 ≤ j < q,∑j
i=1 λi − 1 otherwise.
Thus
j∑
i=1
µ
(p)
i ≥
j∑
i=1
λ
(q)
i ⇐⇒

∑j
i=1 µi ≥
∑j
i=1 λi if 1 ≤ j < min{p, q},∑j
i=1 µi ≥
∑j
i=1 λi − 1 if q ≤ j < p,∑j
i=1 µi − 1 ≥
∑j
i=1 λi if p ≤ j < q,∑j
i=1 µi − 1 ≥
∑j
i=1 λi − 1 if max{p, q} ≤ j.
Since µD λ, we have
(i) ⇐⇒
j∑
i=1
µi − 1 ≥
j∑
i=1
λi if p ≤ j < q,
⇐⇒ (ii).

Definition 5. Let µ ⊢ n and a  n with µ D λ(a). A box of coordinate (i, µi) is
removable for the pair (µ, a) if µi > µi+1 and µ
(i) D λ(a˜). We denote by R(µ, a) the
set of all i such that (i, µi) is removable for the pair (µ, a).
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Lemma 6. Let µ ⊢ n and a  n satisfy µD λ(a). Then s(µ, a) ∈ R(µ, a).
Proof. Write p = s(µ, a), q = q(a), λ = λ(a). Then λq > λq+1 by (1) and µp > µp+1 by
(2). Moreover, by Lemma 3, we have λ(a˜) = λ˜(a) = λ(q). Thus, in view of Lemma 4,
it suffices to show
either p ≥ q, or p < q and
j∑
i=1
µi >
j∑
i=1
λi for all j with p ≤ j < q.
Suppose p < q and let p ≤ j < q. Let a = (a1, . . . , ah). If j + 1 ≤ i ≤ q, then
p < i ≤ q, so µi < ah ≤ λi. Thus
j∑
i=1
µi =
q∑
i=1
µi −
q∑
i=j+1
µi
≥
q∑
i=1
λi −
q∑
i=j+1
µi
>
q∑
i=1
λi −
q∑
i=j+1
λi
=
j∑
i=1
λi.

From Lemma 6, we find R(µ, a) 6= ∅. Set
l(µ, a) = minR(µ, a).
Lemma 7. Let µ ⊢ n and a  n satisfy µD λ(a). Then l(µ, a) ≤ s(µ, a).
Proof. Immediate from Lemma 6. 
Lemma 8. Let µ = (µ1, µ2, . . . , µk) ⊢ n and a = (a1, a2, . . . , ah)  n. Let i be an
integer with 1 ≤ i ≤ k. If there exists a tableau T ∈ STab(µ, a) such that T (i, µi) = h,
then i ∈ R(µ, a).
Proof. Since T ∈ STab(µ, a) and T (i, µi) = h, we have (i + 1, µi) /∈ Dµ, so µi >
µi+1. Also, T˜ = T |Dµ\{(i,µi)} ∈ STab(µ
(i), a˜). By [1, Lemma 3.7.1], we obtain
STab(µ(i), λ(a˜)) 6= ∅. Thus µ(i) D λ(a˜) and i ∈ R(µ, a). 
In fact, the converse of Lemma 8 is also true. We will prove it in Section 4.
Lemma 9. Let µ ⊢ n and a = (a1, a2, . . . , ah)  n satisfy µ D λ(a). For T ∈
STab(µ, a), we have
l(µ, a) ≤ min{i | T (i, µi) = h} ≤ s(µ, a).
Proof. Write q = min{i | T (i, µi) = h}. By Lemma 8, we have l(µ, a) ≤ q. Since
ah = |{(i, j) ∈ Dµ | T (i, j) = h}| ≤ µq, we have q ≤ s(µ, a). 
SEMISTANDARD TABLEAUX OF GIVEN SHAPE AND WEIGHT 5
We will show in Theorem 13, Lemma 17 and Theorem 25 that equality can be
achieved in both of the inequalities above. In Section 3, we give an algorithm to
construct T ∈ STab(µ, a) such that min{i | T (i, µi) = h} = s(µ, a). In Sections 4
and 5, we give an algorithm to construct T ∈ STab(µ, a) such that min{i | T (i, µi) =
h} = l(µ, a).
Finally, we define a partial order on STab(µ, a) and a partition ρ(µ, a) ⊢ n− ah as
follows. We write µ⊲ λ to mean µD λ and µ 6= λ.
Definition 10. Let µ = (µ1, µ2, . . . , µk) ⊢ n and a = (a1, a2, . . . , ah)  n satisfy
µD λ(a). For T , S ∈ STab(µ, a), let
τ (p) = (|{j | T (i, j) ≤ p}|)ki=1,(3)
σ(p) = (|{j | S(i, j) ≤ p}|)ki=1(4)
for all p with 1 ≤ p ≤ h. We define that S ≤ T if, either T = S or, τ (h) = σ(h),
τ (h−1) = σ(h−1), . . . , τ (p+1) = σ(p+1), τ (p) ⊲ σ(p) for some 1 ≤ p ≤ h.
Since the relation D is a partial order, we see that (STab(µ, a),≤) is a partially
ordered set.
Alternatively the partial order≤ on STab(µ, a) can be defined recursively as follows:
for T, S ∈ STab(µ, a), define τ and σ by
T−1({1, . . . , h− 1}) = Dτ ,(5)
S−1({1, . . . , h− 1}) = Dσ,(6)
respectively. We define S ≤ T if, either τ ⊲ σ, or τ = σ and S|Dσ ≤ T |Dσ .
Definition 11. Let µ = (µ1, . . . , µk) ⊢ n and a = (a1, . . . , ah)  n satisfy µ D λ(a).
Define ρ(µ, a) = (ρ1, . . . , ρk−1) ⊢ n− ah by setting
ρi =

µi if 1 ≤ i < s,
µs − (ah − µs+1) if i = s,
µi+1 if s < i ≤ k − 1,
where s = s(µ, a).
3. The greatest element of STab(µ, a)
Lemma 12. Let µ = (µ1, . . . , µk) ⊢ n and a = (a1, . . . , ah)  n satisfy µDλ(a). Then
ρ(µ, a) is the greatest element of B(µ, a).
Proof. Write ρ = ρ(µ, a) and s = s(µ, a). By (2), we have µs ≥ ah > µs+1. Thus
ρ ⊢ n − ah and µs > ρs ≥ µs+1. So µi ≥ ρi ≥ µi+1 for all i with 1 ≤ i ≤ k. This
implies that ρ  µ and µ/ρ is totally disconnected.
Next, we show that ρDλ(a′). Write λ(a) = (λ1, . . . , λh), λ
′ = (λ′1, . . . , λ
′
h−1) = λ(a
′)
and q = q(a). Then λq = ah and
λ′ = (λ1, λ2, . . . , λq−1, λq+1, λq+2, . . . , λh) ⊢ n− λq.
Observe
j∑
i=1
ρi =
{∑j
i=1 µi if 1 ≤ j < s,∑j+1
i=1 µi − λq if s ≤ j ≤ k − 1
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≥
{∑j
i=1 λi if 1 ≤ j < s,∑j+1
i=1 λi − λq if s ≤ j ≤ k − 1
(7)
since µD λ(a).
Case 1. q < s. By (7), we have
j∑
i=1
ρi ≥

∑j
i=1 λi if 1 ≤ j < q,∑q−1
i=1 λi +
∑j+1
i=q+1 λi + λq − λj+1 if q ≤ j < s,∑j+1
i=1 λi − λq if s ≤ j ≤ k − 1
≥

∑j
i=1 λi if 1 ≤ j < q,∑q−1
i=1 λi +
∑j+1
i=q+1 λi if q ≤ j < s,∑j+1
i=1 λi − λq if s ≤ j ≤ k − 1
=
j∑
i=1
λ′i.
Case 2. s ≤ q. By (7), we have
j∑
i=1
ρi ≥

∑j
i=1 λi if 1 ≤ j < s,∑j
i=1 λi + λj+1 − λq if s ≤ j < min{q, k},∑j+1
i=1 λi − λq if min{q, k} ≤ j ≤ k
≥
{∑j
i=1 λi if 1 ≤ j < min{q, k},∑j+1
i=1 λi − λq if q ≤ j ≤ k
≥
j∑
i=1
λ′i.
Thus we have ρ ∈ B(µ, a).
It remains to show that ρD τ for all τ ∈ B(µ, a). Let τ ∈ B(µ, a) with τ 6= ρ and
(8) r = min{i | 1 ≤ i ≤ k, τi < µi}.
Then
(9) 1 ≤ r ≤ s
and
(10)
k∑
i=r
(µi − τi) = ah.
By the definition of B(µ, a), we have
µi ≥ τi ≥ µi+1(11)
for all i with 1 ≤ i ≤ k.
If 1 ≤ j < s, then
j∑
i=1
ρi =
j∑
i=1
µi ≥
j∑
i=1
τi.
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If s ≤ j ≤ k, then
j∑
i=1
ρi =
j+1∑
i=1
µi − ah
=
j+1∑
i=1
µi −
k∑
i=r
(µi − τi) (by (10))
=
r−1∑
i=1
µi +
j+1∑
i=r
µi −
k∑
i=r
µi +
k∑
i=r
τi (by (9))
=
j∑
i=1
τi +
k∑
i=j+1
τi −
k∑
i=j+2
µi (by (8))
=
j∑
i=1
τi +
k∑
i=j+1
(τi − µi+1)
≥
j∑
i=1
τi (by (11)).
Therefore, ρD τ . 
Theorem 13. Given µ ⊢ n and a = (a1, a2, . . . , ah)  n such that µD λ(a), define ρ
i
and ai inductively by setting ρ0 = µ, a0 = a, and for 1 ≤ i ≤ h,
ρi = ρ(ρi−1, ai−1) ⊢
h−i∑
j=1
aj ,
ai = (ai−1)′ 
h−i∑
j=1
aj .
Define a tableau T of shape µ and weight a by
(12) T (p, q) = h− i if (p, q) ∈ Dρi/ρi+1 .
Then T is the greatest element of STab(µ, a).
Proof. We prove the assertion by induction on h. Suppose first h = 1. Then
STab(µ, a) consists of a single element T , so that the assertion trivially holds.
Next suppose h > 1. Assume that the assertion holds for h − 1. Set ν = ρ1
and b = a1. Since ρ1 ∈ B(µ, a) by Lemma 12, we have ν D λ(b). Define νi and bi
inductively by setting ν0 = ν, b0 = b, and for 1 ≤ i < h,
νi = ρ(νi−1, bi−1) ⊢
h−1−i∑
j=1
bj ,
bi = (bi−1)′ 
h−1−i∑
j=1
bj .
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Define a tableau T ′ of shape ν and weight b by
T ′(p, q) = h− (i+ 1) if (p, q) ∈ Dνi/νi+1.
By the inductive hypothesis,
T ′ ∈ STab(ν, b),(13)
T ′ ≥ S ′ for all S ′ ∈ STab(ν, b).(14)
It is easy to show that bi = ai+1 and νi = ρi+1 by induction on i, and the latter
implies T |Dν = T
′. Then by (13) and the fact that µ/ν is totally disconnected, we
obtain T ∈ STab(µ, a).
It remains to show that T ≥ S for all S ∈ STab(µ, a). Let S ∈ STab(µ, a). Define
a partition σ by (6). By Lemma 12, we have ν D σ. If ν ⊲ σ, then T ≥ S. If ν = σ,
then T |Dν = T
′ ≥ S|Dν by (14), hence T ≥ S. 
From Theorem 13, we obtain a tableau T ∈ STab(µ, a).
Algorithm 1. Input: µ ⊢ n and a  n such that µD λ(a).
Output: T ∈ STab(µ, a).
Initialization: ν := µ, b := a.
while h(b) > 1 do
T (i, j) := h(b) where (i, j) ∈ Dν/ρ(ν,b).
ν ← ρ(ν, b), b← b′.
end
T (1, j) := 1 where 1 ≤ j ≤ ν1.
Output T .
Example 14. Let µ = (4, 4, 1, 1) ⊢ 10 and a = (1, 3, 2, 2, 2)  10. Then a tableau
T ∈ STab(µ, a) is obtained via Algorithm 1.
ν b ρ(ν, b) T
(4, 4, 1, 1) (1, 3, 2, 2, 2) (4, 3, 1) T (2, 4) = T (4, 1) = 5
(4, 3, 1) (1, 3, 2, 2) (4, 2) T (2, 3) = T (3, 1) = 4
(4, 2) (1, 3, 2) (4) T (2, 1) = T (2, 2) = 3
(4) (1, 3) (1) T (1, 2) = T (1, 3) = T (1, 4) = 2
(1) (1) T (1, 1) = 1
Thus
T =
1 2 2 2
3 3 4 5
4
5
is the greatest element of STab(µ, a).
4. Removable boxes
Throughout this section, let µ = (µ1, µ2, . . . , µk) ⊢ n and a = (a1, a2, . . . , ah)  n.
Let λ = λ(a) = (λ1, λ2, . . . , λh), q = q(a) and l = l(µ, a). We assume µD λ.
Lemma 15. Assume ah ≥ 2. For i ∈ R(µ, a) with i ≤ s(µ
(i), a˜), we have ρ(µ(i), a˜) ∈
B(µ, a).
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Proof. Write ρ = ρ(µ(i), a˜). Since i ∈ R(µ, a), we have µ(i)Dλ(a˜). Then by Lemma 12,
ρ ∈ B(µ(i), a˜). Since ah ≥ 2, this implies ρ D λ(a˜
′) = λ(a′). To prove ρ ∈ B(µ, a), it
remains to show that µ/ρ is totally disconnected. Since µ(i)/ρ is totally disconnected,
it is enough to show ρi−1 ≥ µi. Since i − 1 < s(µ
(i), a˜), we obtain ρi−1 = µ
(i)
i−1 =
µi−1 ≥ µi. 
Lemma 16. Assume ah ≥ 2. Then r ≤ s(µ, a) if and only if r ≤ s(µ
(r), a˜).
Proof. Immediate from the definition. 
Lemma 17. Define ρ ⊢ n− ah by
ρ =
{
µ(l) if ah = 1,
ρ(µ(l), a˜) if ah ≥ 2.
Then µ/ρ is totally disconnected, ρl < µl and ρD λ(a
′).
Proof. If ah = 1, then ρ = µ
(l) D λ(a˜) = λ(a′), since l ∈ R(µ, a). Thus the assertion
holds.
Suppose ah ≥ 2. Then l ≤ s(µ
(l), a˜) by Lemma 7, Lemma 16, and hence ρ ∈ B(µ, a)
by Lemma 15. Thus it remains to show that ρl < µl. This can be shown as follows:
ρl =
{
µ
(l)
l − (a˜h − µ
(l)
l+1) if l = s(µ
(l), a˜),
µ
(l)
l if l < s(µ
(l), a˜)
≤ µ
(l)
l
< µl,
where the second inequality follows from the definition of s(µ(l), a˜). 
From Lemma 17, we obtain a tableau U ∈ STab(µ, a).
Algorithm 2. Input: µ = (µ1, µ2, . . . , µk) ⊢ n and a = (a1, a2, . . . , ah)  n such
that µD λ(a).
Output: U ∈ STab(µ, a).
Initialization: ν := µ, b := a.
while h(b) > 1 do
l := l(ν, b).
if bh(b) = 1 then ρ := ν
(l).
else
ρ := ρ(ν(l), b˜).
end if
U(i, j) := h(b) where (i, j) ∈ Dν/ρ.
ν ← ρ, b← b′.
end
U(1, j) := 1 where 1 ≤ j ≤ ν1.
Output U .
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Example 18. Let µ = (4, 4, 1, 1) ⊢ 10 and a = (1, 3, 2, 2, 2)  10. Then a tableau
U ∈ STab(µ, a) is obtained via Algorithm 2.
ν b ρ U
(4, 4, 1, 1) (1, 3, 2, 2, 2) (4, 3, 1) U(2, 4) = U(4, 1) = 5
(4, 3, 1) (1, 3, 2, 2) (3, 3) U(1, 4) = U(3, 1) = 4
(3, 3) (1, 3, 2) (3, 1) U(2, 2) = U(2, 3) = 3
(3, 1) (1, 3) (1) U(1, 2) = U(1, 3) = U(2, 1) = 2
(1) (1) U(1, 1) = 1
Thus
U =
1 2 2 4
2 3 3 5
4
5
.
We note that the least element of STab(µ, a) is
S =
1 2 2 4
2 3 5 5
3
4
.
In Section 5, we will show that there exists a unique least element of STab(µ, a)
whenever µD λ(a), and give an algorithm to construct it.
Proposition 19. Let µ = (µ1, µ2, . . . , µk) ⊢ n and a = (a1, a2, . . . , ah)  n, and
assume µ D λ(a). Let r be an integer with 1 ≤ r ≤ k. Then there exists a tableau
T ∈ STab(µ, a) such that T (r, µr) = h if and only if r ∈ R(µ, a).
Proof. The “only if” part has been proved in Lemma 8. We prove the “if” part
by induction on n. If n = 1 then it is obvious. Let r ∈ R(µ, a), s = s(µ, a) and
s′ = s(µ(r), a˜).
If ah ≥ 2 then define ρ ⊢ n− ah by
ρ =
{
ρ(µ, a) if r > s′,
ρ(µ(r), a˜) otherwise.
(15)
From Lemma 12 and 15, we have ρ ∈ B(µ, a), so
(16) ρD λ(a′).
If ah = 1, then define by ρ = µ
(r). From the definition of R(µ, a), (16) holds in this
case also.
Since (16) implies R(ρ, λ(a′)) 6= ∅, the inductive hypothesis implies that there exists
a tableau T ′ ∈ STab(ρ, a′). Define a tableau T of shape µ and weight a by
T (i, j) =
{
T ′(i, j) if (i, j) ∈ Dρ,
h if (i, j) ∈ Dµ/ρ.
It remains to show that T (r, µr) = h. This will follow if we can show ρr < µr. If
ah = 1, then ρr = µr − 1 < µr. Suppose ah ≥ 2. If r > s
′ then we have r > s′ ≥ s by
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the definition of s′ and s. Since r ∈ R(µ, a), we have ρr = µr+1 < µr. If r ≤ s
′, then
ρr =
{
µ
(r)
r − (a˜− µ
(r)
r+1) if r = s
′,
µ
(r)
r if r < s′
≤ µ(r)r
= µr − 1
< µr,
where the second inequality follows from the definition of s′. 
Proposition 19 justifies the proof of [1, Lemma 3.7.3]. It also gives an alternative
proof of the “if” part of Theorem 2.
5. The least element of STab(µ, a)
Throughout this section, we let µ = (µ1, µ2, . . . , µk) ⊢ n and a = (a1, a2, . . . , ah) 
n. We assume µD λ(a). For a sequence (i1, i2, . . . , ij) of positive integers, we abbre-
viate the partition
(· · · ((µ(i1))(i2)) · · · )(ij)
of n− j, as µ(i1,i2,...,ij).
Lemma 20. We have
R(µ, a) = {i | l(µ, a) ≤ i ≤ k, µi > µi+1}.
Proof. Write q = q(a), λ = λ(a) and l = l(µ, a). Then λq > λq+1 by (1). Let l ≤ i ≤ k
and µi > µi+1. From Lemma 4 and the definition of l, we have µ
(i)Dµ(l)Dλ(q). Thus
i ∈ R(µ, a). 
For each i with 1 ≤ i ≤ k, set
R(µ, a, i) = {r ∈ R(µ, a) | r ≥ i}.
From Lemma 20, we have k ∈ R(µ, a, i) for each i with 1 ≤ i ≤ k. Set
l(µ, a, i) = minR(µ, a, i).
Clearly, l(µ, a, 1) = l(µ, a).
Lemma 21. Let µ and µ′ be partitions of n. Suppose that i ∈ R(µ, a) and i′ ∈ R(µ′, a)
satisfy i ≤ i′, µi′ ≥ µ
′
i′ and µj = µ
′
j for all j with j > i
′. Then
R(µ′(i
′), a˜, i′) ⊆ R(µ(i), a˜, i).
Proof. Let r ∈ R(µ′(i
′), a˜, i′). Since i ≤ i′ ≤ r, we have
(17) δi,r ≤ δi′,r,
and
(18) µ
′(i′)
r+1 = µ
′
r+1 = µr+1 = µ
(i)
r+1.
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Thus
µ(i)r = µr − δi,r
≥ µ′r − δi,r
≥ µ′r − δi′,r (by (17))
= µ′(i
′)
r
> µ
′(i′)
r+1
= µ
(i)
r+1 (by (18)).
It remains show that µ(i,r) D λ(˜˜a). If 1 ≤ q < r, then
q∑
j=1
µ
(i,r)
j =
q∑
j=1
µ
(i)
j ≥
q∑
j=1
λ(a˜)j ≥
q∑
j=1
λ(˜˜a)j ,
since i ∈ R(µ, a). If r ≤ q, then i′ ≤ q, and hence
∑
j>q µj =
∑
j>q µ
′
j. Thus
q∑
j=1
µ
(i,r)
j =
q∑
j=1
µj − 2
=
q∑
j=1
µ′j − 2
=
q∑
j=1
µ
′(i′,r)
j
≥
q∑
j=1
λ(˜˜a)j ,
by r ∈ R(µ′(i
′), a˜). 
Lemma 22. Assume ah ≥ 2, r ∈ R(µ, a), and r ≤ s(µ, a). Then s(µ, a) ≤ s(µ
(r), a˜)
In particular, R(µ(r), a˜, r) 6= ∅ and l(µ(r), a˜, r) ≤ s(µ(r), a˜).
Proof. Since ah ≥ 2, we have
a˜h = ah − 1
≤ ah − δr,s(µ,a)
≤ µs(µ,a) − δr,s(µ,a)
= µ
(r)
s(µ,a).
Thus s(µ(r), a˜) ≥ s(µ, a) ≥ r, and hence s(µ(r), a˜) ∈ R(µ(r), a˜, r) by Lemma 6. 
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Notation 23. Let r ∈ R(µ, a) and suppose r ≤ s(µ, a). Define ai, li and µ
i induc-
tively by setting a0 = a, l0 = r, µ
0 = µ and for 0 ≤ i < n,
ai+1 = a˜i  n− i− 1,
li+1 =
{
l(µi, ai, 1) if i ∈ A,
l(µi, ai, li) otherwise,
µi+1 = (µi)(li+1) ⊢ n− i− 1,
where A = {ah, ah + ah−1, . . . , ah + · · ·+ a2}.
In order to check li+1 and µ
i+1 are well-defined, we show
µi D λ(ai) (0 ≤ i < n),(19)
R(µi, ai, li) 6= ∅ (0 ≤ i < n, i /∈ A),(20)
li+1 ≤ s(µ
i, ai) (0 ≤ i < n).(21)
Indeed, (19)–(20) guarantee that li+1 is defined as an element of R(µ
i, ai), even when
i /∈ A, so µi+1 is also defined.
We prove (19)–(21) by induction on i. If i = 0 then, as µD λ(a), (19) holds. Also,
(20) holds since r ∈ R(µ, a, r). Since 0 /∈ A, we have l1 = l(µ, a, l0) = r ≤ s(µ, a).
Thus (21) holds for i = 0 as well.
Assume (19)–(21) hold for some i ∈ {0, 1, . . . , n − 2}. Since li+1 ∈ R(µ
i, ai), (19)
holds for i+ 1.
If i + 1 /∈ A, then aih(ai) ≥ 2. Also li+1 ≤ s(µ
i, ai) by induction. Lemma 22 then
implies R(µi+1, ai+1, li+1) 6= ∅ and li+2 ≤ s(µ
i+1, ai+1), so (20)–(21) hold for i + 1 as
well.
If i + 1 ∈ A, then li+2 = l(µ
i+1, ai+1, 1) = minR(µi+1, ai+1) ≤ s(µi+1, ai+1) by
Lemma 6. Thus (21) holds for i+ 1 as well.
Clearly, µi = µ(l1,...,li).
Lemma 24. Let T ∈ STab(µ, a). With reference to Notation 23, suppose T−1(h) =
{(t1, t
′
1), (t2, t
′
2), . . . , (tah , t
′
ah
)} and r ≤ t1 ≤ t2 ≤ · · · ≤ tah. Then li ≤ ti for 1 ≤ i ≤
ah. In particular, µ
(t1,...,tah) D µah.
Proof. We prove the assertion by induction on i. If i = 1, then l1 = r ≤ t1.
Assume l1 ≤ t1, . . . , li ≤ ti hold for some i with 1 ≤ i < ah. We aim to show
li+1 ≤ ti+1 by deriving
(22) R(µ(t1,...,ti), ai, ti) ⊆ R(µ
i, ai, li)
from Lemma 21. In order to do so, we need to verify the hypotheses of Lemma 21. By
the definition of li, we have li ∈ R(µ
i−1, ai−1). Since the restriction of T to Dµ(t1,...,ti−1)
is an element of STab(µ(t1,...,ti−1), ai−1), Lemma 8 implies ti ∈ R(µ
(t1,...,ti−1), ai−1), and
our inductive hypothesis shows li ≤ ti. Similarly, we have
(23) ti+1 ∈ R(µ
(t1,...,ti), ai, ti).
Since lp ≤ tp ≤ ti for 1 ≤ p ≤ i− 1 by our inductive hypothesis,
µi−1ti = µ
(l1,...,li−1)
ti
= µti − |{p | 1 ≤ p ≤ i− 1, lp = ti}|
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≥ µti − |{p | 1 ≤ p ≤ i− 1, tp = ti}|
= µ
(t1,...,ti−1)
ti .
Finally, for j > ti, we have µ
i−1
j = µ
(l1,...,li−1)
j = µj = µ
(t1,...,ti−1)
j , since lp ≤ tp ≤ ti for
1 ≤ p ≤ i − 1. Therefore, we have verified all the hypotheses of Lemma 21, and we
obtain (22).
Now
li+1 = l(µ
i, ai, li)
= minR(µi, ai, li)
≤ minR(µ(t1,...,ti), ai, ti) (by (22))
≤ ti+1 (by (23)).

Theorem 25. Let µ = (µ1, µ2, . . . , µk) ⊢ n and a = (a1, a2, . . . , ah)  n, and suppose
µ D λ(a). Let r ∈ R(µ, a) and suppose r ≤ s(µ, a). Define ai, li and µ
i as in
Notation 23. Define a tableau S of shape µ and weight a by
S(li+1, µ
i
li+1
) = t,
where 0 ≤ i < n and
∑t−1
j=1 aj < n− i ≤
∑t
j=1 aj. Then S is the least element of the
subposet
(24) {T ∈ STab(µ, a) | min{i | T (i, µi) = h} ≥ r}
In particular, if r = l(µ, a), then S is the least element of STab(µ, a).
Proof. Note that the tableau S is well-defined. Indeed, by the definition of µi, we
have
(25) Dµi = Dµi+1 ∪ {(li+1, µ
i
li+1
)}.
So Dµ = {(li+1, µ
i
li+1
) | 0 ≤ i < n}.
Next, we prove the statement by induction on n. If n = 1 then µ = a = (1), so it
is obvious.
Assume that the statement holds for n − 1. We apply Notation 23 with r, µ, a
replaced by l2, ν = µ
1, b = a1, respectively. This is admissible since l2 ∈ R(µ
1, a1) =
R(ν, b) and l2 ≤ s(µ
1, a1) = s(ν, b) by (21). Define bi, l′i and ν
i inductively by setting
b0 = b, l′0 = l2, ν
0 = ν and for 0 ≤ i < n− 1,
bi+1 = b˜i  n− i− 2,
l′i+1 =
{
l(νi, bi, 1) if i ∈ B,
l(νi, bi, l′i) otherwise,
νi+1 = (νi)(l
′
i+1) ⊢ n− i− 2,
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where
B =
{
{bh−1, bh−1 + bh−2, . . . , bh−1 + · · ·+ b2} if ah = 1,
{bh, bh + bh−1, . . . , bh + · · ·+ b2} otherwise,
b =
{
(b1, . . . , bh−1) if ah = 1,
(b1, . . . , bh) otherwise.
Define a tableau S˜ of shape ν and weight b by
S˜(l′i+1, ν
i
l′i+1
) = t,
where
∑t−1
j=1 bj < n − 1 − i ≤
∑t
j=1 bj . By the inductive hypothesis, S˜ is the least
element of the set
(26) {T˜ ∈ STab(ν, b) | min{i | T˜ (i, νi) = h(b)} ≥ l2}.
It is easy to see that bi = ai+1 for 0 ≤ i < n. We show that
(27) l′i = li+1 and ν
i = µi+1 (1 ≤ i < n)
by induction on i. Since 0 /∈ B, we have
l′1 = l(ν
0, b0, l′0)
= l(µ1, a1, l2)
=
{
l(µ1, a1, l(µ1, a1, 1)) if 1 ∈ A,
l(µ1, a1, l(µ1, a1, l1)) otherwise
=
{
l(µ1, a1, 1) if 1 ∈ A,
l(µ1, a1, l1) otherwise
= l2.(28)
Then ν1 = (ν0)(l
′
1) = (µ1)(l2) = µ2.
Assume i ≥ 2 and l′i−1 = li and ν
i−1 = µi. Since i− 1 ∈ B if and only if i ∈ A, we
have
l′i =
{
l(νi−1, bi−1, 1) if i− 1 ∈ B,
l(νi−1, bi−1, l′i−1) otherwise
=
{
l(µi, ai, 1) if i ∈ A,
l(µi, ai, li) otherwise
= li+1.
Then νi = (νi−1)(l
′
i) = (µi)(li+1) = µi+1.
Next we show
(29) S|Dν = S˜.
First, since b = a1, we obtain
j∑
i=1
bi =
{∑j
i=1 ai if j < h,∑h
i=1 ai − 1 if j = h.
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Suppose that
∑t−1
j=1 bj < n− 1− i ≤
∑t
j=1 bj . Then
t−1∑
j=1
aj < n− (i+ 1) ≤
t∑
j=1
aj ,
so S˜(l′i+1, ν
i
l′
i+1
) = t = S(li+2, µ
i+1
li+2
). Thus, we have proved (29).
Next we show S ∈ STab(µ, a). If l1 = 1 then this is clear, since S˜ ∈ STab(ν, b).
Suppose l1 ≥ 2. Since (l1 − 1, µl1) ∈ Dν , there exists an i ∈ {1, 2, . . . , n − 1} such
that (l1 − 1, µl1) = (li+1, µ
i
li+1
). Since l1 ≤ l2 ≤ · · · ≤ lah , we have
i+ 1 > ah = n−
h−1∑
j=1
aj = n−
h−1∑
j=1
bj ,
and hence
n− 1− (i− 1) ≤
h−1∑
j=1
bj .
This implies
(30) S˜(l′i, ν
i−1
l′i
) ≤ h− 1.
Now
S(l1 − 1, µl1) = S(li+1, µ
i
li+1
)
= S˜(l′i, ν
i−1
l′i
) (by (27), (29))
< h (by (30))
= S(l1, µl1).
Since S˜ ∈ STab(ν, b), this implies S ∈ STab(µ, a).
It remains to show that S ≤ T for all T in the set (24). Define partitions τ and σ
by (5) and (6), respectively.
Suppose first that min{i | T (i, µi) = h} > l1. Write T
−1(h) = {(t1, t
′
1), . . . , (tah , t
′
ah
)}
with l1 < t1 ≤ t2 ≤ · · · ≤ tah . Then Lemma 24 implies τ = µ
(t1,...,tah)Dµah = σ. Since
l1 < t1, we have τ ⊲ σ. Thus S ≤ T .
Next suppose that min{i | T (i, µi) = h} = l1. Set T˜ = T |Dν and observe T˜ ∈
STab(ν, b). Set m = min{i | T˜ (i, νi) = h(b)}. By Lemma 8, we have m ∈ R(ν, b),
so m ≥ l(ν, b). If ah = 1, then l2 = l(ν, b), so m ≥ l2. If ah ≥ 2, then h(b) = h, so
m ≥ l1. Thus m ≥ l(ν, b, l1) = l2. Therefore, T˜ belong to the set (26). This implies
S˜ ≤ T˜ , and hence either τ ⊲ σ, or τ = σ and S˜|Dσ ≤ T˜ |Dσ . Since S˜|Dσ = S|Dσ and
T˜ |Dτ = T |Dτ , the recursive definition of the partial order implies S ≤ T . 
Algorithm 3. Input: µ = (µ1, µ2, . . . , µk) ⊢ n and a = (a1, a2, . . . , ah)  n such
that µD λ(a).
Output: S ∈ STab(µ, a).
Initialization: ν := µ, b := a, m := n and l′ := 1.
while m > 1 do
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h := h(b) and l := l(ν, b, l′).
S(l, νl) := h.
if bh = 1, then l
′ ← 1.
else l′ ← l.
ν ← ν(l), b← b˜ and m← m− 1.
end
S(1, 1) := 1.
Output S.
Example 26. Let µ = (4, 4, 1, 1) ⊢ 10 and a = (1, 3, 2, 2, 2)  10. Then a tableau
S ∈ STab(µ, a) is obtained via Algorithm 3.
ν b m l′ h l S
(4, 4, 1, 1) (1, 3, 2, 2, 2) 10 1 5 2 S(2, 4) = 5
(4, 3, 1, 1) (1, 3, 2, 2, 1) 9 2 5 2 S(2, 3) = 5
(4, 2, 1, 1) (1, 3, 2, 2) 8 1 4 1 S(1, 4) = 4
(3, 2, 1, 1) (1, 3, 2, 1) 7 1 4 4 S(4, 1) = 4
(3, 2, 1) (1, 3, 2) 6 1 3 2 S(2, 2) = 3
(3, 1, 1) (1, 3, 1) 5 2 3 3 S(3, 1) = 3
(3, 1) (1, 3) 4 1 2 1 S(1, 3) = 2
(2, 1) (1, 2) 3 1 2 1 S(1, 2) = 2
(1, 1) (1, 1) 2 1 2 2 S(2, 1) = 2
(1) (1) 1 1 S(1, 1) = 1
Thus
S =
1 2 2 4
2 3 5 5
3
4
and S is the least element of STab(µ, a).
Remark 27. Let a and b be compositions of n with λ(a) = λ(b). Then there exists
a bijection from STab(µ, a) to STab(µ, b) using [1, Lemma 3.7.1], but they are not
isomorphic as partially ordered sets. For example, let µ = (4, 4, 1, 1) ⊢ 10, a =
(1, 3, 2, 2, 2)  10 and b = (1, 2, 2, 2, 3)  10. Then (STab(µ, b),≤) is a totally ordered
set, while (STab(µ, a),≤) contains two incomparable tableaux:
T =
1 2 2 3
2 4 4 5
3
5
,
S =
1 2 2 4
2 3 3 5
4
5
.
Indeed, define τ (p) and σ(p) by (3) and (4), respectively. Then τ (3) = (4, 1, 1) and
σ(3) = (3, 3) are incomparable. Thus (STab(µ, a),≤) is not totally ordered, hence it
is not isomorphic to (STab(µ, b),≤).
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