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Algebraische Spezifikation und Modeliierung in Höheren 
Petri-Netzen mit zustandsabhängiger Schaltregel 
Zusammenfassung 
Zur Spezifikation und Modellierung komplexer Softwaresysteme benötigt man formale Verlahren, die sowohl 
komplexe sequentielle Aktionen (Funktionen auf Objekten) als auch komplexe parallele Aktionen formal be-
schreibbar machen. Dabei sollte ein Anwender solcher Methoden durch ein computergestütztes Werkzeug unter-
stützt werden, das ihm neben der reinen Eingabe auch die automatische Analyse von Modellen erlaubt. Zur 
Beschreibung komplexer sequentieller Aktionen auf Datenstrukturen kann man die Methode der algebraischen 
Spezifikation abstrakter Datentypen verwenden. Komplexe parallele Aktionen lassen sich mit der Petfi-Netz-
Theorie beschreiben. Unser Spezifikations- und Modellierungsansatz und das zugehörige Werkzeug SMARAGD 
(Specification, Modelling and Reachability Analysis Graphical Development System) basieren daher auf einer 
Kombination von algebraischen Spezifikationsmethoden und der Petri-Netz-Theorie. 
Als Netz-Modell zur Modellierung komplexer verteilter Softwaresysteme erschien uns dabei ein Höheres Petfi-
Netz-Modell (z.B. PrT- oder Colored Petri-Netze) sinnvoll, wobei es sich bei der Werkzeugkonzeption zeigte, 
daß vorhandene Höhere Petri-Netz-Modelle nur unzureichend die Eigenschaften aufwiesen, die für eine Integra-
tion von algebraischer Spezifikation und Petri-Netz-Theorie mit dem Ziel einer computergestützten Analyse nö-
tig sind. Daher wird in dieser Arbeit ein Petri-Netz-Modell vorgestellt, das einerseits die Allgemeinheit 
vorhandener Ansätze zur Kombination von algebraischer Spezifikation und Petri-Netz-Theorie erhält, anderer-
seits aber durch eine neuartige Interpretation der Beschriftung des Netz-Modells eine effiziente computergestütz-
te Analyse ermöglicht. 
Die formale Beschreibung des Netz-Modells erlolgt zunächst durch die Definition der Sprache SNL (SMA-
RAGD Net Language) und diese wird dann anschließend auf eine durch graphische Konstrukte unterstützte Be-
schreibungsform abgebildet, die eine weitgehend natürliche Eingabe der Netz-Modelle über einen graphischen 
Editor erlaubt, wie er dann auch im Werkzeug SMARAGD implementiert wurde. 
Nach der Einleitung wird zunächst die rein lexikalische Struktur der Sprache SNL vorgestellt. Im Anschluß daran 
wird der Spezifikationsteil der Sprache definiert, wobei die Einfiihrung einzelner Komponenten der Sprache 
durch theoretische Definitionen und Ergebnisse der Spezifikationstheorie begründet werden. 
Hieraufwird die Petri-Netz-Seite der Sprache vorgestellt und theoretisch begründet. Die Verknüpfung der Spe-
zifikationstheorie und Petri-Netz-Theorie erlolgt dabei dadurch, daß die Anschriften eines Petri-Netzes zunächst 
rein algebraisch spezifiziert werden. Dies führt zu dem Begriff einer SNL-Netz-Spezift.k.ation. Eine Realisierung 
so einer SNL-Netz-Spezift.k.ation führt dann zu einem ausführbaren SNL-Modell. SNL-Modelle lassen sich dann 
vielfältigen Analysen unterziehen. 
Die durch graphische Konstrukte unterstützte Beschreibungsform des Netz-Modells und die Konzeption des 
SMARAGD-Editors ergibt sich im Anschluß an die Sprachdefinition in natürlicher Weise, wobei an dieser Stelle 
auf die Oberfläche und einige Implementierungsgesichtspunkte ebenfalls eingegangen wird. Zum Abschluß zie-
hen wir einen Vergleich von SMARAGD mit anderen Höheren Petri-Netz-Werkzeugen und geben schließlich 
ein Resumee der bisherigen Arbeiten und zeigen zukünftige Entwicklungen auf. 
Algebraic Specification and Modelling in High Level 
Petri N ets with a State Dependent Firing Rule 
Abstract 
For the specification and modelling of complex distributed software systems are formal methods needed, which 
allow to describe both the complex sequential (i.e. functions on objects) and the complex parallel behaviour of 
the systems. Users should be guided in the application of such methods by computer tools, which beside the pure 
description tasks should also allow automatic analysis of the interesting behaviour of the specified systems. For 
the formal description of sequential behaviour of data structures one can use an abstract data type specification 
language. Complex parallel behaviour can be best described in the intuitive graphical formalism called petri nets. 
Our specification and modeHing approach and the SMARAGD System (Specification, ModeHing and Reacha-
bility Analysis Graphical Development System) are therefore based on a combination of abstract data type speci-
fication and petri net theory. 
Of the many different flavours of petri nets seemed for us an high Ievel net formalism (like Predicate/fransition-
Nets (PrT -Nets) or Colored Petri Nets) most suitable to model complex distributed systems but it showed up early 
in the design phase of the SMARAGD tool that such existing high Ievel net models are for sure theoretically in-
teresting but Iack nearly all the capabilities needed for an integration of algebraic specification and petri net 
theory with the goal of an efficient computer based simulation and analysis of the constructed models.This thesis 
presents therefore an high Ievel petri net model with a new state dependent firing rule, which preserves the theo-
retical interesting features of other high Ievel net types but gives us also a much more deterministic algorithm to 
handle the firing rule which is needed for efficient simulation and analysis of net models. 
The formal description of our net model is first done by defining a context free language which we call SNL 
(SMARAGD Net Language). This language is later translated into a second description which contains graphical 
elements to define the net semantic as usual in terms of boxes, ellipses, arcs and their special text annotations. 
The latter form is then used by system designers to construct their system models with the graphical editor of the 
SMARAGD system. 
After the introduction we will ftrst define the lexical structure of SNL. Then we will present the abstract data type 
specification part of the language. Each new component of the language will be motivated here with some defi-
nitions and results from speciftcation theory. 
The main part of the thesis is then the definition of the petri net part ofthe language within a sound an complete 
theory. The abstract data type specification and petri net theory is tied together through special net inscriptions 
which are based on terms and formulas of the first order abstract data type calculus. This leeds to the notion of a 
SNL Net Specification. This syntactic construct is then transformed by an interpretation of the data type specifi-
cations within algebraic systems and with our new state dependent ftring rule into an in the SMARAGD environ-
ment executable system model, which we caH SNL system (or SNL model). SNL models can then easily be 
simulated and analysed within the SMARAGD environment. 
As mentioned above, the context free language SNL gets at the end of this thesis translated into a more graphical 
description method, which gives users a more natural view of their model in terms of diagrams containing boxes 
describing actions, ellipses to describe data states and directed arcs to show the data flow of a system. The pre-
sentation of this graphical formalism is embedded into the discussion of the graphical editor of the SMARAGD 
system, its feature and its implementation. 
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1. Einleitung 
In den letzten Jahren filhrte der Trend in der Softwareentwicklung zu immer komplexeren Anwendungen in Be-
reichen, die ein hohes Maß an Fehlerfreiheit verlangen. Dabei hat die Erfahrung gezeigt, daß computergestützte 
Werkzeuge, die den Entwickler in allen Phasen des Entwicklungsprozesses unterstützen, zur Sicherung der Qua-
lität der Software unerläßlich sind. 
Werkzeuge der ersten Generation unterstützten den Entwickler vorwiegend während der Codierungsphase. Mo-
deme Sprachen mit strengen Typenkonzepten und deren Compiler erlauben heutzutage die Detektion der meisten 
Syntaxfehler bereits während der Übersetzung eines Programms. Andere Werkzeuge ermöglichen ein intensives 
Testen einer Anwendung vor dem eigentlichen Einsatz, um weitere erst während der Laufzeit bestimmbare Feh-
ler aufzudecken. 
Wenn man mit solchen Werkzeugen auch eine große Anzahl von Fehlern während der Codierungsphase verhin-
dem oder detektieren kann, bieten sie in Bezug auf Fehler beim Design der Software kaum oder viel zu späte 
Hilfe. Aus diesem Grunde wurden eine Reihe von Methoden, wie SADT, entwickelt, die speziell die Designphase 
im Softwareentwicklungsprozeß unterstützen sollen. Diese Verfahren basieren aber in der Regel nur auf infor-
mellen Methoden, so daß eine computergestützte Verifikation von Eigenschaften, die einer zu entwickelnden An-
wendung in der Designphase zugeordnet werden, nicht oder nur wenig möglich ist. 
Aus diesem Grunde konzentriert sich ein Teil der Forschung im Softwareengineeringbereich zur Zeit verstärkt 
auf die Entwicklung formaler Methoden zur Unterstützung der Designphase. Dabei finden algebraische Ansätze 
zur Spezifikation von Software große Beachtung (siehe z.B. [Ehrig85b, Ehrig90, Partsch90]). Diese erlauben es, 
die Eigenschaften eines zu entwickelnden Softwaresystems zunächst einmal in einem algebraisch-logischen Kal-
kül auf mathematisch exakte Weise zu formalisieren. Werkzeuge sollen dann eine Umsetzung der formalen Spe-
zifikation in die betreffende Anwendung so unterstützen, daß alle Eigenschaften des Systems, die in der 
Spezifikation festgelegt wurden, auch in der Anwendung garantiert werden. Ein wichtiges Teilgebiet im Rahmen 
der algebraischen Spezifikation ist die algebraische Spezifikation abstrakter Datentypen. Sie beschäftigt sich mit 
der Spezifikation von Datentypen, wobei ein Datentyp als eine Menge von Datenbereichen (Wertemengen für 
Operationen) und auf diesen Datenbereichen definierten Operationen aufgefaßt wird (siehe z.B. [Goguen75, 
Ehrig82, Ehrig85a]). 
Algebraische Spezifikationen liefern eine gute Spezifikationsmethode für die funktionalen Eigenschaften einer 
Software. Sie liefern jedoch keinerlei Hilfsmittel zur Formalisierung und Verifikation von Eigenschaften, die mit 
der Parallelität eines Anwendungssystems zusammenhängen. Dieser Aspekt gewinnt aber im Zeitalter der ver-
teilten Systeme zunehmend an Bedeutung. Zur Untersuchung des parallelen Verhaltens von nebenläufigen Sy-
stemen verwendet man häufig Petri-Netze. Da Petri-Netze keine Mechanismen zur Spezifikation der 
Funktionalität einer Anwendung bereitstellen, liegt eine Kombination von algebraischen Spezifikationsmethoden 
und Petri-Netz-Methoden nahe. Die Durchführbarkeit eines solchen Ansatzes wurde schon in [Berthomieu86, 
Vautherin87, Reisig91, Schmidt89] gezeigt. 
In dieser Arbeit wird eine Spezifikations- und Modellierungssprache SNL (SMARAGD Net Language) vorge-
stellt, die auf dieser Kombination von Methoden zur Spezifikation abstrakter Datentypen und der Theorie von 
Petri-Netzen basiert. Die Sprache SNL bildet die Grundlage für das rechnergestützte Werkzeug SMARAGD 
(Specification, Modelling AndReachability Analysis Graphical Development-System), das seit einiger Zeit im 
Institut für Datenverarbeitung in der Technik (IDT) des Kernforschungszentrums Karlsruhe (KfK) in der Abtei-
lung Mikrosystem-Informatik zur Modeliierung komplexer Softwaresysteme entwickelt wird. Eine weitere Ar-
beit von W. Süß (siehe [Süß92]) behandelt die Analyse von Modellen in unserer Spezifikations- und 
Modellierungssprache. 
Im Kapitel 2 führen wir zunächst die lexikalischen Bauelemente der Sprache ein. Hier werden die Schlüsselwör-
ter der Sprache und andere Token der Sprache festgelegt. 
Im Kapitel 3 definieren wir dann den Spezifikationsteil der Sprache. Hier wird zunächst der Begriff der Signatur 
definiert. Diese legt für einen abstrakten Datentyp im Sinne einer Schnittstellenbeschreibung die Namen verwen-
deter Wertebereiche (Sorten) für Operationen und Relationen und die Namen von Operationen und Relationen 
auf diesen Wertebereichen unter Angabe der Argument- und Rückgabewertebereiche fest. 
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Danach wird der Begriff der Formel eingeführt. Formeln sind innerhalb unserer Definition abstrakter Datentypen 
geschlossene Formeln einer formalen Sprache I. Ordnung. Thre Bauelemente sind zunächst Terme über der Si-
gnatur des abstrakten Datentyps bestehend aus Konstanten. Variablen, Operationssymbolen und Klammem als 
Hilfsgrößen. Aus Termen und Prädikaten kann man dann elementare Formeln bilden. Diese lassen sich wiederum 
mit logischen Konnektoren der formalen Sprache (wie and, or und not) zu einfachen Formeln der Sprache zu-
sammenbinden. Die Einbeziehung von Quantoren führt schließlich zu allgemeinen geschlossenen Formeln der 
formalen Sprache I. Ordnung. 
Die Spezifikation eines abstrakten Datentyps besteht dann aus der Signatur des abstrakten Datentyps und einer 
Menge von Formeln, die die Semantik des abstrakten Datentyps festlegen. Modelle einer Spezifikation sind al-
gebraische Systeme zur Signatur des abstrakten Datentyps, die alle Formeln erfüllen. Ein abstrakter Datentyp ist 
schließlich die Äquivalenzklasse aller Modelle der Spezifikation des abstrakten Datentyps. 
Unsere Spezifikationssprache enthält neben den Basiskonstrukten, die auf Grund der Theorie unbedingt erforder-
lich sind, Konstrukte zur Modularisierung von abstrakten Datentypspezifikationen. Ein Vererbungsmechanismus 
erlaubt den hierarchischen Aufbau von Spezifikationen auf der Grundlage bereits vorhandener Spezifikationen. 
Der Begriff einer parametrisierten Spezifikation (Funktor) erlaubt es einem Benutzer, Spezifikationen mit forma-
len Parametern zu definieren, aus denen durch Konkretisierung der Parameter Elemente ganzer Klassen von ab-
strakten Datentypen gewonnen werden können. 
Auf der Grundlage eingebauter Standardspezifikationen, wie BOOL, INT und STRING wird weiter der kon-
struktive Entwurf von Spezifikationen über Tupel-, Rekord-, Unions- und Listenkonstruktionsmechanismen in-
nerhalb der Spezifikationssprache unterstützt. 
Im Kapitel4 wird der Petri-Netz-Teil der Sprache vorgestellt. Als Netz-Modell erschien uns dabei das PrT -Netz-
Modell nach Genrich/Lautenbach (siehe [Genrich80a, Genrich86, Düpmeier90]) sinnvoll, wobei es sich bei der 
Werkzeugkonzeption zeigte, daß zum Bau eines computergestützten Werkzeuges einige wichtige Änderungen 
der klassischen PrT-Netz Definition nach Genrieb und Lautenbach notwendig werden, damit zum einen eine 
sinnvolle Kopplung zwischen Spezifikation und Petri-Netz-Modell und zum anderen eine effiziente 
computergestützte Analyse möglich wird. 
Die Verknüpfung der Spezifikationstheorie mit der Petri-Netz-Theorie erfolgt dadurch, daß die Anschriften im 
Petri-Netz-Modell aus Elementen der Signatur der gegebenen algebraischen Spezifikationen zusammengesetzt 
werden. Dabei erhält man zunächst nur eine rein syntaktische Beschreibung des Netzes, die wir SNL-Netz-Spe-
ziftkation nennen. Eine Realisierung der algebraischen Spezifikation durch ein zugehöriges Modell führt dann zu 
einem ausführbaren SNL-Modell, das wir auch SNL-System nennen. 
Unser Begriff der Realisierung einer SNL-Netz-Speziftkation weicht in der Hinsicht vom üblichen Begriff ab, 
daß die Auswertung von Formeln in der Netz-Beschriftung von der aktuellen Markierung des betreffenden SNL-
Systems abhängt. Dies liegt daran, daß wir Quantoren in Formeln der Netzbeschriftung nicht über die Wertebe-
reichsmengen im zugehörigen Modell des algebraischen Systems, sondern nur über die Objekte, die in der Um-
gebung einer betreffenden Stelle oder Transition als Marken auf den Umgebungsstellen liegen, auswerten. 
Neben den Grundelementen zur Definition von SNL-Netz-Speziftkationen und zugehörigen SNL-Systemen bie-
tet unsere Sprache weiter zwei Konzepte zur Modularisierung von Netzen, die an die Begriffe der Substitutions-
stellen und Substitutionstransitionen in [Huber89] angelehnt sind. Dies sind die Konzepte Netz-Klasse und Netz-
Modul. 
Eine Netz-Klasse ist ein Modul-Konzept im Sinne einer Substitutionsstelle, das an den Begriff der Klasse in ob-
jektorientierten Sprachen angelehnt ist. Eine Netz-Klasse stellt einem Benutzer eine Menge von Port-Transitio-
nen bereit, die wie Methoden einer Klasse im Sinne einer objektorientierten Sprache verwendet werden können, 
um Operationen auf intern in der Klasse verborgenen Datenstrukturen durchzuführen. 
Ein Netz-Modul kann als eine Black-Box betrachtet werden, die definierte Eingabeobjekte über Eingangsstellen 
entgegennimmt und dann definierte Ausgabeobjekte über Ausgangsstellen an den Benutzer des Moduls zurück-
gibt. 
Wir erweitern in unserer Arbeit die Konzepte von Jensen, indem wir eine Parametrisierung von Netz-Klassen und 
Netz-Modulen sowie der zugehörigen Port-Transitionen und Port-Stellen erlauben, die es uns analog zum Begriff 
der parametrisierten Spezifikation gestattet, ganze Klassen von Teilnetzen durch eine Netz-Klasse oder einen 
Netz-Modul zu beschreiben. 
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Im KapitelS bilden wir die Netzsprache SNL auf eine graphische Beschreibungsform ab und stellen das Konzept 
des SMARAGD-Editors vor, der es einem erlaubt, SNL-SpezifJ.kationen und -Modelle über eine graphische Be-
nutzeroberfläche einzugeben. Neben der Konzeption der Benutzeroberfläche des Editors enthält das KapitelS die 
Beschreibung einiger wichtiger Implementierungsaspekte des Editors. 
Kapitel6 vergleicht das SNL-Modell mit anderen wichtigen Höheren Petri-Netz-Modellen. Dabei werden wir vor 
allem auch die Gesichtspunkte von SNL herausstellen, die diese Sprache zur Spezifikation und Modellierung 
komplexer Softwaresysteme auszeichnen. Weiter werden wir einen Vergleich von SMARAGD mit anderen Hö-
heren Petri-Netz-Werkzeugen vornehmen. 
Kapitel 7 gibt ein kurzes Fazit zur Sprachdefinition und zeigt, welche Arbeiten im Hinblick auf das Werkzeug 
SMARAGD noch nötig sind, damit wir ein Werkzeug erhalten, das über eine prototypische Realisierung hinaus 
in realen Softwareentwicklungen eingesetzt werden kann. 

2. Lexikalische Bauelemente der Spezifikations- und 
Modellierungssprache SNL 
Die in den folgenden Kapiteln beschriebene Petri-Netz-Sprache SNL (SMARAGD-Net-Language) verwendet 
einige lexikalische Grundbauelemente, die wir im folgenden kurz beschreiben wollen. 
Wir wollen Namen. die innerhalb von SNL auftreten. in vier Gattungen unterscheiden: reservierte Schlüsselwör-
ter, Namen vom Tokentyp id, Namen vom Tokentyp con und Namen vom Tokentyp symbol. Schlüsselwörter 
dürfen nur innerhalb der ihnen durch die Sprachdefinition zugewiesenen Semantik verwendet werden. Sie stehen 
damit nicht für den Benutzer als frei wählbare Namen zur Verfügung. Die Schlüsselwörter von SNL sind: 
all, andalso, arc, bvar, class, const, def, end, eqn, exist, for, functor, fvar, if, in, include, infix, infixr, 
Iist, marking, module, net, netclass, netmodule, not, of, opn, orelse, out, param, petrinet, place, place-
def, port, pred, ptl, return, sig, signature, sort, spec, specification, then, trans, transition, union, var 
und with. 
Da wir SNL-Spezifikationen in der Sprache ML realisieren werden, sind die folgenden Schlüsselwörter von ML 
ebenfalls reserviert. 
abstraction, abstype, and, as, case, do, datatype, exception, fn, fun, handle, Iet, Ioad, nonfix, of, open, 
raise, rec, sharing, struct, structure, type, val und while. 
Neben den reservierten Schlüsselwörtern gibt es noch eine Reihe von Sonderzeichen und Sonderzeichenfolgen, 
die reserviert sind. Diese sind: 
( ) [ 1 ' { } : ; , .... I = => <=> ·> <· <·> - ? <> * 
Das Gleichheitszeichen nimmt dabei eine Sonderstellung ein, da wir es erlauben, daß = als benutzerdefinierter 
Name für das Gleichheitsprädikat beliebiger Spezifikationen verwendet werden darf und muß. 
Benutzerdefinierte Namen vom Tokentyp id werden durch den regulären Ausdruck 
[a-zA-Z][a-zA-Z0-9'_]* 
beschrieben. Sie beginnen stets mit einem Buchstaben. Im Anschluß daran folgt eine beliebige Folge von Zei-
chen bestehend aus Buchstaben und/oder Zahlen und/oder den Sonderzeichen ',_. Wir wollen hierzu ein paar 
Beispiele betrachten. 
Beispiel! (Namen vom Typ id) 
(a) Einfache Namen sind z.B. x, y, xl, y2 als Variablennamen und insert, push, popals Ope-
ratornamen. 
(b) Bei komplizierteren Netz-Spezifikationen sind zusammengesetzte Namen der Gestalt 
fifo _insert oder natstack'push sinnvoll. 
(c) Voranstellen von Ziffern (z.B. 3inst) ist bei Namen vom Tokentyp id nicht erlaubt. 
Eine Längenbegrenzung der Namen gibt es auf Grund der Spezifikation nicht. Sie kann aber implementierungs-
abhängig eingeführt werden. 
Benutzerdefinierte Namen vom Tokentyp con (Konstanten) sind entweder benutzerdefinierte Namen vom To-
kentyp id oder numerische Konstanten vom Typ num. 
Unter numerischen Konstanten verstehen wir dabei Zahlenfolgen, die natürliche Zahlen bezeichnen und durch 
den regulären Ausdruck 
num: [0-9] [0-9]* 
beschrieben werden. Unter Verwendung von id und num können wir nun con durch 
con: id lnum 
beschreiben, d.h. ein Token vom Typ con (Konstante) ist entweder ein benutzerdefinierter Name vom Typ id 
oder eine numerische Konstante vom Typ num. 
Wir verwenden numerische Konstanten in Situationen, in denen wir natürliche Zahlen als Angabe der Anzahl 
von Objekten unserer Sprache angeben müssen. Token vom Typ con verwenden wir dagegen als Konstanten-
symbole innerhalb von SNL-Speziftkationen. Im Fall der Spezifikation von numerischen Datentypen machen 





(Namen vom Typ con und numerische Konstanten) 
Token, wie sie typischeiWeise für numerische Konstanten veiWendet werden, sind z.B. 234, 
175 oder 0. Diese können auch als Namen vom Tokentyp con aufgefaSt werden. 
Als Namen vom Tokentyp con sind ebenfalls true oder empty _stack erlaubt. 
Weiter erlauben wir benutzerdefinierte Namen, die durch Folgen von Sonderzeichen beschrieben werden. Diese 
sind vom Tokentyp symbol und über den folgenden regulären Ausdruck definiert: 
symbol: [!%&$+-/:<=>?@\...,' 11 1*] [!%&$+-1:<=>?@\ ... ' 111*]* 
Dabei sind wiederum die reservierten Sonderzeichenfolgen ausgeschlossen. Wir wollen einmal ein paar Beispiele 
für Namen vom Tokentyp symbol zeigen. 
Beispiel 3 (Token vom Typ symbol) 
(a) ??, 1=1, &&, II, !=sind Token vom Typsymbol 
(b) =>, <=>, ->, und : sind keine Token vom Typ symbol, da sie reserviert sind. 
Eine Reihe weiterer Wörter und Symbolfolgen sind nicht unbedingt reserviert aber innerhalb von Standardspezi-
fikationen und Konstruktionsmechanismen, die SMARAGD bereitstellt, vordefmiert, und sollten deshalb nicht 
für andere Zwecke veiWendet werden. Hierzu gehören einmal die Wörter div, mod, succ, pred als Operatoren 
und die Zeichenfolgen <, <=, >=, > und "" als Prädikate und Operatoren der Standardspezifikation INTEGER, 
das Wort size und das Symbol 11 als Operatoren der Standardspezifikation STRING und die Wörter hd, tl, rev, 
l~ngth, nth, nthtail undnilsowie die Zeichenfolgen ::,@und[) als Operatoren des SNL-Listenkonstruktes. 
Die SNL-Standardspezifikation STRING erlaubt es weiter, Stringkonstanten in der Form einer Zeichenkette, die 
in Anführungszeichen eingeschlossen ist, anzugeben, sodaß Zeichenketten, die in Anführungszeichen einge-
schlossen sind, syntaktisch als Stringkonstanten (Elemente der Sorte string) interpretiert werden. 
Die SNL-Tupel- und Rekordkonstrukte definieren weiter Standardprojektionsoperatoren als Zeichenketten der 
Gestalt# num, bzw. # Iabel, so daß wir# als reserviert zur Bildung der Namen solcher Projektionsoperatoren an-
sehen. 
Ein Kommentar ist in SNL eine beliebige Zeichenfolge, die durch (* *) geklammert ist und nicht die Zeichenfolge 
(* oder *) enthält. Wir erlauben hier also keine Schachtelung von Kommentaren. 
Damit haben wir die wesentlichen lexikalischen Aspekte unserer Sprache SNL erörtert. Im nächsten Kapitel wer-
den wir uns mit den Sprachkonstrukten zur Definition von SNL-Spezifikationen befassen. 
3. Spezifikation abstrakter Datentypen mit SNL 
In diesem Kapitel wollen wir den Speziftkationsteil unserer Speziftkations- und Modellierungssprache SNL 
(SMARAGD Net Language), die dem Werkzeug SMARAGD zu Grunde liegt, näher erläutern. Da der Schwer-
punkt dieser Arbeit auf die Beschreibung eines neuartigen Petri-Netz-Modells ausgerichtet ist und sowohl die der 
Petri-Netz- als auch Speziftkations-Teile der Sprache zugehörige Theorie sehr umfangreich ist, werden wir uns 
in diesem Kapitel auf die Beschreibung der zum Verständnis von SNL nötigen grundlegenden theoretischen 
Aspekte der algebraischen Spezifikation beschränken und einige Konzepte der Theorie der Speziftkation abstrak-
ter Datentypen nur informell an Hand ihrer SNL-Syntax beschreiben. 
Leser, die eine tiefergehende theoretische Beschreibung aller für den Spezifikationsteil von SNL relevanten Kon-
zepte suchen, finden umfangreiche Einführungen in die Theorie der Spezifikation abstrakter Datentypen u.a. in 
den Büchern von Ehrich/Gogolla/Lipeck ([Ehrig82]), Ehrig und Mahr ([Ehrig85b,Ehrig90]) und Klaeren ([Klae-
ren83]). Eine weiterführende Theorie algebraischer Spezifikationen mit partiellen Operatoren fmdet man z.B. in 
[Reichel84, Broy80, Schmidt89] beschrieben. Zum Vergleich des Speziftkationsteils von SNL mit anderen Spe-
zifikationssprachen sei auf das CIP-System verwiesen, dessen Speziftkationssprache ähnliche Konzepte zur Spe-
zifikation abstrakter Datentypen enthält (man siehe hier z.B. [CIP85, Partsch90]). 
Der Entwurf des Spezifikationsteils von SNL wurde im wesentlichen von drei Randbedingungen geprägt. 
Der Speziftkationsteil von SNL sollte die wesentlichen Konstrukte anderer Spezifikationssprachen in Bezug 
auf die Spezifikation abstrakter Datentypen enthalten, so daß ein einfacher Austausch von Spezifikationen 
zwischen SMARAGD und anderen Spezifikationswerkzeugen möglich ist. 
Da uns MI.. als Interpretationssprache unseres SNL-Netz-Modells am geeignesten erschien, sollten SNL-Spe-
zifikationen zum einen leicht in MI..-Implementierungen transformiert werden können, und weiter ein Um-
schreiben der auf den Spezifikationselementen basierenden Netzbeschriftungen vermieden werden, was sich 
am einfachsten dadurch realisieren läßt, daß SNL-Terme und Formeln in identischer Form als MI..-Terme er-
kannt werden. 
Da das System von Praktikern und nicht Theoretikern verwendet werden soll, ist das gesamte SMARAGD-
System so konzipiert, daß konstruktive Methoden gegenüber mathematischen Methoden, die auch unterstützt 
werden, im Vordergrund stehen sollen. Für den Speziftkationsteil heißt das u.a., daß der Speziftkationsteil 
von SNL eine Reihe eingebauter Typen, gegeben durch Standardspezifikationen, enthält, deren Implementie-
rungen durch die Standardtypen von ML, wie boo/, int und string, gegeben sind. Weiter gibt es Standardkon-
strukte, wie Tupel, Rekord, Union und Liste, die es dem Benutzer im konstruktiven Sinne erlauben, aus den 
eingebauten Standardspezifikationen neue Spezifikationen ohne großen theoretischen Aufwand zu erzeugen. 
Diese drei Randbedingungen bestimmen im wesentlichen den Umfang und die Syntax des Spezifikationsteils von 
SNL, den wir im folgenden vorstellen wollen. 
3.1 Grundsyntax zur Spezifikation abstrakter Datentypen in SNL 





specification spec _ decl I ; spec _ dec/ } ~ 
spec _id [ : sig J = spec 
id 
spec _id [ with rename _Iist end ] 
spec spec _body end 
Innerhalb eines Spezifikationsdeklarationsteils können eine oder mehrere Spezifikationsdeklarationen angege-
ben werden, wobei ein Speziftkationsdeklarationsteil einer Spezifikation spec einen Namen spec _id zuordnet. 
Die Spezifikation ist dabei durch den Namen einer bereits defmierten Spezifikation oder durch eine Spezifikati-
onsdefinition von der Gestalt spec spec body end bestimmt. Wenn eine Spezifikation durch den Namen einer 
bereits existierenden Spezifikation angegeben wird, kann man (einzelne) Elemente dieser Spezifikation noch 
durch den optionalen with rename _Iist end Teil umbenennen. 
Optional hinter dem Spezifikationsnamen kann man durch Doppelpunkt getrennt eine Angabe über die Elemente 
der Spezifikation machen, die von der Spezifikation für eine externe Benutzung exportiert werden (sig). 
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Im Rumpf einer Spezifikation müssen die zu der Spezifikation gehörigen Sorten, Konstanten, Operatoren und 
Prädikate, sowie die Formeln, denen sie genügen müssen, definiert werden. spec _body hat daher die Gestalt: 
spec _body: { spec _body _ dec/s } ~ 
spec _body _ decls: spec _sig_ dec/s 
spec _eqn _dec/s 
spec _sig_ decls: spec _sort _ dec/s 
spec_const _ decls 
spec _ opn _ dec/s 
spec _yred _ dec/s 
spec _ eqn _ decls: spec _var _ dec/s 
spec Jormula _ decls 
In der Theorie zur Spezifikation abstrakter Datentypen werden die Angaben der Sortennamen, der Konstanten-, 
Operator- und Prädikatsdeklarationen unter dem Begriff der Signatur (spec_sig_decls) zusammengefaßt. Der 
Gleichungsteil (spec _ eqn _ decls) bestimmt die Semantik eines Datentyps. Beide Teile zusammen bilden die Spe-
zifikation eines abstrakten Datentyps (spec _body). 
Auf die Form und Bedeutung der einzelnen Teile werden wir nun in einzelnen Unterabschnitten genauer einge-
hen. 
3.1.1 Der Begriff der Signatur 
Unter dem Blickwinkel der Spezifikation von Datentypen können wir eine Signatur als "rein syntaktische Spezi-
fikation" so eines Datentyps ansehen. Sie legt im Sinne einer Schnittstellenbeschreibung die Namen verwendeter 
Wertebereiche (Sorten) für Operationen und Relationen und die Namen von Operationen und Relationen auf die-
sen Wertebereichen unter Angabe der Argument- und Rückgabewertebereiche fest. Die Namen von Operationen 
bzw. Relationen bezeichnen wir auch als Operatoren (Operationssymbole) bzw. Prädikate (Relationssymbole). 
Die Angabe der Argument- und Rückgabewertebereiche eines Operations- oder Relationssymbols nennen wir 
auch den Typ eines Operators (Operationssymbols) oder Prädikats (Relationssymbols). Mathematisch können 
wir daher eine Signatur wie folgt definieren: 
Def. 1 (Signatur) 
Eine Signatur über einer Menge S ist ein 5-Tupel S/G = (S, n, n, typ 0 , typ0 ) , fiir das gilt: 
(a) S, Q, n sind Mengen, die wir Menge der Sorten, Menge der Operatoren (Operationssymbole) und 
Menge der Prädikate (Relationssymbole) nennen wollen. 
Elemente dieser Mengen bezeichnen wir daher auch als Sorten, Operatoren und Prädikate. 
(b) typ0 : Q ~ s• X S ist eine Abbildung, die jedem Operator <OE Q seinen Typ typ0 (ro) = (w, s) mit 
wES*, sES zuordnet. Operatoren vom Typ (e,s), wobei e fürdas leere Wort steht, nenntman auch 
nullsteilige Operatoren oder Konstantensymbole von der Sorte s. 
(c) typ0 : TI~ s+ ist eine Abbildung, die jedem Prädikat nE ß seinen Typ IYPr{n) = w E s+ zuord-
net. 
Die explizite Angabe von Prädikaten innerhalb einer Signatur, wie wir sie in der obigen Definition beschrieben 
haben, findet man in dieser Form nicht in der Standardliteratur zur Spezifikation von abstrakten Datentypen. Es 
ist hier vielmehr üblich, Prädikate als Operatoren aufzufassen, denen als Sorte fiir den Wertebereich stets eine 
speziell zu interpretierende Sorte (z.B. mit Namen bool) der Spezifikation eines booteschen Datentyps zugeord-
net ist, die in der Realisierung als Wertebereich eines booteschen Datentyps im Fall einer prädikatenlogischen 
Deutung der Spezifikationen interpretiert wird. Auch wenn diese Darstellung praktisch ist, so erlaubt sie unseres 
Erachtens keine genaue Trennung zwischen der Semantik der Spezifikationssprache, die ja durchaus auch nicht 
immer durch eine Prädikatenlogik 1. Ordnung beschrieben werden muß, und der Semantik benutzerdefinierter 
Datentypen innerhalb der Speziflkationssprache. Dies hat uns dazu bewogen, hier einen etwas anderen Ansatz 
zur theoretischen Beschreibung der Konzepte von abstrakten Datentypen zu wählen. 
In der Praxis ist es häufig üblich, nullsteilige Operatoren explizit von den Operatoren mit anderen Typen zu un-
terscheiden. In SNL unterscheiden wir entsprechend zwischen Konstantendeklarationsteil und Operatordeklara-
tionsteiL Eine Signatur besteht daher in SNL zunächst aus Sortendeklarationen, die alle Sorten der Sortenmenge 
S definieren, Konstantendeklarationen, die Konstantensymbole und ihre Typen definieren, Operatordeklaratio-
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nen, die Operatoren und ihre Typen deftnieren, und Prädikatdeklarationen, die Prädikate und ihre Typen definie-






sig_body _ decls: 
signature sig_ decl { ; sig_decl }~ 
sig_id = sig 
id 
sig_id 
sig sig_body end 
{ sig_body_dec/s }~ 
sig_sort _decls 
sig_ const _decls 
sig_ opn _ decls 
sigyred _decls 
In einer Signaturdeklaration (sig_ decl) wird einem Signaturnamen sig_id eine Signatur sig zugeordnet. Mehrere 
Signaturdeklarationen können dabei zu einem Signaturdeklarationsteil (sig_decls) zusammengefaSt werden. 
Eine Signatur wird entweder durch den Namen einer bereits definierten Signatur oder durch eine Signaturdefini-
tion beschrieben. 
Eine Signaturdefinition (sig sig_body end) besteht aus einer Reihe von Deklarationsteilen, die die Sorten, Kon-
stanten, Operatoren und Prädikate mit ihren jeweiligen Typen definieren. Jeder Deklarationsteil beginnt mit ei-
nem Schlüsselwort wie sort, const oder opn. 
Sorten werden innerhalb von Sortendeklarationsteilen sig_sort _ decls definiert. Die Syntax hierfiir ist: 
sig_sort _decls: sort sig_yort _ decl { ; sig_sort _ decl }~ [; ] 
sig_sort_decl: sort id 
sort id: id 
Konstantensymbole (nullstellige Operatoren) werden innerhalb von Konstantendeklarationsteilen definiert. Die 
Syntax für Konstantendeklarationsteile ist: 
sig_const _ decls: 




constsig_const_decl {; sig_const_dec/ }~ [;] 




In einer Konstantendeklaration wird einem Konstantensymbol const_id als Typ ein Sortenname in der Syntax 
const _id : sort _ name zugeordnet. Der Sortenname muß dabei vorher in einer Sortendeklaration als Sorte definiert 
worden sein. Ein Konstantenname ist dabei ein Token vom Typ con, d.h. auch Zahlensymbole wie 0 sind als Kon-
stantennamen erlaubt. 
Operatoren werden in Operatordeklarationsteilen deklariert. Dabei ist ihr "Typ", d.h. die Sorten der Argumente 
des Operators und des Resultates eines Operators, anzugeben. Wir haben daher: 




opn sig_opn_dec/ {; sig_opn_decl }~ [;] 
opn_id: opn_type 
sort_name { * sortyame }~ ·> sort_name 
id 
symbol 
Ein Operatordeklarationsteil (sig_ opn_ decls) besteht aus dem Schlüsselwort opn und einer Folge von durch Se-
mikolon getrennten Operatordeklarationen (sig_opn _ decl). Jede Operatordeklaration beginnt mit dem Operator-
namen, dem durch Doppelpunkt getrennt die Typangabe folgt. Der Typ des Operators ist dabei definiert durch 
eine Folge von durch * getrennten Sortennamen, die die "Argumente" des Operators bilden, der Symbolfolge ·> 
und einem Sortennamen, der den "Ergebnistyp" des Operators benennt. Wie bei der Konstantendeklaration müs-
sen auch die Sortennamen, die in einer Operatordeklaration auftreten, vorher in Sortendeklarationen als Sorten 
deklariert worden sein. Ein Operatorname ist entweder ein selbstdefinierter Name vom Tokentyp id oder ein 
Symbolname vom Tokentyp symbol. 
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Prädikate werden in Prädikatdeklarationen hinter dem Schlüsselwort pred deklariert. Wie bei Operatordeklara-
tionen ist dabei der Typ des Prädikates (die Liste der Argumentbereiche) anzugeben. Wir haben daher die folgen-
de Syntax: 




pred sig_pred _ decl { ; sig_pred _ dec/ } ~ [ ; ] 
pred _id : pred _type 
sort _ name { • sort _ name } ~ 
id 
symbol 
Ein Prädikatdeklarationsteil (pred _ decls) besteht aus einer Folge von durch Semikolon getrennten Prädikatdekla-
rationen. Jede Prädikatdeklaration beginnt mit dem Prädikatnamen (pred _id) gefolgt von der Typangabe für das 
Prädikat getrennt durch einen Doppelpunkt. Die Typangabe ist dabei eine Folge von Sortennamen, die die ein-
zelnen "Argumente" des Prädikats bezeichnen und durch • getrennt sind. Wie bei der Konstantendeklaration und 
Operatordeklaration müssen auch die Sortennamen, die in einer Prädikatdeklaration auftreten, vorher in Sorten-
deklarationen als Sorten deklariert worden sein. Ein Prädikatname ist entweder ein selbstdefinierter Name vom 
Tokentyp id oder ein Symbolname vom Tokentyp symbol. 
Für jede Sorte eines abstrakten Datentyps werden implizit (d.h. ohne explizite Angabe) stets ein Prädikat = und 
ein Prädikat <> als zweistellig definierte Prädikate auf dieser Sorte vorausgesetzt (Diese werden bei einer 
späteren Realisation des Typs als Gleichheits- und Ungleichheitsrelation in dieser Sorte interpretiert). Diese Ein-
schränkung auf Sorten mit Gleichheit ist in SNL nötig, da wir zur Analyse von SNL-Netz-Modellen Marken im 
Netz auf Gleichheit überprüfen müssen. 
Innerhalb einer Signaturdefinition müssen benutzerdefmierte Namen für Sorten, Konstanten, Operatoren und 
Prädikate eindeutig sein, d.h. es darfkeine zwei benutzerdefinierte Sorten, Konstanten, Operatoren und Prädikate 
mit gleichem Namen geben (Kein Overloading). Außerdem benutzen Operatoren und Prädikate den gleichen Na-
mensraum, so daß es auch kein benutzerdefmiertes Paar Operator, Prädikat mit gleichem Namen geben darf. Es 
können aber durchaus eine Konstante und ein Operator oder eine Sorte und ein Operator oder eine Sorte und eine 
Konstante gleichbenannt sein. 
Die Namensräume verschiedener Signaturen sind disjunkt. Es können daher Sorten, Konstanten, Operatoren oder 
Prädikate in verschiedenen Signaturen gleichbenannt sein. Weiter bilden die Namen für Signaturen selbst einen 
eigenen Namensraum, so daß z.B. eine Signatur und eine Sorte (wie das häufig gemacht wird) gleichbenannt wer-
den können. 
Wir wollen nun zum Begriff der Signatur noch einige Beispiele betrachten: 
Beispiel 4 (Beispiele zum BegritT der Signatur) 
(a) Betrachten wir als erstes Beispiel einmal die Signatur eines abstrakten Datentyps, wie sie 
typischerweise zur Spezifikation eines "booleschen Datentyps" verwendet werden könnte. 







bool -> bool; 
I I bool * bool -> bool; 
&& bool * bool -> bool ; 
Wir haben hier eine Signatur für einen abstrakten Datentyp BOOL _ A vor uns, die eine Sorte 
bool definiert. Weiter gibt es zwei Konstantensymbole true und false vom Typ 
bool und die drei Operatoren ! (für nicht), 1 1 (für oder) und & & (für und). ! ist ein ein-
stelliges Operationssymbol für eine Operation, die ein Argument von der Sorte bool er-
wartet und ein Ergebnis von der Sorte boolliefert. I I und && sind zweistellige Opera-
tionssymbole für Operationen, die Argumente von der Sorte bool erwarten und ein Ergeb-
nis von der Sorte bool zurückgeben. Man beachte, daß defaultmäßig weiter stets die 
implizit vorhandenen Prädikate= und<> als zweistellige Prädikate auf der Sorte bool zur 
Signatur gehören. Wir haben hier übrigens nicht die Standardbezeichnungen and, or und 
not für die Operatoren von BOOL _ A gewählt, da and als Schlüsselwort von ML in SNL 
reserviert ist und damit nicht als benutzerdefmierter Name verwendet werden darf. 
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(b) Eine mögliche Signatur fUr einen abstrakten Datentyp, der eine "Art natürlicher Zahlen" be-
schreibt, könnte wie folgt aussehen: 







0 : bool; 
succ : nat -> nat; 
+ : nat * nat -> nat; 
<= : nat * nat; 
Wir habenhiereine Sorte nat, ein Konstantensymbol 0 vom Typ nat, zwei Operatoren+ 
und succ, sowie ein Prädikat<=. Die Operatoren+ und succ stehen dabei für Operatio-
nen Nachfolger (succ) und Addiere ( +) auf natürlichen Zahlen. Das <=Prädikat steht für 
die Kleiner-Gleich-Relation auf den natürlichen Zahlen. Auch hier sind standardmäßig = 
und < > vordefiniert. 
(c) Betrachten wir als ein weiteres Beispiel einmal die Signatur eines abstrakten Datentyps, wie 
sie typischerweise zur Spezifikation eines Datentyps "Stack" dienen könnte. 
signature STACK = sig 
sort stack; item; 
const empty stack; 
opn push stack * item -> stack; 
pop stack -> stack; 
top stack -> item; 
pred isempty : stack; 
end 
Die Signatur STACK definiert zwei Sortenstack und item, auf denen typische Opera-
tionen zur Manipulation eines Stacks von Elementen des Typs item aufsetzen. Solche 
Operationen wären eine Push-Operation (Operationssymbol push), die ein Element vom 
Typ item auf einen Stack bringt, eine Pop-Operation (Operationssymbol pop), die das 
oberste Element von einem Stack entfernt und eine Top-Operation (top), die das oberste 
Element auf dem Stack zurückgibt. Eine Relation (Relationssymbol i sempt y) könnte vor-
handen sein, die angibt, ob der Stack leer ist oder Elemente enthält. 
Die obigen Beispiele zeigen einfache Signaturen, die unabhängig voneinander sind. Bei komplexeren Anwen-
dungen beobachtet man aber häufig Abhängigkeiten zwischen verschiedenen Speziflkationen in der Weise, daß 
die eine Spezifikation Elemente einer anderen Spezifikation verwendet, so daß die Signatur der einen Spezifika-
tion als Bestandteil der anderen erscheint. So könnte man im Beispiel4c den abstrakten Datentyp STACK in der 
Weise präzisieren, daß man die "generische" Sorte item durch die "konkretere" Sorte nat der Spezifikation 
NAT aus Beispiel4b ersetzt. Man erhält dann die Signatur für einen abstrakten Datentyp STACKNAT, der einen 
Stack von natürlichen Zahlen speziflziert. Dabei kann es weiter sinnvoll sein, auch alle (oder einige) der Opera-
toren und/oder Prädikate des abstrakten Typs NAT auf STACKNAT zu übertragen, um z.B. verschiedene Stacke-
lemente addieren oder vergleichen zu können. 
Es wäre nun lästig, wenn man bei solchen Abhängigkeiten zwischen abstrakten Datentypen stets alle gewünsch-
ten Elemente eines bereits definierten Datentyps, die man innerhalb eines neu zu definierenden abstrakten Da-
tentyps verwenden will, noch einmal spezifizieren muß. Viel günstiger wäre es, wenn man über eine spezielle 
Deklaration den bereits definierten Datentyp auf einfache Weise als Bestandteil in die neu zu definierende alge-
braische Spezifikation integrieren kann. Ein solcher Mechanismus, den wir in SNL bereitstellen, erlaubt es, Spe-
zifikationen in andere Spezifikationen als Unterspezifikationen einzubinden. Der Name solcher 
Unterspezikationen und deren Signatur muß dann ebenfalls ein Bestandteil der Signatur des betreffenden abstrak-
ten Datentyps sein. Wir erweitern daher die Menge unserer Deklarationen, die im Rumpf einer Signaturdefinition 
stehen können, um einen Spezifikationsdeklarationsteil: 
sig_body _ dec/s: sig_sort _ decls 
sig_ const _ dec/s 
sig_ opn _ dec/s 
sigyred _ decls 
sig_spec _ decls 
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Der Spezifikationsdeklarationsteil selbst hat die folgende Syntax: 
sig_spec _ decls: specification sig_spec _dec/ { ; sig_spec _ dec/ }~ [ ; ] 
sig_spec _ dec/: spec _id: sig 
spec_id: id 
Innerhalb eines Spezifikationsdeklarationsteils (sig_ spec _ decls) hinter dem Schlüsselwort specification kann ein 
Benutzer bei der Definition der Signatur eines abstrakten Datentyps Namen und Signaturen für bereits vorhan-
dene abstrakte Datentypen angeben, die er als Unterspezifikationen mit dem gewählten Namen und der gewähl-
ten Signatur in die betreffende Spezifikation einbinden will. Eine Spezifikationsdeklaration ordnet dabei einer 
Signatur sig einen Namen spec _id zu, der zur Referenz der Signaturelemente von sig innerhalb der übergeordne-
ten Signatur verwendet wird. 
Die Elemente der Signatur von Unterspezifikationen können dann in der Form eines Namens 
spec _id _l.spec _id _ 2 . ... . spec _id _ n.name _ of_ e/ement _in _signature _spec _id _ n 
referenziert werden, wie man das von Strukturen in Sprachen wie PASCAL oder C kennt. Wir müssen daher die 
Syntax filr Namen (Token vom Typ .. _name nicht vom Typ .. _id) von Elementen innerhalb einer Signatur auf 
solche "Pfadnamen" verallgemeinern. Wir definieren daher: 
spec _name: spec _id { • spec _id }~ 
sort name: [ spec _ name • ] sort _id 
const name: [ spec _ name • ] const _id 
opn_name: [ spec_name.] opn_id 
pred name: [ spec _ name • ] pred _id 
In den meisten Spezifikationssprachen werden im Gegensatz zu unserem Ansatz die Elemente eingebetteter Spe-
zifikationen direkt über den Namen, den sie in der eingebetteten Spezifikation besitzen, angesprochen. Dies hat 
jedoch den Nachteil, daß es leicht zu Namenskollisionen kommen kann, die durch unseren Ansatz vermieden 
werden. Weiter sind bei uns Unterspezifikationen bzgl. ihrer Semantik automatisch vor Veränderungendieser Se-
mantik durch Gleichungen in der die Unterspezifikation einbindenden Spezifikation geschützt, da wir so eine Be-
einflussung per Defmition nicht erlauben. Diese Eigenschaft, die man Hierarchieerhaltung (hierarchy preserving) 
nennt, fordern die meisten Spezifikationssprachen für die Sprachkonstrukte, die einen hierarchischen Aufbau von 
Spezifikationen unterstützen. Sie ist jedoch für den Benutzer nicht offensichtlich, wenn die Namensräume von 
eingebundener und einbindender Spezifikation nicht streng getrennt sind. 
Die Form des Signaturbegriffs einschließlich des Konzepts der Unterspezifikationen, wie wir ihn verwenden, ft.n-
det man in fast identischer Form als Bestandteil des Modulkonzeptes der Sprache ML. Diese Übereinstimmung 
ist nicht zufällig, sondern liegt daran, daß wir ML als die Sprache filr die Realisation von abstrakten Datentypen 
gewählt haben. Wie wir noch genauer darlegen werden, kann man unseren Begriff der Signatur als Schnittstel-
lenbeschreibung ansehen, die sowohl die externe Schnittstelle einer algebraischen Spezifikation als auch die 
Schnittstelle eines ML-Moduls, der diese algebraische Spezifikation realisiert, beschreibt. 
Beispiel 5 (Beispiel zum Import von Signaturen) 
Betrachten wir als Beispiel für die Angabe einer Unterspezifikation den schon erwähnten abstrakten 
Datentyp STACKNAT. Wir gehen hier davon aus, daß wir eine Signatur NAT wie im Beispiel4 bereits 
definiert haben. 
signature STACKNAT = sig 







empty : stack; 
push : stack * N.nat -> stack; 
pop : stack -> stack; 
top : stack -> N.nat; 
isempty : stack; 
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Die Signatur von STACKNAT könnte man durch Einsetzen von NAT auch wie folgt beschreiben: 






3.1.2 Spezifikationen und Signaturen 
N.nat; stack; 
N.O : N.nat; 
empty : stack; 
N.succ : N.nat -> N.nat; 
N.+ : N.nat * N.nat -> N.nat; 
push : stack * N.nat -> stack; 
pop : stack -> stack; 
top : stack -> N.nat; 
<= : N.nat * N.nat; 
isempty : stack; 
Die Grundsyntax zur Angabe von abstrakten Datentypspezifikationen haben wir bereits am Anfang dieses Kapi-
tels vorgestellt. Sie lautet: 
spec _ decls: 
spec_decl: 
spec_id: 
specitication spec _decl { ; spec _ decl }~ [;] 
spec _id [ : sig ] = spec 
id 
spec: spec _id [ with rename_list end] 
spec spec _body end 
Wenn wir die optionalen Teile zunächst einmal ignorieren, wird innerhalb einer Spezifikationsdeklaration einem 
Namen spec _id eine Spezifikation zugeordnet, die entweder durch den Namen einer bereits definierten Spezifi-
kation oder durch eine Spezifikationsdefmition von der Gestalt spec spec _body end gegeben ist. Wir haben hier 
also eine Syntax, die analog zu der ftir Signaturen ist. Die Analogie läßt sich nun noch weiter ausdehnen. Nach 
der am Anfang gegebenen Syntax kann man sich den Rumpf einer Spezifikationsdefinition in einen Signatur- und 
einen Gleichungsteil unterteilt denken: 
spec_body: 
spec _body _ decls: 
{ spec_body_dec/s }~ 
spec _sig_ dec/s 
spec _eqn _ dec/s 
Der Signaturdeklarationsteil im Spezifikationsrumpf besteht dabei aus Deklarationsteilen, die analog zu den De-
klarationsteilen im Rumpf einer Signaturdefinition benannt sind. 
spec _sig_ decls: spec _sort _dec/s 
spec_const _dec/s 
spec _ opn _dec/s 
spec _pred _ dec/s 
Dies hat auch seinen guten Grund, denn der Signaturteil innerhalb einer Spezifikationsdefmition beschreibt ge-
rade die mathematische Signatur des abstrakten Datentyps und enthält daher wie eine Signaturdefmition auch die 
Definition der Sorten, Konstanten, Operatoren und Prädikate des abstrakten Datentyps mit ihren Typangaben. Im 
einfachsten Fall sind also zunächst die Signaturdeklarationsteile in einer Spezifikations- und Signaturdefmition 
syntaktisch gleich definiert. Wir haben damit im einfachsten Fall zunächst: 
spec _sort _ decls: 
spec _const _ dec/s: 
spec _ opn _decls: 
spec _pred _ decls: 
sig_sort_ dec/s 
sig_const _decls 
sig_ opn _ dec/s 
sig_pred _ decls 
Durch Austauschen der Schlüsselworte signature und sig im Beispiel 4 durch specification und spec erhalten 
wir also gültige Fonnen von Speziflkationsdeklarationen, die allerdings noch keinerlei Foffileln zur Spezifikation 
der Semantik beinhalten. 
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Beispiel 6 (Die Signatur BOOL_A als Spezifikation geschrieben) 
Die Signatur BOOL _ A kann man als Spezifikation BOOL _ A schreiben, indem man im Beispiel 4 das 
Schlüsselwort signature durch specification und das Schlüsselwort sig durch spec ersetzt. 






true: bool ; 
false:bool; 
bool -> bool; 
I I bool * bool -> bool; 
&& bool * bool -> bool ; 
Wie bei Signaturen gibt es auch bei Spezifikationen die Möglichkeit, bereits definierte Spezifikationen in neue 
Definitionen einzubeziehen. Im Gegensatz zu Signaturen bieten wir bei Spezifikationen hierfür mehrere Mög-
lichkeiten an, wobei sich nur die Methode der expliziten Hierarchisierung auch nach außen sichtbar in der Signa-
tur niederschlägt. 
Unter einer Hierarchisierung der Definition von Spezifikationen verstehen wir dabei die Einbindung bereits de-
finierter Spezifikationen in Form von Unterspezifikationen in andere Spezifikationen in der Weise, daß erstens 
die transitive Abhängigkeitsrelation (Spezifikation 1 hängt von der eingebunden Spezifikation 2, diese von einer 
eingebundenen Spezifikation 3 usw. ab) keine Zyklen enthält und zweitens die Semantik der eingebundenen Spe-
zifikationen nicht durch Gleichungen der einbindenden Spezifikationen beeinflußt werden darf. Weiter verlangt 
man für die Realisierungen solcher hierarchisch aufgebauter Spezifikationen, daß die Realisation einer überge-
ordneten Speziftkation durch ein algebraisches System auch eine Realisation der eingebundenen Unterspezifika-
tionen in Form von algebraischen Teilsystemen enthält und umgekehrt eine Realisation des Untersystems durch 
Hinzufügen von Wertebereichen, Konstanten, Funktionen und Relationen zu einer Realisation der übergeordne-
ten Speziftkation ausgebaut werden kann, so daß hier ein modulartigerAufbau von Realisationen und Spezifika-
tionen möglich ist. 
Prinzipiell erlauben wir, daß innerhalb einer Spezifikation Elemente einer anderen Spezifikation durch Angabe 
von vollqualifizierten Namen (path name.e/ement name) verwendet werden können, ohne daß die zugehörigen 
Speziftkationen explizit als Unterspezifikationen eingebunden werden müssen. Im Fall einer solchen impliziten 
Referenz einer anderen Spezifikation wird diese automatisch als Unterspezifikation mit von außen nicht sichtba-
ren und damit nicht verwendbaren Namen eingebunden. Die Anwendung einer solchen impliziten Hierarchisie-
rung beschränken wir aber, wie wir etwas später noch ausführlich erörtern werden, auf Fälle, in denen die implizit 
eingebundenen Spezifikationen völlig nach außen verdeckt sind, d.h. die referenzierten Elemente werden inner-
halb der Signatur der übergeordneten Speziftkation durch alternative Namen beschrieben. 
Sollen Signaturelemente einer Spezifikation, die als Unterspezifikation eingebunden werden soll, von einem ex-
ternen Benutzer verwendet werden können, so muß eine explizite Deklaration der einzubindenden Spezifikation 
als Unterspeziftkation erfolgen, wobei der Name, über den Elemente der Unterspezifikation angesprochen wer-
den, und die exportierte Signatur der eingebundenen Spezifikation auch in einer Signatur der übergeordneten 
Speziftkation auftreten muß. Die Syntax zur expliziten Angabe von Unterspezifikationen ist in Speziftkationsde-
finitionen etwas anders als bei Signaturen, da wir zwischen Einbindung einer Signatur (im Fall der Signaturdefi-
nition) und Einbindung einer Spezifikation, die ja auch Formeln enthalten kann, (im Fall einer Spezifikation) 
unterscheiden wollen. Wir erweitern daher unsere Syntax für Spezifikationen wie folgt: 
spec _sig_ decls; spec _sort _ dec/s 
spec_const _ dec/s 
spec _ opn_ dec/s 
spec yred _ dec/s 
spec_dec/s 
Neu ist hier also, daß wir es nun im Signaturteil einer Speziftkation (beschrieben durch spec_sig_ decls) zulassen, 
daß hier ebenfalls Speziftkationsdeklarationsteile stehen dürfen, die nun allerdings Unterspezifikationen be-
schreiben. Während man auf oberster Ebene bei der Deklaration einer Spezifikation in der Regel die Syntax 
spec _id = spec spec _body end zur Definition der Speziftkation verwendet, wird man zur Deklaration von Unter-
speziftkationen in der Regel die Syntax spec _id [ : sig ]= spec _name [ with rename _Iist end ] verwenden, da man 
ja eine bereits auf oberster Ebene definierte Spezifikation als Unterspezifikation einbinden will. Man beachte da-
bei, daß durch die Verwendung von spec _ nameauf der rechten Seite des Gleichheitszeichens es auch erlaubt ist, 
Unterspezifikationen anderer auf oberster Ebene definierter Spezifikationen einzubinden. Die Elemente einer so 
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definierten Unterspezifikation (sofern sie zur Benutzung freigegeben sind, wie wir etwas später erläutern) können 
dann (wie im Abschnitt über Signaturen schon erwähnt) über qualifizierte Pfadnamen der Gestalt 
spec _id _l.spec _id_2 . ... . element referenziert werden. Wir wollen hierzu das Beispiel unserer NATSTACK-
Signatur eirunal als Spezifikation schreiben. 
Beispiel7 (Verwendung der Spezifikation NAT als Unterspezifikation in STACKNAT) 
Wir gehen davon aus, daß wir eine Spezifikation NAT wie folgt gegeben haben: 







0 : nat; 
succ : nat -> nat; 
+ : nat * nat -> nat; 
<= : nat * nat; 
Unsere Spezifikation STACKNAT definieren wir dann wie folgt: 
specification STACKNAT = spec 
specification N = NAT; 
end 
sort stack; 
const empty : stack; 
opn push stack * N.nat -> stack; 
pop : stack -> stack; 
top : stack -> N.nat; 
pred isempty : stack; 
Man beachte, daß wir hier im Gegensatz zur Signaturdefinition = anstatt : in der Deklaration der Un-
terspezifikation verwendet haben, da es sich hier um die Einbindung einer Spezifikation handelt. 
Es stellt sich nun noch die Frage, wofiir man das optionale Konstrukt with rename _Iist end verwendet. Durch 
dieses Konstrukt kann man bei der Referenzierung einer bereits definierten algebraischen Spezifikation Signa-
turelementen der referenzierten Spezifikation einen neuen Namen innerhalb des Kontextes der referenzierenden 
Spezifikation geben. 
Auf oberster Ebene kann man z.B. die Elemente einer Spezifikation auf einfache Weise innerhalb einerneuen 
Spezifikation neu benennen, wie dies das folgende Beispiel verdeutlicht. 
Beispiel 8 (Alternative Benennung der Elemente von BOOL_A) 
Wir wollen einmal eine neue Spezifikation BOOL _ B einführen, die die Elemente von BOOL _ A alterna-
tiv durch bool, true, false, und, oder und nicht benennt. Dies läßt sich wie folgt realisieren. 
specification BOOL B = BOOL A 
with und for &&, 
oder for I 1, 
nicht for 
end; 
Die Syntax für die rename _Iist ist: 
rename Iist: 
rename decl: 
rename _ dec/ { [ , ] rename _ decl } ~ 
sort id for sort id - -
const id for const id - -
opn _id for opn _id 
pred _id for pred _id 
spec _id for spec _id 
Innerhalb einer rename _ decl wird dabei ein Element der referenzierten Spezifikationname _ 2 in ein Element der 
neuen Spezifikation mit Namen name 1 nach der Syntax name 1 for name 2 umbenannt. Man beachte dabei, 
daß nach wie vor Ffadnamen verwendet werden müssen, um die Elemente de;-neuen Spezifikation anzusprechen. 
Elemente der Signatur, die nicht in der rename Iist auftreten. aber exportiert werden. können in der neuen Spe-
ziftkation weiter mit ihrem alten Namen angesPr-ochen werden. 
Wir wollen uns nun der Erklärung der optionalen : sig Konstrukte innerhalb der bisherigen Syntax von Spezifi-
kationen zuwenden. Häufig steht man bei der Angabe von Speziftkationen von abstrakten Datentypen vor dem 
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Problem, daß man zur Definition der Eigenschaften eines Datentyps einige Hilfsgrößen veiWenden muß oder 
möchte, die der Benutzer einer abstrakten Datentypspezifikation nicht als von ihm veiWendbare Elemente der Si-
gnatur der abstrakten Datentypspezifikation ansehen soll. 
Für den oben beschriebenen Fall sieht man in der Regel vor, daß man bei der Definition einer Spezifikation an-
geben kann, welche der intern in der Spezifikation veiWendeten Symbole man benutzen darf. Wir spezifizieren 
diese "Exportangabe" über die Angabe einer Signatur sig. Betrachten wir hierzu ein Beispiel: 
Beispiel9 (Beispiel zur Verwendung von Signaturen mit Spezifikationen) 
(a) Wir wollen eine Signatur für natürliche Zahlen mit einer Konstanten 0, der Operation 
succ (Inkrementierung um 1) und der Multiplikation* angeben. 
signature NAT'MULT = sig 
sort nat; 
const 0 : nat; 
opn succ : nat -> nat; 
* : nat * nat -> nat; 
end 
Wenn wir für diese Signatur eine Semantik im Sinne der natürlichen Zahlen spezifizieren 
wollten, würden wir es mit einem Ansatz versuchen, der die Gleichungen 0 *m=O und 
succ (n ) * m = succ ( . . . ( succ (n*m) ) . . . ) beinhalten würde, wobei 
succ in der letzten Gleichung auf der rechten Seite m-mal auftritt und damit die Anzahl der 
Auftreten von succ in dieser Gleichung abhängig von m wäre. Wir würden mit dieser Me-
thode unendlich viele Gleichungen benötigen, um die Semantik von * zu spezifizieren, was 
nicht Sinn der Sache sein kann. 
Wenn wir nun als eine weitere Hilfsoperation +als Addition auf den natürlichen Zahlen ein-
führen, können wirdie Semantik von* überdie Gleichungen O*m=O und 
succ (n) * m = m + (n*m) spezifizieren. Wir wollen also in der Spezifikation die 
Operation + als Hilfsgröße einführen, aber garantieren, daß ein Anwender die Spezifikation 
nur gemäß der obigen Signatur NAT' MULT veiWenden kann. Dies schreiben wir in der 
Form: 










: nat -> nat; 
nat * nat -> nat; 
nat * nat -> nat; 
die Gleichungen 
Der Zusatz : NAT' MULT zum Namen der Spezifikation NAT' MULT sagt nun aus, daß für die externe 
Benutzung der Spezifikation NAT' MULT nur die Elemente der Signatur NAT' MULT zur Verfügung 
stehen. Die VeiWendung von+ ist damit bei der Anwendung der Spezifikation NAT' MULT verboten. 
Es sollte dabei klar sein, daß die Signaturangaben in der Signatur und in der Spezifikation gleich sein müssen. 
Die Spezifikation darf allerdings Signaturelemente enthalten, die nicht in der Signaturdefinition auftreten. Genau 
genommen müssen wir daher zwischen zwei Bedeutungen des Signaturbegriffs unterscheiden. Der Signaturbe-
griff im Sinne der Mathematik würde im Fall unserer Spezifikation NAT' MULT die verdeckte Operator+ als 
Operation von NAT' MULT enthalten. Die Signatur NAT' MULT im Sinne unserer Definition enthält dagegen nur 
die Elemente der mathematischen Signatur von NAT' MULT, die von der Spezifikation NAT' MULT zur externen 
VeiWendung exportiert werden. Es gibt aber auch noch eine andere Erklärungsmöglichkeit des Umgangs mit 
Spezifikationen, die verdeckte Elemente enthalten. Wir können die Signatur NAT' MULT als die mathematische 
Signatur des spezifizierten Datentyps ansehen, der entsteht, wenn wir die Realisierungen der Spezifikation 
NAT' MULT auf die Signaturelemente der Signatur NAT' MUL T einschränken. Wir werden diese Interpretation für 
Realisationen von Spezifikationen mit verdeckten Elementen übernehmen. 
Auf Grund der Syntax für Signaturen kann man im obigen Beispiel für den Namen der Signatur NAT' MULT auch 
die Signaturdefinition von NAT' MULT selbst einsetzen. Wir könnten also schreiben 
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specification NAT'MULT : 










0 : nat; 
succ : nat -> nat; 
* : nat * nat -> nat; 
Spezifikation von NAT'MULT *) 
nat; 
0 : nat; 
succ : nat -> nat; 
+ : nat * nat -> nat; 
* : nat * nat -> nat; 
(* ....... die Gleichungen ..... *) 
end 
Da man in diesem Fall alle Signaturdeklarationen doppelt hat, was zu unnötiger Schreibarbeit führt, kann man in 
der Spezifikation Signaturdeklarationen, die in der Signaturdefinition schon vorhanden sind, auch weglassen und 
braucht innerhalb der Spezifikation nur noch die Elemente der Signatur zu deklarieren, die nicht bereits in der 
Signaturdeklaration vorhanden sind. Das obige Beispiel verkürzt sich also zu: 
specification NAT'MULT : 





0 : nat; 
succ : nat -> nat; 
* : nat * nat -> nat; 
end = spec (* Spezifikation von NAT'MULT *) 
(* verdeckte Operation + *) 
opn + : nat * nat -> nat; 
(* ....... die Gleichungen ..... *) 
end 
Da auch in der Signatur NAT' MULT bereits nat, 0, succ und* deklariert sind, kann man auch kurz schreiben 
specification NAT'MULT : NAT'MULT = spec 
(* Spezifikation von NAT'MULT *) 
(* verdeckte Operation + *) 
opn + : nat * nat -> nat; 
die Gleichungen 
end 
wobei alle Deklarationen aus der Signatur NAT' MULT in die Spezifikation NAT' MULT übernommen werden. 
Welche der drei angegebenen Darstellungen man wählt, ist im Prinzip egal. Wenn man getrennt stehende Defi-
nitionen der Signatur und Spezifikation eines Datentyps hat, ist es aber in der Regel sinnvoll, die Signaturdekla-
rationen innerhalb der Spezifikation zu duplizieren, um sie in der Speziftkationsdefmition sichtbar vor Augen zu 
haben. Dies reduziert Fehler, die dadurch entstehen, daß man Signaturelemente falsch verwendet, weil man ihre 
Definition nicht vor Augen hat. Das Werkzeug, das die SNL-Spezifikation interpretiert, sollte dann Signatur- und 
Speziftkationsdefmition darauf überprüfen, ob in diesen duplizierte Signaturelemente gleich definiert sind. 
Da die Signaturangabe in einer Spezifikationsdeklaration optional ist, müssen wir noch festlegen, was im Fall des 
Fehlens der Signaturangabe passiert. Die Defaultregel ist hier, daß bei Fehlen der Signaturangabe alle innerhalb 
der Speziftkation defmierten Signaturelemente extern verwendbar sind. 
Wir wollen noch einmal unser Beispiel STACKNAT betrachten. Die Speziftkation STACKNAT verwendet die 
Spezifikation NAT in Form einer Unterspeziftkation, so daß die Signatur STACKNAT aus Beispiel 5 die externe 
Schnittstelle von STACKNAT beschreibt. Damit sind alle Elemente der Spezifikation NAT auch für Benutzer von 
STACKNAT in der Form qualifizierter Namen verwendbar. 
STACKNAT benötigt von der Spezifikation NAT aber nur die SorteN. na t, so daß es durchaus sinnvoll wäre, die 
Signatur von STACKNAT bzgl. der verwendeten Spezifikation NAT auf das Element N. nat einzuschränken. 
Dies kann man dadurch erreichen, daß man in der Unterspeziftkationsanweisung für NAT zum Speziftkationsna-
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men N eine Signatur explizit angibt, die nur die Sorte n a t enthält. Ein externer Benutzer kann dann nur die Ele-
mente von N verwenden, die innerhalb dieser Signatur spezifiziert sind. Man beachte dabei, daß die angegebene 
Signatur nur eine Einschränkung der exportierten Signatur von NAT sein darfund keine Elemente enthalten kann, 
die nicht auch in NAT deftniert sind und von NAT exportiert werden. Das folgende Beispiel zeigt eine Spezifika-
tion von S TACKNAT, bei der die Benutzung der NAT Unterkomponente auf die Sorte na t eingeschränkt wurde. 
BeispiellO (Einschränkung der Benutzung von Unterspezifikationen) 
Wir beschränken die Benutzung der Unterspezifikation N=NAT in STACKNAT, indem wir N eine Si-
gnatur als Typ zuordnen, die nur die Sorte nat enthält. 
specification STACKNAT = spec 
end 






empty : stack; 
push stack * N.nat -> stack; 
pop : stack -> stack; 
top : stack -> N.nat; 
isempty : stack; 
Nun wäre es noch günstig, wenn man N. nat noch innerhalb von STACKNAT so umbenennen könnte, daß die 
Unterspezifikation N von außen ganz verdeckt wäre. Wir erlauben daher, daß man beliebige Elemente einer Spe-
zifikation mit einem weiteren Namen versehen kann. In unserem Beispiel könnte man N • n a t z.B. einen weiteren 
Namen nat über die Sortendeklaration 
sort nat=N.nat 
zuordnen. Wenn wir nun anstatt N nur noch n a t in der Signatur der Spezifikation auffiihren, so ist die Benutzung 
der Spezifikation NAT nach außen völlig verdeckt. 
Beispielll (Alternative Namen und Verdecken von Hierarchien) 
Wir wollen in der Spezifikation STACKNAT einen alternativen Namen nat für N. nat einftihren und 
die Signatur von STACKNAT so umdefinieren, daß sie keine explizite Referenz mehr auf die Unterspe-
zifikation N enthält. Das sieht dann wie folgt aus: 
specification STACKNAT : 







empty : stack; 
push : stack * nat -> stack; 
pop : stack -> stack; 
top : stack -> nat; 
isempty : stack; 
spec (* Spezifikationsteil *) 
specification N : NAT = NAT; 
sort nat=N.nat; 
Hier folgen die Gleichungen ... 
end 
Wie wir schon angedeutet haben, erlauben wir eine implizite Einbettung einer Spezifikation als Unterspezifika-
tion, wenn die externe Schnittstelle ( d.h. die Signatur der einbettenden Spezifikation) keine expliziten Referenzen 
auf die inkludierte Spezifikation enthält. Im obigen Beispiel können wir daher die Unterspezifikationsdeklaration 
von NAT auch weglassen und einfach schreiben: 
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Beispiel12 (Implizite Referenz und deren Verdeckung) 
Das Beispiel 11 schreibt sich mit einer impliziten Referenz von NAT wie folgt 
specification STACKNAT : 







empty : stack; 
push : stack * nat -> stack; 
pop : stack -> stack; 
top : stack -> nat; 
isempty : stack; 
spec (* Spezifikationsteil *) 
sort nat=NAT.nat; 
Hier folgen die Gleichungen 
end 
Damit die Verwendung alternativer Namen für bereits definierte Sorten, Konstanten, Operatoren und Prädikate 
erlaubt ist, müssen wir unsere Sprachsyntax wie folgt verallgemeinern. 
spec _sort _ decls: 
spec _ const _ decls: 
spec _ opn _ dec/s: 
spec _pred _ dec/s: 
spec _sort _dec/: 
spec _ const _dec/: 
spec _ opn _ dec/: 
spec _pred _ decl: 
sort spec _ sort _ dec/ { ; spec _sort _ dec/ } ~ [ ; 1 
const spec _ const _ decl { ; spec _ const _ decl } ~ [ ; 1 
opn spec_opn_dec/ { ; spec_opn_decl }~ [; 1 
pred spec _pred _ dec/ { ; spec _pred _decl } ~ [ ; 1 
sort_id [ = sort_name 1 
const_id [: sort_name 1 [ = const_name 1 
opn_id [ : opn _type 1 [ = opn _name 1 
pred _id [ : pred _type 1 [ = pred _ name 1 
Die Typangaben in den Signaturdeklarationen einer Spezifikation sind nun optional und müssen im Fall einer al-
ternativen Namensdeklaration nicht unbedingt vorhanden sein, da ja in diesem Fall der Typ durch das rechts vom 
Gleichheitszeichen folgende Signaturelement, das vorher mit Typ definiert sein muß, eindeutig bestimmt ist. 
Man beachte weiter, daß die ... _name Konstrukte Pfadnamen erlauben, während die . . . id Konstrukte keine pfad-
komponenten enthalten dürfen. -
Alternativ zur Methode der Unterspezifikationen möchte man oftmals eine bereits definierte Spezifikation so in 
eine neu zu definierende Spezifikation einbinden, als ob der Rumpf dieser einzubindenden Spezifikation inner-
halb der einbindenden Spezifikation selbst definiert wäre. Hierzu flihren wir eine weitere Deklarationsaft inner-
halb von Spezift.kationsdefinitionen ein, die wir Inkludedeklaration nennen. Die Wirkung einer 
Inkludedeklaration der Gestalt 
include NAT 
ist dann so deftniert, daß man sich diese Inkludedeklaration durch den Inhalt des Rumpfes der Spezifikation NAT 
ersetzt denken muß. Wir haben also: 
spec _sig_ dec/s: 
Den Inkludedeklarationsteil definieren wir wie folgt: 
spec _inc/ude _ decls: 
spec _include _ decl: 
spec _sort _ dec/s 
spec_const _ decls 
spec _opn_ decls 
spec _pred _ decls 
spec_decls 
spec _include _decls 
include spec _include _ decl { ; spec _include _ decl }~ [ ; 1 
spec _name [ with rename _Iist end 1 
Damit könnten wir unser STACKNAT Beispiel auch wie folgt umschreiben: 
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Beispiel13 (Alternative Namen und Verdecken von Hierarchien mit der Inkludedeklaration) 
Unter Verwendung der Inkludedeklaration können wir STACKNAT wie folgt beschreiben: 
specification STACKNAT : 







empty : stack; 
push : stack * nat -> stack; 
pop : stack -> stack; 
top : stack -> nat; 
isempty : stack; 
spec (* Spezifikationsteil *) 
include NAT; 
(* Alle Elemente aus NAT sind ab hier ohne Angabe eines *) 
(* Pfadnamens verwendbar *) 
Hier folgen die Gleichungen 
end 
Man beachte dabei, daß die Semantik einer Inkludedeklaration im allgemeinen von der einer analogen Unterspe-
zifikationsdeklaration verschieden ist, da die Semantik einer Inkludedeklaration einfach als abkürzende Schreib-
weise für die Angabe aller Deklarationen im Rumpf der inkludierten Spezifikation anstatt der lnkludedeklaration 
definiert ist. Das bedeutet insbesondere, daß nachfolgende Gleichungen die Semantik der durch den Rumpf der 
inkludierten Spezifikation gegebenen Signaturelemente verändern können. ohne daß dies wie im Fall einer Un-
terspezifikationsdeklaration verboten ist. Realisierungen der inkludierenden Spezifikation enthalten daher im all-
gemeinen auch nicht Realisationen der inkludierten Spezifikation in Form von algebraischen Untersystemen, wie 
dies bei Unterspezifikationsdeklarationen der Fall war. Wenn man aber als Benutzer dafür sorgt, daß hinter einer 
Inkludedeklaration keine Gleichungen folgen, die die Semantik der durch die Inkludedeklaration gegebenen Ele-
mente verändern, so kann man sich ein lnkludedeklaration durchaus äquivalent zu einer Unterspezifikationsde-
klaration denken, in der alle Elemente der eingebundenen Spezifikation ohne Angabe von Pfadnamen, d.h. nur 
über ihre Elementnamen referenziert werden können. 
Bei der Inkludierung von Spezifikationen erlauben wir es wie auch bei der Einbindung von Spezifikationen als 
Unterspezifikationen, daß ein und dieselbe Spezifikation mehrfach eingebunden werden darf. Während dies im 
Fall einer Unterspezifikation nicht problematisch ist, da hier jede Unterspezifikation in der Regel einen eindeu-
tigen Namen besitzt, hätten wir bei der mehrfachen Inkludierung einer Spezifikation die Deklarationen der ein-
zelnen Elemente der inkludierten Spezifikationen mehrfach, was nicht sinnvoll ist. Generell gilt daher in SNL die 
Regel, daß weitere Deklarationen eines bereits definierten Signaturelementes die Definition von diesem über-
schreiben, aber nur dann erlaubt sind, wenn nicht vorher definierte andere Elemente das betreffende Element auf 
Grund der neuen Deklaration syntaktisch falsch verwenden würden. Um Namenskollisionen zwischen gleichbe-
nannten, aber verschiedenen Elementen von Spezifikationen, die inkludiert werden sollen, zu vermeiden, ist es 
daher ähnlich wie bei Unterspezifikationsdeklarationen erlaubt, die Elemente einer zu inkludierenden Spezifika-
tion bei der Inklusion umzubenennen. Die Syntax ist hierbei äquivalent zu der von Unterspeziflkationsdeklara-
tionen. 
3.1.3 Formeln 
Formeln sind innerhalb unserer SNL-Deflnition abstrakter Datentypen geschlossene Formeln einer prädikatenlo-
gischen Sprache 1. Ordnung, wie dies bei der Spezifikation abstrakter Datentypen üblich ist. Aus theoretischer 
Sicht beschreiben wir im folgenden ein etwas allgemeineres Konzept, das beliebige formale Sprachen 1. Ordnung 
zuläßt, da sich die Deflnitionen hierfür nicht wesentlich von dem Spezialfall einer klassischen Prädikatenlogik 
unterscheiden. Dabei ist uns klar, daß die Einbeziehung von Quantoren. wie wir sie auch im Fall einer Prädika-
tenlogik und damit in SNL erlauben, so allgemeine Spezifikationen zulassen, daß eine computergestütze Analyse 
oder Transformation solch allgemeiner Spezifikationen unmöglich ist. Wir werden daher in SMARAGD und 
auch in SNL Mechanismen zur konstruktiven Spezifikation von Datentypen einbinden, die theoretisch auf einem 
einfacheren gleichungsorientierten Kalkül beruhen, der eine weitgehende automatische Transformation von sol-
chen Spezifikationen. die konform zu den Konstruktionsregeln sind, in ML-Implementierungen möglich macht. 
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Gleichwohl halten wir es durchaus für sinnvoll, auch allgemeine prädikatenlogische Formeln zuzulassen, wobei 
dann Spezifikationen, die nicht automatisch transfonnierbar sind, mit manueller Unterstützung implementiert 
werden müssen. Die Intention dabei ist, daß ein normaler Anwender von SMARAGD seine Modelle nur gemäß 
der angegebenen Konstruktionsregeln erstellt, die eine weitgehend automatische Transformation in Implemen-
tierungen ermöglicht, weiter aber ein Expertenmodus vorhanden ist, der es in algebraischer Spezifikation versier-
ten Personen erlaubt, komplexere Spezifikationen. die nicht gemäß der erwähnten Konstruktionsregeln gebildet 
sind, anderen Anwendern innerhalb von Libraries bereitzustellen. wobei die zugehörigen Standardimplementie-
rungen gegebenenfalls manuell erstellt werden. Man beachte dabei, daß die genaue Festlegung der oben erwähn-
ten Konstruktionsregeln nicht Gegenstand dieser Arbeit sind, sondern zu einem späteren Zeitpunkt im 
Zusammenhang mit der Realisierung der Transformationskomponente spezifiziert werden. Der Leser wird daher 
in dieser Arbeit in Zusammenhang mit dazugehörigen SNL-Konstrukten nur einige Hinweise finden, wie solche 
Konstruktionsregeln aussehen könnten, aber keine vollständige Spezifikation von Ihnen finden. 
Ein weiterer Grund dafür, daß wir allgemeine prädikatenlogische Formeln innerhalb von SNL zulassen ist es, daß 
wir, wie wir später sehen werden, innerhalb der Beschriftungen eines SNL-Petri-Netz-Modells beliebige prädi-
katenlogische Formeln interpretieren können und auch wollen. 
Die Bauelemente von Formeln einer formalen Sprache 1. Ordnung sind zunächst Terme bestehend aus Konstan-
ten, Variablen, Operationssymbolen und Klammem als Hilfsgrößen. Aus Termen und Prädikaten kann man dann 
elementare Formeln bilden. Diese lassen sich wiederum mit logischen Konnektoren der formalen Sprache (wie 
andalso, orelse und not) zu einfachen Formeln der Sprache zusammenbinden. Die Einbeziehung von Quantoren 
führt schließlich zu allgemeinen geschlossenen Formeln der formalen Sprache 1. Ordnung. 
Zwn Aufbau der Terme benötigt man in der Regel Variablen, denen eine Sorte als Typ zugeordnet ist. Der Glei-
chungsteil spec _eqn _ dec/s besteht daher zunächst aus Variablen- und Formeldeklarationsteilen: 
spec _ eqn _ dec/s: spec _var _dec/s 
spec Jormula _ decls 
Im folgenden Abschnitt wollen wir zunächst Variablen und Terme näher erläutern. 
3.1.3.1 Variablen und Terme 
Terme sind nach gewissen Konstruktionsregeln gebildete Wörter (Zeichenketten von Symbolen) über einem Al-
phabet, das aus Symbolen einer Signatur eines abstrakten Datentyps, zu dieser Signatur gehörenden Variablen-
symbolen und runden Klammem als Hilfssymbolen besteht. Die Konstruktionsregeln beschreiben dabei, wie 
man "syntaktisch sinnvoll" Operatoren auf Argwnentterme anwenden kann. um dadurch neue Terme zu gewin-
nen. Die Regeln lauten: (1) Variablen- und Konstantensymbole sind bereits Terme eines definierten Typs (d.h. 
von einer gewissen Sorte). (2) Wenn ich einen Operatorfvom Typ typ0 (j)=(w,s) mit w=s1s2 ... st und eine Folge 
von Termen t~> t2, ... ftmit typ0 (t;)=s;für i=J,2, .. khabe, so ist die Symbolfolgeftt1,t2, .. ,tt) wiederumein Term vom 
Typ s. Wir defmieren daher: 
Def. 2 (Terme und Typ von Termen) 
Sei SlG=(S, n., n, typ0 , typn) eine Signatur und V s=<Vs(s))sEs eine Familie von Variablen der Sorten 
sE S. Die Sprache der Terme TERM(SIG,Vs) der Signatur SJG mitVariablen aus der Familie Vs und der 
Typ von Termen typ(t) sind wie folgt rekursiv definiert: 
(1) für jedessESund jedes Variablensymbol vE Vs(s) ist das Wort v ein Element von TERM(SIG,Vs) 
und es ist typ(v)=s, 
(2) für jedes roE n. mit typ0 (ro)==(w,s) und jede Folge von Termen t1, t2, ... , ftE TERM(SJG,V8) mit 
typ(t1)typ(t2) ... typ(tt)=w gehört das Wort t=ro(t1, t2, ... , ft) der Menge TERM(SIG,Vs) an und es ist 
typ(t)=s. 
Während Konstanten in ihrer Syntax bereits innerhalb der Signatur eines abstrakten Datentyps spezifiziert wor-
den sind, müssen wir vor Bildung von Termen zunächst die hierzu verwendeten Variablen und ihren Typ spezi-
fizieren. Dies geschieht in unserer Spezifikationssprache hinter dem Schlüsselwort var in 
Variablendeklarationsteilen. Diese haben die Gestalt: 
spec _var _ dec/s: 
spec _ var _ dec/: 
var id: 
var spec _ var _ decl { ; spec _ var _dec/ } ~ ( ; ] 
var id : sort name - -
id 
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Die obige Deftnition von Tennen läßt sich nun einfach auf unsere Spezifikationssprache übertragen, indem wir 
deftnieren, daß ein Tenn entweder ein Konstantensymbol const _ name, ein Variablensymbol var _id oder ein 
Wort der Gestalt opn_name(term_/ist) ist. In der Praxis werden jedoch aus historischen Gründen einige häuftg 
verwendete Operatoren in einer etwas anderen Schreibweise verwendet. So schreibt man zweistellige Operato-
ren, wie+ oder-, meistens in der Inftxschreibweise term opn nametermund einstellige Operatoren, wie das lo-
gische Nicht (hier im Zeichen !), in der Präfixschreibweise ! term (Man beachte das Fehlen der Klammem). Um 
solchen historisch bedingten Standardschreibweisen Rechnung zu tragen, erlauben wir es, daß man innerhalb ei-
ner Spezifikation die Infix- oder Präftxschreibweise fiir zweistellige Operatoren und Prädikate, die Assoziativität 
eines InfiXoperators oder -prädikats und die Priorität des Operators oder Prädikats explizit angeben kann. 
Als Default wird jeder definierte Operator und jedes deftnierte Prädikat in Präftxfonn verwendet, wobei einstel-
lige Operatoren oder Prädikate in der Form opn _ name term, pred _ name term oder opn _ name( term ), pred _ name 
(term) verwendet werden können. Bei mehreren Argumenten müssen die Argumenttenne explizit in runden 
Klammem eingeschlossen werden, wobei die einzelnen Argumenttenne durch Komma zu trennen sind. 
Um einen zweistelligen Operator oder ein zweistelliges Prädikat in Inftxschreibweise benutzen zu können, muß 
man ihn oder es als lnftx in einer Infix-Deklaration deklarieren. Wir erweitern unseren Gleichungsteil daher noch 
um Inftx-Deklarationsteile: 
spec _ eqn _ decls: 
Die einzelnen Deklarationsteile haben die Gestalt: 
spec _injix _ decls: 
spec _in[IXr _ decls: 
spec _in[IX _ decl: 
spec _ var _ decls 
spec Jormula _ decls 
spec _infix _ decls 
spec _injixr _ decls 
infix spec _injix _decl { ; spec _infix _ decl } ~ [ ; ] 
infixr spec _injix _ decl { ; spec _infix _ decl } ~ [ ; ] 
opn _id [ num ] 
pred _id [ num ] 
Der Unterschied zwischen spec _injix _ decls und spec _in[IXr _ decls ist nur, daß Operatoren und Prädikate im er-
sten Falllinksassoziativ und im zweiten Fall rechtsassoziativ sind. Das optionale num Argument gibt die Präze-
denz des Operators oder Prädikats im Bereich von 0 bis 9 an. Fehlt es, so wird als Defaultpräzedenz 0 gewählt. 
Bei der Vergabe der Präzedenz sollte man sich am folgenden Schema orientieren: 
Präftxoperatoren und -prädikate haben höchste Präzedenz (8). 
Arithmetische Infix-Operatoren mit höherer Präzedenz (wie Multiplikation * und Division/) ha-
ben die nächsthöchste Präzedenz (7). 
Arithmetische Infix-Operatoren mit geringerer Präzedenz (wie Addition+ und Subtraktion-) ha-
ben Präzedenz 6. 
Inftx-Vergleichsoperatoren (wie<,<=,=,>= und<>) haben Präzedenz 4. 
Der logische Operator andalso ( logisches Und) hat die Präzedenz 2 
Der logische Operator orelse (logisches Oder) hat die Präzedenz 1 
Die Definition eines Tenns unserer Sprache wird durch folgende Grammatik bestimmt: 
term: opn_ name ( term _Iist ) 
opn _ name term 
term Iist: 




term { , term }~ 
Gemäß der mathematischen Deftnition sind zunächst einmal alle Konstanten- und Variablensymbole 
(const_name bzw. var _id) Tenne. Aus Konstanten und Variablen als Basistennen und den Operationssymbolen 
kann man nun allgemeinere Tenne durch iterative Anwendung von Operationssymbolen auf Tenne zusammen-
setzen. Dabei erlauben wir fiir einstellige Operatoren die Präfixschreibweise opn _name term (ohne Klammem), 
bei zweistelligen Operatoren die Infixschreibweise term opn _name term, sofern der Operator vorher in einer In-
fixdeklaration als Inftx definiert ist oder fiir beliebige Präfixoperatoren (auch einstellige) die funktionale Schreib-
weise opn_name ( term_list ). Durch Klammerung von Tennen ist es weiter möglich, die implizit durch die 
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Präzedenzen der verwendeten Operatoren gegebene Abarbeitungsreihenfolge von Tennen zu verändern, wobei 
geklammerte Ausdrücke höchste Präzedenz haben. 
Bei Anwendung eines Operationssymbols auf Tenne muß die Anzahl der Tenne mit der Stelligkeit des Operators 
übereinstimmen, wie dies aus der mathematischen Definition ersichtlich ist. Die Stelligkeit eines Operators ist 
dabei die Anzahl der Argumente, die diesem Operator bei der Definition zugeordnet wurde. Weiter muß der Typ 
jedes Terms der Sorte des jeweiligen Argumentes in der Definition des Operators entsprechen. Wir wollen einmal 
einige Beispiele für Tenne betrachten. 
Beispiel14 (Beispiel für Terme) 
(a) Beispiele für Tenne der Signatur BOOL _ A mit Infixoperatoren & & der Präzedenz 2 und I I 
der Präzedenz 1 und Präfixoperator ! wären ! ( x 1 1 y & & z ) oder x & & y I I ! z. Man 
beachte, daß bzgl. der Prioritäten diese Ausdrücke zu lesen sind als ! ( x I I ( y & & z ) ) und 
(x&&y) II (!z). 
(b) Beispiele für Tenne der Signatur NAT mit Präfixoperator succ und Infixoperator +sind 
succ (0) +x und (succ x) + (succ (succ 0) +y). 
(c) Beispiele für Tenne der Signatur STACK sind top (push (push (st, x), y)) und 
pop (push (empty, x)). Hierbei sind x und y Variablen vom Typ item und st vom 
Typ stack. 
3.1.3.2 Atomare Formeln 
Atomare Formeln (atomare Ausdrücke ) definieren die Basiselemente zum Aufbau von Formeln einer Sprache 
1. Ordnung. Sie ergeben sich durch Anwendung von Prädikaten eines abstrakten Datentyps auf Tenne dieses 
Datentyps. Mathematisch läßt sich dies wie folgt formulieren: 
Def.3 (atomare Fonneln) 
Sei S/G=(S, Q, 0, typ0 , typn) eine Signatur und V s=(V5(s)),es eine Familie von Variablen der Sorten 
sES. Die Sprache der atomaren Formeln FORM(SJG,V5) der Signatur S/G mit Variablen aus der Fa-
milie Vs ist die kleinste Sprache, die der folgenden Bedingung genügt: 
für jedes Prädikat nE n und jede Folge von Tennen (t1, t2, ... , tJ mit typ(t1) ... typ(tt)=typn(n) 
gehört das Wort n(tl>t29 ... ,tk) der Sprache FORM(SJG, V5) an. 
Die Syntax zur Bildung von atomaren Formeln ist: 
elementary Jormula: pred _ name ( term _Iist ) 
pred _ name term 
term pred _ name term 
term Iist: term { , term }~ 
Wie bei Operatoren hat man auch bei der Anwendung von Prädikaten die Möglichkeit einer Präfixanwendung 
der Gestalt pred _ name term bei einstelligen Prädikaten, der Infixschreibweise term pred _ name term bei zwei-
stelligen Prädikaten, die als Infix deklariert sind oder der funktionalen Anwendung pred _name ( term _Iist ), die 
für Prädikate mit beliebiger Stelligkeit gilt. 
Wie auch bei Termen ist bei Anwendung eines Prädikates auf die Anzahl und die Typen der Argumente zu ach-
ten. Die Anzahl der Argumente und ihre Typen müssen mit der in der Definition des Prädikates gegebenen An-
zahl und Typspezifikation übereinstimmen. Betrachten wir einmal ein paar Beispiele für atomare Formeln: 
Beispiell5 (Beispiele für atomare Formeln) 
(a) Atomare Formeln der Signatur BOOL _ A mit zweistelligem Prädikat =, das als Infixprädikat 
stets vordefiniert ist, sind unter anderem true = f alse, 
true && x =trueundx II y = ! ( !x && !y ). 
(b) Atomare Formeln zu NAT sind succ (x) + y =succ (x + y) oder succ x < x. 
(c) AtomareFonnelnfürSTACKsindisempty(push(st,x)) oder 
x = top (push ( st, x) ) , wobei hier x eine Variable vom Typ item und st eine Va-
riable vom Typ stack ist. 
-24-
3.1.3.3 Allgemeine Formeln 
Aus atomaren Formeln kann man nun durch Verknüpfung mit "logischen" Konnektoren und Quantifizierung von 
Variablen durch Quantorensymbole Formeln einer formalen Sprache 1. Ordnung zusammensetzen. Mathema-
tisch läßt sich dieser Prozeß wie folgt beschreiben: 
Def. 4 (Formeln einer formalen Sprache 1. Ordnung) 
Sei SIG=(S,D.,ll,typ0 ,typn) eine Signatur. L1 sei eine Menge, deren Elemente wir im Kontext dieser De-
fmition einstellige logische Konnektoren nennen werden. L2 sei eine Menge, deren Elemente wir im 
Kontext dieser Defmition zweistel/ige logische Konnektoren nennen werden. Weiter sei V5=(V,).es eine 
Familie von paarweise zueinander disjunkten Mengen, wobei jede Menge in zwei Mengen l({(s) und 
V~(s) partitioniert ist. Im Kontext dieser Definition nennen wir Elemente der Menge l(((s) freie Varia-
blen der Sorte sESund Elemente der Menge V~(s) gebundene Variablen der Sorte sE S. Qs=(Q,)ses sei 
weiter eine Farnilie von Mengen, deren Elemente wir im Kontext dieser Definition Quantaren der Sorte 
sESnennen werden. Die Menge U bestehe nur aus den Symbolen'(' und')' als Hilfszeichen. 
(a) FORM(SJG ,L1,L2, V5,Qs) sei die kleinste Menge, die die folgenden Bedingungen erflillt. 
(1) FORM(SJG,VJ) ~ FORM(SJG,L1,L2,V5 ,Qs). 
(2) Für jeden einstelligen Konnektor oE L1 und jedes Element aE FORM(SJG ,L1,L2 , V5,Qs) ge-
hört das Wort o(a) der Menge FORM(S/G,L1,L2,V5,Q5) an. 
(3) Für jeden zweistelligen Konnektor oEL2 und alle a,ßE.FORM(SJG,L1,L2,V5,Q5) gehört das 
Wort (a)o(f3) der Menge FORM(SJG,L1,L2, V5,Q5 ) an. 
(4) Für jedes sE S, jede freie Variable xE \1(s), jede gebundene Variable ~E V~s), jeden Quantor 
qE Q, und jedes Element aE FORM(SJG,L1,L2,V5,Q5 ) gehört das Wort q~a(x/~) der Menge 
FORM(SJG,L1,L2,V5,Qs) an. Dabei ist a(x/~) das Wort, daß aus a dadurch entsteht, daßman 
jedes Vorkommen der freien Variablen x durch~ ersetzt. 
(b) Die Mengenfolge ALP H=(V5,!J.,ll,L1,L2>Qs.U) nennt man im Kontext dieser Defmition ein Alpha-
bet 1. Ordnung über der Signatur S/G mit einstelligen Konnektoren aus L1, zweistelligen Konnek-
toren aus L2, Variablen aus der Familie V5 und Quantoren aus der Familie Q5• 
(c) Das Tripel L=(ALPH,TERM(S/G,V5),FORM(SJG,L1,L2,V5,Qs)) wird eine formale Sprache 1. 
Ordnung genannt. 
(d) Elemente der Menge FORM(SIG,L1,L2,V5,Q5) nennen wir Formeln der Sprache L. 
(e) Eine Formel aEFORM(SJG,L1,L2,V5,Q5) heißt geschlossen, wenn sie keine freien Variablensym-
bole (d.h. Symbole aus den Mengen Vf(s) für alle sES) enthält. 
In SNL beschränken wir uns auf den Fall einer klassischen Prädikatenlogik 1. Ordnung, d.h. die Menge der ein-
stelligen Konnektoren besteht bei uns nur aus einem Konnektor not (logisches nicht) und die Menge der zwei-
stelligen Konnektoren aus andalso (logisches und), orelse (logisches oder) und => (logische Implikation). 
Weiter haben wir für jede Sorte genau zwei Quantoren allund exist, die wir als All- und Existenzquantor inter-
pretieren werden. 
Für die Anwendung der Konnektoren auf ihre Argumente verwenden wir die bekannte Präfix- bzw. Infixnotation 
für not bzw. andalso, orelse und =>.Wir geben dabei not die höchste Priorität(3) vor andalso und =>(2). orelse 
hat die niedrigste Priorität(!). Auf diese Weise werden zunächst alle Terme und dann alle atomaren Formeln ge-
bildet, bevor diese dann durch die logischen Konnektoren verbunden werden. 
Für die Anwendung der Quantoren auf eine Formel verwenden wir die Schreibweisen all x forme! oder 
exist x forme!. Da wir uns von der Theorie aus auf geschlossene Formeln beschränken, erlauben wir es, daß nicht 
alle Variablen explizit quantorisiert werden müssen. Vielmehr ist implizit jede Variable, die nicht durch einen 
Quantor gebunden ist, per Default durch einen Allquantor gebunden. 
Ein Formelteil einer algebraischen Spezifikation eines abstrakten Datentyps hat daher die Gestalt: 
spec Jormula _ dec/s: 
formula: 
eqnformula { ;formula }~ 
all var id formula 
exist var _id formula 
formula andalso formula 
formula orelse formula 
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Man beachte dabei, daß die Präzedenz von all und exist entsprechend der von anderen Präfixoperatoren höher als 
die aller Infixoperatoren ist. SNL faßt daher den nächsten SNL-Formelausdruck hinter dem Variablennamen als 
Formelangabe zu einem Quantor auf. Formeln als zweites Argument zu einem all oderexist Quantor müssen da-
her in der Regel geklammert werden. Nachdem wir nun wissen, was Formeln sind, können wir formal definieren, 
was wir unter einer Spezifikation verstehen. 
Def. 5 (Spezifikation eines abstrakten Datentyps) 
Sei SIG=(S,D.,ll,typo.,tyPn) eine Signatur, Vs eine Familie von Variablen zu S/G und Leine formale 
Sprache 1. Ordnung über S/G unter den Voraussetzungen von Def. 4. F sei weiter eine Menge von For-
meln aus FORM(SIG,L1,L2,V5,Q5). Ein 3-Tupel der Gestalt SPEC=(S/G,V5,F) heißt dann eine Spezifi-
kation mit Signatur S/G, Variablen aus V s und Formeln F der Sprache L. 
Oftmals läßt man auch in der obigen Definition die Angabe der Variablen weg und schreibt einfach 
SP EC=(SIG ,F) für eine Spezifikation. In diesem Fall meint man einfach die Spezifikation mit den Variablen, die 
in F vorkommen. Diese Sichtweise entspricht unserer Syntax des Spezifikationsteils als Folge von sig_part und 
eqn_part. 
Wir wollen uns nun einmal einige Beispiele für Spezifikationen abstrakter Datentypen ansehen. 
Beispiel16 (Beispiele für Spezifikationen mit Formeln in SNL) 
(a) Im ersten Beispiel fügen wir nun unserer Signatur des Datentyps BOOL _A Formeln hinzu, 
die die "Semantik" von BOOL _ A genauer festlegen. Eine mögliche Spezifikation von 
BOOL A ist: 









true : bool; 
false : bool; 
! : bool -> bool; 
I I : bool * bool -> bool; 
&& : bool * bool -> bool; 
I I 1; && 2; 
x : bool; 
y : bool; 
true <> false; 
!true = false; 
!false = true; 
true && x = x; 
false && x = false; 
x ll y = !(!x && !y); 
Wir wollen uns die einzelnen Formeln einmal genauer ansehen. Die erste Formel driickt of-
fensichtlich aus, daß in unserem Datentyp BOOL_A die beiden Konstanten true und 
false verschiedene Werte vom Typ bool sein sollen. Die zweite Formellegt fest, daß 
die Negation (bzgl. des Negationsoperators ! in BOOL _A) von true den booteschen Wert 
false ergibt. Die dritte Formellegt entsprechend fest, daß die Negation von false der 
Wert true ist. Die Semantik der Operation & & wird in den beiden darauffolgenden Glei-
chungen festgelegt. Sie geben an, daß der Ergebniswert einer Und-Operation nur dann 
true ist, wenn beide Argumentausdriicke den Wert true haben. Die letzte Formellegt 
schließlich die Semantik der Oder-Operation fest. Die Oder-Operation wird hier in bekann-
ter Weise durch die Und-Operation und die Negation beschrieben. Man beachte, daß in den 
letzten drei Formeln die Variablen x und y implizit durch den Allquantor gebunden sind! 
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(b) Eine Spezifikation für unseren Datentyp natürliche Zahlen könnte lauten: 










0 : nat; 
succ : nat -> nat; 
+ : nat * nat -> nat; 
<= : nat * nat; 
+ 6; <= 4; 
m nat; n 
n + 0 = n; 
nat; 
n + succ m succ(n+m); 
m <= m + n; 
not (n + (succ m) <= n); 
Die ersten zwei Formeln legen die Semantik der Operationen+ und succ fest. Die letzten 
beiden Formeln bestimmen die Semantik der <= Relation. 
(c) Betrachten wir als weiteres Beispiel unseren Typ STACK. Hier könnte eine Spezifikation so 
aussehen: 







empty : stack; 
push : stack * item -> stack; 
pop: stack -> stack; 
top : stack -> item; 
isempty : stack; 
var st : stack; 





Die erste Formel präzisiert unsere Vorstellung von einem Stack, daß, wenn man das oberste 
Element von einem Stack entfernt. der Stack dabei herauskommt, der bestand, bevor man 
das oberste Element auf den Stack gebracht hat. Dies ist gerade die "Last In First Out" Ei-
genschaft eines Stacks. Die Formel zwei besagt. daß, nachdem man ein Element x auf den 
Stack gebracht hat, dieses x als oberstes Element auf dem Stack liegt. Die beiden letzten 
Formeln definieren das Prädikat i sempt y nur dann als erfiillt, wenn der Wert des Stackar-
gumentes die Konstante empty ist. Man beachte, daß mit diesen Gleichungen das Verhal-
ten eines Stacks bezogen auf die Anwendung derpopund top Operationen auf die leere 
Warteschlange nicht festgelegt ist. Hierauf kommen wir etwas später noch zurück. 
( d) Die Formeln in den obigen Beispielen sind alle implizit durch den Allquantor quantifiziert. 
Als ein Beispiel für einen explizit vorhandenen Existenzquantor betrachten wir einmal die 
Spezifikation GROUP, die die Eigenschaften einer Gruppe als Formeln formuliert. 









e : group; 
+ : group * group -> group; 
+ 6; 
x : group; y group; 
x + e x; 
exist y (x + y = e); 
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Die erste Formel gibt hier an, daß e das Einselement der Gruppe ist. Die zweite Formel spe-
ziftziert, daß es zu jedem Element x aus g roup ein inverses Element y gibt. Beide Formeln 
könnte man übrigens in eine Formel der Gestalt 
all x (x+e = x andalso exist y (x+y = e)) 
zusammenfassen. Diese Formel zeigt die explizite Verwendung des Allquantors sowie die 
Schachtelung von quantorisierten Formeln. 
3.2 Semantik des Spezifikationsteils von SNL 
Ein adequates mathematisches Modell ftir Datentypen liefern algebraische Systeme. Ein algebraisches System 
über einer Signatur S/G=(S ,n.,ll,typ111typn) definiert zu jeder Sorte eine Menge von Werten dieser Sorte, zu jedem 
Operator eine Operation vom äquivalenten Typ und zu jedem Prädikat eine Relation von einem äquivalentem 
Typ. Ein algebraisches System über einer Signatur wird daher durch drei Abbildungen definiert, die Sortensym-
bole auf Mengen, Operatoren auf Funktionen und Prädikate auf Relationen abbildet. 
Def. 6 (algebraisches System) 
Ein algebraisches System über der Signatur SIG=(S,Q,ll,typn,tyPn) ist ein Tripel A=(As.An.An) mit den 
Eigenschaften: 
(1) A8:S ~Set, An:n. ~ Func und An:ll ~ Rel sind injektive Abbildungen. Dabei fassen wir Set, 
Func und Rel als Menge aller Mengen, Menge aller Funktionen und Menge aller Relationen 
(über einem gewissen Universum) auf. 
(2) Für jeden Operator roE n. gilt: typ(An(ro))=A8(typn(ro)). 
(3) Für jedes Prädikat 1tE ll gilt: typ(An(1t))=A8(typn(1t)). 
MitALS(S/G) bezeichnen wir die Klasse aller algebraischen Systeme über einer Signatur S/G. 
Bedingung ( 1) ordnet offenbar jeder Sorte eine Menge von "Werten dieser Sorte", jedem Operator eine Funktion 
und jedem Prädikat eine Relation zu. Bedingung (2) sagt, daß der Typ einer Operation des algebraischen Systems 
(d.h. die Folge der Argumentwerte und der Wertebereich der Funktion) zum Typ des Operators innerhalb der Si-
gnatur passen muß. Bedingung (3) gibt ein entsprechendes Konsistenzkriterium für die Relationen an. 
Wie wir auch für Signaturen in unserer Spezifikationstheorie annehmen, daß wir implizit stets für jede Sorte zwei 
Prädikate = und <> gegeben haben, nehmen wir auch an, daß jedes algebraische System über einer Signatur in 
unserer Spezifikationstheorie ohne explizite Angabe die Gleichheits- und Ungleichheitsrelationen enthält. Wir 
haben also stets für jede Sorte An(=) als Gleichheitsrelation und An(<>) als Ungleichheitsrelation implizit gege-
ben. 
Ein algebraische System, für das die Menge der Relationen (ohne die impliziten Prädikate = und <>) leer ist ( d.h. 
n-{l)), nennt man auch Algebra über einer Signatur SJG. Man kann in diesem Fall innerhalb der Signatur sowohl 
Q als auch typn und im algebraischen System An wegfallen lassen und einfach S/G=(S,O.,typn) bzw. A=(As.An) 
schreiben. 
Beispiel17 (Beispiel zu algebraischen Systemen) 
(a) Wir wollen als erstes Beispiel einmal unsere Signatur BOOL _ A betrachten. Wohl jeder Be-
trachter verbindet mit dieser Signatur eine boolesche Algebra. Ein typisches Beispiel ist de-
finiert durch: 
(1) A8(bool)={tmefalse}. 
(2) An(true)=true und An(false)=false 
(3) An(!) sei definiert durch: An(! )(true)=false und An(! )(false)=true. 
(4) An(&&) sei definiert durch: An(& &)(true,true)=true sonstfalse. 
(5) An( I I) sei definiert durch: An( I I )(falsefalse)=false sonst true. 
(b) Das algebraische System, das man mit der Spezifikation NAT typischer Weise verbindet, ist 
gegeben durch: 
(1) A8(nat) sei die Menge der natürlichen Zahlen mit 0. 
(2) An(O) sei die natürliche Zahl 0. 
(3) An(+) sei die Addition in den natürlichen Zahlen. 
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(4) A0 (succ) sei die Inkrementoperation, die eine natürliche Zahl um 1 erhöht. 
(5) An(<=) sei die übliche Kleiner-Gleich-Relation zwischen natürlichen Zahlen. 
(c) Mit der Signatur STACK wollen wir einmal das folgende algebraische System definieren: 
(1) As(i tem)={a,b,c) sei die Menge der drei Buchstaben a, b und c. 
(2) A8(stack)={a,b,c )"sei die Menge aller Wörter über dem Alphabet {a,b,c). 
(3) A8(empty) sei das leereWortEüber dem Alphabet {a,b,c). 
(4) A8(push)(w,s) sei fllr ein Wortwaus {a,b,cr und einElementsaus {a,b,c) definiert als 
das Wortsw. 
(5) A8(pop)(w) mit w=s1 ... sk aus {a,b,c}", k >=l und s; aus {a,b,c) fllr i=l, .. ,k, sei das Wort 
w' =s2 ... sk, A8(pop)(E)=E. 
(6) Mit w=sl ... sk aus {a,b,c rund S; aus {a,b,c} für i=l, .. ,k sei As(top)(w)=s/. As(top)(E) defi-
nieren wir willkürlich als a. 
(7) An(isempty)={E}. 
Das oben definierte algebraische System zur Signatur STACK entspricht sicherlich unserer Vorstellung eines 
Stacks, wenn wir von der willkürlichen Definition von A8(top)(e) einmal absehen, worauf wir später noch zu-
rückkommen. Wenn wir aber die Operation A8(push)(w,s) für ein Wortwaus {a,b,c}• und einElementsaus 
{ a,b,c} durch das Wort ws definieren würden, so erhielten wir ebenfalls ein algebraisches System über der Si-
gnatur STACK, das nun aber nicht mehr unserer Vorstellung von einem Stack, sondern eher unserer Vorstellung 
von einer FIFO (Ftrst In First Out) entspricht. Dieses Beispiel soll hier verdeutlichen, daß eine Signatur zwar die 
Syntax eines algebraischen Systems (Datentyps), nicht aber dessen Semantik festlegt. 
Das stackähnliche Verhalten als (Last-in-First-Out-) Speicher wird erst dann erzwungen, wenn wir verlangen, 
daß die Formel pop (push ( st, x) ) =st im unter Beispiel17c defmierten algebraischen System gelten soll. 
Hierzu müssen wir aber zunächst einmal sauber definieren, was es heißt. daß eine Formel in einem algebraischen 
System erfüllt ist. Wie schon bei der Definition von Formeln werden wir auch die Semantik von Formeln iterativ 
über die Begriffe Realisation von Termen, Realisation von atomaren Formeln und Realisation von Formeln auf-
bauen. Wir beginnen zunächst mit dem Begriff der Realisation von Termen in einem algebraischen System. 
3.2.1 Realisation von Termen 
Wir haben Terme als syntaktische Zeichenfolgen defmiert. die die wohldefinierte Anwendung von Operatoren 
auf Argumentzeichenfolgen beschreiben. Wenn wir nun die Operatoren als Funktionen in einem zu einer Signa-
tur gehörigen algebraischen System interpretieren, Konstanten als Elemente der Wertemengen dieses Systems 
auffassen undVariablen einen definierten Wert aus einer zugehörigen Trägermenge zuweisen, so kann man einen 
Term als wohldefinierte Anwendung von Funktionen auf zugehörige Argumente interpretieren. Dies führt zu der 
folgenden Definition: 
Def. 7 (Auswertung von Tennen) 
Sei SIG=(S,n,n,typ0 ,typn) eine Signatur, V8=(V.).es eine Familie von Variablen und TERM(SIG,V8) die 





Eine Auswertung der Variablen aus V8 in dem algebraischen System A ist eine Familie von Ab-
bildungen v=(v,:Vs(s)-M8(s)),Es· 
V AL(V8,A)=V AL(V8,A8)=V AL(V ,A) sei die Menge aller Auswertungen v=(v,: Vs(s)~A8(s)).es von 
Variablen aus der Familie V8 in dem algebraischen System A über S/G. 
Die Auswertung der Terme tE TERM(SIG,V8) in dem algebraischen System A über S/G mit Va-
riablenauswertung v ist die eindeutig bestimmte Abbildung vr:TERM(SIG,V8)~u.E8A8(s), die 
wie folgt definiert ist: 
(1) ftir t=xE V s(s) ist vr(t)=v,(t), 
(2) für einen Term t=ro(tl>t2, ... ,tk) ist vr(t)=A0 (co)(vr(t1),vr(t2), ... ,vr(tJ). 
Eine Auswertung von Variablen ist damit offensichtlich einfach eine Zuweisung von Werten an die Variablen. 
Jeder Variablen x vomTypswird ein Wert v,(x) zugeordnet. Die Auswertung von Termen ergibt sich nun aus 
der Auswertung von Variablen in kanonischer Form, wenn wir die Operatoren als die zugehörigen Funktionen in 
dem algebraischen System A über S/G interpretieren. Konstantensymbole werden hierbei als Werte innerhalb ei-
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ner Trägermenge des algebraischen Systems interpretiert. Die Anwendung eines Operators auf Konstantensym-
bole und Variablen vom entsprechenden Typ ergibt nach der Interpretation der Konstantensymbole und 
Variablen als Werte von Trägermengen und des Operators als Funktion auf den zugehörigen Trägermengen wie-
derum einen Wert aus der zum Ergebnistyp des Operators gehörigen Trägennenge. Iterativ erhält man somit bei 
einer Auswertung von Tennen ein Element der Trägermenge des algebraischen Systems, die zu dem Typ des 
Terms gehört. 
Man beachte dabei, daß bei gegebener Auswertung der Variablen die Auswertung der Tenne bzgl. eines algebra-
ischen Systems A schon eindeutig bestimmt ist. Allgemeiner bestimmt die obige Konstruktion eindeutig eine Ab-
bildung, die jedem Tenn tE TERM(SIG,V5) eine Abbildung t~~.:V AL(V5,A) ~ U.resAs(s) zuordnet, d.h.: für jede 
Auswertung v=(v,:V5(s) ~ A5(s)),Es von Variablen in A ist t~~.(v) eine Auswertung des Terms t. Die soeben einge-
fiihrte Abbildung nennt man die Realisation der Terme tE TERM(SIG,V5) in A. 
Der. 8 (Realisation von Termen) 
Sei S/G=(S,Q,ll,typ0,typn) eine Signatur, V s=(V,),Es eine Familie von Variablen und TERM(SIG,V5) die 
zugehörige Menge der Tenne. Weiter sei A=(As.Ao.An) ein algebraisches System über der Signatur 
SIG. Die durch A bestimmte Realisation der Terme tETERM(SIG,V5) ist eine Abbildung 
Rr:TERM(SIG, V5)->[V AL(V5,A) ~ U.resAs(s)], die durch folgende Bedingung bestimmt ist: 
Für jeden Tenn tE TERM(SIG.Vs) ist Rr(t)=t~~.:V AL(V5,A) ~ U.resAs(s) definiert durch 
t~~.(v)=vr(t) für alle vE V AL(V5,A). 
Wir wollen einmal ein Beispiel zur Auswertung und Realisation von Tennen betrachten: 
Beispiell8 (Beispiele zur Auswertung von Termen) 
Betrachten wir als Beispiel wieder die Signatur BOOL _A und die Algebra A aus dem Beispiel17a. Den 
Tenn t=! ( (x I I y) & & z) aus Beispiel 14a können wir dann mit der Variablenauswertung x->true, 
y->false und z->fa/se wie folgt auswerten. 
Vr(t) =A0 (!) ((true A0 (11) false) A0 (&&) false) 
=An(!) (true An(&&) false) 
=A0 ( ! ) (fa/se) =true 
3.2.2 Realisation von Formeln 
Bevor wir die Auswertung von atomaren Formeln definieren können, müssen wir uns zunächst einmal überlegen, 
welche möglichen "Werte" eine atomare Formel annehmen kann. Wie aus der allgemeinen Definition von For-
meln ersichtlich ist, stellen die atomaren Formeln die Grundbauelemente dar, die durch logische Konnektoren 
und Quantorisierung zu allgemeinen Formeln zusammengesetzt werden. Ihr "Wert" sollte daher ein "logischer 
Wert" in dem Sinne sein, daß sie Elemente der Trägermenge einer Algebra sind, die die Semantik der logischen 
Konnektoren der formalen Sprache definiert. Dies fUhrt zu der folgenden Definition: 
Der. 9 (logische Matrizen) 
Sei LSIG=(S=(s},Ü.=L0UL1UL2,tyPfi) eine Signatur mitL0={V,e1, ... ,et}, L1={o1, ... ,d}, L2={o1, ... ,om,->} 
und tyPo(v)=(e,s), tyPn(e;)=(e,s) für alle i=l , .. ,k, tyPn(d)=(s,s) fUr alle i=l , .. ,/, tyPfi{o;)=(ss;i) für alle 
i=J , .. ,m und tyPfi{->)=(ss,s). Eine Algebra A=(A~,A0) über der Signatur LSJG heißt logische Matrix, 
wenn die Operation A0 (->) für alle a,b,cEAi_s) die folgenden Bedingungen erfüllt: 
(1) a Ao(->) a = A~(V) 
(2) (a Ao(->) b = As(v)) 1\ (b Ao(->) c = As(v)) => (a A0(->) c = As(v)) 
(3) (a An{->) b = As(v)) 1\ (b An{->) a = As(v)) => a=b 
(4) a An(->)As(v) =As(v) 
Im folgenden werden wir mit LSIG stets eine Signatur, wie sie unter Def. 9 definiert ist, bezeichnen. Diese enthält 
stets nur endlich viele null-, ein- und zweistellige Operatoren, wobei ein nullsteiliger Operator (mit Zeichem v 
und als Wahrheitssymbol bezeichnet) und ein zweistelliger Operator (mit Zeichem -> und Implikationssymbol 
genannt) ausgezeichnet sind. A sei im folgenden stets eine logische Matrix zu der Signatur LSIG. 
Wir nennen dann die zu v in A gehörende Konstante den Wert wahr (V von verum) und die zu-> gehörende Funk-
tion Implikation. Die einstelligen Operatoren von LSIG bezeichnen wir als einstellige logische Konnektoren und 
die zweistelligen Operatoren als zweistellige logische Konnektoren. Nullsteilige Operatoren nennen wir logische 
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Wertesymbole und die zugehörigen Elemente der Trägermenge von A nennen wir logische Werte der logischen 
MatrixA. 
Wenn wir eine zweistellige Relation..., auf A;)'{s) durch a-. b genau dann, wenna An(->) b = A:l'(v) ist, definieren, 
stellt die Bedingung (1) von Def. 9 die Reflexivität, die Bedingung (2) die Transitivität und die Bedingung (3) 
die Antisymmetrie dieser Relation dar . ..., definiert damit eine Halbordnung auf A;)'{s). hnmer wenn wir über Ord-
nungseigenschaften (z.B. Infnnum und Supremum) auf der Menge A:l'(s) sprechen, setzen wir diese Ordnung vor-
aus. Bedingung (4) gamntiert uns übrigens dabei, daß jedes Element von A;)'{s) mit v bzgl.-. vergleichbar ist. 
In unserer Definition einer formalen Sprache 1. Ordnung treten auch einstellige und zweistellige logische Kon-
nektoren auf. Es dürfte klar sein, daß man diese als entsprechende Elemente einer Signatur LSJG der obigen Ge-
stalt auffassen kann. Im folgenden fassen wir daher eine formale Sprache 1. Ordnung als Sprache über einer 
Signatur S/G und einer Signatur LSIG (d.h. die ein- und zweistelligen logischen Konnektoren der formalen Spra-
che sind die ein- und zweistelligen Operatoren aus LSIG) auf. 
Es liegt dann nahe, daß die "logischen Werte" der Formeln unserer formalen Sprache Elemente der Trägermenge 
einer zu LSJG gehörenden logischen Matrix sind. Eine Auswertung einer Formel ist insbesondere dann gültig, 
wenn sie zu dem Wert An(v) (wahr) ausgewertet wird. Die logischen Konnektoren kann man weiter als die ent-
sprechenden Operationen in einer zu LSIG gehörenden logischen Matrix interpretieren. Zur Verdeutlichung be-
trachten wir einmal den Fall einer klassischen Logik. In diesem Fall wird eine für die Realisierung der Formeln 
der Sprache zu verwendende logische Matrix eine bootesehe Algebra sein. Wir wollen hier einmal die für unsere 
Spezifikation günstigste Form so einer klassischen booteschen Matrix vorstellen. 
Beispiel19 (Klassische boolesche Matrix) 
Für die Signatur LBOOL=(S={boo/},D.={truejalse,not,and,or,=> },tyPfi) sei typn(true)=(e,bool), 
typn(false)=(e,bool), typn(not)=(bool,bool) und typn(and)=tyPIT(or)=tyPö( => )=(boo/ bool,bool). Die 
Algebra A-BOOL=(As.An) sei definiert durch: 
(1) Die Trägermenge der Algebra ist gegeben durchA:I'{boo/)={1 ,0}. 
(2) An(true)=l und An(false)=O. 
(3) Die Funktion An( not) ist gegeben durch A0 (not)(J)=O und An(not)(0)=1. 
(4) Die Funktion An(and) ist gegeben durch An(and)(l ,1)=1 sonst 0. 
(5) Die Funktion An(or) ist gegeben durch An(or)(O,O)=O sonst 1. 
(6) Die Funktion An(=>) ist gegeben durch An(=>)(/ ,0)=0 sonst 1. 
A -BOOL ist dann eine logische Matrix, die wir klassische boolesche Matrix nennen wollen. Wir werden 
sie zur Auswertung der Formeln unserer Spezifikationssprache verwenden. 
Im Fall der booteschen Matrix haben wir nur zwei Wahrheitswerte, die wir gemäß der Signatur mit true undfalse 
bezeichnen. true ist dabei der ausgezeichnete Wert für wahr. Prädikate können wir nun in diesem Fall (im Fall 
einer zweiwertigen Logik) als Relationen eines zugehörigen algebraischen Systems auffassen, wobei wir bei ei-
ner Realisation von Formeln einer klassischen Prädikatenlogik einer atomaren Formel den Wert 1, wenn die zu-
gehörige Relation bzgl. der Argumentwerte "erfüllt" ist, und sonst 0 zuordnen. Im Fall einer mehrwertigen Logik 
(mehr als zwei Wahrheitswerte) funktioniert dies leider nicht. Nun kann man aber jede Relation p=An(n) in 
äquivalenter Weise durch ihre charakteristische Funktion p : A 'YPn (n) -> { 0, 1} , p,..(a)=1 falls aE p sonst 0, be-
n S 
schreiben. Diese Interpretation von Prädikaten durch charakteristische Funktionen (anstatt von Relationen) läßt 
sich nun in natürlicher Weise auf mehrwertige Logiken übertragen, wenn wir die Menge { 0,1} durch die Menge 
der "logischen Werte" einer mehrwertigen Logik ersetzen. Wir defmieren daher: 
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Def. 10 (Realisation von atomaren Formeln) 
Seien S/G, LSJG und V5 wie in vorherigen Definitionen gegeben. A=(A5,A0 ) sei eine Algebra über der 
Signatur S/G, und A=(A:I'.An) sei eine logische Matrix zu der Signatur LSJG. 
IYPn(rt) -
Pn=(pn:A 5 ->A-(s)) seieineFamilievonFunktionen. s nE n 
(a) Für jede Auswertung von Variablen v=(v,:V5(s)~A5(s)).l€s ist dann die Auswertung von atomaren 
Formeln vF:FORM(SIG,V5)~Als) durch die folgende Regel definiert: 
(1) Ist o.=n(t1,t2 , .. ,tJ mit rtE 0, tl>t2 , ... ,tkE TERM(SJG,V5) und typn(1t)=typ(t1) ... typ(tk), so ist 
vF(a.)=pn(vr(t]), ... ,v~tk)), wobei Vr die durch V eindeutig bestimmte Auswertung der Tenne 
aus TERM(SIG,V5) ist. 
(b) Die durch die Algebren A und A und die Abbildungsfamilie Pn eindeutig bestimmte Realisation 
der atomaren Formeln ist die Abbildung 
REF:FORM(SIG, V5)~[V AL(V5,A)~A;I'('s)], 
die für jede Fonnel a.EFORM(SJG,V5) durch REF(a.)=a..t mit a..t(v)=vF(a.) für jede Auswer-
tung vE V AL(V5,A) definiert ist. 
Wenn man die Algebren A undAsowie die Familie von Funktionen Pn gegeben hat, ist die Realisation von ato-
maren Fonnein über der Signatur LS/G eindeutig bestimmt. Im Fall einer zweiwertigen Logik kann man darüber-
hinaus die Funktionen der Familie Pn nach dem oben gesagten als charakteristische Funktionen von Relationen 
eines algebraischen Systems A auffassen. Aus dieser Sicht ist damit die Realisation von atomaren Fonnein über 
einer Signatur S/G schon durch das algebraische System A und die bootesehe Matrix A bestimmt. Wenn wir uns 
auf eine klassische Logik beschränken und voraussetzen, daß als bootesehe Matrix für die Interpretation der Lo-
gik stets A-BOOL aus Beispiel 19 verwendet wird, so ist unter dieser Bedingung eine Realisation der atomaren 
Fonnein im Rahmen der klassischen Prädikatenlogik schon eindeutig durch die Angabe eines algebraischen Sy-
stems A über S/G bestimmt. Dies führt zu der folgenden Definition und Bemerkung. 
Def. 11 (Realisation der atomaren Formeln einer klassischen Prädikatenlogik) 
SeiL eine fonnale Sprache 1. Ordnung über einer Signatur S/G mit Konnektoren aus LBOOL (d.h. mit 
Konnektoren einer klassischen Prädikatenlogik). Jedes algebraische System A=(As.An.An) mit Signatur 




DieFamilie Pn= (p :A 51YPn<n> -> {0,1}) sei die Familie der charakteristischenFunktionender n rtE n 
Relationen von A, d.h. für rtE ll ist Pn definiert durch: Pn(a)=l genau dann, wenn aE An(rt) ist, 
sonstO. 
Die zu LBOOL gehörige logische Matrix sei stets A-BOOL aus dem Beispiel19. 
Im Rahmen der klassischen Prädikatenlogik (insbesondere im Rahmen von SNL) verwenden wir stets 
die durch ( 1) und (2) bestimmte Realisation von Fonnein innerhalb eines algebraischen Systems A und 
sprechen kurz von einer Realisation der atomaren Formeln in A. 
Wir wollen einmal ein Beispiel zur Auswertung von atomaren Formeln einer prädikatenlogischen Sprache anse-
hen: 
Beispiel 20 (Beispiel zur Auswertung atomarer Formeln) 
Betrachten wir als Beispiel wieder die Signatur BOOL A mit der Algebra A aus Beispiel 17a. Da wir 
implizit stets das Gleichheitsprädikat = gegeben haben~ können wir atomare Formeln a. der Gestalt 
x I I y = ! ( ! x & & ! y ) definieren. Wenn wir nun die Auswertung von Variablen der Gestalt 
x->true, y->fa/se betrachten, so ergibt eine Auswertung der obigen atomaren Fonnel als klassische 
prädikatenlogische Fonnel in A-BOOL: 
vF(a.) =vr(X II y) P= Vr(! ( !x && !y ) ) 
=(true A0 (11) false) p= (An(!) (A0 (!) (true) An(&&) A0 (!) (/a/se)) 
=true p= (An (! ) Cja/se An ( & & ) true) ) 
=true p= (A0 (!) Cja/se) ) 
=true p= true 
=1 
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Die atomare Formel ist also bei der gegebenen Auswertung von Variablen wahr. Sie ist sogar bei allen 
möglichen Auswertungen von Variablen in A wahr, wie man leicht durch Einsetzen der anderen mög-
lichen Auswertungen nachweisen kann. 
Wir haben jetzt alle Bauelemente in der Hand, um den Begriff der Realisation von Formeln einer formalen Spra-
che 1. Ordnung anzugeben, wobei wir uns allerdings im folgenden stets auf Sprachen beschränken, die für jede 
Sorte nur zwei Quantorsymbole (3 und V) besitzen. Diese Quantoren werden wir dabei als Existenz- und All-
quantor interpretieren. 
Def. 12 (Realisation der Fonnein einer formalen Sprache 1. Ordnung) 
Seien S/G, LSJG, V8 wie in den anderen Definitionen gegeben. L sei eine formale Sprache 1. Ordnung 
über S/G und LSJG, wobei Q, für jede Sorte sESnur die Quantoren 3 und V enthält. A=(A8,A0 ) sei eine 
Algebra über der Signatur SJG, und A=(A3'.A:cr) sei eine logische Matrix zu der Signatur LSIG. Weiter 
• 'YPn(n) -
se1 Pn=(pn:As ->A-(s)) eineFamilievonFunktionen, 
S nE n 
Rr:TERM(SIG,V8)--7[V AL(V8,A) --7 UsesAs(s)] die durch A eindeutig bestimmte Realisation von Ter-
men und REF:FORM(SJG, V8)--7[V AL(V8,A)--7A;r(s)] die durch A, A und Pn eindeutig bestimmte Reali-
sation von atomaren Formeln. 
Die durch A, A und Pn eindeutig bestimmte Realisation der Formeln der SpracheList die Abbildung 
RF:FORM(SIG, LSIG, V8 , Q8)--7[VAL{V8,A)--7A;r(s)], die wie folgt rekursiv definiert ist: 
Sei im folgenden aE FORM(SIG, LSIG, V8, Q8) eine beliebige aber feste Formel und 
v=(v,:V8(s)·>A8(s)),es eine beliebige Auswertung von Variablen. Dann ist RF(a)=aR:V AL(V8,A)->A;r(s) 
definiert durch: 
(1) Wenn a-rcEFORM(SIG,V8) eine atomare Formel ist, dann ist aR=REF(a). 
(2) Wenn a eine Formel der Gestalt d(f3) (i~) mit dE L 1 ist, und der Wert ~(v) definiert ist, dann ist 
~(v)=A:cr(d)(f3R(v)). 
(3) Wenn a eine Formel der Gestalt (f3)o;(y) (i~m) mit o;EL2 ist, und die Werte ~(v) und YJt(v) defi-
niert sind, dann ist ~(v)=A:cr(o;)(f3R(v),yR{v)). 
{4) Wenn a eine Formel der Gestalt Vtf3 ist, so gilt: 
(1) wenn die gebundene Variable {E V~(s) in der Formel f3 nicht vorkommt, so ist 
(Vtf3)(v)=f3R(v); 
(2) wenn die Variable {E V~(s) in der Formel f3 vorkommt, dann ist 
(Vtf3)(v)=in/0 E As<s> { ßR (~Ia)} ( v) , wobei f3({/a) eine Formel ist, die aus f3 durch die Sub-
stitution {->a mitaEA8(s) entsteht, und in/die Operation derunteren Schranke in der Alge-
bra A ist. 
(5) Wenn a eine Formel der Gestalt 3tf3 ist, so gilt: 
(1) wenn die gebundene Variable {E V~(s) in der Formel f3 nicht vorkommt, so ist 
(3tf3)(v)=f3R(v); 
(2) wenn die Variable {E V~(s) in der Formel f3 vorkommt, dann ist 
(3tf3)(v)=sup a E As<s> { ßR (~Ia)} ( v) , wobei f3({/a) eine Formel ist, die aus f3 durch die Sub-
stitution {->a mit aEAs(s) entsteht, und sup die Operation der oberen Schranke in der Alge-
bra A ist. 
Die Operationen Infimum und Supremum sind hier als Operationen bzgl. der Halbordnung auf A ru verstehen, 
die wir als .., hinter der Definition einer logischen Matrix definiert hatten. Dies ist eine Ordnungsrelation, die sich 
in natürlicher Weise aus der Implikation in A ergibt. 
Die Realisationen der Terme und Fonnein einer formalen Sprache 1. Ordnung bilden die Realisation der Sprache. 
Def. 13 (Realisation einer Sprache 1. Ordnung) 
Seien L, RT und RF wie in Def. 12 gegeben. Das Paar R=( RT, RF) nennen wir dann eine Realisation 
der Sprache L. 
Da aus dem Kontext stets ersichtlich ist, welche der Abbildungen RT bzw. RF anzuwenden ist, werden wir im 
folgenden kurz R für RT und RF schreiben. 
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Wenn wir eine Sprache L über der Signatur LBOOL haben. können wir diese in Bezug auf die klassische boote-
sehe Matrix A-BOOL realisieren. Eine Sprache über der Signatur LBOOL mit so einer Realisierung nennen wir 
dann eine klassische Prädikatenlogik 
Def. 14 (Klassische Prädikatenlogik 1. Ordnung) 
SeiL eine fonnale Sprache 1. Ordnung über den Signaturen S/G und LBOOL. A sei ein algebraisches 
System über S/G. Dann definiert A eindeutig eine Realisation R von L, für die gilt: 
(1) Die für die Realisation verwendete logische Matrix istA-BOOL. 
(2) Die Realisation der atomaren Fonnein ist gemäß Def. 11 über die charakteristischen Funktionen 
der Relationen von A realisiert. 
Eine Sprache L mit so einer Realisierung nennen wir eine klassische Prädikatenlogik 1. Ordnung. 
Die Fonnein in SNL-Spezifikationen sind stets geschlossene Fonnein einer Prädikatenlogik 1. Ordnung, d.h. wir 
betrachten nur Realisierungen unserer Fonnein gemäß der Def. 14. Die Semantik von Spezifikationen basiert nun 
auf algebraischen Systemen zu der zugehörigen Signatur, bzgl. denen die eindeutig bestimmte Realisation der 
Fonnein innerhalb so eines algebraischen Systems nur gültige Aussagen liefert. Um dies genauer zu fonnulieren. 
definieren wir zunächst, wann eine Fonnel bei gegebener Realisation erfüllt ist. 
Def. 15 (Erfüllbarkeit von Fonneln) 
Seien die Voraussetzungen wie in Def. 12 gegeben. 
(a) Eine Realisation R erfüllt die Fonnel aEFORM(SIG,LSJG,Vs,(Js) vermöge einer Auswertung 
v=(v,:Vs(s)->As(s))sEs von Variablen, wenn ~(v)=V gilt. 
(b) Die Fonnel aEFORM(SJG,LSJG,Vs,(ls) heißt erfüllbar in der Realisation R, wenn es eine Aus-
wertung v=(v,:Vs(s)->As(s))sEs von Variablen gibt, die a in der Realisation R erfiillt. 
(c) Eine Realisation R erfüllt die Fonnel aE FORM(SJG,LSJG, Vs,Qs.), wenn für alle Auswertungen 
v=(v,:Vs(s)->As(s))sEs von Variablen ~(v)=V gilt. Rnenntmandann aucheinL-Modell ( oderkurz 
Modell) der Fonnel a. 
(d) Eine Realisation R erfüllt eine Menge von Fonnein FEFORM(SJG,LSJG,Vs.Qs.), wenn sie jede 
Fonnel aE F erfüllt. R nennt man dann auch ein L-Modell (oder kurz Modell) der Fonnelmenge 
F. 
Man beachte, daß bei einer geschlossenen Fonnel das Erfülltsein der Fonnel nicht mehr von einer Auswertung 
abhängt, da die Fonnel ja keine freien Variablen enthält. 
Im Fall einer klassischen Prädikatenlogik hängt die Realisation der Sprache nur von dem gewählten algebra-
ischen System über der Signatur S/G ab. Man kann daher in diesem Falle davon sprechen, daß ein algebraisches 
System eine Fonnel oder eine Menge von Fonnein erfüllt. 
Def. 16 (Algebraische Systeme als Modelle von Formeln) 
SeiL eine prädikatenlogische Sprache über den Signaturen SIG und LSJG und A ein algebraisches Sy-
stem über S/G und R die Realisation von L in A. 
(a) Das algebraische System A erfüllt die Fonnel aEFORM(SJG,LSIG,Vs,Qs.) vermöge einer Aus-
wertung v=(v,:Vs(s)->As(s)),es von Variablen, wenn a11(v)=V gilt. Wir schreiben dies im Zeichen 
A l=va. 
(b) Die Fonnel aE FORM(SJG ,LSJG, Vs,Qs.) heißt erfüllbar im algebraischen System A, wenn es eine 
Auswertung v=(v,:Vs(s)->As(s))sEs von Variablen gibt, so daß A a vennöge verfüllt. 
(c) Das algebraische SystemA erfüllt die Fonnel aE FORM(SIG ,LSJG,Vs,Qs.), wenn für alle Auswer-
tungen v=(v,:Vs(s)->As(s))ses von Variablen ~(v)=v gilt. A nennt man dann auch ein L-Modell 
(oder kurz Modell) der Fonnel a. Wir schreiben hierfür AI= a. 
(d) Das algebraische System A erfüllt eine Menge von Fonnein FEFORM(SJG,LSJG,Vs,Qs.), wenn 
sie jede Fonnel aE F erfüllt. A nennt man dann auch ein L-Modell (oder kurz Modell) der Fonnel-
menge F. Wir schreiben hierfür AI= F. 
(e) Sei SPEC=(SIG ,F) eine Spezifikation mit Formeln aus L. Das algebraische System A erfüllt die 
Spezifikation SPEC, wennA die Fonnelmenge F erfüllt. A nennen wir in diesem Falle ein Modell 
der Spezifikation SPEC. 
Wenn wir von einem Modell einer Spezifikation SPEC=(SJG,F) bzgl. der Speziftkationstheorie, die unserer 
Sprache SNL zu Grunde liegt, sprechen, verstehen wir gemäß der obigen Definition darunter stets ein algebra-
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isches System A, das die Menge der Formeln F der Spezifikation erfiillt. Die Klasse aller S/G-Algebren, die die 
Spezifikation erfiillen, bezeichnen wir dann als den zu SPEC gehörigen abstrakten Datentyp. 
Def. 17 (Begriff des abstrakten Datentyps) 
Sei SPEC=(SIG,Vs,F) eine Spezifikation. Die Klasse aller algebraischen Systeme über S/G, die die 
Spezifikation erfiillen, heißt der durch SPEC spezifizierte abstrakte Datentyp. Wir schreiben für diese 
Klasse MOD(SPEC). Es gilt also: 
MOD(SP EC) : = { AE ALS(SJG) I A I= F } 
Für die praktische Anwendung innerhalb von SNL ist der bisher eingeführte Begriff eines Modells einer Spezi-
fikation zu allgemein. Er läßt insbesondere Wertebereiche für Modelle zu, die unendlich und damit nicht compu-
tergestützt realisierbar sind. Wir beschränken uns daher in SNL auf Modelle, die termerzeugt sind, d.h. alle 
Elemente der Wertebereiche eines solchen Modells können aus den Konstanten, die die Realisierungen der Kon-
stantensymbole der Spezifikation sind, durch endlich viele Anwendungen von Operationen des algebraischen Sy-
stems erzeugt werden. 
Anders als in unserem Ansatz wird häufig mit der Semantik eines Typs, der durch eine Spezifikation beschrieben 
wird, nicht ein beliebiges sondern ein durch bestimmte Eigenschaften (z.B. initialoder terminal) gekennzeichne-
tes Modell verbunden. Man vergleiche hierzu z.B. [Wirsing83]. Wir bevorzugen hier aber unsere Art der Defini-
tion, da sie näher an der intuitiven Vorstellung eines zu einer Spezifikation gehörigen Typs ist. 
3.3 Erweiterungen des Spezifikationsteils von SNL 
Die im folgenden vorgestellten Erweiterungen von SNL dienen im wesentlichen dazu, Spezifikationen komforta-
bler und flexibler anzugeben bzw. Mechanismen zur konstruktiven Entwicklung von Spezifikationen bereitzu-
stellen. Viele der angegebenen Erweiterungen stellen dabei keine Erweiterung der zugrunde liegenden Theorie 
dar, sondern lassen sich vielmehr im Rahmen der bisher entwickelten Theorie und SNL-Syntax durch Transfor-
mationsregeln beschreiben. 
Die Einführung von partiellen Operatoren stellt hier eine Ausnahme dar, da man für sie die meisten der bislang 
vorgestellten theoretischen Konzepte im Hinblick auf die mögliche Partialität der Operatoren verändern müßte. 
Da die Bedeutung von partiellen Operatoren aber intuitiv leicht verständlich ist und die oben erwähnten Erwei-
terungen der Theorie im wesentlichen in kanonischer Form vorgenommen werden können, verzichten wir hier 
auf eine theoretische Beschreibung der Theorie von Spezifikationen mit partiellen Operatoren und werden die 
Konzepte von partiellen Operatoren nur informell vorstellen. 
Interessierte Leser können die nötigen Erweiterungen der bisher vorgestellten Theorie u. a. in [Broy80, Rei-
chel84] nachlesen. Die Verwendung von partiellen Operatoren in unserem Sinne findet man u.a. auch im CIP-
System (siehe [CIP85, Partsch90]) und innerhalb der Spezifikationssprache SEGRAS des ESPRIT Projekts 
GRASPIN (siehe hierzu [Schrnidt89]). 
Die im folgenden vorgestellten Erweiterungen kann man in drei Kategorien unterteilen. Die eine Kategorie defi-
niert andere Schreibweisen für schon definierte Konstrukte und Abkürzungen zur einfacheren Formulierung von 
Formeln. Die zweite Kategorie beschreibt die schon erwähnte Erweiterung bzgl. partieller Operatoren. Die dritte 
Kategorie stellt Konstruktionsmechanismen bereit, um abstrakte Datentypen aus Standardspeziftkationen, die in 
SNL eingebaut sind, mit Hilfe von parametrisierten Spezifikationen, den Konzepten Tupel, Rekord, Union und 
Liste in einfacher Weise gewinnen zu können. 
3.3.1 Alternative Schreibweisen und Abkürzungen 
Als eine alternative Schreibweise erlauben wir es zunächst einmal, daß ein Benutzer eine Implikationsformel in 
einer für Informatiker gewohnteren an einer Programmiersprache angelehnten Schreibweise angeben kann. Wir 
erlauben daher, daß man die Formel a=>ß auch in der Form if a then ß angeben kann. 
Entprechend einem if-then-else Konstrukt einer Programmiersprache definieren wir weiter, daß das Konstrukt 
if a then ß else y als Abkürzung für die Formel (a => ß) and (not a -> y) steht. 
Als weitere Abkürzung definieren wir, daß a <"'> ß für die Formel (a => ß) andalso (ß •> a) steht. 
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Damit erhalten wir für die Syntax von Formeln die eiWeiterte FOim: 
formula: all var _id formula 
exist var id formula 
formula andalso formula 
formula orelse formula 
formula => formula 
if formula thenformula [else formula] 




3.3.2 Partielle Operatoren und Prädikate 
Bei der Definition der Spezifikation STACK haben wir bislang semantisch nicht definiert, welches Verhalten die 
Modelle <fieser Spezifikationen zeigen sollen, wenn man die Operationenpop und top auf einen leeren Stack 
anwendet. In der Regel wird man es als einen Fehler oder Ausnahmezustand ansehen, wenn man eine top Ope-
ration auf einen leeren Stack durchfUhren will. 
Dabei gibt es prinzipiell zwei Möglichkeiten, um das Verhalten von Operatoren und Prädikaten auf solchen Aus-
nahmewerten zu beschreiben. Im ersten Fall würde man in jeder Sorte, in der man sie benötigt, spezielle Fehler-
werte einfUhren, und das Ergebnis einer Operation auf einem Ausnahmewert dann durch solch einen Fehlerwert 
beschreiben. So könnte man bei der Spezifikation STACK z.B. eine Konstante error von der Sorte elem ein-
führen und dann eine Gleichung top ( empty) =er ror angeben, die definiert, daß der Wert von top angewen-
det auf die leere Warteschlange der Werterror der Sorte elem sein soll. Das hat aber den Nachteil, daß man 
nun das spezielle Element error in der Sorte elem hat, und damit wiederum push (w, error) sinnvoll de-
finiert werden muß. Ist dies z.B ein Stack. dessen oberstes Element das Element error ist oder definiert man 
vieleicht push (w, error) =w? 
Die Alternative zur Einführung spezieller Fehlerwerte wäre, daß wir in unserem theoretischen Konzept von Ope-
rationen auf Datentypen zulassen, daß diese Operationen nicht für alle möglichen Werte, die bei einer Realisie-
rung einer Sorte zugeordnet sind, definiert sein müssen. Man spricht bei Operationen, die nicht auf dem gesamten 
möglichen Wertebereich definiert sind, von partiellen Operationen. So könnten wir im Beispiel STACK definie-
ren, daß der Wert von top auf der Warteschlange empt y nicht definiert ist, und damit eine Anwendung von top 
auf empty verboten ist. Die letzte Methode hat nicht nur den Vorteil, daß Spezifikationen von Datentypen in 
einer Sprache, die partielle Operatoren zuläßt, in der Regel eine einfachere Gestalt haben, da man nicht alle Aus-
nahmezustände explizit mit ihren Werten definieren muß, sondern bietet stets auch die Möglichkeit die erste Me-
thode, d.h. die Verwendung von Ausnahmewerten, zu verwenden, da totale Operatoren nur Spezialfälle partieller 
Operatoren sind. 
In SNL lassen wir es nun zu, daß man den Wertebereich, auf dem eine Operation eines (partiellen) algebraischen 
Systems definiert sein muß und definiert ist, innerhalb einer Spezifikation durch Formeln einschränkt. 








ptl spec __ptl_ decl { ; spec ytl_ decl }~ [;] 
ptl_id [: ptl_type] ( = ptl_name] 
id 
symbol 
type_comp {*type _comp}~ ·> sort_name 
( var _tuple: sort_name { * sort_name }~ lformula) 
sort name 
var id 
( var _id { , var _id )~) 
Zur Angabe von partiellen Operatoren in Signaturen führen wir entsprechend einen sigytl_ decls-Teil ein: 
sigytl_decls: 
sigytl_decl: 
ptl sig__ptl_decl { ; sigytl_decl }~ 
sig_opn _ decl 
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Die Syntax ( var _tupfe: sort _ name { * sort _ name }~ lformufa) zur Angabe eingeschränkter Argumentwertebe-
reiche für partielle Operatoren ist an die mathematische Mengenschreibweise 
{var _tupfe E sort_name { * sort_name }~ lformufas} angelehnt. Mit dieser Syntax kann man die Spezifikation 
STACK wie folgt definieren: 
Beispiel21 (Spezifikation STACK mit partiellen Operatoren) 
Wir schränken hier den Argumentwertebereich von pop und top auf die Stacks ein, die nicht leer 
sind. 







empty : stack; 
push : stack * 
pop: ( st: stack 
top : ( st: stack 
var st : stack; 
x : item; 
item -> stack; 
st <> empty) -> stack; 
I st <> empty) -> item; 
eqn pop(push(st,x))=st; 
top(push(st,x))=x; 
Man beachte, daß der Formelteil zur Angabe eines eingeschränkten Wertebereiches einer partiellen Operation 
eine beliebige geschlossene Formel enthalten kann. Variablen, die dabei in einer var _tupfe Deklaration bereits 
eindeutig vom Typ her festgelegt sind, müssen nicht innerhalb einer Variablendeklaration vorab deklariert wer-
den, während alle anderen verwendeten Variablen in Variablendeklarationen vorab deklariert werden müssen. 
Die obige Spezifikation STACK zeigt nur Beispiele von partiellen Operatoren, deren Argumentbereichsspezifi-
kationen nur eine Variable von einer Sorte enthalten. Im allgemeinen benötigt man hier aber Einschränkungen, 
die sich nur bzgl. Tupeln von Variablen bzgl. mehrerer Sorten formulieren lassen. Wenn wir z.B. unsere STACK 
Spezifikationdurch einen Operator select : fifo * nat ->i tem anreichern wollen, derdas i-te Element 
auf dem Stack selektieren soll, so wird man den Argumentbereich bzgl. der Sorte nat auf die folgende Weise 
einschränken wollen: 
ptl select: ((w,i):fifo*nat I succ(O)<=i andalso 
i<=length(w)) -> E.elem 
Bei längeren und komplizierteren Einschränkungen wie bei der obigen Operation select kann es auf Grund 
der Übersichtlichkeit der Darstellung einer Spezifikation sinnvoll sein, die einschränkenden Bedingungen ganz 
aus der Operatordeklaration herauszunehmen, und gesondert im Formelteil festzuhalten. 
Hierzu führen wir in SNL ein Sprachkonstrukt def term ein, daß wir als Abkürzung der Formel exist y (y=term) 
ansehen, die wir in der Form im Kontext der Semantik partieller algebraischer Systeme interpretieren können, 
daß es ein y aus dem Wertebereich gibt, dem auch der Term term angehört, so daß der Wert von Term definiert 
und gleichy ist. Wir können dann z.B. die Semantik von select auf die folgende Art und Weise beschreiben. 
ptl select : fifo * nat -> item; 
var w : fifo; i : nat; 
eqn def select(w,i) <=> succ(O) <=i andalso 
i<=length (w); 
Um die obige Form einer Formel in SNL zuzulassen, müssen wir die Syntax zur Bildung von Formeln in SNL 
durch ein def-Konstrukt erweitern: 
formufa: all var _id formufa 
exist var _id formufa 
formufa andalso formufa 
formufa orelseformufa 
formufa => formufa 
if formufa then formufa [else formufa] 






Man beachte, daß innerhalb von SNL Einschränkungen der Wertebereiche von Operatoren stets durch notwen-
dige und hinreichende Bedingungen beschrieben werden. Im Gegensatz hierzu ist es z.B. im CIP-System 
([CIP85, Partsch90]) erlaubt, solche Einschränkungen durch Formeln der Gestalt def term => formula anzuge-
ben, die zwar formula als notwendige, nicht aber als hinreichende Bedingung zur Existenz des Wertes von Term 
angeben. In SNL verlangen wir dagegen im Sinne von [Reichel84], daß sowohl eine notwendige als auch hinrei-
chende Bedingung angegeben werden muß. 
In Hinblick auf partielle Operatoren ist die Semantik von Termen gegeben durch den Begriff der Realisation von 
Termen neu zu überdenken. Da Operatoren vom Typ (w,s) nun nicht mehr auf dem gesamten Kreuzprodukt Aw 
bzgl. eines algebraischen Systems A definiert sein müssen, kann es vorkommen, daß der Wert eines Argument-
terms eines solchen Operators innerhalb eines Terms außerhalb des Definitionsbereichs der zu dem Operator ge-
gebenen Operation liegt. Die Anwendung des Operators auf so einen Term ist dann gewissermaßen undefiniert, 
bzw. nicht sinnvoll defmierbar. Die Realisation von Termen in Bezug auf Spezifikationen mit partiellen Opera-
toren wird daher eine Abbildung sein, die nicht auf der gesamten Menge der Terme zu einer Signatur und einer 
gegebenen Familie vonVariablen gegeben ist, sondern nur auf der Teilmenge der Terme, die interpretierbar sind, 
d.h. jeder Subterm eines solchen Terms ist rekursiv deflnierbar in dem Sinne, daß jeder Operator nur auf Terme 
angewendet wird, die definiert sind, und in der Interpretation liegen die Werte dieser Terme im Wertebereich der 
zum Operator gehörigen (partiellen) Operation. Wir gehen dabei hier davon aus, daß partielle Operationen strikt 
sind, d.h. die Anwendung einer partiellen Operation auf Argumente, die nicht alle definiert sind, ist ebenfalls un-
deflniert. 
Analog zu der Interpretation von Termen müssen wir auch die Interpretation von atomaren Formeln überdenken, 
d.h. welche Semantik hat ein Prädikat angewendet auf Argumentterme, wenn nicht alle Argumentterme definiert 
sind. Hier definieren wir, daß der Wert einer atomaren Formel bzgl. einer gegebenen Variablenauswertung wahr 
ist, wenn entweder alle Argumentterme des beteiligten Prädikats undefmiert sind oder der Wert aller Argument-
terme definiert ist und die zum Prädikat gehörige Relation von diesen Werten erfüllt wird. Andernfalls ist der 
Wert der atomaren Formel falsch. Für unser implizit stets vorhandenes Prädikat = bezeichnet man die mit der 
oben gegebenen Interpretation gegebene Semantik in der Literatur als starke Gleichheit (strong equality). 
Bei allgemeinen Formeln müssen wir die Semantik nun nicht weiter redefmieren, da ja gemäß unserer obigen 
Definition der Semantik von atomaren Formeln diese stets einen definierten Wert besitzen. Man beachte dabei, 
daß wir keine partiellen Prädikate zulassen. 
Bei der Angabe von Formeln in Spezifikationen mit partiellen Operatoren muß man in der Regel vorsichtig sein, 
um nicht Inkonsistenzen zwischen Formeln einzuführen. Bei unserem Beispiel STACK würde z.B. die Formel 
pop (push (st, top (st)) ) = st bewirken, daß einerseits da top (empty) undefmiert ist, push (empty, 
top (empty)) und damit pop (push (empty, top (empty))) auf Grund der Striktheit ebenfalls undefi-
niert ist, andererseits dieser Wert gemäß der angegebenen Gleichung aber gleich empt y sein sollte. Es ist daher 
besser, Gleichungen der obigen Gestalt stets durch eine if-Bedingung zu sichern, wie z.B. in 
if (st <> empty) then pop(push(st,top(st)))=st 
3.3.3 Parametrisierte Spezifikationen 
Häufig beobachtet man bei abstrakten Datentypen analoge Strukturen in der Weise, daß sie bis auf Stellen, an 
denen Symbole eines eingebundenen Datentyps verwendet werden, gleich sind. Durch eine Parametrisierung der 
Speziflkationen kann man solche Gemeinsamkeiten extrahieren und in einer parametrisierten Datenspezifikation 
unterbringen. Die konkreten Datentypen entstehen dann durch lnstantiierung aus der parametrisierten Spezifika-
tion. Wir könnten z.B. eine parametrisierte Spezifikation "Stack von irgendeinem abstrakten Typ" haben, aus der 
wir dann durch Instantiierung die Speziflkationen für Typen "Stack von natürlichen Zahlen", "Stack von Zei-
chenketten" oder "Stack von Mengen" gewinnen könnten. In der Theorie läßt sich eine parametrisierte Spezifl-
kation als eine Abbildung beschreiben, die als Argument abstrakte Datentypen mit einer vorgegebenen 
Spezifikation (insbesondere einer vorgegebenen Signatur) nimmt und diese auf abstrakte Datentypen mit einer 
anderen vorgegebenen Spezifikation abbildet. Solche Abbildungen nennt man in der Kategorientheorie Funkto-
ren. Wir wollen hier auf die Theorie von Funktoren, wie sie u.a. in der Theorie der algebraischen Spezifikation 
von Datentypen verwendet werden, nicht näher eingehen (Man siehe hierzu z.B. [Ehrig90, Herrlich73, MacLa-
ne72]), sondern hier einen konkreten Kalkül zur Parametrisierung von algebraischen Spezifikationen angeben der 
auf dem Funktorkalkül beruht. Hierzu führen wir den Begriff eines Funktors innerhalb unserer Spezifikations-
sprache ein. 
functor _ decls: 
fimctor _ dec/: 
functor _id: 
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functor fimctor _decl { ;fimctor _decl }~ 
fimctor _id ( [ param _specs] ) [ : sig ] = spec 
id 
param_specs: param_spec { ,param_spec }~ 
param_spec: param_id: spec 
param _id: id 
Eine Funktordeklaration besteht aus dem Schlüsselwort functor gefolgt von dem Namen des Funktors 
functor _id, eine in runden Klammem eingeschlossenen Parameterliste des Funktors, wobei Parameter Namen für 
Speziflkationen sind, dem Schlüsselwort = und dem Funktorrumpf, der durch eine Speziflkation defmiert wird. 
Man beachte dabei, daß die Parameterliste auch leer sein darf und daß im Fall der Angabe von Parametern die 
Speziftkation, die dem Parameternamen als "Typ" zugeordnet ist, mit angegeben werden muß. Innerhalb der Spe-
ziftkationsdefinition, die den Funktorrumpf beschreibt, können dann die Elemente der formalen Parameterspezi-
ftkationen, die exportiert werden, wie bei eingebundenen Unterspezifikationen in der Form 
param _id.name _ of_ e/ement _ of_spec referenziert werden. Man beachte dabei aber, daß die formalen Parameter-
spezifikationen normaler Weise von dem Funktor nicht exportiert werden, sofern sie nicht explizit durch eine Un-
terspeziftkationsdeklaration, die exportiert wird, indirekt exportiert werden. Betrachten wir hierzu einmal drei 
Beispiele: 
Beispiel 22 (Beispiel zu parametrisierten Spezifikationen) 
(a) Wir wollen als erstes Beispiel einmal eine parametrisierte Fassung unseres Stacktyps vor-
stellen. 







empty : stack; 
push : stack * elem -> stack; 
pop : (w: stack I w <> empty) -> stack; 
top : (w:stack I w <> empty) -> elem; 




Hier haben wir nun die Sorte elem als Sorte der Parameterspezifikation verwendet. 
(b) Als nächstes betrachten wir eine parametrisierte Version eines abstrakten Datentyps Menge. 















e : elem; 
op : elem * elem -> elem; 
M : MONOID 
set; 
elem; 
emptyset : set; 
sig 
incorp : set * elem -> set; 
total : set -> elem; 
contains : set * elem; 
elem=M.elem; 
s : set; y: elem; x : elem; 
not contains(empty,x); 
contains(incorp(s,x),x); 






not contains(s,x) => total(incorp(s,x)= 
M.op(total(s) ,x); 
end 
SET ist ein typisches Beispiel für einen Funktor, der in der Argumentspezifikation nicht nur 
Sorten, sondern auch Operatoren enthält. Die Semantik des Operators tot a 1 der parame-
trisierten Spezifikation SET kann hier nur mit Hilfe des Operators op, der in der Parame-
terspezifikation übergeben wird, deftniert werden. Man beachte, daß die Konstante e eben-
falls nur als Hilfsgröße zur Deftnition von total verwendet wird. Daher werden diese 
Operationen von SET auch nicht exportiert und sind damit für den Benutzer von SET ver-
deckt. 
(c) Wir wollen noch eine parametrisierte Version eines W arteschlangendatentyps (frrst-in-frrst-
out) angeben. 
specification ELEMENT = spec 
sort elem; 
end 













empty : fifo; 
put : fifo * elem -> fifo; 
get : fifo -> elem; 
rest : fifo -> fifo; 
length : fifo -> nat; 
elem=E.elem; 
nat=NAT.nat; 
w : fifo; 
n : elem; 
def get(w) <=> w <> empty; 
if (w <> empty) then get(put(w,n))=get(w) 
else get(put(w,n))=n; 
def rest(w) <=> w <> empty; 





Wir haben bisher nur Beispiele gesehen, bei denen die Parameter von Funktoren nur Signaturdefinitionen ent-
hielten. Das innerhalb einer formalen Parameterspezifikation auch Formeln sinnvoll sind, zeigt das folgende Bei-
spiel: 
Beispiel 23 (Bedingungen an formale Parameter) 
Wenn wir in unserer parametrisierten Spezifikation SET verlangen wollten, daß die Operation des Ein-
fügens von Elementen in die Menge kommutativ ist, d.h. daß die Gleichung 
incorp(incorp(s,x),y)=incorp(incorp(s,y),x) 
erfiillt ist, so müssen wir von der Operation op ebenfalls verlangen, daß sie kommutativ ist. Andernfalls 
würden wir einen inkonsistenten Typ bzgl. der Operation total erhalten. In diesem Fall würde man 
die Kommutativität von op in der formalen Parameterspezifikation von SET verlangen, z.B. so: 
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specification COMM_MONOID spec 
sort elem; 
const e : elem; 
opn op : elem * elem -> elem; 
var x : elem; y : elem; 
eqn op(x,y)=op(y,x); 
end 
Wir verbinden mit parametrisierten Datentypen keine unabhängige Semantik. Die Semantik der auf parametri-
sierte Datentypen aufgebauten Typen wird vielmehr einfach durch die Instantiierung der Parametrisierung be-
stimmt. Die lnstantiierung wollen wir nun näher erläutern. 
Bei der Instantiierung eines parametrisierten abstrakten Datentyps werden die formalen Parameterspezifikatio-
nen durch aktuelle Parameterspezifikationen ersetzt (d.h. die Spezifikation, die den Typ des Parameters be-
stimmt, wird durch den aktuellen Parameter, eine Spezifikation, ersetzt), wobei man sich letztere durch eine 
Unterspezifikationsdeklarationdeklaration in den Rumpf der parametrisierten Spezifikation eingebunden denken 
kann. Es entsteht also nach der Instantiierung eine Spezifikation, die der Rumpfspezifikation des parametrisierten 
Datentyps erweitert um Unterspezifikationsdeklarationen für jede aktuelle Parameterspezifikation von der Ge-
stalt 
specification param _id : param _sig = actual _param _spec 
entspricht. Aus der obigen Syntax ersieht man schon, daß die aktuellen Parameterspezifikationen von ihrer Si-
gnatur her nicht identisch zu den Signaturangaben der formalen Parameter sein müssen, sondern ihre Signatur die 
Signatur des formalen Parameters nur als Einschränkung enthalten müssen. Weiter muß die aktuelle Parameter-
spezifikation die Gleichungen der formalen Parameterspezifikation erfüllen. 
Um die Instantiierung von parametrisierten Datentypen in unsere Sprache einzubauen, verallgemeinem wir die 
Syntax für eine Spezifikation wie folgt: 
spec: spec _ name [ with rename _Iist end 1 
spec spec _body end 
spec _param _Iist: 
fimctor _id ( [ spec _param _Iist 1 ) [ with rename _Iist end 1 
spec {, spec }~ 
Eine Spezifikation wird jetzt nicht nur durch den Spezifikationsnamen einer bereits definierten Spezifikation oder 
durch eine Speziftkationsdefmition sondern auch durch einen Funktoraufruf beschrieben. In einem Funktoraufruf 
folgt dem Funktomamen die aktuelle Parameterliste zur Instantiierung des Funktors und optional eine Liste von 
Umbenennungen, wie wir dies schon von der Referenz einfacher Spezifikationen kennen. 
Betrachten wir einmal ein paar Beispiele für mögliche Instantiierungen: 
Beispiel 24 (lnstantiierung von parametrisierten Datentypen) 
(a) Bzgl. unseres parametrisierten Datentyps Stack wäre nun die Instantiierung einer Spezifi-
kation "Stack von natürlichen Zahlen" wie folgt denkbar: 
specification NATSTACK=STACK(spec sort elem=NAT.nat end); 
Wirhabenhier einfach die Sorte elem von STACK durch die Sorte nat von NAT instanti-
iert. Äquivalent hierzu wäre die Instantiierung 
specification NATSTACK=STACK(NAT with elem for nat end); 
(b) Auf ähnliche Weise können wir auch SET durch NAT instantiieren. Wir wollen dabeijedoch 
die Sorteset nach natset und die Operation total nach sum umbenennen. Als aktu-
elle Parameterspezifikation wählen wir nun: 





Die Signatur von NATSET beschreiben wir durch: 
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signature NATSET = sig 
natset; nat; 
emptyset : natset; 
sort 
const 
opn incorp : natset * nat -> natset; 
sum : natset -> nat; 
pred contains : natset * nat; 
end 
NATSET erhalten wir dann durch die folgende lnstantiierung von SET: 
specification NATSET : NATSET = spec 







Man beachte, daß wirhier set in natset und total in sum umbenannt haben. sum ad-
diert jetzt offensichtlich die Werte aller natürlichen Zahlen, die auf dem Stack sind, auf. Mit 
der Möglichkeit, Elemente der Signatur eines Funktors bei der lnstantiierung noch umzu-
benennen, können wir die Spezifikation NATSET auch schreiben als: 
specification NATSET : NATSET 
with natset for set, 
nat for elem, 
sum for total 
end; 
SET (NAT_MONOID) 
Man beachte, daß gemäß der Syntax von SNL eine Funktorinstantiierung ein Sprachelement vom Typ spec ist, 
d.h. Funktorinstantiierungen können überall da verwendet werden, wo Spezifikationen verlangt werden. Eine 
Funktorinstantiierung kann damit innerhalb der Definitionen anderer Spezifikationen oder Funktoren verwendet 
werden. 
Beispiel 25 (Funktorinstantiierung in einem Funktorrumpt) 
Wir wollen einmal den Funktor SET zu einen Funktor MSET ausdehnen, der eine Operation zur Be-
stimmung des kleinsten Elementes innerhalb einer Menge enthält. Die Parameterspezifikation des 
Funktors MSET muß dann als zusätzliches Element gegenüber der formalen Parameterspezifikation 
MONOID von SET ein Prädikat zum Vergleich der Elemente innerhalb der betrachteten Mengen ent-
halten. Wir definieren daher zunächst: 
specification MSET PARAM spec 
include MONOID; 
pred le : elem * elem; 
end 









end = spec 
set; 
elem; 
emptyset : set; 
incorp : set * elem -> set; 
total : set -> elem; 
min : set -> elem; 
contains : set * elem; 
include SET (M) ; 
ptl min : (s:set I s <> emptyset) -> elem; 
var s : set; x : elem; 
eqn if (s=empty) then min(incorp(s,x))=x 
end 
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else if M.le(x,min(s)) then 
min(incorp(s,x))=x 
else min(incorp(s,x))=min(s); 
Eine Funktorinstantiierung kann weiter als aktueller Parameter eines anderen Funktors auftreten. 
Beispiell6 (Funktorinstantiierung als aktueller Parameter eines Funktors) 
Die folgende Spezifikationsdeklaration definiert eine Warteschlange, deren Elemente Mengen natürli-
cher Zahlen sind. 
specification FIFO_NATSET= 
FIFO(SET(NAT_MONOID) with elem for set end); 
3.3.4 Standardtypen in SNL 
Um eine Basis fiir die Konstruktion von Spezifikationen zu bieten, ist es sinnvoll, einige Standarddatentypen in 
SMARAGD bereitzustellen, so daß derModelliererauf diese bereits eingebauten Typen aufbauen kann. Wir stel-
len daher in SNL Spezifikationen von Standarddatentypen (BOOL, INT und STRING) bereit, für die es zugehö-
rige Standardmodelle und Standardimplementierungen in der Sprache ML gibt. Wir wollen diese Typen im 
folgenden im einzelnen vorstellen. 
3.3.4.1 Der Standarddatentyp BOOL 
Zur Angabe der prädikatenlogischen Semantik von Formeln in SNL haben wir einen booteschen Datentyp mit 
Signatur LBOOL verwendet. Wenn wir fiir die folgende Spezifikation in SNL die SNL-Schlüsselworte not, 
andalso und orelse als Operatorsymbole und nicht als Schlüsselworte interpretieren, so läßt sich die zu LBOOL 
gehörige Spezifikation des booteschen Datentyps in SNL wie folgt beschreiben: 









bool -> bool; 
bool * bool -> bool; 
orelse bool * bool -> bool; 
in fix andalso 2; 
orelse 1; 
var x : bool; y: bool; 
eqn true <> false; 
not true = false; 
not false = true; 
true andalso x = x; 
false andalso x = false; 
x orelse y =not (not x andalso not y); 
Dies entspricht einer funktionalen Sicht der prädikatenlogischen Sprache l.ter Ordnung, über die SNL Formeln 
interpretiert werden. Wir können daher (da die obige Spezifikation von BOOL als Standardtyp in SNL enthalten 
ist) die Schlüsselworte andalso, orelse und not in SNL einmal als Elemente der SNL zu Grunde liegenden prä-
dikatenlogischen Sprache 1. Ordnung auffassen, wie dies hinter Def. 4 im Text beschrieben wird, oder äquiva-
lenter Weise als die Operatoren der SOL-Standardspezifikation BOOL, wie sie oben definiert ist, ansehen. Ein 
Prädikat predicate : sl * s2 * ... * sk kann man daher auch in äquivalenter Weise in SNL als eine Funktion 
predicate: sl * s2 * ... * sk -> boo/ schreiben. 
Im folgenden erlauben wir es, daß die Elemente der oben definierten Spezifikation BOOL überall in SNL-Spezi-
fikationen ohne eine explizite lnkludedeklaration der Spezifikation BOOL verwendet werden dürfen, da BOOL per 
Definition in jede SNL-Spezifikation implizit inkludiert wird. Die Namen der Elemente von BOOL sind daher, 
um Namenskonflikte zu vermeiden, als Schlüsselwörter von SNL anzusehen, wie dies schon bzgl. der nichtfunk-
tionalen Sicht von SNL definiert wurde. 
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Wir verbinden mit der obigen Spezifikation BOOL stets eine Standardrealisierung, die minimal und tennerzeugt 
ist. Eine solche Realisierung beinhaltet als Wertemenge für die Sorte bool genau zwei Werte fiir die Konstanten 
t rue und f als e. Je zwei solcher Realisierungen sind isomorph. In ML ist BOOL über den ML-Standarddaten-
typ bool in SMARAGD realisiert, wie wir dies etwas später noch genauer darlegen werden. 
3.3.4.2 Der Standarddatentyp INT 
Der Standarddatentyp INT wird in SNL durch die folgende Spezifikation beschrieben. 
specification INT = spec 
end 
sort int; 
const 0 :int; 
opn succ int -> int; 
pred int -> int; 
int -> int; 
+ int * int -> int; 
int * int -> int; 
* int * int -> int; 
div int * int -> int; 
mod int * int -> int; 
pred <= int * int; 
< int * int; 
>= int * int; 
> int * int; 
in fix * 5; div 5; mod 5; 
+ 4. - 4; * 5; I 
<= 3; < 3; >= 3; > 3 
var x : int; y : int; 
eqn succ(pred(x))=x; pred(succ(x))=x; 
-(0) = 0; -(succ(y)) = pred(-y); 
-(pred(y)) = succ(-y); 
x+O=x; x+(succ(y)) = succ(x+y); 
x+(pred(y)) = pred(x+y); 
x-y = x + ( -y) ; 
x*O=O; x*(succ y)=x*y+x; 
x*(pred y)=x*y-x; 
x<=x; (x<=y) => (x<= (succ (y))); 
not (succ(x)<=x); 
not (x<=y) =>not (succ(x)<=y); 
(x<y) <=> (not (x=x) andalso x<=y; 
(x>y) <=>not (x<=y); 
(x>=y) <=>not (x<y); 
((x>=O)andalso(y>O)) => 
if (x<=y) then x div y 0 
else x div y = (x-y) div y +1; 
((x<O)andalso(y>O)) => 
x div y = (x+y) div y -1; 
(y<>O) => x div y = -x div -y; 
x mod y = x - (x div y) * y; 
Wir verbinden mit dieser Spezifikation stets das mathematische Modell der ganzen Zahlen mit der Addition +, 
der Subtraktion-, der Multiplikation *,der ganzzahligen Division di v, der Modulooperation mod, der Negation 
-,der Inkrementoperation succ und der Dekrementoperation pred. Weiter haben wir die Standardvergleichs-
relationen auf den ganzen Zahlen<,<=,=,<>,>= und>. 
Damit wir die Werte der Sorte int gemäß den üblichen mathematischen Konventionen benennen können, fUhren 
wir in SNL als Standardschreibweisen ft1r ganze Zahlen 1, 2, .... als Abkürzungen ft1r die Tenne succ ( 0), 
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succ ( succ (0)), ... ein. Man beachte,daßmannegativeZahlendamitüberden Negationsoperatorals ~1, ~2, 
etc. schreiben kann. 
3.3.4.3 Der Standarddatentyp STRING 
Der Standarddatentyp STRING hat die folgende Spezifikation: 
specification STRING = spec 
end 
sort string; 










... ; "z"; 
... , "9"; 
A : string * string -> string; 
A 6; 
size : string -> int; 
< : string * string; 
<= : string * string; 
> : string * string; 
>= string * string; 
xl : string; yl : string; 
x2 : string; y2 : string; 
"A" < "B"; ... ; "A" < "9"; "A" > "". ' "B" < "C"; 
"8" < "9"; 
"9" > n" • ' xl A "" 
"" A xl = 
... ; "B" 
"8" > "". ' 
xl; 
xl; 
< "9"; "B" > ""· ' 
xl A yl = x2 A y2 andalso size (yl)=size(y2) 
<=> xl = x2 andalso yl=y2;; 
size(xl A yl)=size(xl) + size(yl); 
size("A")=l; ... , size("9")=1; 
size("")=O; 
a <> "" => a A b > nil; 
not (nil > a Ab); 
size(i)=l andalso size(j)=l => 
((iAa) > (jAb) <=> 
(i>j) orelse (i=j andalso a>b)); 
a <= b <=>not (a>b); 
a <b <=> b > a; 
a >= b <=> b <= a; 
Wir verbinden mit der Spezifikation STRING als Modell stets ein algebraisches System, das als Wertemenge der 
Sorte string die Menge der Wörter enthält, die aus den Zeichen des Alphabets {"A", ... , "Z", "a", ... , "z", "0", 
... ,"9" } enthält, wobei"" das leere Wort beschreibt. Aistin diesem algebraischen System die Operation der Kon-
katenation zweierWörterund size die Längenfunktion, die beschreibt, wieviel Buchstaben ein Wort enthält. 
Die Ordnungsrelationen sind durch die lexikographische Ordnungsrelation bestimmt. In ML wird dieses Modell 
durch den ML-Standarddatentyp string bereitgestellt. 
3.3.5 Konstruktion von Thpeln, Rekords, Unionen und Listen von Spezifikationen 
In der Praxis verwendet man zur Bildung komplexerer Datentypen häufig Konstruktionsverfahren. die einem ein-
zelne Datentypen als Komponenten eines weiteren (man sagt strukturierten) Datentyps erscheinen lassen. Aus 
mathematischer Sicht bieten sich für die Bildung solcher zusammengesetzter Datentypen insbesondere die Kon-
zepte kartesisches Produkt und disjunkte Summe an, die ein Programmierer in der Regel als Tupel- bzw. Rekord 
und Union kennt. 
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Im folgenden wollen wir zeigen, daß man die Bildung von kartesischen Produkten und disjunkten Summen in 
Form von Tupeln bzw. Rekords oder Unionen auf einfache Art und Weise in einem eiWeiterten Kontext der Spe-
zifikationssprache SNL über die lnstantiierung geeigneter (SMARAGD-interner) Funktoren beschreiben kann. 
Aus diesem Grunde kann man in SNL allgemeine Sprachkonstrukte bereitstellen, über die ein Anwenderauf ein-
fache Art und Weise Tupel, Rekords bzw. Unionen innerhalb von SNL bilden kann, wobei diese Sprachkonstruk-
te dann über spezielle Transformationsregeln, die wir im folgenden noch näher vorstellen werden, auf die 
Instantiierung der zugehörigen SMARAGD-internen Funktoren zurückgeführt werden. Wir folgen dabei einer 
Methode, wie sie für die Breitbandsprache CIP-L des CIP Systems in [CIP85] vorgestellt wird, wählen allerdings 
eine etwas andere Notation und unterscheiden weiter die Produkte in die zwei Formen Tupel und Rekord. 
Damit derAnwendereine Basis (siehe in diesem Zusammenhang auch den Abschnitt über Standardspezifikatio-
nen in SNL) für Implementierungen seiner Spezifikationen hat, gehen wir dabei davon aus, daß die beteiligten 
Funktoren weiter mit Standardrealisierungen verbunden sind. 
Bei der Definition der folgenden SMARAGD-internen Funktoren und Transformationsregeln erlauben wir als 
Namen von internen bzw. durch Schlüsselworte von SNL noch zu definierenden Sorten und Operatoren spezielle, 
sonst auf Grund der Syntax nicht verwendbare Zeichenketten, wobei wir solche sonst als Namen nicht erlaubte 
Zeichenketten der Übersichtlichkeit in Hochkomma (') einschließen. Dies fiihrt zu keinen Schwierigkeiten, da es 
sich ja nur um SMARAGD-interne Konstrukte handelt, deren für den Benutzer sichtbaren und verwendbaren Ele-
mente über noch zu definierende syntaktische Erweiterungen von SNL bereitgestellt werden. 
Die Bildung eines kartesischen Produkts aus /..:> 1 Komponentensorten läßt sich für jedes k> 1, kE N, durch einen 
SMARAGD-internen Funktor beschreiben, der durch das folgende verallgemeinerte Konstruktionsschema defi-
niert ist. 
functor PRODUCT_k(A:spec sort s1; ... ;sk end)= 
spec 
sort 1 s1*s2 ... *sk 1 ; 
opn 1 (., .) 1 : A.s1 * A.s2 * .. *A.sk -> 1 s1*s2* ... *sk 1 ; 
1 #1 1 : 1 s1*s2* ... *sk 1 -> A.s1; 
1 #2 1 : 1 s1*s2* ... *sk 1 -> A.s2; 
1 #k 1 1 s1*s2* ... *sk 1 -> A.sk; 
var x1 : A. s1; . . . ; xk : A. sk; 
y1 : A.s1; ... ; yk : A.sk; 
eqn 1 (., .) 1 (x1, ... ,xk)= 1 (., .) 1 (y1, ... ,yk) <=> 
end; 
x1=y1 andalso x2=y2 . . . andalso xk=yk; 
1 #1 1 ( 1 (., .) 1 (x1, ... ,xk))=x1; 
1 #k 1 ( 1 (., .) 1 (x1, ... ,xk))=xk; 
Für jedes k> 1, kE N, definiert der Funktor PRODUCT _k zunächst eine Sorte mit Namen s 1 * s 2 ... * sk und 
Operatoren mit den Namen ( . , . ) , #1, # 2 ... # k. Der Sortenname s 1 * s 2 ... * sk symbolisiert, daß die Werte 
dieser Sorte bzgl. der in SNL vordefinierten Standardrealisierung der Funktoren alle Tupel der Gestalt 
( x 1, ... , xk) mit x 1 aus der Wertemenge von sl, x2 aus der Wertemenge von s2, usw. sind. Der Operator mit 
dem Namen ( . , . ) ist der Konstruktor für die Werte der Sorte s 1 * s 2 ... * sk, d.h. in der Standardrealisation 
erzeugt die zugehörige Operation bei gegebenen Argumentwerten xl, x2, .. , xk das Tupel (xl ,x2, .. ,xk) und da wir 
nur termerzeugte Modelle betrachten, läßt sich jedes Element der zu s 1 * s 2 ... * s k in der Standardrealisierung 
gehörigen Wertemenge auch so darstellen. Aus diesem Grunde liegt es nahe, wenn wir es in SNL erlauben, daß 
wir Tenne der Gestalt(.,.) (xl, ... ,xk) einfach als Tupel (xl, .. ,xk) schreiben dürfen, was der Name(.,.) des Opera-
tors schon symbolisieren soll. Die Operatoren #1, #2, ... , #k stellen die Projektionsoperatoren dar. In der Stan-
dardrealisierung liefern die zugehörigen Operationen aus einem k-Tupel die jeweils i-te Komponente, was durch 
die Gleichungen innerhalb des Funktor PRODUCT _k explizit für alle Realisierungen festgeschrieben ist. 
Es läßt sich leicht zeigen, daß die Funktoren PRODUCT _k fi1r alle k> 1, kE N monomorph relativ zu den Para-
metersorten sind, so daß die oben angegebene Standardrealisierung einen geeigneten Prototyp für andere Reali-
sierungen darstellt. Weiter ist (.,.), wie alle anderen Operatoren in SNL, per Defmition strikt, so daß die 
Anwendung von(.,.) auf Terme nur dann einen definiertes Tupelliefert, wenn alle Argumentterme definiert sind. 
Die stets fUr jede Sorte implizit vorhandene Gleichheits- und Ungleichheitsrelation ist so definiert, daß zwei Tu-
pel genau dann gleich sind, wenn all ihre korrespondierenden Komponenten gleich sind. 
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Nachdem wir nun die Syntax und Semantik der SMARAGD-internen Funktoren PRODUCf _k geklärt haben, 
können wir uns nun ansehen, über welche Sprachkonstrukte wir Tupel und Rekords in SNL mit Hilfe dieser 
Funktoren und geeigneter Transformationsregeln einführen können. Wir wollen zunächst die Defmition von Tu-
pein und die zugehörige Transformationsregel angeben. 
Def. 18 (Tupeldefinition) 
Ein Tupel wird in SNL über ein Sprachkonstrukt der Gestalt 
sort p = ml * m2 * ... * mk; 
definiert, wobei ein solches Konstrukt per Defmition äquivalent zu dem folgenden SNL-internen Co-
deteil ist: 
include PRODUCT_k(spec sort sl=ml; ... ; sk=mk end) 
with 1 ml*m2* ... *mk 1 for 1 sl*s2* ... *sk 1 
end; 
sort p = 1 ml *m2 * ... *mk 1 ; 
Bei der obigen Defmition ist zu beachten, daß ein Benutzer von SNL nur die Namen als Sortennamen verwenden 
darf, die innerhalb des Konstruktes 
sort p = ml * m2 * ... *mk; 
angegeben werden, und diese müssen den fiir SNL üblichen Konventionen genügen. Gleichwohl ist, wie wir dies 
für Sortendefinitionen der Gestalt sort name 1 = name 2 definiert haben, der Name p nur ein alternativer Name 
der intern definierten Sorte ml *m2* ... *mk, so daß eine weitere Deklaration der Gestalt 
sort pl = ml * m2 * ... *mk; 
keine neue Sorte in SNL, sondern nur einen weiteren alternativen Namen pl fiir die Sorte ml *m2* ... *mk de-
finiert. 
Weiter ist zu beachten, daß die standardmäßig als Projektions- und Konstruktionsoperatoren von Tupeln in SNL 
vordefmierten Operatomamen (.,.), #1, #2, etc in ihrer Bedeutung überladen sind, d.h. aufbeliebige Tupel ange-
wendet werden können, und daß eine Anwendung von(.,.) stets in der Tupelform (xl, .. ,xk) geschrieben werden 
muß. 
Die Syntax von SNL erweitern wir damit wie folgt: 
spec _sort _ decl: sort _id [ = sort _type ] 
sort _type: sort name 
term: 
sort _type { * sort _type }~ 
opn_ name term 
term opn _!wme term 
const name 
var id 
( term { , term }~) 
Die Analogie des sort _type Konstruktes zu der linken Seite einer Operator- oder Prädikattypdefinition ist kein 
Zufall. Man kann nämlich, wie dies auch in ML defmiert ist, jede Operation mit mehreren Argumenten sl, .. ,sk 
als eine Operation mit nur einem Argument deuten. wobei dieses eine Argument vom Typ her ein Tupeltyp der 
Gestalt sl * s2 * .. sk ist. Wenn wir diese Deutung auf unsere Spezifikationssprache übertragen, können wir sa-
gen, daß ein Operator op mit Typ sl * s2 * .. *sk -> t äquivalent zu einem Operator op mit Typs-> t ist, wobei 
s durch eine Deklaration der Gestaltsorts = sl * s2 * .. * sk defmiert ist. 
Man beachte weiter, wie sich die Syntax für Terme der obigen Deutung von Operatoren als Operationen mit nur 
einem Argument angepaßt hat. Die Anwendung eines nicht als Infix definierten Operators auf sein (einziges) Ar-
gument ist nun definiert durch die Syntax opn_name term, wobei das Argument term nun ein Tupel von der Ge-
stalt ( term { , term }~)sein kann. 
Bei der praktischen Anwendung von Tupeln ist es oftmals störend, daß innerhalb eines Tupelterms ein Kompo-
nententerm nur an Hand seiner Position im Tupel eindeutig einer Sorte zugeordnet werden kann. Weiter stehen 
die Komponenten eines Tupels in der Regel fiir reale Objekte, die, auch wenn sie von der gleiche Sorte sind, eine 
verschiedenen Bedeutung haben, so daß man sie unterschiedlich kennzeichnen möchte. So könnte das folgende 
Tupel vomTypstring * string ("Hans", "Walter") in der ersten Komponente den Vomamen und in der zweiten 
Komponente den Nachnamen einer Person enthalten. Dies ist aber aus der Form des Tupels und der Elemente 
nicht ersichtlich (Ist "Walter'' nun ein Vorname oder Nachname?). Aus diesem Grunde stellen Programrnierspra-
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eben in der Regel einen zusammengesetzten Typ Rekord bereit, der es erlaubt, seine einzelnen Komponenten 
über Namen anzusprechen. 
Wir können unsere Konstruktion von Tupeln in SNL auf leichte Weise aufdie Bildung von Rekords übertragen, 
wenn wir eine benutzergesteuerte Umbenennung der Projektionsoperatoren der Funktoren PRODUCf_k inner-
halb eines neuen SNL sort _type Konstruktes erlauben. Die Definition solcher Rekords und der zugehörigen 
Transfonnationsregellautet: 
Def. 19 (Rekorddefinition) 
Ein Rekord wird in SNL über ein Sprachkonstrukt der Gestalt 
sort r = { label1 : m1, label2 : m2, ... , labelk: mk 




PRODUCT_k(spec sort s1=m1; ... ; sk=mk end) 
with 
end; 
'm1*m2* ... *mk' for 's1*s2* ... *sk', 
' { . , . } ' for ' (., . ) ', 
'#label1' for '#1', 
'#label2' for '#2', 
'#labelk' for '#k' 
r = 'm1*m2* ... *mk'; 
Wie auch bei Tupeln kann ein Benutzer von SNL zur Referenzierung der Sorte 'm1 *m2 * ... *mk' nur den Na-
men r verwenden. Im Gegensatz zu den immer gleich benannten Projektionsoperatoren von Tupeln, sind die Pro-
jektionsoperatorenvon Rekords jetzt in der Syntax #labell, #label2, ... , #labelk über die Namen der 
Label der Rekordkomponenten, wie sie in der Deftnition eines Rekords gegeben sind, in SNL definiert. Hierzu 
erweitern wir die SNL-Syntax in der Weise, daß Namen, denen ein# vorangestellt ist, explizit als Projektionso-
peratoren bzgl. gegebener Rekorddefinitionen aufgefaßt werden. 
Weiter führen wir entsprechend unserer Vorgehensweise bei Tupeln zur Angabe der Terme, die entstehen, wenn 
wir die von ihren Namen in SNL nicht benutzbare Konstruktorfunktion { . , . } auf zugehörige Argumente x1, 
x2, .. , xk anwenden, d.h. für Terme der Gestalt { . , . } ( x 1 , ... , xk) , in SNL die Schreibweise 
{ label1=x1, label2=x2, ... , labelk=xk } ein. Da innerhalb dieser Schreibweise eine Kompo-
nente eines Rekords durch die Labelangabe eindeutig identifiziert wird, ist die Reihenfolge der labeli=xi 
Konstrukte nicht wichtig, so daß wir hier eine beliebige Reihenfolge zulassen, wobei allerdings jede Komponente 
genau einmal auftreten muß. 
Zur Einbindung von Rekords in SNL erweitern wir damit unsere Syntax durch: 
spec _sort _ decl: sort _id [ = sort _type ] 
sort _type: sort name 
sort_type I * sort_type }~ 
{ Iabel: sort_type {, Iabel: sort_type }~} 
Iabel: id 
term: opn _name term 
term opn _name term 
const name 
var id 
( term { , term } ~ ) 
( Iabel = term { , Iabel = term }~ } 
Wir wollen einmal ein Beispiel zu der Verwendung von Rekords und Tupeln betrachten. 
Beispiel 27 (Verwendung von Tupeln und Rekords) 
(a) Eine Spezifikation, die Paare von natürlichen Zahlen definiert, läßt sich in SNL wie folgt 
erzeugen: 
specification PAIR'OF'NAT = spec 
include NAT; 
sort pair = nat * nat; 
end; 
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Wir wollen diese Spezifikation einmal mit einem Prädikat zum Vergleich von solchen Paa-
ren anreichern: 








pair = nat * nat; 
1t : pair * pair; 
lt 4; 
xl : nat; yl : nat; 
x2 : nat; y2 : nat; 
(xl 1 yl) 1t (x2 1 y2) <=> xl<=x2 
anda1so 
yl<=y2; 
Wir haben hier bei der Angabe der Gleichung zur Spezifikation der Semantik von 1 t auf 
Paaren ausgenützt, daß wir gemäß der Semantik des Tupelkonstruktes alle Paare in der 
Form ( x 1 y) schreiben können. Wir hätten alternativ aber auch die Projektionsoperatoren 
von Tupeln verwenden können. Mit diesen würde eine Gleichung zur Angabe der Semantik 
von 1 t lauten: 
var pl : pair; p2 : pair; 
eqn pl 1t p2 <=> #l(pl) <= #l(p2) anda1so 
#2(pl) <= #2(p2); 
Als nächstes wollen wir uns mit der Bildung von Unionen in SNL befassen. Hier ist der Grundgedanke, daß man 
aus mathematischer Sicht die disjunkte Summe der Wertebereiche mehrerer Typen bilden möchte. Hierzu führen 
wir für jedes kE N,jE N die folgenden SMARAGD-internen Funktoren ein. 








cl : sum; c2 sum; ... ;cj : sum; 
makel A.sl -> sum; 
make2 A.s2 -> sum; 
makek A.sk -> sum; 
xl : A.sl; x2 : A.s2; ... ; xk 
cl <>c2; cl<>c3; ... ; cl<>cj; 









makek (xk) <>cl; ... 1 makek (xk) <>cj; 
makel(xl)<>make2(x2); ... makel(xl)<>makek(xk); 
make2(x2)<>make3(x3); ... ; make2(x2)<>makek(xk); 
makek-l(xk-l)<>makek(xk); 
Im Fall von k=O habe dabei SUM_K+J eine leere Parameterspezifikation und damit auch keine Sorten si und kei-
ne Operatoren makei. Im Fall vonj=O habe die Spezifikation keine Konstantensymbole ci. Die Gleichungen de-
finieren als Semantik nur, daß die durch die Konstantensymbole und die makel, .. , makek erzeugten Elemente 
der Sorte sum alle verschieden voneinander sind, so daß wir im Fall termerzeugter Modelle davon ausgehen kön-
nen, daß die zu sum gehörige Wertemenge isomorph zu der disjunkten Vereinigung der Mengen von Termen ist, 
die von den Konstanten bzw. den Konstruktoroperatoren makel, .. , makek erzeugt werden. Wir verbinden in der 
Standardrealisierung daher stets mit Unionen die Semantik der durch diese disjunkte Summe gegebenen Termal-
gebra. Das Gleichheitsprädikat ist dann auf dieser Menge offensichtlich so definiert, daß zwei Elemente genau 
dann gleich sind, wenn ihre Darstellung als Terme (sie werden durch den gleichen String beschrieben) gleich 
sind. 
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Mit Hilfe der obigen SMARAGD-internen Funktoren definieren wir nun die Semantik von Unionen innerhalb 
von SNL durch die folgende TransformationsregeL 
Def. 20 (Definition von Unionen) 
Eine Union wird in SNL über ein Sprachkonstrukt der Gestalt 
union u = al I a2 I . . . I aj I conl of tl I .. I conk of tk; 
definiert, wobei ein solches Konstruktper Definition äquivalent zu dem folgenden SNL-internen Co-
deteil ist: 
include SUM_k+j(spec sort sl=tl; ... ; sk=tk end) 
with u for sum, 
al for cl, ... , aj for cj, 
conl for makel, ... ,conk for makek 
end; 
Um die Benutzung von Unionen innerhalb unserer Sprache zuzulassen, führen wir eine neue Form von Deklara-
tionsteilen spec _union _ decls in SNL ein. Wir erweitern die Syntax von SNL daher um die folgenden Konstrukte: 
spec _sig_dec/s: 
spec _union _decls: 
spec _union _ decl: 
union alternative: 
con id: 
spec _sort _ dec/s 
spec _const _ dec/s 
spec _opn_ decls 
spec ytl_ dec/s 
spec yred _ dec/s 
spec_decls 
spec _include _ dec/s 
spec _zmion _ decls 
union spec _zmion _ decl { ; spec _union_ dec/ }~ [ ; ] 
sort_id = union _alternative { I union_ alternative }~ 
const id 
con _id of sort _type 
id 
Da über eine Unionsdeklaration neue Elemente der Signatur einer Spezifikation (z.B. die Konstanten und Kon-
struktoroperationen) definiert werden, die extern innerhalb der Signatur der Spezifikation sichtbar sind, führen 
wir auch einen Unionsdeklarationsteil innerhalb von Signaturen ein. 
sig_dec/s: 
sig_zmion _ decls: 
sig_union _ decl: 
sig_sort _dec/s 
sig_const _ dec/s 
sig_opn_ dec/s 
sigyred _ decls 
sig_decls 
sig_include _ dec/s 
sig_union_ dec/s 
union sig_union_decl { ; sig_union_decl }~ 
sort _id = union _alternative { I union _alternative } ~ 
Wir wollen uns einmal ein Beispiel zur Verwendung von Unionen ansehen. 
Beispiel28 (Verwendung von Unionen) 
(a) Unsere Spezifikation BOOL läßt sich unter Verwendung einer Union wie folgt vereinfa-
chen: 
specification BOOL = spec 
union bool = true I false; 
opn not bool -> bool; 
andalso: bool * bool -> bool; 
orelse bool * bool -> bool; 
infix andalso 2; orelse 1; 
var x : bool; y : bool; 
eqn not true = false; 
not false = true; 
end 
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true andalso x = x; 
false andalso x = false; 
x orelse y =not (not x andalso not y); 
(b) Wir nehmen einmal an, daß wir einen Datentyp spezifizieren wollen, der Personen durch 
Angabe ihrer Namen, ihres Geschlechtes, ihres Alters und ihres Gewichtes beschreiben soll. 
Grundlage für eine solche Datentypspezifikation könnten dann die folgenden Unionsdekla-
rationen bieten. 
union NAME Name of string; 
union SEX Male I Female; 
union AGE Age of int; 
union WEIGHT Weight of int; 
Mit diesen Unionen könnte man nun eine Person durch die folgende Union beschreiben: 
union PERSON Person of NAME * SEX * AGE * WEIGHT 
Personen könnten dann z.B. durch die folgenden Terme beschrieben werden: 
Person(Name "Mary", Female, Age 27, Weight 58) 
Person(Name "John", Male, Age 23, Weight 73) 
Innerhalb der Struktur PERSON könnte man dann weitere Operationen und Prädikate zum 
Umgang mit Personen einführen. Hier wären vor allem Projektionsoperatoren sinnvoll, die 
bei gegebener Person ihre einzelne Attribute extrahieren. Eine Spezifikation könnte z.B. 
lauten: 
specification PERSON = spec 
union NAME = Name of string; 
union SEX = Male I Female; 
union AGE = Age of int; 
end 
union WEIGHT = Weight of int; 
union PERSON = Person of NAME*SEX*AGE*WEIGHT; 
opn give_name: PERSON -> NAME; 
give_sex : PERSON -> SEX; 
give_age : PERSON -> AGE; 
give_weight : PERSON -> WEIGHT; 
var name : NAME; age : AGE; 





Unsere Transformationsregel zur Erklärung von Unionen reicht weiter aus, um selbst rekursive Unionsdeklara-
tionen zu erklären, die auf der rechten Seite als Argument von Konstruktoroperatoren der zu definierenden 
Unionssorte diese Sorte selbst zulassen. Das folgende Beispiel zeigt die Verwendung solcher rekursiven Unions-
deklarationen. 
Beispiel 29 (Spezifikation natürlicher Zahlen über eine rekursive Union) 
(a) Die natürlichen Zahlen lassen sich durch die folgende Union beschreiben. 
specification NAT = spec 






+ : nat * nat -> nat; 
<= : nat * nat; 
+ 6; <= 4; 
m nat; n : nat; 
n + 0 = n; 
end 
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n + succ m = succ(n+m); 
m <= m + n; 
not n + (succ m) <= n; 
Gemäß der Transformationsregel für Unionen ist die obige Unionsdeklaration äquivalent zu 







0 : nat; 
succ : nat -> nat; 
x : nat; y : nat; 
0 <> succ x; 
SUCC X = SUCC y <=> X = y; 
Man sieht hier, daß rekursive Unionsdeklarationen durch rekursive Konstruktaren (hier 
succ) beschrieben werden, was zu keinerlei Problemen führt. 
(b) Weiter können wir unseren Funktor STACK mit Hilfe einer Union wie folgt beschreiben: 
functor STACK ( E : spec sort elem; end) = spec 
sort elem = E.elem; 
end 
union stack = empty I push of stack * elem; 
ptl pop : (w:stack I w <> empty) -> stack; 
top : (w:stack I w <> empty) -> elem; 
var st : stack; e : elem; 
eqn pop(push(st,e))=st; 
top(push(st,e))=e; 
Analog zu STACK kann man auch den FunktorF IFO mit Hilfe einer Union 
union fifo = empty I put of fifo * elem 
definieren. 
Als weiteren Mode wollen wir nun noch in SNL Listen einführen. Ausgangspunkt zur Angabe von Listen inner-
halb von SNL ist der folgende SNL interne Funktor. 
functor LIST(A : spec sort s1 end) = spec 
union 1 A.s1 list 1 = nil I :: of (A.s1 * 1 A.s1 list 1 ); 
infixr 5 .. , 
opn @ : 1 A.s1 list 1 * 1 A.s1 list 1 -> 1 A.s1 list 1 ; 
infixr 5 @; 
ptl hd: (x: 1 A.s1 list 1 I x <> nil) -> 1 A.s1 list 1 ; 
tl: (x: 1 A.s1 list 1 I x <> nil) -> 1 A.s1 list 1 ; 
opn rev: 1 A.s1 list 1 -> 1 A.s1 list 1 ; 
length : 1 A.s1 list 1 ' -> int; 
ptl nth : ( (x, i) : 1 A. s1 list 1 * int I 0 <= i andalso 
var 
length(x) < i) -> A.s1; 
nthtail : ( (x, i) : 1 A. s1 list 1 * int I 0 <= i andalso 
length(x) < i) -> 1 A.s1 list 1 ; 
a 
X 
A.s1; b: A.s1; 
1 A. s 1 list 1 ; y : 1 A. s 1 list 1 ; 
n int; 
eqn nil @ y = y; 
(a x) @ y = a . • (x @ y); 
hd (a : : x) = a; 
tl (a :: x) = x; 
rev (a :: nil) a :: nil; 
rev (a :: x) = rev (x) @ (a :: nil); 
length (nil) = 0; 
length ( a :: x) = 1 + length(x); 
end; 
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nth (a :: x,O) = a; 
nth (a :: x, n) = nth(x,n-1); 
nthtail (a .. x,O) x; 
nthtail (a :: x,n) = nthtail(x,n-1); 
Die VeiWendung von Listen in SNL wird dann über die folgende Transfonnationsregel geregelt. 
Def. 21 (Definition von Listen) 
Eine Liste wird in SNL über ein Konstrukt der Gestalt 
sort mlist = m1 list 
eingeführt. Dieses Konstrukt ist äquivalent zu dem Codeteil 
include LIST(spec sort s1=m1 end) 
with 'm1 list' for 'A.s1 list' end; 
sort mlist = 'm1 list; 
Man beachte dabei, daß die in der Signatur des Funktors LIST vorkommenden Symboleper Definition wiederum 
in ihrer Bedeutung überladen sind, d.h. für verschiedene Listen die gleichen Operationssymbole veiWendet wer-
den können. 
Zur einfacheren Schreibweise von Listentennen fUhren wir weiter die Schreibweisen [a~oa2 , ••• ,ak] für 
a1 :: a2 :: ••• :: ak und[] für nil ein. 
Wir eiWeitem daher die SNL-Syntax wie folgt: 
spec_sort_decl: sort_id [ = sort_type] 
sort _type: sort name 
term: 
sort_type { * sort_type }~ 
{ Iabel : sort _type { , Iabel : sort _type } ~ } 
sort _type Iist 
opn _ name term 
term opn _ name term 
const name 
vor id 
( term { , term } ~ ) 
{ Iabel = term { , Iabel = term }~} 
[ term { , term } ~ ] 
[) 
Wir wollen uns die VeiWendung des Listenmodes einmal im folgenden Beispiel ansehen. 
Beispiel 30 (Verwendung von Listen) 
Unter Verwendung von Beispiel 28 können wir jetzt Listen von Personen durch die folgende Sorten-
definition definieren. 
sort PERSONS = PERSON list; 
Eine solche Liste von Personen könnte dann gemäß der SNL Syntax für Tenne z.B. in der Fonn 
[Person(Name ftMary", Female, Age 27, Weight 58), 
Person(Name "John", Male, Age 23, Weight 73) ) 
angegeben werden. Wenn wir nun einen Operator einführen wollen, der aus einer Liste von Personen 
alle Einträge, die sich auf Frauen beziehen, extrahiert, könnten wir dies wie folgt realisieren: 
opn girls : PERSONS -> PERSONS; 
var a : PERSON; x : NAME; y : AGE; 
z : WEIGHT; 1st : PERSONS; 
eqn girls (nil) = nil; 
if (give_sex(a) = Female) 
then girls(a :: lst)=a .. girls(lst) 
else girls(a :: lst)=girls(lst); 
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3.4 Realisation von SNL-Spezifikationen in ML 
Zur Analyse von SNL-Netz-Speziflkationen, deren Beschriftung auf der Grundlage abstrakter Datentypspezifi-
kationen in SNL definiert sind, benötigen wir konkrete Realisstionen der zugehörigen SNL-Speziftkationen in-
nerhalb einer interpretativen Programmiersprache, damit wir zur Bestimmung von Schaltvorgängen eines Netzes 
dessen Beschriftungselemente über einen Interpreter der gewählten Sprache auswerten können. 
Die gewählte Programmiersprache sollte dabei eine möglichst natürliche Realisation von SNL-Speziftkationen 
erlauben. Diese Bedingung wird von der Programmiersprache ML hervorragend erfüllt, da das Modulkonzept 
von ML an die mathematische Theorie algebraischer Systeme angelehnt ist, was sich schon in den Namen der 
Modulkonstrukte von ML, nämlich Signatur, Struktur und Funktor, zeigt (Man siehe hierzu [MacQueen85)). 
Der Begriff der ML-Signatur entspricht im wesentlichen unserer Definition der Signatur von abstrakten Daten-
typen und ist ebenfalls an den mathematischen Begriff der Signatur eines algebraischen Systems angelehnt. Der 
Begriff der ML-Struktur basiert auf dem mathematischen Konzept eines algebraischen Systems. Eine ML-Struk-
tur enthält Datentypdefinitionen (Definitionen der Wertebereiche eines algebraischen Systems) und Definitionen 
von Funktionen, die auf diesen Datentypen arbeiten. Die ML-Funktionen, die innerhalb einer ML-Struktur defi-
niert sind, entsprechen den Operationen und Relationen eines algebraischen Systems, wobei man (wie üblich) 
bootesehe Funktionen als Relationen auffaßt. ML-Funktoren sind schließlich an den Begriff eines Funktors zwi-
schen Kategorien von algebraischen Systemen angelehnt. 
Wir können uns im folgenden nicht jede Einzelheit der Syntax und Semantik der Sprache ML ansehen (man siehe 
hierzu z.B. [Harper86, Harper88, Harper89, Harper90]), werden aber die für uns wichtigen Teile der ML-Syntax 
vorstellen, damit wir dann die Regeln beschreiben können, mit deren Hilfe wir SNL-Spezifikationen in natürli-
cher Weise in ML-Strukturen transformieren können. Eine Reihe dieser Transformationsregeln kann man auto-
matisieren, so daß in einer späteren Version unseres Werkzeuges SMARAGD der Benutzer durch solche 
automatischen Transformationsregeln bei der Realisation von SNL-Speziftkationen unterstützt werden kann. Wir 
halten eine automatische Transformation insbesondere dann für möglich, wenn sich der Benutzer bei der Spezi-
fikation an vorgegebene Konstruktionsregeln hält. Im Verlaufe dieses Abschnittes werden wir einige mögliche 
Konstruktionsregeln aufzeigen und informell erläutern. Man beachte aber, daß in einer ersten Version von SMA-
RAGD (und nur diese ist im wesentlichen Gegenstand dieser Arbeit) der Benutzer jedoch gezwungen sein wird, 
diese Realisierungen komplett noch von Hand durchzuführen, so daß das Ziel dieses Abschnittes nicht die Kon-
zeption und theoretische Fundierung der Konstruktions- und Transformationsregeln ist, sondern nur eine Anlei-
tung zur manuellen Transformation von SNL-Speziftkationen in zugehörige ML-Strukturen geben soll, die auch 
keineswegs vollständig sein wird. Die Konzeption der Transformationskomponente wird einer späteren Arbeit 
vorbehalten bleiben. 
3.4.1 SNL-Signaturen und ML-Signaturen 






ml_sig_body _ decl: 
signature sig_id = ml_sig { and sig_id = ml_sig }~ 
id 
sig_id 
sig ml_sig_body end 
{ ml_sig_body_decl }~ 
ml_sig_datatype _ decls 
ml_sig_ type_ decls 
ml_sig_val_ decls 
ml_sig_ exception _decls 
ml_sig_stmcture _ decls 
Aus der obigen Syntax ersieht man, daß sich die äußere Form einer SNL-Signatur in fast identischer Weise auf 
eine ML-Signatur abbilden läßt. Man muß hier nur das Trennzeichen ; von SNL durch das Schlüsselwort and 
von ML ersetzen. 
Die Deklarationsteile im Rumpf einer SNL-Signatur lassen sich einfach auf zugehörige Deklarationsteile einer 
ML-Signatur abbilden. Ein SNL-Signatursortendeklarationsteil (sig_sort_decls) kann man in ML einen ML-Si-
gnaturtypdeklarationsteil (m/ sig type decls) zuordnen. Ein SNL-Signaturunionsdeklarationsteil (sig_u-
nion _ dels) kann man in ML a~f ehten ML-signaturdatentypdeklarationsteil (ml_sig_datatype _ decls) abbilden. 
sig_ const _ decls, sig_ opn _ decls und sigyred _ decls werden in ML durch ml_sig_val_ decls beschrieben. Die An-
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gabepartieller Operatoren (sig_ytl_ decls) werden in ML auf Ausnahmedeklarationen (ml_sig_exception _ dec/s) 
und zugehörige Wertedeklarationen (ml sig val dec/s) abgebildet. Unterspezifikationsdeklarationen 
(sig spec dec/s) werden schließlich auf ML-Sttukbrrd;-klarationen (ml sig structure dec/s) abgebildet. - - - - -
Bei den einzelnen Deklarationsteilen (bis auf sig_ytl_ decls) sind nur Schlüsselwörterund das Trennzeichen; um-
zusetzen bzw. wegzulassen. Ein ML-Signaturtypdeklarationsteil hat die Gestalt: 
ml_ sig_ type_ decls: 
ml_ sig_ type_ dec/: 
type_id: 
type _var _seq: 
type _var: 
type ml_sig_type _decl { and ml_sig_type _dec/ }~ 
[type _var _seq 1 type _id 
id 
type_var 
(type _var { , type _var }~) 
type_ var _id 
Wenn wir hier die optionale Typvariablensequenz, die zur Angabe polymorpher Typen dient, ignorieren, ent-
spricht eine SNL-Sortendeklaration einer ML-Typdeklaration, wenn wir das Schlüsselwort sort durch das 
Schlüsselwort type und das Trennzeichen ; in SNL durch das Schlüsselwort and in ML ersetzen und das optio-
nale ; am Ende von SNL-Sortendeklarationsteilen weglassen. 
ML-Signaturdatentypdeklarationsteile haben die Gestalt: 
ml_sig_ datatype _ dec/s: 
ml_ datatype _ decls: 





ml_ datatype _ dec/s 
datatype ml_ datatype _ dec/ { and ml_ datatype _ decl } ~ 
[ type _var _seq 1 type _id = constrs 
constr { I constr }~ 
[ op 1 con [ of ml_type 1 
type_var 
[ type _seq 1 type _id 
{ Iabel : ml_ type { , Iabel: ml_ type }~} 
ml_type { * ml_type }~ 
ml_ type -> ml_ type 
( ml_type) 
type { type }~ 
Wenn man beachtet, daß sich die SNL-Sortentypangaben (in sort _type) alle in identischer Form einer ML-Typ-
angabe (in ml_ type) zuordnen lassen, so sieht man leicht, daß man einen SNL-Unionsdeklarationsteil durch Um-
setzen des Schlüsselwortes union nach datatype und durch Ersetzen von ; durch and in einen ML-
Datentypdeklarationsteil konvertieren kann. Die Semantik stimmt bei dieser Konvertierung ebenfalls, da die be-
teiligten internen SMARAGD-Funktoren für Tupel, Unionen, Rekords und Listen in ML konsistent durch die 
eingebauten Tupel-, Rekord-, Unions- und Listenkonstruktoren implementiert werden. 
ML-Signaturwertedeklarationsteile (ml_ val_ dec/s) haben die folgende Syntax: 
ml_sig_ val_ dec/s: 
ml_sig_ val_ decl: 
val ml_sig_val_dec/ { and ml_sig_val_dec/ }~ 
[ op 1 val_id: ml_type 
Eine SNL-Konstanten, -Operator- oder -Prädikatdeklaration const _id : const _type, opn_id : opn_ type oder 
pred _id : pred _type entspricht abgesehen von dem optionalen ML-Schlüsselwort op einer ML-Wertedeklaration 
val_id : ml_ type. Da die Syntax für einen ML-Typ (ml_ type) insbesondere die Angabe eines Typnamens type _id 
als Typ zuläßt, kann eine SNL-Konstantendeklaration der Gestalt const _id: sort _name daher in der Form val_id 
: type _id in äquivalenter Weise in ML dargestellt werden. Die ML-Syntax läßt über die Regeln m/_ type : ml_ type 
{ * ml_ type }~und ml_ type : ml_ type -> ml_ type weiter Typangaben der Gestalt type _id * type _id * ... type _id 
-> type _id zu, so daß eine SNL-Operatordeklaration in identischer Form in ML dargestellt werden kann. SNL-
Prädikate fassen wir in Bezug auf eine funktionale prädikatenlogische Realisation unserer SNL-Spezifikationen 
in ML als Funktionen mit dem Wertebereich bool auf. Den Typ type _id * type _id * ... type _id eines Prädikates 
pred _id notieren wir daher in ML in der Form type _id * type _id * ... type _id -> boo/, wobei bool in ML stan-
dardmäßig als bootescher Datentyp mit den Werten true und false vordefiniert ist. SNL-Konstanten-, -Operator-
und-Prädikatdeklarationen überträgt man also in äquivalente ML-Wertedeklarationsteile, indem man die Schlüs-
selworte const, opn und pred durch das ML-Schlüsselwort valund das Trennzeichen ; durch das MI..-Schlüssel-
wort and ersetzt, hinter der Typangabe von Prädikaten die Zeichenfolge -> bool anfügt und das letzte Semikolon 
eines Deklarationsteils wegläßt. 
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ML-Signaturausnahmedeklarationsteile (ml_sig_exception _ decls) haben die folgende Gestalt 
ml_sig_ exception _ decls: exception ml_sig_exception _ decl { ml_sig_ exception_ decl }~ 
ml_sig_exception_decl: exception_id: ml_type 
exception_id: id 
Da wir in SNL keine Typangabe für die Angabe der Partialität von Operatoren haben (Wir defmieren hier nur, 
daß ein Operator partiell ist, geben aber nicht an, wie diese Ausnahme konkret innerhalb einer Interpretation der 
Spezifikation als Ausnahme behandelt werden soll), bilden wir solche partielle Operatoren stets auf Ausnahmen 
mit dem generischen Typ unit ab, d.h. eine Vereinbarung der Gestalt 
ptl get : fifo -> item; rest:fifo -> fifo; 
bilden wir in ML auf 
exception get : unit; rest : unit; 
val get : fifo -> item; rest : fifo -> fifo; 
ab. 
Wir müssen jetzt noch klären, wie man einen Spezifikationsdeklarationsteil von SNL-Signaturen auf Strukturde-
klarationsteile in ML-Signaturen überträgt. Die Syntax für einen ML-Signaturstrukturdeklarationsteil ist: 
ml_sig_structure _ decls: structure ml_sig_stmcture _ decl { and ml_sig_ structure _ dec/ }~ 
ml_sig_structure _decl: structure _id : ml_sig 
Wiederum ist offensichtlich nur das Schlüsselwort include in SNL durch das Schlüsselwort structure in ML und 
das Trennzeichen ; durch das ML-Schlüsselwort and zu ersetzen und ein abschließendes ; ganz wegzulassen. 
Wir wollen einmal ein paar Beispiele für die Konvertierung von SNL-Signaturen in ML-Signaturen betrachten. 
Beispiel 31 (Beispiele für die Konvertierung von SNL-Signaturen in ML-Signaturen) 
(a) Die SNL-Signatur BOOL _ Ahatin ML die Gestalt: 
signature BOOL = sig 
type bool 
val true : bool 
and false bool 
val bool -> bool 
and II bool * bool -> bool 
and && bool * bool -> bool 
end 
Wenn wir eine Konstruktorform der Spezifikation wählen, können wir diese in eine ML-
Signatur der Form 
signature BOOL = sig 
datatype bool = true I false 
val bool -> bool 
and I I : bool * bool -> bool 
and && : bool * bool -> bool 
end 
übertragen. 
(b) Die SNL-Signatur NAT hat in ML die Gestalt 
signature NAT = sig 
type nat 
val 0 nat 
val succ nat -> nat 
and op + nat * nat -> nat 
val op <= nat * nat -> bool 
end 
Man beachte hierbei, daß die Verwendung des Schlüsselwortes op hier nötig ist, da sonst 
ML die Zeichenfolgen +und <=,da sie standardmäßig als Infixoperatoren defmiert sind, 
nicht als Präfixoperatornamen erkennt. Die Konstruktorform der SNL-Signatur NAT kann 
man in ML auf die folgende Weise darstellen: 
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signature NAT = sig 
datatype nat 0 I succ of 
val succ nat -> nat 
and op + nat * nat -> 
val op <= nat * nat -> 
end 
(c) Die Konstruktorform von STACKNAT hat in ML die Gestalt: 
signature STACKNAT = sig 




datatype stack = empty I push of (stack,N.nat) 
exception top unit and pop : unit 
val pop : stack -> stack 
and top : stack -> N.nat 
val isempty : stack -> bool 
end 
Damit haben wir vollstlindig beschrieben, wie wir SNL-Signaturen in ML-Signaturen konvertieren. Wir wollen 
uns nun ansehen, wie wir SNL-Spezifikationen durch ML-Strukturen realisieren können. 
3.4.2 SNL-Spezifikationen und ML-Strukturen 
Die Grundsyntax zur Angabe von ML-Strukturen lautet: 
ml structure decls: - -
ml structure decl: - -
structure ml_structure _ dec/ { and ml_structure _ decl } ~ 
structure _id [ : ml_sig ] = ml_structure 
structure id: id 
ml structure: structure name 
struct structure _body end 
fimctor _id ( actual_param_list) 
actua/_param_list: ml_structure {, ml_structure }~ 
structure name: [ path _ name.]structure _id 
Damit entspricht die äußere Form einer SNL-Speziftkationsdeklaration einem ML-Strukturdeklarationsteil 
(ml_structure _ decls) mit genau einer Strukturdeklaration (ml_structure _ dec/), wenn man die SNL-Schlüsselwor-
te specification und spec durch die ML-Schlüsselworte structure und struct ersetzt. Man beachte weiter, daß 
innerhalb einer ML-Strukturdeklaration die externe Schnittstelle der Struktur durch eine ML-Signatur angegeben 
werden kann. Die Semantik ist dabei analog zu der für SNL-Speziftkationen. 
In einem ersten Schritt zur Realisierung einer SNL-Spezifikation in ML bietet es sich nun an, zunächst die sicht-
bare Schnittstelle einer SNL-Speziftkation in Form einer ML-Strukturdefmition unter Angabe einer ML-Signatur 
für die Struktur anzugeben und die Gleichungen, die die Semantik der einzelnen Elemente der Signatur beschrei-
ben in Form von Kommentaren in dem zunächst leeren Rumpf der ML-Struktur festzuhalten. Das folgende Bei-
spiel verdeutlicht diesen Schritt. 
Beispiel 32 (Transfonnation einer SNL-Spezifikation in eine leere ML-Struktur mit korrekter Signatur) 
Wir wollen einmal die Konstruktorform der Spezifikation BOOL _ A in eine zunächst leere ML-Struktur 
mit korrekter ML-Signatur umwandeln und die semantischen Formeln im leeren Rumpf als Kommen-
tare festhalten. Man erhält dann: 
structure BOOL_A : sig 
datatype bool = true I false 
val ! : bool -> bool 
and I I : bool * bool -> bool 
and & & : bool * bool -> bool 
end = struct 
(* semantic of sort bool is given as 
constructor pattern true 
datatype bool = true I false 
*) 
false 
(* semantic of ! is defined in formulas 
end 
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eqn (true) = false 
(false) = true 
*) 
(* semantic of && is defined through 
infix && 2 
var x : bool; y : bool 
eqn true && x = x; 
false && x = false 
*) 
(* semantic of I I is defined through 
infix I I 1 
var x: bool; y : bool 
eqn x I I y = l ( l x & & l y) 
*) 
Wir haben im obigen Beispiel die Formeln schon so gruppiert, daß die einzelnen Kommentare die Semantik ein-
zelner Teile der SNL-Signatur beschreiben. Wir müssen nun nur noch die einzelnen Kommentare in geeignete 
ML-Konstrukte umsetzen. 
Dazu betrachten wir zunächst einmal die Syntax für einen ML-Strukturrumpf genauer. Für unsere Zwecke kön-
nen wir uns vorstellen, daß er die folgenden Kategorien von ML-Definitionen enthält: Datentypdefinitionen 
(m/_ type_ decls und ml_ datatype _ decls), Wertedefinitionen (m/ _fimct _ decls und ml_ val_ decls ), ML-Strukturde-
finitionen ( ml_structure _decls) und ML-Opendefmitionen (ml_ open _decls), ML-Infixdeklarationsteile 
(ml_infix _ decls und ml_infixrdec/s), MI..-Ausnahmedefinitionsteile (ml_ exception_ decl) und andere uns nicht 
näher interessierende Definitionen (other _ ml_ defs). Wir haben damit: 
structure _body: 
structure _body _ decls: 
{ structure _body _ decls } ~ 
ml_ type_ decls 
ml_ datatype _ decls 
ml val decls 
ml _fimct _ decls 
ml structure decls 
- -
ml_open_decls 
ml_infix _ decls 
ml_infixr _ decls 
ml_exception _ decls 
other ml decls 
Die ml_ type_ decls und ml_datatype _ decls beinhalten die Möglichkeiten von ML Datentypen zu definieren. Wir 
benutzen sie daher zur Realisierung der Sorten und Unionen. Die ml_junct_decls und ml_val_decls beinhalten 
die Möglichkeiten von ML, Namen an Funktionen oder allgemeiner ML-Werten zu binden. Sie bieten uns daher 
Möglichkeiten zur Realisation von Konstanten, Operatoren und Prädikaten. ml_fimct _ decls erlauben uns in Ver-
bindung mit ml_ exception _ decls weiter die Realisation partieller Operatoren. 
ml_structure _decls und ml_open_decls stellen in ML Mechanismen bereit, andere Strukturen in ML-Strukturen 
als Unterstrukturen einzubinden bzw. zu öffnen. Wir benutzen sie daher zur Realisation der Unterspeziflkations-
bzw. lnkludedeklarationen. ml_infix _ decls bzw. ml_infixr _ decls korrespondieren in ihrer Semantik in ML 
schließlich mit den spec _inftx _ decls bzw. spec _infixr _ decls von SNL. 
Wir wollen uns nun die für die Realisation von Sorten relevanten Formen der Datentypdefinitionen ansehen. Die-
se haben die Syntax: 
ml_ type_ decls: 
ml_ type_ decl: 
ml_ datatype _ decls: 
ml_datatype _ decl: 
constrs: 
constr: 
type ml_ type_ decl { and ml_ type_ decl } ~ 
[ type_ var _seq ] type _id = ml_ type 
datatype ml_ datatype _ decl { and ml_ datatype _ decl } ~ 
[ type_ var _;eq ] type _id = constrs 
constr { I constr }~ 
[ op] con [ of ml_type] 
Wenn wir mal das optionaletype _var _seq Konstrukt, daß man zur Angabe polymorpher Typen verwendet, igno-
rieren, so wird sowohl in einer ML-Typdefmition (m/ type decl ) als auch in einer ML-Datentypdefinition 
( ml_ datatype _ decl) einem Typnamen (type _id) ein ML-Typ (ml_ type oder constrs) zugewiesen. 
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Unter die Klasse ml_ type, deren Syntax wir bereits vorher angegeben haben, fallen zunächst einmal die Standard-
typen von ML: bool, int, real, string, 'a Iist, und unit. Die Klassem/_ type beinhaltet weiter die standardmäßig in 
ML vorhandenen abgeleiteten Datentypen Rekord (Syntax (labe/:ml_type, ... ,label:ml_type}), Tupel (Syntax 
ml_ type* ... * ml_ type) und den Funktionstyp (Syntax ml_ type·>ml_ type). 
Mit Hilfe des Sprachkonstruktes constrs innerhalb einer MI..-Datentypdeklaration (ml_ datatype _ decl) kann ein 
Benutzer neue Typen in ML definieren, deren Wertebereiche wir als Menge der Tenne deuten können, die von 
den einzelnen Konstruktorpatterns (constr) innerhalb des constrs Teils frei erzeugt werden. Dies entspricht aber 
gerade der Semantik der SNL-Unionsdeklarationen. 
Wenn wir uns bei der Definition von SNL-Spezifikationen auf Spezifikationen beschränken, deren Sorten nur aus 
den eingebauten Standardtypen bool, int und string durch die Rekord-, Tupel-, Listen- und Unionskonstruktaren 
konstruierbar sind, so lassen sich die zugehörigen Sorten- und Unionsdeklarationen auf zugehörige Typ- und Da-
tentypdeklarationen in ML durch Umsetzen von Schlüsselwörtern abbilden, die diese Sorten und Unionen reali-
sieren, da die Syntax und Semantik dieser eingebauten Datenkonstrukte so gewählt ist, daß die zugehörigen ML-
Konstrukte passende Modelle liefern. Wie einfach die Umsetzung ist, zeigt das folgende Beispiel. 
Beispiel 33 (Realisation von Sorten- und Unionsdeklarationen) 
(a) Die Unionsdeklaration der Spezifikation BOOL 
union bool = true I false; 
läßt sich durch die Datentypdefinition 
datatype bool = true I false 
in ML realisieren. 
(b) Die Unionsdeklaration innerhalb der NAT Spezifikation 
union nat = 0 I succ of nat; 
ergibt in ML die Realisation 
datatype nat 0 I succ of nat 
(c) Die Liste der SNL-Deklarationen 
union NAME = Name of string; 
union SEX = Male I Female; 
union AGE = Age of int; 
union WEIGHT Weight of int; 
union PERSON = Person of NAME * SEX * AGE * WEIGHT; 
sort PERSONS = PERSON list; 
läßt sich in ML durch die Deklarationssequenz 
realisieren. 
datatype NAME = Name of string 
datatype SEX = Male I Fernale 
datatype AGE = Age of int 
datatype WEIGHT = Weight of int 
datatype PERSON = Person of NAME * SEX * AGE * WEIGHT 
type PERSONS = PERSON list 
Ist eine Sorte innerhalb einer Spezifikation nicht, wie oben beschrieben, aus den Standardtypen und Typkonstruk-
taren konstruiert, so läßt sie sich nicht so leicht auf eine ML-Typ- bzw. Datentypdeklaration abbilden. In diesem 
Fall muß man die Semantik der Gleichungen auswerten, die Konstruktaren für die Werte der betreffenden Sorte 
darstellen, was sehr schwierig bzw. unmöglich sein kann. Wir werden daher in SMARAGD in einem nächsten 
Prototyp zunächst nur die automatische Transfonnation solcher Sortendeklarationen implementieren, die aus den 
eingebauten Standardtypen bool, int und string durch die Rekord-, Tupel-, Listen- und Unionskonstruktaren kon-
struierbar sind. Ein reiner Anwender des SMARAGD Systems sollte sich bei der Spezifikation auf solche Sor-
tendeklarationen beschränken können. Weiter werden wir einen Expertenmodus zulassen, der es gestattet, daß 
ein Anwender in Spezifikationen zu Sorten, die nicht automatisch realisiert werden können, deren MI..-Realisie-
rung per Hand eingibt. 
Nachdem wir nun die Realisation der Sorten- und Unionsdeklarationen erläutert haben, wollen wir auf die Rea-
lisation der Konstanten, Operatoren und Prädikate eingehen. Eine erste Idee zur Automatisierung ist hierbei, daß 
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für Spezifikationen, die nur nach den oben beschriebenen Regeln konstruierte Sorten enthalten, die Semantik der 
Konstanten, Operatoren und Prädikate in natürlicher Weise durch Gleichungen beschreibbar ist, die sich an der 
Konstruktionsweise der Sorten anlehnen. Wenn ich z. B. die Semantik eines Operators f auf der Sorte nat de-
finiert durchdas Konstruktionsschemaunion nat = 0 1 succ of nat beschreiben will, so mußicheinmal 
die Semantik des Operators auf dem Konstruktor 0 und zum zweiten die Semantik des Operators bzgl. der Werte 
von nat, die durch das Konstruktionsschema succ of nat beschrieben werden, angeben. Dies liefert mir in 
natürlicher Weise ein rekursives Gleichungsschema zur Definition der Semantik von f von der Gestalt: 
eqn f(O) =? 
var x : nat 
eqn f(succ(x)) = ?. 
Allgemeiner kann man oftmals die Semantik einer Funktion, die auf einem Datentyp mit n-Konstruktoren defi-
niert ist, durch n-Gleichungen beschreiben, die jede für sich die Semantik des Operators bzgl. einem Konstruktor 
beschreiben. In 'ML gibt es nun die Möglichkeit, Funktionen durch Angabe von Alternativen für ihre Werte auf 
verschiedenen Wertebereichen, die durch Konstruktionsschema (Pattern) für die Werte beschrieben werden, zu 
definieren. Dies geschieht durch eine Definition von der Gestalt 
fun f( pattern_l) = body_l 
I f(pattern_2) body_2 
I ..... 
I f(pattern_n) = body n 
Auf diese Weise läßt sich nun leicht die Semantik von solchen SNL-Operatoren und Prädikaten in ML übertra-
gen, deren Semantik durch an die Konstruktionsschema zugehöriger Argumentsorten angelehnte Gleichungen 
beschrieben werden. Wir wollen dies einmal in den folgenden Beispielen verdeutlichen. 
Beispiel34 (Realisation von Operatoren und Prädikaten in ML) 
(a) Ein Beispiel für die soeben beschriebene Vorgehensweise liefert die folgende Realisation 
vonBOOL. 
structure BOOL = struct 
end 
datatype bool = true I false 
fun not true = false 




andalso 2 and orelse 1 
true andalso x = x 
false andalso x = false 
x orelse y = not (not x andalso not y) 
(b) In der Konstruktorform der NAT Spezifikation ist die Semantik des Operators + über die 
Gleichungen 
n + 0 = n; 
n + succ(m)= succ(n + m); 
beschrieben. Man beachte dabei, daß die erste Gleichung sich für das zweite Argument von 
+ auf das Konstruktorpattern 0 und die zweite Gleichung auf das Konstruktorpattern 
succ (m) bezieht. In 'ML ergibt sich daher eine Realisierung von+ durch den Codeteil 
infix + 6; 
fun n + 0 = n 
I n + succ(m) = succ(n+m) 
Die beschriebene Vorgehensweise läßt sich auch auf Spezifikationen mit partiellen Operatoren übertragen, wenn 
die Ausnahmebereiche der partiellen Operatoren über ein Konstruktorpattern der zu Grunde gelegten Sorte defi-
niert sind. In diesem Fall realisiert man den "Wert" eines Operators f auf seinem Ausnahmebereich(en) als Auf-
ruf einer Ausnahmebedingung von der Gestalt raise f. Dies führt beim Aufruf einer solchen partiellen 
Funktion auf einem Ausnahmewert dazu, daß vom ML-Interpreter kontrolliert eine Fehlermeldung ausgegeben 
wird, die besagt, daß der Wert von f auf dem angegebenen Argument nicht definiert ist. Das folgende Beispiel 
verdeutlicht die Behandlung von partiellen Operatoren in Bezug auf Ausnahrnebereiche, die durch Konstruktor-
patterns definiert sind, am Beispiel des Funktors STACK. 
-60-
Beispiel 35 (Realisation von STACK) 
Die Konstruktorform des Funktors STACK läßt sich wie folgt realisieren. 
functor STACK (E: sig type elem end) = struct 
end 
type elem = E.elem 
datatype stack = empty 1 push of stack * elem 
exception pop and top 
fun pop(empty) = raise pop 
pop(push(st,e) )=st 
and top(empty) = raise top 
top(push(st,e)) = e 
Wenn wir die bislang entwickelte Methode zur automatischen Realisation von Operatoren weiter ausbauen wol-
len, müssen wir nun Wege fmden, wie wir die Gleichungen der Spezifikation in eine solche Form bringen kön-
nen, daß sie als Alternativen innerhalb einer ML-Funktionsdefmition dienen können. Die zur Realisation in ML 
für uns geeignete Form einer ML-Funktionsalternative (wir betrachten hier der Übersichtlichkeit halber keine In-
ftxoperatoren) ist von der Gestalt: 
f (pattern_l, pattern_2, ... , pattern_n) = expr 
Es sollte an dieser Stelle klar sein, daß unser prädikatenlogischer Kalkül mit Quantoren im allgemeinen keine 
solche Transformation erlaubt, vielmehr hier Einschränkungen nötig sind. Gleichungen im gleichungsorientier-
ten Kalkül sollten dagegen unter nicht zu restriktiven Voraussetzungen in die obige Form transformiert werden 
können. Weiter kann man jede Formel der Gestalt: 
condition => f (pattern_l, 
als andere Form einer Funktionsdeklaration der Gestalt 
... ' pattern_n) = expr 
f (pattern_l, ... , pattern_n) = if ( condition) 
then expr 
ansehen. Das folgende Beispiel verdeutlicht die Möglichkeiten, die mit dieser Transformation einhergehen. 
Beispiel 36 ( Realisation der Funktion isgirl aus Beispiel 30) 
Die Semantik des Operators gi r ls aus Beispiel30 läßt sich mit der oben beschriebenen Funktion wie 
folgt beschreiben: 
fun girls(nil) = nil 
lgirls(a :: lst) = if (give_sex(a) = Female) 
then a :: girls(lst) 
else girls(lst) 
Die Unterspezifikationsdeklarationen und Inkludedeklarationen innerhalb von SNL entsprechen weitgehend den 
Konzepten von Unterstrukturen und der Open-Deklaration von ML. Die einzige Erweiterung ist das Konzept der 
Umbenennung von Elementen einer Struktur innerhalb einer Unterspeziftkations- oder Inkludedeklaration, für 
die es kein analoges Konstrukt in ML gibt. Umbenennung läßt sich aber stets auf die Weise in ML realisieren, 
daß man einer Unterstruktur- oder Open-Deklaration eine Reihe von Wertedeklarationen folgen läßt, die die neu-
en Namen an die bereits gegebenen Elemente der eingebetteten Struktur binden. Wir wollen auch hierzu ein paar 
Beispiele betrachten. 
Beispiel 37 (Realisation von Unterspezifikations- und lnkludedeklarationen) 
(a) Der Funktor SET aus Beispiel22läßt sich wie folgt realisieren. Man beachte, daß hier die 
implizite Einbettung der Parameterstruktur M wie in SNL auch erfolgt. 









set emptyset I incorp of set 
total : set -> elem 
contains : set * elem -> bool 







contains(incorp(s,x),y) = contains(s,y) 
total(emptyset) = M.e 
total(incorp(s,x)= if (contains(s,x)) 
then total(s) 
else M.op(total(s),x) 
Wir setzen dabei voraus, daß vorher bereits eine ML-Signatur MONO I D defmiert wurde, die 
eine Realisation der Parameterspezifikation MONO I D der Spezifikation SET darstellt. Man 
beachte weiter, daß wir hier die Sorte set durch eine Datentypdefinition mit Konstruktaren 
emptyset und incorp ersetzt haben. 
(b) MSET aus Beispiel 25 läßt sich mit dem Funktor nach (a) wie folgt realisieren: 
functor MSET (M : MSET_PARAM) : sig 
type set and elem 












incorp : set * elem -> set 
total : set -> elem 
min 
min : set -> elem 







if ( s = emptyset) then x 
if (M.le(x,min(s))then x 
else min(s) 
(c) Beispiel 24 (b) ergibt dann bei entsprechender Realisierung der Spezifikation 
NAT _MONOID und der Signatur NATSET flir die Spezifikation NATSET die Realisation: 
structure NATSET : NATSET = struct 
open SET(NAT_MONOID) 
type natset = set 
and nat elem 
val sum = total 
end 
Damit wollen wir unsere kurzen Ausführungen über die Realisation von SNL-Speziflkationen beenden. Wir hof-
fen, daß dieser kurze Überblick dem Leser einen Eindruck vermittelt hat, wie ein zukünftiges Transformations-
system aufgebaut werden kann und welche Randbedingungen an es geknüpft sind. Im folgenden Kapitel wollen 
wir nun auf die Petri-Netz-Seite der Sprache SNL eingehen. 

4. Das Petri-Netz-Modell 
In diesem Kapitel wollen wir das unserer Spezifikations- und Modellierungssprache SNL zugrunde liegende Pe-
tri-Netz-Modell vorstellen und den Petri-Netz-Teil von SNL formal durch eine kontextfreie Grammatik beschrei-
ben. 
Wir müssen zunächst deftnieren, was wir unter formalen Summen verstehen, denn diese werden wir als Beschrif-
tung von Kanten und zur Angabe von Markierungen des Netzes verwenden. Im Anschluß daran beschreiben wir, 
was wir unter einer SNL-Netz-Spezifikation verstehen. Die Realisierung von SNL-Netz-Spezifikationen liefert 
uns dann SNL-Systeme (SNL-Modelle). 
4.1 Formale Summen und Multimengen 
Die Markierung eines traditionellen Petri-Netzes besteht aus einer Anzahl von ununterscheidbaren Marken 
(black token), die auf Stellen liegen können. In Netzen mit individuellen Marken können wir nun Objekte als In-
dividuen unterscheiden. Trotzdem ist es sinnvoll, daß man in einer Stellenmarkierung mehr als ein Exemplar ein 
und desselben Individuums auf einer Stelle zuläßt. Eine geeignete Formalisierung des Begriffs des Mehrfachvor-
kommens von Individuen innerhalb einer Menge bietet der Begriff der Multimenge (Man siehe z.B. [Hick-
man80]) 
Def. 22 (Multimenge) 
Sei A im folgenden eine beliebige Menge. 
(a) Eine Funktion J.l:A-t 'U.. nennen wir im folgenden eine (verallgemeinerte) Multi menge. DieMen-
ge aller Multimengen über der Menge A bezeichnen wir mit MULT(A). 
(b) Eine Funktion J.l:A -tN nennen wir (eigentliche) Multimenge. Die Teilmenge aller eigentlichen 
Multimengen von MULT(A) bezeichnen wir mit MULT+(A). 
(c) Für J.lE MULT(A) bezeichnen wir mit Tr(J.l) die Trägermenge von J.l, d.h. die Menge aller xEA, für 
die J.l(x} ungleich 0 ist. 
(d) MULTfi.(A) bzw. MULTj;.(A) seien die Teilmengen von MULT(A) bzw. MULT+(A), die nur Funk-
tionen mit endlicher Trägermenge enthalten. 
Man kann sich eine eigentliche Multimenge J.l:A -tN als eine Verallgemeinerung des Mengenbegriffes so vor-
stellen, daß J.l jedes Element aE A J.l(a) mal enthält. Auf Multimengen lassen sich die folgenden Operationen ein-
fUhren. 
Def. 23 (Operationen auf Multimengen) 
Sei A wiederum eine beliebige Menge. 
(a) Die Addition von Multimengen ist eine Operation +:MULT(A) x MULT(A) -t MULT(A), die wie 
folgt definiert ist: Für je zwei J.l. vE MULT(A) und jedes aEA ist (J.l+v)(a)=J.l(a)+v(a). 
(b) Die Subtraktion von Multimengen ist eine Operation -:MULT(A) x MULT(A) -t MULT(A), die 
wie folgt definiert ist: Für je zwei J.l. vE MULT(A) und jedes aEA ist (J.t-v)(a)=J.l(a)-v(a). 
(c) Die Skalarmultiplikation einer Multimenge mit einer ganzen Zahl ist eine Operation 
• W.xMULT(A}-tMULT(A), die für jedes J.lEMULT(A), dE'lL und alle aEA durch (d1J,.)(a)=d1J.(a) 
definiert ist. 
Wir wollen einmal einige Rechenregeln im Umgang mit Multimengen zusammenstellen. 
Bemerkung 1: (Rechenregeln im Umgang mit Multimengen) 
Sei A eine Menge und MULT(A) die Menge der Multimengen über A. 
(a) MULT(A) ist mit der oben eingeführten Addition und Skalarmultiplikation ein 'U..-Modul, d.h. es 
gelten für alle J.l, v, f>E MULT(A) und d, eE 'lL die Regeln: 
(1) d(J.l+v)=(dJ.l)+(dv), (d+e)J.l=(dJ.l}+(eJ.l) 
(2) (J.l+V}+ö-J.l+(v+O) 
(3) J.l+V=Y+J.l 
(4) Mit Ö als die Multisumme mit Ö(a)=O für alle aEA haben wir 
Ö+J.l•J.L=J.liV, 0 'J.l=Ö, J.l+ (-J.l)=( -J.t}+J.l=Ö 
(b) Die Subtraktion läßt sich über die Addition durch J.t-V ... J.l+(-l)v darstellen. 
MULTfi.(A), MULr+(A) bzw. MULT[,.(A) sind in natürlicher Weise in den 7I.-Modul MULT(A) eingebettet. 
MULTfi.(A) ist dabei ein Untermodul von MULT(A). Die Restriktionen von+ und · bilden entprechend Operatio-
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nen auf MULT+(A) bzw. MULTfi.(A), die nicht aus MULT+(A) bzw. MULTfi.(A) herausfUhren; MULT+(A) bzw. 
MULTj;.(A) sind allerdings keine Untermodule von MULT(A), da es in der Regel kein inverses Element zu einer 
Multimenge Jl aus MULT+(A) bzw. MULTj;.(A) inMULT+(A) bzw. MULTj;.(A) gibt. 
Wir wollen noch eine Ordnungsrelation auf Multimengen einführen. 
Def. 24 (Halbordnung auf Multimengen) 
Die Ordnungsrelation S: auf MULT(A) sei wie folgt definiert: Für alle Jl, vE MULT(A) gilt J!:>:v genau 
dann, wenn Jl(a)S:v(a) für alle aEA ist. Die so eingeführte Ordnungsrelation überträgt sich analog auf 
MULTfi.(A), MULT+(A) bzw. MULTfi.(A). 
S: ist nur eine Halbordnung auf MULT(A), da nicht alle Elemente von MULT(A) miteinander vergleichbar sind. 
Ansonsten gelten die für Ordnungsrelationen bekannten Rechenregeln. 
Bemerkung 2: 
Für alle Jl, v, '6E MULT(A) gelten die Regeln: 
(1) J!:>:v und VS:Jl•> Jl-v (antisymmetrisch) 
(2) JlS:v und vs:ö ""'> J!:>:Ö (transitiv) 
(3) Jl:>:Jl (reflexiv) 
Wir wollen nun einmal spezielle Multimengen betrachten, die wir für ein zugehöriges Element aE A mit 
'aE MULT(A) bezeichnen und durch 'a(a)= 1 und 'a(b )=0 für alle bE A mit a*b defmieren wollen. Jede Multimen-
ge aus MULTfi.(A) läßt sich dann eindeutig in der Form J.1 = ) d · 'a darstellen, wobei Tr(Jl) die endliche 
a €4r'f(ll) a 
Trägennenge, d.h. die Menge aller aE A mit Jl(a~, ist. 
Def. 25 (Formale Summenschreibweise für Multimengen) 
Sei A eine Menge. 
(a) Für jedes aEA bezeichnen wir mit 'a die Multimenge über A, die durch 'a(a)=l sonst 0 defmiert 
ist. 
(b) Die Darstellung einer Multimenge JlEMULTfi.(A) in der Form J.1 = ) da· 'a mit daE'll 
a €4r'f{ll) 
für alle aE Tr(Jl) bezeichnen wir als formale Summenschreibweise der Multimenge Jl. 
Offensichtlich läßt sich jedes Element JlE MULTfi.(A) in so einer formalen Summenschreibweise darstellen. Wir 
werden diese Darstellung im folgenden häufig verwenden. 
In den nachfolgenden Kapiteln benötigen wir Multimengen über den Trägermengen eines algebraischen Systems. 
Elemente solcher Trägermengen werden dabei zunächst nur rein syntaktisch als geschlossene Tenne einer zuge-
hörigen Signatur dargestellt und als Elemente der Trägermengen eines zugehörigen algebraischen Systems inter-
pretiert. Diese Trennung von Syntax und Semantik wollen wir nun auf Multimengen über Trägermengen eines 
algebraischen Systems übertragen. 
Hierzu fUhren wir den Begriff einerformalen Summe ein, der an die formale Summenschreibweise angelehnt ist. 
Def. 26 (Formale Summen) 
Sei SIG=(S,Q,fl,typ0 ,typn) eine Signatur, V5=(Vs{s))>Es eine Familie von Variablen zu den SortensES 
und TERM(SIG,V5) die Menge der Tenne über der Signatur S/G mit Variablen aus der Familie V5 • 
(a) Die Menge der formalen Summen über TERM(SIG,V5) ist die kleinste Sprache, für die gilt: 
(1) Für alle tE TERM(SIG, V5) ist die Zeichenfolge 't in FSM(SIG, V5). Dabei bindet der Operator 
' stärker, als alle Operatoren und Prädikate innerhalb des Tenns t. 
(2) Für beliebige ro~> ro2EFSM(SIG,V5) ist die Zeichenfolge rottro1 in FSM(SIG,V5). 
(b) Wir wollen noch einige abkürzende Schreibweisen einführen: 
(1) 't+ .... + 't, wobei 't n-mal (mit nE JN) wiederholt wird, schreiben wir abkürzend als n 't. 
n 
(2) Für ro1+ro2+ ..... +ro. schreiben wir abkürzend L ro;. 
; -1 
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(c) Den Typ einer formalen Summe wollen wir rekursiv wie folgt definieren: 
(1) Für 'tE FSM(SIG,V8) sei typ('t)={ typ(t) } ~ S. 
n n 
(2) Für ro- E ro; E FSM(SIG,V8) sei typ(ro)= U typ (ro;) ~ S. 
i•1 i -1 
n 
(3) Sei ro- L d;' t; EFSM(SIG,V8). Dann ist die Menge der Variablen von J.l definiert durch 
i-1 
n 
var(Jl)= U var (t;). 
i-1 
n n 
(4) Sei ro- L d;' t; EFSM(S/G,V8). Dann heißt card(ro)= L d; die Kardinalität von Jl. Für 
i-1 i-1 
jede SortesES heißt cards(ro)= ) d; die Kardinalität von J.l bzgl. der Sorte s. 
typfrj- s 
Die Syntax von fom1alen Summen ist damit analog zur fom1alen Summenschreibweise von Multimengen. Wie 
interpretieren wir nun aber fom1ale Summen? 
Nun, wenn wir ein algebraisches System A=(As.An.An) als Modell von S/G haben, so können wir einen geschlos-
senen Tenn t mit typ(t)=s als ein Element der Trägemlenge A5(s) des algebraischen Systems A interpretieren. Ist 
dieses Element a,, d.h. tll(v)=a, für alle vE V AL(V5,A5 ), so liegt es nahe, daß wir 't als die Multimenge 'a interpre-
n 
tieren. Eine fom1ale Summe ro- L d;' t; EFSM(SIG,V5), wobei alle t; für i=l , .. ,n geschlossen sind, können wir 
i-1 
n 
dann analog als Multisumme L d;' a1; interpretieren. 
;. 1 
Im allgemeinen enthalten aber Tem1e innerhalb von fom1alen Summen Variablen, so daß sie nicht geschlossen 
sind. Was ist nun in diesem Fall? Zunächst bemerken wir hierzu, daß im Fall eines geschlossenen Terms der Wert 
tll nicht von der Valuation abhängt und wir diesen daher als eine konstante Funktion tll:V AL(V5,A8)-t U As(s) 
s € s 
auffassen können. Wir können daher, wie dies in der Spezifikationstheorie üblich ist, die konstante Abbildung tll 
n 
mit der Konstante a, identifizieren und unsere fom1ale Summe über geschlossenen Tem1en als L d;' (t;)R 
i•1 
schreiben. Den Ausdruck 'tll können wir dann (auch wenn t nicht geschlossen ist) als eine Abbildung von der 
Menge der Valuationen V AL(V5,A5) in die Menge der Multimengen über der Vereinigung der Trägermengen von 
A U A5(s) interpretieren. Um dies zu definieren, fUhren wir zunächst die folgende abkürzende Schreibweise s€S 
ein. 
Bezeichnung: 
Sei A=(As.An.An) ein algebraisches System über einer Signatur S/G. 
Wenn es zu keinen Mißverständnissen fUhrt, schreiben wir im folgenden einfachA für die Vereinigung 
der Trägermengen von A. Insbesondere steht MULTfin(A) für MULTf,.( U A5(s) ). 
s€S 
Wir definieren nun: 
Def. 27 (Realisation von formalen Summen) 
Sei SlG=(S,Q.,TI,typ0 ,typn) eine Signatur, V s=(V8(s))s€s eine Familie von Variablen zu den Sorten sE S, 
TERM(SIG,V8) die Menge der Tem1e über der Signatur S/G mit Variablen aus der Familie Vs und 
FSM(SJG,V5) die Menge der formalen Summen von Termen aus TERM(SIG,V8). Weiter sei 
A=(As.An.An) ein algebraisches System zur Signatur S/G. Die Realisation der formalen Summen aus 
FSM(SJG,V5) im algebraischen System A ist eine Abbildung 
RFsM:FSM(S/G,V5)->[V AL(V8,A8)->MULTftn(A) ], die wie folgt definiert ist: Für jede fom1ale Summe 
O>E.FSM(SJG,V5) ist RFsM(ro)=~:VAL(V8,A8)-tMULTfin(A) durch die folgenden Regeln rekursiv be-
stimmt: 
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(1) Für ro= 'tist ~(v)= 'tR(v) für alle vE V AL(Vs.As). 
(2) Für (l)ao(l)1+<o1 ist ~(v)=ro,R(v)+<.o.?R(v) für alle vE V AL<Vs.As). Dabei steht das +-Zeichen auf der 
rechten Seite für die Addition von Multimengen. 
n 
Eine formale Summe ro= .E d;' 1; EFSM(SIG,Vs) interpretieren wir also als Abbildung 
i·l 
n 
~= .E d;' 1; R:V AL(Vs.As)-? MULT[,.(A). 
i•l 
Falls alle Terme innerhalb der formalen Summe geschlossen sind, ist die Abb. ro.t konstant, und wir können sie 
in diesem Falle als Element von MULT[,.(A), d.h. als Multimenge, auffassen. 
Die formalen Summen von Termen sind "Ausdrücke" (im wesentlichen Terme einer Signatur) mit "Argumenten" 
einer Operation', die selbst Terme über einer Signatur sind. Die Semantik dieser "Ausdrücke" haben wir dabei 
im wesentlichen unabhängig von der speziellen Semantik der "Argumentterme" beschrieben. Um eine solche 
Konstruktion wirklich formal in einem Logikkalkül durchführen zu können, müßten wir Variablen haben, deren 
Werte Terme sind, und einen Logikkalkül benützen, der auf solchen "Höheren Variablen" basiert. Dies wäre aber 
eine Sprache 2. Ordnung. 
Wir wollen dies hier nicht näher präzisieren, sondern nur auf dieses unangenehme Merkmal der Theorie der Mul-
timengen hinweisen. Wir begnügen uns hier mit der intuitiv verständlichen Beschreibung der Semantik von for-
malen Summen, wie sie durch Def. 27 gegeben ist. 
Formale Summen bilden die Grundlage für die Spezifikation der Kantenbeschriftungen und Markierungen in un-
serem Netz-Modell. In SNL sind formale Summen über die folgende kontextfreie Grammatik definiert: 
formal_sum: 
base sum: 
base _sum { + base _sum }~ 
[ num]' term 
Als Basis dienen formale Summen der Gestalt 'term, wobei term ein beliebiger Term über einer gegebenen Si-
gnatur und den Variablen einer Spezifikation ist. Diese Grundelemente für formale Summen können dann optio-
nal mit einem Faktor versehen werden, der eine natürliche Zahl bezeichnet. Einzelne Faktoren können schließlich 
durch das Summensymbol verknüpft werden. Der Operator ', der aus einem Term eine formale Summe erzeugt, 
hat dabei eine höhere Priorität, als jeder Operator innerhalb von Termen. 
Beispiel38 
Wenn wir als algebraische Spezifikation FIFO für ein Beispiel wählen undwalseine Variable vom 
Typ fifo auffassen, so sind 1' rest (w) und 1' get (w) +2' get (rest (w)) zweiformale Sum-
men vom Typ {fifo} bzw. {data}. 
4.2 SNL-Netz-Spezifikationen 
In diesem Unterkapitel wollen wir das grundlegende Petri-Netz-Modell beschreiben. Es basiert (wie alle Petri-
Netzformen) auf dem Begriff des Netzes (Eine gute Einführung fmdet man in [Reisig86]). 
Def. 28 (Netz) 
Ein Netz ist ein Tupel N =( P ,T,F ), wobei P und T Mengen von Stellen und Transitionen mit der folgen-
den Eigenschaft sind: 
(i) P n T= </) 
(ü) Pu T.;. </) 
(iii) F !;; PxT u TxP 
(iv) dom(F) u cod(F) = P u T 
Man veranschaulicht sich ein Netz, indem man die Stellen als Kreise, die Transitionen als Rechtecke und die Ele-
mente der Flußrelation F!;; PxT u TxP als gerichtete Kanten darstellt. Betrachten wir hierzu ein Beispiel. 
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Beispiel39 
Sei P={p1,p2,p3,p4,p5 } die Menge der Stellen, T={t1,t2,13,t4 } die Menge der Transitionen und 
F={ (1~tP2),(p2,t2),(t2,p1 ),(p 1711 ),(t2,p3),(p 3,12),(1 3,p3),(p3,t3),(t3,p5),(p5,t4),(t4,p4),(p4,t3)} die Flußrelation. 
Das folgende Bild zeigt dann das Netz in der Veranschaulichung: 
PJ 
Erzeuger 
Def. 29 (Umgebungsstellen und Umgebungskanten) 
Sei N=(P ,T ,F) ein Netz und X=PuT. 
(a) Für jedes Element xE PuT deftnieren wir 
•x = {yEPUTiyFx}, x• = {yEPUTixFy} 
Ps 
Verbraueber 
WennxE Tist, nennen wir Elemente aus •x bzw. x• Vor- bzw. Nachstellen der Transition x. 
(b) Für jedes xEX definieren wir die Menge der Umgebungsstellen von x durch 
penv(x) .. { { Pl 
•t• 
fallsx=p E P 
falls x=t E T 
(c) Für jedes xE X heißt x>=lfE F I es gibt ein yE X mit J=(x,y)} die Menge der Ausgabekanten und 
<x={fEF I es gibt ein yEX mitf-:(y,x)} die Menge der Eingabekanten von x. <x>:<xux> heißt die 
Menge der Umgebungskanten von x. 
Im folgenden werden nur solche Netze betrachtet, die die folgende Bedingung erfüllen: 
Die Mengen P und T sind endlich. 
In der Praxis wünscht man sich Netze, die eine problemnahe Modellierung erlauben. Da der Anwender es mit 
konkreten Objekten und Abläufen auf diesen Objekten zu tun hat, wünscht er sich eine Netzform, in der "indivi-
duelle Objekte" aus seiner Problemwelt und die zugehörigen Aktionen auf den Objekten zur Modeliierung ver-
wendet werden können. Dies führte zu einer Reihe von Petri-Netzformen mit individuellen Marken (Objekten) 
und Beschriftungen, die Operationen und Bedingungen bzgl. der Objekte beinhalten. Beispiele für solche Netz-
formen fmdet man u.a. in [Battiston86, Berthomieu86, Hummert87, Reisig91, Schmidt89] und für die bekannte-
sten dieser Höheren Petri-Netzformen, den Prädikat/Transitionsnetzen und den Colored Petrinetzen, in 
[Genrich79, Genrich86] und [Jensen8la, Jensen86]. Eine Beschreibung der Eigenschaften dieser verschiedenen 
Netzformen wollen wir auf ein späteres Kapitel verschieben, in dem wir dann unser Netzmodell mit einigen der 
in den oben erwähnten Artikeln vorgestellten Netzformen vergleichen wollen. An dieser Stelle wollen wir viel-
mehr zunächst einmal mit der Beschreibung unseres Netzmodells beginnen. 
In diesem werden Objekte und die auf ihnen durchführbaren Operationen durch abstrakte Datentypen beschrie-
ben. Hierbei ist es sinnvoll, die Spezifikation eines abstrakten Datentyps von einer Realisierung des Datentyps 
zu unterscheiden. Entprechend wollen wir in unserem Netz-Modell zwischen der Spezifikation eines Netzes und 
möglicher ausführbarer Modelle dieser Spezifikation (Realisierungen der Netz-Spezifikation) unterscheiden. Wir 
wollen daher zunächst einmal den Begriff einer SNL-Netz-Spezifikation einführen. Diese versieht ein Netz mit 
einer Beschriftung, die als Bauelemente Elemente der Spezifikation eines abstrakten Datentyps verwendet. 
Def. 30 (SNL-Netz-Spezifikation) 
Es seiN= (P,T,F) ein Netz, SIG=(S,Q,ll,typ0 ,typn) eine Signatur, V s=(V5(s)),Es eine Familie von Va-
riablen, L = (ALPH, TERM(SIG,V5), FORM(LSJG,SIG,V5)) eine Sprache der ersten Ordnung über S/G 
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mit Variablen aus Vs und SPEC(SIG,E) eine algebraische Spezifikation über S/G mit Formeln aus L 
(d.h. EQ'ORM(LS/G,SIG,Vs)). 
(a) Eine Beschriftung des Netzes N in der SpracheList ein 3-Tupel A,r(Ap,Ar.AF), wobei gilt: 
( 1) Ap=(cap, vars, eqn) ist ein 3-Tupel von Abbildungen cap:P~[S~IN0], vars:P-> &o<Vs) und 
eqn:P~FORM(LSIG,SIG.Vs). cap ordnet jeder Stelle pEP eine Kapazitätsfunktion 
cap(p)=capP:S~IN0 zu, wobei cap(p)(s)=capP(s)= cap(p,s) die Kapazität der Stelle p bzgl. 
der Sorte sES ist. vars ordnet jeder Stelle pEP eine Familie von Variablen 
vars(p)=(vars,(p))s€sr;;, p(Vs)=(p(Vs(s)),EsZU. eqn ordnetschließlichjeder Stelle eine For-
mel eqn(p) zu. 
(2) Ar=lfvars, bvars, eqn) ist ein 3-Tupel von Abbildungen.fvars:T~p(Vs). bvars:T~p(Vs) 
und eqn:T ~FORM(LSIG,SIG.Vs) . .fvars ordnetjeder Transition tE Teine Familie vonfreien 
Variablen fvars(t)=lfvars ,(t)).€Sr;;, p Ws) und bvars ordnet jeder Transition tE TeineFamilie 
von gebundenen Variablen bvars(t)=(bvars,(t))s€sr;;, &o<Vs) zu. eqn ordnet jeder Transition 
eine Transitionsformel eqn(t)EFORM(LSIG,SIG,Vs) zu. 
(3) AF:F ~FSM(SIG,Vs) ordnet jeder Kante des Netzes eine formale Sunune zu. 
(4) typ(vars(p)) r;;, { sES I capp(s)>O} für alle pEP. 
(5) eqn(p) ist für allepEPeine geschlossene Formel mit vars(eqn(p)) r;;, vars(p). Dabei sei 
vars(eqn(p)) die Menge der Variablen in der F01mel eqn(p). 
(6) 'I/pEP und jE <p> gilt: typ(AF(j)) r;;, { sES I capP(s)>O }. 
(7) VtE TundjE <t> gilt:.fvars(AF(j))r;;,jvars(t). 
(8) 'I/tE T gilt: .fvars(t)nbvars(t)=</>. 
(9) V tE T gilt: vars(t):=Jvars(t)ubvars(t)r;;, U var s (p) . 
p € penv(t) 
( 10) VtE T gilt: .fvars(eqn(t))r;;, .fvars(t) und bvars(eqn(t))r;;, bvars(t). Dabei sei .fvars(eqn(t)) die 
Menge der freien Variablen und bvars(eqn(t)) die Menge der gebundenen Variablen in der 
Formel eqn(t). 
(b) Sei AN eine Beschriftung wie in (a) definiert. Eine Familie von formalen Sununen M'=(nf)pEP heißt 
eine (formale) Markierung eines beschrifteten Netzes (N,AN), falls gilt: 
(1) FürallepEP ist~EFSM(SIG.Vs). 
(2) vars(rr() = </> für alle pE P. 
(3) 0-:::.card,(rr() ~ capp(s) für allesESund pE P. 
(c) Seien AN eine Beschriftung und Mt eine Markierung wie in (a) und (b) definiert. Das Tripel 
NSPEC=(N,AN,Mb) heißt dann eine SNL-Netz-Spezifikation mit Anfangsmarkierung Mb über der 
algebraischen Spezifikation SPEC. 
Wir wollen im Kontext der obigen Definition noch einige Bezeichnungen einfUhren: 
Def. 31 (Der Begriff der Umgebung) 
Es seien die Voraussetzungen der vorigen Definition gegeben, und es sei X =PUT. 
(a) Für allepEPdefinieren wir die Menge der Sorten von p durch sorts(p) = { sE SI capp(s)>O } . 
(b) Für jedes xEX sei senv(x)= U sorts(p) die Menge der Sorten in der Umgebung von x. 
p € penv(x) 
(c) Für jedes xEX sei venv(x)= U vars(p) die Familie der Variablen in der Umgebung von x. 
p€ penv(x) 
(d) Für jedespEPsei die Familie der freien Variablen von p definiert durch.fvars(p):=</>, da Formeln 
auf Stellenper Definition geschlossen sind. 
(e) Für alle tE T sei die Familie der Variablen von t definiert durch 
vars(t)=(vars,(t)),Es=lfvars,(t)ubvars,(t)),Es· 
(t) Für jedes xEX nennen wir die durch penv(x), <x>, svenv(x) und venv(x) gegebenen Informationen 
die Umgebung von x in der SNL-Netz-Spezifikation NSPEC. 
Wir wollen Def. 30 nun ein wenig näher erläutern. Der Punkt (a) der Definition legt die Beschriftung eines Netzes 
fest, die aus einer Reihe von Abbildungen besteht. Jeder Stelle pE P ist zunächst über die Abbildung cap eine 
Menge von Sorten sorts(p) (siehe Def. 31 (a)) zugeordnet. Wir können uns eine Stelle p als Speicher vorstellen. 
der Multimengen von Objekten enthält, wobei der Typ jedes Objektes einer der Sorten aus sorts(p) entsprechen 
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muß. Die maximale Anzahl der Objekte einer Sorte s auf der Stelle p wird durch die Kapazität capp(s) bestimmt. 
Eine Kapazität 0 bedeutet, daß Objekte dieser Sorte nicht auf der Stelle vorkommen dürfen. 
Weiter ist jeder Stelle p eine Menge von Variablen vars(p) zugeordnet, deren Typen in sorts(p) enthalten sein 
müssen (Bedingung 4). Diese Variablen können dann in Formeln bzgl. der Stelle p bzw. innerhalb der Formeln 
von Transitionen, zu deren Umgebung die Stelle gehört, verwendet werden (siehe etwas weiter unten). 
In der Praxis benötigt man in SNL-Netzen in der Regel abstrakte Datentypen, deren Individuenbereiche in einer 
Realisierung ebenfalls endlich sind. Dies garantiert man durch Formeln innerhalb der Spezifikation. die die Indi-
viduenbereiche beschränken. In einem Beispiel könnte die Länge der erlaubten Warteschlangen z.B. durch eine 
Formel/ength(w)<maxfbeschränkt sein. Dabei erscheint es natürlich. daß man so eine Formel in einem Netz ei-
ner Stelle analog der Kapazitätsfunktion zuordnet. Wir erlauben es daher, daß man Stellen p optional eine ge-
schlossene Formel eqn(p) zuordnet, die nur Variablen enthalten darf, die dieser Stelle zugeordnet sind 
(Bedingung 5). In einer Realisierung des Netzes sind dann nur Markierungen erlaubt, die die Formeln auf den 
Stellen erfüllen. 
Jeder Transition tE T ist eine Formel eqn(t) zugeordnet. Diese Formel stellt eine Bedingung dar, die erfüllt werden 
muß, damit eine Transition schalten kann. Die Menge der freien Variablen einer Transitionsformel eqn(t) muß 
dabei in der Familie der freien Variablen der Transitionfoars(t) und die Menge der gebundenen Variablen der 
Transitionsformel muß in der Familie der gebundenen Variablen bvars(t) enthalten sein. Dies ist Bedingung 10. 
Die Familien der freien und gebundenen Variablen müssen weiter disjunkt sein, und jede Variable (frei und ge-
bunden) einer Transition muß mindestens einer Umgebungsstelle der Transition zugeordnet sein (Bedingungen 
8 und 9). 
Jede Kante ist mit einer formalen Summe beschriftet, deren Variablen in der Menge aller freien Variablen der 
zugehörigen Transition enthalten sein müssen (Bedingung 7). Diese formalen Summen definieren den Fluß der 
Objekte durch das Netz, d.h. nach Substitution der Variablen liefern sie in der Realisation der Netzspezifikation 
Multimengen. die beschreiben, welche Objekte von einer Stelle abzuziehen bzw. welche Objekte auf eine Stelle 
zu legen sind. Da beim Schalten einer Transition nur Objekte auf eine Stelle gelegt bzw. von einer Stelle abge-
zogen werden, die zu Sorten gehören, für die die Stelle auch einen Speicher darstellt, muß Bedingung 6 gelten. 
Bedingung (9) stellt eine Anforderung an das Schalten eines Netzes dar, die man als Lokalitätsprinzip bezeichnen 
kann. Dieses Prinzip verlangt, daß das Schalten einer Transition (also das "ob" und "wie" eine Transition schal-
tet) nur vom Zustand des Systems in der Umgebung der Transition, nicht aber von anderen Faktoren abhängen 
darf. Wir verlangen daher in (9), daß die Familien der Variablen einer Transitiontin der Menge der Umgebungs-
variablen venv(t) von t enthalten sein muß. Wir werden die Variablen der Transitionen dann über den Inhalt der 
Umgebungsstellen der betreffenden Transition auswerten. Die Werte der Transitionsbeschriftungen und Kanten-
beschriftungen hängen damit nur von dem Inhalt der Umgebungsstellen, also vom aktuellen Zustand (der aktu-
ellen Markierung) in der Umgebung der betreffenden Transition, ab. 
(10) und (7) geben an, daß das Schalten einer Transition t nur durch eine Auswertung (Zuweisung von Werten) 
der freien Variablen einer Transition t (fvars(t)) bestimmbar ist. Bezüglich so einer Auswertung ist die Formel 
eqn(t) entweder true oder false und bestimmt damit, ob die Bedingung für das Schalten der Transition bezüglich 
dieser Auswertung erfüllt ist oder nicht. Einsetzen der Auswertung in die Kantenbeschriftung ergibt die Multi-
menge von Objekten, die abzuziehen bzw. auf die Nachfolgestellen zu legen sind. 
Als Beispiel für eine SNL-Netz-Spezifikation versehen wir unser Netz aus Beispiel 39 mit einer geeigneten Be-
schriftung. 
Beispiel40 
SeiN= (P,T ,F) das Netz aus Beispiel 39. Wir setzen voraus, daß wir die folgende leicht modifizierte 
Spezifikation des F I FO-Funktors gegeben haben. 






union fifo = empty I put of fifo * elem; 
ptl get : fifo -> elem; 
rest : fifo -> fifo; 
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sort elem = FP.elem; 
var w : fifo; n : elem; 
eqn def get(w) <=> w <> empty; 
if (w <> empty) then get(put(w,n))=get(w) 
else get(put(w,n))=n; 
def rest(w) <=> w <> empty; 




Wir definieren weiter ein System von zwei Erzeugerprozessen, die Daten erzeugen, und einem Ver-
braucherprozeß, der diese Daten konsumiert, über die folgende Spezifikation. 
specification PROCESS = spec 
end 
union process = a1 I a2 I b; 
union data = c1 I c2; 
ptl mdata : (pr:process I pr <> b) -> data; 
opn proc : data -> process; 
var pr : process; 
n : data; 
eqn mdata(proc(n))=n; 
if (pr <> b) proc(mdata(pr))=pr; 
Auf Basis dieser Spezifikation und dem FunktorF I FO wollen wir dann die Spezifikation für unser Bei-
spielnetz wie folgt deftnieren: 
specification ERZEUGER-VERBRAUCHER = spec 
include PROCESS; 
FIFO(spec sort elem=PROCESS.data; end); 
const maxf : int; 
end 
Eine mögliche Beschriftung des Netzes ist dann: 
(1) Die Beschriftung der Transitionen sei stets die Formel t rue. 
{2) Die Beschriftung der Stellen p1 und p4 sei gegeben durch die Sorte proce s s, die Variable 
pr der Sorte process und der Kapazität 2 für p1 und 1 für p4• 
(3) Die Beschriftung der Stelle p2 sei gegeben durch die Sorte data, die Variable d der Sorte 
data und eine Kapazität 2. 
{4) Die Beschriftung der Stelle p5 sei gegeben durch die Sorte data, Variablen d1 und d2 der 
Sorte data und eine Kapazität 2. 
(5) Die Beschriftung der Stelle p3 sei gegeben durch die Sorte fifo, die Variable w der Sorte 
fifo, die Kapazität 1 der Sorte fifo und eine Formellength (w) <=maxf. 
(6) Die Beschriftung der Kanten sei gegeben durch AF((t1p2))=1' mdata (pr), 
AF((p2.f2))=1' d, AF((t2p1))=1' proc (d), AF((p1.fJ))=l' pr, AF((t2p3))=1' put (w, d), 
AF((p3.f2))=1' w, AF((t4p4))=1' b, AF({p3.f;))=1' w, AF((t3p3))=1' rest ( rest (w) ) , 
AF((p5,t4))=1' dl+ 1' d2, AF((t3p5))=1' get (w) + 1' get ( rest (w) ) , AF((p4,t3))=1' b. 
Eine Anfangsmarkierung ist durch die Abbildung ~(p1)=1' al+ 1' a2, Mh(p4)=1 'b, 
~(p3)=1' empty gegeben, wenn wir alle weiteren Stellen mit der formalen Summe 0, die wir nie ex-










l'get(rest(w)) l'dl+l'd2 1 'mdata(pr) d:data[2] l'd +l'get(w) 
dl,d2:data[2] 
P1 Ps 
Wir haben dabei die Beschriftungen des Netzes schon teilweise in SNL angegeben, wie wir im folgen-
den genauer erläutern wollen. 





net _body _ decls: 
petrinet net _id = net 
id 
net net _body end 
( net_body_dec/s }~ 
spec _sig_ decls 
spec _ eqn _dec/s 
net dec/s 
Das Aussehen der Spezifikationsdeklarationsteile spec _sig_ dec/s und spec _eqn _ decls wurde dabei schon im Ka-
pitel über den Spezifikationsteil von SNL festgelegt. Wir müssen hier noch die Netzdeklarationen net _ dec/s nä-
her definieren. 
Zur Angabe der Netzteile liegt eigentlich eine Vierteilung in Stellendeklarationen, Transitionsdeklarationen, 
Kantendeklarationen und eine die Anfangsmarkierung des Netzes beschreibende Deklaration nahe. Auf Grund 
der starken Umgebungsabhängigkeit der Transitionen ist es jedoch günstiger, die Umgebungskanten einer Tran-
sition als Teil der Transitionsdefinition zu definieren. Weiter fassen wir die Anfangsmarkierung einer Stelle als 
Teil einer Stellendeklaration auf. Wir haben daher nur eine Zweiteilung der Deklarationen: 
net_part: place dec/s 
trans dec/s 
Ein Stellendeklarationsteil (p/ace _decls) beginnt mit dem Schlüsselwort placedef. Anschließend folgt eine Folge 
von Stellendeklarationen, die durch Semikolon getrennt sind. 
place decls: placedef place _ decl { ; place _ dec/ ; } ~ [ ; ] 
Eine Stellendeklaration bindet einen Stellennamen (p/ace _name) an eine Stellendefinition (p/ace). 
place dec/: 
place: 
place _ name = place 
place_name 
place p/ace _body end 
Eine Stellendefinition wird entweder durch den Namen einer bereits deklarierten Stelle oder durch eine explizite 
Definition der Eigenschaften der Stelle innerhalb eines Konstruktes place ... end beschrieben. Im ersten Fall erbt 
die deklarierte Stelle die Eigenschaften der Stelle, deren Name rechts vom Gleichheitszeichen steht, wobei diese 
bereits deklariert sein muß. Im anderen Fall werden die Eigenschaften einer Stelle innerhalb des Stellenrumpfs 
(place _body) in verschiedenen Deklarationsteilen beschrieben, die die Sorten und Variablen beschreiben, die ei-
ner Stelle zugeordnet sind, die Kapazität der Stelle bzgl. jeder Sorte festlegen, eventuell eine Formel angeben, 
die von den individuellen Objekten auf der Stelle erftillt sein muß, und die Anfangsmarkierung einer Stelle be-
schreiben. place _body hat daher die folgende Gestalt: 
place _body: { place _ body _ dec/s } ~ 
place _body _ dec/s: sort _ var _ cap _dec/s 
spec Jormula _ decls 
marking_dec/ 
sort_var _cap _decls: 







var sort_var _cap _dec/ { ; sort_var _cap _ dec/ }~ [;] 
[ var _Iist] : sort _ name [ [ capacity] ] 
var _id { , var _id }~ 
id 
num 
marking marking [ ; ] 
formal_sum 
Diesort _var _cap _ decls fassen die Deklarationen der Sorten einer Stelle, der zugehörigen Kapazitäten und Va-
riablen zusammen. Einer Liste von Variablen wird innerhalb einer sort _var _cap _ dec/ ein Sortenname als Typ 
zugeordnet, dem optional eine Kapazitätsangabe in rechteckigen Klammern folgt. Fehlt diese Kapazitätsangabe, 
so ist die Kapazität der Stelle bzgl. der angegebenen Sorte defaultmäßig 1. Man beachte dabei, daß eine Sorte nur 
in genau einer solchen sort _var _ cap _ dec/ auftreten darf. Weiter beachte man, daß die Variablenliste auch leer 
sein darf. In diesem Fall wird einer Stelle eine Sorte zugeordnet, bzgl. der keine Variablen definiert sind. Gleich-
wohl können auf so einer Stelle Individuen der entsprechenden Sorte liegen, die dann in Transitionen oder Kan-
tenbeschriftungen nicht über Variablen, sondern über Konstanten der jeweiligen Sorte referenziert werden 
können. 
Innerhalb von spec Jormula _ decls können einer Stelle weiter eine oder mehrere Formeln zugeordnet werden, 
wobei die Syntax zur Angabe der Formeln spec Jormula _ dec/s der Syntax der Formeln im algebraischen Spezi-
fikationsteil entspricht. Die Variablen innerhalb der Formeln müssen allerdings in den sort _ var _ cap _ decl defi-
niert sein. Weiter ist eine zu einer Stelle gehörige Formel stets geschlossen, d.h. Variablen, die nicht explizit 
quantorisiert sind, werden stets als durch einen Allquantor quantorisierte Variablen aufgefaßt. 
Optional folgt weiter die Angabe einer eventuell vorhandenen Anfangsmarkierung der Stelle (marking_decl). 
Diese muß eine formale Summe von geschlossenen Termen sein, deren Typ zu den Sorten passen muß, die der 
Stelle zugeordnet sind. Weiter darf die Anzahl der Elemente zu einer Sorte innerhalb der formalen Summe nicht 
die Kapazität der Stelle für diese Sorte überschreiten. 
Da die formale Summe nur geschlossene Terme enthält, definiert sie in der Realisierung eine Multimenge von 
Individuen, die der Stelle zugeordnet ist. & sind dabei nur solche Realisierungen erlaubt, die garantieren, daß 
von der Platzmarkierung eventuell zu der Stelle spezifizierte Formeln erfüllt werden. 
Ein Transitionsdeklarationsteil (trans _ dec/s) beginnt mit dem Schlüsselwort transition. Anschließend folgt eine 
Reihe von Transitionsdeklarationen, die durch Semikolon getrennt sind. 
trans dec/s: transition Irans_ decl { ; trans _ dec/ } ~ [ ; ] 
Eine Transitionsdeklaration bindet einen Transitionsnamen (trans _id) an eine Transitionsdefinition (trans). 
trans dec/: 
trans: 
trans id = trans 
trans id 
trans trans _body end 
Eine Transitionsdefinition wird entweder durch den Namen einer bereits deklarierten Transition oder durch eine 
explizite Definition der Eigenschaften der Transition innerhalb eines Konstruktes trans ... end beschrieben. Im 
ersten Fall erbt die deklarierte Transition die Eigenschaften der Transition, deren Name rechts vom Gleichheits-
zeichen steht, wobei diese bereits deklariert sein muß. Im anderen Falle werden die Eigenschaften einer Transi-
tion innerhalb des Transitionsrumpfs (trans _body) in verschiedenen Deklarationsteilen beschrieben, die die 
freien und gebundenen Variablen beschreiben, die einer Transition zugeordnet sind, Formeln angeben, die erfüllt 
sein müssen, damit die Transition schalten kann, und die Umgebungskanten der Transition beschreiben. 
trans _body hat daher die folgende Gestalt: 
trans _body: 
trans _body _ dec/s: 
trans var dec/s: 
trans var dec/: 
place Iist: 
var id: 
{ trans _body _ dec/s } ~ 
trans _var _dec/s 
spec Jormula _ decls 
arc dec/s 
fvar trans_var _dec/ { ; trans_var _dec/ }~ [;] 
bvar trans _ var _ dec/ { ; trans _ var _ dec/ } ~ [ ; ] 
var _id : place _Iist 







arc arc_dec/ { ; arc _decl la;] 
place_id ·> formal_sum 
place _id <· formal_sum 
In Deklarationen der Variablenumgebung einer Transition (trans _ var _decl) wird für eine Transition zunächst de-
finiert, welche freien Variablen (hinter dem Schlüsselwort fvar) und welche gebundenen Variablen (hinter dem 
Schlüsselwort bvar) eine Transition benützt. Diese Variablen sind dabei bzgl. ihrer Auswertung an Umgebungs-
stellen der Transition gebunden, so daß ihnen in einer Variablendeklaration (trans _ var _ decl) nicht eine Sorte als 
Typ, sondern eine Liste von Stellen zugeordnet wird. Die entsprechende Variable muß dann auf jeder dieser Stel-
len vom gleichen Typ definiert sein. Bei einer Auswertung der Variablen bzgl. einer vorgegebenen Markierung 
des Netzes kann dann der Wert einer freien Variablen ein beliebiges Element der Menge von Objekten von der 
zugehörigen Sorte sein, die sich als Vereinigung der Menge von Objekten dieser Sorte ergibt, die auf den der Va-
riablen innerhalb der Variablendeklaration zugeordneten Stellen liegen. Eine gebundene Variable wird entspre-
chend über diese Mengen quantifiziert. Man beachte dabei, daß wir hier auch erlauben, daß innerhalb der 
Stellenliste zu einerVariablen eine Stelle vorkommt, zu der für die Transition keine Kante existiert, die die Tran-
sition mit der Stelle verbindet. Unser Begriff der Umgebung ist innerhalb von SNL daher etwas allgemeiner, als 
er in der Theorie beschrieben wurde. 
In Kantendeklarationen arc _decl gibt man die Kanten mit ihrer Beschriftung an, die die Transition mit ihren Um-
gebungsstellen verbindet. Eine Kantenangabe besteht zunächst einmal aus der Angabe der zugehörigen Stelle. 
Dann folgt die Spezifikation der Richtung der Kante. ·> bezeichnet eine Kante, die von der angegebenen Stelle 
zur Transition führt (also eine Eingabekante). <· bezeichnet eine Kante, die von der Transition zur angegebenen 
Stelle führt (also eine Ausgabekante). Zum Abschluß folgt die Beschriftung der Kante. Diese ist eine formale 
Summe (jormal_sum), die nur freie Variablen enthalten darf, die innerhalb einer Variablendeklaration 
trans _ var _ decl der Transition als freie Variablen deklariert wurden. 
In spec Jormula _decls kann weiter die Angabe von Formeln erfolgen, die erfüllt sein müssen, damit die Transi-
tion schalten kann. Die Syntax für die Angabe solcher Formeln haben wir bereits im Kapitel über die Spezifika· 
tion von abstrakten Datentypen definiert. Die Formeln dürfen nur freie bzw. gebundene Variablen enthalten, die 
als freie bzw. gebundene Variablen innerhalb einer trans _var _decl der Transition deklariert worden sind. Falls 
keine Formel angegeben wurde, wird als Default stets die Formel true angenommen. 
Wir wollen einmal unser Erzeuger-Verbraucher System in leicht abgewandelter Form innerhalb unserer Netz-
Sprache in einem Beispiel spezifizieren. 
Beispiel41 (Erzeuger-Verbraucher-System in SNL) 
In diesem Beispiel beschränken wir uns auf ein Modell, das jeweils nur ein Datenpaket verbraucht, so 
daß sich die Beschriftung im Verbraucherteil vereinfacht. Das Modell verwendet die Spezifikation 
PROCESS, sowie den Funktor FIFO. Wir haben dann: 




FIFO(spec sort elem=PROCESS.data; end); 
maxf : int; 
pl=place 
var pr:process[2); 






















arc p1 -> 1 'pr; 
p2 <- 1'mdata(pr); end; 
t2=trans 
fvar n:p2; w:p3; 
arc p2 -> 1'n; 
t3=trans 
p1 <- 1'proc(n); 
p3 -> 1'w; 
p3 <- 1'put(w,n); end; 
fvar w:p3; 
arc p3 -> 1 'w; 
p3 <- 1 'rest(w); 
p4 <- 1 'get (w); 
p5 -> 1 'b; 
eqn w <> empty; end; 
t4=trans 
fvar n:p4; 
arc p4 -> 1 'n; 
p5 <- 1 'b; end; 
Im Erzeugerzyklus haben wir zwei Prozesse 1'a1 und 1'a2, die Daten 1'mdata(a1) und 
1 'mdata ( a2) erzeugen können. Diese werden über die Transition t2 in die Warteschlange auf der 
Stelle p3 über einen Aufruf von put eingetragen. Auf der Verbraucherseite gibt es einen Prozeß b, der 
die Daten über einen get Aufruf über die Transition t3 aus der Warteschlange auf p3 entfernt und dann 
in t4 verarbeitet. 
Man beachte dabei die Formellength (w) <= maxf auf der Stelle p3. Diese blockiert automatisch 
das Schalten der Transition t2, wenn die Warteschlange maxf Elemente besitzt. Weiter beachte man 
die Formel w <> empty auf der Transition t3. Diese verhindert, daß t3 schaltet, wenn die Warte-











1 'mdata(pr) n:data[2] l'n l'get(w) n:data l'n 
In diesem Bild haben wir die Beschriftung des Netzes in der Form angegeben, die wir in unserer 
Sprachdefinition definiert haben. Die Angabe der freien Variablen haben wir zusätzlich durch ein Qua-
drat mit der Inschrift F markiert, um sie eindeutig von einer möglichen Angabe von gebundenen Va-
riablen zu unterscheiden. 
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4.3 SNL-Systeme (SNL-Modelle) 
In ctiesem Unterkapitel wollen wir nun ctie Semantik beschreiben, die durch eine SNL-Netz-Spezifikation gege-
ben ist. Die Idee dabei ist, daß wir ctie Netzbeschriftung bzgl. algebraischer Systeme, die Modelle der Spezifika-
tionen innerhalb der SNL-Netz-Spezifikation sind, interpretieren. Dies wollen wir im folgenden genauer 
beschreiben. 
Um ctie semantischen Eigenschaften eines SNL-Systems definieren zu können, müssen wir zunächst die Seman-
tik der Beschriftung der SNL-Netz-Spezifikation definieren. Hierzu ist zunächst eine Realisation der algebra-
ischen Spezifikation in der SNL-Netz-Spezifikation über ein algebraisches System A und eine logische Matrix A 
notwenctig. Auf deren Grundlage interpretieren wir dann die Tenne, formalen Summen und elementaren Formeln 
innerhalb der SNL-Netz-Spezifikation über die uns schon bekannten Realisierungen Rr, RFsM und REF. Die For-
meln im Spezifikationsteil einer SNL-Netz-Speziflkation interpretieren wir über die schon bekannte Realisation 
RF. 
Im Gegensatz zur Realisation von Formeln mit Quantoren im Spezifikationsteil einer SNL-Netz-Speziflkation, 
ctie wir schon im Spezifikationsteil dieses Berichtes definiert haben, wollen wir die Quantoren in Formeln auf den 
Transitionen und Stellen nicht als All- und Existenzquantor auf den zugehörigen Wertebereichen vonA, sondern 
gemäß unserem Lokalitätsprinzip als All- und Existenzquantor über der Menge der Individuen der jeweiligen 
Sorte, ctie bezUglieh der aktuellen Markierung des Netzes auf den Umgebungsstellen einer Transition liegen, auf-
fassen. Wir erhalten hiermit eine Interpretation der Formeln, die von der Markierung im Netz abhängt. 
Bevor wir diese Interpretation von Netz-Formeln formal definieren, wollen wir zunächst noch einige HUfsbegrif-
fe einführen. 
Def. 32 (Hilfsbegriffe) 
Sei NSPEC=(N,AN,Mb) eine SNL-Netz-Speziftkation und A=(As.An.An) ein Modell der zu NSPEC ge-
hörenden algebraischen Spezifikation SPEC. M=(mp)pep sei weiter eine Familie von Multimengen, die 
jeder StellepEP des Netzes eine Multisumme mPE MULTfin(A) über den Trägermengen vonA zuordnet, 
wobei typ(mp)Qorts(p) ist. Weiter sei X=PuT. 
(a) Mit Tr,(mp), sE sorts(p ), bezeichnen wir ctie Teilmenge der Elemente von Tr(mp), die vom Typ s 
sind. 
(b) Für tE T, vE vars(t) sei penvv(t):={ pE -t·l vE vars(p) }. Für pEP, vE vars(p) seipenvv(p)={p}, 
(c) Sei xEX und vEvars(x). Mit objv;c(M) bezeichnen wir ctie Menge aller Objekte der Sorte typ(v), 
die bzgl. der Familie M in der Umgebung von x liegen, d.h. objv;c(M}= U Tr s<mp). 
p E peiTII,(X) 
(d) Die Menge der Formeln in der Netz-Beschriftung einer SNL-Netz-Speziflkation NSPEC bezeich-
nen wir mit NEQN(NSPEC). Die Menge der Formeln im Spezifikationsteil bezeichnen wir mit 
EQN(NSPEC). 
(e) Sei tE T. Die Menge der Auswertungen der freien Variablen von t in A bezeichnen wir mit 
VAL,(NSPEC,A):={ v:=(v,:foars,(t)~A5(s))ses }. FürpEP defmieren wir VALP(NSPEC,A):=</>. 
(f) SeitE Tund vE V AL,(NSPEC,A). v heißt Auswertung der freien Variablen von t unterM in A, falls 
für alle yEfvars(t) gilt: v(y)E objYI(M). Wir bezeichnen ctie Menge aller Auswertungen der freien 
Variablen von t unter M in A mit VAL,(NSPEC,M). Für jedes pEP definieren wir 
V ALP(NSPEC,A):=(/J. 
Wir definieren nun die Realisation von Formeln in der Netzbeschriftung einer SNL-Netz-Spezifikation wie folgt: 
Def. 33 (Realisation der Fonnein einer SNL-Netz-Spezifikation) 
Seien S/G, LSIG, V5 wie in den anderen Definitionen gegeben. L sei eine formale Sprache l. Ordnung 
über S/G und LSIG. Sei NSPEC=(N,AN,Mb) eine SNL-Netz-Speziflkation über S/G und LS/G mit For-
meln aus L, A=(As.An.An) ein algebraisches System über der Signatur S/G und A=(A3'.An) eine logische 
Matrix zu der Signatur LSIG. M=(mp)peP sei eine Familie von Multimengen, ctie jeder Stelle des Netzes 
eine Multimenge mPE MULTfin(A) über den Trägermengen von A zuordnet, wobei für alle pE P 
( ) (p) • ur • · 'YPn(n) -) • F 'li Funk' typ mP Qorts 1st. vvetter se1 Pn= (p :As ->A- (s) eme amt e von tionen, 
n S nE 0 
Rr:TERM(SIG,V5)->[V AL(V5,A)->u,ESAs(s)] ctie durch A eindeutig bestimmte Realisation von Tennen 
und REF:FORM(SIG,V5)~[VAL(V5,A)~A~s)] ctie durchA, A und Pn eindeutig bestimmte Realisation 
von atomaren Formeln. 
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Die durch A, A und Pn eindeutig bestimmte Realisation der Formeln der Netzbeschriftung einer SNL-
Netz-Spezifikation NSP EC bzgl. Mist eine Abbildung RN, die jeder Formel <XE NEQN(NSP EC) zu xE X 
eine Abbildung RN(cx)=~:VAL,.(NSPEC,M)->A~s) zuordnet, die wie folgt definiert ist: 
Im folgenden sei vE V ALx(NSPEC,M) eine beliebige Auswertung der freien Variablen von xEX unter 
MinA. 
(1) Wenn o.-rr.EFORM(SIG,V5) eine atomare Formel ist. dann ist ~=REF(a) lvAL,(NSPEC,A)' 
(2) Wenn <X eine Formel der Gestalt d(f3) (i~) mit dE L1 ist, und der Wert ßR(v) definiert ist, dann ist 
~(v)=An(d)(ßR(v)). 
(3) Wenn <X eine Formel der Gestalt (f3)o;(y) (i~) mit o;EL2 ist, und die Werte ßR(v) und YR(v) defi-
niert sind, dann ist <XR(v)=An(o;)(f3R(v),yR(v)). 
(4) Wenn <X eine Formel der Gestalt Vtf3 ist, so gilt: 
(l) wenn die gebundene Variable ~E bvars(x) in der Formel f3 nicht vorkommt, so ist 
(Vtf3)(v)=f3R(v); 
(2) wenn die Variable ~Ebvars(x) in der Formel f3 vorkommt. dann ist 
('Vtf3)(v)=infa € obh,,(M){ j3R(~/a)(v) } , wobei f3(~/a) eine Formel ist, die aus f3 durch die 
Substitution ~ ~a mit aE obj~ ... (M) entsteht, und inf die Operation der unteren Schranke in 
der Algebra A ist. 
(5) Wenn <X eine Formel der Gestalt 3tf3 ist. so gilt: 
(1) wenn die gebundene Variable ~E bvars(x) in der Formel f3 nicht vorkommt. so ist 
(3tf3)(v)=f3R(v); 
(2) wenn die Variable ~Ebvars(x) in der Formel f3 vorkommt, dann ist 
(3tf3)(v)=sup0 € obh,,(M){ 13R(~/a)(v) } , wobei f3(~/a) eine Formel ist, die aus f3 durch die 
Substitution ~~a mit aE obj~...(M) entsteht, und sup die Operation der oberen Schranke in 
der Algebra A ist. 
Man beachte, daß damit die Interpretation der Quantoren und damit der Formeln der Netzbeschriftung von der 
Familie M=(mp)pEP abhängt. Diese Interpretation der Formeln ist unseres Wissens nach neu in der Petri-Netz-
Theorie, ist jedoch nur eine konsequente Anwendung des Lokalitätsprinzips, da der Zustandsübergang nur vom 
momentanen Zustand des Systems in der Umgebung einer Transition abhängig sein soll. Der Zustand des Sy-
stems in der Umgebung einer Transition wird aber gerade durch die Markierung der Umgebungsstellen bestimmt. 
und die einzigen Individuen. die die Transition kennt, sind daher die Objekte, die auf den Umgebungsstellen lie-
gen. Logischerweise sollten die Quantoren nur über diese Objekte interpretiert werden. 
Def. 34 (Realisation einer SNL-Netz-Spezitikation) 
Es seien die Voraussetzungen wie in Definition 30 gegeben. Das Viertupel R=( Rr, RF,RFsM•RN) nen-
nen wir dann eine Realisation der SNL-Netz-Spezifikation NSPEC. 
Da aus dem Kontext stets ersichtlich ist. welche der Abbildungen Rr, RF, RFsM bzw. RN anzuwenden ist. werden 
wir im folgenden kurz R ftir Rn RF, RFsM bzw. RN schreiben. 
Wenn wir eine Sprache L über der Signatur LBOOL haben. können wir diese in Bezug auf die klassische boole-
sche Matrix A-BOOL realisieren. Die Realisation von Formeln aus EQN(NSPEC) und NEQN(NSPEC) hängt 
dann nur noch von dem algebraischen System A und bei Formeln aus NEQN(NSPEC) noch von der aktuellen 
Markierung ab. Wir sprechen dann von einer (prädikatenlogischen) SNL-Netz-Spezifikation (1. Ordnung) und ei-
ner Realisierung bzgl. der Prädikatenlogik 1. Ordnung. Die Formeln von SNL-Speziflkationen sind stets solche 
prädikatenlogischen Formeln 1. Ordnung und Realisierungen sind bzgl. unserer Sprache stets schon eindeutig 
durch das algebraische System A bestimmt. 
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Der. 35 (Erfüllbarkeit von Formeln einer SNL-Netz-Spezitikation) 
Es seien die Voraussetzungen wie in Definition 29 gegeben, und R=( Rr. RF,RFsM,RN) sei eine Reali-
sation der SNL-Netz-Spezifikation NSPEC über A, A und Pn. 
(a) Sei a.ENEQN(NSPEC) eine beliebige Fonnel vonxEX. Die Fonnel a. ist vermöge einer Auswer-
tung vE V ALx(NSPEC.M) bzgl. derRealisationRunter M erfüllt, wenn a..t(v)=V gilt. Wir schrei-
ben dies als M I= • .Ra.. 
(b) Die Fonnel a.ENEQN(NSPEC) aus der Umgebung von xEX heißt erjUllbar unterM bzgl. der 
Realisation R, wenn es eine Auswertung vE V ALx(NSPEC,M) gibt, vennöge der a. bzgl. R erfüllt 
ist. 
(c) Die Fonnel a.ENEQN(NSPEC) aus der Umgebung vonxEX heißt gültig unterM bzgl. der Rea-
lisation R, wenn für jede Auswertung vE V ALxCNSPEC,M) gilt: a. ist vennöge v bzgl. RunterM 
erfüllt. Wir schreiben dies als M 1, a.. 
(d) M erfüllt die SNL-Netz-Spezifikation NSPEC bzgl. der Realisation R (im Zeichen M 1:; NSPEC), 
falls gilt: 
(1) Für alle pEP gilt: M l,eqn(p) (Fonneln auf Stellen erfüllt). 
(2) O~ard,(mp) S: capp(s) für alle sESund pE P. 
Wir lassen im folgenden bei der Schreibweise I= den Suffix R weg, wenn die Realisation einer SNL-Netz-Spe-
ziftkation NSPEC aus dem Kontext ersichtlich ist. 
Mit der obigen Definition können wir nun definieren, was wir unter einem SNL-System (auch SNL-Modell) und 
Markierungen solcher SNL-Systeme verstehen. 
Der. 36 (SNL-Systeme (SNL-Modelle) und deren Anrangsmarkierung) 
Es seien die Voraussetzungen wie in der Definition 29 gegeben und R=( Rr, RF,RFsM•RN) eine Realisa-
tion der SNL-Netz-Spezifikation NSP EC über A,A und Pn . 
Das Tupel SNL-SYS=(NSPEC,A) heißt dann ein SNL-System (oder SNL-Modell) mit der Realisierung 
R iiber A, A und Pn• falls gilt: M0:=RFsM(Mb) 1, NSPEC. M0 =RFSM(Mb) heißt in diesem Falle Anfangs-
markierung des SNL-Systems (SNL-Modells) SNL-SYS. Dabei ist RFsM(Mb) gegeben durch die Familie 
RFsM(Mb)=(RFsM(n~",))pEP· 
Wir werden im folgenden mit einem SNL-System SNL-SYS stets eine Realisierung R über A, einer logischen Ma-
trix A und Familie von Funktionen Pn voraussetzen, ohne daß wir A, Pn oder R explizit angeben werden, sofern 
wir nicht verschiedene Realisierungen ein und desselben SNL-Systems über verschiedene A und/oder Pn betrach-
ten, was kaum vorkommt. Insbesondere unterdrücken wir daher auch im allgemeinen das Subscript R beim Be-
griff des Erfülltsein von Fonneln. Bei SNL-Netz-Spezifikationen ist die Realisation sowieso durch die Angabe 
von A in der SNL-System-Schreibweise SNL-SYS=(NSPEC,A) eindeutig festgelegt, weil wir hier nur Realisie-
rungen der Prädikate über die Relationen in A betrachten. Netz-Spezifikationen in unserer Spezifikations- und 
Modellsprache SNL sind daher stets schon durch Angabe eines ModellsAzur Spezifikation SPEC eindeutig als 
SNL-System interpretierbar! 
4.4 Das Schalten von SNL-Systemen 
Bevor wir uns den Begriffen des Schattens von Schritten bzw. Transitionen in SNL-Systemen zuwenden, wollen 
wir zunächst einen linear-algebraischen Kalkül im Umgang mit Familien von Modulen über einen Ring (in un-
serem Fall Multimengen über den Ring Z) vorstellen, der es uns erlaubt, Schritt- bzw. Schaltvorgänge auf ma-
thematisch einfache und elegante Weise zu beschreiben. 
4.4.1 Ein kurzer Exkurs in die lineare Algebra 
Familien von Modulen über einen gemeinsamen Ring kann man in natürlicher Weise selbst als ein Modul auf-
fassen, den man direktes Produkt der Familie von Modulen nennt. 
Der. 37 (kartesisches Produkt einer Familie von Mengen) 
SeiRein Ring, I eine beliebige Indexmenge und A=((A1,+1, •1))1€ 1 eine Familie von R-Modulen. Wir de-
fmieren dann: 
{a) Das kartesische Produkt der Familie von Mengen (A1)1€ 1 ist defmiert durch: 
-78-
A~==n A; := { (a;);€11 a;eA; Viel J 
I € I 
Ein I-Tupel a1:=(a;);€1E A1 nennen wir im folgenden auch einen /-Vektor (über der Familie 
A). 
(b) Auf A1 definieren wir eine Operation +:A1xAr~A1 durch a~br(a;);€~(b;);€ 1:=(a,+;b;);EI Va1, b~ A1• 
Wir nennen + die Addition auf A1• 
(c) Weiter defmieren wir eine Skalarmultiplikation ·:RxA1 ~ A1 durch Ä·arÄ·(a;);0 :=(Äi a;);€1 
V/..ER, Va~A1• 
Es ist dann leicht nachzuweisen, daß die folgenden Rechenregeln gelten: 
Bemerkung 3: 
Es seien die Voraussetzungen wie in der vorhergehenden Definition gegeben. Für alle ar(a;);EJ, 
br(b;);EJ> cr(c;);EJ E A1 und r, sER gelten die folgenden Regeln: 
(a) r · tl1 +b1)=(r ·a1)+(r ·b1),(r+s) ·a1 =(r ·a1)+(s ·a1) 
(b) (a1 + b1) + c; = a1 + (b1 + c;) 
(c) Mit 01 = (O;);EJ> wobei 0; das Nullelement des Moduls (A;.+;, ·;)ist, gilt: 
01 + a1 = a1 = a1 + 01, 0 · a1 = 01 
( d) Sei I ER das Einselement des Ringes R und -1 das inverse Element von 1 in R. Dann gilt: 
a1 + (-1) ·a1 = (-1) ·a1 + a1 = 01 
d.h. jedes a1 E A1 besitzt ein inverses Element -a1 := (-I) • a1 
(e) Es läßt sich eine Operation Subtraktion -:A1xA1~A1 durch a1 - b1 := a1 + (-/) ·b1 einführen. 
(f) Sind die R-Module ((A;,+;, i));EJ alle kommutativ, so ist auch (A1,+, ·)kommutativ, d.h. es gilt dann: 
a1 + b1 = b1 + a1 • 
Die oben angegebenen Rechenregeln besagen gerade, daß (A1,+, ·)ebenfalls ein R-Modul ist. Dies führt zu der 
folgenden Definition. 
Def. 38 (direktes Produkt einer Familie von Modulen) 
SeiRein Ring, I eine beliebige Indexmenge und A=((A;,+;, i));EI eine Familie von R-Modulen. Dann ist 
(A1,+, ·)ebenfalls ein R-Modul, den wir das direkte Produkt der Familie von R-Modulen A nennen. 
Der einfacheren Schreibweise wegen bezeichnen wir im folgenden die Operationen aller beteiligten Module stets 
mit+ und •. Wir lassen also die Indizes weg und schreiben eine Familie von Modulen kurz als A=(A;)iEI· Wenn 
aus dem Kontext ersichtlich ist, wo eine Skalarmultiplikation zu stehen hat, lassen wir der mathematischen Kon-
vention zu Folge oft auch den Punkt ( ·) ganz weg. Weiter schreiben wir kurz A1 für (Ab+,·), d.h. A1 steht einmal 
für den Modul (Ab+,·) und ein anderes Mal nur für die Menge A1:= n A; . 
I € I 
Wenn die Indexmenge /= {i~> ... , ik }, keN,O ~.endlich ist, können wir sie willkürlich anordnen, wie dies in der 
obigen Mengenschreibweise schon implizit durch die Indizierung der Elemente erfolgt ist. Wir können dann ei-
nen/-Vektor ar(a;);E1 in der Form 
( a i J <- Komponente i1 
l ~--~ j l k <- Komponente ik 
darstellen, wie man dies für Vektoren aus der Schule gewöhnt ist. Addition und Skalarmultiplikation verstehen 
sich dann als die bekannten komponentenweise durchgeführten Operationen innerhalb dieser Schreibweise. 
Nachdem wir nun wissen, wie wir mit Familien von R-Modulen umgehen, wollen wir uns nun ansehen, wie wir 
Familien von Modulhomomorphismen behandeln. Hierzu definieren wir zunächst: 
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Def. 39 (Der Begriff einer Matrix von Modulhomomorphismen) 
SeiRein Ring, I und J Indexmengen und A=(A;);e1 und B=(B)10 Familien von R-Modulen. 
(a) Eine AxB- (bzw. A1xB 1-) Matrix ist eine Familie von Modulhomomorphismen 
0-=(0;iA;~B1);e 1jeJ (d.h. jede Abbildung 0;J:A;~B1 ist ein Modulhomomorphismus). 
(b) Die Menge aller AxB-Matrizen bezeichnen wir mit [A,B] (bzw. [A1,B1]). 
(c) Auf [A,B] deftnieren wir eine Operation Addition +:[A,B]x[A,B] ~ [A,B] durch 
E}+\{J-(0;);e/jE~\{Jij)iE/jE/ ;: (0;J+\{J;j)iE/jE/ \:f0, \{JE (A,B). 
(d) Wir deftnieren eine Operation Skalarmultiplikation • :Rx[A,B] ~ [A,B] durch 
1.. ·0 = 1.. • (0;J);e1J0 :=(1.. ·0;j);e1jeJ 'ii..ER, 'i0E [A,B]. 
Man sieht dann leicht, daß für ([A,B],+, ·) die gleichen Rechenregeln gelten wie für direkte Produkte. Wir haben 
also: 
Bemerkung 4: 
[A,B] ist mit den oben eingeführten Operationen+ und · ebenfalls ein R-Modul. 
Wenn I und J endliche Indexmengen sind und wir wiederum eine willkürliche Ordnung der Elemente von I und 
J, wie sie z.B. durch die Mengenschreibweisen I={i1, ... , i.}, n:2:1, nEN, undl=U~o ... ,jml. m::::l, mEN nahegelegt 
wird, voraussetzen, können wir ein Element 0E [A1,B 1] eindeutig in einer Matrixschreibweise 
il ············> e e 
( i1,j1 il'jm ~ 
l ... e. . . .. j 11·h . e ..... e .. 1n •••••••••••• l J l J n• 1 n• m 
darstellen. Die Additionzweier Matrizen 0, \{JE [A,B] ergibt sich dann in dieser Schreibweise als die Addition 
korrespondierender Elemente der Matrix innerhalb der Matrixschreibweise. Die Skalarmultiplikation bedeutet 
die Multiplizierung jedes Elementes innerhalb der Matrixschreibweise mit dem gegebenen Faktor. 
Als nächstes wollen wir nun definieren, was es heißt, eine Matrix 0E [A,B] auf einen/-Vektor a1E A1 anzuwenden. 
Def. 40 (Anwendung von Matrizen auf I-Vektoren) 
Sei R ein Ring, I und J endliche Indexmengen und A=(A);e1 und B=(B1)1e1 Familien von R-Modulen. 
Wir deftnieren dann eine Operation · :[A1,B1]xA1 ~ B, durch 
Wir sagen: 0 · a1 ist die Anwendung der Matrix 0 auf den I-Vektor a1• 
Wenn wir bei der oben eingeführten Operation · :[A1,B,]xA1 ~ B1 ein Element 0-(0;JhTJefo [A1,B1] als konstant 
festhalten, so erhalten wir eine Abbildung 0= · (0,_) : A1 ~ B" 0(a1)=0 · a1• Auf Grund der Homomorphismu-
seigenschaft sämtlicher 0;J ist auch die so eingeführte Abbildung 0 ein Modulhomomorphismus, denn es gilt: 
- 'A • (0 · a 1) + 'A · (0 · a2) -1 /j 2 /j 
Damit haben wir also: 0(1..1 ·af + ~ ·af)=/..1 • (0 ·a{) + ~ · (0 ·af). 
Analog erhalten wir bei Festhalten von a1 eine Abbildung a1 : [A1,B 1] ~ B" a1(0)=0 ·a1, die ebenfalls ein Modul-
homomorphismus ist. Es gilt also die folgende Bemerkung: 
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Bemerkung 5: 
SeiRein Ring, I und J endliche Indexmengen und A=(A;)1€ 1 und B=(B1)1E, Familien von R-Modulen. 
(a) Für jede Matrix ®=(E>1) 1E1JEfi: [A~oBA ist die Abbildung E>= • {E>,_): Ar-7 B" E>(a1)=E> ·a1 
V ar(a;)1EIE A ein R-Modulhomomorphismus zwischen A1 und B" d.h. es gilt die Beziehung 
0(1 .. 1 ·af+ ~ ·af)=A1 • (E> ·al) + ~ • (E> ·af) Vaf, afEA1und VA[! ~ER 
(b) Für jedes a~A1 ist die Abbildung a1 : [A1,B,] --7 B" a1(E>)=E> ·a1 VE>E [A1,81] ein R-Modulhomo-
morphismuszwischen [A1,81] und B,, d.h. es gilt die Gleichung 
(A1 • E> + ~ • 'P) • a1 = A1 • (E> • a1) + A2 • ('P • a1) VE>, 'PE [A1,8 ,] und VA[! ~ER. 
Wir wollen nun noch ein Produkt von Matrizen von Familien von Modulhomomorphismen einführen. Dazu sei 
R wiederum ein Ring, I, J und K seien endliche Indexmengen und A=(A;}1E1, B=(B1)jEJ und C=(Ct)kEK seien drei 
Familien von R-Modulen. Weiter sei E>-(E>1) 1EIJefi: [A1,81] und 'P=('P1.t)JEJ,kE~ [B "C K]. Die Summe J: 'I'J, koe i,J' 
J € J 
wobei o die Komposition von Abbildungen ist, ist dann eine wohldefinierte Abbildung ~ 'I'. koe . . :A1 --7 Ct und 
" 1,) 
J J 
es gilt weiter 
d.h. aber, daß 1~1 'I'J, koe1•1 : A1 --7 Ct für alle iE I und kE Kein Modulhomomorphismus ist. 
Damit ist 'P • E> := (} 'I'J, ko01)1EI.kE~ [A1,Ct1· Wir definieren daher: ,-T"J 
Def. 41 (Produkt von Matrizen von Familien von Modulhomomorphismen) 
Sei R wiederum ein Ring, I, J und K seien endliche Indexmengen undA=(A1) 1Eb B=(B1)10 und C=(Ct)kEK 
seien drei Familien von R-Modulen. Die Operation · : [B"CK)x[A1,B1] --7 [A1,CK] sei definiert durch 
'JI •E) := ({'JI ·E>);,t)iEI.kEK := ( l '1'j,ko01)1EI.kEK V'JI=('JI}.k)}EJ,kE~ (ß,,CK), E>-(0/J)IE/jEfi (AI,BJ] ,-T"J 
Für 'PE [B"CK] und 0E [A1,B1] heißt 'P ·E> das ProduJ..1 der Matrizen 'P und E>. 
Für die Matrixmultiplikation gelten die folgenden Rechenregeln, wie man leicht durch Nachrechnen zeigt. 
Bemerkung 6: 
SeiRein Ring, I, J, Kund L seien endliche Indexmengen und A=(A1)1Eb B=(B}1e1 , C=(Ct)teK und 
D=(D1) 1EL seien vier Familien von R-Modulen. Dann gilt: 
(a) Für jedes 'PE [B"CK] ist die Abbildung 'P: [A1,81] --7 [A1,CK], 'P(E>):='P • E> VE>E [A1,81], ein R-
Modulhomomorphismus, d.h. es gelten die Gleichungen 
(1) w · (01+02) = ('P ·01)+('!' ·02) VE>1, 02E [A1.B,J 
(2) 'P • (A • E>) = A • ('P • E>) VAE R und V0E [A1,B 1] 
(b) Für jedes E>E [A1,B1] ist die Abbildung E>: [B~>CK] --7 [A1,CK], E>('P):='P ·E> V'PE [B,,CK], ein R-
Modulhomomorphismus, d.h. es gelten die Gleichungen 
(1) ('Jif+'JI2) ·0 =('PI ·E>)+('JI2 ·0) V'JII, 'JI2E (BbCK) 
(2) (A. • 'P) • e = A. • ('P • E>) VA.€ R und V'PE [B ,,c K] 
(c) Für alle 0E [A1,BJ1, 'PE [B"CK] und <PE [CK,DJ gilt: <P • ('P ·E>) = (ct> ·'I') ·E>. 
(d) Für jedes 'PE [B"CK], 0E [A1,81] und a~A1 gilt: ('P ·E>)(a1) = 'P • (E> ·a1). 
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Damit haben wir alle Begriffe definiert, die wir benötigen, um Schritt- bzw. Schaltvorgänge in SNL-Systemen 
mit linear-algebraischen Mitteln zu beschreiben. Dieser Aufgabe wollen wir uns im nächsten Abschnitt widmen. 
4.4.2 Lineare Algebra von SNL-Systemen 
Im Abschnitt über SNL-Systeme haben wir zur Beschreibung der Anfangsmarkierung eines SNL-Systems Fami-
lien von Multimengen M=(mp)J!€P mit mPE MULTj;.(A), typ(mp) !',;;; sorts(p) VpEP, verwendet. Wie wir schon im 
Kapitel über Multimengen festgehalten haben, können wir MULTfi.(A) und damit die Mengen 
MP(NSPEC,A):={mpEMULTfin(A) I typ(mp) !',;;; sorts(p)} VpEP als Z-Module auffassen. Gemäß den Definitionen 
im vorherigen Unterkapitel sind daher Familien Mp=(mp)J!€P• mPEMP(NSPEC,A), P-Vektoren bzgl. der Familie 
M(NSPEC,A):=Mp(NSPEC,A):=(Mp(NSPEC,A))p€P von Z-Modulen. Dies fUhrt zu der folgenden Definition und 
Bemerkung. 
Def. 42 (P-Vektoren von SNL-Systemen) 
Sei SNL-SYS=(NSPEC,A) ein SNL-System. 
(a) Mp(NSPEC,A):={mpEMULTfin(A) I typ(mp) !',;;; sorts(p)} ist VpEP ein Z-Modul. 
(b) Das direkte Produkt M(NSPEC,A):=Mp(NSPEC,A):=(Mp(NSPEC,A))p€P ist ebenfalls ein Z-Mo-
dul, dessen Elemente wir P-Vektoren des SNL-Systems SNL-SYS nennen. 
(c) Analog zu (a) defmieren wir M;(NSPEC,A):={mpEMULTfi.(A) I typ(mp) !',;;; sorts(p)} 
!',;Mp(NSPEC,A). 
(d) Analog zu (b) defmieren wir M+(NSPEC,A)=M-p(NSPEC,A)=(M;(NSPEC,A))peP· 
Gemäß der obigen Definition sind die erlaubten Objektverteilungen innerhalb eines SNL-Systems SNL-SYS= 
(NSPEC,A) offensichtlich ?-Vektoren, die zusätzlich die Netz-Spezifikation erfüllen (d.h. MI; NSPEC). 
Def. 43 (Markierungen von SNL·Systemen) 
Sei SNL-SYS=(NSPEC,A) ein SNL-System. Ein P-Vektor ME M(NSPEC,A) heißt (mögliche) Markie-
rung des SNL-Systems SNL-SYS, falls gilt: M erfüllt NSPEC (d.h. MI; NSPEC). 
Die Menge aller möglichen Markierungen bezeichnen wir mit MARK(NSPEC,A). 
Wir haben die natürlichen Inklusionen MARK(NSPEC,A)!',;M+(NSPEC,A)!',;M(NSPEC,A). Dabei übertragen sich 
die Moduloperationen in natürlicher Weise von M(NSPEC,A) auf M+(NSPEC,A), nicht aber auf 
MARK(NSPEC,A). Letzteres scheitert nicht nur an den Kapazitätsbedingungen O!:.cap,(mp)~app(s) VpE P, sE S, 
sondern in der Regel auch an den Formeln der Stellen pE P. Die Formel (all x : (x>4)) orelse (all x: (x<2)) wird 
z.B. bzgl. der üblichen Semantik von natürlichen Zahlen von den Multimengen 1 '5 und 1' 1, nicht aber von der 
Multimenge 1' 5+ 1' 1 erfüllt. 
Jeder Transition tE Teines SNL-Systems SNL-SYS=(NSPEC,A) ist vermöge der Netzbeschriftung eine Menge 
von freienVariablen fvars(t) zugeordnet. Dabei hängt die Formel der Transition und die Beschriftung der Kanten 
in der Umgebung der Transition t nur von diesen Variablen als freien Variablen ab. Jede Auswertung 
vE V AL,(NSP EC ,A) dieser freien Variablen im algebraischen System A bietet daher die Möglichkeit, die Transi-
tionsformel auf Erfülltheit zu überprüfen und die Kantenbeschriftungen in der Umgebung der Transition auszu-
werten, und stellt damit einen potentiellen Modus dar, in dem die Transition t schalten kann. 
Wenn wir es zulassen wollen, daß eine Transition parallel (nebenläufig) zu sich selbst schalten darf, so lassen 
sich solche nebenläufigen Schaltvorgänge von t allgemeiner durch Multimengen von Auswertungen 
MULTfi.(V AL,(NSPEC ,A)) beschreiben. Lassen wir noch allgemeiner nicht nur die Nebenläufigkeit einer Transi-
tion sondern das nebenläufige Schalten von Transitionen, die ihrerseits jede ftir sich nebenläufig zu sich selbst 
schalten kann, zu, so werden solche allgemeinen Schaltvorgänge durch Familien von Multimengen von Auswer-
tungen der freien Variablen der beteiligten Transitionen, d.h. durch Familien ~=(~,)1er• 
J.!,E MULTfi.(V AL,(NSP EC ,A)) für alle tE T, beschrieben. Dies sind aber gerade T-Vektoren bzgl. der Familie von 
7l.-Modulen (MULTfi.(V AL,(NSPEC,A)))1er- Wir definieren daher: 
Def. 44 (T-Vektoren) 
Sei SNL-SYS=(NSPEC,A) ein SNL-System. 
(a) Die Menge S,(NSPEC,A):=MULTfin(VAL,(NSPEC,A)) der Multimengen aller Auswertungen der 
freien Variablen einer Transition tE T ist ein Z-Modul. 
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(b) Das direkte Produkt S(NSPEC,A):=Sr(NSPEC,A):=(S,(NSPEC,A)),€7 ist ebenfalls ein Z-Modul, 
dessen Elemente wir T-Vektoren des SNL-Systems SNL-SYS nennen. 
(c) Analog zu (a) definieren wir die Menge St(NSPEC,A):=MULTfi.(V AL,(NSPEC,A)). 
(d) Analog zu (b) definieren wir die Menge S+(NSPEC,A):=S}(NSPEC,A):=(St(NSPEC,A))1u. 
(e) Sei MEMARK(NSPEC,A) eine Markierung. 
Dann ist die Menge S,(NSPEC,M):=MULTfin(V AL,(NSPEC,M)) der Multimengen von Auswer-
tungen der freien Variablen einer Transition 1€ T unter der Markierung M in A ebenfalls ein Z-
Modul. 
(f) Sei MEMARK(NSPEC,A) eine Markierung. 
Das direkte Produkt S(NSP EC ,M):=Sr(NSP EC ,A):=(S,(NSP EC ,M))1€r ist ebenfalls ein Z-Modul, 
dessen Elemente wir T-Vektoren des SNL-Systems SNL-SYS unter der Markierung M nennen. 
(g) Analog zu (e) definieren wir die Menge St(NSPEC,M):=MULT[,.(V AL,(NSPEC,M)). 
(h) Analog zu (f) definieren wir die Menge S+(NSPEC,M):=S}(NSPEC,A):=(St(NSPEC,M)),€r-
Es gelten offensichtlich die Teilmengenrelationen S+(NSPEC,M)r;;;;;,(NSPEC,M)r;;;s(NSPEC,A) 
VME MARK(NSPEC,A). Weiter haben wir S+(NSPEC,M)r;;;s+(NSPEC,A)r;;;s(NSPEC,A). 
Sei nun MEMARK(NSPEC,A). Dann stellen die T-Vektoren ~ES+(NSPEC.A) potentielle Kandidaten zur Be-
schreibung eines Schaltvorganges ausgehend von derMarkierungMim SNL-System SNL-SYS=(NSPEC,A) dar. 
Wenn wir die Einhaltung des Lokalitätsprinzips verlangen, müssen wir uns sogar auf T-Vektoren 
~€ S+(NSPEC,M) beschränken. Als weitere Voraussetzung für einen Schaltvorgang sollten aber auch die Transi-
tionsformeln von allen beteiligten Auswertungen der freien Variablen der Transitionen erfüllt werden. Dies führt 
zu der folgenden Definition. 
Def. 45 (T-Vektoren, die Transitionsformeln erfüllen) 
Sei SNL-SYS=(NSPEC,A) ein SNL-System und MEMARK(NSPEC,A). Weiter sei 
k, 
~= (.E d;,' v;,) € (NSPEC,A) ein beliebiger T-Vektor. Dann definieren wir: 
•,•1 /E T 
Der T-Vektor ~ erfüllt die Transitionsformeln von SNL-SYS=(NSPEC,A) unter der Markierung M 
(kurz:~ erfüllt NSPEC unterM), falls gilt: 
Vt€ T, i,=l, ... , k, gilt: Ml=v.,RNSPEC ., 
Wir schreiben dies als M 1=11 NSPEC. 
Wir müssen uns nun noch der Interpretation der Kantenbeschriftungen bei einem Schaltvorgang zuwenden, um 
die dynamische Semantik eines SNL-Systems vollständig beschreiben zu können. Hierzu bemerken wir zu-
nächst, daß die Kantenbeschriftungen AiJ) gemäß der Definition einer SNL-Netzspezifikation formale Summen 
mit den Randbedingungen typ(AF(j))Qorts(p) und fvars(AF(j))r;;;;;,jvars(t) für f=(p,t) bzw. (t,p) 1€ T, pE P sind. Die 
Realisierung so einer Kantenbeschriftung liefert dann eine Abbildung RFs~AF(j))=AF<fht : VAL,(NSPEC,A) ~ 
Mp(NSPEC,A). Die allgemeinen Regeln für die Semantik der Kantenbeschriftungen von Petri-Netzen legen nun 
nahe, daß AFif>R(v) die Multimenge von Objekten ist, die beim Schalten von t mit der Variablenauswertung 
vE V AL,(NSPEC,A) von Eingabestellen (d.h. f=(p,t)) abzuziehen bzw. auf Ausgabestellen (d.h. f=(t,p)) hinzuzu-
fügen ist. Hierzu führen wir die folgende Definition ein. 
Def. 46 
Sei SNL-SYS=(NSPEC,A) ein SNL-System. Die Abbildung AtP:VAL,(NSPEC,A) -t M(NSPEC,A) sei 
für alle pE P und tE T definiert durch 
At sei definiert als die Familie At:= (Atp)pEP· 
falls (t,p) und (p,t) rt.F 
fallsf=(p,t) € Fund (t,p) rt. F 
falls (p,t) (F undf=(t,p) EF 
falls (p,t) EF und (t,p) EF 
Die Folgemarkierung von M, die entsteht, wenn die Transition t mit der Variablenauswertung v schaltet, sollte 
sich dann durch die Gleichung M'=M+At(v) ergeben. Hierbei sind aber noch die Randbedingungen zu beachten, 
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daß unter der Markierung M die "richtigen" Objekte in genügender Anzahl auf den Eingabestellen vorhanden 
sein müssen, um beim Schaltvorgang abgezogen werden zu können, und weiter M=M+~t(v) eine mögliche Mar-
kierung des SNL-Systems sein muß (d.h. M' muß den Kapazitäten und Formeln der Stellen genügen). Unter Be-
riicksichtigung dieser Randbedingungen können wir nun definieren, wann eine Transition aktivierbar ist und was 
wir uns unter der Schaltregel fiir SNL-Systeme vorzustellen haben. 
Def. 47 (Aktivierbarkeit von Transitionen und Schaltregel in SNL-Systemen) 
Sei SNL-SYS=(NSPEC,A) ein SNL-System und MEMARK(NSPEC,A) eine mögliche Markierung von 
SNL-SYS. 
(a) Eine Transition tE T heißt im Mode vE V AL,(NSPEC,A) unterM aktivierbar, wenn die folgenden 
Bedingungen erfüllt sind. 
(1) vE V AL,(NSP EC ,M) (Lokalitätsprinzip) 
(2) M 1=. eqn(t) (Transitionsformel erfüllt) 
(3) \::f pEPmit (p,t)EF gilt: Ap((p,t))R(v) ~ mP 
(die "richtigen" Objekte in genügender Anzahl auf den Eingabestellen vorhanden) 
(4) M'=M+&(v)E MARK(NSPEC,A) 
(d.h. die Folgemarkierung ist eine mögliche Markierung des SNL-Systems) 
(b) Eine Transition tE T heißt unter M aktivierbar, falls ein vE V AL,(NSP EC ,A) existiert, so daß t im 
Mode v unter M aktivierbar ist. 
(c) (Schaltregel) 
Wenn eine Transition tE Tin einem Mode vE V AL,(NSP EC ,A) unter einer Markierung M aktlvier-
bar ist, so kanntim Mode v schalten, wobei das SNL-System in ein System mit der Folgemarkie-
rung M'=M+~t(v) übergeht. 
Wir haben nun definiert, wie wir uns einen dynamischen Zustandsübergang in einem SNL-System vorzustellen 
haben, wenn wir nur das Schalten jeweils einer Transition bzgl. einer Auswertung ihrer freienVariablen zu einer 
Zeit als atomare Operation auf den Stellen des Systems zulassen. Die Bedingung fiir die Aktivierbarkeit solcher 
Zustandsübergänge sind die Erfüllung des Lokalitlitsprinzips (d.h. alle zur Auswertung v gehörigen Objekte sind 
auf den "richtigen" Umgebungsstellen der Transition vorhanden, also vE V AL,(NSPEC,M)), das Erfülltsein der 
Transitionsformel, das Vorhandensein einer ausreichenden Anzahl von den Objekten auf den Eingabestellen, die 
beim Schaltvorgang von diesen abzuziehen sind, sowie die Bedingung, daß die Folgemarkierung ebenfalls eine 
gültige Markierung des SNL-Systems ist. Wenn diese Bedingungen erfüllt sind, kann ein Zustandswechsel "Mar-
kierung M geht in die Markierung M'=M+~t(v) über" im System erfolgen. Wir wollen zum Schalten von Transi-
tionen einmal ein Beispiel betrachten. 
Beispiel 42 (Schalten einer Transition) 
Betrachten wir die SNL-Netz-Spezifikation aus dem vorhergehenden Beispiel und realisieren sie mit 
einem geeigneten algebraischen System A, wobei wir annehmen, daß mda t a ( a 1 ) =c 1 ist. Dann kann 
die Transition tl in dem Mode pr -7 a1 schalten, da die Formel Ar(tl) stets true ist und 1' a1 als 










1 'mdata(pr) n:data[2] l'n l'get(w) n:data 
l'n 
Wir führen mit der folgenden Definition noch einige Bezeichnungen ein. 
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Def. 48 (Schaltvorgang und Schaltfolge) 
Sei SNL-SYS=(NSPEC,A) ein SNL-System. 
(a) Unter einem Schaltvorgang verstehen wir ein Tripel (M,t:v,M) mit M, M'EMARK(NSPEC,A), 
tE T und vE V AL,(NSPEC ,M), so daß t unterM im Mode v aktivierbar ist und M'=M+~t(v) die Fol-
gemarkierung von M ist. 
Um suggestiv darzustellen, daß M' aus M durch Schalten von t im Mode v entsteht, schrei-
ben wir einen Schaltvorgang auch in der Form M[t:v>M'. 
(b) Eine Schaltfolge ist eine Folge von Schaltvorgängen (M;,t;:v;~J;=I, .. ,n mit M;'==M;+ 1 für i=l, .. ,n-1. 
Eine Schaltfolge schreiben wir suggestiv auch in der Form 
Ml[l.ti: v.t?M2[1~: vk? ..... Mn[lk.: v.t_>M'n =Mn+! 
In der Regel interessieren uns nicht alle möglichen Markierungen eines SNL-Systems, sondern nur die, die von 
der Anfangsmarkierung aus durch Schalten von Transitionen erreichbar sind. Hierzu führen wir die folgenden 
Definitionen ein: 
Def. 49 (Erreichbarkeitsrelation und Erreichbarkeitsmenge) 
Sei SNL-SYS=(NSPEC,A) ein SNL-System und M0 die zugehörige Anfangsmarkierung. 
(a) Die direkte Erreichbarkeilsrelation =>sei auf MARK(NSPEC,A) wie folgt definiert: 
VM, M'EMARK(NSPEC,A) gilt M => M' genau dann, wenn eine Transition tE Tundeine 
Auswertung vE V AL,(NSPEC,A) existiert, so daß (M,t:v,M) ein Schaltvorgang ist. 
(b) Als Erreichbarkeilsrelation ~>bezeichnen wir den transitiven und reflexiven Abschluß von=>, 
d.h. VM, M'EMARK(NSPEC,A) gilt M ~> M' genau dann, wenn M=M' ist oder eine Schaltfolge 
(M;,f;:V;~Ji=I, .. ,n existiert, für die M=M und M'n=M' ist. 
(c) [M> := ( M' E MARK(NSPEC,A) IM~> M' } 
(d) [M0> heißt Erreichbarkeilsmenge des SNL-Systems SNL-SYS. 
Die für uns relevanten Zustände eines SNL-Systems werden also durch die Erreichbarkeitsmenge [Mo> beschrie-
ben. Entsprechend interessieren uns nur Schaltvorgänge, die von Markierungen aus [Mo> ausgehen können. 
Def. 50 
Sei SNL-SYS=(NSPEC,A) ein SNL-System und M0 die zugehörige Anfangsmarkierung. 
TOCC(NSPEC,A) := ( (M,t:v,M) I (M,t:v,M) ist ein Schaltvorgang und ME [M0> } . 
[Mo> und TOCC(NSPEC,A) bilden die Knoten- und Kantenmengen eines Graphen, den wir Erreichbarkeilsgraph 
nennen wollen. Der Erreichbarkeitsgraph beschreibt die dynamische Struktur eines SNL-Systems bzgl. dem 
Schalten von Transitionen vollständig und wird in [Süß92] eingehend untersucht. 
Wir haben bisher nur Zustandsübergänge in SNL-Systemen betrachtet, die als atomare Operationen nur das 
Schalten jeweils einer Transition in einem Mode zulassen. Wir haben aber schon mehrfach im Text zum Aus-
druck gebracht. daß wir allgemeiner auch das nebenläufige Schalten einer Transition bzgl. mehrerer Schaltmodi 
und das nebenläufige Schalten mehrerer aktivierter Transitionen zulassen wollen. Hierzu wollen wir uns zunächst 
einmal ansehen, wie wir das nebenläufige Schalten einer Transition tE Tin mehreren Modi beschreiben können. 
Hierzu müssen wir nicht mehr eine Auswertung vE V AL,(NSPEC,A), sondern Multimengen von Auswertungen 
k 
J..l• [, d; · v; EMULTfin(V AL,(NSPEC,A))=Si(NSPEC,A) als Schaltmodi betrachten. 
i •I 
Wir hatten aber eine Kantenbeschriftung Aij) in der Realisation als eine Abbildung 
Ap{j)g:VAL,(NSPEC,A)->MP(NSPEC,A) interpretiert, so daß AF(j)g nicht so ohne weiteres auf eine Multisumme 
Jl.ESi(NSPEC,A) anwendbar ist. Zum Glück können wir für zwei Mengen A und B jede Abbildung 
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f.A->MULTfin(B) auf genau eine eindeutige Art und Weise zu einem Z-Modulhomomorphismus 
].MULTfin(A)->MULTfin(B) fortsetzen, so daß das folgende Diagramm kommutativ ist: 
n n 
Hierzu definieren wir j{ L dk · 'a t> = L dk · fi..at> für alle nEN, n";;:.l, dtEZ und akEA für J'!(,k~ undflO)=O. Es 
k-1 k-1 
gibt damit zu AFif>R:VAL,(NSPEC,A)->Mp(NSPEC,A) genau einen Z-Modulhomomorphismus Ap(f)R 
:MULTj;.(V AL,(NSPEC,A))=Si(NSPEC,A)~MP(NSPEC,A), der das Diagramm 
V AL,(NSP EC ,A) c...!.. MULTfin(V AL,(NSP EC,A))=S,(NSP EC,A) 
~ 0 -----/~--(j)-· 
AF(j~ ~ FR 
MP(NSPEC,A) 
kommutativ macht. Wenn wir Multimengen von Auswertungen der freien Variablen einer Transition betrachten, 
verbinden wir im folgenden mit der Realisation einer Kantenbeschriftung Ap(f) stets diesen eindeutig bestimmten 
Modulhomomorphismus AF(j)R. Analog zu !1t definieren wir nun 0,=(0pJ)fJ€P:Si(NSPEC,A)~M(NSPEC,A) 
durch 
0= p,l 
falls (t,p) und (p,t) ~ F 
falls.f=(p,t) E Fund (t,p) ~ F 
falls (p,t) ~ F und.f=(t,p) EF 
falls (p,t) E Fund (t,p) E F 
Wenn die Transition dann bzgl. der Multimenge Jl,ESi(NSPEC,A) von Auswertungen ihrer freien Variablen 
schaltet, wird die Folgemarkierung analog zur Gleichung M'=M+At(v) durch die Gleichung M'=M+ 0,(Jl1) be-
schrieben. Wenn wir nun noch das nebenläufige Schalten von Transitionen ins Kalkül ziehen, dann wird ein mög-
licher Zustandsübergang nicht mehr durch eine Multimenge, sondern durch eine Familie von Multimengen 
Jl=(Jl,),Er mit ).l.,E Si(NSP EC ,A) V tE T, d.h. durch einen T-Vektor J.!E S(NSP EC ,A), beschrieben. Die Folgemarkie-
rung ergibt sich in diesem allgemeinen Fall durch die Gleichung M' = M + ,h 01(~1) • Wenn wir nun (0p,,)f>€P JET 
als eine Matrix 0E [Sr(NSPEC,A),Mp(NSPEC,A)]=[S(NSPEC,A),M(NSPEC,A)] auffassen, da die 0n ja alle Z-
Modulhomomorphismen sind, entspricht der Summe ( ) 01(~1) = ) ( E> p,t> € P ( ~1)) gerade die Anwendung tt't tt't p 
der Matrix 0 auf den T-Vektor Jl und wir können schreiben: M'=M+0 · Jl. Wir fUhren daher den folgenden Begriff 
ein. 
Def. 51 (Inzidenzmatrix eines SNL-Systems) 
Sei SNL-SYS=(NSPEC,A) ein SNL-System. VpEP und VtET sei der Z-Modulhomornorphismus 
eP,:Si(NSPEC.,A)~Mp(NSPEC,A) durch 
0= p,l 
falls (t,p) und (p,t) ~ F 
falls.f=(p,t) EF und (t,p) ~F 
falls (p,t) ~F und.f=(t,p) E F 
falls (p,t) EF und (t,p) EF 
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definiert, wobei A p(f)R : S,(NSPEC.A)-"tMP(NSPEC .A) für allef-={p,t) bzw. f=(t,p )E F der eindeutig be-
stimmte Z-Modulhomomorphismus ist, der das folgende Diagramm kommutativ macht: 
V AL,(NSPEC.A) c...i.... MULTfin(V AL,(NSPEC.A))=S,(NSPEC,A) 
~ 0 ------~--(/)-· 
AF(j)~ ,:- F R 
Mp(NSPEC.A) 
Die Matrix 6=(8p,r)pEP.rErE [S(NSPEC.A),M(NSPEC.A)J heißt dann lnzidenzmatrix des SNL-Systems 
SNL-SYS. 
Wenn wir im folgenden von Schaltvorgängen bzgl. T-Vektoren eines SNL-Systems sprechen, wollen wir zur Un-
terscheidung zum Fall des Schattens von Transitionen die Begriffe Schalten von Schritten und Schrittvorgang 
verwenden. Die Definition der Schaltregel für Schritte lautet wie folgt: 
Def. 52 (Aktivierbarkeit von Schritten und Schrittregel) 
Sei SNL-SYS=(NSPEC.A) ein SNL-System und M=(mp)pEpEMARK(NSPEC.A) eine Markierung. 
(a) EinT-Vektor ~=(~1),ErE S(NSPEC.A) heißt aktivierbar unter der Markierung M, falls die folgen-
den Bedingungen erfüllt sind. 
(1) ~E S+(NSPEC,M) (Lokalitlitsprinzip). 
(2) M 1=., NSPEC (~erfüllt die Transitionsformeln). 
(3) VpE P gilt: ) AF((p,t))R (!l
1
) :s: mp (d.h. die "richtigen" Objekte sind in genügender 
I E T,tp';t) E F 
Anzahl auf den Eingabestellen vorhanden). 
(4) M'=M+8 ·~ist eine mögliche Markierung, d.h. M+8 •JlE MARK(NSPEC.A). 
(b) (Schrittregel) 
Sei der T-Vektor ~ES(NSPEC.A) unterM aktivierbar. Das SNL-System kann dann im Mode~ 
schalten, wobei der Zustand des Systems von der Markierung M in die Markierung M'=M+E> · ~ 
übergeht. 
Der Begriff der Aktivierbarkeit von T-Vektoren ergibt sich also analog zu dem Begriff der Aktivierbarkeit einer 
Transitiontin einem Mode v. Die Aktivierbarkeit einer Transition I in einem Mode v können wir sogar als einen 
Spezialfall des Begriffs der Aktivierbarkeit von T-Vektoren auffassen, wenn wir als T-Vektoren ~=(~1)1Er mit 
~,=l'v falls l=t, ~,=0 sonst, verwenden. 
Betrachten wir einmal ein Beispiel zum Begriff der Aktivierbarkeit von T-Vektoren und zur SchrittregeL 
Beispiel 43 (Aktivierbarkeit von Schritten und Schrittregel) 
Wir betrachten ein SNL-System FARBE, dessen Spezifikationsteil eine Sortefarbe mit zwei Kon-
stanten rot und gron deftniert, die wir trivialerweise über eine zweielementige Menge mit den Ele-




Abb. 1 SNL-System FARBE mit Anfangsmarkierung Mo 
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In diesem System kann keine Transition schalten, da für jede Transition die Nachbedingung nicht er-
füllt ist (Die Kapazität 1 einer der Ausgabestellen wird überschritten). Der T-Vektor 
J,.l=(1' ( n->grün}, 1' ( n->rot} Y ist aber aktivierbar, da beim Vertauschen der beiden Farbmar-
ken während einer atomaren Operation die Kapazität der Stellen nicht überschritten wird. Nach dem 
Schalten dieses Schrittes haben wir dann das SNL-System mit der folgenden Markierung 
n:farbe[l) 
pl 
Abb. 2 SNL-System FARBE mit Markierung M 1 
Wir wollen noch einige Begriffe einführen. 
Def. 53 (Schrittvorgang, Schritt und Schrittfolge) 
Sei SNL-SYS=(NSPEC,A) ein SNL-System und ME MARK(NSPEC,A) eine Markierung. 
(a) Unter einem Schrittvorgang verstehen wir ein Tripel (M,J.l,M') mit M, M'E MARK(NSPEC,A) und 
J.1ES(NSPEC,A), so daß J.1 unterM aktivierbar ist, und M'=M+0 · J.1 die Folgemarkierung von M 
ist. J.1 nennen wir in diesem Fall den Schritt, der die Markierung M in die Markierung M' über-
fUhrt. 
Um suggestiv darzustellen, daß M' aus M durch Schalten des SNL-Systems im Mode J.1 ent-
steht, schreiben wir einen Schrittvorgang auch in der Form M[J.L>M'. 
(b) Eine Schrittfolge ist eine Folge von Schrittvorgängen (M1,J.11)01=1, .. ,n mit M/=M1+1 für i=l , .. ,n-1. 
Eine Schrittfolge schreiben wir suggestiv auch in der Form 
M1[~1>M2[1l2> ..... Mn[lln>M',, = Mn+l 
Wenn wir die Schrittsemantik eines SNL-Systems betrachten, interessieren uns in der Regel wiederum nicht alle 
möglichen Markierungen des SNL-Systems, sondern nur die, die von der Anfangsmarkierung aus durch Schalten 
von Schritten erreichbar sind. Hierzu führen wir die folgende Definition ein: 
Def. 54 (Schritterreichbarkeitsrelation und Schritterreichbarkeitsmenge) 
Sei SNL-SYS=(NSPEC,A) ein SNL-System und M0 die zugehörige Anfangsmarkierung. 
(a) Die direkte Schritterreichbarkeitsrelation s=> sei auf MARK(NSPEC,A) wie folgt definiert: 
'\IM, M'EMARK(NSPEC,A) gilt M s=> M'genau dann, wennein T-Vektor J.1ES(NSPEC,A) 
existiert, so daß (M,J.l,M') ein Schrittvorgang ist. 
(b) Als Schritterreichbarkeitsre/ation ?=>bezeichnen wir den transitiven und reflexiven Abschluß 
von 8=>, d.h. '\IM, M'EMARK(NSPEC,A) gilt M ;=> M' genau dann, wenn M=M' ist oder eine 
Schrittfolge (M1,J.11,A{')1=1, .. ,n existiert, für die M=M und M'n=M' ist. 
(c) [[M> := { M' EMARK(NSPEC,A) IM;=> M'} 
(d) [[Mo> heißt Schritterreichbarkeitsmenge des SNL-Systems SNL-SYS. 
Die für uns relevanten Zustände eines SNL-Systems bzgl. der Schrittsemantik sind also die Elemente der Schrit-
terreichbarkeitsmenge [[Mo>. Entsprechend interessieren uns nur Schrittvorgänge, die von Markierungen aus 
[[Mo> ausgehen können. 
~f.55 
Sei SNL-SYS=(NSPEC,A) ein SNL-System und M0 die zugehörige Anfangsmarkierung. 
SOCC(NSPEC,A) := { (M,J.l,M') I (M,J.l,M') ist ein Schrittvorgang und ME [[Mo> }. 
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Die Mengen [[Mo> und SOCC(NSPEC.A) kann man wiederum als Knoten- und Kantenmenge eines Graphen, den 
wir Schrittgraphen nennen wollen, auffassen, der die dynamische Struktur eines SNL-Systems bzgl. der Schritt-
semantik, die durch die Schrittregel gegeben ist, vollständig beschreibt. Der Schrittgraph wird ebenfalls genauer 
in [Süß92] beschrieben. 
In SMARAGD erlauben wir es dem Modellierer, daß er SNL-Modelle sowohl mit der Schrittsemantik als auch 
mit der Semantik des Schaltens einzelner Transitionen untersuchen kann. Die Erreichbarkeitsanalyse innerhalb 
von SMARAGD, die auf den Begriffen Erreichbarkeitsgraph bzw. Schrittgraph aufbaut, ist der Gegenstand der 
Arbeit von W. Süß in [Süß92]. 
4.5 Modularisierung 
Ein wesentlicher Nachteil der bislang vorgestellten Spezifikations- und Modellierungssprache SNL besteht darin, 
daß ein komplexes System als ein (flaches) Petri-Netz-Modell, das sämtliche Details in einer SNL-Netz-Spezifi-
kation enthalten muß, modelliert werden muß. In der Praxis besteht aber so ein System in der Regel aus diversen 
Bausteinen, wobei ein Baustein durchaus auch wiederholt im Gesamtsystem auftaucht. Man wünscht sich daher 
für die Praxis Methoden, die es einem erlauben, gemäß der Bausteinphilosophie einzelne Komponenten eines Sy-
stems gesondert als SNL-Netz-Module (kurz Netz-Module) bereitzustellen, die man dann zu einer Gesamtspezi-
fikation zusammensetzen kann. Dabei sollten Bausteine wiederverwendbar sein. 
Jensen hat einige solcher Bausteinkonzepte für CP-Netze (Coloured Petri Nets) vorgestellt und bezeichnet die 
durch seine Modulkonzepte angereicherte Netzform Hierarchische CP-Netze (siehe z.B. [Huber89]). Wir werden 
einige von Jensen definierte Konzepte übernehmen und in einigen Punkten erweitern. Die von Jensen vorgestell-
ten Konzepte lassen sich grob in drei Klassen einteilen: (a) Substitutionselemente, die als Platzhalter für Teilnetze 
stehen, (b) Aufruftransitionen, die die Netztopologie dynamisch verändern, und (c) ein vor allem graphisch zur 
Entflechtung von Netzen eingesetztes Hilfsmittel (sogenannte Fusionsmengen). Wir werden uns im folgenden 
auf die durch (a) gegebenen Modularisierungskonzepte beschränken. 
Die Idee, die zur Einfiihrung von Substitutionselementen führt, ist, ein System als eine hierarchisch angeordnete 
Menge von einzelnen Teilmodellen auf verschiedenen Abstraktionsstufen (die Ebenen der Hierarchie) anzuse-
hen. Auf einer höheren Abstraktionsebene werden dabei die Details eines (nur in der Verwendung nicht aber in 
seinem Aufbau wichtigen) Teilsystems in der Weise abstrahiert, daß man dieses Teilsystem durch ein Substitu-
tionselement beschreibt, wobei dieses Substitutionselement als Platzhalter für die exaktere Beschreibung des 
Teilsystems auf einer niedrigeren Abstraktionsebene steht. 
Teilsysteme auf niedrigeren Ebenen können dabei wiederum Substitutionselemente enthalten, so daß eine hier-
archische Struktur von Systemmodellen entsteht, deren unterste Ebene keine Substitutionselemente mehr und da-
mit nur einfache Netze enthält. Die semantische Auswertung eines hierarchischen Modells erfolgt dann so, daß 
die Substitutionselemente nach definierten Regeln rekursiv durch die ihnen zugeordneten Teilmodelle ersetzt 
werden. Es sollte klar sein, daß man am Ende dieser Ersetzung dann ein flaches Netz im gewöhnlichen Sinne 
erhält, das man dann mit den bekannten Methoden auswerten kann. 
Innerhalb der Netz-Modeliierung bieten sich zwei Arten von Substitutionselementen an. Dies sind Substitutions-
stellen und Substitutionstransitionen. Substitutionsstellen werden aufhöherer Abstraktionsebene wie Stellen ver-
wendet und dienen, wie wir gleich noch genauer darlegen werden, als Platzhalter für Netz-Objekte (Instanzen 
von Klassen im Sinne einer objektorientierten Sprache). Substitutionstransitionen werden wie Transitionen ver-
wendet und stehen, wie wir gleich noch darlegen werden, für Netz-Module: die Teilsysteme des zu modellieren-
den Systems. 
In den folgenden zwei Abschnitten wollen wir Netz-Objekte und ihre lnstantiierung durch Substitutionsstellen 
sowie Netz-Module und ihre Verwendung durch Substitutionstransitionen genauer beschreiben. 
4.5.1 Netz-Klassen und Netz-Objekte 
Eine SNL-Netz-Klasse (kurz Netz-Klasse) ist eine SNL-Netz-Spezifikation, in der zunächst einmal eine Menge 
von Transitionen, die sogenannten Port-Transitionen, ausgezeichnet sind. Jede Port-Transition stellt ein Interface 
bereit, das eine zugehörige Substitutionsstelle als Instantiierung eines zugehörigen Netz-Objektes zur Einbin-
dung des Netz-Objektes in seine Umgebung nutzen kann. Weiter ist eine Netz-Klasse in der Regel eine parame-
trisierte SNL-Netz-Speziftkation, d.h. Teile der Signatur oder auch Markierungen von Stellen können innerhalb 
der Definition der Netz-Klasse durch formale Parameter beschrieben werden. Eine lnstantiierung der Netz-Klas-
se durch eine Substitutionsstelle spezifiZiert dann genau diese Parameter und legt damit eine Instanz der Netz-
Klasse (ein Netz-Objekt) fest. 
- 89-
Betrachten wir einmal als Beispiel fUr eine Netz-Klasse ein Warteschlangenmodell, wie wir es schon in früheren 
Beispielen verwendet haben. 
Beispiel44 (Netz-Klasse FIFO) 
Das folgende Bild zeigt eine mögliche Realisierung eines FIFO-Warteschlangenmodells als Netz-Klas-
se: 
Parameterbeschreibung 
param Fifo Param : FIFO PARAM ; (* Elemente in der Fifo *) - -
param maxf : int; (* maximale Laenge der Fifo *) 
Spezifikationen 
fnclude I!'II!'<J('Fl:fo - Paramj; I 
00 inn:elem 
w:fifo 
length(w)<=maxf 00 out n:elem~ n=get(w) 
IX]w:pl l'put(w,n) l'w [f] w:pl 
l'empty w<>empty 
l'w l'rest(w) 




In der obigen Graphik sind alle fUr uns momentan wichtigen Aspekte der Netz-Klasse FIFO aufgeführt. 
Zunächst einmal hat FIFO zwei formale Parameter Fifo Paramund maxf. Fifo Paramist als - -
Typ eine Spezifikation FIFO _PARAM zugeordnet. FIFO _PARAM ist dabei als Spezifikation der Ge-
stalt 
specification FIFO_PARAM = spec 
sort elem; 
end 
in der globalen Deklarationsbox definiert und beschreibt die Elementsorte innerhalb der F IFO. maxf 
ist als Typ die Sorte in t zugeordnet und gibt die maximale Anzahl von Elementen innerhalb der F IFO 
an. Zur Beschriftung der Netz-Klasse werden dann die Elemente der Spezifikation 
F I FO ( F i f o _Par am) verwendet, die sich durch Instantiierung des Funktors F I FO mit dem formalen 
Parameter F i fo _Par am der Netz-Klasse ergibt. 
Die Transitionen der Netz-Klasse sind weiter als Port-Transitionen gekennzeichnet, indem ihnen eine 
spezielle Beschriftung (ein kleines Quadrat mit Inschrift P und nachfolgender Text) zugeordnet ist. 
Port-Transitionen können Eingabe- und/oder Ausgabeparameter zugeordnet sein, die durch diese Be-
schriftung beschrieben werden. So hat die Port-Transitionput einen Eingabeparameter n, der angibt, 
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welches Element in die Warteschlange einzutragen ist. Die Port-Transition get hat einen Ausgabepara-
meter n, dem beim Schalten von get das aus der Warteschlange ausgefügte Element zugeordnet wird. 
reset hat keinerlei Parameter. Die Art des Parameters (Ein- oder Ausgabe) wird durch ein vorangestell-
tes Schlüsselwort in oder out gekennzeichnet. Weiter muß der Typ des Parameters festgelegt werden. 
Port-Transitionen mit Ausgabeparametern ist eine weitere Beschriftung (gekennzeichnet durch ein 
kleines Quadrat mit Inschrift>) zugeordnet, die die "Werte" der Ausgabeparameter festlegt. Im Fall 
der Port-Transition get hat diese Beschriftung die Gestalt n =ge t ( w) . 
Beim Schalten der Port-Transition put wird das Element der Sorte e 1 em, das durch den Parameter n 
gegeben ist, in die Warteschlange auf der Stelle pl nach demfirst in firstout Prinzip eingetragen. Beim 
Schalten der Port-Transition get wird das erste Element aus der Warteschlange auf der Stelle pl ausge-
fügt und durch den Parametern übergeben. Die Port-Transition reset löscht den gesamten Inhalt der 
Warteschlange auf pl. 








Fifo_Param : FIFO_PARAM; 










arc pl -> l'w; 





arc pl -> l'w; 
pl <- l'rest(w); 





arc pl -> l'w; 
pl <- l'empty; 
end; 
Wir wollen nun einmal die Syntax spezifizieren, mit der man Netz-Klassen in SNL definieren kann. Die prinzi-





c/ass _body _ deds: 
netclass dass id = dass 
dass id 
class dass _body end 
id 
{ c/ass _body _ dec/s } ~ 
spec _sig_ deds 
spec Jormula_decls 
net deds 
net _param _ dec/s 
c/ass _port _ dec/s 
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Der Rumpf einer Netz-Klassendefmition (dass _body) besteht aus den für ein Netz (net) üblichen Deklarations-
teilen und den zwei zusätzlichen Deklarationsteilen net yaram _ decls und class yort _deds, die die Parameter 
und Ports der Netz-Klasse beschreiben. 
Der Parameterdeklarationsteil hat die folgende Gestalt: 
net yaram _ deds: 
net yaram _ decl: 
net yaram _type: 
param id: 
param netyaram_decl {; netyaram_ded }~ [;] 





Der Typ eines Parameters kann eine Spezifikation (spec), eine Sorte (sort_name) oder ein.Markierungstyp 
(marking_ type) sein. Bin Markierungstyp gibt dabei an, welche Sorten innerhalb einer formalen Summe auftreten 
können, die zu so einem Markierungstyp gehören, und wie groß die maximale Anzahl von Elementen einer Sorte 
sein darf. Wir haben daher die folgende Syntax für einen Markierungstyp. 
marking_ type: [ num] 'sort_name { + [ num]' sort_name }~ 
Dabei darf jede Sorte nur einmal innerhalb dieser formalen Summe von Sortennamen auftreten. Der optionale 
Faktor num gibt an, wieviel Individuen der nachfolgenden Sorte maximal in der formalen Summe vorkommen 
dürfen. Fehlt num, so wird als Defaultwert 1 angenommen. 
Ports werden in Portdeklarationsteilen (class yort _ deds) defmiert. Diese haben die folgende Gestalt: 
dass yort _ decls: 
dass yort _ decl: 
dassyort: 
dass yort _ body: 
dass yort _body _ dec/s: 
port_id: 
port c/ass yort _decl { ; dass yort _ ded } ~ [ ; ] 
port _id = c/ass yort 
port id 
trans dass yort _body end 
{ classyort_body_deds }~ 
trans var deds 
spec Jormula _ decls 
arc deds 
port yaram _ deds 
port return deds - -
id 
Ein Portdeklarationsteil beginnt mit dem Schlüsselwort port, dem eine Reihe von durch Semikolon getrennten 
Portdeklarationen folgt. Eine Portdeklaration ordnet gemäß unserer Syntax in üblicher Weise einem Portnamen 
eine Portdefinition (dass yort) zu, die entweder über den Namen eines bereits defmierten Ports oder über eine 
explizite Portdefmition innerhalb der Schlüsselworte trans ••• end angegeben wird. Das Schlüsselwort trans 
weist dabei darauf hin, daß es sich hier um Port-Transitionen handelt. Der Rumpf einer Port-Transition besteht 
aus den Deklarationsteilen, die wir schon von Transitionsdefinitionen kennen, den port yaram _ dec/s Teilen, die 
die Parameter eines Ports definieren, und den port _return _ deds Teilen, die die Werte von Ausgabeparametern 
definieren. Portparameterdeklarationsteile haben die folgende Syntax: 
port yaram _ decls: 
port yaram _ ded: 
in port yaram _ded { ; port yaram _ ded } ~ [ ; ] 
outportyaram_decl {; portyaram_ded }~ [;] 
param_id: sort_name 
Eingabeparameter werden hinter dem Schlüsselwort in und Ausgabeparameter hinter dem Schlüsselwort out de-
finiert. Eine Parameterdefinition (port yaram _ decl) ordnet dabei dem Parameternamen einen Sortennamen als 
Typ zu. Dieport _retum _ decls ordnen Ausgabeparametern Terme als ihren Wert innerhalb von port _return _ decl 
hinter dem Schlüsselwortreturn zu. Die genaue Syntax ist: 
port _return _ decls: 
port _return _decl: 
retum port_return_ded { ; port_retum_decl }~ [;] 
param_name = term 
term ist dabei ein beliebiger Term bestehend aus den Signaturelementen der Spezifikation, die der Netz-Klasse 
zugeordnet sind, und den in der Transition definiertenVariablen (ohne den Parameter selbst). Auf der Aufrufebe-
ne wird dann der Parameter durch den Term ersetzt. 
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Wir müssen noch unsere Definition der Markierung einer Stelle leicht modifizieren, da wir ja innerhalb einer 
Netz-Klasse erlauben wollen, daß so eine Markierung durch einen Parameter der Netz-Klasse beschrieben wird. 
Hierzu definieren wir die Syntax von marking wie folgt um: 
marking: formal sum 
param_id 
Wir können nun also anstatt einer formalen Summe auch einen Parameternamen als Markierung angeben. Natür-
lich muß der Parameter als Parameter der Netz-Klasse eines Typs marking_ type definiert sein. Weiter muß der 
Typ des Parameters kompatibel mit dem Typ der Stelle sein. 
Wie verwendet man nun eine Netz-Klasse? Zunächst einmal muß man eine Instanz einer Netz-Klasse erzeugen. 
Dies kann in Form der Definition einer Substitutionsstelle geschehen, die eine Instanz der betreffenden Klasse 
ist. Innerhalb der Substitutionsstellendefinition müssen dann die formalen Parameter der Netz-Klasse durch ak-
tuelle Parameter spezifiziert werden. 
Die Umgebung einer Stelle ist durch die Transitionen und die zugehörigen Kanten gegeben. mit denen die Stelle 
verbunden ist. Entsprechend hat eine Substitutionsstelle eine Umgebung bestehend aus Transitionen (den soge-
nannten Socket-Transitionen) und Kanten, mit denen die Substitutionsstelle verbunden ist. Diese Umgebung de-
finiert nun in geeigneter Weise, wie das durch die Substitutionsstelle definierte Objekt in das Gesamtsystem 
einzufügen ist. Hierzu können die Kanten in der Umgebung der Substitutionstelle mit Aufrufen der Port-Transi-
tionen beschriftet werden, die neben dem Namen einer Port-Transition die jeweiligen freien Parameter bestim-
men, die dieser Port-Transition zugeordnet sind. Die Variablen, die dabei als Parameter einer Port-Transition 
angegeben werden, müssen dabei natürlich in der Umgebung der zur Kante gehörigen Transition definiert sein 
(als Variable einer Umgebungsstelle). Eine solche Kantenbeschriftung stellt dann eine Zuordnung einer Socket-
Transition zu einer Port-Transition her, wobei weiter festgelegt ist, welche Beschriftungselemente der Socket-
Transition auf Ein- bzw. Ausgabeparameter der zugehörigen Port-Transition abgebildet werden. 
Beispiel45 (Verwendung der Netz-Klasse FIFO) 
Wir wollen einmal in unserem Erzeuger-Verbrauchersystem die Verwendung der Netz-Klasse FIFO 









n:data l'n 1 'mdata(pr) n:data[2] l'n 
p4 
Die Stelle p3 zeigt hier eine Instantiierung der Netzklasse F IFO, die graphisch durch ein Rechteck mit 
Inschrift HS (für Hierarchy Substitution), das dem Netz-Klassennamen FIFO vorangestellt ist. ge-
kennzeichnet ist. Darunter sieht man ein Rechteck, das die Zuordnung der Parameter der Netz-Klasse 
F IFO zu ihren aktuellen Werten bei der lnstantiierung enthält. Die Kantenbeschriftung der Kante von 
der Transition t2 zur Substitutionsstelle t3 besagt, daß der Wert der Variablen n der Transition t3 dem 
Eingabeparameter n der Porttransition put zugeordnet wird. Die Kantenbeschriftung der Kante von der 
Substitutionsstelle p3 zur Transition t4 besagt. daß der Wert des Ausgabeparameters n der Porttransi-
tion get der Variablen n der Transition t4 zugeordnet wird. 
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arc p1 -> 1' pr; 




arc p2 -> 1'n; 
















arc p4 -> 1'n; 
pS <- 1'b; 
end; 
Hier haben wir die Netz-Klasse FIFO als Substitutionsstelle p3 mit einem Konstrukt der Gestalt c/ass 
F IFO with .... end instantiiert. Die c/ass F IFO with ... end Klausel kann man dabei lesen als: Klasse 
F IFO mit innerhalb von with und end definierten Ersetzungen von Parametern der Klasse F IFO. 
Bei der Instantiierung wird also der Parameter F i f o Par am durch die Spezifikation 
spec sort elem=PROCESS. data; end undder Parameter maxf durch die Konstante maxf 
konkretisiert. In der var n: elem Deklaration wird ausgedriickt, daß der Typ der Parameter innerhalb 
der Port-Transitionen der Netz-Klasse F I F 0 nach der Instantüerung da t a ist, so daß die Variablen der 
Socket-Transitionen, die diesen Parametern zugeordnet werden, ebenfalls vom Typ dat a sein müssen. 
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Durch die Kanten von 12 nach p3 und p3 nach 13 und ihre Beschriftungen ist der Socket-Transition 12 
die Port-Transition put und der Socket-Transition t3 die Port-Transition gel zugeordnet worden. Der 
Eingabe- bzw. Ausgabeparameter der jeweiligen Port-Transition wurde dabei jeweils durch n spezifi-
ziert. 
Wenn 12 schaltet, wird offensichtlich ein Datenpaket, das durch n definiert ist, in die durch die Substi-
tutionsstelle p3 definierte Warteschlange eingetragen, sofern die Warteschlange nicht voll ist. Wenn t3 
schaltet, wird das erste Element aus der durch die Substitutionsstelle p3 definierten Warteschlange aus-
gefügt und als Wert des Parameters n in der Umgebung von t3 übergeben, sofern die Warteschlange 
nicht leer ist. 
Jeder Socket-Transition ist also durch die Umgebungskanten einer Substitutionsstelle auf eindeutige Weise eine 
Port-Transition zugeordnet. Man beachte aber, daß die Umkehrung im allgemeinen nicht gilt. So ist in dem obi-
gen Beispiel der Port-Transition resel keine Socket-Transition zugeordnet. Die Zuordnung braucht auch nicht in-
jektiv zu sein (d.h. es kann durchaus verschiedenen Socket-Transitionen die gleiche Port-Transition zugeordnet 
werden). 
Das folgende Bild zeigt ein Beispiel, in dem zwei Socket-Transitionen die gleiche Port-Transition benützen. 
Beispiel 46 (Verdoppelung des Erzeugerzyklus) 
Wir wollen einmal in unserem vorhergehenden Beispiel den Erzeugerzyklus verdoppeln. Wir erhalten 
dann das folgende Bild: 
l'pr l'proc(n) pl 
tl 
1 'mdata(pr) 




l'n l'n n:data 
aram=spec 
p6 
l'proc(n) sort elem=PROCESS.data; 
1 'mdata(pr) n:data l'n 
In diesem Bild sind sowohl die Socket-Transition t2 als auch die Socket-Transition 16 mit der Port-
Transition put unserer Warteschlange verbunden, so daß beide Erzeugerzyklen ihre Daten jeweils in 
die Warteschlange, die durch p3 gegeben ist, einfügen. 
Die Semantik ist dabei, wie wir gleich noch näher erläutern werden, die, daß jede weitere Bindung einer 
Socket-Transition an eine bereits gebundene Port-Transition zu einer Duplizierung der Port-Transition 
mit den sie umgebenden Kanten führt. Sind also z.B. n Socket-Transitionen an die Port-Transition put 
gebunden, so gibt es n Instanzen der Port-Transition put in dem Netz, das zu der Instantiierung von 
FIFO durch p3 gehört. 
Die Semantik einer Substitutionsstelle ist so definiert, daß man die Substitutionsstelle mit ihren Kanten zunächst 
entfernt und dann das Netz der zugehörigen Netz-Klasse einsetzt, wobei formale Parameter durch aktuelle Para-
meter zu ersetzen sind, und die Port-Transitionen sooft zu duplizieren sind, wie Referenzen auf sie durch zuge-
hörige Socket-Transitionen gegeben sind. Port-Transitionen, die nicht durch Socket-Transitionen referenziert 
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werden, sind mit ihren Kanten zu entfernen. Bei den Port-Transitionen werden die Eingabeparameter durch die 
jeweiligen Aufrufparameter der zugehörigen Socket-Transition ersetzt. In der Umgebung der Socket-Transitio-
nen werden die Ausgabeparameter durch die in der Netz-Klasse definierten Werte ersetzt. In einem zweiten 
Schritt werden dann korrespondierende Socket- und Port-Transitionen aufeinandergeklebt, wobei eventuell auf 
einer Socket- und zugehörigen Port-Transition gegebene Formeln durch ein logisches Und verknüpft werden. 
Das folgende Bild zeigt den Substitutionsschritt an unserem vorhergehenden Beispiel. In Bild (a) wurde zunächst 
die Substitutionsstelle und ihre umliegenden Kanten durch das zur Netz-Klasse gehörende Netz ersetzt und alle 
Parametertransfonnationen durchgeführt. Bild (b) zeigt dann das Netz nach dem Zusammenkleben korrespondie-
render Socket- und Port-Transitionen. 
14 
pS 
length(w <= maxf 
p7 




(b) Netz nach dem Zusammenkleben der Socket- und Port-Transitionen 
Wir wollen nun einmal die Aufrufsyntax von Netz-Klassen in SNL exakt definieren. Dazu müssen wir die Form 
einer Stellendeklaration und Kantenbeschriftung verallgemeinern. 
Die Syntax der Stellendeklaration erweitern wir wie folgt: 
place _ decl: place _id = place 
class inst: 
class _inst _body: 
class _inst _body _ decls: 
inst _param _dec/s: 
place _id = class _ins! 
class class _id with class _inst _body end 
{ class _ins! _body _ decls } ~ 
inst _param _decls 
inst _port _param _ dec/s 
param inst _param _ decl { ; inst _param _ decl } ~ [ ; ] 
inst _param _ decl: 
inst _port _yaram _ decls: 
inst _port _yaram _ dec/: 
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param_id = spec 
param id = term 
param_id =formal_sum 
param inst_port_param_dec/ {; inst_port_param_dec/ }~ [;] 
var id : sort name 
- -
Alternativ erlauben wir hier also, daß einem Stellennamen die Instantiierung einer Netz-Klasse zugewiesen wird. 
Diese Instantiierung erfolgt innerhalb eines class ... with ... end Sprachkonstruktes, dessen Rumpf inst _body die 
aktuellen Werte der Netz-Klassenparameter innerhalb von inst _yaram _ decls festlegt. In inst _port _yaram _ dec/s 
werden außerdem die Portparameter mit ihren aktuellen Typen als Variablen auf der Aufrufebene zur VerfUgung 
gestellt. Gemäß den möglichen Typen der formalen Parameter einer Netz-Klasse sind die aktuellen Parameter-
werte Spezifikationen, Terme einer gewissen Sorte oder formale Summen eines gewissen Markierungstyps. 
Als Beschriftung von Kanten erlauben wir alternativ zu formalen Summen nun auch noch Konstrukte, die im Fall 
einer Kante zwischen einer Socket-Transition und einer Substitutionsstelle die zur Socket-Transition gehörende 
Port-Transition und die Instantiierung der Portparameter bestimmt. Die Syntax ist: 
arg_decl: 
arc inscr: 
port _socket_ assignment: 
port _yaram _ ass: 
place _id ·> arc jnscr 
place _id <· arc _inscr 
formal_sum 
port _socket_ assignment 
port_id: [port_param_ass { ,port_param_ass }~] 
term ·> param _id 
var _id <· param_id 
Das neue Konstrukt ist hier der port _socket_ assignment Teil. Dieser ordnet zunächst einer Socket-Transition eine 
Port-Transition (gegeben durch port _id) zu. Hinter dem Doppelpunkt werden dann die Zuordnungen der Socket 
parameter zu den Portparametern angegeben. Diese geschieht in der Form term ·> param _id, wenn es sich um 
einen Eingabeparameter einer Port-Transition handelt. Im Fall eines Ausgabeparameters einer Port-Transition 
wird die Form var _id <- param _id verwendet. Die Typen der Größen auf beiden Seiten der Pfeile müssen dabei 
zusammenpassen. Im Fall, das eine Port-Transition keine Parameter hat, kann der Zuordnungsteil hinter dem 
Doppelpunkt auch fehlen. 
In Bildern kennzeichnen wir Socket-Port-Zuordnungen, die sowohl Eingabe- als auch Ausgabeparameter besit-
zen durch einen Doppelpfeil (<·>),Socket-Port-Zuordnungen, die nur Eingabeparameter einer Port-Transition 
spezifizieren durch einen Pfeil ->, und Socket-Port-Zuordnungen, die nur Ausgabeparameter einer Port-Transi-
tion besitzen, spezifizieren durch einen Pfeil <-. 
Man beachte weiter, daß man einer Socket-Transition höchstens eine Port-Transition zuordnen darf (genau eine 
Kante ist hier erlaubt), denn es macht keinen Sinn, mehrere verschiedene Port-Transitionen mit einer Socket-
Transition zu verbinden, denn dadurch würde man über die verschiedenen Port-Transitionen bei Ausführung der 
zugehörigen Socket-Transition eventuell auf gemeinsamen Stellen gleichzeitig nicht zueinander konsistente 
Markenbewegungen durchführen. 
4.5.2 Netz-Module 
Ein Netz-Modul ist wie eine Netz-Klasse eine parametrisierte Netz-Spezifikation, die aber im Gegensatz zu einer 
Netz-Klasse stellenberandet ist, d.h. die Ports eines Moduls sind Stellen und nicht Transitionen. Man kann sich 
dies so vorstellen, daß ein Netz-Modul über definierte Eingabekanten, die als Kanten zu den Eingabeportstellen 
definiert sind, Multisummen von Individuen als Eingabe holt, diese bearbeitet und dann als Ausgabe wiederum 
Multisummen von Individuen auf den Ausgabestellen abliefert. Bei der Verwendung eines Moduls werden vom 
Anwender Socket-Stellen aufkorrespondierende Port-Stellen des Moduls abgebildet. Ein Netz-Modul kommuni-
ziert dabei mit seiner Umgebung nur über diese Socket-Port-Stellenbeziehung, so daß die Wirkung eines Netz· 
Moduls nur durch die Zuordnung, die die Ausgabemultimengen in Abhängigkeit von den Eingabemultimengen 
eindeutig festlegt, beschrieben wird. Die internen Details werden bei der Benutzung für einen Anwender voll-
ständig verdeckt. 
Wir wollen uns einmal an einem Beispiel einen typischen Netz-Modul ansehen, der einen Erzeuger in unserem 
Erzeuger-Verbraucher-System beschreibt. 
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Beispiel 47 (Erzeuger-Netz-Modul) 
In unserer Netz-Sprache könnte ein typischer Erzeuger-Modul wie folgt aussehen: 






maxp : int; 
m : maxp'process; 















arc pl -> 1 'pr; 
p2 <- l'mdata(pr); 
end; 
t2=trans 
fvar n:p2 w:p3; 
arc pl <- l'proc(n); 
p2 -> l'n; 
end; 
fifop <- l'put(w,n); 
fifop -> l'w 
Wir wollen uns das ganze einmal in der folgenden bildliehen Darstellung verdeutlichen: 
ararn maxp int; 









1 'mdata(pr) n:data[maxp] l'n out flfo[l] 
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Der Netz-Modul ERZEUGER hat zwei Parameter. Der erste maxp bestimmt die Kapazität der Stellen 
pl und p2, die Prozesse und Daten aufnehmen. Der zweite Parameter m gibt die Anfangsmarkierung 
der Stelle pl an und bestimmt damit die Prozesse im Erzeuger-Modul. Weiter besitzt der Erzeuger-Mo-
dul eine Port-Stellejifop. Diese stellt als Eingabestelle der Transition t2 eine Marke vom Typ fifo 
bereit und bekommt als Ausgabestelle von t2 eine Marke vom Typ f i f o zuriick, wobei das Datenele-
ment, das durch die Variablen gegeben ist, an die Warteschlange angefügt wurde. Die Schnittstellen-
beschreibung der Port-Stelle ftfo muß angeben, von welchem Typ die Marken auf der Port-Stelle sind 
(also f i f o) und wieviel Marken von so einem Typ maximal auf die Port-Stelle gelegt werden dürfen. 
Dies geschieht im Bild hinter dem Quadrat mit der Inschrift P in der Form 
in fifo(l]; out fifo[l]. 
Wir wollen nun einmal die genaue Syntax für die Definition eines Netz-Moduls in SNL beschreiben. Analog zur 





module _body _ decls: 
netmodule modu/e id = modu/e 
module id 
module module _body end 
id 
{ module _body _ dec/s }~ 
spec _sig_ dec/s 
spec Jormula _ dec/s 
net dec/s 
net _param _ dec/s 
module _port _ dec/s 
Ein Parameterdeklarationsteil (net _param _ decls) hat die gleiche Syntax wie bei Netz-Klassen. Ein Portdeklara-
tionsteil sieht zunächst ebenfalls wie bei einer Netz-Klasse aus: 
modu/e _port _ decls: port module _port _ dec/ { module _port _ dec/ } ~ [ ; ] 
module _port _ decl: port _id = modu/e _port 
Die Modul-Portdefmition unterscheidet sich aber von der Klassen-Portdefinition, da Ports von Modulen ja durch 
Stellen beschrieben werden. 
module _port: 
module _port _body: 
module _port _body _ dec/s: 
port_id 
place module _port _body end 
{ modu/e _port _ body _ decls } ~ 
sort _var _cap _ decls 
spec Jormula _ dec/s 
marking_dec/ 
port _interface _dec/s 
Die sort _ var _ cap _ dec/s, spec Jormula _dec/s und marking_ dec/ Teile beschreiben die Elemente einer Port-Stel-
lenbeschriftung, die wir schon von einfachen Stellen kennen. Dieport _interface _ dec/s beschreiben die von außen 
sichtbaren Schnittstellen eines Netz-Modul-Ports. In ihnen muß festgelegt werden, welche Marken von außen auf 
den Port gelegt (im Fall eines Eingabeports) oder vom Port abgezogen (im Fall eines Ausgabeports) werden kön-
nen. Dabei ist gegebenenfalls die maximale Anzahl der Marken von einem Typ anzugeben, die gleichzeitig auf 
den Port gelegt oder vom Port abgezogen werden können. Dieport _interface _ dec/s haben daher die Gestalt: 
port _interface _ decls: 
port _interface _ dec/: 
token num: 
in port _interface _ dec/ { _port _interface _ dec/ } ~ [ ; ] 
out port _interface _ decl { port _interface _ dec/ } ~ [ ; ] 
sort_name [ [ token_num]] 
num 
Innerhalb einer port _interface _ decl wird also eine Sorte und optional eine zugehörige Anzahl von Token dieser 
Sorte definiert, die als Eingabe (Schlüsselwort in) oder Ausgabe (Schlüsselwort out) der Port-Stelle nach außen 
bekannt gegeben wird. Eine Stelle kann dabei sowohl als Eingabe- und Ausgabestelle deftniert werden. 
Wir wollen uns als ein weiteres Beispiel für einen Netz-Modul noch den Verbraucherteil unseres Erzeuger-Ver-
braucher-Systems ansehen. 
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Beispiel 48 (Verbraucher-Modul) 
In unserer Netz-Sprache SNL würde der zu unserem Erzeuger-Verbraucher-Modell passende Verbrau-
cher-Modul wie folgt aussehen. 





FIFO(spec sort elem=PROCESS.data end); 
p4=place 
var :process; 
marking 1'b; end; 
pS=place 
var n:data; end; 
fifop=place ( 
var w:fifo; 
in fifo [1); 
out fifo[1); end; 
transition t4=trans 
fvar w:fifop; 
arc p4 -> 1'b; 
p5 <- 1' get (w) ; 
fifop <- 1'rest(w); 
fifop -> 1'w; end; 
tS=trans 
fvar n:p5; 
arc p4 <- 1'b; 
p5 -> 1'n; end; 
Das folgende Bild verdeutlicht den Verbraucher-Modul. Der Verbraucher-Modul hat keine Parameter, 
aber ebenfalls eine Port-Stelle fifop wie der Erzeuger-Modul. Die Port-Speziftkation drückt aus, daß 
der Erzeuger-Modul am Port eine Marke vom Typ fifo entgegennimmt und wieder zurückgibt. Die 
Semantik ist dabei so, daß der Erzeuger das erste Element aus der Warteschlange entfernt und den Rest 
der Warteschlange dann zurückgibt. 
w:fifo 
fifop 








Wie sieht nun die Verwendung von Netz-Modulen aus? Wir wollen dies einmal an der Spezifikation unseres be-
kannten Erzeuger-Verbraucher-Systems zeigen, die nun die Netz-Module ERZEUGER und VERBRAUCHER ver-
wendet. 
- 100-
Beispiel49 (Erzeuger-Verbraucher Modell unter Verwendung von Modulen) 
In unserer Netz-Sprache SNL läßt sich das Erzeuger-Verbraucher System nun wie folgt beschreiben: 






FIFO(spec sort elem=PROCESS.data end); 





eqn length(w) <= maxf; 
transition tl=module ERZEUGER with 
param maxp=2; 
m=l'al+l'a2; 
arc fifo <-> fifop; 
end; 
t2=module VERBRAUCHER with 
arc fifo <-> fifop; 
end; 
Das folgende Bild verdeutlicht die Spezifikation: 
IH5J ERZEUGER 
rnaxp 2; I 
r=l, al+l, a 2 w:flfo IH5J VERBRAUCHER 
leE;Sngth w <= maxf 
I 
flfop: _ . fifop: J 
'----=----'""..:~--"--i!Oil!O I 'empty \-<Eo;------;l: _ ___,,...----' 
11 fifo 12 
Mit der Substitutionstransition tl wird hier zunächst ein Erzeuger-Modul mit zwei Prozessen al und 
a2 initialisiert. Mit der Substitutionstransition t2 wird ein Verbraucher-Modul initialisiert. Die beiden 
Module kommunizieren über eine Stelle ftfo, die eine Warteschlange vom Typ f i f o initialisiert durch 
die leere Warteschlange aufnimmt. Der Portfifop des Verbrauchers bzw. Erzeugers ist mit dieser Stelle 
verbunden. Gemäß der Spezifikation erzeugen die beiden Prozesse im Erzeuger nun zyklisch Daten, 
die über die Port-Stelle fifop in die Warteschlange auf der Stelle fifo nach dem fist-in-first-out Prinzip 
eingehängt werden. Der Verbraucher wartet auf Daten und fügt diese aus der Warteschlange fifo aus. 
Wir müssen noch die Syntax zur Verwendung von Netz-Modulen angeben. Hierzu erweitern wir die Syntax von 
Transitionsangaben wie folgt: 
trans decl: 
module inst: 
module _inst _body: 
module _inst _body _ decls: 
module arc dec/s: 
module arc dec/: 
trans id = trans 
trans id = module inst 
- -
module module _id with module _inst _body end 
{ module _inst _body _ dec/s } ~ 
inst _param _ dec/s 
module arc decls 
arc modu/e _ arc _ decl { ; module _ arc _ dec/ }~ [ ; ] 
arc dec/ 
Die lnstantiierung eines Moduls erfolgt also innerhalb eines module ... with ... end Konstruktes, in dessen Rumpf 
module _inst _body die aktuellen Parameter spezifiziert werden und die Zuordnung der Socket-Stellen zu Port-
Stellen über spezielle Kantenangaben unter den module arc decls erfolgt. Die Kantenangaben erfolgen wie bei 
Netz-Klassen, allerdings haben wir hier stets den Fall, daß Port-Stellen keine Parameter haben und damit die Liste 
der Parameterzuordnungen in der Kantenbeschriftung leer ist. 
Wir wollenjetzt einmal die Semantik des Modulkonzeptes beschreiben. Diese ergibt sich durch einige definierte 
Regeln, nach denen eine Substitutionstransition (eine Instantiierung eines Moduls) und die zugehörigen Kanten 
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durch das den Modul definierende Subnetz ersetzt werden, wobei die formalen Parameter entsprechend durch die 
aktuellen Parameter ersetzt werden. Diese Regeln lauten: Man entferne zunächst die Substitutionstransition und 
die zugehörigen Kanten. An ihre Stelle setzt man das zum Modul gehörende Teilnetz ein, wobei man formale 
Parameter durch ihre aktuellen Parameter ersetzt und für jede Socket-Stelle einer Port-Stelle eine Kopie der ent-
sprechenden Port-Stelle bereitstellt. Im Anschluß daran verklebt man die zugehörigen Port-Stellen und Socket-
Stellen. Die Menge der Variablen der so gewonnenen Stellen sind dabei die Vereinigungen der Variablen der 
Socket- und Port-Stellen. Die eventuell vorhandenen Gleichungen werden mit logischem Und verknüpft. Das fol-







length(w) <= maxf 























5. Ein graphischer Editor für SNL-Modelle 
Der Editor in unserem Werkzeug SMARAGD basiert auf dem Design/OA* Toolkit, einem Werkzeug zur Pro-
grammierung von diagramm- und graphenorientierten Anwendungen. Als Vorlage zur Implementierung unseres 
Editors diente dabei der Source Code des Petfi-Netz-Werkzeuges Design/CPN", das seinerseits mit Design/OA 
implementiert ist. Das Benutzerinterface unseres Editors ist daher vom Aussehen und der Handhabung von Desi-
gn/OA bestimmt, und unser Editor ähnelt stark dem Editor von Design/CPN (Man siehe hierzu [ CPN90, OA90]). 
Im folgenden wollen wir das generelle Aussehen einer Design/OA Applikation (wie Design/CPN) am Beispiel 
unseres Editor beschreiben. Im weiteren werden wir dann auf die Elemente des graphischen Interfaces eingehen, 
die zur Realisierung von SNL-Modellen im Editor nötig sind. 
5.1 Benutzerinterface des Editors 
SMARAGD wird unter dem X-Windowsystem von einem Terminalemulator aus durch einen Aufruf des Kom-
mandos smaragd gestartet. Das Werkzeug fUhrt dann einige Initialisierungen durch und erscheint dann im X-
Windowsystem mit einer zunächst generischen Menueleiste sowie einem Dialogfenster der folgenden Gestalt. 
SMARAGDl.O 
<!) Enter Editor 
0 Enter Simulator 
0 Enter Analyzer 
( OK ) ( CANCEL) 
Über Radiobuttons kann der Benutzer durch diesen Dialog entscheiden, ob er den SMARAGD-Editor, den SMA-
RAGD-Simulator oder die Analyseeinheit (Analyzer) aufrufen will. Nach dem Einstellen des gewünschten Mo-
des wird dann der weitere Startup durch Drücken des OK Buttons eingeleitet. Wenn man den Editor-Mode 
gewählt hat, initialisiert dann SMARAGD seinen Editor. Danach sieht der Benutzer eine Menueleiste der folgen-
den Gestalt: 
File Edit Net Au.x Set Makeup Page Group Text Align 
Type: None Text: Off 
*Design/OA und Design/CPN sind Warenzeichen der Firma Metasoft Corporation, Cambridge 
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Eine Menueleiste dieser Gestalt dient als primäres Kommandointerface jeder mit Design/OA erstellten Applika-
tion. Sie enthält die Namen einer Reihe von Pull-Down Menues, die man aktiviert, wenn man mit dem Mauszei-
ger auf den jeweiligen Namen weist und eine Maustaste drückt. Die einzelnen Menues und Menuepunkte 
beschreiben wir näher in 5.1.5. 
Ein Teil der Editierkommandos, die man durch Auswahl aus einem Menue aufrufen kann, benötigt weitere In-
formationen vom Benutzer zur Ausführung ihrer Aufgabe oder besitzt weitere Optionen, die der Benutzer aus-
wählen kann. Die hierzu erforderliche Benutzerabfrage wird in Design/OA-Applikationen typischer Weise durch 
temporär im X-Windowsystem erscheinende Dialogfenster realisiert, in denen der Anwender die erforderlichen 
Angaben durch spezielle Interaktionselemente leicht angeben kann. Dialogfenster und ihre Elemente beschreiben 
wir näher in 5 .1.1. 
Neben der Menueleiste und temporär auftretenden Dialogfenstern zeigt der Editor im X-Windowsystem in der 
Regel weitere Fenster, die Seiten des zu editierenden Netz-Diagrammes beinhalten. Auf diesen Seiten erzeugt der 
Anwender über die Editorkommandos in der Menueleiste und mit Hilfe der Maus graphische Objekte, die Ele-
mente des gewünschten Netz-Modells darstellen oder auch nur zur lllustration und Dokumentation des Modells 
dienen. Seiten und die Design/OA-Objekte zum Aufbau von Diagrammen auf den Seiten erklären wir in 5.1.2. 
Die Design/OA-Objekte (in unserem Editor auch als Hilfsobjekte bezeichnet) stellen die graphischen Bauele-
mente der semantischen Objekte (wie Transition, Stelle, Kante und diverse Beschriftungsteile), die wir zur Rea-
lisierung eines SNL-Modells benötigen, dar. Semantische Objekte beinhalten über die rein graphische 
Darstellung durch geeignete Design/OA-Objekte hinaus weitere Restriktionen und Vorschriften bzgl. ihrer Ver-
wendung und den textuellen Informationen, die sie enthalten. Die elementaren semantischen Objekte oder kurz 
elementaren Objekte des Editors, also die Objekte, die die elementaren semantischen Teile eines Netz-Modells 
darstellen, beschreiben wir in 5.1.3. Objekte, die die Hierarchisierung eines Netz-Modells unterstützen, beschrei-
ben wir anschließend in 5.1.4. 
5.1.1 Dialogfenster und ihre Elemente 
Dialogfenster dienen dem Editor als temporäres Interaktionsmedium mit dem Anwender, um Optionen und tex-
tuelle Eingaben für Kommandos abzufragen, Fehlermeldungen dem Benutzer mitzuteilen, oder erlauben dem 
Anwender diverse Objekt- und Systemparameter als Defaultwerte zu beeinflussen. 
Ihre Bauelemente sind Druckknöpfe (Push Buttons oder kurz Buttons), um Eingaben zu bestätigen oder einen 
Dialog abzubrechen, Check Boxen, um nicht im Konflikt stehende Optionen zu aktivieren oder deaktivieren, Ra-
dioknöpfe (Radiobuttons), um in Konflikt zueinander stehende Optionen exklusiv auszuwählen, Nachrichtenfel-
der, die Mitteilungen des Systems an den Anwender darstellen, editierbare Textfelder oder Textboxen und 
rollbare Listenboxen. 
Wir wollen die einzelnen Interaktionselemente einmal am Beispiel des Dialogfensters zur Einstellung der Tex-
tattribute von Objekten exemplarisch vorstellen. 
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Beispiel 50 Dialogfenster zur Einstellung von Textattributen 
Das Dialogfenster zur Einstellung der Attribute von Textelementen hat die folgende Gestalt: 
Text 
~ Change Current I I Attributes OK 
D Save as Defaults I I CANCEL Style 
(j I RESET I Plain Text 
D Bold Foot Name: 
D Chicago Scroll Bars Italic Courier ~ On D Underline Geneva 
D "'• 0 Off Outline 
D 
Monaco 
Shadow Tim es 
Justification 8 Foot 
(f) 10 Size: Center w 0 Left 18 
0 
24 Im Right 28 
Über eine Listenbox kann man in diesem Dialog zunächst den Font für den Text auswählen. Der Hel-
vetica Schrifttyp ist momentan selektiert. Auf der linken Seite lassen sich dann weitere Attribute der 
Schrift, wie Fettschrift (Bold), kursiv (Italics), unterstrichen (Underline), Outline oder schattiert (Sha-
dow) über eine Gruppe von Check Boxen einstellen. Weiter kann hier über eine Gruppe von Radio-
knöpfen festgelegt werden, ob der Text zentriert, linksbündig oder rechtsbündig innerhalb eines Objek-
tes erscheinen soll. Auf der rechten Seite kann man durch Selektion innerhalb einer Listenbox oder 
durch Textangabe innerhalb eines Textfeldes die Größe der Schrift einstellen. Weiter kann man über 
eine Gruppe von zwei Radioknöpfen festlegen, ob die Textbox Secollbars haben soll oder nicht. In der 
Mitte oben kann man über Check Boxen angeben, ob die eingestellten Werte nur auf die aktuellen Ob-
jekte wirken oder als Defaultwerte für alle weiteren Textobjekte gespeichert werden sollen. Mit dem 
OK Button bestätigt man dann die angegebenen Einstellungen, mit RESET setzt man das Dialogfenster 
auf die Defaultwerte zurück und mit CANCEL beendet man den Dialog, ohne Änderungen an der ak-
tuellen Texteinstellung durchzuführen. 
Dialogfenster werden vom System nicht nur zur Einstellung von Optionen und Attributen von Kommandos und 
Operationen des Editors verwendet, sondern dienen auch zur Benachrichtigung des Benutzers im Fall von Feh-
lern, die beim Editieren oder bei kritischen Operationen, die der Benutzer durchführen will, auftreten. 
Wir wollen uns einmal die zwei Formen von Notizen ansehen, die der Editor zur Benachrichtigung von Benut-
zern in kritischen Situationen benUtzt. 
Beispiel 51 (Nachrichten an den Benutzer über Alert Boxen) 
Wenn ein Benutzer eine Aktion des Editors anstößt, die kritisch in dem Sinne ist, daß sie z.B. nicht 
mehr rückgängig gemacht werden kann, verlangt der Editor vom Benutzer eine Bestätigung der Aktion 
über ein Caution Dialogfenster der folgenden Gestalt: 
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Cantion -- This Operation cannot be undone ! 
lcANCELI (2!1 
Durch Drilcken des OK Buttons kann der Benutzer dann die kritische Operation bestätigen oder durch 
CANCEL abbrechen. 
Bei Fehlersituationen benachrichtigt das System den Benutzer über einen Dialog der folgenden Gestalt: 
This operation can only be done for places ! 
Hier kann der Benutzer die Kenntnisnahme der Fehlermeldung nur durch Drilcken des OK Buttons be-
stätigen. 
5.1.2 Seiten- und Diagramm-Objekte 
Die Zeichenflächen für die Elemente eines SNL-Modells im Editor stellen die Seiten eines Diagrammes dar. Die 
erste Seite eines neuen Diagrammes erhält man, wenn man den Menuepunkt New im File Menue aktiviert. Wei-
tere Diagrammseiten kann man dann mit dem Menuepunkt New Page des Page Menues einem Diagramm hin-
zufügen. Eine Diagrammseite ist ein zum Editor gehöriges Window im X-Windowsystem, das oben in einem 
Titelbalken den Seitennamen zeigt und unten und rechts durch Rollbalken begrenzt wird. 
Das Window zeigt in der Regel nur einen Ausschnitt der Diagrammseite, die (abgesehen von Speicherbegren-
zungen) beliebig groß sein kann. Die Serailbars dienen dann dazu, den jeweils benötigten Ausschnitt der Dia-
grammseite im Window sichtbar zu machen. 
Der Anwender erstellt auf den Diagrammseiten nun sein SNL-Modell, indem er verschiedene Diagrammobjekte 
gemäß der definierten Petri-Netz-Semantik zusammenfUgt Zusätzliche Hilfsobjekte erlauben ihm eine weitere 
Dokumentation und Illustration der Modelle. Sowohl die für die SNL-Modelle relevanten semantischen Objekte 
(wie Transition, Stelle und Kante) als auch die Hilfsobjekte basieren bzgl. ihrer graphischen Darstellung und 
Handhabung auf Objekten, die die Design/OA-Library vorgibt. Wir wollen im folgenden die Design/OA-Objek-
te, die wir als Hilfsobjekte in unserem Editor vorfinden, und ihre Handhabung vorstellen. Die semantischen Netz-
Objekte, die von der Handhabung und ihrem Aussehen her von Design/OA-Objekten abgeleitet sind, werden wir 
in einem späteren Abschnitt beschreiben. 
Design/OA-Objekte, die als Hilfsobjekte im Editor verfügbar sind, sind Boxen, gerundete Boxen, Ellipsen, Po-
lygone, reguläre Polygone, Ellipsenbögen (Ellipsensegmente), Linien, Konnektoren, Textlabels und Regionen. 
Linien und Konnektoren sind dabei nichtgeschlossene Polygonzüge mit beliebig vielen Ecken, die man durch 
spezielle Graphikattribute auch als gerundete Kurvenzüge darstellen kann. Das folgende Bild zeigt eine Dia-
grammseite mit den verschiedenen Hilfsobjekten. 
- 107-
D 0 C) 
BoxObjekt gerundete Box Ellipse 
() D 0 




Dies ist ein Text Label 
Region zu einem Boxobjekt 
Wir wollen uns hier einmal zwei dieser Objekttypen (Konnektoren und Regionen), da sie von anderen graphi-
schen Editoren her nicht so bekannt sind, genauer ansehen. 
Ein Konnektor ist graphisch gesehen ein Polygonzug, der stets zwei andere Design/OA-Objekte miteinander ver-
bindet. Bei graphischen Operationen auf durch Konnektoren verbundenen Objekten bleiben stets die Objekte au-
tomatisch verbunden, so daß z.B. nach dem Verschieben von einem der Objekte alle Konnektoren so angepaßt 
werden, daß wiederum die Ränder der verbundenen Objekte miteinander von Mittelpunkt zu Mittelpunkt verbun-
den bleiben. 
Eine Region entspricht graphisch gesehen einem beliebigen anderen Design/OA-Objekt. Im Gegensatz zu einfa-
chen Design/OA-Objekten ist ihr allerdings stets in eindeutiger Weise ein anderes Design/OA-Objekt als Vater 
der Region zugeordnet. Operationen auf dem Vaterobjekt von Regionen berücksichtigen automatisch die Regio-
nen, so daß z.B. bei einer Verschiebung des Vaterobjektes die Regionen so mitbewegt werden, daß ihre relative 
Position zum Vater unverändert bleibt. Eine Operation auf einer Region selbst erfolgt dagegen stets ohne Aus-
wirkung auf das Vaterobjekt oder eine andere Region. Aus diesem Grunde ist das Konzept der Regionen nicht 
vergleichbar mit dem Konzept der Gruppierung von graphischen Objekten, wie es aus anderen graphischen Edi-
toren bekannt ist, und auch von Design/OA bereitgestellt wird. Auf Grund der Vater/Sohn-Beziehung eines Ob-
jektes zu seinen Regionen eignet sich das Konzept der Regionen hervorragend zur Angabe der semantischen 
Beschriftungselemente von SNL-Objekten, wie wir dies ein wenig später noch genauer sehen werden. 
Geschlossenen Design/OA-Objekten, wie Box, gerundete Box, Ellipse, Polygon, Ellipsensegment und den Re-
gionen, die durch diese Objekte dargestellt werden, kann man als ein Attribut einen Text zuordnen, der in ihrem 
Inneren dargestellt wird und eingegeben werden kann, wenn man einen speziellen Editiermode, den Text Mode, 
ftlr das Objekt aktiviert. Ein Textfeld (Label) ist demgegenüber eine von einem anderen Objekt unabhängige Fol-
ge von Zeichen. 
- 108-
Eine Reihe von Textattributen erlauben es dem Anwender, den Text in verschiedenen Schriftarten (Times, Hel-
vetica, Courier, etc), -formen (kursiv, fett, normal, unterstrichen) und Größen darzustellen. Ein anderes Textat-
tribut kontrolliert, ob ein Text innerhalb eines anderen Objektes zentriert, links- oder rechtsbündig angeordnet 
wird. 
Neben einem Text sind den geschlossenen Design/OA-Objekten weitere Attribute zugeordnet. Da haben wir zu-
nächst einmal die graphischen Attribute, die z.B. festlegen, ob ein geschlossenes Objekt mit einem Muster oder 
schwarz ausgefüllt ist oder nicht. Die Graphikattribute eines geschlossenen Objektes legen weiter fest, mit wel-
chem Muster der Rand des Objektes (z.B. durchgezogene, gepunktete oder gestrichelte Linie) dargestellt und wie 
dick der Rand gezeichnet wird. Weitere graphische Attribute bestimmen das Verhalten von Objekten, wenn sie 
übereinandergelegt werden. Man kann hier z.B. einstellen, ob ein Objekt durchsichtig ist oder nicht. Das folgende 




An Operationen auf Objekten stellt Design/OA und damit auch unser Editor maus- und menuegesteuerte Kom-
mandos zum Erzeugen, Selektieren, Verschieben, Vergrößern und Verkleinern, zum Entfernen und zum Verän-
dern der Form eines Objektes bereit. Es gibt weitere Kommandos, die die bekannten CUT, COPY und PASTE 
Operationen durchführen. Dabei können die meisten Menuekommandos auch über Tastenkombinationen ange-
sprochen werden. 
Eine Reihe von Objekten, auf denen gleiche Editoroperationen durchgefiihrt werden sollen, können zu einer 
Gruppe von Objekten zusammengefaßt werden, so daß die fUr diese Gruppe von Objekten aufgerufene Editoro-
peration auf sämtlichen Mitgliedern der Gruppe durchgefiihrt wird. 
Nach dieser kurzen Übersicht über die Design/OA-Objekte wollen wir im folgenden die semantischen Objekte 
in unserem Editor genauer beschreiben. 
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5.1.3 Elementare Netzelemente im Editor 
Als elementare Bauelemente zum Aufbau von SNL-Systemen stellt der Editor dem Anwender Deklarationsbo-
xen. die größere textuelle Teile eines Modells aufnehmen, Transitionen, Stellen, Kanten und die diversen Be-
schriftungselemente von Transitionen, Stellen und Kanten bereit. Wir wollen diese elementaren semantischen 
Objekte nun im einzelnen vorstellen. 
5.1.3.1 Deklarationsboxen 
Deklarationsboxen enthalten die größeren textuellen Teile eines SNL-Modells. Sie sind graphisch gesehen Desi-
gn/OA Box-Objekte. Dabei unterscheiden wir Deklarationsboxen in drei Typen. Speziftkationsdeklarationsbo-
xen enthalten die abstrakten Datentypspeziftkationen, die die Spezifikation der Beschriftungselemente des Netz-
Modells bestimmen. Ihr Inhalt ist im wesentlichen im Sprachspezifikationsteil unter dem Abschnitt Spezifikation 
abstrakter Datentypen spezifiziert. ML-Deklarationsboxen enthalten dagegen ML-Deklarationen, die eine Reali-
sierung der abstrakten Spezifikationselemente in der korrespondierenden Spezifikationsbox in der Sprache ML 
darstellen. Ihr Inhalt wird verwendet, um die abstrakten Beschriftungselemente des SNL-Modells während einer 
Simulation oder Erreichbarkeitsanalyse durch den ML-Interpreter zu interpretieren. Parameterdeklarationsboxen 
enthalten schließlich die Schnittstellenbeschreibung der formalen Parameter einer Netz-Klasse oder eines Netz-
Moduls. 
Wir führen noch eine weitere Unterscheidung von Deklarationsboxen in lokale und globale Spezifikations- bzw. 
ML-Deklarationsboxen durch. Zu jedem SNL-Modell gibt es genau eine globale Spezifikations- und ML-Box. 
Diese enthalten alle Spezifikationen, Signaturen und Funktordefinitionen bzw. die korrespondierenden ML-
Strukturen. ML-Signaturen und ML-Funktoren, die global im gesamten SNL-Modell bekannt sind. Jeder Seite 
eines SNL-Modells (eine Seite entspricht bzgl. unseres SNL-Modells einer Ebene der Hierarchie bzgl. von Sub-
stitutionselementen) können weiter lokale Deklarationsboxen zugeordnet werden, deren Inhalt nur fiir die jewei-
lige Seite Gültigkeit hat. Lokale Deklarationsboxen enthalten im Gegensatz zu globalen Deklarationsboxen nur 
die inneren Teile einer SNL-Speziftkation oder einer ML-Struktur. 
Eine Deklarationsbox erzeugt man durch Aktivierung des Menuepunktes Declaration Node ... im Net Menue. 
Man erhält dann einen Dialog, der es einem erlaubt, den Typ der zu erzeugenden Deklarationsbox anzugeben. 
Das folgende Bild zeigt diesen Dialog: 
(t) Global SPEC Box 
0 Global ML Box 
0 Local SPEC Box 
0 LocaiMLBox 
0 Parameter Box 
CANCEL OK 
Im folgenden wollen wir die einzelnen Deklarationsboxen und ihren Inhalt genauer vorstellen. 
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5.1.3.1.1 Globale Spezifikationsdeklarationsboxen 
Globale Spezifikationsboxen dienen zur Angabe der im gesamten Netz verwendbaren abstrakten Datentypspezi-
fikationen, Signaturen oder pararnetrisierten Spezifikationen, die bei Bedarf in lokalen Speziftkationsdeklarati-
onsboxen referenziert oder eingebunden werden. Die Syntax zur Angabe einer einzelnen Spezifikations-, 
Signatur- oder Funktordeklaration haben wir bereits in der Sprachspezifikation spezifiziert. Eine globale Spezi-
fikationsdeklarationsbox enthält nun einfach eine Folge solcher Spezifikations-, Signatur- und Funktordefmitio-
nen, die jeweils durch ein Semikolon abgeschlossen sind, sowie möglicherweise Anweisungen, Definitionen aus 
externen Dateien einzubinden. Diese Dateien müssen dann wieder im Format einer globalen Spezift.kationsde-
klarationsbox aufgebaut sein. Das folgende Bild zeigt ein Beispiel einer globalen Deklarationsbox: 
Global Declaration Page 
(* Parameterspezifikation des FIFO Funktors *) 
specification FIFO_PARAM = spec 
sort elem; 
~nd; 
(* Und nun der FIFO Funktor selbst *) 




union fifo = empty I put of fifo * elem; 
ptl get : fifo -> elem; 
rest : fifo -> fifo; 
opn length : fifo -> int; 
"" spec 
sort elem=FP.elem; 
var w:fifo; n:elem; 
eqn def get(w) <=> w <> empty; 
if (w <> empty) then get(put(w,n))=get(w) 
else get(put(w,n))=n; 
def rest(w) <=> w <> empty; 





specification PROCESS = spec 
union process = al I a2 I b; 
union data = cl I c2; 
~nd; 
ptl mdata : (pr : process I pr <> b) -> data; 
opn proc : data -> process; 
var n : data; pr : process; 
eqn if (pr <> b) then proc(mdata(pr))=pr; 
mdata(proc(n) )=n; 
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Die Syntax des Textinhaltes einer globalen Deklarationsbox ist gegeben durch: 
global_spec_box: ( global_dec/; }~ 
global decl: adt decl 
extern decl 
adt decl: spec _ dec/ 
sig_dec/ 
functor _ decl 
extern dec/: use " tile_name " 
Die Extern-Deklaration besteht aus dem Schlüsselwort use, dem in Anführungszeichen(") eingeschlossen der ab-
solute oder relative Pfadname der Datei folgt, die an der Stelle der Extern-Deklaration ink.ludiert werden soll. 
Man beachte, daß wir hier tile_name einfach als ein Token auffassen, dessen Aussehen jedoch durch die Seman-
tik eines UNIX Pfadnamens bestimmt ist. Dateien, die durch relative Pfadnamen bestimmt sind, werden dabei 
zunächst in Directories gesucht, die durch die Environment-Variable SMARAGDPA TH als durch Doppelpunkt 
getrennte Liste von Directories gegeben sind. Wird hier die Datei nicht gefunden, so wird ein bei der Übersetzung 
von SMARAGD definiertes Defaultdirectory durchsucht. 
5.1.3.1.2 Globale ML-Deklarationsboxen 
Eine globale ML-Deklarationsbox dient zur Angabe des ML-Codes, der die Spezifikationen, Signaturen und 
Funktoren innerhalb der globalen Speziftkationsdeklarationsbox realisiert. Das folgende Bild zeigt eine ML-De-
klarationsbox, die den Inhalt der globalen Spezifikationsbox aus dem vorherigen Bild realisiert 
Global Declaration Page (MI..-Ted) 
(* Signatur des FIFO Funktors) 
signature ~IFO_PARAM = sig 
type elem; 
end; 
(* Und nun der FIFO Funktor selbst *) 
functor FIFO(FP:FIFO_PARAM)= struct 
type elem=FP.elem 
datatype fifo = empty I put of fifo * elem 
exception get : unit and rest : unit 
fun get (empty) = raise get 
I get (put(empty,n))=n 
I get (put(w,n))=get(w) 
fun rest (empty) = raise rest 
I rest (put(empty,n)) = empty 
I rest (put(w,n)) = put(rest(w),n) 
fun length (empty) = 0 
I length (put(w,n)) = length(w)+l 
end; 
structure PROCESS = struct 
datatype process = al I a2 I b 
datatype data = cl I c2 
exception mdata : unit 
~nd; 
fun mdata(al)=cl I mdata(a2)=c2 
I mdata(b) = raise mdata 
fun proc(cl)=al I proc(c2)=a2 
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Eine ML-Deklarationsbox enthält damit ML-Struktur, ML-Signatur- und ML-Funktordefinitionen zu jeder kor-
respondierenden Spezifikations-, Signatur- und Funktordefinition innerhalb der globalen Spezifikationsdeklara-
tionsbox. Ihre Syntax korrespondiert daher mit der Syntax einer globalen Spezifikationsdeklarationsbox: 
g/obal_ml_box: { ml_decl; }~ 





ml structure decl - -
ml_sig_dec/ 
ml Junctor _ decl 
use 11 file_name II 
Unter modu/e _ dec/ sind in der obigen Syntax die ML-Struktur, ML-Signatur- und ML-Funktordefinitionen zu-
sarnmengefaßt, die mit den jeweiligen Konstrukten aus der globalen Spezifikationsdeklarationsbox korrespon-
dieren. Die Syntax dieser ML-Modulkonzepte ist in [Harper88] beschrieben. Es gelten hier die Regeln zur 
Realisierung der Speziftkationskonstrukte, wie sie bereits als Regeln zur Realisierung der Spezifikationselemente 
im Sprachteil erörtert wurden. 
Neben den ML-Moduldefinitionen, die Spezifikationskonstrukte realisieren, dürfen in der globalen ML-Dekla-
rationsbox beliebige andere ML-Deklarationen und Ausdrücke stehen, die z.B. für ausführbare Codeteile (siehe 
etwas später bei der Beschriftung von Transitionen) während der Simulation des Netzes verwendet werden. Auf 
die genaue Syntax solcher anderer ML-Konstrukte, die unter dem Punktother dec/ zusammengefaßt sind, kön-
nen wir an dieser Stelle nicht eingehen. Man fmdet sie z.B. in [Harper89, Haq}er90]. 
5.1.3.1.3 Lokale Spezifikationsboxen 
Lokale Spezifikationsboxen enthalten im Gegensatz zu globalen Deklarationsboxen nicht eine Folge von Spezi-
fikations-, Signatur- und Funktordefinitionen, sondern den Inhalt einer Spezifikationsdefinition. Die Syntax des 
Inhaltes einer lokalen Spezifikationsbox ist damit durch die Syntax eines Spezifikationsrumpfes gegeben. 
/ocal_spec _box: spec _body 
Die Syntax für einen Spezifikationsrumpf haben wir bereits im Sprachteil beschrieben. Man beachte, daß damit 
eine lokale Spezifikationsbox keine Funktor- und Signaturdefinitionen, wohl aber Spezifikationsdefinitionen ent-
halten darf. Funktor-, Signatur- sowie auch Spezifikationsdefinitionen innerhalb der globalen Spezifikationsbox 
können jedoch wie in anderen Spezifikationsrümpfen auch verwendet werden. Das folgende Bild zeigt eine lo-
kale Spezifikationsbox: 
linclude PROCESS; ( * PROCESS inkludieren *) 
FIFO(spec sort elem = PROCESS.data; end); (* FIFO *) 
(* Konstante, die maximale Laenge von FIFO bestimmt *) 
Fonst maxf : int; 
Beschriftungselemente der Netz-Objekte einer Seite des SNL-Modells, der eine gegebene lokale Spezifikations-
box zugeordnet ist, kann man ebenfalls als Elemente des Spezifikationsrumpfs der Spezifikation ansehen, die der 
Seite über die lokale Spezifikationsbox zugeordnet ist. Dies bedeutet, daß wir die innerhalb einer lokalen Spezi-
fikationsbox definierten Namen für Sorten, Konstanten, Operatoren und Relationen für die Beschriftung verwen-
den können, ohne daß wir sie als Pfadnamen angeben müssen. Insbesondere ist auch die definierte Schreibweise 
(Infix oder Präfix oder Funktionsanwendung) wie innerhalb eines Spezifikationsrumpfes üblich voll auf die Be-
schriftungselemente übertragbar. Elemente von Unterspezifikationen bzw. inkludierten Spezifikationen oder 
Spezifikationen, die durch Funktoranwendungen eingebunden werden, müssen natürlich mit Pfadnamen referen-
ziert werden, sofern man sie nicht durch eine Inkludedeklaration öffnet. Spezifikationen oder Funktoren, die in-
nerhalb der globalen Spezifikationsbox definiert sind, wird man dabei in der Regel in eine lokale Deklarationsbox 
über eine Inklude- oder eine Unterspezifikationsdeklaration einbinden, wenn deren Elemente innerhalb der Be-
schriftung verwendet werden soll, anstatt sie direkt über Pfadnamen in der Beschriftung zu referenzieren. 
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5.1.3.1.4 Lokale ML-Boxen 
Lokale ML-Boxen enthalten den ML-Code, der den Spezifikationsrumpf einer lokalen Spezifikationsbox reali-
siert. Das folgende Bild zeigt eine lokale ML-Box, die den Inhalt der lokalen Spezifikationsbox im vorherigen 
Bild realisiert. 
open PROCESS (* PROCESS struct oeffnen *) 
(* FIFO instantiieren und oeffnen *) 
ppen FIFO(struct type elem= PROCESS.data end); 
(* Konstante maxf initialisieren *) 
lval maxf = 10 
Der Inhalt einer lokalen ML-Box stellt damit den Rumpf einer ML-Strukturdefmition dar: 
/oca/ ml box: ml_structure _body 
Auf die genaueForm von ml_structure _body können wir an dieser Stelle nicht näher eingehen. Man flndet sie in 
der bereits vorgestellten ML-Literatur. Es gelten hier aber die gleichen Regeln, wie wir sie bereits im Rahmen 
der Realisierung von abstrakten Datentypspezifikationen in ML erläutert haben. 
Wie auch bei lokalen Spezifikationsboxen gilt hier ebenfalls die Randbedingung, daß ML-Signatur- und ML-
Funktordefmitionen nicht in lokalen ML-Boxen auftreten dürfen, da diese innerhalb einer :ML-Strukturdefinition 
nicht vorkommen dürfen. Es dürfen aber wohl Strukturdefmitionen innerhalb einer lokalen ML-Box verwendet 
werden. Entsprechend kann man die Struktur-, Signatur- und Funktordefmitionen der globalen ML-Deklarations-
box innerhalb einer lokalen Deklarationsbox nutzen, als wären sie auf dem Top-Level des ML Interpreters auf 
gleicher Stufe mit der Struktur, die die lokale ML-Deklarationsbox enthält, deklariert. Innerhalb des 
SMARAGD-Werkzeuges ist dies bei der Interpretation eines Netzes genau der Fall. 
Neben den Elementen, die zur Realisierung der korrespondierenden Objekte der lokalen Spezifikationsbox nötig 
sind, kann eine lokale ML-Box weitere ML-Codeteile enthalten, die z.B. von den Beschriftungselementen Code 
einer Transition während einer Simulation verwendet werden (Dies werden wir etwas später noch genauer erör-
tern). 
5.1.3.1.5 Parameterdeklarationsboxen 
Jeder Netz-Klasse bzw. jedem Netz-Modul (bzw. im SMARAGD-Editor der korrespondierenden Seite) ist genau 
eine Parameterdeklarationsbox zugeordnet, die die formalen Parameter der Netz-Klasse bzw. des Netz-Moduls 
beschreibt. Das folgende Beispiel zeigt die Pararneterdeklarationsbox der FIFO Netz-Klasse. 
param Fifo_Param : FIFO_PARAM; (* Elementsorte der FIFO *) 
param maxf : int; (* maximale Laenge der FIFO *) 
Die Syntax des Inhaltes einer Parameterdeklarationsbox ist: 
param _box: net yaram _ dec/s 
Dabei wurde die Syntax von netyaram_decls bereits im Sprachteil defmiert. In den Abschnitten, in denen wir 
die Hierarchisierungskonstrukte beschreiben, werden wir noch einige Beispiele fUr den Inhalt von Parameterde-
klarationsboxen sehen. 
5.1.3.2 Stellen, Transitionen und Kanten im Editor 
Stellen werden graphisch als Design/OA-Ellipsen-Objekte (Default) im Editor dargestellt. Transitionen werden 
graphisch als Design/OA-Box-Objekte (Default) dargestellt, und Kanten werden im Editor durch Design/DA-
Konnektoren repräsentiert. Da die Semantik von Petri-Netzen nur Kanten zwischen Stellen und Transitionen er-
laubt, werden im Kantenerzeugungsmodus vom Editor nur Konnektoren als Kanten erzeugt, die jeweils eine Stel-
le und eine Transition miteinander verbinden. Weiter sind die Konnektoren, die fUr Kanten stehen, gemäß der 
Petri-Netz Semantik gerichtet, d.h. mit einem Pfeil vom ersten Objektzum zweiten Objekt versehen. Das folgen-
de Bild zeigt eine Diagrammseite mit Stellen-, Transitions- und Kanten-Objekten. 
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l'aRe 1 
·0 I I I 
A Kanten werden durch 
gerichtete Konnektoren 
dargestellt , 
I I I 
Stelle wird durch Ellipsen- Transition wird durch 
Objekt dargestellt Box-Objekt dargestellt 
Die Stellen-, Transitionen- und Kanten-Objekte übernehmen dabei viele der Eigenschaften von Ellipsen-, Box-
und Konnektor-Objekten, wie z.B. die Graphikattribute und die Textattribute, so daß ihr Aussehen entprechend 
veränderbar ist. Weiter ist die Zuordnung eines semantischen Objekts Stelle, Transition oder Kante zu den gra-
phischen Design/OA-Objekten Ellipse, Box und Konnektor nur defaultmäßig vorgegeben und kann mit dem Me-
nuepunkt Change Shape im Makeup Menue geändert werden. So kann man durchaus eine vielleicht besonders 
zu kennzeichnende Transition graphisch durch ein Dreieck (Design/OA-Objekt Polygon) repräsentieren. 
5.1.3.3 Beschriftung von Stellen, Transitionen und Kanten 
Beschriftungselemente werden anderen Netz-Objekten (wie Transition, Stelle oder Kante) als Design/OA-Regio-
nen zugeordnet. Dabei kann der Anwender wählen, ob er Beschriftungselemente mit einer zusätzlichen Tag-Re-
gion (Schlüssel-Region) versieht. 
Wenn ein Beschriftungselement keine Tag-Region besitzt, wird es durch ein Box-Objekt (größere textuelle Teile) 
oder Label-Objekt dargestellt, das die Beschriftung als Text enthält und dem zugehörigen Netz-Objekt als Region 
zugeordnet ist. Über die graphischen Attribute eines Box-Objektes kann man für Beschriftungen, die durch ein 
Box-Objekt dargestellt werden, festlegen, ob die zum Beschriftungselement gehörige Box mit einem Muster ge-
füllt oder nicht gefüllt, nur durch einen Rand begrenzt oder ganz unsichtbar dargestellt wird. Im letzteren Falle 
sieht man nur den reinen Beschriftungstext Das folgende Bild zeigt mögliche Beschriftungsformen ohne Tag-
Region für die Variablenbeschriftung einer Stelle. 
w:fifo I w:fifo;l 
0 0 
reine Beschriftung Beschriftung mit Rand gefüllt 
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Wenn einem Beschriftungselement ein Tag zugeordnet ist, so erhält man eine Hierarchie von Regionen, in der 
ein Label oder Box-Objekt, das den eigentlichen Beschriftungstext aufnimmt, der Tag-Region als Kind-Objekt 
zugeordnet ist. Die Tag-Region selber wird als Kind-Objekt des Netz-Objektes angelegt, dem die Beschriftung 
zugeordnet werden soll. Eine Tag-Region wird stets als ein berandetes aber nicht gefülltes Box-Objekt darge-
stellt, das einen Text als Label gerade umfaßt. Dieser Text kann vom Benutzer vorgegeben werden und sollte eine 
prägnante Abkürzung zur Erkennung des Beschriftungstyps oder der Beschriftung sein. 
Tag-Regionen sind im Editor so realisiert, daß sie zwar bewegt, nicht aber von der Größe verändert werden kön-
nen. Ein Doppelklick innerhalb der Tag-Region eines Beschriftungselementes, dessen Beschriftungstext sichtbar 
ist, bewirkt, daß das Box-Objekt, welches die Beschriftung als Text enthält, mitsamt dem Beschriftungstext un-
sichtbar wird. Man sieht anschließend nur noch die Tag-Region der Beschriftung als ein Zeichen für die unsicht-
bare Beschriftung. Ein erneuter Doppelklick innerhalb der Tag-Region läßt die untergeordnete Box-Region mit 
dem Beschriftungstext wieder zum Vorschein kommen. Das folgende Bild zeigt die Variablenbeschriftung einer 
Stelle in verschiedenen Formen mit Tag-Regionen: 
Variablenbeschriftung 
wird durch Tag-Region 
beschrieben. Beschriftung 
selbst ist unsichtbar 
!PV I w:fifo 
0 
Tag und Beschriftung 
sind sichtbar. 
lfYJ I fifo w I 
0 
Tag und Beschriftung 
sind sichtbar. 
Beschriftung hat Rand. 
Die Zuordnung von Tag-Regionen zu Beschriftungselementen kann man über den Region Attributes ... Me-
nuepunkt im Set Menue ändern. Über diesen Dialog kann man auch eine Autopositionierung der Beschriftungse-
lemente bzgl. ihrer Vaterobjekte festlegen. So kann der Benutzer vorgeben, ob ein Objekt automatisch bzgl. einer 
der Ecken, einer der Mittelpunkten der Kanten oder bzgl. des Mittelpunktes des Objektes selbst positioniert wer-
den soll. Er kann auch eine Einstellung wählen, bei der er die Beschriftungselemente manuell beliebig positio-
nieren kann. Bei Aktivierung des Region Attributes ... Menuepunktes erscheint ein Dialogfenster der folgenden 
Gestalt: 
Tag 0 Tag Label:l._ ___________ --..~ 
horizontal: I I @ 








0 Change with Parent 







Color on Creation 
@ AsParent 
0 As Specified 
manually 




Wenn man die Tag-Option (Vorltandensein einer Tag-Region) durch Aktivieren des Radiobuttons selektiert, 
kann man im Textfeld das Label der gewünschten Tag-Region angeben. Über die Radiobuttongruppe center, up· 
left, up-right, low-left, low-right, up edge, low edge, left edge, right edge und manually kann der Benutzer 
einstellen, ob das Beschriftungselement automatisch bzgl. des Zentrums des Objektes, der oberen linken, der obe-
ren rechten, der unteren linken oder der unteren rechten Ecke des Vaterobjektes, des Mittelpunktes der oberen, 
unteren, linken oder rechten Kanten des Objektes oder manuell positioniert werden. Die Texteditierfelder hori· 
zontal und vertical nehmen dabei Integerzahlen auf, die die relative Verschiebung des Beschriftungselementes 
vom gewählten Referenzpunkt des Vaterobjektes angeben. Zwei weitere Gruppen von Radiobuttons bestimmen, 
ob die Größe einer Region mit der Größe des Vaterobjektes verändert werden soll, und ob die Region die Farbe 
des Vaterobjektes erbt. 
Defaultmäßig wird nur die Einstellung des aktuellen Beschriftungselementes und der folgenden geändert. Möch-
te man die neuen Optionseinstellungen als System- oder Diagrammdefaults sichern, so muß man die Check-Box 
Save ... aktivieren. Durch Drücken des OK Buttons werden dann die neuen Einstellungen wirksam. 
Wir wollen im folgenden die einzelnen Beschriftungselemente von Stellen, Transitionen und Kanten beschrei-
ben, wobei wir eine Defaulteinstellung des Systems bzgl. der Graphik, Text- und Region-Attribute voraussetzen. 
5.1.3.3.1 Beschriftungselemente von Stellen 
Wenn man eine Stelle selektiert hat und den Inscription ... Menuepunkt im Net Menue aktiviert, erhält man das 
folgende Dialogfenster, das die Auswahl eines speziellen Beschriftungselementes für die Stelle erlaubt. 
@ Name 
0 Place Variables 
0 Place Formulas 
0 Initial Marking 
I CANCEL I I OK I 
Place Inscription 
Jeder Stelle kann man durch Auswahl der Beschriftungsoption Name zunächst einmal einen Namen zuordnen, 
wobei ein Name einfach ein Zeichenstring vom Tokentyp id ist. 
Weiter istjeder Stelle eine Variablenbeschriftung zugeordnet, die man bei Auswahl der Option Place Variables 
angeben kann. In der Variablenbeschriftung einer Stelle werden die Sorten, zugehörigen Kapazitäten und Varia-
blen einer Stelle definiert. Die Syntax für den Texteintrag in einer Place Variables Region ist: 
p/ace _var _inscr: sort_var _cap _decl { ; sort_var _cap _dec/ }~ [;] 
Die sort _var _ cap _ dec/ haben wir dabei bereits im Sprachteil definiert. 
Über die Place Formula Option kann man einer Stelle Formeln zuordnen, die alle auf der Stelle liegenden Indi-
viduen erfüllen müssen. Die Syntax für diese Formeln, die den Textinhalt der zugehörigen Region bestimmen, 
ist dabei gegeben durch 
place Jormula _inscr: formula { ; formula } ~ [ ; ] 
wobeiformula wie in der Sprachspezifikation definiert ist. Man beachte, daß in der Formel nur Variablen ver-
wendet werden dürfen, die im Stellenvariablendeklarationteil auch definiert sind. Weiter ist die Formel a priori 
geschlossen, d.h. freie Variablen werden automatisch als allquantifizierte Variablen aufgefaßt. 
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Über die Initial Marking Option kann man schließlich die Anfangsmarkierung der Stelle definieren. Sie hat die 
Syntax 
marking_inscr: formal sum 
wobei formal_sum wie im Sprachspezifikationsteil definiert eine geschlossene formale Summe sein muß, deren 
Typ eine Teilmenge der Menge der Sortennamen, die der Stelle im Variablendeklarationsteil zugeordnet sind, 
sein muß. 
Da man die Beschriftungselemente von Stellen auf Grund ihres textuellen Inhaltes leicht unterscheiden kann, sind 
sie defaultmlißig im System als Label-Regionen ohne Tag-Region eingestellt. Der Stellenname wird weiter de-
faultmlißig kursiv dargestellt. Das folgende Bild zeigt eine Stelle mit ihrer Beschriftung. 
Variablendekl. ~ w: fifo 
length (w) <= maxf 4111111-- Formel 
Anfangsmarkierung 
5.1.3.3.2 Beschriftungselemente von Transitionen 
Wenn man eine Transition selektiert hat und den Inscription ... Menuepunkt im Net Menue aktiviert, erhält man 
das folgende Dialogfenster, das die Angabe des speziellen Beschriftungselementes für die Transition erlaubt. 
@ Name 
0 Free Variables 
0 Bound Variables 
0 Transition Formulas 
Ü Code 
I CANCEL I I 
Transition Inscription 
OK I 
Mit der Name Option kann wie bei Stellen der Name der Transition als Token vom Typ id spezillziert werden. 
Über die Free Variables Option müssen die Variablen, die in der Transitionsformel, dem Codeteil der Transition 
und in den Beschriftungen der Umgebungskanten als freie Variablen verwendet werden, definiert werden, wobei 
jeder Variablen Umgebungsstellen als "Speicher" für mögliche Werte der Variablen zugeordnet sein müssen. Die 
Syntax hierfür ist: 
trans Jvar _inscr: trans _ var _ decl { ; trans _ var _ dec/ } ~ [ ; ] 
Die Form von trans _var _ decl wurde dabei bereits im Sprachteil erläutert. 
Über die Bound Variables Option werden analog die gebundenenVariablen deflniert, die nur als gebundene Va-
riablen in der Transitionsformel verwendet werden dürfen. Ihre Definition erfolgt analog zur Definition der freien 
Variablen. Wir haben also: 
trans bvar inscr: trans _var _decl { ; trans _var _ dec/ }~ [;] 
Während gebundene Variablen nur als temporäre Größen in Quantorausdrücken innerhalb der Transitionsformel 
verwendet werden und damit keinen permanenten Wert haben, wird freien Variablen beim Schalten einer Tran-
sition ein Wert zugeordnet, der als Marke auf einer der Umgebungsstellen der Transition, an der die Variable über 
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die Transitionsvariablendeklarationen gebunden ist, vorhanden sein muß. Eine solche Zuordnung (Bindung) der 
freien Variablen zu Werten, die als Marken auf den Umgebungsstellen liegen, definiert den Mode, in dem eine 
Transition schaltet. Bei der Verwendung der freien Variablen kann man sich vorstellen, daß die Variable durch 
den bzgl. eines Schaltmodes gegebenen Wert ersetzt wird. 
Über die Transition Formulas Option können prädikatenlogische Formeln erster Ordnung fl1r die Transition an-
gegeben werden, die bestimmen, ob die Transition in einem gegebenen Ausführungsmode schalten kann. Die 
Syntax für solche Formeln ist schon im Sprachdefinitionsteil alsformula definiert worden. Wir haben also: 
Irans Jormula _inscr: formula { ; formula } ~ [ ; ] 
Dabei darf formula nur freie bzw. gebundene Variablen enthalten, die als freie bzw. gebundene Variablen der 
Transition definiert sind. Alle weiteren nicht im Sprachbericht vordefinierten Symbole der Formel müssen natür-
lich in der globalen bzw .lokalen Spezifikationsdeklarationsbox des Netzes definiert sein. Eine Ersetzung der frei-
en Variablen der Transition an Werte, die in der Umgebung der Transition als Marken vorhanden sind, bestimmt 
einen potentiellen Schaltmode, der nur dann auftreten kann, wenn eine Transitionsformel bei Ersetzung der freien 
Variablen durch die ihnen zugeordneten Werte zu true ausgewertet werden kann. Im Fall mehrerer Formeln muß 
man sich diese durch ein logisches Und verknüpft denken. 
Über die Code Option kann man einer Transition einen beliebigen ML-Ausdruck, dessen Komponenten entweder 
Standard ML Konstrukte, in der lokalen bzw. globalen ML-Deklarationsbox definierte Größen oder als freie Va-
riablen der Transition definierte Namen sind, zuordnen. Das Code Segment wird bei der Simulation (nicht bei der 
Erreichbarkeitsanalyse) dann ausgeflihrt, wenn eine Transition in einem gewissen Mode schaltet, wobei die frei-
en Variablen in ML durch Variablendeklarationen so gebunden sind, wie es der spezielle Schaltmode definiert. 
Da sich die freien und gebundenen Variablendefinitionen in ihrer textuellen Form nicht unterscheiden, werden 
siedefaultmäßig im Editor mit Tag-Regionen mitLabelF bzw. B versehen. Die Code-Region ist ebenfalls de-
faultmäßig mit einer Tag-Region mit Label C versehen. Das Beschriftungselement Name besitzt defaultmäßig 
keine Tag-Region, wird aber durch eine kursive Schrift (Roman Bold Italics) gekennzeichnet, während die Tran-
sitionsformel ebenfalls ohne Tag-Region in Normalschrift dargestellt wird. Das folgende Bild zeigt eine Transi-
tion mit ihren verschiedenen Beschriftungselementen. 
freie Variablen gebundene Variablen 
Transitionsfonnel 
pl:w;n:p2 [!] 
-+---e ... w <> empty; 




Die Code-Region ist für die Semantik des Netzes selbst nicht von Belang, sondern dient in der Regel dazu, wäh-
rend einer Simulation z.B. statistische Daten zu sammeln. Der Übersichtlichkeit halber wird man die Text-Box 
der Code-Region daher oftmals unsichtbar halten. Da weiter die Definition der Variablen oftmals bereits aus den 
anderen Beschriftungen, in denen sie verwendet werden, ersichtlich ist, kann man auch deren textuellen Inhalt 
oftmals verdecken und nur durch die zugehörigen Tag-Regionen ihr Vorhandensein anzeigen. Die obige Transi-
tion mit ihren Beschriftungen wird man daher vielleicht in der folgenden Weise im Editor darstellen: 
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0 ~ 
w <> eropty; 
all ro: (n < ro) 
@] 
tl 
Je nachdem, aus welcher Sicht man das Netz betrachtet, kann man also bei Bedarf über das Tag Konzept unwichtige 
Informationen verdecken. Über die Graphik- und Textattribute sind andere Kennzeichnungsformen wichtiger Teile 
realisierbar. 
5.1.3.3.3 Beschriftung von Kanten 
Kanten besitzen nur eine Beschriftung, die eine formale Summe über Termen der Spezifikationssprache darstellt. 
Wenn man den Inscription .•. Menuepunkt bei einer selektierten Kante aufruft, kann man daher gleich den Text der 
Beschriftung eingeben. 
Die Syntax für die Kantenbeschriftung ist 
arc inscr: formal sum 
wobeiformal _sum wie im Sprachspezifikationsteil definiert ist. Die Variablen innerhalb der formalen Summe müs-
sen dabei als freie Variablen der zu der Kante gehörenden Transition definiert sein. Der Typ der formalen Summe 
muß eine Teilmenge der Sorten sein, die an die zugehörige Stelle gebunden sind. Kantenbeschriftungen werdende-
faultroäßig als Label-Regionen ohne Tag dargestellt. Damit haben wir alle elementaren seroantisehen Netz-Objekte 
vorgestellt. Das folgende Bild zeigt eine Seite eines typischen SNL-Modells, wie es mit dem Editor erstellt wurde. 
Erzeuger-Verbraucher-System- Page 2 











l'mdata(pr) n:data[2] l'n l'get(w) n:data 
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5.1.4 Hierarchisierungselemente im Editor 
Es gibt verschiedene Möglichkeiten, eine Hierarchisierung des zu entwickelnden Netz-Modells im Editor durchzu-
fi.lhren. In der Regel wird man eine benötigte Netz-Klasse oder einen benötigten Netz-Modul zunächst als gewöhnli-
ches Netz auf einer neuen Diagrammseite unabhängig von den restlichen Seiten entwerfen. Wenn alle benötigten 
Stellen, Transitionen und Kanten und sich nicht auf die Hierarchisierung beziehenden Beschriftungen erzeugt sind, 
wird man einige der Transitionen oder Stellen als Port-Transitionen oder Port-Stellen der Netz-Klasse bzw. des Netz-
Moduls auszeichnen. Dies geschieht über den Menuepunkt Port Node ... im Net Menue. Weiter wird man bei Bedarf 
einige Beschriftungselemente des Netz-Moduls oder der Netz-Klasse als Parameter des Netz-Moduls oder der Netz-
Klasse deklarieren. Dies erfolgt über die Erzeugung einer Parameterdeklarationsbox. Der Netz-Editor kennzeichnet 
die betreffende Seite bei der Erzeugung der Port-Transitionen bzw. Port-Stellen als Netz-Klasse bzw. Netz-Modul, 
so daß die Netz-Klasse bzw. der Netz-Modul auf anderen Seiten referenziert werden kann. 
Die so definierte Netz-Klasse bzw. der so definierte Netz-Modul kann nun auf anderen Seiten referenziert werden. 
Hierzu konvertiert man auf so einer Seite eine Stelle (im Fall einer Netz-Klasse) bzw. eine Transition (im Fall des 
Netz-Moduls) über den Menuepunkt Compound Node des Net Menues in eine Substitutionsstelle bzw. eine Substi-
tutionstransition. Im Verlauf dieser Konvertierung ordnet der Benutzer dem Substitutionsknoten die Diagrammseite 
zu, die die zugehörige Netz-Klasse oder den zugehörigen Netz-Modul beschreibt, und gibt die aktuellen Parameter 
zur Instantiierung der Netz-Klasse bzw. des Netz-Moduls an. Im Anschluß hieran muß nur noch die Zuordnung der 
Socket-Knoten zu den Port-Knoten erfolgen. Eine solche Zuordnung eines Socket-Knoten zu einem Port-Knoten er-
hält man durch Aktivierung des Port Assignment ... Menuepunktes im Net Menue, wobei man zunächst einem se-
lektierten Socket-Knoten einen Port-Knoten zuordnen und dann die Parameterzuordnung angeben muß. 
Manchmal kommt es auch vor, daß man ein Netz-Modell editiert hat und dann feststellt, daß ein Teil des bereits er-
zeugten Netz-Modells besser als eine allgemeine Netz-Klasse oder ein allgemeiner Netz-Modul auf eine andere Seite 
ausgelagert werden und statt dessen im betrachteten Teil des Modells eine Instantiierung dieser Netz-Klasse bzw. die-
ses Netz-Moduls erfolgen sollte. Hierzu kann man mit dem Menuepunkt Move to Subpage." im Net Menue ein se-
lektiertes Teilnetz auf eine neue Seite auslagern, wobei der Editor dieses Teilnetz automatisch auf der übergeordneten 
Seite durch eine Substitutionstransition oder -stelle ersetzt. Umgekehrt kann man durch den Menuepunkt Replace by 
Subpage im Net Menue eine selektierte Substitutionstransition bzw. -stelle automatisch durch das Teilnetz, das den 
zugehörigen Netz-Modul bzw. die zugehörige Netz-Klasse beschreibt, ersetzen. 
Im folgenden wollen wir die Menuepunkte Port Node, Compound Node, Port Assignment, Move to Subpage ... 
und Replace by Subpage des Net Menues genauer beschreiben. 
5.1.4.1 Erzeugung von Portknoten 
Um einen selektierten Netz-Knoten (Transition oder Stelle) in einen Port-Knoten zu verwandeln, benützt man den 
Port Node ... Menuepunkt im Net Menue. Dieser konvertiert einen einfachen Knoten in einen Port von einem be-
stimmten Untertyp (Generic, Eingabe, Ausgabe oder Ein-/Ausgabe) und erlaubt es, dem selektierten Knoten weitere 
Beschriftungselemente (Schnittstellenbeschreibung und Parameterzuweisung) zuzuordnen. Im Fall einer Port-Tran-
sition defmiert das eine Beschriftungselement (die Schnittstellenbeschreibung des Ports) die Ein- und/oder Ausgabe-
parameter der Port-Transition mit deren Typen. Das andere Beschriftungselement (die Parameterzuweisungen des 
Ports) enthält im Fall der Port-Transition Zuweisungen, die den "Wert" der Ausgabeparameter der Port-Transition 
festlegen. Im Fall einer Port-Stelle kann man dieser nur ein weiteres Beschriftungselement (die Schnittstellenbe-
schreibung) zuordnen. Dieses beschreibt, welche Multimengen von Objekten die Stelle als Eingabestelle erwartet 
bzw. als Ausgabestelle zurückgibt. Nach Aktivieren des Port Node ... Menuepunktes erhält man ein Dialogfenster, 
über das der Editor abfragt, welches Beschriftungselement erzeugt werden soll und von welchem Untertyp der Port-
Knoten sein soll. Dieses Dialogfenster hat die folgende Gestalt: 
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@ General Port 
0 InputPort 
0 Output Port 
0 Input & Output Port 
0 Output Parameter Assignment 
I CANCEL I I OK I 
Bei Auswahl der Option General Port wird ein Portknoten vom Untertyp Generic erzeugt. Dies ist nur für Kno-
ten vom Typ Transition erlaubt. und es wird in diesem Fall eine Port-Transition erzeugt. die keine Parameter hat. 
Bei Auswahl von Input Port, Output Port und Input & Output Port wird ein Portknoten vom Untertyp Ein-
gabe, Ausgabe oder Ein-/ Ausgabe erzeugt. Im Fall einer Transition kann diese als Port je nach Untertyp Eingabe-
' Ausgabe- oder Ein- und Ausgabeparameter haben. Bei einer Stelle nimmt diese als Port je nach Untertyp Mar-
ken von der oberen Hierarchieebene entgegen (Eingabeport), gibt Marken nach oben zurück (Ausgabeport) oder 
erlaubt beides (Ein-/Ausgabeport). 
Nach Auswahl einer der Optionen General Port, Input Port, Output Port oder Input & Output Port wird der 
selektierte Knoten (wenn die Syntaxprüfung es erlaubt) in einen Portknoten vom gewählten Untertyp konvertiert 
und vom System ein Beschriftungselement (Text Label) mit einer Tag-Region mit Label P für Port angelegt. Der 
Benutzer muß dann im Fall von Eingabe-, Ausgabe- oder Ein-/ Ausgabeports die Schnittstellenbeschreibung des 
Ports in diesem neuen Beschriftungselement eingeben. Im Fall einer Port-Transition (Parameterdefinitionen) 
muß die Beschriftung der folgenden Syntax genügen: 
trans_yort_yaram_inscr: { port_yaram_decls }~ 
Die Syntax von port _yaram _ decls haben wir dabei im Sprachteil schon ausgiebig erörtert. Im Fall einer Port-
Stelle hat die Schnittstellenbeschreibung die Gestalt: 
place _yort _param _inscr: { port _interface _decls } ~ 
Die Syntax von port _interface _ decls haben wir ebenfalls schon im Sprachteil erörtert. 
Wenn eine Porttransition vom Untertyp Ausgabe- oder Ein-/Ausgabe erzeugt wurde, so kann man dieser über ei-
nen erneuten Aufruf des Port Node •.• Menuepunktes und Auswahl der Option Output Parameter Assignment 
ein weiteres Beschriftungselement (Parameter Zuweisungen) zuordnen, daß die Werte der Ausgabeparameter bei 
einem Schalten der Port-Transition bestimmt. Dies Beschriftungselement wird defaultmäßig als Textlabel mit 
Tag > angelegt. Die textuelle Syntax zur Angabe der Werte der Ausgabeparameter ist: 
trans _yort _ assign _inscr: port _return _ decl { ; port _return _ dec/ } ~ [ ; ] 
Wir wollen uns zur Verwendung von Port-Transitionen einmal das Beispiel der Netz-Klasse FIFO ansehen. 
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Beispiel 52 (Die Netz-Klasse FIFO im SMARAGD-Editor) 
Das folgende Bild zeigt unsere Netz-Klasse FIFO im SMARAGD-Editor. 
FIFO- Page 2 
Parameter Declaration Box 
param Fifo_Param : FIFO_PARAM; (* Elementsorte der FIFO *) 
param maxf : int; (* maximale Laenge der FIFO *) 
Local Specification Box 
include FIFO(Fifo_Param) 
I!] in n:elem 
w:fifo 
length(w)<=maxf I!] out n:elem~ n=get(w) 












Hier bilden die Transitionen put und get die Porttransitionen. put ist ein Eingabeport, der einen Einga-
beparametern verlangt, wobein das in die FIFO auf der Stelle pl einzutragende Element bezeichnet. 
get ist ein Ausgabeport der F IFO Netz-Klasse. get besitzt einen Ausgabeparameter n, dem als "Wert" 
der Tenn get (w) zugeordnet ist. Der Ausgabeparameter gibt somit das erste Element innerhalb der 
FIFO an. 
- 123-
5.1.4.2 Erzeugung von Substitutionsknoten 
Zur Erzeugung eines Substitutionsknotens selektiert man zunächst den betreffenden Knoten und ruft dann den 
Menuepunkt Compound Node im Net Menue auf. Das zugehörige Kommando öffnet dann automatisch die 
Hierarchieseite des SNL-Modells, die Knoten fiir alle Seiten des Modells enthält und die Beziehungen der Seiten 
untereinander durch Kanten und Beschriftungen anzeigt. Durch Anklicken des gewünschten Seitenknotens auf 
der Hierarchieseite selektiert der Benutzer nun die gewünschte Netz-Klasse oder den gewünschten Netz-Modul. 
Der Editor erlaubt dabei nur die Selektion der Seitenknoten, die ein zum Typ des Substitutionsknotens passendes 
Unternetz beinhalten. 
Bei richtiger Selektion konvertiert der Editor dann den selektierten Knoten in einen Substitutionsknoten und er-
zeugt fiir ihn defaultmäßig eine Tag-Region mit Inschrift HS, eine Label-Region und eine Box Region, die dieser 
Tag-Region zugeordnet sind. Die Label-Region enthält den Namen der Unterseite, die dem Substitutionsknoten 
zugeordnet worden ist, und wird automatisch vom System ausgefüllt. Die andere Box-Region dient zur Angabe 
der aktuellen Parameter der Netz-Klasse bzw. des Netz-Moduls und muß vom Benutzer ausgefüllt werden. Die 
Syntax zur Angabe der aktuellen Parameter wurde schon im Sprachteil definiert. Wir haben: 
actua/ yaram _inscr: { inst yaram _ dec/ }~ 
Natürlich muß für jeden formalen Parameter der Netz-Klasse bzw. des Netz-Moduls hier genau ein aktueller Pa-
rameterwert angegeben werden. Das folgende Bild zeigt die lnstantiierung der Netz-Klasse F IFO in unserem Er-















Die Instantiierung der Netz-Module Erzeugerund Verbraucher in einem Erzeuger-Verbraucher System im Editor 
zeigt das nächste Bild. 
Erzeuger-
IHBJ ERZEUGER 
rnaxp 2; I 
r=l' al+l' a2 IHSI VERBRAUCHER 
'----o-::---'1,.; [[Jrtfop: __ _ lli]fifop: j 
w:fifo 
fe~ngth w <= maxf 




5.1.4.3 Zuweisung von Socketknoten zu Portknoten 
Als letztes muß man nun die Socket/ Port-Zuordnungen vornehmen. Hierzu selektiert man eine Kante, die einen 
Socketknoten mit einem Substitutionsknoten verbindet und ruft den Menuepunkt Port Assignment im Net Me-
nue auf. Der Editor öffnet dann die zu dem Substitutionsknoten gehörige Unterseite und erlaubt es dem Benutzer, 
einen Portknoten zu selektieren, der vom Typ her zu dem durch die selektierte Kante gegebenen Socketknoten 
paßt. Nach Anklicken so eines passenden Ports führt dann der Editor die Socket/Port-Zuordnung durch und er-
zeugt eine Port-Assignment Region, die er der selektierten Kante zuordnet. Diese wir defaultmäßig als Label-
Region mit einer Tag-Region, die die Inschrift S hat, angelegt. Der Name des zugehörigen Portknotens wird au-
tomatisch in der Beschriftung dieser Assignment Region festgehalten. Die Zuordnung der aktuellen Portparame-
ter im Fall von Socket-Transitionen, die Parameter besitzen, muß dann der Benutzer selbst durchführen, in dem 
er das Textlabel editiert. Die textuelle Syntax hierfür wurde schon im Sprachteil gegeben. Wir haben: 
portyaram_ass: term -> param_id 
var _id <- param _id 
Die letzten beiden Bilder mit den Instantiierungen der Netz-Klasse bzw. der Netz-Module zeigen auch das Aus-
sehen der Socket/Port-Assignment Regionen, wie es als Default im Editor deftniert ist. 
5.1.4.4 Auslagern von Teilnetzen 
Wir waren bislang davon ausgegangen, daß man bei der Modularisierung eines SNL-Modells zunächst die Netz-
Module bzw. Netz-Klassen entwirft und diese im Anschluß daran instantiiert. & kann jedoch auch der Fall sein, 
daß man mit einem Entwurf schon weit fortgeschritten ist und dann feststellt, daß man die ein oder anderen Teil-
netze besser gesondert als allgemeingültige Netz-Module bzw. Netz-Klassen formuliert hätte. Für diese Situation 
stellen wir im Editor ein Kommando bereit, mit dem man selektierte Teilnetze auf eine gesonderte Diagramm-
seite auslagern und damit in eine Netz-Klasse bzw. in einen Netz-Modul konvertieren kann. 
Hierzu muß der Anwender zunächst ein geeignetes Teilnetz selektieren. Der Editor veriftziert dann, ob die Be-
randung dieses Teilnetzes (bestimmt durch die selektierten Knoten, die Verbindungen mit nichtselektierten Kno-
ten besitzen) alle vom gleichen Typ sind. Wenn dies der Fall ist, wird das selektierte Teilnetz auf eine neue 
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Diagrammseite ausgelagert, und je nach Typ der Herandungsknoten als Netz-Klasse bzw. Netz-Modul markiert, 
wobei die Randknoten in Portknoten vom entsprechenden Typ konvertiert werden. Man beachte dabei, daß die 
Randknoten auf oberer Ebene als Socketknoten verbleiben und auf der neuen Diagrammseite als Portknoten du-
pliziert werden, während innere Knoten und Kanten von der oberen Ebene auf die neue Diagrammseite mit der 
Netz-Klasse bzw. dem Netz-Modul verschoben werden. Anstatt des Teilnetzes wird auf oberster Ebene ein Sub-
stitutionsknoten vom entsprechenden Typ erzeugt, der mit den durch die Randknoten gegebenen Socketknoten 
durch entsprechende Socket-Fort-Zuordnungskanten verbunden ist. Alle Beschriftungen, die in Konflikt mit der 
neuen Identität von Knoten und Kanten stehen werden dabei gelöscht. Dies sind die Beschriftungen der Kanten. 
die Socketknoten mit dem neuen Substitutionsknoten verbinden, da sie durch Socket-Port-Zuordnungen ersetzt 
werden müssen. 
Der Anwender muß dann zum Abschluß noch von Hand die Portparameter und zugehörigen Socket-Port-Zuord-
nungen festlegen. 
5.1.4.5 Ersetzen eines Substitutionsknotens durch ein Teilnetz 
In Umkehrung zu der im obigen Abschnitt beschriebenen Editoroperation bietet dieser weiter eine Operation, mit 
der ein Substitutionsknoten durch das zu der zugehörigen Netz-Klasse bzw. dem zugehörigen Netz-Modul gehö-
rige Teilnetz ersetzt werden kann. 
Hierzu selektiert ein Anwender zunächst einen Substitutionsknoten und wählt dann den zugehörigen Me-
nuepunkt aus. Der Editor entfernt dann den Substitutionsknoten und setzt für diesen das zugehörige Teilnetz ein. 
Dabei werden die Socket-Port-Zuordnungen an den zugehörigen Kanten gelöscht und Portknoten auf die zuge-
hörigen Socketknoten abgebildet. 
Der Anwender muß dann im Anschluß hieran noch überprüfen, inwieweit die Variablen. die als Portparameter 
definiert waren, als Variablen der zugehörigen Socketknoten neu zu definieren sind. 
Zum Abschluß dieses Kapitels über den Editor wollen wir noch eine kurze aber vollständige Übersicht über die 
Menues der Menueleiste und die einzelnen Menuepunkte geben. 
5.1.5 Die Menueleiste des Editors 
Wir wollen in diesem Unterkapitel einmal kurz die Menues und die in diesen enthaltenen Kommandos unseres 









Page Setup ... 
Print. .. 
Save Subdiagram 
Load Subdiagram ... 
Save Text. .. 
Load Text. .. 
Quit Editor ... 
Quit 
Ata Set Makeup Page Group Text Align 
Im File Menue sind alle Aktivitäten des Editors zusammengefaßt, die sich auf die Interaktion des Editors mit dem 
externen Betriebssystem beziehen. Das New Kommando initialisiert den Editor für ein neues SNL-Modell. Das 
Open Kommando ermöglicht es dem Benutzer, über einen File-System-Browser ein bereits erstelltes Diagramm 
in den Editor zu laden. Mit Save und Save As ... speichert man ein editiertes SNL-Modell in einer Datei, wobei 
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man Save As ... dann verwendet. wenn noch kein Name für die Datei angegeben worden ist, oder dieser Name 
geändert werden soll. Mit Revert ersetzt man das Modell im Editor durch die in einer externen Datei gespeicherte 
Version des Modells. 
Neben der Ausgabe eines Modells in einer Datei ist auch eine Ausgabe auf einem am System angeschlossenen 
Postscript-Drucker möglich. Mit dem Print Preview bzw. Print Kommando kann man ein im Editor befindliches 
SNL-Modell oder Teile davon auf einem Drucker ausgeben. Mit Page Setup kann man einige Voreinstellungen 
bzgl. der Druckerausgabe, wie das Seitenformat. ändern. 
Die Kommandos Save Subdiagram und Load Subdiagram ermöglichen das Laden und Speichern von Teilen ei-
nes Diagramms, während Save Text und Load Text das Laden und Speichern textueHer Teile eines Diagramms 
ermöglichen. 
Mit Quit Editor kann man den Editor verlassen und in den Simulator oder in die Analyseeinheit wechseln. Mit 
Quit beendet man SMARAGD. 

















Über das Undo Kommando kann das letzte Editierkommando rückgängig gemacht werden. Mit Cut wird ein se-
lektiertes Objekt. eine selektierte Gruppe von Objekten oder ein selektierter Text entfernt. wobei eine Kopie des 
Objektes bzw. der Objekte auf einem Clipboard gespeichert wird. Mit Copy kann ein Objekt oder eine Objekt-
gruppe kopiert werden. Paste plaziert den Inhalt des Clipboards an die durch den Mauszeiger gegebene Stelle. 
Mit C/ear kann ein selektiertes Objekt bzw. eine Objektgruppe entfernt werden. Mit Show Clipboard kann man 









Declaration Node ... 
Move to Subpage ... 
Replace by Subpage 
Compound Node ... 
Fusion Node ... 
ExitNode 
PortNode ... 
Port Assignment ... 
Syntax Check ... 
Syntax Messages ... 







Über das Net Menue werden die semantischen Elemente eines SNL-Modells erzeugt. Mit den meisten Me-
nuepunkten dieses Menues haben wir uns schon im vorherigen Unterkapitel eingehend befaßt. Wir stellen sie da-
her hier nur noch in Form einer Auflistung zusammen. 
Die Menuepunkte Place, Transition und Are ermöglichen die Erzeugung von Stellen, Transitionen und Kanten 
des Netzes. Über den lnscriptions ... Menuepunkt kann man Stellen, Transitionen oder Kanten Beschriftungsele-
mente wie Namen, Variablen, Formeln und Formale Summen zuordnen. Über den Menuepunkt Declaration 
Node ... kann man die verschiedenen Deklarationsboxen erzeugen, die textuelle Teile des SNL-Modells, wie die 
abstrakten Datentypdefinitionen und ML-Realisierungen dieser Spezifikationen aufnehmen. 
Mit Move to Subpage kann man ein selektiertes Teilnetz von einer Seite auf eine andere Seite verlagern, während 
der Menuepunkt Replace by Subpage umgekehrt einen Knoten, der als Repräsentant eines Netzes auf einer an-
deren Seite steht, durch das zugehörige Teilnetz ersetzt. 
Durch den Menuepunkt Compound Node kann man einen Knoten (Transition oder Stelle) in eine Substitutions-
stelle bzw. Substitutionstransition umwandeln, der damit eine weitere Diagrammseite als Modul bzw. Netz-Klas-
se zugeordnet ist. Mit dem Menuepunkt Fusion Node kann man eine Fusionsmenge von Knoten bilden. Das Port 
Node Kommando wandelt einen Knoten in eine Port-Stelle bzw. Port-Transition um, während Port Assignment 
eine Zuordnung von Socket- zu Port-Knoten bildet. 
Syntax Check erlaubt es dem Benutzer, die Syntax der Beschriftung eines SNL-Modells zu überprüfen. Syntax 
Messages zeigt ein Fenster mit den Fehlermeldungen eines Syntaxchecks des aktuellen Diagrammes. 
Mit Sim Regions ... können Beschriftungsteile des Netzes in ML evaluiert werden. 
Das Aux Menue stellt demAnwendereine Reihe graphischer Hilfsobjekte zur Verfügung, die er zu Dokumen-
tations- und Annotationszwecken einem SNL-Modell hinzufügen kann. Diese Objekte haben keinerlei semanti-
sche Bedeutung für das SNL-Modell. Außerdem enthält das Aux Menue einige Hilfskommandos. Das Aux 
Menue hat die folgende Gestalt: 
File Edit Net Set Makeup Page Group Text Align 










Make Region Alt+M 
MakeNode 
Convert to Net .. 






Über die Menuepunkte Connector, Box, RoundedBox, Ellipse, Polygon, RegularPolygon, Wedge, Line, Label 
und Region ... kann der Anwender Konnektoren, Boxen, Boxen mit gerundeten Ecken, Ellipsen, Polygone, regu-
läre Polygone, Ellipsensegmente, Geraden, Textzeilen oder Regionen als Hilfsobjekte in ein SNL-Modell einfü-
gen. 
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Das Kommando Make Region wandelt ein beliebiges Objekt (außer eine Region) in eine Region um. Das Kom-
mando Make Node wandelt dagegen ein beliebiges Objekt in einen Knoten um. 
Der Menuepunkt Convert to Net konvertiert ein Hilfsobjekt in ein semantisches Netz-Objekt (Stelle oder Transi-
tion). Auf diese Weise ist es möglich, eine Stelle oder Transition in einer beliebigen durch ein HUfsobjekt defi-
nierten Form darzustellen. Durch Convert to Aux wird entsprechend ein Netz-Objekt in ein Hilfsobjekt 
umgewandelt. 
Mit Start ML kann man den ML-Interpreter vom Editor aus starten. Mit ML Eva/uate kann man einen beliebigen 
selektierten ML-Code im ML-Interpreter evaluieren. ML Stream liefert einem einen terminalorientierten Zugang 
zum ML-Interpreter. 
Das Set Menue enthält Kommandos, mit denen man Defaultwerte der Applikation verändern kann. Es hat die 
folgende Gestalt: 
File Edit Net 
Type: None Text: 
Makeup Page Group Text Align 
Text Attributes ... 
Graphie Attributes ... 
Shape Attributes .. . 
Region Attributes .. . 
Page Attributes .. . 
Mode Attributes .. . 
Hierarchy Page Options ... 
Interaction Options ... 
Connector Options ... 
Merge Options ... 
Text Options ... 
Syntax Options ... 
Simulation Options ... 
Occ Set Options ... 
Substep Options ... 
Feedback Options ... 
Token Flow Options ... 
Warning/Stop Options ... 
Bind Dialog Options ... 
ML Configuration Options ... 






Über das Kommando Text Attributes ... kann man das Aussehen textueller Objekte des Systems beeinflussen, 
während der Menuepunkt Graphie Attributes ... das Aussehen graphischer Objekte bestimmt. Mit Shape Attribu-
tes kann man die Defaultgröße von Objekten einstellen und über Region Attributes ... die Attribute von Regionen 
beeinflussen. Über Tag Attributes ... sind die Tag-Attribute von Beschriftungselementen einstellbar. 
Über das Kommando Page Attributes lassen sich die Attribute der Diagrammseiten einstellen. Das Kommando 
Mode Attributes beeinflußt verschiedene semantische Attribute einer Seite als Modul bzw. Netz-Klasse während 
einer Simulation oder Erreichbarkeitsanalyse. 
Die Attribute der Hierarchy Page Options ... bestimmen das Layout der Hierarchieseite, die die Beziehungen der 
Seiten eines Netz-Modells untereinander anzeigt. Interaction Options ... bestimmt die Interaktion des Systems mit 
dem Benutzer während einer Simulation des SNL-Modells. 
Eine weitere Gruppe von Menuepunkten im Set Menue beeinflußt Optionen während der Simulation und Erreich-
barkeitsanalyse eines Petri-Netz-Modells. Die generellen Optionen für eine Simulation lassen sich über Simula-
tion Options ... einstellen. Occ Set Options bestimmt, welche Formen von Schaltvorgängen bei einer Simulation 
oder Erreichbarkeitsanalyse berücksichtigt werden. Hier kann man z.B. festlegen, ob nur das Schalten einzelner 
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Transitionen oder auch das Schalten von Schritten erlaubt sein soll. Substep Options ... legen bei der Simulation 
fest, wann die Simulation anhält (Breakpoints) oder welche semantischen Objekte während einer Simulation ge-
zeigt werden. Feedback Options ... bestimmen das Feedback des Systems während der Simulation. 
ML Gonfiguration Options beschreiben die Informationen, die der Editor, der Simulator oder die Erreichbarkeits-
analyseeinheit benötigen, um den ML-Interpreter über das Netzwerk ansprechen zu können. 
Über den Menuepunkt Copy Defaults kann man eingestellte Defaultwerte als system- oder modellweite Defaults 
speichern. 
Das Makeup Menue enthält Kommandos, die verschiedene Operationen auf Objekten durchführen. Es enthält 
im einzelnen die folgenden Menuepunkte: 
I File Edit Net Aux Set a1m. Page Group Text Align I 





Fit to Text Alt+S 
Change Shape 
Duplicate Node Alt+slash 
MoveNode 
MergeNode 
Hide Regions Alt+minus 
Show Regions Alt+equal 
Bring Forward 
Bring Backward 
Parent Object Alt+Up 
Child Object Alt+Down 
Next Object Alt+Right 
Previous Object Alt+Left 
Der Menuepunkt Select ermöglicht die Selektion von Objekten. Drag erlaubt die Bewegung von Objekten, wäh-
rend Displace ein Objekt um eine voreingestellte Distanz bewegt. Mit Adjust kann man die Größe eines Objektes 
beliebig verändern. während Fit to Text ein Objektgenauso groß macht, das es einen darin enthaltenen Text um-
faßt. Mit Change Shape kann man den graphischen Typ eines Objektes (Box, Ellipse, usw) verändern, wobei die 
semantische Funktion des Objektes erhalten bleibt. Damit kann man z.B. eine Stelle graphisch als Box darstellen. 
Mit Duplicat Node, Move Node oder Merge Node kann man Objekte duplizieren, bewegen oder zusammenfassen. 
Durch Hide Regions kann man eine Region unsichtbar machen und durch Show Region wieder zum Vorschein 
bringen. Bring Fonvard und Bring Backward verändern die Lage von Objekten in vertikaler Richtung. Das erste 
Kommando bringt ein selektiertes Objekt in den Vordergrund in Bezug auf Objekte, die dieses vorher teilweise 
verdecken, während das zweite Kommando das selektierte Objekt in den Hintergrund bringt. 
Objekte werden im Editor in bestimmten Beziehungen zueinander gehalten. Regionen sind z.B. anderen Objekten 
(den Vätern) als Kinder in einer Hierarchie zugeordnet. Weiter sind Objekte gemäß der Reihenfolge, in der sie 
erzeugt werden, geordnet. Mit Parent Object selektiert man zu einem vorher selektierten Objekt ein mögliches 
Vaterobjekt Child Object selektiert zu einem Vaterobjekt umgekehrt die Kinderobjekte. Mit Next Object selek-
tiert man das auf das aktuelle Objekt folgende Objekt bzgl. der Erzeugungsreihenfolge, während man mit Pre-
vious Object das vorhergehende Objekt selektiert. 
Das Page Menue faßt alle Aktivitäten in Bezug auf die Seiten eines SNL-Modells zusammen. 
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I File Edit Net Aux Set Makeup llllmta Group Text Align I 







Redraw Hierarchy ... 
Über New Page öffnet man eine neue Diagrammseite, während man über Open Page eine bereits vorhandene ge-
schlossene Seite öffnet. Mit Close Page schließt man entsprechend eine Seite. 
Sc roll erlaubt das Scrollen des Inhalts einer Seite, so daß prinzipiell der Inhalt einer Seite größer als das die Seite 
darstellende Fenster sein kann. Mit Blowup vergrößert man den Inhalt einer Seite bzw. mit Reduce verkleinert 
man den Inhalt einer Seite um einen vorgegebenen Faktor. C/eanu.p löscht den Inhalt einer Seite. 
Das Redraw Hierarchy Kommando führt ein automatisches Layout der Hierarchie-Seite durch. 
Das Group Menue faßt alle Kommandos zusammen. die sich auf die Behandlung von Gruppen von Objekten 
beziehen. 
File Edit Net Aux Set Makeup Page 
Type: None Text: Off Regroup 
Previous Group 
Select All Nodes 
Select All Regions 
Select All Connectors 
Select Fusion Set 
Define Group .. . 






Regrou.p selektiert aufs neue die zuletzt existierende Gruppe von Objekten, während man mit Previous Grou.p die 
vorhergehende Gruppe von Objekten selektiert. 
Mit Se/ect All Nodes selektiert man alle Knoten einer Seite, mit Se/ect All Regions alle Regionen einer Seite, mit 
Se/ect All Connectors alle Konnektoren einer Seite und mit Select Fusion Set alle Elemente einer Fusionsrnenge. 
Mit Define Grou.p kann man interaktiv Objekte zu einer Gruppe zusammenfassen, während man mit Find Sub-
grou.p interaktiv Elemente aus einer Gruppe zu einerneuen Gruppe zusammenfassen kann. 
Das Text Menue faßt alle textbezogenen Aktivitäten zusammen. 
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I File Edit Net Aux Set Makeup Page Group- Align J 







Find Next Alt+N 
Find Beginning 
Select All Text Alt+W 
Select to ... 
Select to Bracket 
Über Turn On schaltet man den Textmode des Editors ein. In diesem können die Textobjekte eines SNL-Modells 
editiert werden. Der Menuepunkt Turn On wird dabei zum Menuepunkt Turn O.ffkonvertiert, über den man den 
Textmode wieder ausschalten kann. Mit dem Menuepunkt Move Text kann man Text von einem Objekt zu einem 
anderen Objekt bewegen. 
Find ... erlaubt es dem Benutzer nach einem bestimmten Text zu suchen und diesen bei Bedarf durch einen neuen 
angegebenen Text zu ersetzen. Mit Find Next findet man das nächste Vorkommen eines selektierten Textes und 
mit Find Beginning den Anfang eines Textes. 
Mit Select All Text selektiert man den gesamten Text eines Textobjektes, während man bei Select to ... angeben 
kann, bis zu welcher Stelle ein Text selektiert werden soll. Se/ect to Bracket selektiert schließlich den Text bis 
zur nächsten Klammer. 
Das Align Menue bietet dem Benutzer vielfältige Möglichkeiten. Objekte gegeneinander auszurichten. 
File Edit Net Aux Set Makeup Page Group Text 










Left to Left 
Left to Right 
Right to Left 
Right to Right 
Top toTop 
Top to Bottom 
Bottom to Top 






Horizontal richtet selekierte Objekte horizontal, Vertical richtet Objekte vertikal zueinander aus. Mit Center kann 
man Objekte auf einer Seite zentrieren, während man mit Position Objekte durch Eingabe von Koordinaten po-
sitionieren kann. 
Weiter kann man Objekte durch Menuepunkte im Align Menue auf einer Seite verteilen. Mit Horizontal Spread 
verteilt man selektierte Objekte in horizontaler Richtung, mit Vertical Spread in vertikaler Richtung und mit 
Circular Spread kreisförmig um einen Punkt. Mit Between plaziert man ein Objekt zwischen anderen Objekten, 
während man mit Projection ein Objekt auf eine Gerade projiziert, die durch andere Objekte gegeben ist. 
Mit Left to Left richtet man zwei Objekte so aus, daß ihre linken Seiten aneinanderliegen, mit Left to Right so, 
daß die linke Seite des ersten Objekts an der rechten Seite des zweiten Objekts liegt. Entsprechend positioniert 
Right to Left die Objekte so, daß die rechte Seite des ersten Objekts an der linken Seite des zweiten Objektes liegt, 
während bei Right to Right die rechten Seiten beider Objekte aneinandergelegt werden. Bei Top to Top werden 
die Objekte so positioniert, daß beide oberen Seiten aneinanderliegen, während bei Top to Bottom die obere Seite 
des ersten Objektes an die untere Seite des zweiten Objektes positioniert wird. Bei Bottom to Top wird schließlich 
die untere Seite des ersten Objekts an die obere Seite des zweiten Objekts positioniert, während bei Bottom to 
Bottom die unteren Seiten aneinandergelegt werden. 
6. Vergleich mit anderen Petri-Netz-Modellen und-Werkzeugen 
Unser SNL-Modell basiert in seiner Grundidee auf den Prädikat/fransitions-Netzen (PrT-Netze), wie sie von 
Genrich und Lautenbach erstmalig in [Genrich79] vorgestellt wurden. Neuere Beschreibungen dieses Höheren 
Petri-Netz-Modells findet man u.a. in [Genrich80e, Genrich81, Genrich83, Genrich86, Genrich89]. Die Defmi-
tion eines Prädikat{fransitions-Netzes, wie sie in den angegebenen Artikeln vorgestellt wird, trennt zwar die 
Syntax eines Netzes von ihrer Semantik, da die Syntax des Netzes innerhalb eines prädikatenlogischen Kalküls 
beschrieben wird, andererseits wird die Semantik eines Netzes aber nicht ebenfalls formal in diesem prädika-
tenlogischen Kalkül beschrieben, sondern innerhalb des Netz-Modells schon durch eine Struktur (in unserer 
Sprache ein algebraisches System) angegeben, die die rein syntaktischen Elemente realisiert. Ein Nachteil dabei 
ist, daß die "statische" Semantik des Netzes zwar schon durch die angegebene Struktur festgelegt ist, aber die 
zugehörigen Beschriftungselemente, wie die Formeln auf den Transitionen erst noch bzgl. der Struktur ausgewer-
tet werden müssen, um ihre Wirkung auf Schaltvorgänge z.B. in Werkzeugen berücksichtigen zu können. 
Durch eine Interpretation der Beschriftungselemente eines PrT-Netzes bzgl. der zugehörigen Struktur, die un-
abhängig von der Netzmarkierung vor Ablauf des Netzes möglich ist (Genrich und Lautenbach bezeichnen dies 
als "statische" Semantik des Netzes), kann man ein PrT-Netz in ein weiteres Höheres Petri-Netz-Modell (ein 
sogenanntes Coloured Petri-Netz) transformieren, wie es parallel zu dem PrT-Netz-Modell von Jensen entwic-
kelt wurde und u.a. in [Jensen81a, Jensen8lb, Jensen86]) beschrieben wird. Das Coloured Petri-Netz-Modell ist 
dabei eine rein semantische Netz-Modellbeschreibung in dem Sinne, daß die Beschriftungen hier gleich über 
semantische Konstrukte, wie Mengen und Funktionen, definiert werden. Coloured Petri Netze haben daher den 
Vorteil, daß sie konkret sind und nicht die Trennung zwischen der syntaktischen Beschreibung und ihrer Reali-
sation bzgl. eines algebraischen Systems aufweisen, wie dies bei PrT-Netzen der Fall ist, und von daher in vielen 
Fällen leichter zu handhaben sind. So gibt man in Coloured Petri-Netz-Werkzeugen, wie Design/CPN (siehe 
[CPN90]), die an einer Netzbeschriftung beteiligten Mengen und Funktionen in der Regel direkt als Typdefmi-
tionen und Funktionsdefmitionen innerhalb einer interaktiven Computersprache, wie ML, an. Diese Beschrei-
bung ist sehr konkret, hat aber gerade aus diesem Grund den Nachteil, daß ihre Semantik nicht in einem formalen 
Kalkül spezifiziert wird, sondern über die Implementierung ihrer Objekte, wie ML-Typen und ML-Funktio-
nen, wobei die Wirkung dieser Objekte nur informell spezifiziert wird. 
Eine weitere Klasse von Netzen, für die typische Vertreter die auf der objektorientierten Sprache Smalltalk ba-
sierenden Netz-Modelle, wie sie in [Dähler87] vorgestellt werden, sind, basieren ebenfalls ihrer Konzeption nach 
auf dem PrT-Modell, sind jedoch stark in ihrer Arbeitsweise an ihre auf Smalltalk-Klassen basierende Implemen-
tierung, wie z.B. durch das PACE Tool realisiert ist, ausgerichtet. Der Einsatz von Smalltalk liefert hier sehr 
mächtige, aber auch sehr von ihrer Implementierung in Smalltalk abhängige Netz-Modelle, deren theoretische 
Eigenschaften nur noch bedingt über eine Theorie, wie die der PrT -Netze beschrieben werden kann, was uns pro-
blematisch erscheint. 
Die oben beschriebenen Vor- und Nachteile der Defmition von PrT-Netzen und Coloured Petri-Netzen filhrte 
zu einer Reihe von Artikeln, in der Netz-Modelle vorgestellt wurden, die eine formale Beschreibung der Syntax 
und Semantik von Netz-Modellen in einem PrT-Netz-llhnlichen Kalkül unter Verwendung der abstrakten Spe-
zifikation von Datentypen unterstützen, während die Realisation dieser Netz-Modelle in der Regel über die in 
der Praxis besser handhabbaren Coloured Petri Netze erfolgte. Auf diese Weise konnte man die Stärken sowohl 
des PrT-Netz-Modells als auch des Coloured Petri-Netz-Modells kombinieren. Hier seien insbesondere die Ar-
beiten von Memmi und Vautherin ([Memmi86, Memmi87, Vautherin86, Vautherin87]) erwähnt, in denen ein 
Netz zunächst rein syntaktisch und formal-semantisch in Form eines L-Schemas, bestehend aus einer zu Grunde 
liegenden algebraischen Spezifikation, einem Petri-Netz und einer auf Termen der algebraischen Spezifikation 
aufbauenden Beschriftung beschrieben und dann bzgl. einer Realisierung der Spezifikation durch ein algebra-
isches System als Coloured Petri-Netz interpretiert wird. 
Während beim Ansatz von Vautherin und Memmi zur Realisation eines L-Schemas beliebige Modelle der zuge-
hörigen Spezifikation zugelassen sind, so daß ein r.-Schema in der Regel eine ganze Klasse möglicher Realisie-
rungen als Coloured Petri-Netz besitzt, wobei diese Realisationen in der Regel durch eine manuelle 
Transformation der Spezifikation in ein zugehöriges Modell gewonnen werden, beschränken sich andere Ansät-
ze, wie z.B. von Reisig in [Reisig91] oder das Konzept des PrE-Netz-Modells im Esprit Projekt GRASPIN (sie-
he z.B. [Krämer85, Schmidt89]) auf eine Realisation der Netz-Spezifikationen durch ein zu der algebraischen 
Speziflkation gehöriges initiales Modell. Dieser Ansatz hat den Vorteil, daß man prinzipiell in der Lage ist, das 
initiale Modell weitgehenst automatisch mit einem computergestützten System z.B. durch Term-Rewriting (sie-
he hier z.B. [Gerlach88, Fonio87]) in abstrakter Form realisieren zu können, während man im anderen Fall in 
der Regel die automatische Realisation von Spezifikationen durch Angabe von Konstruktionsregeln und darauf 
- 134-
aufbauenden Transformationsregeln, wie es auch für unsere SNL-Modelle geplant ist, unterstützen muß (Man 
siehe hier z.B. [CIP85, CIP87]). Der Ansatz über das initialeModellhat aber auch den gewaltigen Nachteil, daß 
die Interpretation von Spezifikationen in rein symbolischer Form über Term-Rewriting Systeme, wie die Erfah-
rung im GRASPIN Projekt gezeigt hat (siehe [Schmidt89]), sehr zeitintensiv ist und in Petri-Netz-Werkzeugen 
zu Performanceproblemen führt. Wir folgen daher mit unserem Konzept der SNL-Modelle und ihrer Realisation 
im SMARAGD-System im wesentlichen dem Ansatz von Memrni und Vautherin, wobei wir allerdings einige 
wichtige Änderungen bzgl. der Interpretation der Semantik von Netz-Spezifikationen vorgenommen haben, die 
wir etwas später in diesem Abschnitt noch einmal zusammenfassend erörtern wollen. 
Die einzelnen Varianten der PrT-Netz- und Coloured Petri-Netzformen unterscheiden sich (teilweise nur ge-
ringfUgig) bzgl. der Form von Beschriftungen, die sie einschränkend bzw. ergänzend zu diesen zulassen. Das 
ursprUngliehe PrT-Netz-Modell wurde z.B. in dem Sinne erweitert, daß Kantenbeschriftungen in der ursprUngli-
ehen Definition zunächst nur Multimengen von Tupeln von Variablen mit Koeffizienten 1, dann mit beliebigen 
Koeffizienten. dann mit Tupeln von Termen und schließlich mit durch bootesehe Bedingungen darstellenden 
Koeffizienten zugeordnet waren. In anderen Ablegern der PrT -Netze, hierzu zählen auch die meisten auf abstrak-
te Datentypspezifikation basierenden Formen, sind die Kantenbeschriftungen nur Terme bzw. Multisummen von 
Termen, was äquivalent zur Verwendung von Tupeln von Termen ist, da Tupel ja als spezielle Datentypen spe-
zifiziert werden können und insbesondere auch Multimengen als abstrakte Datentypdefinitionen definiert wer-
den können. 
Co1oured Petri-Netze sind im Hinblick auf die Kantenbeschriftung in der Hinsicht eleganter, daß sie beliebige 
Funktionen zwischen Multimengen zulassen, so daß die recht gekünstelte Konstruktion von Multimengen von 
Termen mit booteschen Bedingungen als Koeffizienten bei ihnen überhaupt nicht nötig ist, um z.B. je nach 
Schaltmode eine unterschiedliche Anzahl von Marken über eine Kante fließen zu lassen. Dies gilt entprechend 
für Netze, die direkt auf einer ( objektorientierten oder funktionalen) Computersprache aufsetzen. Es ist aller-
dings schwierig, solche Funktionen über Multimengen an den Kanten zuzulassen, wenn man z.B. im Sinne von 
Vautherin Realisierung und Spezifikation eines Netzes trennen will, da die Semantik solcher Funktionen nicht 
innerhalb eines logischen Kalküls erster Ordnung unabhängig von den speziell gewählten Multimengen beschrie-
ben werden kann. Unser Netz-Modellliegt in Bezug auf die Kantenbeschriftung in Form von zunächst formalen 
Summen über Termen bei dem, was als Optimum hier für PeT-ähnliche Netze bislang vorgestellt wurde, weist 
aber leider nicht den Komfort auf, den man durch Funktionen, wie sie im Coloured Petri-Netz-Modell verwendet 
werden. erreichen kann (Man sehe sich hierzu auch die Bemerkungen zu diesem Thema im Ausblick an). 
Stellen werden im ursprUngliehen PrT-Netz-Modell mit "variablen" Prädikaten beschriftet, wobei der Begriff 
"variables" Prädikat hier unseres Erachtens ein bißeben redundant ist, da ein solches Prädikat in der Form, wie 
es bei Genrieb und Lautenbach verwendet wird, lediglich eine informelle natürlichsprachliche Erläuterung der 
Bedeutung einer Stelle selbst ist, d.h. unserer Meinung nach ist eine Stelle selbst das formale Objekt, dem in der 
Interpretation des Netzes stets die "variable" Relation. beschrieben durch die aktuellen Marken auf der Stelle, 
zugewiesen wird. Die gleiche erklärende Funktion kann damit auch der Stellenname übernehmen, der üblicher-
weise einer Stelle zugeordnet wird. Sinnvoller ist es hier, wie dies bei fast allen Netz-Modellen, die auf Spezifi-
kation aufbauen, üblich ist, Stellen Sorten, Tupel von Sorten oder dergleichen zuzuordnen. die bestimmen. 
welche Art von Objekten auf einer Stelle liegen können. Eine solche Erweiterung wird auch für neue Versionen 
des PrT-Netzbegriffes (z.B. in [Genrich89]) vorgestellt. 
In der Realisation beschreiben solche Sortenangaben dann Mengen zugehöriger Objekte und entsprechen damit 
in der Realisierung den Colourmengen, wie sie bei Coloured Petri-Netz-ähnlichen Netz-Modellen üblich sind. In 
computergestützten Werkzeugen sind die Sorten dann in der Realisation als Datentypen mit zugehörigen Wer-
temengen codiert. Dies ist insbesondere bei den auf objektorientierten und funktionalen Sprachen basierenden 
Höheren Netz-Modellen per Definition schon der Fall. Wir haben gegenüber der üblichen reinen Sortenangabe 
die Angabe der Objekte, die auf Stellen liegen dürfen noch in der Weise erweitert, daß solche Objektmengen ne-
ben der Sortenangabe zusätzlich durch prädikatenlogische Formeln eingeschränkt werden können. Durch geeig-
nete Formeln auf den Transitionen könnte man prinzipiell die gleiche einschränkende Wirkung erzielen. Man 
beachte hierbei jedoch, daß solche Formeln dann auf allen Transitionen, die Objekte auf ein und der gleichen Stel-
le ablegen. dupliziert werden müßten und weiter die Anfangsmarkierung nicht direkt darauf überprüft werden 
kann, ob sie ebenfalls dieser Einsch_ränkung genügt, da man hierzu die Transitionsformeln in ihre Anteile bzgl. 
der Einschränkungsbedingungen von Stellen zerlegen müßte. 
Transitionen werden in PrT -ähnlichen Netz-Modellen in der Regel mit Formeln einer prädikatenlogischen Spra-
che 1. Ordnung beschriftet, wobei man sich hier in spezifikationsorientierten Netz-Modellen von vorne herein 
auf gleichungsorientierte Formeln (also insbesondere Formeln ohne Existenzquantoren) beschränkt, da hier die 
Theorie algebraischer Spezifikationen einfacher ist, während das theoretische PrT-Netz-Modell hier beliebige 
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Formeln 1. Ordnung zuläßt. Reale Implementierungen von PrT-Netz-ähnlichen Werkzeugen beschränken sich 
aber in der Praxis ebenfalls auf gleichungsorientierte Formeln im Sinne bootescher Ausdrücke, da insbesondere 
Existenzquantaren für beliebige Datentypen nicht allgemein ausgewertet werden können. Coloured Petfi-Netz-
Modelle benötigen gemäß ihrer theoretischen Darstellung keine Formeln als Beschriftung von Transitionen. da 
man hier die möglichen Schaltmodi einer Transition direkt in Form einer Colounnenge angibt. In der praktischen 
Realisierung verwendet man aber in der Regel auch bei ihnen bootesehe Formeln auf den Transitionen, da die 
Angabe einer Colounnenge für Transitionen in Form eines Datentyps vielfach zu unflexibel ist, um auch Teil-
mengen von Standarddatentypen als Colounnenge einer Transition zu deklarieren. Dies kann man gerade durch 
Einführen von booteschen Formeln. Auf Grund unserer neuartigen, dynamischen Interpretation der Semantik der 
Petri-Netzbeschriftungen sind wir in der Lage, sowohl theoretisch als auch praktisch beliebige prädikatenlogi-
sche Formeln 1. Ordnung als Beschriftung von Transitionen in SNL-Modellen zuzulassen. 
Kommen wir zu dem Vergleich der SchaltregeL Mit Ausnahme unseres SNL-Modells, können die bei allen uns 
bekannten PrT-Netz-ähnlichen Netz-Modellen in einer Transitionsformel und den umliegenden Kantenbeschrif-
tungen vorkommenden freien Variablen zunächst einmal durch beliebige Werte der ihnen (gegebenenfalls durch 
eine Realisation) zugeordneten Wertebereiche, die unabhängig vom Systemzustand sind, ersetzt werden, wobei 
die Transitionsformel als eine Vorbedingung für das Schalten einer Transition bzgl. einer solchen Variablenaus-
wertung zu wahr ausgewertet werden muß. Hat man nun eine solche Variablenauswertung, die die Transitions-
formel erfüllt, so werden durch Einsetzen dieser Variablenwerte in die Kantenbeschriftungen in der Umgebung 
der Transition die Multimengen von Objekten bestimmt, die von Eingabestellen abzuziehen bzw. auf Ausgabe-
stellen hinzuzuftlgen sind. Als weitere Bedingung für einen Schaltvorgang müssen nun genügend solcher Objekte 
aufEingabestellen vornanden sein, und eine eventuell vornandene Kapazitätsbeschränkung darfbeim Drauflegen 
der Objekte auf Ausgabestellen nicht überschritten werden. Sind alle diese Bedingungen erftlllt, so kann eine 
Transition in dem Mode, der durch die Variablensubstitution gegeben ist, schalten, wobei die entsprechenden Ob-
jekte von den Eingabestellen abgezogen bzw. auf den Ausgabestellen hinzugefUgt werden. 
Diese Vergehensweise führt in der Praxis sofort zu Problemen, wenn die beteiligten Wertebereiche nicht be-
schränkt sind. Dann würde man nämlich zunächst eine unbeschränkte Anzahl von Variablensubstitutionen darauf 
überprüfen müssen, ob für sie die Randbedingungen zum Schalten erfüllt sind, was in endlicher Zeit und mit end-
lichen Resourcen praktisch nicht möglich ist. Dies fUhrte dazu, daß bei den praktischen Realisierungen solcher 
Modelle aus theoretischer Sicht recht willkürliche Einschränkungen der Beschriftung konkreter Netz-Modelle 
verlangt werden, die darauf hinauslaufen, daß man auf Grundlage z.B. der Objekte auf den Eingabestellen und 
spezieller Beschriftungen an den Kanten für jede Transition schon über die Randbedingung, daß genügend Ob-
jekte der richtigen Art auf den Eingabestellen vornanden sein müssen, auf die möglichen Variablensubstitutionen 
schließen kann. Dies ist u.a. bei den in GRASPIN (siehe [Schmidt89) verwendeten PrE-Systemen der Fall. An-
dere Systeme unterstützen aus dem obigen Grund nur Simulation, da bei der Simulation scheinbar das Problem 
umgangen werden kann, da nicht alle möglichen Fälle auch simuliert werden müssen. Bei Colonred Petri Netzen 
treten die obigen Probleme aus theoretischer Sicht nicht auf, solange sich ein Anwender bei der Angabe der Co-
lounnengen von Transitionen auf endliche Mengen mit möglichst wenigen Elementen beschränkt. In einem 
Werkzeug hat manjedoch auch hier ein Problem damit, alle möglichen Werte einer Colounnenge in Form einer 
geordneten Datenstruktur so anzuordnen, daß sie z.B. bei einem Analysealgorithmus sequentiell durchgegangen 
werden kann, wobei ja dieser Algorithmus für alle möglichen Arten von Colounnengenangaben funktionieren 
muß. Hier kann man sich natürlich von vorneherein auf bereits geordnete Mengen beschränken. 
Unsere Interpretation der Netz-Beschriftungen einer SNL-Netz-Speziftkation und unsere Form der Schaltregel 
unterscheidet sich in einem wesentlichen Punkt von der oben beschriebenen Vorgehensweise. Diese Änderung 
bzgl. der Semantik von SNL-Modellen resultierte aus der Frage, wie sinnvoll in einem PrT -Netz-Modell die prä-
dikatenlogischen Formeln auf den Transitionen und die Multisummen von Tupeln von Tennen an den Kanten 
sind, wenn diese auf Grund ihrer "statischen" Struktur, d.h. auf Grund ihrer Unabhängigkeit vom Systemzustand 
und damit von der Markierung eines PrT-Systems, schon vor Ablauf des Netzes (also vor der Betrachtung der 
dynamischen Eigenschaften des Netzes) endgültig ausgewertet werden können. Diese einmalige Auswertung der 
"statischen" Netzbeschriftungen würde dann Transitionen Mengen von potentiell gültigen Auswertungen von 
Variablen (die, die die Formel der Transition erftlllen), im Sinne eines Coloured Petri-Netzes als Colounnengen, 
und Kanten Funktionen, die im Sinne einer Schrittsemantik über Multimengen solcher Transitionen zugeordneter 
Auswertungen von Variablen als Argumente haben und als Ergebnis Multimengen von Tupeln von Objekten lie-
fern, die von einer zugehörigen Stelle abzuziehen bzw. auf diese Stelle zu legen sind, zuordnen. Führt man eine 
solche Realisation der "statischen" Beschriftungselemente eine PrT-Systems vor Ablauf des Systems durch, so 
ist man anschließend von dieser Interpretation der Beschriftungselemente befreit und kann sich bei der Betrach-
tung des dynamischen Ablaufs des Netzes ganz auf die dynamische Struktur konzentrieren. Dies ist wohl auch 
der Grund, warum Vautherin und Memmi ihre :E-Schema direkt als Coloured Petri-Netz-Modelle realisieren. 
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Obwohl die oben beschriebene Sicht eines PrT -Systems ihrer Definition in den erwähnten Artikeln entspricht, 
glauben wir allerdings, daß die Intuition hinter dem PrT-Netz-Modell eigentlich eine etwas andere Interpretation 
der Semantik der Netz-Beschriftungen nahelegt So führen Genrieb und Lautenbach in ihren Artikeln neben den 
"statischen" Symbolen, die vor Ablauf des Netzes ausgewertet werden können, noch "dynamische" Prädikate ein, 
die den Stellen zugeordnet sind und den dynamischen Zustand eines Netzes beschreiben sollen. Die dynamischen 
Prädikate stehen dabei für Relationen, die in jedem Zustand des Systems genau die Markentupel einer zugehöri-
gen Stelle beinhalten, die im aktuellen Markierungszustand auf dieser Stelle liegen und damit das "dynamische" 
Prädikat erfüllen. 
Wir finden es nun naheliegend, auch den anderen Netzbeschriftungen eine solche dynamische Interpretation zu 
geben. Wenn wir der obigen Philosophie folgen, daß der Zustand eines PrT -Systems alleinig durch die durch die 
aktuelle Markierung gegebene Realisation der dynamischen Prädikate beschrieben wird, so sollte auch die Zu-
standsänderung eines solchen Systems von der durch die aktuelle Markierung gegebenen Realisation der dyna-
mischen Prädikate dynamisch abhängen. Damit sollte also das "Ob" und das "Wie" eine Transition schaltet von 
der Interpretation der aktuellen Markierung abhängen. Dies ist weder im PrT-Netz-Modell noch im Colonred 
Petri-Netz-Modell oder einer ihrer Ableger der Fall. Wenn wir weiter im Sinne der Bedingungs/Ereignis-Netze 
noch fordern, daß ein möglicher Zustandsübergang, der durch Schalten einer Transition verursacht wird, nur auf 
Grund des aktuellen Zustandes des Systems in der lokalen Umgebung der Transition entscheidbar sein soll, so 
erhalten wir als Grundlage flir die Schaltregel eine Art Lokalitätsprinzip, wie wir es formuliert haben. Auf 
Grundlage dieses Prinzips interpretieren wir Variablen nur in Bezug auf den Inhalt der Stellen in der Umgebung 
einer Transition, d.h. in Bezug auf den Wert der "dynamischen" Prädikate, die solchen Stellen zugeordnet sind. 
Hiermit vermeiden wir alle die Probleme, die wir oben in Bezug auf die Schaltregel in anderen Höheren Petri-
Netzformen angesprochen haben. Um alle gemäß unserer Schaltregel möglichen Variablenauswertungen zu er-
halten, brauchen wir nur die Mengen aller Objekte von der zu einer Variablen gehörigen Sorte zu bilden, die in-
nerhalb der Umgebung einer Transition auf Stellen liegen, die dieser Variablen als Speicher ftir mögliche Werte 
zugeordnet sind. Diese Menge ist stets endlich, da die Stellen endliche Kapazitäten haben, und da die Markie-
rungen über Multimengen beschrieben sind, die intern in einem Werkzeug bereits als Listen ohne Duplikate be-
schrieben sind, hat man automatisch eine sequentielle Anordnung dieser Werte, um allgemeingültige 
Algorithmen zur Analyse oder Simulation formulieren zu können. 
Das sich unsere Interpretation der Beschriftungen unserer PrT-Netz-ähnlichen SNL-Netz-Spezifikationen we-
sentlich von der statischen Interpretation, wie sie in anderen Höheren Netzformen zu fmden ist, unterscheidet, 
ersieht man aus den folgenden Bemerkungen. Während z.B. eine Hauptaussage bzgl. von PrT- und auch Colon-
red Petri-Netzen der Satz ist, daß man so ein Netz stets durch Entfalten in ein äquivalentes Bedingungs/Ereignis-
Netz umwandeln kann, läßt sich diese Aussage nicht so einfach auf SNL-Modelle übertragen. Dies liegt daran, 
daß ja die Semantik der Transitionsformeln und Kantenbeschriftungen in unserer Netzform abhängig von der 
Markierung ist und somit ein Verfahren zur Entfaltung des Netzes die Zerlegung z.B. der Transitionen in Ab-
hängigkeit von der Markierung durchftihren müßte, was bei einer großen Anzahl von Markierungen schwierig 
ist. Unsere Interpretation der Netzbeschriftungen erlaubt es uns weiter, beliebige auch mit Existenz- und Allquan-
toren versehene Formeln als Schaltbedingungen ftir Transitionen auszuwerten. Interessant ist in Bezug auf unsere 
Schaltregel daher der Begriff einer Kontaktsituation. Hierunter versteht man im allgemeinen eine Situation im 
Netz, in der eine Transition zwar in Hinblick auf den Zustand ihrer Vorstellen schalten könnte, aber der Zustand 
einer Nachstelle dies verhindert. In unserem SNL-Modell kann nun die Auswertung der Variablen der Transiti-
onsformel schon von Objekten abhängen, die auf Nachstellen liegen. Dadurch sind "Kontaktsituationen" mög-
lich, die ein Schalten einer Transition aus dem Grund verhindern, daß Objekte auf den Nachstellen einer 
Transition die Auswertung der zugehörigen Transitionsformel zu wahr unmöglich machen. 
Für die Modellierung großer Netz-Modelle sehen wir ein gutes Konzept zur Modularisierung von solchen Netz-
Modellen als unbedingt notwendig an. In der Literatur finden sich hierzu einige Ansätze für eine solche Modu-
larisierung, wobei Jensen's Ansatz für Hierarchische Colonred Petri-Netze (siehe z.B. in [Huber89]) am weite-
sten geht, da er sowohl Konzepte zur Substitution von Stellen durch transitionsberandete Unternetze, Substitution 
von Transitionen durch stellenberandete Unternetze und sogenannte Aufruftransitionen enthält. Wir haben daher 
unsere Konzepte Netz-Klasse und Netz-Module an den Konzepten der Substitutionsstellen (im Fall einer Netz-
Klasse) bzw. Substitutionstransitionen (im Fall eines Netz-Moduls) von Jensen angelehnt, diese aber in einigen 
Schwachpunkten stark erweitert. Ein wesentliches Manko der Modulkonzepte, wie sie von Huber, Jensen und 
Shapiro in [Huber89] vorgestellt werden, ist das Fehlen einer Möglichkeit, Unternetze zu pararnetrisieren. Wei-
ter gibt es ftir Hierarchische Colonred Petri-Netze, wie sie vom Design/CPN Werkzeug unterstützt werden, nur 
eingeschränkte Möglichkeiten der Pararneteriibergabe zwischen Socket- und Portknoten im Fall von Netz-Klas-
sen (siehe hierzu [CPN90]). Eine Parametrisierung von Netz-Klassen bzw. Netz-Modulen, wie wir sie in dieser 
Arbeit vorgestellt haben, halten wir aber insbesondere in Bezug auf die Verwendung externer Bibliotheken all-
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gemein verwendbarer Netz-Klassen bzw. Netz-Module für unbedingt erlorderlich. Andernfalls sähen wir keine 
Möglichkeit, die Wiederverwendbarkeit solcher Netz-Module bzw. Netz-Klassen in verschiedenen Netz-Model-
len zu ermöglichen. 
Höhere Petri-Netz-Modelle werden zur Zeit in Werkzeugen überwiegend durch einen Editor und einen Simula-
tor unterstützt, während in den meisten Fällen eine Analyseeinheit fehlt. Letzteres liegt daran, daß sich die Ana-
lyse als eine für viele solcher Modelle noch zu komplexe Aufgabe herausstellt, filr die der 
Implementierungsaufwand und die benötigten Rechnerresourcen einfach zu groß sind. So gibt es auch fUr das 
Design/CPN-Werkzeug, das auf dem Coloured Petri-Netz-Modell basiert, zur Zeit nur die Möglichkeit, erstellte 
Modelle zu simulieren, während eine Analyseeinheit noch fehlt, aber angekündigt ist. 
Wir halten dabei eine auf formale Analysemethoden basierende Auswertung der Eigenschaften eines Netz-Mo-
dells fürunbedingt notwendig, da nur auf diese Weise gewisse Systemeigenschaften des Modells garantiert wer-
den können. Wir sind zuversichtlich, daß auf Grund der neuartigen Form unserer Schaltregel die theoretischen 
Möglichkeiten einer Erreichbarkeitsanalyse auch fUr "sinnvolle" Modelle größerer Systeme praktisch in unserem 
Werkzeug umgesetzt werden können. Hierbei vertreten wir die Philosophie, daß insbesondere in Bezug auf Saft-
waresysteme in jedem praktisch zu realisierenden System die Anzahl der möglichen Marken im System innerhalb 
eines Zustandes relativ klein sein sollte, da sie in reellen Systemen stets durch die begrenzten Systemresourcen 
beschränkt werden. 
Auf Grund dieser Annahme können wir dann davon ausgehen, daß in "sinnvollen" SNL-Modellen die Bestim-
mung der potentiellen Schaltmodi einer Transition auf Grund unserer Schaltregel weitgehenst deterministisch ab-
laufen wird, d.h. zu einem Zustand des Systems gibt es nur eine geringe Menge verschiedener 
V ariablensubstitutionen. Gleichzeitig sollte bei einem in einem realen Projekt zu realisierenden System auch die 
Menge der Zustände und der Zustandsübergänge überhaupt, da sie die Komplexität des Systems bestimmt, nicht 
zu groß sein, denn in einem realen System muß die Implementierung des Systems ja jeden Zustand und Zustands-
übergang deterministisch behandeln. Aus diesen Gründen sind wir zuversichtlich, daß Systeme, die nach den 
oben angedeuteten Prinzipien konzipiert sind, in annehmbarer Zeit durch Aufbau ihres Erreichbarkeitsgraphen 
analysiert werden können. Einegenaue Beschreibung der Analyseeinheit des SMARAGD-Systems und ein Ver-
gleich der Analysemöglichkeiten des SMARAGD-Systems mit anderen Werkzeugen entnehme man bitte 
[Süß92]. Hier wird auch auf andere Analysemethoden, wie die Invariantentheorie, eingegangen. 

7. Fazit und Ausblick 
Die in den vorangegangenen Kapiteln beschriebene Funktionalität der Sprache SNL zur Spezifikation und Mo-
deliierung von verteilten Systemen ist in der ersten prototypischen Version des SMARAGD-Systems vollständig 
implementiert. Dieser erste Prototyp des Werkzeugs enthält neben dem in dieser Arbeit beschriebenen graphi-
schen Editor fUr SNL-Modelle auch Möglichkeiten zur Simulation sowie zur Analyse von SNL-Modellen. Die 
Analysefähigkeiten des Systems werden ausfUhrlieh in [Süß92] beschrieben. 
Auf Grund der im vorherigen Abschnitt beschriebenen Vorzüge des SNL-Netz-Modells sind wir davon über-
zeugt. daß sich die Konzeption des SMARAGD-Systems auch bei der Spezifikation und Modeliierung größerer 
Systeme, wie wir sie durchfUhren möchten, bewähren wird. Das System ist allerdings in der momentanen proto-
typischen Realisierung nicht dazu gedacht, schon als Produktionswerkzeug zur Spezifikation und Modeliierung 
von Systemen in realen Projekten eingesetzt zu werden, sondern soll vielmehr hauptsächlich die Machbarkeit 
des zu Grunde liegenden theoretischen und konzeptionellen Ansatzes zeigen und diese wurde auch voll bestätigt. 
Als nächsten Schritt beabsichtigen wir daher eine Reimplementierung des SMARAGD-Systems mit dem Ziel, 
ein robusteres auch in realen Projekten einsetzbares System zu erhalten. Hierbei wollen wir die Erfahrungen, die 
wir durch die bisherige Benutzung des Prototyps gewonnen haben und noch durch einige größere Fallbeispiele 
vertiefen möchten, einfließen lassen. 
Für die erweiterte Version des SMARAGD-Systems erscheint uns ein Redesign des bestehendenPrototypsaus 
einer Reihe von Gründen sinnvoll. Um zu einer schnellen prototypischen Implementierung für die Machbarkeits-
analyse der Konzeption zu gelangen, basiert der aktuelle Prototyp des SMARAGD-Systems auf dem proprietä-
ren Design/OA-Toolkit (siehe [OA90]) und dem Source Code des Design/CPN-Werkzeuges (siehe [CPN90]) 
der MetaSoftware Corporation. Auf Grund der damit verbundenen Lizensierungsprobleme ist es uns daher nicht 
möglich, unsere aktuelle SMARAGD-Implementierung an Interessierte frei weiterzuverteilen. Die nächste Ver-
sion des SMARAGD-Systems soll daher auf Standards und frei verfUgbaren Tools aufsetzen, um eine freie Ver-
teilung des Systems zu ermöglichen. Hierzu muß im wesentlichen ein Redesign der Benutzeroberfläche, die auf 
Design/OA und dem Source Code von Design/CPN basiert. erfolgen, wobei einer der UNIX Quasistandards 
Motif oder OpenLook berücksichtigt werden soll. Dies wird es uns weiter erlauben, die aus dem Design/OA-
Toolkit resultierende, in manchen Situationen umständliche Menuesteuerung des bisherigen Prototyps durch 
modernere Konzepte basierend auf einem Gemisch von Pull-Down-, Popup-Menues, Dialogboxen, etc, wie sie 
in Motif oder OpenLook (siehe z.B. [OpenLook90]) vorhanden sind, zu ersetzen. 
Da ein großer Teil des bestehenden SMARAGD-Codes zur Handhabung interner Datenstrukturen, wie z.B. des 
Erreichbarkeitsgraphen, im aktuellen Prototyp bereits in der objektorientierten Sprache C++ geschrieben ist (Wir 
verwenden hier die LEDA Klassenbibliothek effizienter Datentypen der Universität Saarbrllcken, siehe [Nä-
her90]}, liegt es nahe, als Implementierungssprache fUr die zweite Version des SMARAGD-Systems ganz auf 
C++ umzusteigen. Dies hat auch den Vorteil, daß der durch seinen Umfang schon jetzt recht unübersichtliche 
Code des aktuellen Prototyps basierend auf den objektorientierten Möglichkeiten von C++ besser strukturiert 
werden kann und damit die Robustheit der Implementierung zunehmen wird. Ein Umstieg auf C++ bietet weiter 
den Vorzug, daß der hieraus resultierende Code wesentlich einfacher weiterentwickelt werden kann, da durch das 
Klassenkonzept einzelne Teile des Codes besser getrennt und durch die Möglichkeiten des Vererbungskonzeptes 
einfacher erweitert werden kann. 
Die im bisherigen Prototyp nur rudimentär vorhandenen Syntax- und Semantikprllfungen sollen in der zweiten 
Version des Tools so vollständig wie möglich implementiert werden. Während im bisherigen Tool nur die Syntax 
der Topologie eines SNL-Modells auf Konsistenz überprllft wird, wollen wir in der nächsten Version eine kon-
textsensitive, inkrementeHe Syntaxanalyse der Beschriftungselemente, einschließlich der Deklarationsboxen, ei-
nes Netz-Modells im Sinne von syntaxgesteuerten Editoren einführen. Ziel wird es dabei sein, daß ein Netz-
Modell gleichzeitig mit dem Abschluß der Editierarbeiten schon syntaktisch korrekt ist. 
Eine weitere wichtige Komponente, die dem bisherigen Prototyp fehlt und in die nächste Version eingearbeitet 
werden soll, ist die schon an verschiedenen Stellen dieser Arbeit erwähnte Transformationseinheit. die den Be-
nutzer bei der Realisation von SNL-Speziflkationen in ML durch eingebaute Transformationsregeln unterstützen 
soll. Für diese Komponente sind allerdings vorher noch theoretische Untersuchungen notwendig, welche die Ein-
schränkungen der SNL-Semantik bzgl. der Angabe der Semantik von SNL-Speziftkationen bzw. die von einem 
Modellierer einzuhaltenden Konstruktionsregeln aufzeigen, die nötig sind, damit eine automatische Transforma-
tion von SNL-Speziftkationen unter den definierten Randbedingungen möglich ist. 
Beim Redesign des SMARAGD-Systems wollen wir weiter einige theoretische und konzeptionelle Erweiterun-
gen in Bezug auf die Sprache SNL einbeziehen, die zwar zur Zeit schon angerlacht sind, aber noch einer genaue-
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ren Analyse bedürfen. In Bezug auf algebraische Spezifikation möchten wir hier Höhere Spezifikationen in der 
Weise zulassen, daß Operatoren selbst als Elemente von "Höheren Sorten" aufgefaßt werden können, d.h. Ope-
ratoren sollten gleichberechtigt zu Objekten anderer Sorten in dem Sinne sein, das sie als Argumente anderer 
Operatoren oder Prädikate und als Ergebniswerte anderer Operatoren erscheinen können. Theoretische Konzepte 
für solche Spezifikationen höherer Ordnung gibt es schon in der Fachliteratur und werden u.a. in [Möller86, 
Poigne86] beschrieben. Sie werden weiter innerhalb der Spezifikationssprache SEGRAS des GRASPIN Projek-
tes innerhalb eines Petri-Netz-Werkzeuges eingesetzt (siehe z.B. [Schmidt89]). Während uns die Integration sol-
cher Höherer Konzepte zur Spezifikation innerhalb des Spezifikationsteils von SNL recht unproblematisch 
erscheint, haben wir die Auswirkungen solcher Konzepte bzgl. des SNL-Netz-Modells noch nicht eingehend un-
tersucht, sehen hier aber prinzipiell keine großen Schwierigkeiten. 
Im Rahmen der Erweiterung der Sprache SNL auf funktionale Konzepte ist auch interessant, inwieweit sich ein 
polymorphes Typkonzept in eine Theorie von Spezifikationen Höherer Ordnung integrieren läßt. Zur Behand-
lung von Operatoren als Datenobjekten muß ja die Theorie so erweitert werden, daß innerhalb der die Semantik 
beschreibendenGleichungenVariablen erlaubt sind, die Operatoren von einem gewissen Typ beschreiben. In Be-
zug auf ein polymorphes Typkonzept müssen Variablen eingeführt werden, die Klassen von Sorten "von einem 
gewissen Typ" beschreiben. Uns ist allerdings bislang keine Erweiterung der Theorie der Spezifikation abstrak-
ter Datentypen in Bezug auf ein polymorphes Konzept von Operatoren bekannt. 
Bei SNL-Netz-Speziftkationen wollen wir untersuchen, inwieweit die Verwendung Höherer Sprachkonstrukte 
es uns insbesondere erlaubt, die Kantenbeschriftungen im dem Sinne zu erweitern, daß eine Kantenbeschriftung 
in der Realisierung in einem SNL-Netz-Modell durch Funktionen mit Multimengen als Ergebniswert beschrie-
ben werden, wie dies in einem Coloured Petri-Netz der Fall ist. Weiter soll das Netz-Modell in Bezug auf die 
Verwendung von Netz-Modulen und Netz-Klassen erweitert werden. Der bisherige Prototyp erlaubt zwar in be-
reits sehr allgemeiner Form die Verwendung von Netz-Modulen bzw. Netz-Klassen, aber nur in der Weise, daß 
diese innerhalb eines Netz-Modells auf Unterseiten deftniert sind. Im nächsten Prototyp wollen wir dagegen in 
der Lage sein, allgemein verwendbare Netz-Module bzw. Netz-Klassen einem Benutzer durch externe Bibliothe-
ken bereitzustellen. Hiermit wollen wir erreichen, daß der Benutzer Netz-Module und Netz-Klassen im Sinne des 
Information-Biding Prinzips als Black-Boxes verwenden kann, ohne daß er, wie das im Fall der Unterseiten im 
jetzigen Prototyp erfolgt, die Implementierungsdetails der verwendeten Netz-Klassen bzw. Netz-Module zu se-
hen bekommt. Wir können uns dabei gut vorstellen, daß es hier weiter sinnvoll ist, daß man zur besseren Visua-
lisierung verwendeter Netz-Module bzw. Netz-Klassen, erlaubt, ihnen ein eindeutiges Icon zuzuordnen, daß dann 
anstatt eines einfachen Stellen- oder Transitionsymbols bei der lnstantiierung als Symbol für den betreffenden 
Netz-Modul oder für die betreffende Netz-Klasse verwendet wird. Hierdurch kann man dann in SNL-Modellen, 
die nur auf der lnstantiierung von Netz-Klassen bzw. Netz-Modulen basieren, die eigentliche Netz-Semantik 
vollständig verdecken. Der Benutzer sieht stattdessen je nach Applikation und verwendeten Bibliotheken z.B. ein 
Modell in Form eines Anlagenfließplanes für eine Maschinensteuerung mit Pumpen-, Ventilsymbolen, etc. oder 
das elektronische Schaltbild eines digitalen Systems mit verschiedenen Mikrochipsymbolen, Symbolen für Wi-
derständen, usw. 
Hierzu muß die bisherige Integration der Modulkonzepte innerhalb von SNL in der Weise verbessert werden, daß 
eine extern definierte Netz-Klasse bzw. ein extern definierter Netz-Modul nur auf Grundlage einer noch zu defi-
nierenden externen Schnittstellenbeschreibung ohne Kenntnis der Interna in ein SNL-Modell während der Edi-
tierphase eingebunden werden kann. 
Wenn eine Simulation oder Analyse des betreffenden Modells erfolgen soll, müssen dann die internen Beschrei-
bungen der extern definierten Netz-Module bzw. Netz-Klassen in das Modell einbezogen werden. Dies kann in 
einem ersten Ansatz so erfolgen, daß die beteiligten Netz-Module bzw. Netz-Klassen dann in Form ihrer SNL-
Beschreibungen in das Modell geladen werden. Dies ist aber sicherlich nicht die effizienteste Methode. Insbe-
sondere der ML-Code in den Deklarationsboxen der externen Netz-Klassen bzw. Netz-Module könnte bereits 
vorübersetzt sein, wie das von dem Standard ML System of New Jersey, daß wir zur Interpretation des ML-Codes 
benutzen, auch unterstützt wird. Inwieweit eine Vorübersetzung der Netz-Beschreibung selbst innerhalb von ex-
ternen Bibliotheken sinnvoll ist, ist uns zur Zeit nicht klar. Zum einen fehlen hierzu leider theoretische Aussagen, 
die Mechanismen beschreiben, wie man eine Analyse des dynamischen Verhaltens eines Netz-Moduls bzw. ei-
ner Netz-Klasse unabhängig von ihrem Einsatz in der Art durchführen kann, daß die Ergebnisse dieser Analyse 
die Wirkungsweise der betreffenden Netz-Klasse bzw. des betreffenden Netz-Moduls bzgl. aller möglicher In-
stantiierungen in Modellen vollständig beschreibt. Hier wären auch theoretische Aussagen in der Hinsicht inter-
essant, ob Netz-Klassen bzw. Netz-Module, die bestimmten Konstruktionsregeln genügen, ihnen zugeordnete 
Eigenschaften unabhängig von der Art ihrer Verwendung beibehalten. 
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An Hand von Beispielen aus der Praxis wollen wir Erfahrungen gewinnen, wie ausgewählte Klassen von verteil-
ten Systemen durch Bibliotheken vorgefertigter Netz-Module, bzw. Netz-Klassen unterstützt werden können. So 
werden ftlr verteilte Software-Applikationen Bibliotheken mit Bausteinen zur Kommunikation einzelner Prozes-
se der verteilten Applikation sinnvoll sein. Für Applikationen im Anlagenbau könnten Netz-Klassen oder Netz-
Module innerhalb einer speziell ftlr solche Anwendungen zugeschnittenen Bibliothek Bauteile wie Pumpen, 
Stellmotoren, Ventile, Meßfühler und dergleichen sein. Experimente mit dem Aufbau und der Anwendung sol-
cher Bibliotheken werden dann schnell zu größeren, komplexeren Beispielnetzen fUhren, so daß wir uns hier-
durch weitere Erfahrungen bzgl. der Verwendbarkeit des SMARAGD-Systems in Bezug auf umfangreiche 
Systeme erhoffen. 
In Bezug auf das rein theoretische Konzept des SNL-Modells erscheint uns vor allem die Entwicklung eines ge-
eigneten Morphismusbegriffs bzgl. der Klasse von SNL-Modellen interessant. Meine Vorstellungen gehen hier-
bei dahin, daß ein solcher Morphismus durch ein Paar von (linearen) Abbildungen zwischen korrespondierenden 
Modulen von P-Vektoren und T-Vektoren in der Weise beschrieben wird, daß sich zum einen die Inzidenzmatrix 
der Netze bzgl. dieser Abbildungen transformiert, und andererseits ein Schritt im einem System auf einen Schritt 
im anderen System abgebildet wird. Eine ähnliche Defmition findet man für Coloured Petri Netze in [Dimitro-
vici90, Hurnmert89]. So eine Defmition eines SNL-Modell-Homomorphismus liefert dann zum einen in natür-
licher Weise einen zugehörigen Homomorphismus zwischen den zugehörigen Erreichbarkeitsgraphen der Netze, 
wobei gelten müßte: Sind zwei SNL-Modelle bzgl. des gewählten Homomorphismusbegriffs isomorph. so sind 
die zugehörigen Erreichbarkeitsgraphen isomorph (Man siehe ftlr ähnliche Aussagen in Bezug auf Coloured Petri 
Netze wiederum [Dimitrovici90, Hummert89]). Zum weiteren sollte ein Morphismusbegriff in der obigen Art 
und Weise es erlauben, daß sowohl topalogische Transformationen des Netzes, wie Teilen und Zusammenfügen 
von Stellen und/oder Transitionen, als auch Transformationen auf der Spezifikationsseite (d.h. Spezifikations-
morphismen und in der Realisierung Morphismen zwischen algebraischen Systemen) als SNL-Modell-Morphis-
men gedeutet werden können. 
Aufbauend auf einen solchen Morphismus begriff kann man dann die in dieser Arbeit nur informell beschriebene 
Semantik von Netz-Klassen bzw. Netz-Modulen, wie in der Theorie algebraischer Spezifikationen oder allge-
meiner der Kategorientheorie üblich, über Push-ln/Push-Out-Diagramme deuten ([Dimitrovici90, Hummert89]). 
Eine solche formale Basis der Semantik von hierarchischen Netzen bietet dann zunächst einmal die Grundlage, 
um weitergehende Fragen nach Eigenschaften von Netz-Modulen bzw. Netz-Klassen, die bei ihrer Instantiierung 
erhalten bleiben, überhaupt formal beschreiben zu können. 
Neben der Formalisierung des Netz-Klassen- bzw. Netz-Modulkonzeptes, bietet einem ein Morphismusbegriff, 
wie er oben angedeutet wurde, weiter die Möglichkeit, verschiedene Transformationen von Netzen, formal zu 
beschreiben. Unter solchen Transformationen werden dann auf Grund der Morphismuseigenschaft eine Reihe 
von Eigenschaften von SNL-Modellen, wie z.B. S-Invarianten ebenfalls in natürlicher Weise transformiert, d.h. 
eine unter einem Morphismus transformierteS-Invariante ist wieder eineS-Invariante, allerdings eventuell eine 
triviale (Man siehe hierzu z.B. [Memmi87, Vautherin87]). Neben den rein topalogischen Transformationen in-
teressieren hierbei insbesondere auch solche Transformationen, die auf Grund einer anderen Realisierung der 
Spezifikationen eines Netz-Modells zustande kommen. Solche Morphismen sollten durch Morphismen zwischen 
solchen algebraischen Systemen induziert werden, die alle Realisationen ein und derselben Spezifikation (d.h. 
ein Modell einer vorgegebenen Spezifikation) sind. Hier gibt es stets einen eindeutig bestimmten Morphismus 
vom sogenannten initialenModellder Spezifikation in ein beliebiges Modell. Die Eigenschaften eines SNL-Mo-
dells, die man dann vom initialen Modell auf beliebige andere Modelle über diesen eindeutig bestimmten Mor-
phismus übertragen kann, stellen gewissermaßen die minimalen, in der Spezifikation festgelegten Eigenschaften 
des Modells dar. Andere mit dieser Methode nicht gewinnbare Eigenschaften sind dagegen von der aktuell ge-
wählten Realisation und damit implementierungsabhängig. Eine weitere interessante Realisation ftlr die Analyse 
eines SNL-Netzes ist das terminale Modell. Dieses kann man, da man hier gerade von der Individualität der Ob-
jekte im Netz abstrahiert, als ein Stellen{fransitionsnetz auffassen, daß einfach zu analysieren ist. Morphismen 
zwischen anderen Modellen und dem terminalen Modell erlauben es ebenfalls, einen Teil- der Analyseergebnisse 
bzgl. des terminalen Modells auf andere Modelle auszudehnen (Man siehe hierzu [Memmi87, Vautherin87]). 
Mit diesem kurzen Ausblick auf mögliche weitere Entwicklungen des SMARAGD-Systems und zu Grunde lie-
genden SNL-Modells wollen wir diese Arbeit beschließen. Wir hoffen dabei, daß unsere bisherigen und zukünf-
tigen Arbeiten am SMARAGD-System dazu beitragen werden, daß formale Methoden nicht nur von 
Theoretikern sondern vor allem auch von Praktikern in realen Projekten eingesetzt werden, um Designfehler bei 
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