With the notation 7,. = «/(w 1 )* + 0/(w 2 )*. Eq. (15) becomes (17) ( 18) with the unknowns e°T, e~a 7 , sin£r, and cosfrr. Performing the calculations, we obtain the analytical expression of the pursuit time on the optimal trajectory 03 = 
An analysis of the motion for the entire time devoted to the pursuit is made by taking into account the expressions for the control functions. For the analyzed motion, the values of the physical coordinates x z (/=!,..., 4) have to fulfill condition x { x 2 + x 3 x 4 <0. After the determination of the domain Z), the set of the admissible states for the pursuit problem coincides with the domain of the states for the auxiliary problem. A particular case of the analyzed problem is obtained when the two vehicles meet on the terminal surface for s { =s 3 =0. The domain of the admissible states for this case is analogous to the one above.
Appendix
Expressions for the terms of Eq. (15) are as follows: 
where x€ \R" is the state vector, w€ \R m is the input vector; y \R r is the output vector; A, B, and C are matrices of appropriate dimensions. System (1,2) could be controlled by state feedback of the form u=Fx, but such a control would be unfeasible if the state vector is not accessible. This difficulty can be circumvented by including an estimator in the controller and feeding back the state vector estimate, but this would require a possibly cumbersome controller. It has been suggested to control system (1,2) by direct output feedback of the form u = Py, in which case the closed loop satisfies x=(A+BPC)x (3) The dynamical behavior of Eq. (3) will depend on the location of the eigenvalues of A +BPC. The problem of pole assignment by direct-output feedback has received substantial VOL. 9, NO. 6 contributions.
1 " 13 However, a simple criterion for complete pole assignability is still to be discovered.
Most necessary or sufficient conditions available in the literature are global in nature. In contrast, this paper focuses on local methods for pole assignment. Such methods are based on an idea similar to that of continuation methods, 15 ' 16 and can be understood as follows: Let N>n, $:C N -+C n : £ -f=f(£) be differentiate, and suppose we want to solve the equation f(£)=0. Starting from an arbitrary guess £ 0 , solve the linear (differential) equation df = (df/d£) r d£ for d£. If f is locally assignable (see definition below), an increment d£ can be computed to cause a given increment df. The numerical solution is thus obtained iteratively by successive increment of £ until the value f=0 is attained. If N>n, the differential equation has many solutions, indicating that the final solution is not unique. If along the integration path f fails to be locally assignable, Sard's theorem 15 ' 16 can be used to step away from the singularity.
This paper presents three local methods for pole assignment. One is based on assigning the eigenvalues of A +BPC directly; the second on assigning the coefficients of the characteristic polynomial of A +#PC; and the third on assigning the traces of successive powers of A +BPC. Sec. II gives gradient formulas and local assignability criteria for the three methods. The numerical merits of these equivalent methods are compared in Sec. III. It is found that in general, the method based on eigenvalue assignment is more recommendable. An example is presented in Sec. IV.
We 
., d(s) =det[s! n -A-BPC]; d'(s) is the derivative of d(s); H(s) is the closed loop transfer function i.e., H(s)=C[sI n -A-BPC]-
l Bi I n t\R nxn is the unit matrix; TV is the number of degrees of freedom, i.e., N-mr\ tr(M) denotes the trace of the square matrix M; vec: \R mxr^ \R N is the operator which transforms a matrix into a vector containing the columns of the matrix ordered sequentially; p = vQc(P); \£C n is the vector of eigenvalues of 
II. Local Assignability Criteria
Proposition 1: Suppose A/, !</<« are simple distinct eigenvalues of A + BPC with right and left eigenvectors x t and y t respectively, normalized so that yfx { = 1. Then (4) The vector A is locally assignable if the matrices [Eq. (4)] are linearly independent, !</<«.
Proof: Equation (4) is a straightforward extension of the theory of Ref. 17, Sec. 2.9. The assignability criterion follows from the definitions above.
Proposition 2. The matrices da f /dP t !</<« satisfy the identity (8) is nonsingular, da/dp has full rank if D has full rank, which establishes criterion 1. Criterion 2 follows after dividing by d(s/). 9 . The matrices dr//dP, !</<«, satisfy the identity
Proposition 3
The vector r is locally assignable if the matrices (9) are linearly independent, !</<«. Remark 1. Equation (5) suggests using Faddeev's algorithm 18 for the computation of da/dp. This algorithm computes simultaneously the a f and the coefficients of the polynomial matrix [sl n -(A -\-BPC) ] ~ . However, Faddeev's algorithm is notoriously ill-conditioned. We have therefore preferred using Eq. (8) and computing da/dp by interpolation at s 1 /, !</</?. We have chosen the s/ equally spaced on the unit circle. In this case the Vandermonde matrix of Eq. (8) becomes a well-conditioned scalar multiple of a unitary matrix, as is easily shown.
Remark 2. The local assignability criteria of Propositions 1-3 yield controllability and observability criteria as special cases for C=I n andB = I n , respectively. 
III. Comparison of the Three Methods
The vectors A, a, and T being related by one-to-one maps, we can choose to assign any one of them. We should, if possible, select among A, a, and r the most sensitive vector, for best accuracy. We introduce the notion of relative sensitivity: If f:C a -C /3 :?-f=f(J) is differentiate, the sensitivity of f relative to £ is defined as S(f,£) = lldf/d£H F . The relative sensitivity S(f,£) measures the average ratio of magnitudes of differential increments of f and £. More precisely, if £ undergoes a random differential increment of zero-mean and unit covariance, the expected magnitude of the increment of f will be S(£,%). The sensitivities of A, a, and T relative to one another will be used to assess the merit of choosing either one. Proof: Equation (10) is obtained from the definition of r. Equation (11) is obtained by differentiating d(s) with respect to a i9 !</<«, and letting s tend to X y , l<y<«, yielding Xj-t^-d'^dXj/dcii, thus Eq. (11). Equation (12) is obtained from Newton's formulas 19 :
Equation (10) shows that if all the X, are smaller than 1 in magnitude, T will be insensitive to changes in X; therefore, assigning X is preferrable to assigning T. If some X, are greater than 1 in norm, r will be very sensitive to changes in X; but in this case, r will often have numerically overflowing values, as shown by its definition.
Equation (11) is difficult to interpret because of the factor diag [d' (X/)] ~!. However, Eq. (12) shows that t is in general very sensitive to changes in a\ therefore, assigning r is preferable to assigning a.
The overall suggestion of Eqs. (10) (11) (12) is that, in general, it may be better to assign X directly rather than a or T, for reasons of sensitivity and possible numerical overflow of r and even a. This suggestion strongly corroborates our empirical findings, based on the use of the three methods in various examples. In this example of relatively small order, the magnitudes of the initial and desired vectors X are of the order of 10, whereas those of the vectors a and r are already larger than 10 5 and lO 9^ respectively. It is our experience that for n> 12, the vectors a and X often have numerically overflowing values. This situation is riot alleviated by scaling the matrices A,B and C, because in that case, a and r become insensitive to changes in X.
V. Conclusions
Three local methods for pole assignment by direct output feedback have been presented. They are based on assigning the eigenvalues, the coefficients of the characteristic polynomial, and the traces of successive powers of the closed-loop state matrix. Gradient formulas are given together with local assignability criteria, allowing iterative solution of the pole assignment problem. The three methods are compared by VOL. 9, NO. 6 discussing the relative sensitivities of the eigenvalues, the characteristic coefficients, and the traces. The method based on assigning the eigenvalues is found the most worthy of recommendation for reasons of sensitivity and possible numerical overflow. This conclusion strongly corroborates our experience based on using these methods on various examples.
