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Abstract
We analyze the appearance of logarithmic terms at the critical sets of Friedrich’s cylinder
representation of spatial infinity. It is shown that if the radiation field vanishes at all orders
at the critical sets no logarithmic terms are produced in the formal expansions. Conversely,
it is proved that, under the additional hypothesis that the spacetime has constant (ADM)
mass aspect and vanishing dual (ADM) mass aspect, this condition is also necessary for a
spacetime to admit a smooth representation at the critical sets.
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1 Introduction
1.1 Asymptotically flat spacetimes
The notion of asymptotic flatness is a delicate issue in general relativity due to the absence
of non-dynamical background fields. Penrose [47, 48] provided an elegant geometric approach
to resolve this issue, cf. [4, 34]. A spacetime is regarded as asymptotically flat if it admits a
smooth conformal compactification at infinity. By this it is meant that, after some appropriate
conformal rescaling, one can attach a conformal boundary I to the spacetime through which
the rescaled metric admits a smooth extension. The picture behind this notion is that such an
extension is possible whenever the gravitational field admits an asymptotically Minkowski-like
fall-off behavior.
In this paper we are interested in the vacuum case R˜µν = 0. Then I is a null hypersurface.
Imposing the “natural” topological restriction I ∼= R × S2 one can show that the Weyl tensor
needs to vanish on a smooth I (cf. [34, 48]). Even more, the smoothness of I is related to
specific peeling properties of the Weyl tensor, cf. [32] for an overview. This raised the question
whether the Einstein equation are compatible with Penrose’s notion of asymptotic flatness in the
sense that they admit a sufficiently large class of solutions for which the Weyl tensor shows this
peeling behavior. Meanwhile, Klainerman and Nicolò have shown that appropriate, sufficiently
small asymptotically Euclidean Cauchy data generate vacuum spacetimes where the Weyl tensor
does have the peeling properties [40], leaving the question open, whether a smooth I is generated
as well.
Besides, Penrose’s approach provided a tool to construct asymptotically flat vacuum space-
times. Instead of studying the long-term behavior of the gravitational field by limiting processes
one can start from the outset in a conformally rescaled spacetime and work on bounded domains,
which is also very convenient from a PDE point of view. The relevant substitute to Einstein’s
field equations are Friedrich’s conformal field equations (CFE) [19, 20] which are equivalent to
Einstein’s if the conformal factor is non-zero, but which remain regular where it vanishes. In par-
ticular, this conformal approach permits the formulation of an asymptotic initial value problem
where data are prescribed either on a portion of I − and an incoming null hypersurface [39], or
on I − as the future light-cone of a regular point i− representing past timelike infinity [14, 31].
While this shows that there is a large class of asymptotically flat vacuum spacetimes one does
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not gain any insights how ‘generic’ these solutions are, as the smoothness of I is build in from
the outset.
One therefore needs to study initial value problems where data are prescribed on ordinary (i.e.
non-asymptotic) hypersurfaces. To avoid difficulties at spatial infinity one is led to study, as a
first step, a hyperboloidal Cauchy problem, where data are prescribed on a spacelike hypersurface
which intersects I in a spherical cross-section. Supposing that the relevant initial data for the
CFE admit smooth extensions through I , Friedrich proved local well-posedness [21]. For small
data one can use Cauchy stability of the underlying symmetric hyperbolic system contained in
the CFE to show that the solution is complete and even admits a smooth future timelike infinity
i+ [23]. However, it turns out that generic solutions to the vacuum constraint equations do
not admit a smooth but a polyhomogeneous expansion at I −, and that certain mild regularity
conditions need to be imposed on the asymptotic behavior of the freely prescribable “seed” data
to end up with a solution to the constraints which is smooth at I [2, 3].
The same phenomenon can be observed for a characteristic Cauchy problem with data on
either a future light-cone or two transversally intersecting null hypersurfaces. Assuming that the
data for the CFE are smoothly extendable through the cross-section, where the initial surface
intersects I , local well-posedness holds an the spacetime admits a piece of a smooth I [7].
Again, one finds that generically solutions of the characteristic constraint equations constructed
from smooth “seed” data develop logarithmic terms at I , while certain mild regularity condition
ensure that this does not happen [15, 45].
While these types of initial value problems permit the construction of large classes of non-
generic asymptotically flat vacuum spacetimes, they also show that this is only possible if the
leading order terms of the seed data are subject to certain regularity conditions.
To fully analyze this issue, one needs to construct asymptotically flat spacetimes from an
ordinary Cauchy problem. In fact, this has been done via gluing techniques. Friedrich’s results
on the hyperboloidal Cauchy problem can be used to construct asymptotically flat, and in fact
asymptotically simple (where, in addition, a certain completeness condition is imposed), vacuum
spacetimes from Cauchy data which are glued to stationary data near spatial infinity [11].
All these constructions have in common that they circumvent issues arising at spatial infinity
by either ignoring this part of the spacetime completely, or choosing the spacetime to be station-
ary near i0. However, in order to gain a full understanding of the obstructions coming along with
Penrose’s notion of asymptotic flatness and whether this definition is broad enough to include all
cases of physical interest, an understanding of the behavior of the gravitational field at spatial
infinity is essential.
The results described above might be viewed as an indication that a polyhomogeneous I
where the asymptotic expansion of the gravitational field is allowed to have logarithmic terms
is somewhat more natural and generic. However, to give a fully satisfactory answer, spatial
infinity, where Cauchy surfaces with asymptotically Euclidean data “touch” infinity, needs to be
taken into account. In a recent breakthrough result Hintz and Vasy [38] were able to construct
spacetimes with a polyhomogeneous I from asymptotically Euclidean Cauchy data sets. They
use a gauge where log terms are inevitably produced unless the ADM mass vanishes, so a priori
their result does not give hints concerning the smoothness of I (in an appropriate gauge).
Ideally one would like to mimic the results on the hyperboloidal Cauchy problem and construct
asymptotically Euclidean Cauchy data which admit smooth extensions through spatial infinity
and use standard result on symmetric hyperbolic systems. However, it is well-known that in
the “classical” representation of spatial infinity as a point i0, this point cannot be regular unless
the ADM mass vanishes. This is somehow intuitive as spatial infinity is compressed to a single
point. It led Friedrich to introduce a blow-up of this point to a cylinder I [26]. While the
metric is singular there, the frame field is not, and it becomes possible to construct non-trivial
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asymptotically Euclidean Cauchy data sets such that all the fields which appear in the CFE
admit smooth expansions through the 2-sphere I0 where the Cauchy surface intersects I [26, 54].
Nevertheless, some difficulties remain (cf. [27, 56] for an overview). The hyperbolicity of the
CFE breaks down at the critical sets I± where the cylinder “touches” I ±. Related to this is the
following property: The CFE provide inner equations on the cylinder so that in principle all fields
(including all radial derivatives) can be determined on the cylinder from the (asymptotic part
of the) Cauchy data. It turns out, though, that, in general, logarithms arise at the critical sets.
While this seems similar to e.g. the hyperboloidal Cauchy problem, the problem is in fact much
more severe: In the latter case, once one makes sure that no logarithmic terms arise when solving
the constraints equations, i.e. that the restriction of the relevant fields to the initial surface admits
smooth extension through I , no logarithmic terms arise in higher order transverse derivatives
(in an appropriate gauge). At the critical sets this is no longer true. In principle, logarithmic
terms can arise at any order, while all lower orders admit smooth expansions at I−.
A priori, non-smoothness of the critical sets is irrelevant as the critical sets do not belong
to I . However, one expects that these log terms spread over to I and therefore produce a
I which is not smooth but merely polyhomogeneous. In the spin-2 case this can explicitly be
shown [28], and there is no reason to expect that the situation is better in the non-linear case.
For this reason one would like to understand the meaning of logarithmic terms at the critical
sets, and characterize initial data which admit smooth extensions through I±.
Friedrich [26] (in the time-symmetric case) and Valiente Kroon [54] (in the general case)
analyzed this issue starting from an ordinary Cauchy problem. They derived a couple of necessary
conditions on the Cauchy data to get rid of the log terms. One can also establish sufficient
conditions for the non-appearance of logarithmic terms at the critical sets, and at I −: Dain [16]
has shown, cf. [17], that an asymptotically Euclidean spacetime which is stationary near spatial
infinity admits a smooth I (at least near spacelike infinity). Friedrich [30] showed that Cauchy
data which are static also admit smooth critical sets, a result which has been generalized by
Aceña and Valiente Kroon [1] to the stationary case. One may regard this as another indication
that there is a relation between the appearance of log terms at the critical sets and at I . Their
results imply that the inner equations on the cylinder do not produce logarithmic terms if the
data are merely asymptotically stationary.
This raises the question whether asymptotic stationarity (staticity in the time-symmetric case)
is also necessary for the non-appearance of log terms. That the notion of asymptotic staticity
plays a distinguished in view of the appearance of log terms at the critical sets was first observed
in [26]. Some evidence that this might be true is provided by the result [55] that staticity is
necessary for time-symmetric, conformally flat data.
The main purpose of this paper is to analyze these kind of issues from I −. More precisely,
we consider an asymptotic characteristic initial value problem, where data are prescribed on
I − (the data on the incoming null hypersurface will be largely irrelevant), and analyze the
appearance of log terms approaching the critical set I− from I −. Assuming that the data
generate a spacetime with a smooth cylinder we will then analyze the appearance of log terms
when approaching I− from I, as well, where we assume that the data for the transport equations
on I are induced by the limit of the corresponding fields on I − to I−.
A main advantage of this approach as compared to the ordinary Cauchy problem is that
the critical set arises as a future boundary of the initial surface, whence it is easier to control
the fields there. Another advantage is that the no-logs conditions one obtains from I − turn
out to be somewhat easier to handle. Finally, the no-logs conditions depend crucially on the
radiation field, which essentially provides the freely prescribable data near I− (together with
certain “integration functions” prescribed at I−, cf. Appendix A.2).
Omitting some technical details our main result can be stated as follows:
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Theorem 1.1 (i) Assume that a smooth vacuum spacetime with smooth I −, I and I− has
been given and assume further that it has constant (ADM) mass aspect and vanishing dual
(ADM) mass aspect,1 then the radiation field vanishes at I− at any order.
(ii) Conversely, the restriction of all the fields appearing in the CFE to both I − and I, and
all derivatives thereof, admit smooth extensions through I− if the radiation field vanishes
there at any order.
Remark 1.2 This raises the question, to be analyzed elsewhere, whether an asymptotic char-
acteristic Cauchy problem with data on I − and some incoming null hypersurface generates a
vacuum spacetime which admits a smooth cylinder with smooth critical sets if the prescribed
radiation field vanishes at I− at any oder.
1.2 Overview
In Section 2 we recall the conformal field equations as well as the conformal Gauss gauge, which
provides a natural, geometric gauge in the conformal setting we will use. In particular we explain
how a conformal Gauss gauge is constructed from I −. We further describe the additional gauge
data which one may specify on I −. Finally we provide the evolution equations in this gauge,
and, as we will analyze the constraint equation using adapted null coordinates, we give the
relation between frame components and coordinate components on I −.
In Section 3 we derive conditions on the gauge data at I − in order to end up with a spacetime
which admits a finite representation of spatial infinity. Starting from the Minkowski spacetime
as an explicit example we then introduce the cylinder representation of spatial infinity. We
also extract another gauge freedom. The section is closed by defining a what we call “(weakly)
asymptotically Minkowski-like conformal Gauss gauge”, were a certain asymptotic behavior of
the gauge data at I − is imposed when approaching I− which turns out to be very convenient
for the subsequent analysis.
Section 4 is devoted to an analysis of the behavior of all the unknowns which appear in the
CFE and all transverse derivatives thereof when approaching the critical set I− from I −. In
the zeroth order this can and will be done explicitly. For higher order transverse derivatives we
will merely derive the structure of the equations and of the no-logs condition, as the gauge will
be still quite general at this stage.
In Section 5 we provide a corresponding analysis of the behavior of the fields and their radial
derivatives when approaching the critical set I− from I. In the zeroth order one recovers the
Minkowskian values. We will also study the first-order radial derivatives explicitly and derive
the structure of the equations and of the no-logs condition for radial derivatives of higher orders.
The no-logs conditions adopt here a somewhat more difficult form, as they are PDEs rather
than ODEs. However, expanding the fields in spherical harmonics they can be transformed into
hypergeometric ODEs which are analyzed.
In Section 6 we show that transforming a spacetime which admits a smooth representation
of I − ∪ I− ∪ I from one weakly asymptotically Minkowski-like conformal Gauss gauge into
another one is accompanied by a smooth (coordinate and conformal) transformation unless the
gauge data are badly chosen in such a way that the congruence of conformal geodesics produces
conjugate point directly on I−. From this we conclude that if a spacetime is smooth near I− in
one weakly asymptotically Minkowski-like conformal Gauss gauge then the same is true in any
other one.
This allows us to restrict attention in Section 7 to a more restricted gauge which we call
asymptotically Minkowski-like conformal Gauss gauge at each order (which is also introduced
1The dual mass aspect introduced later might be regarded as a generalized NUT-like parameter.
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in Section 3). In this particular gauge we then show that for a radiation field which vanishes
asymptotically at I− at any order no logarithmic terms are produced when approaching I− from
both I − and I. This can be done because in this gauge one can show that simply no terms
arise at the critical orders which produce logarithmic terms. On I − it can be shown that the
fields are basically polynomials of a sufficiently low degree, supplemented by terms which decay
arbitrarily fast, while on I all fields decay sufficiently fast at I−. It is illuminating to bring the
Kerr metric into such a gauge (at least up to some order).
In Section 8 we study the massless spin-2 equation. On the one hand this provides a toy model
for the full non-linear case where the whole analysis concerning the appearance of log terms can
be done very explicitly. In particular one finds if-and-only-if conditions for the appearance of
logarithmic terms at the critical sets. On the other hand this allows us to compare the no-logs
conditions of the spin-2 case with the general case, which gives some insights what the sources
of additional or more restrictive no-logs conditions are in the general case (or even on a curved
background).
In Section 9 we restrict attention to data with constant (ADM) mass aspect and vanishing
(ADM) dual mass aspect (by which we mean the limit of the Bondi mass and dual mass aspect to
I−). We will explain why this simplifies the analysis considerably. We then explicitly show that
the no-logs conditions are indeed more restrictive as compared to the spin-2 case (in fact this is
already known from the ordinary Cauchy problem [53]). In a next step we show that logarithmic
terms are inevitably produced, unless the radiation field vanishes at any order at I−, which does
not need to be the case in the spin-2 case. This requires some rather lengthy computations as
also next-to-leading order terms need to be taken into account.
In Appendix A we review the constraint equations in adapted null coordinates for the asymp-
totic characteristic initial value problem. We also provide a slight variation of the standard
approach which allows to shift the freedom to prescribe certain data on the intersection sphere
of the two null hypersurfaces to I−, so that as many data as possible are directly prescribed on
I − and its future boundary I−.
1.3 Notation
Here let us given an overview over some frequently used notation:
1. η = diag(−1, 1, 1, 1)
2. (.)tf denotes the trace-free part
3. g = Θ2g˜, where g˜ is the physical metric, the inverse metric is denoted by g♯
4. I ± denotes future and past null infinity, i0 spatial infinity, in particular if represented as
a point, I denotes the cylinder representation of spatial infinity, I± the critical sets where
I ± and I “touch”
5. Coordinate spacetime indices are denoted by µ, ν, σ, . . . , spatial coordinate indices are
denoted by α, β, γ, . . . , and angular coordinate indices by A˚, B˚, C˚ . . . .
6. Frame spacetime indices are denoted by i, j, k, . . . , spatial frame indices are denoted by
a, b, c, . . . , and angular coordinate indices by A,B,C, . . .
7. Objects associated to the Weyl connection are decorated with .̂
8. Objects associated to 6g = gA˚B˚dxA˚dxB˚ |I− are denoted by 6∇, 6Γ etc.
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9. The Levi-Civita covariant derivative associated to the standard metric sA˚B˚dx
A˚dxB˚ on S2
is denoted by D , the Christoffel symbols by Γ˚ and the volume form by ǫA˚B˚.
10. ντ = gτr|I− , νA˚ = gτA˚|I−
11. The Hodge decomposition of a 1-form fA on S
2 := (S2, sA˚B˚) is written as fA = DAf +
ǫA
BDBf , that of a symmetric trace-free tensor xAB as xAB = (DADBx)tf + ǫ(A
CDB)DCx
12. f (m) = 1m!∂
m
r f |I− denotes expansion coefficients in the radial coordinate r (Θ(n) and b(n)i
are exceptions, they denote the expansion coefficients in 1 + τ)
13. f (m,n) = 1m!n!∂
m
r ∂
n
τ f |I−
14. the independent components of the rescaled Weyl tensor Wijkl we will use are: UAB =
W0101ηAB +W01AB , V
±
AB = (W1A1B)tf ±W0(AB)1 and W±A = W010A ±W011A.
15. M denotes the (ADM) mass aspect, and N the dual (ADM) mass aspect, we also use the
notationMA = DAM + ǫABDBN and MA = DAM − ǫABDBN (more precisely, the limit
of the Bondi mass and dual mass aspect on I − to I−).
2 General conformal field equations and conformal Gauss
gauge
2.1 General conformal field equations
A breakthrough on the way to gain a better understanding of the compatibility of Penrose’s
notion of asymptotic simplicity and Einstein’s field equations was obtained by Friedrich [19, 20].
He derived a set of equations, the so-called conformal field equations (CFE), which substitute
Einstein’s vacuum field equations in Penrose’s conformally rescaled spacetimes. They are equiv-
alent to the vacuum equations in regions where the conformal factor does not vanish, and remain
regular at points where it vanishes. This result offered the possibility to study the evolution of
initial data sets in the conformally rescaled spacetime from the outset. In particular, it permit-
ted the formulation of an asymptotic initial value problem where an appropriate set of data is
prescribed “at infinity”, i.e. at I −.
Beside the usual gauge freedom arising from the freedom to choose coordinates, frame field
etc., the CFE contain an additional gauge freedom which arises from the artificially introduced
conformal factorΘ which relates the physical spacetime with its conformally rescaled counterpart.
For an analysis of the gravitational field near spacelike infinity, though, it turned out that the
introduction of additional gauge degrees of freedom, which even more exploits the conformal
structure, can simplify the analysis considerably. They are obtained when replacing the Levi-
Civita connection by some appropriately chosen Weyl connection. This way one is led to the
so-called general conformal field equations (GCFE), introduced by Friedrich in [25], cf. [26, 27, 30].
In the following we will recall these equations and sum up some of the results.
Let (M˜ , g˜) be a smooth Lorentzian manifold, and denote by g = Θ2g˜ a conformally rescaled
metric. We denote by ∇˜ and ∇ the Levi-Civita connection of g˜ and g, respectively.
Let f˜ be a smooth 1-form on M˜ . There exists a unique torsion-free connection ∇̂, the
so-called Weyl connection, which satisfies
∇̂σg˜µν = −2f˜σg˜µν . (2.1)
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Then
∇̂ = ∇˜+ S(f˜) , where S(f˜)µσν := 2δ(µσ f˜ν) − g˜µν g˜σρf˜ρ , (2.2)
or, equivalently,
∇̂ = ∇+ S(f) , where f = f˜ −Θ−1dΘ . (2.3)
We observe that S(f˜) depends merely on the conformal class of g˜.
Let ek be a frame field satisfying g(ei, ej) = ηij ≡ diag(−1, 1, 1, 1). We define the connection
coefficients of ∇̂ in this frame field by
∇̂iej = Γ̂ikjek . (2.4)
Note that
Γ̂i
k
j = Γi
k
j + S(f)i
k
j , and fi =
1
4
Γ̂i
k
k . (2.5)
A Weyl connection respects the conformal class in the sense that for any C1-curve γ : (−ε, ε)→
M˜ and any frame field ek which is parallely transported along γ w.r.t. ∇̂, there exists a function
Ωτ > 0 along γ(τ) such that g˜(ei, ej)|γ(τ) = (Ωτ )2g˜(ei, ej)|γ(0).
Finally, set
b := Θf˜ = Θf + dΘ , (2.6)
and denote by
Ŵµνσρ = Θ
−1Ĉµνσρ , (2.7)
L̂µν =
1
2
R̂(µν) − 1
4
R̂[µν] − 1
12
R̂gµν , (2.8)
rescaled Weyl tensor and Schouten tensor of ∇̂, respectively. We note that
L̂µν = Lµν −∇µfν + 1
2
S(f)µ
σ
νfσ , (2.9)
while the rescaled Weyl tensor does not depend on the Weyl connection,
Ŵµνσρ = W
µ
νσρ . (2.10)
Let now (M˜ , g˜) be a solution to Einstein’s vacuum field equations
R˜µν = λg˜µν . (2.11)
Then the tuple
f := (eµk, Γ̂i
k
j , L̂ij ,W
i
jkl) , (2.12)
where eµk := 〈dxµ, ek〉, satisfies the general conformal field equations (GCFE) [25]
[ep, eq] = 2Γ̂[p
l
q]el , (2.13)
e[p(Γ̂q]
i
j) = Γ̂k
i
jΓ̂[p
k
q] − Γ̂[pi|k|Γ̂q]kj + δ[piL̂q]j − δjiL̂[pq] − ηj[pL̂q]i + Θ
2
W ijpq , (2.14)
2∇̂[kL̂l]j = biW ijkl , (2.15)
∇̂iW ijkl = 1
4
Γ̂i
p
pW
i
jkl . (2.16)
The fields Θ and b reflect the conformal gauge freedom.
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2.2 Conformal geodesics and conformal Gauss gauge
2.2.1 Definition and properties of conformal geodesics
A conformal geodesic for (M˜ , g˜) (cf. e.g. [29, 33]) is a curve x(τ) in M˜ for which a 1-form
f˜ = f˜(τ) exists along x(τ) such that the pair (x, f˜) solves the conformal geodesics equations
(∇˜x˙x˙)µ + S(f˜)λµρx˙λx˙ρ = 0 , (2.17)
(∇˜x˙f˜)ν − 1
2
f˜µS(f˜)λ
µ
ν x˙
λ = L˜λν x˙
λ . (2.18)
Given data x∗ ∈ M˜ , x˙∗ ∈ Tx∗M˜ and f˜∗ ∈ T ∗x∗M˜ there exists a unique solution x(τ), f˜(τ) to
(2.17)-(2.18) near x∗ satisfying, for given τ∗ ∈ R,
x(τ∗) = x∗ , x˙(τ∗) = x˙∗ , f˜(τ∗) = f˜∗ . (2.19)
Conformal geodesics are curves which are associated with the conformal structure in a similar
way as geodesics are associated with the metric. They are conformally invariant in the following
sense: Let b be a smooth 1-form on M . Then (x(τ), f˜ (τ)) solves (2.17)-(2.18) if and only
if (x(τ), f˜ (τ) − b|x(τ)) solves (2.17)-(2.18) with ∇˜ and L˜ replaced by ∇̂ = ∇˜ + S(b) and L̂,
respectively. The conformal geodesic x(τ) and its parameter τ are independent of the Weyl
connection in the conformal class w.r.t. which (2.17)-(2.18) are written (in particular, they do not
depend on the metric in the conformal class chosen to write the conformal geodesics equations).
It follows from (2.17) that the sign of g˜(x˙, x˙) is preserved along any conformal geodesic,
∇˜x˙g˜(x˙, x˙) = −2〈f˜ , x˙〉g˜(x˙, x˙) , (2.20)
i.e. conformal geodesics preserve their causal character.
Lemma 2.1 ([29]) Consider a conformal geodesic x(τ). Changes of its initial data x˙∗ and f∗ for
the conformal geodesics equations which locally preserve the point set spread out by the curve
x(τ) (i.e. which change only its parameterization) are given by
x˙∗ 7→ ϕ∗x˙∗ , ϕ∗ ∈ R \ {0} , (2.21)
f∗ 7→ f∗ + ψ∗g(x˙∗, ·) , ψ∗ ∈ R . (2.22)
Consider now a congruence {x(τ, ρ), f(τ, ρ)} of conformal geodesics, set x′ := ∂x/∂ρ, and
denote by F := ∇x′f the deviation 1-form. The conformal Jacobi equation reads [29]
∇x˙∇x˙x′ = Ric(x˙, x′)x˙− S(F )(x˙, ·, x˙)− 2S(f)(x˙, ·,∇x˙F ) . (2.23)
It is convenient to introduce conformal Gauss coordinates, a geometrically defined coordinate
system, where the time-like coordinate lines are generated by timelike conformal geodesics. As
metric geodesics, conformal geodesics may develop caustics. Even worse, they may, in addition,
become tangent to each other. However, because of (2.23) one may hope that curvature induced
tendencies to develop caustics may be counteracted by the 1-form f . This is a reason why one
expects a gauge which is based on conformal geodesics to provide a more convenient setting to
cover large domains of spacetime than the classical Gauss gauge does. In fact, Friedrich showed
that the Schwarzschild-Kruskal spacetime permits a global coordinate system based on conformal
geodesics [29]. Also in the case of a hyperboloidal initial value problem with data sufficiently
close to Minkowskian hyperboloidal data it can be shown that conformal Gauss coordinates exist
globally [43].
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2.2.2 Conformal Gauss gauge
We construct a conformal Gauss gauge adapted to a congruence of conformal geodesics, which
employs the fact that a congruence of conformal geodesics distinguishes the Weyl connection
associated to the 1-form f . This will be done from an initial surface S (spacelike or null) which
intersects the congruence transversally and meets each of the curves exactly once. This way we
mimic the construction in [25, 26]. Here, though, it provides the starting point to construct
such a gauge for the special case where S is identified with past null infinity (for non-negative
cosmological constant).
Consider a smooth congruence of conformal geodesics which covers an open set U of M˜ (we
do not need to impose the vacuum equations at this stage), and assume that the associated
1-form f˜ defines a smooth tensor field on U . As above, we denote by ∇̂ the Weyl connection
which satisfies ∇̂ = ∇˜+ S(f˜). Then (2.17)-(2.18) adopt the simple form
∇̂x˙x˙ = 0 , L̂(x˙, ·) = 0 . (2.24)
We would like to construct a gauge where ∇̂ preserves the conformal structure, i.e. where
∇̂x˙g = 0 . (2.25)
It follows from (2.1) that
(2.25) ⇐⇒ ∇˜x˙Θ = Θ〈x˙, f˜〉 , (2.26)
i.e. such a conformal gauge can always be realized by an appropriate choice of the conformal
factor Θ.
Let us start with the physical spacetime. Let S˜ ⊂ M˜ be a hypersurface (for definiteness take
a spacelike or characteristic one). We require the fields x, f˜ and Θ to satisfy (2.17), (2.18) and
(2.25). This conformal gauge needs to be complemented by the “gauge data”
x˙|S˜ , f˜ |S˜ , Θ|S˜ > 0 , (2.27)
with x˙|S˜ being transversal to S˜ ⊂ M˜ . In this article we will always assume x˙|S˜ to be timelike,
g˜(x˙, x˙)|S˜ < 0. It follows from (2.26) that instead of (2.27) one may prescribe
x˙|S˜ , f˜S˜ , Θ|S˜ > 0 , ∇x˙Θ|S˜ , (2.28)
where g˜(x˙, x˙)|S˜ < 0. Here f˜S˜ denotes the pull back of f˜ on S˜.
Furthermore, we choose the frame field on S˜ in such a way that
Θ2g˜(ei, ej)|S˜ = ηij ⇐⇒ g(ei, ej)|S˜ = ηij . (2.29)
The frame field is then parallely propagated w.r.t ∇̂ along the conformal geodesics, whence, by
(2.25)
g(ei, ej) = ηij on U . (2.30)
Let us now pass to a conformally rescaled space-time and replace f˜ by f ≡ f˜ − d logΘ.
Expressed in terms of the Levi-Civita connection of g and the 1-form f the conformal geodesics
equations read
∇x˙x˙ = −S(f)(x˙, ·, x˙) , (2.31)
∇x˙f = 1
2
S(f)(x˙, f, ·) + L(x˙, ·) , (2.32)
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while (2.26) becomes
〈x˙, f〉 = 0 . (2.33)
These equations contain the conformal factor only implicitly. However, from the above consid-
erations it is clear how such a gauge can be constructed starting from the physical, non-rescaled
spacetime (M˜ , g˜) and the 1-form f˜ . The free gauge data on the (spacelike or null) hypersurface
S ⊂ M for a conformal gauge adapted to a congruence of timelike conformal geodesics are
x˙|S , fS , Θ|S > 0 , ∇x˙Θ|S , with g(x˙, x˙)|S < 0 . (2.34)
2.2.3 Construction of the conformal Gauss gauge from null infinity
Let us analyze the construction of such a conformal gauge more detailed in the case where the
initial surface belongs to (past) null infinity, S ⊂ I −. More specifically, we consider a smooth
λ ≥ 0-vacuum spacetime (M˜ , g˜) which admits a conformal representation (M , g) and a smooth
I − à la Penrose [47, 48] (so that I − is either a spacelike or a null hypersurface). In the conformal
picture this corresponds to a metric g and a conformal factor Θ, which satisfies Θ|I− = 0 and
dΘ|I− 6= 0, such that (g,Θ) solves the conformal field equations with non-negative cosmological
constant λ.
Given initial data x˙|I− and f |I− on I −, we solve the conformal geodesic equations (2.31)-
(2.32) by standard results on ODEs. In particular, this singles out the Weyl connection ∇̂ =
∇+ S(f). In addition, though, we want to choose Θ in such a way that 〈x˙, f〉 = 0 holds in the
region U covered by the congruence of conformal geodesics, which will, in general, not be the
case. The “wrong” conformal factor needs to be rescaled by some positive function φ. The gauge
condition (2.33) adopts the form
∇x˙φ = φ〈x˙, f〉 , (2.35)
and, once this equation has been solved, g, Θ and f need to be replaced by
gnew = φ2g , Θnew = φΘ , fnew = f − d logφ . (2.36)
When solving the ODE (2.35) for φ there remains the freedom to prescribe φ|I− . We further
observe that the freedom to prescribe 〈x˙, f〉|I− can be identified with the freedom to prescribe
∇x˙φ|I− , while there remains the freedom to prescribe the pull back fnewI− of fnew on I −.
We want to identify these gauge degrees of freedom with certain gauge data for the initial
value problem. Since it is the case we are mainly interested in we will focus on the λ = 0-case.
In that case I − represents a null hypersurface in (M , g). In contrast to the case of a positive
cosmological constant the Weyl tensor does not need to vanish on I . Here, we assume that I −
has the “natural” topology [34, 37]
I
− ∼= R× S2 . (2.37)
This topology will be crucial for some of the computations below,2 and in that case it is well-
known [34] that the Weyl tensor vanishes on I −.
The initial data for the GCFE need to satisfy certain constraint equations on I −. Now,
the frame we are dealing with will be adapted to an ordinary spacelike Cauchy problem and to
the cylinder at spacelike infinity rather than to I −. For this reason it is convenient to choose
coordinates which are adapted to I −. Solutions to the constraint equation are then constructed
in these coordinates. The frame coefficients needed for the GCFE will be computed afterwards.
2e.g. we will employ that, given a smooth 1-form vA such that its Hodge decomposition scalars do not contain
ℓ = 1-spherical harmonics, the PDE DBwA
B = vA admits a unique symmetric and trace-free solution wAB on
the round sphere, and that there are no non-trivial harmonic 1-forms on the round sphere.
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Assuming λ = 0, let us introduce adapted null coordinates (τ, r, xA˚) on I − ∼= R× S2. They
are defined in such a way that I − = {τ = −1}, r parameterizes the null geodesic generators of
I −, and the xA˚’s are local coordinates on the Σr := {τ = −1, r = const.} ∼= S2-level sets (cf.
[8] for more details). Because I − is a null hypersurface g(∂r, ∂r)|I− = 0. Since n = grad(τ) is
another null vector normal and tangent to I −, n and ∂r have to be proportional, which implies
that g(∂r, ∂A˚)|I− = 0, so that the metric adopts the form
g|I− = gττdτ2 + 2ντdτdr + 2νA˚dτdxA˚ + gA˚B˚dxA˚dxB˚ . (2.38)
Here an henceforth we use˚to denote angular coordinate indices. The remaining metric coef-
ficients are determined by the constraint equations and how the coordinates are extended off
I −.
At each p ∈ Σr we denote by ℓ± the future-directed null vectors orthogonal to Σr and
normalized in such a way that g(ℓ+, ℓ−) = −2. In adapted null coordinates they read
ℓ+ = ∂r , ℓ
− = −2ντ∂τ − grr∂r − 2grA˚∂A˚ , (2.39)
where ντ := ν−1τ . We denote by θ
± the divergences of the null hypersurfaces emanating from Σr
tangentially to ℓ±. For the computation of θ± it does not matter how ℓ± are extended off I −,
so we may use (2.39) for all values of τ . A somewhat lengthy calculation making extensively use
of the formulae in [8, Appendix A] reveals that
θ+(r, xA˚) ≡ [gµν + (ℓ+)(µ(ℓ−)ν)]∇µℓ+ν |Σr
=
1
2
gA˚B˚∂rgA˚B˚ , (2.40)
θ−(r, xA˚) ≡ [gµν + (ℓ+)(µ(ℓ−)ν)]∇µℓ−ν |Σr
= 2ντ 6∇A˚νA˚ − θ+grr − ντgA˚B˚∂τgA˚B˚ , (2.41)
where 6 ∇ denotes the Levi-Civita connection associated to the one-parameter family r 7→6 g =
gA˚B˚|I−dxA˚dxB˚ on S2.
Let us consider the behavior of θ± under conformal rescaling Θ 7→ φΘ,
θ+new = θ
+ + 2∂r logφ , (2.42)
θ−new = φ
−2
(
θ− − 4ντ∂τ logφ− 4grA˚∂A˚ logφ− 2grr∂r logφ
)
. (2.43)
We conclude that for a timelike congruence of conformal geodesics the freedom to prescribe φ|I−
and ∇x˙φ|I− can be employed to prescribe the divergences θ± on I −. However, we observe that
(2.42) does not fully determine φ since it leaves the gauge freedom φ 7→ α(xA˚)φ. For this reason
it is more convenient to employ this gauge freedom to prescribe ∇x˙Θ|I− , which transforms as3
∇x˙Θnew|I− = φ∇x˙Θ . (2.44)
Let us merely remark that for λ > 0 a corresponding analysis of the behavior of the Ricci scalar
R(3) of the induced metric and the mean curvature K on I − under conformal rescalings shows
that these two functions can be identified as gauge degrees of freedom.
3 One may think that, instead of θ−, it should be possible to exploit the gauge freedom ∇x˙φ|I− to prescribe
the function ∇x˙∇x˙Θ|I− . However, this does not work as will become clear later. The reason for this basically
is that ∇x˙∇x˙Θ|I− involves a transverse derivative of x˙ which is only determined by the conformal geodesics
equations. Instead, ∇x˙∇x˙Θ|I− can be identified with a certain gauge freedom to choose coordinates on the
initial surface (cf. (2.115)).
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By way of summary, a gauge based on a congruence of timelike conformal geodesics, which
requires the equations (2.31)-(2.33) to be fulfilled, comes along with the additional gauge freedom
to prescribe
x˙|I− , fI− , ∇̂x˙Θ|I− > 0 , θ− for λ = 0 , (2.45)
x˙|I− , fI− , R(3), K for λ > 0 , (2.46)
in either cases we choose g(x˙, x˙)|I− < 0.
We introduce the initial frame field as follows: Let e0∗ be a future-directed timelike vector field
on I −, and denote by ea∗, a = 1, 2, 3, spacelike vectors which complement e0∗ to an orthonormal
frame g∗(ei∗, ej∗) = ηij . For λ = 0, to obtain (ea∗) we consider any 2-sphere which is transversally
intersected by the null geodesic generators of I −. We choose two spacelike orthonormal frame
vectors eA, A = 2, 3 tangent to that sphere which we complement by another spacelike vector
e1 and a future-directed timelike vector e0 to an orthonormal frame on this 2-sphere. Parallel
transport along the null geodesic generators of I − yields an orthonormal frame on I −.
The frame field is then parallely propagated w.r.t. ∇̂ along the congruence of conformal
geodesics, i.e. it is required to satisfy the transport equation
∇̂x˙ek = 0 , (2.47)
starting from the initial frame field ek∗ on I
− (i.e. it is Fermi-propagated w.r.t. ∇). Then, by
(2.25),
g(ei, ej) = ηij . (2.48)
Finally, a coordinate system is obtained as follows: We choose x0 = τ . Moreover, let (xα),
α = 1, 2, 3, be local coordinates on I − (for λ = 0 we will take adapted null coordinates (r, xA˚)).
The coordinates (xα) are then dragged along the conformal geodesics.
For given “conformal gauge data” (2.45) and (2.46), respectively, at least locally a conformal
gauge which satisfies (2.24), (2.25) and (2.47) can be constructed: Through each point x∗ ∈ I −
there exists a unique solution
τ 7→ (x(τ), f(τ),Θ(τ), ek(τ))
which yields a smooth orthonormal frame field ek, conformal factor Θ, and a coordinate sys-
tem. The parameter τ along the conformal geodesics is chosen such that I − = {τ = −1}.
The so-obtained conformal geodesics define in some neighborhood of I − a smooth caustic-free
congruence.
Coordinates, frame field, and conformal factor constructed this way are said to form a con-
formal Gauss gauge (cf. [25, 26]). There still remains some gauge freedom which arises from the
freedom to choose coordinates xα and frame field ea on I
−. This freedom will be addressed
below. In a conformal Gauss gauge the following relations are fulfilled,
x˙ = e0 = ∂τ , g(ei, ej) = ηij , Lˆ0k = 0 , Γˆ0
k
j = 0 . (2.49)
2.2.4 Gauge freedom associated to ∇x˙Θ|I− and θ−
Geometrically the freedom to prescribe x˙|I− := x˙∗ and fI− := f∗ clearly corresponds to the
choice of a congruence of conformal geodesics. As the remaining conformal gauge data we have
identified ∇x˙Θ|I− =: Θ(1) and θ− (which are supplemented by the gauge freedom to choose
frame and coordinates).
Recall Lemma 2.1. The transformation x˙∗ 7→ α∗x˙∗ and f∗ 7→ f∗ + ψ∗g(x˙, ·) corresponds
only to a change of the parameterization of the conformal geodesics, i.e. these transformations
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locally preserve the point set spread out by each conformal geodesic in the congruence. The first
transformation will in general violate g(x˙, x˙) = −1 and thus require a conformal rescaling of g as
well, g 7→ α−2g. Applying both transformations yields Θ(1) 7→ αΘ(1) and we observe that Θ(1)
can be any positive prescribed function.
The second transformation will in general lead to a violation of the gauge condition 〈x˙, f〉 = 0
and therefore also requires a conformal transformation g 7→ φ2g with
∇x˙φ = φ〈x˙, f〉+ ψ∗φg(x˙, x˙) . (2.50)
Since φ∗g(x˙∗, x˙∗) is non-zero in our setting, the initial datum φ∗ can be adjusted in such a way
that ∇x˙φ|I− and thus θ− becomes any prescribed function.
The freedom to prescribe Θ(1) and θ− is in this sense related to the freedom to choose a
parameterization of the conformal geodesics.
2.2.5 Some crucial relations
The GCFE have been formulated in terms of the gauge fields Θ and b ≡ Θf + dΘ. These are
determined by the gauge conditions (2.31)-(2.33) which, expressed in terms of Θ and b, read
∇̂x˙x˙ = 0 , L̂(x˙, ·) = 0 , ∇̂x˙Θ = 〈x˙, b〉 . (2.51)
In principle these equations need to be employed to supplement the GCFE to a closed system.
However, a very remarkable result by Friedrich [25] shows that this is not necessary. The fields
Θ and b can be explicitly determined in the conformal Gauss gauge, the latter one in terms of its
frame components bk = e
µ
kbµ of a parallely propagated w.r.t. ∇̂ frame ek. The corresponding
expressions can then be simply inserted into the GCFE.
Lemma 2.2 ([25]) In the conformal Gauss gauge the following relations hold:
(i) ∇x˙∇x˙∇x˙Θ = 0, and
(ii) ∇x˙∇x˙bk = 0, where bk ≡ 〈b, ek〉.
Remark 2.3 For λ = 0 the initial data for these ODEs in terms of the “gauge data” (2.45) at
I − are computed in Section 2.5.3 below.
Remark 2.4 The conformal Gauss gauge is distinguished by the fact that it is geometric and
deeply intertwined with the conformal structure. It has the decisive property to supply explicit
knowledge about the fields Θ and bk. These fields can be computed explicitly along any conformal
geodesic of the congruence at hand. In particular, one gains an a priori knowledge of the location
of I + (supposing that the solution extends that far).
Proof: In terms of the Levi-Civita connection ∇ (2.47) and (2.51) read
Θ∇x˙x˙ = −g♯(b − dΘ, ·) , (2.52)
Θ∇x˙(b− dΘ) = 〈x˙, d〉(b− dΘ)− 1
2
g♯(b− dΘ, b− dΘ)g(x˙, ·) + Θ2L(x˙, ·) , (2.53)
∇x˙Θ = 〈x˙, b〉 , (2.54)
Θ∇x˙ek = −〈b− dΘ, ek〉x˙+ g(x˙, ek)g♯(b− dΘ, ·) , (2.55)
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where g♯ denotes the inverse metric. We contract (2.53) with x˙ and b, respectively. Using also
(2.52) we deduce
Θ(〈x˙,∇x˙b〉 − ∇x˙∇x˙Θ) = −1
2
(
g♯(dΘ, dΘ)− g♯(b, b)
)
+Θ2L(x˙, x˙) , (2.56)
Θg♯(b,∇x˙(b − dΘ)) = 〈x˙, b〉
2
(
g♯(b, b)− g♯(dΘ, dΘ)
)
+Θ2g♯(b, ·)L(x˙, ·) . (2.57)
On the other hand, it follows from (2.52) and (2.54) that
Θ∇x˙∇x˙Θ = Θ∇x˙〈x˙, b〉 = 〈Θ∇x˙x˙, b〉+Θ〈x˙,∇x˙b〉 (2.58)
= −g♯(b, b) + g♯(dΘ, b) + Θ〈x˙,∇x˙b〉 . (2.59)
Combined, that yields
Θ2L(x˙, x˙) =
1
2
g♯(b, b)− g♯(dΘ, b) + 1
2
g♯(dΘ, dΘ) . (2.60)
The CFE ((A.3) and (A.5) in Appendix A.2, cf. [27]) imply
∇µ∇νΘ = −ΘLµν + 1
2
Θ−1
(
∇αΘ∇αΘ+ λ
3
)
gµν . (2.61)
Contracting this twice with x˙ and using (2.52) and (2.60) yields
∇x˙∇x˙Θ = g(∇x˙x˙, dΘ)−ΘL(x˙, x˙)− 1
2
Θ−1
(
g♯(dΘ, dΘ) +
λ
3
)
= −1
2
Θ−1
(
g♯(b, b) +
λ
3
)
, (2.62)
while contraction with x˙ and b leads to
g♯(b,∇x˙dΘ) = −Θg♯(b, ·)L(x˙, ·) + 1
2
Θ−1
(
g♯(dΘ, dΘ) +
λ
3
)
〈x˙, b〉 . (2.63)
We insert the latter equation into (2.57),
∇x˙g♯(b, b) = Θ−1〈x˙, b〉
(
g♯(b, b) +
λ
3
)
. (2.64)
Taking now the derivative of (2.62) along the conformal geodesics and using (2.54) and (2.64),
we obtain (i).
Next, we insert (2.61), contracted with x˙, into (2.53),
Θ∇x˙b =
(
g♯(b, dΘ)− 1
2
g♯(b, b) +
λ
6
)
g(x˙, ·) + 〈x˙, b〉(b− dΘ) . (2.65)
From (2.65) and (2.55) we deduce
∇x˙〈b, ek〉 = 1
2
Θ−1
(
g♯(b, b) +
λ
3
)
g(x˙, ek) . (2.66)
Differentiating this one more time along the conformal geodesics and using (2.54) and (2.64), we
find (ii). ✷
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2.3 Evolution equations for Schouten tensor, connection and frame
coefficients
In the conformal Gauss gauge the GCFE split into evolution and constraint equations. The
constraint equations will be analyzed in Section 4.1 for λ = 0 and in adapted null coordinates
(and then rewritten in terms of frames). Here we want to derive a somewhat more explicit form
of the evolution equations. Let us start with Schouten tensor, connection coefficients and frame
field. Recall (2.49), so we do not need equations for L̂0i, Γ̂0
i
j and e
µ
0. The GCFE (2.13)-(2.15)
imply the following system of evolution equations for the remaining components (cf. e.g. [27]),
∂τ L̂aj = biW
i
j0a − Γ̂ab0L̂bj , (2.67)
∂τ Γ̂a
i
j = −Γ̂bijΓ̂ab0 + 2δ(0iL̂|a|j) − ηj0L̂ai +ΘW ij0a , (2.68)
∂τe
µ
a = −Γ̂ak0eµk . (2.69)
The Levi-Civita connection satisfies Γi(jk) = 0, equivalently, Γ̂i(jk) = ηjkfi. If follows that the
Weyl connection has the following (anti-)symmetric properties, we will make extensively use of,
Γ̂a
1
0 = Γ̂a
0
1 , Γ̂a
0
0 = Γ̂a
1
1 =
1
2
Γ̂a
A
A , ηABΓ̂a
B
1 = −Γ̂a1A , ηABΓ̂aB0 = Γ̂a0A . (2.70)
As the relevant independent components of the Weyl connection one may regard
Γ̂a
0
b , Γ̂a
1
b , Γ̂a[BC] . (2.71)
Using the algebraic symmetries of the Weyl tensor (cf. the next section) one ends up with a
system of evolution equations for Schouten tensor, connection and frame coefficients,
∂τ L̂a0 = biW
i
00a − Γ̂ab0L̂b0 , (2.72)
∂τ L̂ab = biW
i
b0a − Γ̂ac0L̂cb , (2.73)
∂τ Γ̂a
0
b = −Γ̂c0bΓ̂ac0 + L̂ab −ΘW0a0b , (2.74)
∂τ Γ̂a
1
b = −Γ̂c1bΓ̂ac0 + δ1bL̂a0 −ΘW0ab1 , (2.75)
∂τ Γ̂1
A
B = −Γ̂cABΓ̂1c0 + δABL̂10 +ΘWAB01 , (2.76)
∂τ Γ̂A
B
C = −Γ̂dBC Γ̂Ad0 + δBCL̂A0 − 2ΘηA[BWC]110 , (2.77)
∂τe
µ
a = −Γ̂a00δµ0 − Γ̂ab0eµb . (2.78)
2.4 Bianchi equation
As 10 independent components of the rescaled Weyl tensor in an orthonormal frame one can
identify (“tf” denotes the trace-free part w.r.t. to the (AB)-“angular”-components),
W0101 , W011A , W010A , W01AB , (W1A1B)tf , (W0(AB)1)tf . (2.79)
The remaining components are related to these ones in the following way:
W0[AB]1 = −1
2
W01AB , η
ABW0AB1 = 0 , (2.80)
W0ABC = −2W011[CηB]A , W1ABC = −2W010[CηB]A , (2.81)
ηABW0A0B = −W0101 , (W0A0B)tf = (W1A1B)tf , (2.82)
WABCD = 2ηC[BηA]DW0101 , η
ABW1A1B = W0101 , (2.83)
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where we have employed all the algebraic symmetries of the Weyl tensor. It is convenient to
make the following definitions:
V ±AB := (W1A1B)tf ±W0(AB)1 , (2.84)
W±A := W010A ±W011A , (2.85)
UAB := W01AB + ηABW0101 , (2.86)
which capture all independent components. We will use UAB (instead ofW0101 and W01AB) only
occasionally.
Let us consider the Bianchi equation (2.16). The independent components are provided by
the j = a components. Expressed in terms of the connection coefficients these components read
∂τW0a0b =e
µ
c∂µW
c
a0b − Γ̂cc0W0a0b + Γ̂ccdW da0b − Γ̂c0aW c00b − Γ̂cdaW cd0b
− 2Γ̂c00W ca0b − Γ̂cd0W cadb + Γ̂cdbW cad0 , (2.87)
∂τW0abc =e
µ
d∂µW
d
abc − Γ̂dd0W0abc + Γ̂ddeW eabc − Γ̂d0aW d0bc − Γ̂deaW debc
− Γ̂d0bW da0c + Γ̂d0cW da0b − Γ̂debW daec + Γ̂decW daeb − Γ̂d00W dabc . (2.88)
We will need all of them for our analysis of the critical sets where spatial infinity touches null
infinity. For this we rewrite them in terms of (2.84)-(2.86). It is convenient to define the operator
∇ˇ as follows,
∇ˇAvB := eµA∂µvB − Γ̂ACBvC . (2.89)
and similarly for tensors of higher valence. From a lengthy calculation we obtain,
∂τW0101 =
(
− 1
2
∇ˇA + 2Γ̂A00 + 1
2
Γ̂A01
)
W+A +
(1
2
∇ˇA − 2Γ̂A00 + 1
2
Γ̂A01
)
W−A
− 3
2
Γ̂A
A
0W0101 − 3
2
Γ̂AB1W01AB − 1
2
(Γ̂AB1 + Γ̂
AB
0)V
+
AB
+
1
2
(Γ̂AB1 − Γ̂AB0)V −AB , (2.90)
∂τW01AB =(∇ˇ[A − 2Γ̂[A0|0| − Γ̂[A0|1|)W+B] + (∇ˇ[A − 2Γ̂[A0|0| + Γ̂[A0|1|)W−B]
− 3Γ̂[A1B]W0101 − 3
2
Γ̂C
C
0W01AB + (Γ̂
C1
[A − Γ̂C0[A)V +B]C
+ (Γ̂C1[A + Γ̂
C0
[A)V
−
B]C , (2.91)
∂τW
−
A =(∇ˇB − 3Γ̂B00 + 2Γ̂B01)V +AB +
1
2
∇ˇBUBA − 3
2
Γ̂B00UBA
+
(
Γ̂[A
0
B] + 3Γ̂[A
1
B]
)
W−B +
1
2
(
Γ̂B
B
1 − 3Γ̂BB0
)
W−A
+
(
Γ̂(A
0
B) + Γ̂(A
1
B)
)
W+B +
1
2
(
Γ̂B
B
1 − Γ̂BB0
)
W+A , (2.92)
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∂τW
+
A =(−∇ˇB + 3Γ̂B00 + 2Γ̂B01)V −AB −
1
2
∇ˇBUAB + 3
2
Γ̂B00UAB
+
(
Γ̂[A
0
B] − 3Γ̂[A1B]
)
W+B − 1
2
(
3Γ̂B
B
0 + Γ̂B
B
1
)
W+A
+
(
Γ̂(A
0
B) − Γ̂(A1B)
)
W−B − 1
2
(
Γ̂B
B
1 + Γ̂B
B
0
)
W−A , (2.93)
(eτ 1 + 1)∂τV
+
AB = − eα1∂αV +AB + (Γ̂100 − 2Γ̂110 − Γ̂CC0 − Γ̂CC1)V +AB
+
(
(Γ̂C
0
(A − Γ̂C1(A + 2Γ̂1C(A)V +B)C −
3
2
(Γ̂C
0
(A + Γ̂C
1
(A)U
C
B)
+ (∇ˇ(A + 2Γ̂10(A − 2Γ̂(A0|0| + Γ̂(A0|1| + 2Γ̂11(A)W−B)
)
tf
, (2.94)
(eτ 1 − 1)∂τV −AB = − eα1∂αV −AB + (Γ̂100 + 2Γ̂110 + Γ̂CC0 − Γ̂CC1)V −AB
+
(
− (Γ̂C0(A + Γ̂C1(A − 2Γ̂1C(A)V −B)C +
3
2
(Γ̂C
0
(A − Γ̂C1(A)UB)C
+ (∇ˇ(A − 2Γ̂10(A − 2Γ̂(A00 − Γ̂(A0|1| + 2Γ̂11(A)W+B)
)
tf
, (2.95)
and,
(∂τ − eµ1∂µ)W0101 =
(
∇ˇA − 4Γ̂A00 + Γ̂A01 − Γ̂1A0 − Γ̂1A1
)
W−A +
(
Γ̂1
A
0 − Γ̂1A1
)
W+A
− (Γ̂AB1 + Γ̂AB0)V +A B +
3
2
(Γ̂A
B
0 − Γ̂AB1)WAB01
− 3
(
Γ̂1
0
0 +
1
2
Γ̂A
A
0 − 1
2
Γ̂A
A
1
)
W0101 , (2.96)
(∂τ − eµ1∂µ)W01AB =2
(
∇ˇ[A − 2Γ̂[A0|0| + Γ̂[A0|1| − Γ̂10[A + Γ̂11[A
)
W−B] − 2
(
Γ̂1
0
[A + Γ̂1
1
[A
)
W+B]
+ 2(Γ̂C
1
[A − Γ̂C0[A)V +B]C − 3(Γ̂[A0B] + Γ̂[A1B])W0101
− 3
(
Γ̂1
0
0 +
1
2
Γ̂C
C
0 − 1
2
Γ̂C
C
1
)
W01AB , (2.97)
(∂τ − eµ1∂µ)W−A =
(
2∇ˇB − 6Γ̂B00 + 4Γ̂B01 − Γ̂1B0 − Γ̂1B1
)
V +AB +
3
2
(
(Γ̂1
B
1 − Γ̂1B0
)
UBA
−
(
2Γ̂1
0
0 − Γ̂110 + 2Γ̂BB0 − 2Γ̂BB1
)
W−A
+
(
4Γ̂[A
0
B] + 4Γ̂[A
1
B] − Γ̂1BA
)
W−B , (2.98)
(∂τ − eµ1∂µ)W+A =− ∇ˇBUAB +
3
2
(
Γ̂1
0
B − Γ̂11B + 2Γ̂B00
)
UA
B +
(
Γ̂1
B
0 − Γ̂1B1
)
V −AB
+
(
Γ̂B
B
1 − Γ̂BB0 − Γ̂110 − 2Γ̂100
)
W+A −
(
2Γ̂[A
0
B] + 2Γ̂[A
1
B] + Γ̂1BA
)
W+B
−
(
Γ̂B
B
0 + Γ̂B
B
1
)
W−A + 2
(
Γ̂(A
0
B) − Γ̂(A1B)
)
W−B . (2.99)
At times we will call (2.90)-(2.95) “evolution equations” and (2.96)-(2.99), whose evaluation on
I − does not contain transverse derivatives, “constraint equations”. However, in this work we
do not attempt to solve the evolution problem or show preservation of the constraints under
evolution (for an ordinary Cauchy problem this has been done in [25]). We therefore do not care
here whether this is the “appropriate” split of the Bianchi equation.
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2.5 Frame field and coordinates at I − for λ = 0
2.5.1 Adapted null coordinates
We assume henceforth that the cosmological constant vanishes,
λ = 0 . (2.100)
We introduce adapted null coordinates (τ, r, xA˚) on I − ∼= R × S2 (cf. their definition prior to
(2.38)). In conformal Gaussian coordinates we require, in addition, gττ = g(x˙, x˙) = −1. It is
well-known that the shear tensor vanishes on I . This implies that gA˚B˚ = Ω
2(r, xC˚)hA˚B˚ for
some r-independent Riemannian metric on S2. Since any smooth Riemannian metric on S2
is conformal to the standard metric sA˚B˚dx
A˚dxB˚ we may simply assume by redefining Ω that
hA˚B˚ = sA˚B˚. By way of summary, the line element takes the following form on I
−,
g|I− = −dτ2 + 2ντ (r, xC˚)dτdr + 2νA˚(r, xC˚)dτdxA˚ +Ω2(r, xC˚)sA˚B˚(xC˚)dxA˚dxB˚ , (2.101)
which is a regular Lorentzian metric supposing that ντ ,Ω 6= 0. Adapted null coordinates are
used as “initial coordinates” which are then dragged along the congruence of conformal geodesics.
The following relation holds between Ω and the divergence θ+ of the null geodesic generators of
I − [8],
θ+ = 2∂r logΩ . (2.102)
We have already mentioned that there is still a gauge freedom left, namely to reparameterize
the null geodesic generators of I −. This gauge freedom, r 7→ r˜ = r˜(r, xA˚), can be employed to
prescribe the function κ [8], given by
6∇ℓℓ = κℓ . (2.103)
It measures the deviation of the coordinate r to be an affine parameter. This does not completely
fix the r-coordinate. The remaining gauge freedom will be considered below. There also remains
the gauge freedom to choose coordinates (xA˚) on {τ = −1, r = const.} ∼= S2, whose specific
choice will be irrelevant for us.
A list of all the relevant Christoffel symbols, or rather their restriction to I −, is provided in
Appendix A.1, (A.22)-(A.34) (recall that in conformal Gauss coordinates we, in addition, require
gττ = −1). We remark that (A.26) and (A.28) may be regarded as definitions of κ and ξA˚, while
the trace-free part of (A.32) may be regarded as the definition of ΞA˚B˚. Equivalently, they can
be defined as
κ = ντ∂rντ − 1
2
ντ∂τgrr|I− , (2.104)
ξA˚ = −ντ (∂A˚ντ − ∂τgrA˚|I− + ∂rνA˚ − θ+νA˚) , (2.105)
ΞA˚B˚ = ν
τ (∂τgA˚B˚|I− − 2 6∇(A˚νB˚))tf , (2.106)
where ντ := (ντ )
−1. The indices of ξA˚ and ΞA˚B˚ will be raised and lowered with gA˚B˚|I− = Ω2sA˚B˚.
2.5.2 Frame field
We need to choose an initial frame field {ei∗} on I − which satisfies
g(ei∗, ej∗) = ηij and e0∗ = ∂τ . (2.107)
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A frame field which fulfills these requirements is provided by
e0∗ =∂τ , (2.108)
e1∗ =∂τ + ν
τ∂r , (2.109)
eA∗ =Ω
−1e˚A˚A(∂A˚ − ντνA˚∂r) , (2.110)
where (˚eA), A = 2, 3, denotes an orthonormal frame field on the round sphere S
2 := (S2, sA˚B˚).
All other frame fields which satisfy (2.107) arise from this one as
eˇ0∗ = e0∗ , eˇa∗ = M(r, x
A˚) · ea∗ , M(r, xA˚) ∈ O(3) . (2.111)
We consider a conformal Gauss gauge based on adapted null coordinates and a frame field given
by (2.108)-(2.110).
2.5.3 Initial data for Θ and b
According to Lemma 2.2 the conformal factor Θ and the 1-form b are globally of the form
Θ =Θ(1)(1 + τ) + Θ(2)(1 + τ)2 , (2.112)
bi =b
(0)
i + b
(1)
i (1 + τ) . (2.113)
We want relate the values of the integration functions Θ(n) = Θ(n)(r, xA˚) and b
(n)
i = b
(n)
i (r, x
A˚),
n = 0, 1, in terms of the gauge data (2.45). First of all, we observe that Θ(1) = ∇̂x˙Θ|I− > 0 can
be directly identified as a conformal gauge freedom.
Let us express Θ(2) = 12 (∇̂x˙∇̂x˙Θ)|I− in terms of data on I −. For this, we contract equation
(2.61) twice with x˙ as well as with x˙ and ℓ. Eliminating the second term on the right-hand side
yields
Θ(2) = −1
2
ντ
(
6∇ℓ − Γττr − ντΓτττ
)
Θ(1) . (2.114)
Below (cf. (2.145)) we will show that Γτττ |I− = −f τ = −ντfr. using also (A.27), it follows that
Θ(2) = −1
2
(
6∇ℓ + κ+ 〈ℓ, f〉
)( Θ(1)
g(x˙∗, ℓ)
)
. (2.115)
The freedom to prescribe κ can be replaced by the freedom to prescribe Θ(2), whence one may
regard Θ(2) as a (coordinate) gauge freedom.
Let us consider the 1-form b ≡ Θf + dΘ. It follows straightforwardly from (2.108)-(2.110)
that
b
(0)
0 = Θ
(1) , b
(0)
1 = Θ
(1) , b
(0)
A = 0 . (2.116)
To obtain the first-oder expansion coefficients we employ (2.78),
b
(1)
0 =2Θ
(2) , (2.117)
b
(1)
1 =− Γ̂110Θ(1) + 2Θ(2) + ντ∂rΘ(1) , (2.118)
b
(1)
A =− Γ̂A10Θ(1) + erA∂rΘ(1) + eA˚A∂A˚Θ1 . (2.119)
Using the formulas (2.163) and (2.168) derived below,
Γ̂1
1
0|I− =− (∂r + κ+ fr)ντ , (2.120)
Γ̂A
1
0|I− =12ξA + ν
τ 6∇Aντ + νA
(
∂r − 1
2
θ+ + κ
)
ντ , (2.121)
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the constraint equations (cf. (A.10) and (A.14)),
(∂r − 1
2
θ+ + κ)(ντΘ1) =0 , (2.122)
ξA − 2 6∇A log(ντΘ1) =0 , (2.123)
as well as (2.115), we end up with the following expressions for b,
b
(1)
0 = 2Θ
(2) , b
(1)
1 = 0 , b
(1)
A = 0 . (2.124)
This shows that the frame components of b are fully determined by Θ(1) and Θ(2). They do not
depend on f . In particular, the gauge data fI− cannot be identified with certain components
of b.
2.5.4 Gauge data at I −
Let us analyze the freedom to choose the initial direction x˙∗ of the conformal geodesics somewhat
more detailed. For this let v be an arbitrary timelike vector field on I −, i.e. with vµvµ < 0.
We introduce arbitrary adapted null coordinates (τ, r, xA˚), v|I− = (vτ , vr, vA˚). We want to
transform into new adapted null coordinates where vˆ|I− = (1, 0, 0, 0). For this, we introduce
new coordinates (τˆ , rˆ, xˆA˚) by
1 + τˆ = (1 + τ)/vτ , rˆ = r − (1 + τ)vr/vτ , xˆA˚ = xA˚ − (1 + τ)vA˚/vτ . (2.125)
Note that the r- and xA˚-coordinates remain unchanged on I − = {τ = −1} under such a
transformation. We find that
vˆτ |I− = ∂τˆ
∂xµ
vµ = 1 , (2.126)
vˆr|I− = ∂rˆ
∂xµ
vµ = 0 , (2.127)
vˆA˚|I− =∂xˆ
A˚
∂xµ
vµ = 0 . (2.128)
Under this coordinate transformation we have
gτr|I− =∂xˆ
µ
∂τ
∂xˆν
∂r
gˆµν =
gˆτr
vτ
, (2.129)
gτA˚|I− =
∂xˆµ
∂τ
∂xˆν
∂xA˚
gˆµν =
gˆτA˚
vτ
− gA˚B˚v
B˚
vτ
, (2.130)
gττ |I− =∂xˆ
µ
∂τ
∂xˆν
∂τ
gˆµν =
gˆττ
(vτ )2
− 2 gˆτrv
r
(vτ )2
− 2 gˆτA˚v
A˚
(vτ )2
+
gA˚B˚v
A˚vB˚
(vτ )2
. (2.131)
We conclude that the gauge freedom to prescribe x˙∗ can be identified with the freedom to
prescribe, in a fixed adapted null coordinate system, the metric coefficients gτµ on I
−,
gττ |I− , ντ , νA˚ . (2.132)
In the conformal Gauss gauge the vector x˙ is normalized to 1, whence gττ |I− = −1.
In other words, the gauge freedom to choose the initial direction of the conformal geodesics
is chosen in such a way that the metric components ντ and νA˚ take certain prescribed values in
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the associated conformal Gauss coordinates. Instead of x˙∗ they may therefore be regarded as
gauge degrees of freedom.
Let us also take a look at the 1-form f . From (2.145) below we deduce (recall that f0 =
〈f, x˙〉 = 0)
Γµττ |I− = −fµ ⇐⇒


fr|I− = −ντΓτττ = 12∂rgττ − ∂τgτr ,
fA˚|I− = −gA˚B˚ΓB˚ττ − νA˚Γτττ = 12∂A˚gττ − ∂τgτA˚ ,
∂τgττ |I− = ντgrA˚(∂A˚gττ − 2∂τgτA˚) .
(2.133)
The freedom to prescribe fα, α = 1, 2, 3, on I
− therefore corresponds to the freedom to prescribe
∂τgτα|I −. Contrary to that, ∂τgττ |I− cannot be considered as a gauge function (or rather it
could if the normalization condition on x˙ is dropped). However, in this work we prefer to regard
fI− as gauge functions.
Accordingly, as gauge data to realize a conformal Gauss gauge from null infinity one can
identify
ντ , νA˚ , fI− , κ , θ
− , Θ(1) . (2.134)
As indicated above, the gauge freedom r 7→ r′ = r′(r, xA˚) is not completely exhausted by
these gauge data. The remaining freedom can be used to prescribe certain functions at spatial
infinity, by which we mean the future boundary of I −. We will analyze this for the cylinder
representation in Section 3.4.
2.6 Realization of conformal Gauss coordinates
Consider a solution (M , g˜, Θ˜) of the CFE with λ = 0 which admits a smooth I −. Moreover,
choose any functions
Θ(1)(r, xA˚) > 0 , κ(r, xA˚) , θ−(r, xA˚) , ντ (r, x
A˚) > 0 , νA˚ , fr∗ , fA˚∗ on I
−.
(2.135)
We will describe how conformal Gauss coordinates with this choice of gauge data on I − can be
realized.
For this choose an adapted null coordinate system (τ˜ , r˜, x˜A˚) (in particular I − = {τ˜ = −1})
and extend it off I − in any way. One would like to start with a conformal transformation which
realizesΘ(1) (and θ−) followed by a coordinate transformation which realizes the remaining gauge
data. Then a solution to the conformal geodesics equations would determine the coordinate
transformation off I −. However, there is a problem: Θ(1) is given w.r.t. the new r-coordinate.
The relation between the new and the old r-coordinate is determined by κ and κ˜, which are not
invariant under conformal transformations. The transformations to Θ(1) and κ therefore need to
be accomplished simultaneously. We further not that Θ(1) is not invariant under rescaling of τ ,
so also the transformation to ντ needs to be taken into account.
We therefore consider a coordinate transformation of the form
r˜ 7→ r = r(r˜, xA˚) , Θ˜ 7→ Θ = ψ(r˜, xA˚)Θ˜ , 1 + τ˜ 7→ 1 + τ = h(r˜, xA˚)(1 + τ˜ ) . (2.136)
Taking the behavior of connection coefficients under conformal and coordinate transformations
into account, we find that the function r is given by (we suppress dependence on the angular
coordinates),
κ(r(r˜)) =
∂x˜α
∂r
∂x˜β
∂r
∂r
∂x˜γ
(
Γ˜γαβ − ψ−1(2δ(αγ∂β)ψ − gαβgγλ∂λψ
)
+
∂r
∂x˜α
∂2x˜α
∂r2
=
∂r˜
∂r
[
κ˜(r˜)− 2∂r˜ logψ(r˜)
]
+
∂r
∂r˜
∂2r˜
∂r2
, (2.137)
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or, equivalently,
∂2r
∂r˜2
=
∂r
∂r˜
[
κ˜(r˜)− 2∂r˜ logψ(r˜)
]− (∂r
∂r˜
)2
κ(r(r˜)) . (2.138)
The function ψ is given by
ψ(r˜) = h(r˜)
Θ(1)(r(r˜))
Θ˜(1)(r˜)
, where h(r˜) =
∂r˜
∂r
ντ (r(r˜))
ν˜τ (r˜)
. (2.139)
We construct the gauge from some cut {r˜ = const.} of I −. The ODE (2.138) is of the following
form
∂2r
∂r˜2
= F (r, ∂r˜r, r˜) , (2.140)
where F is some smooth function, and this equation can at least locally be solved. The freedom
to choose the initial data will be specified later (and not at a cut of I − but at the critical set I−
of spatial infinity). Choosing ψ and h as above the desired values for Θ(1), κ and ντ are realized.
Next, a coordinate transformation of the form
xα 7→ xα + fα(xβ)(1 + τ) (2.141)
realizes gττ |I− = −1 and the prescribed value for νA˚. A conformal transformation
Θ 7→ [1 + φ(r, xA˚)(1 + τ)]Θ , (2.142)
with an appropriately chosen φ transforms to the right value for θ−, cf. (2.43). Note that Θ(1), κ
and ντ remain invariant under (2.141)-(2.142). Then we solve the conformal geodesics equations
with initial data
x˙|I− = ∂τ , fτ |I− = 0 , fr|I− = fr∗ , fA˚|I− = fA˚∗ . (2.143)
That yields a vector field x˙ and a 1-form f on M (at least in some neighborhood of I −). The
gauge condition 〈x˙, f〉 = 0 is realized by another conformal transformation Θ 7→ ΨΘ. There
is no freedom to choose the initial datum Ψ|I− which needs to be 1 in order to preserve the
gauge functions we have already realized. Finally, a coordinate transformation is necessary to
transform x˙ to ∂τ . Since x˙|I− = ∂τ it is of the form xµ 7→ xµ + O(1 + τ)2 and therefore does
not affect the gauge functions we have realized in the previous steps.
2.7 Connection coefficients
We want to compute the connection coefficients of the Weyl connection w.r.t. the frame field
(ei) on I
− in terms of the connection coefficients associated with the adapted null coordinates
(2.101). We have
Γ̂i
k
je
µ
k = e
ν
i∇̂νeµj = eνi(∂νeµj + Γµνσeσj) + 2eµ(ifj) − ηijfµ . (2.144)
Recall that the frame field (ei) has been constructed such that Γ̂0
k
j = 0, so that the i = 0-
components of (2.144) yield with (2.108)-(2.110)
Γµττ = −fµ , (2.145)
(this relation holds globally), and
∂τe
µ
1|I− =− f1eµ0 − Γµττ − ντΓµτr , (2.146)
∂τe
µ
A|I− =− fAeµ0 − eA˚A(ΓµτA˚ − Γ
µ
τrν
τνA˚) . (2.147)
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We set 6 eA˚A := eA˚A|I− = Ω−1e˚A˚A. Then (6 eA) is an orthonormal frame for gA˚B˚ |I− .
For i = A we obtain from (2.144) (set νA := 6 eA˚AνA˚ and use (A.22), (A.23) and (A.25))
Γ̂A
k
0e
µ
k|I− = 6 eA˚A(ΓµτA˚ − ν
τνA˚Γ
µ
τr) + δ
µ
τfA , (2.148)
Γ̂A
k
1e
µ
k|I− = 6 eA˚A(∂A˚eµ1 + ΓµτA˚ + ν
τΓµ
rA˚
)− ντνA(∂reµ1 + Γµτr + ντΓµrr) + 2eµ(Af1) , (2.149)
Γ̂A
k
Be
µ
k|I− = 6 eA˚A∂A˚eµB+ 6 eA˚A 6 eB˚BΓµA˚B˚ − 2ν
τν(A 6 eA˚B)ΓµrA˚
− ντνA∂reµB + (ντ )2νAνBΓµrr + 2eµ(AfB) − ηABfµ . (2.150)
We deduce the following relations,where we denote by (6 σA) the co-frame of (6 eA), and by 6ΓACB
the connection coefficients of (6 eA),
Γ̂A
1
0|I− = 6 eA˚A(ΓττA˚ − ντνA˚Γττr) , (2.151)
Γ̂A
B
0|I− = 6 eA˚A 6 σBB˚ΓB˚τA˚ − ντνA 6 σBB˚ΓB˚τr , (2.152)
Γ̂A
B
1|I− = 6 eA˚A 6 σBB˚(ΓB˚τA˚ + ντΓB˚rA˚)− ντνA 6 σBB˚ΓB˚τr + δBAf1 , (2.153)
Γ̂A
C
B|I− = 6ΓACB + 1
2
θ+ντ (νCηAB − νBδCA) + 2δC(AfB) − ηABfC . (2.154)
For i = 1 we obtain from (2.144), using (2.146)-(2.147)
Γ̂1
k
0e
µ
k|I− =Γµττ + ντΓµτr + δµ0f1 , (2.155)
Γ̂1
k
1e
µ
k|I− =ντ∂reµ1 + ντΓµτr + (ντ )2Γµrr − f1δµ0 + 2eµ1f1 − fµ , (2.156)
Γ̂1
k
Ae
µ
k|I− =ντ∂reµA − (ντ )2νAΓµrr + ντΓµrA˚ 6 e
A˚
A − fAδµ0 + eµ1fA + eµAf1 , (2.157)
whence
Γ̂1
1
0|I− =Γτττ + ντΓττr , (2.158)
Γ̂1
A
0|I− = 6 σAA˚(ΓA˚ττ + ντΓA˚τr) , (2.159)
Γ̂1
A
1|I− = 6 σAA˚ντΓA˚τr − fA , (2.160)
Γ̂1
A
B|I− =ντΓA˚rB˚ 6 eB˚B 6σAA˚ + (f1 −
1
2
θ+ντ )δAB . (2.161)
Finally, we insert the expressions (A.22)-(A.34) to end up with the following list for the relevant
components of the connection coefficients
Γ̂A
1
1|I− =fA , (2.162)
Γ̂A
1
0|I− =1
2
ξA + ν
τ 6∇Aντ + νA
(
∂r − 1
2
θ+ + κ
)
ντ , (2.163)
Γ̂A
B
0|I− =12ντΞA
B − 1
4
ντ
(
θ− + θ+(ντ )2(1 + νCν
C)
)
δA
B − 1
2
ξBνA
+
(
ντ 6∇A − 1
2
ξA +
1
2
θ+ντνA − κνA − νA∂r
)
(ντνB) , (2.164)
Γ̂A
B
1|I− =Γ̂AB0 +
(1
2
θ+ντ + f1
)
δBA , (2.165)
Γ̂A
C
B|I− = 6ΓACB + 12θ
+ντ (νCηAB − νBδCA) + 2δC(AfB) − ηABfC . (2.166)
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Here we have set ξA = 6 eA˚AξA˚ and ΞAB = 6 eA˚A 6 eB˚BΞA˚B˚, 6∇A = 6 eA˚A 6∇A˚ refers to the Levi-Civita
covariant derivative associated to the family r 7→6 g = gA˚B˚dxA˚dxB˚ of Riemannian metrics.
For the remaining connection coefficients we find with (2.145)
Γ̂1
1
1|I− =f1 , (2.167)
Γ̂1
1
0|I− =− (∂r + κ)ντ − f1 , (2.168)
Γ̂1
A
0|I− =ντ (∂r + κ− ντ∂rντ )νA + 12ξ
A − fA , (2.169)
Γ̂1
A
1|I− =Γ̂1A0 , (2.170)
Γ̂1
A
B|I− =f1δAB . (2.171)
2.8 Schouten tensor
We compute the Schouten tensor associated to the Weyl connection. First of all we express
its frame components in terms of coordinate components of the adapted null coordinate system
(2.101),
L̂11|I− =L̂rr − (ντ )2νAνAL̂rr + ντνA˚L̂rA˚ , (2.172)
L̂1A|I− =ντ 6 eA˚AL̂rA˚ − (ντ )2νAL̂rr , (2.173)
L̂A1|I− = 6 eA˚A(ντ L̂A˚r − ντνBνBL̂A˚r + νB˚L̂A˚B˚)− νA(Lrr − (ντ )2νBνBL̂rr + ντνB˚L̂rB˚) ,
(2.174)
L̂AB|I− = 6 eA˚A 6 eB˚BL̂A˚B˚ − 2 6 eA˚(AντνB)L̂A˚r + (ντ )2νAνBL̂rr , (2.175)
L̂10|I− =L̂11 − (ντ )2L̂rr , (2.176)
L̂A0|I− =L̂A1 − ντ 6 eA˚AL̂A˚r + (ντ )2νAL̂rr . (2.177)
Moreover, by (2.9) we have
L̂rr|I− =Lrr − (∂r − κ− fr)fr ,
L̂rA˚|I− =LrA˚ − (∂r −
1
2
θ+)fA˚ + fr(fA˚ −
1
2
ξA˚) ,
L̂A˚r|I− =LrA˚ − (6∇A˚ +
1
2
ξA˚)fr + (
1
2
θ+ + fr)fA˚ ,
L̂r
r|I− =Lrr − (∂r + κ− 12fr)f
r − 1
2
f A˚(fA˚ − ξA˚) +
1
2
ντνA˚ξ
A˚fr +
1
2
fr(∂r + 2κ)g
rr ,
L̂A˚B˚|I− =LA˚B˚ −
1
2
frΞA˚B˚ − (6∇A˚ − fA˚)fB˚ +
1
4
(
2θ+ντνC˚fC˚ − 2fµfµ + (θ− − θ+grr)fr
)
gA˚B˚ ,
L̂A˚
r|I− =LA˚r − (6∇A˚ −
1
2
ξA˚ − fA˚)f r +
1
2
fr(6∇A˚ − ξA˚)grr +
1
2
frν
τνB˚ΞA˚B˚
− 1
4
fr(θ
− − θ+grr)ντνA˚ +
1
2
f B˚ΞA˚B˚ −
1
4
(θ− − θ+grr)f B˚gA˚B˚ .
The relevant components of the Schouten tensor associated to the Levi-Civita connection are
given in Appendix A.1 (the Lrr-component is not needed), (A.11), (A.16), (A.17), (A.19), (A.36),
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(A.39),
Lrr|I− =− 12
(
∂r +
1
2
θ+ − κ
)
θ+ , (2.178)
LrA˚|I− =−
1
2
(
6∇A˚ +
1
2
ξA˚
)
θ+ , (2.179)
Lr
r|I− =14
(
∂r + κ
)
θ− +
1
4
(
6∇A˚ −
1
2
ξA˚
)
ξA˚ − 1
4
grr
(
∂r +
1
2
θ+ − κ
)
θ+ − 1
4
6R , (2.180)
LA˚B˚|I− =−
1
2
(
∂r − 1
2
θ+ + κ
)
ΞA˚B˚ +
1
2
(6∇(A˚ξB˚))tf −
1
4
(ξA˚ξB˚)tf +
1
4
(
6R+ 1
2
θ+θ−
)
gA˚B˚ ,
(2.181)
LA˚
r|I− =12
(
6∇B˚ − 1
2
ξB˚
)(
ΞA˚B˚ +
1
2
θ−gA˚B˚
)
− 1
4
g˚rr
(
6∇A˚ +
1
2
ξA˚
)
θ+ . (2.182)
This allows us to compute L̂ij in terms of the coordinate components of the Schouten tensor
in adapted null coordinates as computed from the constraint equations given in Appendix A.1.
This will be done explicitly in Section 7.2 for a specific choice of the gauge data (2.134).
3 Cylinder representation of spatial infinity
So far, we have described the construction of a gauge based on conformal geodesics starting from
I − which does not care about any representation of spatial infinity. In fact, depending on the
choice of the conformal gauge data at I −, (ντ , νA˚, fI− , κ, θ
−,Θ(1)), the conformal Gauss gauge
leads to different representations of spatial infinity such as the “classical” point representation or
Friedrich’s cylinder representation. The behavior of the fields near the critical sets of a cylinder
representing spatial infinity, tough, is what we are interested in.
3.1 Spatial infinity
We consider a conformally rescaled vacuum spacetime (M , g,Θ) which admits a smooth I −, and
we introduce adapted null coordinates at I −. For (M , g,Θ) to admit a (finite) representation
of spatial infinity, dΘ needs to vanish along each null geodesic generator of I − for some (finite)
value of r, i.e. for each xA˚ the function ∂τΘ|I− needs to have a zero for some (finite) value
r = r1(x
A˚). We are interested in the possible behavior of the functions ∂τΘ|I− , ντ , θ+, and κ
near i0. The constraint equations on I − (cf. (A.10) in Appendix A.1) imply that the function
∂τΘ|I− satisfies the ODE (
∂r − 1
2
θ+ + κ− ντ∂rντ
)
∂τΘ|I− = 0 . (3.1)
This equation can be integrated,
∂τΘ|I−(r, xA˚) = e
∫
r
r0
( 12 θ
+−κ+ντ∂rντ )drˆ∂τΘ|I−(r0, xA˚) (3.2)
for some initial value ∂τΘ|I−(r0, xA˚). The solution will vanish at r1 if and only if∫ r1 (1
2
θ+ − κ+ ντ∂rντ
)
drˆ = −∞ . (3.3)
We deduce that whenever a vacuum spacetime admits a piece of a smooth I − as well as some
representation of spatial infinity i0, then, along any null geodesic generator of I − at least one
of the following scenarios happens in adapted null coordinates on I −:
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(i) limr→i0 ντ = 0,
(ii)
∫ i0
κ =∞,
(iii)
∫ i0
θ+ = −∞.
Remark 3.1 The divergence of θ+ along each null geodesic generator of I − indicates the pres-
ence of a conjugate point. One therefore should expect that a gauge where (iii) is realized at
r1 < ∞ leads to the usual representation of i0 as a point. This point is known to be singular
for non-vanishing ADM mass. In any gauge where (i) or (ii) are realized the inverse metric or
the derivative ∂τgrr|I− = 2(∂r − κ)ντ diverge. A certain singular behavior at spatial infinity
therefore seems to be unavoidable regardless of the gauge condition.
Let us compute how the conditions (i)-(iii) behave under reparameterizations r 7→ r′ =
r′(r, xA),
lim
r′→i0
ν′τ = lim
r→i0
( ∂r
∂r′
ντ
)
(3.4)
∫ i0
κ′dr′ =
∫ i0 ( ∂r
∂r′
κ(r(r′))− ∂r′ log
∣∣∣∂r′
∂r
∣∣∣)dr′ = ∫ i0 κ dr − lim
r→i0
log
∣∣∣∂r′
∂r
∣∣∣+ const. , (3.5)
∫ i0
θ+
′
dr′ =
∫ i0 ∂r
∂r′
θ+(r(r′))dr′ =
∫ i0
θ+ dr . (3.6)
While (iii) is invariant, (ii) is invariant at least as long as limr→i0 |∂r
′
∂r | 6= ∞. However, these
considerations suggest to combine (i) and (ii) into one condition∫ i0
ντ∂τgrr|I− ≡ 2
∫ i0
(ντ∂rντ − κ) = −∞ ⇐⇒ lim
r→i0
log |ντ |+
∫ i0
κ =∞ (3.7)
Indeed, under the transformation r 7→ r′ = r′(r, xA) this behaves as
lim
r′→i0
log |ντ ′|+
∫ i0
κ′dr′ = lim
r→i0
log |ντ |+
∫ i0
κ dr + const. , (3.8)
so that (3.7) is invariant under reparameterizations of r.
We have proved:
Lemma 3.2 Assume that a vacuum spacetime admits a piece of a smooth I − as well as some
representation of spatial infinity i0. Consider any adapted null coordinate system at I − which
admits a finite coordinate representation of i0. Then along each null geodesic generator of I −
at least one of the following scenarios happens:
(i)
∫ i0
ντ∂τgrr|I− = −∞ (equivalently (3.7)), or
(ii)
∫ i0
θ+ = −∞ (which indicates that i0 is a conjugate point).
These conditions are invariant under reparameterizations of r.
Remark 3.3 A similar analysis can be applied to timelike infinity.
Next, we present and discuss two explicit gauge choices for the Minkowski spacetime where
the different scenarios (i)-(ii) are realized and yield qualitatively different representations on
spatial infinity. We will see that (ii) corresponds to the classical point representation of spatial
infinity while (i) yields a representation as a cylinder.
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3.2 Example: Minkowski spacetime
3.2.1 Point representation of spatial infinity
Via a conformal rescaling and suitable coordinate transformations (compare [48]) the Minkowski
metric η˜ = −(dT )2 + (dR)2 +R2sA˚B˚dxA˚dxB˚ can be brought into the form
η = Θ2η˜ = −dτ2 − 2dτdr + sin2(r)sA˚B˚dxA˚dxB˚ , (3.9)
with
Θ = 4 sin
1 + τ
2
sin
(
r +
1 + τ
2
)
, (3.10)
and with sA˚B˚dx
A˚dxB˚ being the standard metric on S2. This is realized as follows: First of all
one introduces the retarded time U ,
U := T −R , (3.11)
so that the Minkowski metric becomes
η˜ = −dU2 − 2dUdR+R2sA˚B˚dxA˚dxB˚ . (3.12)
We then apply the coordinate transformation
R 7→ r := arccot(2U)− arccot(2(U + 2R)) , (3.13)
U 7→ τ := 2arccot(2(U + 2R))− 1 . (3.14)
The inverse transformation reads
τ 7→ U = 1
2
cot
(
r +
1 + τ
2
)
, r 7→ R = sin r
Θ
, (3.15)
and we have
dU =− 4 sin
2 1+τ
2
Θ2
dτ − 8 sin
2 1+τ
2
Θ2
dr , (3.16)
dR =− 2sin
2
(
r + 1+τ2
)− sin2 1+τ2
Θ2
dτ +
4 sin2 1+τ2
Θ2
dr . (3.17)
In the conformally rescaled spacetime, past timelike infinity i− can be identified with the point
(τ = −1, r = 0), past null infinity I − corresponds to the set {τ = −1, r ∈ (0, π)} and spacelike
infinity i0 is given by the point (τ = −1, r = π).
We find that
θ+ = 2 cot r , θ− = −2 cot r , κ = 0 , (3.18)
∂τΘ|I− = 2 sin r , ντ = −1 , νA˚ = 0 , ∂τgrr|I− = 0 . (3.19)
which clearly belongs to case (ii) of Lemma 3.2 (the integrand in (i) vanishes). The null geodesics
emanating from past timelike infinity i− meet again at i0, as indicated by the divergence of the
expansion θ+.
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3.2.2 Cylinder representation of spatial infinity and conformal Gauss coordinates
In fact, we are more interested in case (i) of Lemma 3.2. Again, as an example let us study
the Minkowski spacetime for which we want to find a conformal representation which admits
a cylinder representation of spatial infinity and which we aim to express in conformal Gauss
coordinates (cf. [52]).
Consider the Minkowski spacetime in standard Cartesian coordinates (yµ),
η˜ = −(dy0)2 + (dy1)2 + (dy2)2 + (dy3)2 . (3.20)
In the domain {yµyµ > 0} we introduce new coordinates (xµ) via
xµ := − y
µ
yνyν
=⇒ yµ = − x
µ
xνxν
(3.21)
This coordinate patch excludes causal future and past of the origin, whence there will be no
representation of timelike infinity.
The Minkowski line element becomes
η˜ =
1
(xµxµ)2
(
− (dx0)2 + (dx1)2 + (dx2)2 + (dx3)2
)
. (3.22)
Let now r denote the standard radial coordinate associated with the spatial coordinates xα,
α = 1, 2, 3, and set τ := x0/r. Replacing (xα) by polar coordinates (r, xA˚), η˜ takes the form
η˜ =
1
r2(1− τ2)2
(
− dτ2 − 2τ
r
dτdr − τ
2 − 1
r2
dr2 + sA˚B˚dx
A˚dxB˚
)
. (3.23)
We choose the conformal factor,
Θ := r(1 − τ2) , (3.24)
which yields the following conformal representation of Minkowski spacetime,
η = Θ2η˜ = −dτ2 − 2τ
r
dτdr +
1− τ2
r2
dr2 + sA˚B˚dx
A˚dxB˚ , |τ | < 1 , r > 0 . (3.25)
Future and past null infinity can be identified with I ± = {τ = ±1, r > 0}. The set {r = 0}
represents spacelike infinity. By introducing r̂ := − log r as a new coordinate one shows that
the set {r = 0}, where the metric coefficients in (3.25) become singular, has cylinder topology
[−1, 1]× S2. We denote the 2-spheres where the cylinder touches I by I± := {τ = ±1, r = 0},
while the “proper part” of spacelike infinity is denoted I := {|τ | < 1, r = 0}. I± are called critical
sets. We have
Lττ =
1
2
, Lτr =
τ
2r
, LτA˚ = 0 , (3.26)
and one checks that
x˙ = ∂τ , fτ = 0 , fr = r
−1 , fA˚ = 0 (3.27)
solves the conformal geodesics equations (2.17)-(2.18), so that (3.25) provides a conformal rep-
resentation of (a subset of) Minkowski spacetime in conformal Gauss coordinates.
The coordinate transformation which relates (3.20) and (3.25) is given by
y0 =
−τ
r(1 − τ2) , y
1 =
− sin θ cosφ
r(1 − τ2) , y
2 =
− sin θ sinφ
r(1 − τ2) , y
3 =
− cos θ
r(1 − τ2) . (3.28)
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The inverse transformation takes the form
τ =
y0√
(y1)2 + (y2)2 + (y3)2
, r =
−√(y1)2 + (y2)2 + (y3)2
−(y0)2 + (y1)2 + (y2)2 + (y3)2 , (3.29)
θ =arccos
( y3√
(y1)2 + (y2)2 + (y3)2
)
, φ = arcsin
( y2√
(y1)2 + (y2)2
)
. (3.30)
These conformal Gauss coordinates correspond to the following gauge data,
ντ =
1
r
, νA˚ = 0 , f1|I− = 1 , fA|I− = 0 , κ = −
2
r
, θ− = 0 , Θ(1) = 2r . (3.31)
Moreover, we anticipate (this will be relevant in view of Section 3.4 below, where v
(2)
A˚
is defined),
gA˚B˚|I− = sA˚B˚ , D A˚v(2)A˚ = 0 , (3.32)
where D denotes the Levi-Civita connection of the standard metric on S2. It follows from
(A.10) that in this gauge I − has vanishing divergence, θ+ = 0. That means that this gauge
cannot admit a (finite) representation of a (regular) past timelike infinity i− as a tip of a cone.
Instead, i− is shifted to infinity in these coordinates (we observe this directly when applying the
coordinate transformation (3.21)). We also note that case (ii) of Lemma 3.2 is violated while (i)
is fulfilled (here we have ∂τgrr|I− = 2/r2 whence ντ∂τgrr = 2/r).
3.3 Cylinder representation and a priori restrictions on the gauge func-
tions
We want to derive restrictions on the asymptotic behavior of the gauge functions appearing
in the conformal Gauss gauge scheme at I−, necessary to obtain a spacetime which admits a
smooth cylinder representation of spatial infinity. As already mentioned before, to obtain some
representation of spatial infinity the differential of the conformal factor Θ needs to become zero
somewhere along the null geodesic generators of I −. We will choose the r-coordinates in such
a way that spatial infinity is located at r = 0. It follows that the gauge function Θ(1) needs to
satisfy Θ(1) = o(1). We are interested in the construction of smooth spacetimes, which admit a
smooth extension through null infinity, spatial infinity, which we want to represent as a cylinder,
and therefore also through its critical sets. This leads to more restrictions than those obtained
Section 3.1. First of all we need to require
Θ(1) = O(r) . (3.33)
Here the symbol O(r) is defined as follows: We say that a function f = O(rn), n ≥ 0, if it is a
smooth function of r and xA˚, and if it Taylor expansion at r = 0 starts with a term of nth-order.
We say that f = O(r−n) if rnf = O(1).
Let us now focus on the specifics of the cylinder representation. It is obtained by imposing a
specific behavior on the gauge functions (2.134) near spatial infinity. A characteristic feature of
the cylinder representation is that the Riemannian metric gA˚B˚|I− does not degenerate at spatial
infinity (as compared to e.g. the point representation of spatial infinity). It follows from (2.101)
and (2.102) that gA˚B˚|I− satisfies
gA˚B˚|I− = e
∫
r θ+drˆsA˚B˚ . (3.34)
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We thus need to require
−∞ <
∫ I−
θ+dr <∞ , (3.35)
i.e.
θ+ = O(1) . (3.36)
In a conformal Gauss gauge the conformal factor satisfies globally Θ = Θ(1)(1+τ)+Θ(2)(1+τ)2.
To end up with a spacetime where I + = {τ = +1} the relation
Θ(2) = −1
2
Θ(1) (3.37)
needs to be satisfied.
“Natural” requirements on Θ at I are, as on I , Θ|I = 0 and dΘ|I 6= 0. The gauge function
Θ(1) therefore needs to satisfy the following condition,
Θ(1) = Θ(1,1)(xA˚)r +O(r2) , Θ(1,1) > 0 . (3.38)
It is clear that in our smooth setting we need to impose
fa|I− = O(1) . (3.39)
Morever, we require the frame coefficients (which appear as unknowns in the GCFE) to be regular
at spatial infinity. This will be the case if (cf. (2.108)-(2.110))
ντ = O(1) , νA˚ = O(1) . (3.40)
We apply Lemma 3.2 to deduce that necessarily
∫ I−
κdrˆ =∞ . (3.41)
It follows from (2.168) that
(∂r + κ)ν
τ = O(1)
(3.40)⇐⇒ κντ = O(1) , (3.42)
which is only possible if
ντ = O(r) . (3.43)
Because of this behavior, the frame vectors e0 and e1 (2.108)-(2.109) become linearly depend at
spatial infinity which implies that I is a total characteristic. This also implies that ντ diverges
at spatial infinity. Let us impose the condition that this divergence is as weak as possible,
ντ = ντ(1)r +O(r2) , ντ(1) 6= 0 , (3.44)
equivalently,
d
√
− det g♯|I− 6= 0 . (3.45)
Taking (3.1) into account it follows that κ cannot diverge faster than r−1 and that
κ = −2
r
+O(1) . (3.46)
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In particular, any affine parameter along the null geodesics generating I − diverges when ap-
proaching I−,
κaff = 0 ⇐⇒ raff(r, xA˚) =
(∂raff
∂r
)∣∣∣
r=r0
∫ r
r0
e
∫
rˆ
r0
κdˆˆr
drˆ + raff |r=r0 . (3.47)
From the trace of (2.164) we deduce that
θ− = O(r) . (3.48)
Moreover, (2.115) together with (3.37) gives (〈ℓ, f〉|I− = ντf1)
f1|I− = 1− (Θ(1))−1(∂r + κ)(ντΘ(1)) , (3.49)
i.e. to make sure that I + = {τ = +1} the freedom to choose f1|I− is lost.
Because the conformal factor Θ vanishes on I, the equations (2.72)-(2.78) for connection
coefficients, Schouten tensor and frame field decouple, on the cylinder, from those for the rescaled
Weyl tensor (cf. [27]),
∂τ L̂a0|I = −Γ̂ab0L̂b0 , (3.50)
∂τ L̂ab|I = −Γ̂ac0L̂cb , (3.51)
∂τ Γ̂a
0
b|I = −Γ̂c0bΓ̂ac0 + L̂ab , (3.52)
∂τ Γ̂a
1
b|I = −Γ̂c1bΓ̂ac0 + δ1bL̂a0 , (3.53)
∂τ Γ̂1
A
B |I = −Γ̂cABΓ̂1c0 + δABL̂10 , (3.54)
∂τ Γ̂A
B
C |I = −Γ̂DBC Γ̂AD0 + δBCL̂A0 , (3.55)
∂τe
µ
a|I = −Γ̂a00δµ0 − Γ̂ab0eµb . (3.56)
The divergence of ντ ≡ (ντ )−1 does not matter as the frame field remains regular and the metric
itself does no appear as an unknown in the GCFE.
Finally, it follows from (2.164) that necessarily
ΞAB = Ξ
(1)
ABr +O(r
2) . (3.57)
Lemma 3.4 The gauge data need to satisfiy the following a priori restrictions to obtain a smooth
representation of spatial infinity as a cylinder I = {r = 0, |τ | < 1} and a smooth representation
of null infinity I ± = {τ = ±1, r > 0}, which, in addition, satisfies (3.45),
ντ = ν
(1)
τ r
−1 +O(1) , νA˚ = O(1) (3.58)
fa = O(1) , κ = −2
r
+O(1) , θ− = O(r) , (3.59)
Θ(1) = Θ(1,1)(xA˚)r +O(r2) , (3.60)
where ν
(1)
τ 6= 0 and Θ(1,1) > 0. Moreover, the data ΞAB need to be of the form (3.57), and the
gauge function f1|I− needs to fulfill (3.49).
Remark 3.5 In a next step these expansions are inserted into the constraint equations computed
in Appendix A.1. In turns out that further restrictions need to be imposed to make sure that
the restriction of the rescaled Weyl tensor is bounded at I− and does not produce logarithmic
terms there.
However, in view of an analysis of the constraint equations on the cylinder it is very convenient
if the gauge functions approach the “Minkowskian values” (3.31). In particular, this makes sure
that the system (3.50)-(3.56) can be solved explicitly. The analysis of the no-logs condition will
therefore be carried out only for gauge functions of a form as in Definition 3.6 & 3.8 below.
33
3.4 Yet another gauge freedom
Before we proceed it is important to note that there is still some gauge freedom left. We have
already mentioned that the gauge function κ does not fully determine the r-coordinate. When
transforming to a prescribed κ via the transformation r 7→ r˜ = r˜(r, xA˚) one solves a second-order
ODE, so there remains the freedom to choose the integration functions. The precise role of these
integration functions depends on the asymptotic behavior of κ near spatial infinity. In a conformal
Gauss gauge which satisfies (3.80) below we can work out what these gauge freedom corresponds
to. For this let us assume that all the other gauge data have already been transformed to their
desired values.
We consider a transformation as in (2.136) which leads us to the ODE (2.138)
∂2r
∂r˜2
=
∂r
∂r˜
[
κ(r˜)− 2∂r˜ logψ(r˜)
]− (∂r
∂r˜
)2
κ(r(r˜)) , (3.61)
with
ψ(r˜) =
∂r˜
∂r
ντ (r(r˜))
ντ (r˜)
Θ(1)(r(r˜))
Θ(1)(r˜)
. (3.62)
Here, we want to solve this equation from I−. In a conformal Gauss gauge which satisfies (3.80)
below it has the form
∂2r
∂r˜2
=
(∂r
∂r˜
)2(2
r
+O(r)
)
− ∂r
∂r˜
(2
r˜
+O(r˜)
)
. (3.63)
Set u := ∂r˜ log(r˜/r) and v := r/r˜. Then this singular ODE becomes a regular first-order system,
∂r˜u =− u2 − v2(1− ur˜)2O((vr˜)0) + (1− ur˜)O(r˜0) , (3.64)
∂r˜v =− uv . (3.65)
The solution is of the form
r = fp,q(r˜, x˚
A) = O(r˜) , where ∂r˜fp,q|I− = p(xA) > 0 and ∂2r˜fp,q|I− = q(xA) (3.66)
are the initial data. Note that this transformation does not change the location of I− = {r = 0}.
(In the special case where κ = −2/r the solution can be determined explicitly, fp,q = 2p2r˜/(2p−
qr˜).)
One then proceeds us described in Section 2.6, where coordinate and conformal transfor-
mations are chosen in such a way that the other gauge data remain invariant. Under these
transformations
g˜A˚B˚(r˜, x
C˚)|I− 7→ gA˚B˚(r, xC˚)|I− = (ψ(r˜(r), xC˚ ))2gA˚B˚(r˜(r), xC˚ ) , (3.67)
We have
ψ|I− = p(xA˚) , (3.68)
whence
gA˚B˚ |I− = (p(xA˚))2g˜A˚B˚ . (3.69)
The gauge freedom coming along with p(xA˚) can therefore be employed to conformally rescale
gA˚B˚ in any convenient manner. Let us consider the behavior of ΞA˚B˚ under the conformal and
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coordinate transformations of Section 2.6. Since we want to leave gA˚B˚ invariant we set p(x
A˚) = 1.
Then
ΞA˚B˚ =− 2
(∂x˜α
∂xA
∂x˜β
∂xB
∂r
∂x˜γ
Γ˜γαβ +
∂r
∂x˜α
∂2x˜α
∂xA∂xB
)
tf
=− 2
( ∂r˜
∂xA
∂r˜
∂xB
∂r
∂r˜
Γ˜rrr + 2
∂r˜
∂xA
∂r
∂r˜
Γ˜r
rB˚
+ 2
∂r˜
∂xA
∂r
∂x˜C˚
Γ˜C˚
rB˚
+
∂r
∂r˜
Γ˜r
A˚B˚
+
∂r
∂x˜C˚
Γ˜C˚
A˚B˚
+
∂r
∂r˜
∂2r˜
∂xA∂xB
)
tf
=
∂r
∂r˜
(
− 2(κ˜− θ˜+) 6∇A˚r˜ 6∇B˚ r˜ + 2ξ˜(A˚ 6∇B˚)r˜ + Ξ˜A˚B˚ − 2 6∇A˚ 6∇B˚ r˜
)
tf
=(1 + qr˜)
(
Ξ˜A˚B˚ − r˜2ξ˜(A˚ 6∇B˚)q + r˜2 6∇A˚ 6∇B˚q
)
tf
+O(r˜3) . (3.70)
In a conformal Gauss gauge which satisfies (3.80) below we have ξA˚ = O(r˜) (cf. (A.14)).
In Section 4.1 we will see that boundedness of the rescaled Weyl tensor at I− requires the
data ΞA˚B˚ to be of the form ΞA˚B˚ = Ξ
(2)
A˚B˚
r2 +O(r3). It follows from (3.70) that the leading order
term transforms as
Ξ
(2)
A˚B˚
7→ Ξ(2)
A˚B˚
+ (6∇A˚ 6∇B˚q)tf (3.71)
It is convenient to set
vA˚ := 6∇B˚ΞA˚B˚ . (3.72)
It follows from the Hodge-decomposition theorem (cf. e.g. [58]) that on a closed Riemannian
manifold (Σ, h) a (smooth) 1-form ω admits the decomposition
ωA = 6∇Aω+ 6 ǫAB 6∇Bω + λA with ∆hλA = 0 , (3.73)
where 6 ǫAB denotes the volume form associated with h. If (Σ, h) is compact and has non-negative
Ricci curvature which is positive at one point it follows from Bochner’s theorem (cf. e.g. [49])
that all harmonic 1-forms are identically zero. In that case any (smooth) vector field admits a
decomposition of the form
ωA = 6∇Aω+ 6 ǫAB 6∇Bω . (3.74)
In particular on a Riemannian 2-sphere all vector fields can be decomposed this way, whence the
expansion coefficients of vA˚ can be written as
v
(n)
A˚
= 6∇A˚v(n)+ 6 ǫA˚B˚ 6∇B˚v(n) . (3.75)
Consider a gauge where gA˚B˚|I− is the standard metric sA˚B˚ on S2. We observe that in that case
v(2) transforms as
v(2) 7→ v(2) + 1
2
(∆s + 2)q . (3.76)
Recall that v
(2)
A˚
arises as the divergence of a symmetric trace-free tensor, v
(2)
A = D
BΞ
(2)
AB . As a
consequence of York splitting (cf. e.g. [9]), the fact that there are no non-trivial TT-tensors on S2,
and Hodge decomposition [6], on S2, any symmetric trace-free tensor x admits a decomposition
of the form
xAB = (D(AxB))tf = (DADBx)tf + ǫ(A
C
DB)DCx , (3.77)
for appropriately chosen 1-form xA and functions x and x. Its divergence reads
D
BxAB =
1
2
DA(∆s + 2)x+
1
2
ǫA
B
DB(∆s + 2)x . (3.78)
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It follows that v(2) and v(2) cannot have ℓ = 0, 1-spherical harmonics in their harmonic decom-
position. We will make frequently use of the Hodge decompositions described here.
By way of summary, assuming a conformal Gauss gauge which satisfies (3.80) below (and
gA˚B˚|I− = sA˚B˚) the remaining gauge freedom can be employed to prescribe the divergence of v(2)A˚
by solving a Laplace-like equation. Since v(2) does not contain ℓ = 1-spherical harmonics, the
kernel of the operator in (3.76) does not provide any obstructions. One then may proceed as
described in Section 2.6 to transform the remaining gauge functions to their desired form.
3.4.1 Dual mass aspect
It is convenient so set
N :=
1
8
∆sv
(2) ⇐⇒ N = −1
8
ǫABDAv
(2)
B . (3.79)
Later on we shall see (cf. (4.57)-(4.58)) that the function N can be identified with the leading
order term of a certain rescaled Weyl tensor component at I−, and this component is dual to the
one which involves the (ADM) mass aspect M , by which we mean the limit of the Bondi mass
aspect at I−. In the case of e.g. the Taub-NUT spacetime, cf. [35], this component is constant
and can be identified with the NUT-parameter (note that this spacetime is not asymptotically
flat, whence N can be constant and non-zero, which it cannot be in our setting). In this sense
N may be regarded as a generalized NUT-like or twist parameter.
In [50], cf. [5], a so-called ‘dual Bondi 4-momentum’ has been introduced, leading in particular
to the notion of a ‘dual Bondi mass’, or ‘magnetic Bondi mass’. As the Bondi mass it is defined
as the integral of a ‘dual Bondi mass aspect’ over cuts of I . Since the function N arises as a
limit thereof at I−, we will call it dual (ADM) mass aspect.
It follows immediately from (3.79) that the dual mass, i.e. the integral of N over I− ∼= S2
vanishes. This is in accordance with the results in [5], that the dual mass has to vanish in a
spacetime with a regular I with topology R× S2.
3.5 Asymptotically Minkowski-like conformal Gauss gauge
In Section 3.3 we have derived some a priori restrictions on the gauge functions in order to end
up with a smooth cylinder representation of spatial infinity. However, it is useful and convenient
to impose some weak additional restrictions on the asymptotic behavior of the gauge functions
at I−.
The equations for Weyl connection, Schouten tensor etc. derived in Section 2.3 & 2.4 involve
terms which are quadratic in the unknowns. This implies that the structure of the equations
for the nth-order radial derivatives on the cylinder depends crucially on terms of 0th-order (in
particular of connection and frame coefficients).
In the case of a smooth critical set I−, the integration functions for the transport equations
on the cylinder are determined at I− by the limit of the corresponding fields on I −. The initial
data for the 0th-order equations, (3.50)-(3.56), which are non-linear, are determined by the
asymptotic behavior of the gauge functions on I −. In order to study the transport equations
for radial derivatives of order m ≥ 1, a simple, explicit form for the terms of 0th-order on I
is beneficial. We will therefore fix the leading order term of the asymptotic expansion of the
gauge functions (the condition below on the next-to-leading order term for ντ corresponds to a
restriction on the leading-order of the divergence θ+). Guided by the representation (3.25) of
the Minkowski spacetime we will restrict attention henceforth to gauge functions of the following
form, for which, indeed, (3.50)-(3.56) can be solved explicitly, which will be accomplished in
Section 5.1.
36
Definition 3.6 We call a conformal Gauss gauge “weakly asymptotically Minkowski-like” if the
gauge functions are of the following form,
ντ =
1
r
+
Θ(1,2)
2
+O(r) , νA˚ = O(r) , Θ
(1) = 2r +Θ(1,2)r2 +O(r3) , κ = −2
r
+O(r) , (3.80)
θ− = O(r3) , gA˚B˚ |I− = sA˚B˚ , fr|I− =
1
r
+O(1) , fA˚|I− = O(r) . (3.81)
Remark 3.7 In Section 3.3 we have assumed that I + is located at {τ = +1}, so that (3.37)
holds, in order to motivate (3.38). Since we are mainly interested in the behavior of the fields
near I− we do not include (3.37) in this definition so that all gauge functions are independent.
It turns out that connection and frame coefficients on I do not depend on the physical, non-
gauge data, while their 1st-order radial derivatives (and the restriction to I of the rescaled Weyl
tensor) depend on mass and dual mass aspect. Only the 2nd-order ones (the 1st-order ones of
the rescaled Weyl tensor) depend on the radiation field (and the angular momentum). Since we
know that (3.25) provides a smooth representation of Minkowski, it therefore seems reasonable to
expect that (3.80)-(3.81) do not impose restrictions on the non-gauge data to produce a spacetime
which admits a smooth critical set I−.
For later reference, we also add the following
Definition 3.8 We call a conformal Gauss gauge “asymptotically Minkowski-like at each order”
if the gauge functions are of the following form,
ντ =
1
r
+O(r∞) , νA˚ = O(r
∞) , Θ(1) = 2r +O(r∞) , κ = −2
r
+O(r∞) , (3.82)
θ− = O(r∞) , gA˚B˚|I− = sA˚B˚ , D A˚v(2)A˚ = 0 , fr|I− =
1
r
+O(r∞) , fA˚|I− = O(r∞) , (3.83)
i.e. if the gauge functions have the same expansions at I− as in (3.31)-(3.32).
We will use this gauge in Section 7 to establish sufficient conditions for the non-appearance
of logarithmic terms at the critical sets.
4 Appearance of log terms: Approaching I− from I −
Our goal is as follows: We assume we have been given asymptotic initial data, which will be
the radiation field on I − supplemented by certain “integration functions” at I− such as the
(ADM) mass aspect, cf. Appendix A.2. Then we solve the characteristic constraint equations
to determine all the relevant data for the evolution equations, and analyze the appearance of
logarithmic terms at I−.
A related problem for an ordinary (i.e. non-asymptotic) characteristic inital value problem
with one initial surface going all the way to null infinity has been anaylzed in [7, 15, 45]. There it
turns out that, in an appropriate gauge, if the constraint equations do not produce logarithmic
terms, the solution will be smooth, in particular higher-order transverse derivatives will not pick
up log terms when approaching null infinity.
When approaching spatial infinity the situation turns out to be completely different, as loga-
rithmic terms can appear in transverse derivatives of arbitrary high orders with all lower orders
being smooth. We thus need to take higher order transverse derivatives into account as well,
and analyze their behavior when approaching I−, which makes the problem significantly harder
to deal with. We will do this by determining expansions of all the relevant fields on I − (and
transverse derivatives thereof) when approaching I−. Later on, we will study the same issue
when approaching I− from the cylinder I.
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4.1 Solution of the asymptotic constraint equations
We assume a weakly asympotically Minkowski-like conformal Gauss gauge (3.80)-(3.81). The
constraint equations in adapted null coordinates are listed in Appendix A.1.4 Recall that the
data ΞAB need to be of the form (3.57). Those constraint equations (A.9)-(A.19) which do not
involve the radiation field can be straightforwardly solved,
Σ =2r2 +Σ(4)r4 +Σ(5)r5 +O(r6) , (4.1)
θ+ =θ+(1)r + θ+(2)r2 +O(r3) , where θ+(1) = 2(κ(1) +Σ(4)) , (4.2)
gA˚B˚|I− =
(
1 +
1
2
θ+(1)r2 +
1
3
θ+(2)r3
)
sA˚B˚ +O(r
4) , (4.3)
6R =2− 1
2
(∆s + 2)θ
+(1)r2 − 1
3
(∆s + 2)θ
+(2)r3 +O(r4) , (4.4)
Lrr|I− =− 32θ
+(1) +O(r) , (4.5)
ξA˚ =∇˚A˚Σ(4)r2 + ∇˚A˚Σ(5)r3 +O(r4) , (4.6)
LrA˚|I− =−
1
2
∇˚A˚θ+(1)r −
1
2
∇˚A˚θ+(2)r2 +O(r3) , (4.7)
gA˚B˚LA˚B˚|I− =1−
1
4
(∆s + 2)θ
+(1)r2 +O(r3) , (4.8)
Lr
r|I− =− 1
2
+
1
4
(
θ−(3) +∆sΣ
(4) +
1
2
(∆s − 4)θ+(1)
)
r2 +
1
4
(
2θ−(4) − 4θ+(2)
+∆sΣ
(5) − 3grr(3)θ+(1) + 1
3
(∆s + 2)θ
+(2)
)
r3 +O(r4) . (4.9)
Here (·)(n) denotes the nth-order expansion coefficient at r = 0. The values for Σ(4), Σ(5) and
θ+(2) are determined by ντ , Θ
(1) and κ; the precise relation is irrelevant here. Integration of
(A.36) and (A.39) yields
(LA˚B˚)tf |I− =
1
2
Ξ
(1)
A˚B˚
+O(r2) , (4.10)
LA˚
r|I− =12v
(1)
A˚
r +O(r2) . (4.11)
Then we employ (A.40)-(A.41) to obtain
WrA˚rB˚|I− =O(r−1) , (4.12)
WrA˚r
r|I− =− 14r2 v
(1)
A˚
+O(1) , (4.13)
which implies that the frame component (recall (2.108)-(2.110))
W010A −W011A|I− = ντeA˚AWrA˚rr + (ντ )2νB˚eA˚AWrA˚rB˚ = −
1
4r
v
(1)
A +O(r) (4.14)
is unbounded at I− whenever v
(1)
A 6= 0. We deduce the regularity condition
v
(1)
A˚
= 0 ⇐⇒ Ξ(1)
A˚B˚
= 0 . (4.15)
4Alternatively, one could analyze the constraints directly in a conformal Gauss gauge and the associated frame.
Since the constraint equations in adapted null coordinates have been derived in [44], the coordinates are adapted to
the geometry of I−, and since we also have identified the remaining gauge degrees of freedom using coordinates,
it seems convenient to start with them and determine the behavior in the conformal Gauss gauge afterwards.
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In the analysis the radiation field WrA˚rB˚ plays a distinguished role; in turns out the the expres-
sions below take the most compact form when expressed in term of WrA˚rB˚ rather than ΞA˚B˚,
which, tough, does not comprise the integration functions Ξ
(1)
A˚B˚
and Ξ
(2)
A˚B˚
. It is convenient to
make the following definitions,
wA˚ := 6∇B˚WrA˚rB˚|I− , w(n)A˚ := D
B˚W
(n)
rA˚rB˚
|I− . (4.16)
Recall that v
(n)
A = DAv
(n) + ǫA
BDBv
(n), Definition 3.79, and that v(2) may be regarded as a
gauge function. From (A.36), (A.39)-(A.42) we obtain (ǫA˚B˚ denotes the volume form of the
round sphere)
(LA˚B˚)tf |I− =−
1
2
(
Ξ
(3)
A˚B˚
− (DA˚DB˚Σ(4))tf
)
r2
− 1
2
(
2Ξ
(4)
A˚B˚
− Σ(4)Ξ(2)
A˚B˚
− (DA˚DB˚Σ(5))tf
)
r3 +O(r4) , (4.17)
LA˚
r|I− =12v
(2)
A˚
r2 +
1
2
v
(3)
A˚
r3 +
1
4
DA˚
(
θ−(3) − θ+(1)
)
r3 +
1
4
(
2v
(4)
A˚
+ DA˚(θ
−(4) − θ+(2))
−D B˚Σ(4)Ξ(2)
A˚B˚
− θ+(1)v(2)
A˚
− grr(3)DA˚θ(+)1
)
r4 +O(r5) , (4.18)
WrA˚rB˚|I− =−
1
2
Ξ
(3)
A˚B˚
r−1 +
1
4
(
DA˚DB˚(θ
+(1) + 2Σ(4))
)
tf
r−1 − 3
2
Ξ
(4)
A˚B˚
+
1
4
(
DA˚DB˚(θ
+(2) + 3Σ(5))
)
tf
+
3
8
(θ+(1) + 2Σ(4))Ξ
(2)
A˚B˚
+O(r) , (4.19)
wA˚ =−
1
2
(
v
(3)
A˚
− 1
4
DA˚(∆s + 2)(2Σ
(4) + θ+(1))
)
r−1 − 3
8
[
4v
(4)
A˚
−D B˚
(
(2Σ(4) + θ+(1))Ξ
(2)
A˚B˚
)
− 1
3
DA˚
(
(∆s + 2)(θ
+(2) + 3Σ(5))
]
+O(r) , (4.20)
WrA˚r
r|I− =− 1
2
w
(−1)
A˚
− 1
3
w
(0)
A˚
r +O(r2) , (4.21)
WA˚B˚r
r|I− =− 2NǫA˚B˚ −D[A˚w(−1)B˚] r −
(1
3
D[A˚w
(0)
B˚]
+
1
2
Ξ
(2)
[A˚
C˚W
(−1)
B˚]rC˚r
− 1
4
Nθ+(1)ǫA˚B˚
)
r2 +O(r3) .
(4.22)
The ODE (A.43) for Wr
r
r
r ,(
∂r+
3
2
θ+(1)r+O(r2)
)
Wr
r
r
r|I− = 12D
A˚w
(−1)
A˚
+
1
3
D
A˚w
(0)
A˚
r+
1
2
Ξ(2)A˚B˚W
(−1)
rA˚rB˚
r+O(r2) , (4.23)
does not produce log-terms. Its solution is of the form
Wr
r
r
r|I− = 2M+ 12D
A˚w
(−1)
A˚
r+
1
2
(1
3
D
A˚w
(0)
A˚
+
1
2
Ξ(2)A˚B˚W
(−1)
rA˚rB˚
− 3
2
Mθ+(1)
)
r2+O(r3) . (4.24)
As explained in Appendix A.2.3, the integration function M – as the ones which appear below –
may be regarded as part of the freely prescribable initial data. The function M can be identified
with the ADM mass aspect, or rather the limit of the Bondi mass aspect at I−. There are results
[41] which show that for a certain class of data it is this limit, whence we will call it (ADM)
mass aspect.
We consider the ODE (A.44) for WA˚
r
r
r,(
∂r − 2
r
+O(r)
)
WA˚
r
r
r|I− = DA˚M + ǫA˚B˚DB˚N +
1
2
DA˚D
B˚w
(−1)
B˚
r − 1
4
(∆s − 1)w(−1)A˚ r +O(r
2) .
(4.25)
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The term of order r on the right-hand side produces log-terms. We therefore need to impose the
no-logs-condition
(∆s − 1)w(−1)A˚ − 2DA˚D
B˚w
(−1)
B˚
= 0 . (4.26)
Again, we use Hodge decomposition,
w
(n)
A = DAw
(n) + ǫA
B
DBw
(n) . (4.27)
By taking the divergence and curl of (4.26) it follows that
∆s∆sw
(−1) = 0 =⇒ ∆sw(−1) = const. (4.28)
∆s∆sw
(−1) = 0 =⇒ ∆sw(−1) = const. (4.29)
According to Gauss’ theorem, on S2 , a solution w(−1) and w(−1), respectively, exists if and only
if the corresponding constant in the equation vanishes. In that case w(−1) and w(−1) need to be
constant and the no-logs condition (4.26) becomes
w
(−1)
A˚
= 0 ⇐⇒ W (−1)
rA˚rB˚
= 0 . (4.30)
At this stage it seems remarkable that all gauge functions, which in principle provide contri-
butions to this order, cancel out. In particular they cannot be employed to fulfill the no-logs
conditions, at least not at this order (of course, in principle it is conceivable that the gauge
functions of this order can be used to get rid of log terms which appear in higher orders). We
will return to this observation later on and in particular in Section 6.
Assuming that (4.30) holds, the ODE for WA˚
r
r
r takes the form
(
∂r − 2/r + (κ(1) + 1
2
θ+(1))r +O(r2)
)
WA˚
r
r
r|I−
=MA˚ +
(
− 1
12
(∆s − 3)w(0)A˚ +
1
6
DA˚D
B˚w
(0)
B˚
− 3
4
DA˚(Mθ
+(1))− 3
4
D
B(Nθ+(1))ǫA˚B˚
− 3
2
DA˚Σ
(4)M − 3
2
NDBΣ(4)ǫA˚B˚
)
r2 +O(r3) ,
where we have set
MA˚ := DA˚M + ǫA˚B˚D
B˚N ,
whence, for some integration function L˚A˚,
WA˚
r
r
r|I− =−MA˚r + L˚A˚r2 +
(
(κ(1) − 1
4
θ+(1))MA˚ −
1
12
(∆s − 3)w(0)A˚ +
1
6
DA˚D
B˚w
(0)
B˚
− 3
2
MDA˚(θ
+(1) − κ(1))− 3
2
ND B˚(θ+(1) − κ(1))ǫA˚B˚
)
r3 +O(r4) .
Finally, we consider the ODE (A.47) which determines (WA˚
r
B˚
r)tf ,(
∂r − 4/r + (2κ(1) − 1
2
θ+(1))r +O(r2)
)
(WA˚
r
B˚
r)tf |I−
=− (D(A˚MB˚))tfr +
(
(D(A˚L˚B˚))tf +
3
2
MΞ
(2)
A˚B˚
+
3
2
NΞ
(2)
(A˚
C˚ǫB˚)C˚
)
r2
+
(
(κ(1) − 1
4
θ+(1))D(A˚MB˚) −
1
12
D(A˚(∆s − 1)w(0)B˚) +
1
6
DA˚DB˚D
C˚w
(0)
C˚
)
tf
r3 +O(r4) . (4.31)
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The solution contains logarithmic term unless the following no-logs-condition holds,
D(A˚(∆s − 1)w(0)B˚) = 2DA˚DB˚D
C˚w
(0)
C˚
. (4.32)
Then, the solution takes the form (for some integration function c˚
(2,0)
A˚B˚
)
(WA˚
r
B˚
r)tf |I− = 1
2
(D(A˚MB˚))tfr
2−
(
(D(A˚L˚B˚))tf+
3
2
MΞ
(2)
A˚B˚
+
3
2
NΞ
(2)
(A˚
C˚ǫB˚)C˚
)
r3+c˚
(2,0)
A˚B˚
r4+O(r5) .
(4.33)
To analyze (4.32) we decompose, as above, w
(0)
A as w
(0)
A = DAw
(0) + ǫA
BDBw
(0) and apply
DADB,
∆s∆s(∆s + 2)w
(0) = 0 .
It follows that w(0) needs to be a linear combination of ℓ = 0, 1-spherical harmonics. Next we
apply ǫACDCD
B to (4.32) to obtain an identical equation for w(0), ∆s∆s(∆s + 2)w
(0) = 0.
Consequently, w(0) can be represented by ℓ = 0, 1-spherical harmonics as well. Equivalently, w
(0)
A
is a conformal Killing 1-form on S2.
However, recall that w
(0)
A was defined as the divergence of a symmetric trace-free tensor,
w
(0)
A = D
Bw
(0)
AB, whence, on S
2, w(0) and w(0) are not allowed to have ℓ = 1-spherical harmonics
in their decomposition, cf. (3.78). The no-logs condition (4.32) thus requires that also this
expansion coefficient of the radiation field needs to vanish, again regardless of the choice of the
gauge functions,
W
(0)
rA˚rB˚
= 0 . (4.34)
Altogether, assuming that the no-logs conditions (4.30) and (4.34) as well as the boundedness-
condition (4.15) hold, the restriction of the rescaled Weyl tensor to I − extends smoothly across
I− and admits there an expansion of the form,
WrA˚rB˚|I− =O(r) , (4.35)
WrA˚r
r|I− =O(r2) , (4.36)
WA˚B˚r
r|I− =− 2NǫA˚B˚ +
1
2
Nθ+(1)ǫA˚B˚r
2 +O(r3) , (4.37)
Wr
r
r
r|I− =2M − 3
2
Mθ+(1)r2 +O(r3) , (4.38)
WA˚
r
r
r|I− =−MA˚r + L˚A˚r2 +
(
(κ(1) − 1
4
θ+(1))MA˚ −
3
2
MDA˚(θ
+(1) − κ(1))
− 3
2
ND B˚(θ+(1) − κ(1))ǫA˚B˚
)
r3 +O(r4) (4.39)
(WA˚
r
B˚
r)tf |I− =12(D(A˚MB˚))tfr
2 −
(
(D(A˚L˚B˚))tf +
3
2
MΞ
(2)
A˚B˚
+
3
2
NΞ
(2)
(A˚
C˚ǫB˚)C˚
)
r3 + c˚
(2,0)
A˚B˚
r4 +O(r5) .
(4.40)
We have proved the following
Proposition 4.1 Consider asymptotic initial data (WrA˚rB˚,Ξ
(1)
A˚B˚
,M,N, L˚A˚, c˚
(2,0)
A˚B˚
) for the GCFE
on I − in a weakly asymptotically Minkowski-like conformal Gauss gauge (3.80)-(3.81).5 Then
the solution of the vacuum constraint equations for the GCFE on I − admits a smooth expansion
5 To have a well-posed initial value problem the data on I− need to be supplemented by appropriate data on
e.g. an incoming null hypersurface, cf. Appendix A.2.
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through I− if and only if the boundedness condition (4.15) holds, i.e. Ξ
(1)
A˚B˚
= 0, and the data
WrA˚rB˚ admit an expansion of the form WrA˚rB˚ = O(r) at I
−, i.e. if and only if the two leading
order terms of the radiation field vanish.6 In that case the expansion of the rescaled Weyl tensor
takes the form (4.35)-(4.40). In the frame (2.108)-(2.110) its expansion is given by (4.57)-(4.62)
below.
4.1.1 Frame coefficients
So far we have solved the asymptotic constraint equations on I − in adapted null coordinates.
Now we want to compute the corresponding frame coefficients associated to the frame (2.108)-
(2.110) in our current weakly asymptotically Minkowski-like conformal Gauss gauge, where
eτ 1|I− = 1 , er1|I− = ντ = r +O(r2) , eA˚1|I− = 0 , (4.41)
eτA|I− = 0 , erA|I− = O(r2) , eA˚A|I− = e˚A˚A +O(r2) . (4.42)
It follows from (2.167)-(2.171) that
Γ̂1
1
1|I− =1 + f (1)1 r +O(r2) , (4.43)
Γ̂1
1
0|I− =− f (1)1 r +O(r2) , (4.44)
Γ̂1
A
0|I− =− fA(1)r +O(r2) , (4.45)
Γ̂1
A
1|I− =Γ̂1A0 , (4.46)
(Γ̂1
A
B)tf |I− =0 , (4.47)
while (2.162)-(2.166) give (with ν
(n)
A := e˚
A˚
Aν
(n)
A˚
),
Γ̂A
1
1|I− =f (1)A r +O(r2) , (4.48)
Γ̂A
1
0|I− =
(
DAν
(0)
τ − ν(1)A
)
r +O(r2) , (4.49)
Γ̂A
B
0|I− =12Ξ
(2)
A
Br +O(r2) , (4.50)
Γ̂A
B
1|I− =Γ̂AB0 +
(
1 + f
(1)
1 r +O(r
2)
)
δBA , (4.51)
Γ̂A
C
B|I− =Γ˚ACB +
(
2δC (Af
(1)
B) − ηABf (1)C
)
r +O(r2) . (4.52)
From Section 2.8 we obtain
L̂1j|I− =O(r2) , (4.53)
L̂A1|I− =
(1
2
v
(2)
A + f
(1)
A −DAf (0)r −
1
2
DAg
(3)rr
)
r +O(r2) , (4.54)
L̂AB|I− =
(
−DAf (1)B −
1
2
Ξ
(2)
AB − (f (0)r +
1
2
g(3)rr)ηAB
)
r +O(r2) , (4.55)
L̂A0|I− =12
(
v
(2)
A − DAg(3)rr
)
r +O(r2) . (4.56)
6 An r−2-term would yield an unbounded frame component.
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For the rescaled Weyl tensor we find, redefining the integration functions L˚A and c˚
(2,0)
AB (now
denoted without )˚,
W0101|I− =2M +O(r2) , (4.57)
W01AB |I− =2NǫAB +O(r2) , (4.58)
W−A |I− =O(r2) , (4.59)
W+A |I− =− 2MA + 2LAr +O(r2) , (4.60)
V +AB|I− =O(r2) , (4.61)
V −AB|I− =(D(AMB))tf +
(
− 2(D(ALB))tf − 3MΞ(2)AB − 3NΞ(2)(ACǫB)C
− 2(M(ADB)ν(0)τ )tf + 2(ν(1)(AMB))tf
)
r + c
(2,0)
AB r
2 +O(r3) . (4.62)
4.2 Higher-order derivatives: Structure of the equations and no-logs
conditions
In the previous section we derived conditions which make sure that the restriction to I − of the
fields appearing in the GCFE admit smooth extensions through I−. Here we devote attention to
the issue under which conditions the statement remains true for transverse derivatives of these
fields as well. For this let us assume that all the fields f = (eµi, Γ̂i
j
k, L̂ij ,Wijkl) have transverse
derivatives ∂kτ f|I− which admit smooth extensions across I− for 0 ≤ k ≤ n− 1. We aim to find
conditions which guarantee that this also holds true for ∂nτ f|I− , n ≥ 1.
Recall the evolution equations (2.72)-(2.78). We apply ∂n−1τ , which yields algebraic equations
for (∂nτ e
µ
i, ∂
n
τ Γ̂i
j
k, ∂
n
τ L̂ij)|I− ,
∂nτ e
µ
a|I− = O(1) , ∂nτ Γ̂aij |I− = O(1) , ∂nτ L̂ai|I− = O(1) , (4.63)
whence the restrictions to I − of the nth-order τ -derivatives of frame field, connection coefficients
and Schouten tensor are smooth at I−, supposing that this is the case for all derivatives of f up
to and including order n− 1.
Let us consider the evolution equations (2.90)-(2.94) for the rescaled Weyl tensor. Again we
apply ∂n−1τ and take the restriction to I
−. We obtain a set of equations which determines all
independent components (except ∂nτ V
−
AB|I−) algebraically in terms of (∂nτ eµi, ∂nτ Γ̂ijk, ∂nτ L̂ij)|I−
and lower-order derivatives, which are already known at this stage. In particular these compo-
nents are smooth at I−, as well,
∂nτ UAB|I− = O(1) , ∂nτW±A |I− = O(1) , ∂nτ V +AB |I− = O(1) . (4.64)
The missing components ∂nτ V
−
AB |I− are determined by (2.95). We apply ∂nτ and take its restric-
tion to I −. In this case it is not an algebraic equation but an ODE for ∂nτ V
−
AB|I− along the
null geodesic generators of I − (the 0th-order recovers the constraint (A.47) for (WA˚
r
B˚
r)tf in
frame components),
(ντ∂r + n∂τe
τ
1)∂
n
τ V
−
AB |I− =(Γ̂100 + 2Γ̂110 + Γ̂CC0 − Γ̂CC1)∂nτ V −AB
−
(
(Γ̂C
0
(A + Γ̂C
1
(A − 2Γ̂1C (A)∂nτ V −B)C
)
tf
+O(1) , (4.65)
where O(1) only involves terms such as (4.64) which are in principle known at this stage, and
known to be smooth at I−. Using (2.162)-(2.171) and taking into account that by (2.78) we have
∂τe
τ
1|I− = (∂r + κ)ντ , (4.66)
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this can be written as(
ντ∂r +
1
2
θ+ντ + (n+ 2)(∂r + κ)ν
τ
)
∂nτ V
−
AB |I− =O(1) , (4.67)
or,
rn+3
(
∂r +O(1)
)
(r−n−2∂nτ V
−
AB)|I− =O(1) , (4.68)
Equation (4.68) suggests that in general one should expect the appearance of logarithmic terms.
Under the premise that everything is smooth up to and including the (n − 1)st-order, n ≥ 1,
logarithmic terms in the expansions in r of the nth-order transverse derivatives can appear at
most in the expansion of ∂nτ V
−
AB|I− . To check whether this is indeed the case, one needs to
compute the expansions in r of all the other fields up to and including the order n + 2: An
rn+2-contribution on the right-hand side of (4.68) produces log terms. The observation that log
terms can in principle appear at arbitrary high orders makes the analysis cumbersome. In the
following we will analyze the mechanism how logarithmic terms arise via (4.68) in more detail.
In Section 7 we will provide some more explicit calculations in an asymptotically Minkowski-like
conformal Gauss gauge at each order, where the asymptotic behavior of the gauge functions is
fixed.
Proposition 4.2 Consider asymptotic initial data (WrA˚rB˚|I− ,Ξ(1)AB,M,N,LA, (c(n+2,n)AB )n≥0)7
for the GCFE on I − in a weakly asymptotically Minkowski-like conformal Gauss gauge (3.80)-
(3.81). Then the restrictions to I − of all the fields (∂nτ e
µ
i, ∂
n
τ Γ̂i
j
k, ∂
n
τ L̂ij , ∂
n
τWijkl), n ∈ N,
admit smooth extensions through I− if and only if Ξ
(1)
AB = 0, the no-logs conditions (4.30) and
(4.34) are fulfilled by the radiation field, or, equivalently, WrA˚rB˚|I− = O(r), and (4.68) does
not produce log terms ∀n ≥ 1.
4.3 No-logs condition for V −AB
The no-logs condition (4.34) for V −AB|I− arises as Laplace-like equation on the expansion coef-
ficient W
(0)
rA˚rB˚
|I− (equivalently Ξ(4)AB) of the radiation field. This leads to the question whether
also in higher orders the no-logs condition for ∂nτ V
−
AB|I− can be read as a Laplace equation for
W
(n)
rA˚rB˚
|I− , or, alternatively, Ξ(n+4)AB . To get some insights, set
f (m,n) :=
1
m!n!
∂mr ∂
n
τ f |I− . (4.69)
Moreover, we write
f = OΞ(n) (4.70)
if the function f is smooth at I− and depends only on Ξ
(k)
AB with k ≤ n and possibly the gauge
functions and the integration functions M , N , LA and c
(k+2,k)
AB but not on Ξ
(k)
AB with k ≥ n+ 1
In this section it is convenient to express everything in terms of ΞAB rather than WrA˚rB˚.
From the constraint equations derived in Appendix A.1 we deduce that only the following
7The c
(n+2,n)
AB
’s are integration functions on I− which arise from the ∂nτ V
−
AB
|
I−
-equation, cf. Appendix A.2.3.
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coordinate components depend on ΞA˚B˚
(LA˚B˚)
(m,0)
tf =−
m− 1
2
Ξ
(m+1)
A˚B˚
+OΞ(m) , (4.71)
LA˚
r(m,0) =
1
2
v
(m)
A˚
+OΞ(m− 1) , (4.72)
WrA˚rB˚
(m,0) =− (m+ 2)(m+ 3)
4
Ξ
(m+4)
A˚B˚
+OΞ(m+ 3) , (4.73)
WrA˚r
r(m,0) =
m+ 1
4
v
(m+3)
A˚
+OΞ(m+ 2) , (4.74)
WA˚B˚r
r(m,0) =
1
2
D[A˚v
(m+2)
B˚]
+OΞ(m+ 1) , (4.75)
Wr
r
r
r(m,0) =− 1
4
D
Av
(m+2)
A˚
+OΞ(m+ 1) , (4.76)
WA˚
r
r
r(m,0) =
1
8(m− 2)
(
(∆s − (m− 1)(m− 2)− 1)v(m+1)A˚ − 2DA˚D
Bv
(m+1)
B˚
)
+OΞ(m) ,
(4.77)
(WA˚
r
B˚
r)
(m,0)
tf =
1
8(m− 3)(m− 4)
(
D(A˚(∆s − 1)v(m)B˚) − 2DA˚DB˚D
Cv
(m)
C˚
)
tf
− (m− 2)(m− 1)
16
Ξ
(m)
A˚B˚
+OΞ(m− 1) . (4.78)
Terms with vanishing denominator, such as the first one on the right-hand side in (4.78) for
m = 3, 4, are defined to be zero. For the frame components we then obtain (cf. the formulas in
Section 2.7 & 2.8),
L̂
(m,0)
ij =OΞ(m+ 1) , (4.79)
Γ̂i
j
k
(m,0) =OΞ(m+ 1) , (4.80)
eµi
(m,0) =OΞ(m+ 1) , (4.81)
V
+(m,0)
AB =−
m(m+ 1)
8
Ξ
(m+2)
AB +OΞ(m+ 1) , (4.82)
W
−(m,0)
A =
m
4
v
(m+2)
A +OΞ(m+ 1) , (4.83)
W
(m,0)
0101 =−
1
4
D
Av
(m+2)
A +OΞ(m+ 1) , (4.84)
W
(m,0)
01AB =−
1
2
D[Av
(m+2)
B] +OΞ(m+ 1) , (4.85)
W
+(m,0)
A =
1
4(m− 1)(∆s − 1)v
(m+2)
A −
1
2(m− 1)DAD
Bv
(m+2)
B +OΞ(m+ 1) , (4.86)
V
−(m,0)
AB =
1
8(m− 1)(m− 2)
(
D(A(∆s − 1)v(m+2)B) − 2DADBDCv(m+2)C
)
tf
+OΞ(m+ 1) . (4.87)
From the evolution equations (2.72)-(2.78) we deduce by induction over n, and assuming that
the solution is smooth up to and including the order n− 1,
eµi
(m,n) = OΞ(m+ 1) , Γ̂i
j
k
(m,n) = OΞ(m+ 1) , L̂
(m,n)
ij = OΞ(m+ 1) . (4.88)
Similarly, taking the (n − 1)st-order τ -derivatives of (2.90)-(2.94), we deduce that W (m,n)ijkl =
OΞ(m+ 2), except possibly for V
−(m,n)
AB , which so far does not even need to exist if logarithmic
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terms appear. We want to work out the dependence on Ξ
(m+2)
AB explicitly. For this the following
observation is important: It follows from (5.6)-(5.9) below that in our current weakly asymp-
totically Minkowski gauge the Schouten tensor as well as frame and connection coefficients are
τ -independent on I, except for eτ 1|I = −τ . In particular a regular I− requires the following
relations on I − for p ≤ n− 1,
∂pτ Γ̂i
j
k|I− =O(r) , for p ≥ 1 , (4.89)
∂pτ e
µ
i|I− =O(r) , for p ≥ 2 , (4.90)
∂p∂τe
µ
1|I− =− δµ0 +O(r) , (4.91)
∂p∂τe
µ
A|I− =O(r) , (4.92)
whence most terms in the Bianchi equation do not contribute to a Ξ
(m+2)
AB -term. We evaluate the
(n− 1)st-order τ -derivative of (2.90)-(2.91) and (2.94), and the nth-order τ -derivative of (2.98)
for m,n ≥ 1,
nW0101
(m,n) =− 1
2
D
AW+A
(m,n−1) +
1
2
D
AW−A
(m,n−1) +OΞ(m+ 1) , (4.93)
nW01AB
(m,n) =D[AW
+
B]
(m,n−1) + D[AW
−
B]
(m,n−1) +OΞ(m+ 1) , (4.94)
nV +AB
(m,n) =
1
2
(n−m+ 1)V +AB(m,n−1) +
1
2
(D(AW
−
B)
(m,n−1))tf +OΞ(m+ 1) , (4.95)
(n−m− 1)W−A (m,n) =2DBV +AB (m,n) +OΞ(m+ 1) . (4.96)
We further evaluate the nth-order τ -derivative of (5.39) and the (n − 1)st-order τ -derivative of
(5.41) below (which arise as linear combinations of (2.90)-(2.99))
(n−m+ 2)V −AB (m,n) =− (D(AW+B)(m,n))tf +OΞ(m+ 1) , (4.97)
nW+A
(m,n) =−DBV −AB(m,n−1) +
1
2
(n−m− 2)W+A (m,n−1) +OΞ(m+ 1) . (4.98)
These equations can be decoupled to provide recursive formulas for various components of the
transverse derivatives of the rescaled Weyl tensor at I−,
(n−m− 1)W−A (m,n) =
1
2n
(
∆s + (m− n)(m− n+ 1)− 1
)
W−A
(m,n−1) +OΞ(m+ 1) ,
(4.99)
(n−m− 2)DBV +AB(m,n) =
1
2n
(
∆s + (m− n)(m− n+ 1)− 1
)
D
BV +AB
(m,n−1) +OΞ(m+ 1) ,
(4.100)
(m− n− 1)W+A (m,n) =−
1
2n
(
∆s + (m− n)(m− n+ 1)− 1
)
W+A
(m,n−1) +OΞ(m+ 1) ,
(4.101)
(m− n− 2)DBV −AB(m,n) =−
1
2n
(
∆s + (m− n)(m− n+ 1)− 1
)
D
BV −AB
(m,n−1) +OΞ(m+ 1) .
(4.102)
The no-logs condition for ∂nτ V
−
AB takes the form
(D(AW
+
B)
(n+2,n))tf = OΞ(n+ 3) , (4.103)
its divergence reads
(∆s + 1)W
+
A
(n+2,n) = OΞ(n+ 3) . (4.104)
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In the special case where m = n+ 2 we express W+A
(n+2,n) in terms of the initial data on I −.
Using (4.101) we obtain
W+A
(n+2,n) =− 1
2n
(∆s + 5)W
+
A
(n+2,n−1) +OΞ(n+ 3)
=
1
8n(n− 1)(∆s + 5)(∆s + 11)W
+
A
(n+2,n−2) +OΞ(n+ 3)
= . . .
=
(−1)n
2n(n!)2
n+1∏
ℓ=2
(
∆s + ℓ(ℓ+ 1)− 1
)
W
+(n+2,0)
A +OΞ(n+ 3)
(4.86)
=
(−1)n
2n+2n!(n+ 1)!
n+1∏
ℓ=2
(
∆s + ℓ(ℓ+ 1)− 1
)(
(∆s − 1)v(n+4)A − 2DADBv(n+4)B
)
+OΞ(n+ 3) .
The no-logs condition (4.104) therefore adopts the form
n+1∏
ℓ=1
(
∆s + ℓ(ℓ+ 1)− 1
)(
(∆s − 1)v(n+4)A˚ − 2DAD
Bv
(n+4)
B
)
= OΞ(n+ 3) .
Curl and divergence read
n+1∏
ℓ=0
(
∆s + ℓ(ℓ+ 1)
)
D
Av
(n+4)
A =OΞ(n+ 3) , (4.105)
n+1∏
ℓ=0
(
∆s + ℓ(ℓ+ 1)
)
(ǫABDAv
(n+4)
B ) =OΞ(n+ 3) . (4.106)
We may regard the no-logs condition on ∂nτ V
−
AB as a condition on the (n+ 4)th-order expansion
coefficient of ΞAB (equivalently, on the nth-order expansion coefficient of the radiation field
WrA˚rB˚|I−). In general, though, this Laplace-like equation does not need to admit a solution:
By construction from a symmetric trace-free tensor, the right-hand sides do not contain ℓ = 0, 1-
spherical harmonics in their decomposition (cf. (3.77)-(3.78)). Nonetheless, they may contain
spherical harmonics with 2 ≤ ℓ ≤ n+ 1 which straightaway suppress the existence of a solution.
If a solution exists, i.e. if and only if no such spherical harmonics arise, there is the freedom
to choose the spherical harmonics in the harmonics decomposition of the Hodge decomposition
functions Ξ(n+4) and Ξ(n+4) of Ξ
(n+4)
AB up to and including the order ℓ = n+ 1.
In Section 7 we will show that for a more restricted class of gauge functions a radiation
field which vanishes at any order at I− satisfies the no-logs conditions (4.105)-(4.106) for any
n. However, it is not clear to us whether a radiation field with a non-trivial expansion at I−
exists which fulfills the no-logs conditions, i.e. where its asymptotic expansion is adjusted in
such a way that the right-hand sides of (4.105)-(4.106) do not contain spherical harmonics with
2 ≤ ℓ ≤ n+1. One might expect this to be very restrictive, and, if possible at all, might impose
restriction not only on ΞAB but also on the integration functions such as the mass aspect M etc.
We will discuss this more detailed in Section 9, where it is shown that the radiation does need
to have a trivial expansion at least for constant M and vanishing N .
So far we have not analyzed the impact of the gauge functions, which one might think could
be employed to get rid of the disturbing spherical harmonics. However, when computing the
0th- 1st-order transverse derivatives we have seen that the gauge function drop out, and in
Section 6 we will show that logarithmic terms cannot be eliminated by appropriately adjusted
gauge functions.
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5 Appearance of log terms: Approaching I− from I
In the previous sections we have analyzed the appearance of logarithmic terms when approaching
the critical set I− from I −. The aim of this section is to carry out a corresponding analysis
when approaching I− from the cylinder I.
Our goal is as follows: We assume that we have been given, in a weakly asymptotically
Minkowski-like conformal Gauss gauge, a smooth solution of the GCFE which admits a smooth
I − and a smooth spatial infinity I. We have already seen above that, in general, solutions cannot
expected to be smooth at the critical set I− where I and I − intersect. due to the appearance
of logarithmic terms. We therefore aim to extract conditions on the initial data which are
compatible with smoothness at I− of all the relevant fields (and radial derivatives thereof) when
approaching I− from I, under the assumption that the initial data for the transport equations
on I are induced by the limit of the corresponding fields given on I − to I−.
5.1 Solution of the inner equations on I for connection coefficients,
Schouten tensor and frame field
We want to solve the transport equations (3.50)-(3.56) for connection coefficients, Schouten tensor
and frame field on the cylinder I (in our setting the cylinder “touches” I − at I− = {τ = −1, r =
0}). By assumption, the initial data for the transport equations are determined by taking the
limit of the corresponding fields on I − to I−. It follows from Section 4.1.1 that
eτ 1|I− =1 , er1|I− = 0 , eA˚1|I− = 0 , (5.1)
eτA|I− =0 , erA|I− = 0 , eA˚A|I− = e˚A˚A , (5.2)
Γ̂1
i
j |I− =δij , Γ̂ab0|I− = 0 , Γ̂A11|I− = 0 , Γ̂AB1|I− = δBA , Γ̂ACB|I− = Γ˚ACB , (5.3)
L̂ij |I− =0 . (5.4)
Although the equations (3.50)-(3.56) are not linear, they can be solved explicitly due to the fact
that the initial data are almost trivial: We observe that (3.51) and (3.52), are decoupled from
the other ones. Since the initial data for these equations vanish we conclude Γ̂a
b
0 and L̂ab vanish
on I. It then follows from (3.50) that L̂a0 vanishes as well. The remaining equations,
∂τ Γ̂a
1
b|I = 0 , ∂τ Γ̂1AB|I = 0 , ∂τ Γ̂ABC |I = 0 , ∂τeµa|I = −Γ̂a00δµ0 , (5.5)
can then be straightforwardly integrated. Altogether, we obtain the following solution
eτ 1|I =− τ , er1|I = 0 , eA˚1|I = 0 , (5.6)
eτA|I =0 , erA|I = 0 , eA˚A|I = e˚A˚A , (5.7)
Γ̂1
i
j |I =δij , Γ̂ab0|I = 0 , Γ̂A11|I = 0 , Γ̂AB1|I = δBA , Γ̂ACB|I = Γ˚ACB , (5.8)
L̂ij |I =0 . (5.9)
Recall that in a conformal Gauss gauge the relations Γ̂0
i
j = 0, L̂0i = 0 and e
µ
0 = δ
µ
τ hold
globally.
5.2 Solution of the Bianchi equation on I
Next, let us analyze the Bianchi equation for the rescaled Weyl tensor on the cylinder I at
spatial infinity. Although this is not necessary for our purposes, let us analyze the full system.
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Evaluation of (2.90)-(2.99) on I using (5.6)-(5.9) yields equations which can be written as
(1− τ)∂τW+A |I =−W+A − 2DBV −AB , (5.10)
(1 + τ)∂τW
−
A |I =W−A + 2DBV +AB , (5.11)
(1− τ2)∂τW0101|I =− 1
2
(1 + τ)DAW+A +
1
2
(1− τ)DAW−A , (5.12)
(1− τ2)∂τW01AB |I =(1 + τ)D[AW+B] + (1− τ)D[AW−B] , (5.13)
∂τ [(1 − τ)2V +AB]|I =(1 − τ)(D(AW−B))tf , (5.14)
∂τ [(1 + τ)
2V −AB]|I =− (1 + τ)(D(AW+B))tf , (5.15)
and
(1 + τ)DAW+A |I =− (1− τ)DAW−A , (5.16)
(1 + τ)D[AW
+
B]|I =(1 − τ)D[AW−B] , (5.17)
τW+A |I =
1
2
(1− τ)DBUAB − (1 + τ)DBV −AB , (5.18)
τW−A |I =−
1
2
(1 + τ)DBUBA + (1− τ)DBV +AB . (5.19)
The subsystem (5.10)-(5.15) provides transport equations for all independent components of the
rescaled Weyl tensor on I. The subsystem (5.16)-(5.19) can be regarded as the constraint part of
the Bianchi system on I. A straightforward computation shows that the constraint equations are
preserved under the evolution of (5.10)-(5.15), and therefore merely need to be satisfied initially
at I−.
We want to decouple the evolution equations. Differentiation of the equations for W±A by τ
yields with (5.12)-(5.13) and (5.16)-(5.19)
((1 − τ2)∂2τ −∆s ± 2(1∓ τ)∂τ + 1)W±A |I = 0 . (5.20)
Let us also take into account that the constraints merely need to be satisfied at I− where they
read
D
AW−A |I− = 0 , D[AW−B]|I− = 0 , W−A |I− = −2DBV +AB , W+A |I− = −DBUAB . (5.21)
On I− ∼= S2 this can only be satisfied if W−A and V +AB vanish there altogether. We conclude that
the system (5.10)-(5.19) is equivalent to the following one,
((1− τ2)∂2τ −∆s + 2(1− τ)∂τ + 1)W+A |I =0 , (5.22)
((1− τ2)∂2τ −∆s − 2(1 + τ)∂τ + 1)W−A |I =0 , (5.23)
(1− τ2)∂τW0101|I =− 1
2
(1 + τ)DAW+A +
1
2
(1− τ)DAW−A , (5.24)
(1− τ2)∂τW01AB |I =(1 + τ)D[AW+B] + (1− τ)D[AW−B] , (5.25)
∂τ [(1 − τ)2V +AB]|I =(1 − τ)(D(AW−B))tf , (5.26)
∂τ [(1 + τ)
2V −AB]|I =− (1 + τ)(D(AW+B))tf , (5.27)
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and
W−A |I− = 0 , ∂τW−A |I− =
1
2
D
BUBA = MA (5.28)
W+A |I− = −DBUAB = −2MA , limτ→−1[(1 + τ)W
+
A |I− = 0 , (5.29)
V +AB|I− = 0 , (5.30)
with
MA ≡ DAM + ǫABDBN , MA ≡ DAM − ǫABDBN . (5.31)
The data at I− can be computed from (4.57)-(4.62) by continuity at I−. The additional con-
ditions in (5.28)-(5.29) are needed since we have replaced the first-order equations for W±A by
second-order ones. The analysis in Section 5.6 below shows that these are indeed the “right”, i.e.
freely prescribable, data. It is further shown there that the solutions are regular at I−. They
admit the following expansions,
W−A |I =MA(1 + τ) +
1
4
(∆s + 1)MA(1 + τ)
2 +O(1 + τ)3 , (5.32)
W+A |I =− 2MA −
1
2
(∆s − 1)MA(1 + τ) +O(1 + τ)2 . (5.33)
We observe that once W±A |I are known, the remaining evolution equations are merely ODEs
(some of them of Fuchsian type) which can be straightforwardly integrated. No logarithmic
terms arise when integrating (5.24)-(5.27). We obtain the following expansions
W0101|I =M + 1
2
∆sM(1 + τ) +O(1 + τ)
2 , (5.34)
W01AB |I =NǫAB + 1
2
∆sNǫAB(1 + τ) +O(1 + τ)
2 , (5.35)
V +AB|I =
1
8
(D(AMB))tf(1 + τ)
2 +O(1 + τ)3 , (5.36)
V −AB|I =
1
2
(D(AMB))tf +O(1 + τ) . (5.37)
The expansions are compatible at I− with the corresponding ones computed on I −. In general,
a solution V −AB to (5.27) will be unbounded at I
− whence there is no freedom to choose initial
data if one requires the solution to be bounded.
5.3 Rewriting the Bianchi equation
For the analysis on the cylinder it turns out that it is convenient to use a different subsystem of
the Bianchi equation as compared to our analysis on I − to evolve the independent components
of the radial derivatives of the rescaled Weyl tensor (in this paper we do not care whether
the subsystem used to determine higher order derivatives forms a symmetric hyperbolic system
in spacetime). The following system is obtained by taking appropriate linear combinations of
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(2.90)-(2.99),
(eµ1∂µ + ∂τ )V
+
AB =(Γ̂1
0
0 − 2Γ̂110 − Γ̂CC0 − Γ̂CC1)V +AB
+
(
(Γ̂C
0
(A − Γ̂C1(A + 2Γ̂1C(A)V +B)C −
3
2
(Γ̂C
0
(A + Γ̂C
1
(A)U
C
B)
+ (∇ˇ(A + 2Γ̂10(A − 2Γ̂(A0|0| + Γ̂(A0|1| + 2Γ̂11(A)W−B)
)
tf
, (5.38)
(eµ1∂µ − ∂τ )V −AB =− eα1∂αV −AB + (Γ̂100 + 2Γ̂110 + Γ̂CC0 − Γ̂CC1)V −AB
+
(
− (Γ̂C0(A + Γ̂C1(A − 2Γ̂1C(A)V −B)C +
3
2
(Γ̂C
0
(A − Γ̂C1(A)UB)C
+ (∇ˇ(A − 2Γ̂10(A − 2Γ̂(A00 − Γ̂(A0|1| + 2Γ̂11(A)W+B)
)
tf
, (5.39)
(∂τ − eµ1∂µ)W−A =
(
2∇ˇB − 6Γ̂B00 + 4Γ̂B01 − Γ̂1B0 − Γ̂1B1
)
V +AB −
3
2
(Γ̂1
B
0 − Γ̂1B1)UBA
+
(
4Γ̂[A
0
B] + 4Γ̂[A
1
B] − (Γ̂1BA)tf
)
W−B −
(
3Γ̂1
0
0 − 2Γ̂BB1 + 2Γ̂BB0 − Γ̂110
)
W−A ,
(5.40)
(∂τ + e
µ
1∂µ)W
+
A =−
(
2∇ˇB − 6Γ̂B00 − 4Γ̂B01 + Γ̂1B0 − Γ̂1B1
)
V −AB −
3
2
(Γ̂1
B
0 + Γ̂1
B
1)UAB
+
(
4Γ̂[A
0
B] − 4Γ̂[A1B] + (Γ̂1BA)tf
)
W+B +
(
3Γ̂1
0
0 − 2Γ̂BB1 − 2Γ̂BB0 + Γ̂110
)
W+A ,
(5.41)
(τ∂τ + e
µ
1∂µ)W0101 =(1 + τ)
(
− 1
2
∇ˇA + 2Γ̂A00 + 1
2
Γ̂A01
)
W+A − (1 − τ)
(1
2
∇ˇA − 2Γ̂A00 + 1
2
Γ̂A01
)
W−A
+
1
2
(1− τ)
(
Γ̂AB1 + Γ̂
AB
0
)
V +AB +
1
2
(1 + τ)
(
Γ̂AB1 − Γ̂AB0
)
V −AB
+ 3
(
Γ̂1
0
0 − 1
2
Γ̂A
A
1 − 1
2
τ Γ̂A
A
0
)
W0101 − 3
2
(Γ̂A
B
0 + τ Γ̂A
B
1)W
A
B01
+
(
Γ̂1
A
1 − Γ̂1A0
)
W+A +
(
Γ̂1
A
0 + Γ̂1
A
1
)
W−A , (5.42)
(τ∂τ + e
µ
1∂µ)W01AB =(1 + τ)
(
∇ˇ[A − 2Γ̂[A0|0| − Γ̂[A0|1|
)
W+B] − (1− τ)
(
∇ˇ[A − 2Γ̂[A0|0| + Γ̂[A0|1|
)
W−B]
− (1− τ)(Γ̂C1[A − Γ̂C0[A)V +B]C + (1 + τ)(Γ̂C1[A + Γ̂C0[A)V −B]C
+ 3(Γ̂[A
0
B] − τ Γ̂[A1B])W0101 + 3
(
Γ̂1
0
0 − 1
2
Γ̂C
C
1 − 1
2
τ Γ̂C
C
0
)
W01AB
+ 2
(
Γ̂1
0
[A + Γ̂1
1
[A
)
W+B] + 2
(
Γ̂1
0
[A − Γ̂11[A
)
W−B] . (5.43)
Taking radial derivatives of (5.38)-(5.43) and evaluating them on I gives the desired equations.
Note that the equations for ∂nrW0101|I and ∂nrW01AB |I are algebraic (cf. (5.6)), supposing that
all lower order derivatives are known and supposing that n ≥ 1. For n = 0 (5.42)-(5.43) need to
be replaced by e.g. (2.90)-(2.91), and this case has already been treated in the previous section.
5.4 First-order radial derivatives
Let us consider the case n = 1 for the first-oder radial derivatives on I explicitly. For this, we
differentiate the evolution equations (2.72)-(2.78) and (5.38)-(5.43) by r. Taking their restrictions
to the cylinder and using the results of Section 5.1 & 5.2 we obtain transport equations on I for
(eµi, Γ̂i
j
k, L̂ij ,Wijkl).
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First of all note that with regard to (2.72)-(2.78)
∂rΘ|I =1− τ2 , bi|I = 0 , (5.44)
∂rb0|I =− 2τ , ∂rb1|I = 2 , ∂rbA|I = 0 . (5.45)
For the Schouten tensor we obtain the following set of equations,
∂τ∂rL̂10|I = −4M +O(1 + τ) , (5.46)
∂τ∂rL̂11|I = −4M +O(1 + τ) , (5.47)
∂τ∂rL̂1A|I = O(1 + τ) , (5.48)
∂τ∂r(L̂A0 − L̂A1)|I = O(1 + τ) , (5.49)
∂τ∂r(L̂A0 + L̂A1)|I = 4MA +O(1 + τ) , (5.50)
∂τ∂rL̂AB|I = 2MηAB + 2NǫAB +O(1 + τ) . (5.51)
Integration yields (the integration functions are determined by (4.53)-(4.56))
∂rL̂10|I = −4M(1 + τ) +O(1 + τ)2 , (5.52)
∂rL̂11|I = −4M(1 + τ) +O(1 + τ)2 , (5.53)
∂rL̂1A|I = O(1 + τ)2 , (5.54)
∂r(L̂A0 − L̂A1)|I = DAν(0)τ + DAf (1)1 − f (1)A +O(1 + τ)2 , (5.55)
∂r(L̂A0 + L̂A1)|I = v(2)A + f (1)A −DAf (1)1 + DAν(0)τ + 4MA(1 + τ) +O(1 + τ)2 , (5.56)
∂rL̂AB|I = −DAf (1)B −
1
2
Ξ
(2)
AB − f (1)1 ηAB + 2(MηAB +NǫAB)(1 + τ) +O(1 + τ)2 .
(5.57)
For the connection coefficients we end up with the following equations
∂τ∂rΓ̂1
0
1|I = O(1 + τ) , (5.58)
∂τ∂rΓ̂1
0
A|I = O(1 + τ) , (5.59)
∂τ∂rΓ̂A
0
1|I = ∂rL̂A1|I− +O(1 + τ) , (5.60)
∂τ∂rΓ̂A
0
B|I = ∂rL̂AB|I− +O(1 + τ) , (5.61)
∂τ∂rΓ̂1
1
1|I = −∂rΓ̂110|I− +O(1 + τ) , (5.62)
∂τ∂rΓ̂1
1
A|I = ∂rΓ̂10A|I− +O(1 + τ) , (5.63)
∂τ∂rΓ̂A
1
1|I = −∂rΓ̂A10|I− + ∂rL̂A0|I− +O(1 + τ) , (5.64)
∂τ∂rΓ̂A
1
B|I = ∂rΓ̂A0B|I− +O(1 + τ) , (5.65)
∂τ∂rΓ̂1
A
B|I = −δAB∂rΓ̂110|I− − Γ˚CAB∂rΓ̂1C0|I− +O(1 + τ) , (5.66)
∂τ∂rΓ̂A
B
C |I = −Γ˚DBC∂rΓ̂AD0|I− + δBC∂rL̂A0|I− +O(1 + τ) . (5.67)
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The solutions have the expansions (the integration functions follow from (4.43)-(4.52))
∂rΓ̂1
0
1|I = −f (1)1 +O(1 + τ)2 , (5.68)
∂rΓ̂1
0
A|I = −f (1)A +O(1 + τ)2 , (5.69)
∂rΓ̂A
0
1|I = DAν(0)τ − ν(1)A +
(1
2
v
(2)
A + f
(1)
A −DAf (1)1
)
(1 + τ) +O(1 + τ)2 , (5.70)
∂rΓ̂A
0
B |I = 1
2
Ξ
(2)
AB −
(
DAf
(1)
B +
1
2
Ξ
(2)
AB + f
(1)
1 ηAB
)
(1 + τ) +O(1 + τ)2 , (5.71)
∂rΓ̂1
1
1|I = f (1)1 + f (1)1 (1 + τ) +O(1 + τ)2 , (5.72)
∂rΓ̂1
1
A|I = f (1)A − f (1)A (1 + τ) +O(1 + τ)2 , (5.73)
∂rΓ̂A
1
1|I = f (1)A +
(1
2
v
(2)
A + ν
(1)
A
)
(1 + τ) +O(1 + τ)2 , (5.74)
∂rΓ̂A
1
B |I = −1
2
Ξ
(2)
AB − f (1)1 ηAB +
1
2
Ξ
(2)
AB(1 + τ) +O(1 + τ)
2 , (5.75)
∂r(Γ̂1
A
B)tf |I = (˚ΓCABfC(1))tf(1 + τ) +O(1 + τ)2 , (5.76)
∂rΓ̂A
B
C |I = 2δB(Af (1)C) − ηACf (1)B −
1
2
Γ˚D
B
CΞ
(2)
A
D(1 + τ)
+ δBC
(1
2
v
(2)
A + DAν
(0)
τ
)
(1 + τ) +O(1 + τ)2 . (5.77)
In fact, we have
∂τ∂r(Γ̂1
0
A + Γ̂1
1
A)|I = −f (1)A +O(1 + τ)2 , (5.78)
whence
∂r(Γ̂1
0
A + Γ̂1
1
A)|I = −f (1)A (1 + τ) +O(1 + τ)3 , (5.79)
which will be relevant below. The equations for the frame coefficients read
∂τ∂re
τ
1|I = −f (1)1 (1 + τ) +O(1 + τ)2 , (5.80)
∂τ∂re
r
1|I = 0 , (5.81)
∂re
A˚
1|I = f A˚(1)(1 + τ) +O(1 + τ)2 , (5.82)
∂re
τ
A|I =
(
ν
(1)
A −DAν(0)τ − f (1)A
)
(1 + τ) +O(1 + τ)2 , (5.83)
∂τ∂re
r
A|I = 0 , (5.84)
∂τ∂re
A˚
A|I = −1
2
Ξ
(2)
A
B e˚A˚B +O(1 + τ) , (5.85)
from which we obtain the solutions (with data induced by (4.41)-(4.42))
∂re
τ
1|I = −f (1)1 (1 + τ)2 +O(1 + τ)3 , (5.86)
∂re
r
1|I = 1 , (5.87)
∂re
A˚
1|I = f A˚(1)(1 + τ) +O(1 + τ)2 , (5.88)
∂re
τ
A|I =
(
ν
(1)
A −DAν(0)τ − f (1)A
)
(1 + τ) +O(1 + τ)2 , (5.89)
∂re
r
A|I = 0 , (5.90)
∂re
A˚
A|I = −1
2
Ξ
(2)
A
B e˚A˚B(1 + τ) +O(1 + τ)
2 . (5.91)
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From the equations (5.38)-(5.41) for the rescaled Weyl tensor we obtain
∂τ [(1− τ)∂rV +AB]|I =
(
3(MD(Af
(1)
B) +NDCf
(1)
(A ǫ
C
B))tf − 5(f (1)(A MB))tf
)
(1 + τ)
+ (D(A∂rW
−
B))tf +O(1 + τ)
2 , (5.92)
∂τ [(1 + τ)∂rV
−
AB]|I =− (D(A∂rW+B))tf +O(1) , (5.93)
(1− τ)∂τ∂rW+A |I =− 2∂rW+A − 2DB∂rV −AB +O(1) , (5.94)
(1 + τ)∂τ∂rW
−
A |I =2∂rW−A + 2DB∂rV +AB + 3fB(MηAB −NǫAB)(1 + τ)
+ 2
(
fB∆s(MηAB −NǫAB)− 2MBD[Af (1)B] +MADBf (1)B
)
(1 + τ)2
+O(1 + τ)3 . (5.95)
Taking the divergence of the first two equations and inserting the result into the latter two yields
decoupled equations for ∂rW
±
A |I ,
[(1− τ2)∂2τ − 2∂τ − (∆s − 1)]∂rW−A |I
=6f (1)B(MηAB −NǫAB) + 3(∆s − 1)
(
f (1)B(MηAB −NǫAB)
)
(1 + τ) +O(1 + τ)2 , (5.96)
[(1− τ2)∂2τ + 2∂τ − (∆s − 1)]∂rW+A |I = O(1) . (5.97)
The analysis in Section 5.6 shows that the solutions are regular at I− for any data ∂rW
−
A |I− ,
∂2τ∂rW
−
A |I− and ∂rW+A |I− (the second integration function for W+A comes along with a log term
and therefore needs to vanish). We have (cf. (4.59)-(4.60))
∂rW
−
A |I− = 0 , ∂rW+A |I− = 2LA , (5.98)
the datum ∂2τ∂rW
−
A |I− is irrelevant for our purposes. Moreover, the solutions admit an expansion
of the form
∂rW
−
A |I =− 3f (1)B(MηAB −NǫAB)(1 + τ) +O(1 + τ)2 , (5.99)
∂rW
+
A |I =2LA +O(1 + τ) . (5.100)
From this we compute ∂rV
±
AB |I . The integration function for ∂rV +AB|I is determined by continuity
from (4.61), while that for ∂rV
−
AB|I needs to vanish in order to get a bounded solution.
∂rV
+
AB|I =O(1 + τ)2 , (5.101)
∂rV
−
AB|I =
(
− 2D(ALB) − 3Ξ(2)(AC(MηB)C +NǫB)C) + 2ν(1)(AMB) − 2M(ADB)ν(0)τ
)
tf
+O(1 + τ) .
(5.102)
Finally, the radial derivative of (5.42)-(5.43) yields,
∂rUAB|I = O(1 + τ) . (5.103)
Again, one checks that all values at I− are in accordance with (4.57)-(4.62). We conclude:
Lemma 5.1 Under the same hypotheses as in Proposition 4.1, no additional restrictions need to
be imposed on the data, to get regular expansions of (eµi, Γ̂i
j
k, Lij ,Wijkl)|I and their first order
radial derivatives at I−.
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5.5 Higher-order derivatives: Structure of the equations and no-logs
conditions
As in Section 4.2 we want to derive the overall structure of the transport equations on the cylinder
for radial derivatives of any order of the fields involved, in particular concerning the appearance
of logarithmic terms. For this we assume that appropriate data have been prescribed on I − (and
some incoming null hypersurface) which generate a smooth solution f = (eµi, Γ̂i
j
k, L̂ij ,Wijkl) to
the GCFE in a weakly asymptotically Minkowski-like conformal Gauss gauge which admits a
smooth I − and a smooth cylinder I . We further assume that all transverse derivatives ∂nτ f|I−
are smooth at I−, and induce there the data for the transport equations on I. Our goal is to
analyze the smoothness of ∂nr f|I at I−.
Previously we have shown that no additional restrictions apart from those in Proposition 4.1
are needed for the smoothness of f|I and ∂rf|I . Let us assume now that ∂kr f|I is smooth at I−
for 0 ≤ k ≤ n− 1.
We consider the evolution equations (2.72)-(2.78), and apply ∂nr . With (5.6)-(5.9) that yields
ODEs for (∂nr e
µ
i, ∂
n
r Γ̂i
j
k, ∂
n
r L̂ij)|I ,
∂τ∂
n
r L̂a0|I = O(1) , (5.104)
∂τ∂
n
r L̂ab|I = O(1) , (5.105)
∂τ∂
n
r Γ̂a
0
b|I = ∂nr L̂ab +O(1) , (5.106)
∂τ∂
n
r Γ̂a
1
b|I = −Γ̂c1b∂nr Γ̂ac0 + δ1b∂nr L̂a0 +O(1) = O(1) , (5.107)
∂τ∂
n
r Γ̂1
A
B|I = −Γ̂cAB∂nr Γ̂1c0 + δAB∂nr L̂10 +O(1) = O(1) , (5.108)
∂τ∂
n
r Γ̂A
B
C |I = −Γ̂DBC∂nr Γ̂AD0 + δBC∂nr L̂A0 +O(1) = O(1) , (5.109)
∂τ∂
n
r e
µ
a|I = −∂nr Γ̂a00δµ0 − ∂nr Γ̂ab0eµb +O(1) = O(1) . (5.110)
The ODEs can be straightforwardly integrated with initial data computed from the data on I −,
or rather their limit to I−. It follows that the restrictions to I of the n-th-order r-derivatives of
frame field, connection coefficients and Schouten tensor are smooth at I−, supposing that this is
the case for all derivatives of f up to and including order n− 1,
∂nr L̂ai|I = O(1) , (5.111)
∂nr Γ̂a
i
j |I = O(1) , (5.112)
∂nr e
µ
a|I = O(1) . (5.113)
We also apply ∂nr to the equations (5.38)-(5.43) for the rescaled Weyl tensor, and take their
restriction to I,
∂τ [(1− τ)2−n∂nr V +AB ]|I =(1 − τ)1−n(D(A∂nrW−B))tf +O(1) , (5.114)
∂τ [(1 + τ)
2−n∂nr V
−
AB ]|I =− (1 + τ)1−n(D(A∂nrW+B))tf +O(1 + τ)1−n , (5.115)
[(1 + τ)∂τ − (n+ 1)]∂nrW−A |I =2DB∂nr V +AB +O(1) , (5.116)
[(1− τ)∂τ + (n+ 1)]∂nrW+A |I =− 2DB∂nr V −AB +O(1) , (5.117)
n∂nrW0101|I =−
1
2
(1 + τ)DA∂nrW
+
A −
1
2
(1− τ)DA∂nrW−A +O(1) , (5.118)
n∂nrW01AB |I =(1 + τ)D[A∂nrW+B] − (1− τ)D[A∂nrW−B] +O(1) . (5.119)
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We take the divergence of (5.114) and (5.115), and insert them into (5.116) and (5.117), respec-
tively, to get decoupled equations(
(1− τ2)∂2τ + 2[(n− 1)τ − 1]∂τ − (∆s + n2 − n− 1)
)
∂nrW
−
A =O(1) , (5.120)(
(1− τ2)∂2τ + 2[(n− 1)τ + 1]∂τ − (∆s + n2 − n− 1)
)
∂nrW
+
A =O(1) . (5.121)
The regularity of solutions to this equation at I− is discussed in Section 5.6. For the time being,
let us assume that the data are such that the solutions are smooth at I−. Then (5.114) can be
integrated for initial data induced by V +AB |I− . The solution ∂nr V +AB |I will be smooth at I−. The
equations (5.118)-(5.119) determine ∂nrW0101|I and ∂nrW01AB |I algebraically and the components
will be smooth at I−, as well.
It remains to compute ∂nr V
−
AB |I . We observe that, in contrast to n = 0, 1, for n ≥ 2 the
solution to (5.115),
∂τ [(1 + τ)
2−n∂nr V
−
AB ]|I = O(1 + τ)1−n (5.122)
will be bounded at I− for any choice of the initial data, which are given by the integration func-
tions ∂n−2τ ∂
n
r V
−
AB|I− = c(n,n−2)A˚B˚ , n ≥ 2, which can be regarded as part of the freely prescribable
data, cf. Appendix A.2.3.
We further observe that, for n ≥ 2, the solution will develop logarithmic terms at I− unless
the right-hand side does not have a term of order (1 + τ)−1 in its expansion at I−. This is
another no-logs condition which needs to be imposed.
Comparing this with (4.68) we observe that (5.122) is very similar to the corresponding one
I − (cf. Section 5.7), (
∂r +O(1)
)
(r−n−2∂nτ V
−
AB)|I− = O(r−n−3) .
In both cases ∂k+2r ∂
k
τV
−
AB diverges at I
− for some k if logarithmic terms appear.
5.6 Analysis of the singular wave equation on I
We want to analyze (5.120)-(5.121), as well as (5.22)-(5.23) and (5.96)-(5.97). To deal with scalar
equations we take curl and divergence. Let
φ±n ∈ {DA∂nrW±A , ǫABDA∂nrW±B } , (5.123)
then we are led to study the following linear PDE of Fuchsian type(
(1− τ2)∂2τ + 2[(n− 1)τ ± 1]∂τ − [∆s + n(n− 1)]
)
φ±n = q
±
n . (5.124)
on [−1, 1]× S2 for a given smooth source q±n , and with s = dθ2 + sin2 θdϕ2. Eventually we are
interested in smooth solutions which allow a decomposition into spherical harmonics. Since, by
construction, φ±n and W
±
n are divergence or curl of a 1-form, their harmonic decompositions will
not contain ℓ = 0-spherical harmonics,
φ±n (τ, θ, ϕ) =
∞∑
ℓ=1
+ℓ∑
m=−ℓ
φ±nℓm(τ)Yℓm(θ, ϕ) , (5.125)
q±n (τ, θ, ϕ) =
∞∑
ℓ=1
+ℓ∑
m=−ℓ
q±nℓm(τ)Yℓm(θ, ϕ) , (5.126)
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where
∆sYℓm = −ℓ(ℓ+ 1)Yℓm . (5.127)
That yields ODEs for the expansion coefficients,(
(1− τ2)∂2τ + 2[(n− 1)τ ± 1]∂τ + (ℓ+ n)(ℓ− n+ 1)
)
φ±nℓm(τ) = q
±
nℓm(τ) . (5.128)
Set
z :=
1 + τ
2
, anℓ := −(ℓ+ n) , bnℓ := ℓ− n+ 1 , c±n := n− 1∓ 1 ,
then (5.124) becomes,(
z(1− z)∂2z − (c±n + (anℓ + bnℓ + 1)z)∂z − anℓbnℓ
)
φ±nℓm(z) = q
±
nℓm(z) , (5.129)
which is a hypergeometric equation with source term which can be solved using e.g. Frobenius
method, cf. e.g. [18] and the references given there. Such an equation already appears in [26],
cf. also [52], where, among oher things, the general solutions to its homogeneous counterpart
is constructed in terms of generalized Jacobi polynomials. The coefficients there differ slightly
from (5.128), because the equations are expressed in terms of different components (equations
for divergence and curl of DB∂nr V
±
AB|I would yield identical equations). In particular it becomes
clear from the discussion there, that non-smoothness of the solutions is actually due to the
appearance of logarithmic terms, which will not be immediate from our subsequent discussion.
In the following let us first focus on the case n ≥ 2. We are interested in the behavior at
τ = −1, i.e. at z = 0. By assumption, the source term is smooth in z and therefore admits an
expansion of the form
q±nℓm ∼
∞∑
k=0
q±knℓmz
k .
Any smooth solution φ±nℓm admits an expansion at z = 0 of the form,
φ±nℓm ∼
∞∑
k=0
φ±knℓmz
k .
We plug it in
(k + 1)(k − c±n )φ±(k+1)nℓm −
(
k(k − 1) + k(anℓ + bnℓ + 1) + anℓbnℓ
)
φ±knℓm = q
±
knℓm . (5.130)
If the solution is smooth at I− this system needs to admit a solution. The solution is determined
by regarding the system as a hierarchy of equations for {φ±knℓm}k∈N. This imposes the restriction,(
ℓ(ℓ+ 1)− 1∓ 1
)
φ±
c±n nℓm
= q±
c±n nℓm
. (5.131)
Supposing that (5.131) holds, the solution to (5.124) will be of the form φ±n = O(1).
Let us analyze this condition in detail. We begin with φ−. Note that c−n = n, and that
(5.131) can be written as
∆s∂
n
τ φ
−
n = −∂nτ q−n . (5.132)
The first factor in (5.131) is nonzero for all ℓ ≥ 1. For fixed n, ℓ and m, φ−nnℓm is determined
from (5.130) by solving a hierarchical system for φknℓm, 1 ≤ k ≤ n, in terms of the initial data
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φ−0nℓm and the source q
−
knℓm, k ≤ n− 1. Then the coefficients φ−knℓm, k ≥ n+ 1, are determined
in terms of the data φ±(n+1)nℓm and the source q
±
knℓm, k ≥ n+ 1. The “integration functions”
φ−0nℓm , φ
−
(n+1)nℓm , (5.133)
are determined from the data on I −, i.e. from the solution of theW−A -constraint and its (n+1)st-
order transverse derivative.
Next we consider condition (5.131) for φ+. Note that c+n = n − 2, and that (5.131) can be
written as
(∆s + 2)∂
n−2
τ φ
+
n = −∂n−2τ q+n . (5.134)
For n ≥ 2 the first factor in (5.131) is non-zero for ℓ ≥ 2. In that case, again, φ+(n−2)nℓm is
determined from (5.130) by solving a hierarchical system for φknℓm, 1 ≤ k ≤ n− 2, in terms of
the initial data φ+0nℓm and the source q
+
knℓm, k ≤ n− 3. Then the coefficients φ+knℓm, k ≥ n− 1,
are determined in terms of the data φ+(n−1)nℓm and the source q
+
knℓm, k ≥ n− 1. The “integration
functions”
φ+0nℓm , φ
+
(n−1)nℓm . (5.135)
are determined by W+A |I− and its (n − 1)st-order transverse derivative. For n ≥ 2 and ℓ = 1
(5.131) becomes a condition on the source term,
q+(n−2)n1m = 0 . (5.136)
Some consequences of the above considerations are provided by the following lemma:
Lemma 5.2 Take n ≥ 2.
(i) Assume that the initial data at I− satisfy
φ±n |I− =
n−1∑
ℓ=1
+ℓ∑
m=−ℓ
φ±0nℓmYℓm(θ, φ) ,
and that the source term satisfies
q±n |I =
n−1∑
ℓ=1
+ℓ∑
m=−ℓ
q±nℓm(τ)Yℓm(θ, φ) +O(1 + τ)
n∓1 .
Then the solution is smooth at I− if q±nℓm(τ) = Pn−ℓ−2, where Pk denotes a polynomial in
(1 + τ) of degree ≤ k.
(ii) Assume that φ±n |I− = 0, q±n |I− = O(1 + τ)c
±
n with ∂
c±
n
τ qn|I− 6= 0. Then the solution cannot
be smooth at I−.
(iii) Assume that 〈φ±n |I− , Yℓ∗m∗〉 6= 0 for some ℓ∗ ≥ n and some −ℓ∗ ≤ m∗ ≤ ℓ∗, and
〈q±n |I− , Yℓ∗m∗〉 = O(1 + τ)n∓1. Then the solution cannot be smooth at I−.
(iv) Assume that 〈∂n−2τ q+n |I− , Y1m∗〉 6= 0 for m∗ ∈ {−1, 0, 1}. Then the solution cannot be
smooth at I−.
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Proof: (i): We need to check whether (5.131) holds. The data and the source term has been
chosen in such a way, that φ±knℓm = 0 and q
±
knℓm = 0 for ℓ ≥ n and k ≤ c±n , in particular (5.131)
holds for ℓ ≥ n (and ℓ = 0). To deal with 1 ≤ ℓ ≤ n − 1, we consider (5.130) from which we
obtain
φ±(k+1)nℓm =
k(k − 1) + k(anℓ + bnℓ + 1) + anℓbnℓ
(k + 1)(k − c±n ) φ
±
knℓm +
1
(k + 1)(k − c±n )q
±
knℓm . (5.137)
The zeros of the numerator
k(k − 1) + k(anℓ + bnℓ + 1) + anℓbnℓ =k(k − 1)− 2k(n− 1)− (ℓ+ n)(ℓ− n+ 1)
=k2 + k − 2kn− ℓ2 − ℓ+ n2 − n
are given by k = n + ℓ and k = n − ℓ − 1. We are only interested in those zeros where k is an
integer in the interval [0, n] for φ− and where k is an integer in the interval [0, n − 2] for φ+.
Recall that ℓ ≥ 1. Zeros of k in the desired range appear if and only if ℓ satisfies 1 ≤ ℓ ≤ n− 1,
k∗ = n− ℓ− 1 .
In particular,
φ±(k∗+1)nℓm =
1
(k∗ + 1)(k∗ − c±n )
q±k∗nℓm ,
and φ±knℓm with k∗ + 1 ≤ k ≤ c±n merely depends on the source qn but not on the second initial
datum. Now if the source has been chosen in such a way that q±knℓm = 0 for k∗ ≤ k ≤ c±n , it
follows that φ±knℓm = 0 for k∗ + 1 ≤ k ≤ c±n , and (5.131) is fulfilled (for φ+ and ℓ = 1, where
k∗ + 1 > c
+
n we have (5.136), and (5.131) holds as well).
(ii): This is straightforward.
(iii): By assumption there exist ℓ∗ ≥ n and m∗ such that φ±0nℓ∗m∗ 6= 0. Taking also the
assumption on the source term into account we deduce from (5.130)
φ±(k+1)nℓ∗m∗ =
k(k − 1) + k(anℓ∗ + bnℓ∗ + 1) + anℓ∗bnℓ∗
(k + 1)(k − c±n ) φ
±
knℓ∗m∗
, (5.138)
and the consderations above show that the numerator does not have integer zeros in [0, c±n ]. It
follows that φ±knℓ∗m∗ 6= 0 for 0 ≤ k ≤ c±n and the smoothness condition (5.131) is violated.
(iv): That is (5.136). ✷
Let us now consider the remaining cases where n = 0, 1. For n = 0 there is no source term,
cf. (5.22)-(5.23), and (5.130) becomes
(k + 1)(k + 2)φ+(k+1)0ℓm −
(
k(k − 1) + 2k − ℓ(ℓ+ 1)
)
φ+k0ℓm =0 , k ≥ −1 , (5.139)
(k + 1)kφ−(k+1)0ℓm −
(
k(k − 1) + 2k − ℓ(ℓ+ 1)
)
φ−k0ℓm =0 , k ≥ 0 . (5.140)
We observe that φ+−10ℓm is an integration function which produces a divergence term at I
−. Also
in the second case one integration function is lost by the smoothness requirement as can be seen
by evaluating (5.140) for k = 0.
In both cases, to get a smooth solution at τ = −1 there is only one freely prescribable datum,
while the other one needs to vanish,
φ+−10ℓm = 0 , φ
+
00ℓm , φ
−
00ℓm = 0, φ
−
10ℓm . (5.141)
59
Note that the data (5.28)-(5.29) are indeed of this form.
For n = 1 the hypergeometric equation is of the form, cf.(5.96)-(5.97),(
(1− τ2)∂2τ + 2∂τ + ℓ(ℓ+ 1)
)
φ+1ℓm(τ) =O(1) , (5.142)(
(1− τ2)∂2τ − 2∂τ + ℓ(ℓ+ 1)
)
φ−1ℓm(τ) =O(1 + τ)
2 . (5.143)
In this case we are led to the system
(k + 1)(k ± 1)φ±(k+1)1ℓm −
(
k(k − 1)− ℓ(ℓ+ 1)
)
φ±k1ℓm = q
±
k1ℓm , (5.144)
In the “−”-case the free data are φ−01ℓm and φ−21ℓm and the solution is smooth at τ = −1 since the
source is of order (1 + τ)2. In the “+”-case there is only one free datum (the second one is not
visible as it comes along with a logarithmic term and therefore needs to vanish), namely φ+01ℓm,
which generates a smooth solution.
5.7 Comparison: Approaching I− from I − and I
We have analyzed the appearance of logarithmic terms when approaching the critical set I− from
both I − and I. Let us assume that data have been constructed such that all relevant fields
and all of their transverse derivatives remain smooth at I− when taking their limit from I −.
Then the question arises whether this already implies the existence of a smooth cylinder I and a
smooth critical set I−. We do not attempt here to solve the evolution problem. On the level of
constraint/transport equations, though, this leads to the question whether the no-logs conditions
on I− viewed from I do impose additional restrictions on the data if I− is known to be smooth
when approached from I −.
When analyzing the appearance of log terms at I− from I − and from the cylinder I it was
convenient to use different subsystems of the Bianchi equations whence we have obtained “more”
no-logs conditions when approaching I− from I. However, we could have derived an analog to
the singular wave equation we just discussed on I − as well. And, we will see this more explicitly
in the case of the spin-2 equation discussed in Section 8, due to the constraint propagation, one
should expect the no-logs conditions for the V −AB and the W
+
A -equation to be equivalent, though
this does not follow from the considerations we made here.
We have shown that the no-logs condition arising from the V −AB-equation evaluated on I
− and
on I adopt a very similar form, (4.68) and (5.122). Both equations are obtained by differentiating
(2.95) by r and τ , and in both cases the appearance of a log term becomes evident by the
divergence of ∂n+2r ∂
n
τ V
−
AB at I
− for some n, which one may also regard as an indication that the
no-logs condition on I − implies that on I. In Section 9 below we will show that for M = const.
and N = 0 the radiation field necessarily needs to vanish asymptotically at I− at any order to
have a regular I− viewed from I −, and we will see in Section 7.6 that in that case the expansions
coming from I do not produce log-terms either.
To get a satisfactory answer to this question one needs to solve the evolution problem through
the critical set I−. However, by the above considerations one might be led to the expectation
that the no-logs condition (4.68) characterizes data which generate a spacetime with a smooth
cylinder I and a smooth critical set I−.
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6 Gauge independence of the no-logs conditions
In all the previous considerations we have assumed that the gauge functions at I − (or rather
their expansions at I−) have been given, and tried to construct data which do not produce
logarithmic terms by deriving “no-logs conditions”.
A priori one might expect that the gauge functions such as fα, νA˚, ντ etc. appear in the right-
hand sides of (4.105)-(4.106). In that case the appearance of logarithmic terms would depend on
the gauge. Conversely, one should get rid of many logarithmic terms by an appropriately adjusted
gauge. However, if one computes in which way the expansion coefficients f
(n+2)
α , ν
(n+2)
A˚
, ν
(n+2)
τ
etc. enter the no-logs conditions (4.105)-(4.106) for ∂nV −AB |I− , one finds that they cancel out.8
Unfortunately, on the level of formal expansions, there seems to be no chance to get insights in
which way and whether at all they enter the no-logs conditions for ∂kτ V
−
AB|I− for k ≥ n + 1.
To analyze the gauge-dependence of the appearance of logarithmic terms at the critical sets of
spatial infinity we will therefore consider the behavior of smooth solutions to the GCFE under
coordinate transformation which are associated with changes in the gauge data at I −.
Let us assume we have been given a smooth solution (eµi, Γ̂i
j
k, L̂ij ,Wijkl) to the GCFE in a
weakly asymptotically Minkowski-like conformal Gauss gauge (in fact some steps rely on (3.80)
-(3.81)) with gauge functions
ντ , νA˚ , Θ
(1) , κ , θ− , fr , fA˚ , (6.1)
which admits a smooth representation of I − ∪ I− ∪ I. Let us consider another weakly asymp-
totically Minkowski-like conformal Gauss gauge, given by the gauge functions
νnewτ , ν
new
A˚
, Θ(1)new , κ
new , θ−new , f
new
r , f
new
A˚
. (6.2)
To transform into the new gauge, we first apply a combintation of a conformal and a coordinate
transformation of the form (cf. (2.136))
r 7→ rnew = r(1)new(r, xA˚) ,
1 + τ 7→ 1 + τnew = h(r, xA˚)(1 + τ) ,
Θ 7→ Θnew = ψ(r, xA˚)Θ .
The function r
(1)
new is given by (2.138),
∂2r
(1)
new
∂r2
=
∂r
(1)
new
∂r
[κ(r)− 2∂r logψ(1)(r)] −
(∂r(1)new
∂r
)2
κnew(r(1)new(r)) , (6.3)
with, cf. (2.139),
ψ(r) = h(r)
Θ(1)(r
(1)
new(r))
Θ(1)(r)
, h(r) =
∂r
∂r
(1)
new
ντnew(r
(1)
new(r))
ντ (r)
. (6.4)
In a weakly asymptotically Minkowski-like conformal Gauss gauge this equation is of the form
(cf. (3.63))
∂2r
(1)
new
∂r2
=
(∂r(1)new
∂r
)2( 2
r
(1)
new(r)
+O(r(1)new(r))
)
− ∂r
(1)
new
∂r
(2
r
+O(r)
)
. (6.5)
8We have seen this explicitly for the lower orders in Section 4.1, cf. also Section 5.4. As the computations are
not very illuminating we forgo to present the general case.
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With u := ∂r log(r/r
(1)
new) and v := r
(1)
new/r this singular ODE becomes a regular first-order system
(cf. (3.64)-(3.65)),
∂ru =− u2 − v2(1− ur)2O((vr)0) + (1− ur)O(r0) , (6.6)
∂rv =− uv . (6.7)
In fact to get this regular system it is crucial that Θ(1), κ and ντ have an asymptotic behavior
at I− as required by the weakly asymptotically Minkowski-like gauge condition. The solution is
of the form (with p(xA˚) > 0)
r(1)new(r, x
A˚) = p(xA˚)r +O(r2) , r(r(1)new, x
A˚) =
1
p(xA˚)
r(1)new +O(r
(1)
new)
2 .
The function p is determined as described in Section 3.4 (as the second datum q which we do not
need to consider here explicitly). In particular ψ(r(r
(1)
new), xA˚) and h(r(r
(1)
new), xA˚) will be smooth,
ψ(r(r(1)new), x
A˚) =p(xA˚) +O(r(1)new) , (6.8)
h(r(r(1)new), x
A˚) =1 +O(r(1)new) . (6.9)
We then consider the coordinate transformation (2.141) (for this let us denote the just ob-
tained rnew, τnew and Θnew by r, τ and Θ),
r 7→ rnew := r + r(2)new(r, xA˚)(1 + τ) ,
xA˚ 7→ xA˚new := xA˚ + hA˚(r, xB˚)(1 + τ) .
The functions r
(2)
new and hA˚ are chosen in such a way that νnewA˚ is realized and gττ |I− = −1,
hA˚ =gA˚B˚(νB˚ − νnewB˚ ) = O(r) ,
r(2)new =− ντnew(hA˚νnewA˚ −
1
2
hA˚hB˚gA˚B˚) = O(r
3) .
A conformal transformation (2.142) yields the desired value θ−new, (cf. (2.43)),
Θ 7→ [1 + φ(r, xA˚)(1 + τ)]Θ , (6.10)
where
φ(r, xA˚) =
1
4
ντ (θ
− − θ−new) = O(r2) , (6.11)
because of (3.81). We deduce that the combination of conformal and coordinate transformations
which realize (6.2) is smooth at I−.
Before we proceed, let us direct attention to some consequences of our smoothness assumption
on (eµi, Γ̂i
j
k, L̂ij ,Wijkl). It implies that also the fields (e
µ
i,Γi
j
k, Lij ,Wijkl) are smooth. In
the next step the conformal geodesic equations need to be solved with initial data (x˙µ)|I− =
(1, 0, 0, 0) and (fµ)|I− = (0, fnewr , fnewA˚ ). We analyze the conformal geodesic equations in a
frame, as the frame components are regular at I−. The initial data then read
(x˙i)|I− =(1, 0, 0, 0) ,
(fi)|I− =(0, ντfnewr , e˚A˚A(fnewA˚ − ντνA˚fnewr ) = O(r0) .
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In frame components the conformal geodesic equations read
x˙jeµj∂µx˙
i + Γj
i
kx˙
j x˙k = −2x˙jfj x˙i + x˙j x˙jf i ,
x˙jeµj∂µfi − Γjkixjfk = x˙jfjfi − 1
2
fjf
j x˙i + x˙
jLij .
This is a regular symmetric hyperbolic system which gives a smooth solution (x˙i, fi) in some
neighborhood of the initial surface, including some neighborhood of I−. In particular x˙µ = eµix
i
is smooth. Next, we apply a coordinate transformation xµ 7→ x̂µ which transforms x˙µ to ∂τ̂ .
1 =
∂x̂τ
∂xµ
x˙µ , 0 =
∂x̂r
∂xµ
x˙µ , 0 =
∂x̂A˚
∂xµ
x˙µ . (6.12)
As initial data we take x̂µ|I− = xµ. Note that, near I − the transformation is of the form
xµ 7→ xµ +O(1 + τ)2, so that the initial gauge conditions realized above are preserved.
It is instructive to evaluate the conformal geodesics equations on I. For this note that (5.6)-
(5.9) hold, and one checks that (x˙i)|I = (1, 0, 0, 0) and (fi)|I = (0, 1, 0, 0). The coordinate
transformation (6.12) therefore reduces to the identity on I, whence the leading-order behavior
of all fields is unaffected at I. Of course this is to be expected as the fields acquire their “weakly
asymptotically Minkowski-like conformal Gauss gauge” values there.
The final gauge is obtained by another conformal transformation g 7→ Ψ2g, Θ 7→ ΨΘ, which
is determined by the equation
∇x˙Ψ = Ψ〈x˙, f〉 ⇐⇒ ∂τ̂Ψ = Ψfτ , (6.13)
with initial data Ψ|I− = 1. Since fτ |I− = 0 we have, near I −, Ψ = 1 +O(1 + τ)2. Near I we
have Ψ = 1 +O(r). Note that g(x˙, x˙)|I− = −1, so by (2.20) x˙ is globally normalized to −1.
The conformal Gauss coordinates underlying the weakly asymptotically Minkowski-like con-
formal Gauss gauge as determined by the gauge data (6.2) is obtained from the original one by
a combination of a conformal transformation and a coordinate transformation both of which are
smooth near I−. The transformed fields (eµi, Γ̂i
j
k, L̂ij ,Wijkl) which appear in the GCFE and
which are determined by g as well as Θ and f are therefore smooth as well. This is as one should
expect since, by choice of the gauge data (6.1), the congruence of conformal geodesics on which
this gauge is based does not have conjugate point near I − ∪ I−.
Lemma 6.1 Consider a solution (eµi, Γ̂i
j
k, L̂ij ,Wijkl) of the GCFE in a weakly asymptotically
Minkowski-like conformal Gauss gauge which is smooth at I −, I and I−. Then the validity of
all the no-logs conditions obtained in Section 4 & 5 are preserved under gauge transformations
which transform into any other weakly asymptotically Minkowski-like conformal Gauss gauge.
7 Asympt. Minkowski-like conformal Gauss gauge
7.1 Solution of the constraint equations
In Section 4.1 we have studied the constraint equations listed in Appendix A.1 in a weakly asymp-
totically Minkowski-like gauge. For a further analysis concerning the appearance of logarithmic
terms at I− it is convenient, and by Lemma 6.1 without restriction, to assume an asymptotically
Minkowski-like conformal Gauss gauge at each order (cf. Definition 3.8), where the asymptotic
expansions of the gauge functions are completely fixed. Then the computations are much simpler.
As “physical” initial data on I − we regard ΞA˚B˚ rather than the radiation field WrA˚rB˚.
By (7.5) below they are – apart from the integration functions Ξ
(1)
A˚B˚
and Ξ
(2)
A˚B˚
– in one-to-one
correspondence, and also their expansion coefficients are, cf. (7.23).
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From the constraint equations derived in Appendix A.1 we obtain
gA˚B˚|I− =sA˚B˚ +O(r∞) , θ+ = O(r∞) , ξA˚ = O(r∞) , (7.1)
Lrr|I− =O(r∞) , LrA˚|I− = O(r∞) , (7.2)
(LA˚B˚)tf |I− =−
1
2
(
∂r − 2
r
)
ΞA˚B˚ +O(r
∞) , sA˚B˚LA˚B˚ |I− = 1 +O(r∞) ,
(7.3)
Lr
r|I− =− 12 +O(r
∞) , LA˚
r|I− = 12vA˚ +O(r
∞) , (7.4)
WrA˚rB˚|I− =−
1
4r2
∂r
(
∂r − 2
r
)
ΞA˚B˚ +O(r
∞) , (7.5)
WrA˚r
r|I− = 1
4r2
(
∂r − 2
r
)
vA˚ +O(r
∞) , (7.6)
WA˚B˚r
r|I− = 12r2
(
D[A˚vB˚] +
1
2
Ξ[A˚
C˚∂rΞB˚]C˚
)
+O(r∞) , (7.7)
(∂r +O(r
∞))Wr
r
r
r|I− =− 14r2
(
∂r − 2
r
)
DA˚v
A˚ +
1
2
ΞA˚B˚WrA˚rB˚ +O(r
∞) , (7.8)(
∂r − 2
r
+O(r∞)
)
WA˚
r
r
r|I− =− 18
(
∂r − 2
r
)(
∂r − 2
r
)
vA˚ −
1
2
∇˚B˚WA˚B˚rr
+
1
2
DA˚Wr
r
r
r − ΞA˚B˚WrB˚rr +O(r∞) , (7.9)
and(
∂r − 4
r
+O(r∞)
)(
(WA˚
r
B˚
r)tf − r
4
4
WrA˚rB˚
)∣∣∣
I−
=
(
D(A˚WB˚)
r
r
r − r
2
2
D(A˚WB˚)rr
r
)
tf
+
3
4
ΞA˚B˚Wr
r
r
r − 3
4
Ξ(A˚
C˚WB˚)C˚r
r +O(r∞) .
(7.10)
Let us compute the relevant frame components. Note that in an asymptotically Minkowski-like
conformal Gauss gauge at each order, on I −,
e0|I− = ∂τ , e1|I− = ∂τ + r∂r +O(r∞) , eA|I− = e˚A˚A∂A˚ +O(r∞) . (7.11)
Using the formulas derived in Section 2.7 we find for the connection coefficients
Γ̂1
j
i|I− =δji +O(r∞) , Γ̂A10|I− = O(r∞) , Γ̂A00|I− = O(r∞) , (7.12)
Γ̂A
B
0|I− = 1
2r
ΞA
B +O(r∞) , (7.13)
Γ̂A
B
1|I− = 12rΞA
B + δBA +O(r
∞) , (7.14)
Γ̂A
C
B|I− =Γ˚ACB +O(r∞) . (7.15)
For the components of the Schouten tensor the results of Section 2.8 yield
L̂1i|I− =O(r∞) , (7.16)
L̂A1|I− = 12rvA +O(r
∞) , (7.17)
L̂AB|I− =− 12
(
∂r − 1
r
)
ΞAB +O(r
∞) , (7.18)
L̂A0|I− = 12rvA +O(r
∞) . (7.19)
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For the solutions of the constraint equations for the rescaled Weyl tensor to be smooth at I−
ΞAB necessarily needs to admit an expansion of the form (3.57)
ΞAB ∼
∞∑
m=1
Ξ
(m)
AB r
m , (7.20)
where the Ξ
(m)
AB ’s denote trace-free tensors on the round 2-sphere. Recall that
vA ≡6∇BΞAB , v(m)A ≡ DBΞ(m)A B . (7.21)
We assume that all smoothness conditions in Proposition 4.1 are satisfied, i.e.
Ξ
(1)
AB = Ξ
(3)
AB = Ξ
(4)
AB = 0 . (7.22)
Then the restriction of the rescaled Weyl tensor to I − extends smoothly across I−. We deter-
mine its expansion coefficients (terms with vanishing denominator are defined to be zero),
W
(m)
rA˚rB˚
=− (m+ 3)(m+ 2)
4
Ξ
(m+4)
A˚B˚
, (7.23)
W
(m)
rA˚r
r =
m+ 1
4
v
(m+3)
A˚
, (7.24)
W
(m)
A˚B˚r
r =
1
2
D[A˚v
(m+2)
B˚]
+
1
4
∑
k
kΞ(m−k+3)[A˚
C˚Ξ
(k)
B˚]C˚
, (7.25)
W (m)r
r
r
r =2Mδm0 − 1
4
D
A˚v
(m+2)
A˚
− 1
8n
∑
k
(k + 3)(k + 2)Ξ(m−1−k)A˚B˚Ξ
(k+4)
A˚B˚
, (7.26)
W
(m)
A˚
r
r
r =δm2LA˚ −
m− 1
8
v
(m+1)
A˚
− 1
2(m− 2)D
B˚W
(m−1)
A˚B˚r
r +
1
2(m− 2)DA˚W
(m−1)
r
r
r
r
− 1
m− 2
∑
k
Ξ(m−k−1)A˚
B˚W
(k)
rB˚r
r , (7.27)
(W
(m)
A˚
r
B˚
r)tf =δ
m
4c
(2,0)
A˚B˚
+
1
4
W
(m−4)
rA˚rB˚
+
1
m− 4
(
D(A˚W
(m−1)
B˚)
r
r
r − 1
2
D(A˚W
(m−3)
B˚)rr
r
)
tf
+
3
4(m− 4)
∑
k
(
Ξ
(m−k−1)
A˚B˚
W (k)r
r
r
r − Ξ(m−k−1)
(A˚
C˚W
(k)
B˚)C˚r
r
)
. (7.28)
Recall that M , LA˚, and c
(2,0)
A˚B˚
arise as integration functions. For the frame components we have
V +AB|I− =
r2
2
e˚A˚Ae˚
B˚
BWrA˚rB˚ , (7.29)
V −AB|I− =− e˚A˚Ae˚B˚B
(r2
2
WrA˚rB˚ −
2
r2
(WA˚
r
B˚
r)tf
)
, (7.30)
W+A |I− =re˚A˚AWrA˚rr + 2r−1e˚A˚AWA˚rrr , (7.31)
W−A |I− =re˚A˚AWrA˚rr , (7.32)
W0101|I− =Wrrrr , (7.33)
W01AB|I− =− e˚A˚Ae˚B˚BWA˚B˚rr , (7.34)
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whence (again, terms with vanishing denominator are defined to be zero)
V
+(m)
AB =−
m(m+ 1)
8
Ξ
(m+2)
AB , (7.35)
W
−(m)
A =
m
4
v
(m+2)
A , (7.36)
W
(m)
0101 =2Mδ
m
0 − 1
4
D
Av
(m+2)
A −
1
8m
∑
k
(k + 3)(k + 2)Ξ(m−1−k)ABΞ
(k+4)
AB , (7.37)
W
(m)
01AB =−
1
2
D[Av
(m+2)
B] −
1
4
∑
k
kΞ(m−k+3)[A
CΞ
(k)
B]C , (7.38)
W
+(m)
A =2δ
m
1LA +
1
m− 1
(
D
BU
(m)
AB −
1
2
∑
k
kΞ(m−k+1)A
Bv
(k+2)
B
)
, (7.39)
V
−(m)
AB =2δ
m
2c
(2,0)
AB +
1
m− 2
(
(D(AW
+(m)
B) )tf +
3
2
∑
k
Ξ
(m−k+1)
(A
CU
(k)
B)C
)
. (7.40)
In particular, we find for the leading orders (recall that N ≡ − 18ǫABDAv(2)B )
W0101|I− =2M − r
3
4
D
Av
(5)
A +O(r
4) , (7.41)
W−A |I− =
3
4
r3v
(5)
A +O(r
4) , (7.42)
W+A |I− =− 2MA + 2LAr +
r3
8
(
(∆s − 1)v(5)A − 2DADBv(5)B
)
+O(r4) , (7.43)
W01AB|I− =2NǫAB − r
3
2
D[Av
(5)
B] +O(r
4) , (7.44)
V +AB|I− =−
3
2
r3Ξ
(5)
AB +O(r
4) , (7.45)
V −AB|I− =(D(AMB))tf −
(
2(D(ALB))tf + 3(MΞ
(2)
AB +Nǫ(A
CΞ
(2)
B)C)
)
r
+ c
(2,0)
AB r
2 +
r3
8
(
(∆s − 4)D(Av(5)B) − 2DADBDCv(5)C
)
tf
+O(r4) . (7.46)
7.2 First-order transverse derivatives on I −
To get a better idea what is going on let us consider the 1st-order derivatives (i.e. the n = 1
case) explicitly, as well. In particular we want to determine the source terms in (4.105)-(4.106).
Evaluation of (2.72)-(2.78) on I − by using all the expressions we have derived in the previous
section gives the following relations for connection and frame coefficients, and Schouten tensor
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(observe that ΞA
CΞBC =
1
2 |Ξ|2ηAB),
∂τ (L̂10 − L̂11)|I− = O(r∞) , (7.47)
∂τ (L̂10 + L̂11)|I− = −4rW0101 +O(r∞) , (7.48)
∂τ (L̂A0 − L̂A1)|I− = O(r∞) , (7.49)
∂τ (L̂A0 + L̂A1)|I− = −2rW−A − 2rW+A −
1
2r2
ΞA
BvB +O(r
∞) , (7.50)
∂τ L̂1A|I− = −2rW−A +O(r∞) , (7.51)
∂τ L̂AB|I− = −2rV +AB + rUAB +
1
4r
ΞA
C
(
∂r − 1
r
)
ΞBC +O(r
∞) , (7.52)
∂τ Γ̂1
j
k|I− = O(r∞) , (7.53)
∂τ (Γ̂A
0
1 − Γ̂A11)|I− = O(r∞) , (7.54)
∂τ (Γ̂A
0
1 + Γ̂A
1
1)|I− = 1r vA +O(r
∞) , (7.55)
∂τ (Γ̂A
0
B − Γ̂A1B)|I− = − 14r2 |Ξ|
2δAB − 1
2
∂rΞAB +O(r
∞) , (7.56)
∂τ (Γ̂A
0
B + Γ̂A
1
B)|I− = −12
(
∂r − 2
r
)
ΞAB +O(r
∞) , (7.57)
∂τ Γ̂A
B
C |I− = 12r δ
B
CvA − 1
2r
Γ˚D
B
CΞA
D +O(r∞) , (7.58)
∂τe
µ
1|I− = −δµ0 +O(r∞) , (7.59)
∂τe
µ
A|I− = − 1
2r
ΞA
BeµB +O(r
∞) , (7.60)
where we have used that in an asymptotically Minkowski-like conformal Gauss gauge (cf. Sec-
tion 2.5.3)
Θ = r(1 − τ2) +O(r∞) , b0 = −2rτ +O(r∞) , b1 = 2r +O(r∞) , bA = O(r∞) . (7.61)
For the relevant transverse derivatives of the frame components of the rescaled Weyl tensor we
obtain from (2.90)-(2.94) (observe that (Ξ(A
CV ±B)C)tf = 0)
∂τW0101|I− =− 12D
A(W+A −W−A )−
1
2r
ΞABV +AB +O(r
∞) , (7.62)
∂τW01AB|I− =D[A(W+B] +W−B])−
1
r
Ξ[A
CV +B]C +O(r
∞) , (7.63)
∂τW
−
A |I− =DBV +AB +
1
2
D
BUBA +W
−
A +O(r
∞) , (7.64)
∂τW
+
A |I− =−DBV −AB −
1
2
D
BUAB −W+A +
1
r
ΞA
BW−B +O(r
∞) , (7.65)
∂τV
+
AB|I− =−
1
2
(r∂r − 2)V +AB +
1
2
(D(AW
−
B))tf +O(r
∞) . (7.66)
67
Finally, evaluation of the τ -derivative of (2.95) on I − yields
r4∂r(r
−3∂τV
−
AB)|I−
=
(
D(A∂τW
+
B) −
1
2r
(Ξ(A
C
DC + 4v(A)W
+
B) −
3
4
∂rΞ(A
CUB)C +
3
2r
Ξ(A
C∂τUB)C
)
tf
+O(r∞)
=
(
−D(ADCV −B)C −
1
2
D(AD
CUB)C − 3
4
∂rΞ(A
CUB)C −D(AW+B) −
5
4r
Ξ(A
C
D|C|W
+
B)
+
3
4r
Ξ(A
C
DB)W
+
C −
2
r
v(AW
+
B) +
1
r
W−C D(AΞB)
C − 3
4r
Ξ(A
C
DCW
−
B) +
7
4r
Ξ(A
C
DB)W
−
C
)
tf
+
3
4r
ΞABD
CW−C −
3
4r
ΞABD
CW+C +
3
4r2
|Ξ|2V +AB −
3
2r2
ΞABΞ
CDV +CD +O(r
∞) . (7.67)
We obtain a smooth solution V −AB whenever the term of order r
3 on the right-hand side of (7.67)
vanishes. Taking the expansions computed in Section 7.1 into account we find that this will be
the case whenever
0 =
(
D(AD
CV
−(3)
B)C +
1
2
D(AD
CU
(3)
B)C +
3
2
Ξ
(2)
(A
CU
(2)
B)C + D(AW
+(3)
B) + 2v
(2)
(AW
+(2)
B)
+ 2Ξ
(2)
(A
C
D|C|W
+(2)
B) −W−(2)C D(AΞ(2)B)C −
5
2
Ξ
(2)
(A
C
DB)W
−(2)
C
)
tf
=
( 1
16
D(A∆s∆sv
(5)
B) −
1
8
DADB∆sD
Cv
(5)
C −
3
4
DADBD
Cv
(5)
C −
5
16
D(Av
(5)
B) +
1
4
D(A∆sv
(5)
B)
)
tf
.
(7.68)
We compute the divergence,(
∆s∆s∆s + 5∆s∆s −∆s − 5
)
v
(5)
A − 2
(
DA∆s∆s + 8DA∆s + 12DA
)
D
Bv
(5)
B = 0 .
Taking divergence and curl yields equations for divergence and curl of v
(5)
A .
(∆s + 6)(∆s + 2)∆sD
Av
(5)
A =0 , (7.69)
(∆s + 6)(∆s + 2)∆s(ǫ
AB
DAv
(5)
B ) =0 . (7.70)
Comparison with (4.105)-(4.106) shows that the source terms vanish for n = 1). For the no-logs
condition to be fulfilled v
(5)
A needs to admit a Hodge decomposition v
(5)
A = DAv
(5) + ǫA
BDBv
(5),
where v(5) and v(5) are linear combinations of ℓ = 0, 1, 2-spherical harmonics. However, since
vA arises as a divergence of a trace-free, symmetric tensor, ℓ = 0, 1-spherical harmonics cannot
arise. We observe that (7.69)-(7.70) is equivalent to (7.68). Altogether, the no-logs condition
(7.68) holds if and only if
Ξ
(5)
AB = (DADBΞ
(5))tf + ǫ(A
C
DB)DCΞ
(5) for some ℓ = 2 spherical harmonics v(5) and v(5).
(7.71)
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7.3 Second-order transverse derivatives on I −
In anticipation of later computations, let us also compute the second-order transverse derivatives
of frame and connection coefficients, which we obtain by differentiating (2.72)-(2.78) by τ ,
∂2τe
µ
1|I− =O(r∞) , (7.72)
∂2τe
τ
A|I− =− 1r vA +O(r
∞) , (7.73)
∂2τe
r
A|I− =− 12vA +O(r
∞) , (7.74)
∂2τe
A˚
A|I− =12
(
∂r − 1
r
)
ΞA
BeA˚B +
1
4r2
|Ξ|2eA˚A +O(r∞) , (7.75)
∂2τ Γ̂1
0
1|I− =− 4rW0101 +O(r∞) , (7.76)
∂2τ Γ̂1
1
1|I− =− 2rW0101 +O(r∞) , (7.77)
∂2τ (Γ̂1
0
A − Γ̂11A)|I− =− 2(W+A +W−A )r +O(r∞) , (7.78)
∂2τ (Γ̂1
0
A + Γ̂1
1
A)|I− =− 4W−A r +O(r∞) , (7.79)
∂2τ (Γ̂1
A
B)tf |I− =2rWAB01 +O(r∞) , (7.80)
∂2τ Γ̂A
0
1|I− =− 12r2ΞA
BvB − 2r(W+A +W−A ) +O(r∞) , (7.81)
∂2τ Γ̂A
1
1|I− =− 1
2r
vA − 1
2r2
ΞA
BvB − r(W+A +W−A ) +O(r∞) , (7.82)
∂2τ (Γ̂A
0
B − Γ̂A1B |)|I− = 14r3 |Ξ|
2ΞAB − 1
4r2
|Ξ|2ηAB + 1
r
Ξ(A
C∂|r|ΞB)C +
1
2
(
∂r − 1
r
)
ΞAB
− 2V +ABr − 2V −ABr + 2rW0101ηAB +O(r∞) , (7.83)
∂2τ (Γ̂A
0
B + Γ̂A
1
B)|I− =− 12r2 |Ξ|
2ηAB +
1
2r
ΞA
C∂rΞBC − 1
2
(
∂r − 1
r
)
ΞAB
− 4V +ABr + 2rUAB +O(r∞) , (7.84)
∂2τ Γ̂A
B
C |I− =− 12r δ
B
CvA +
1
4r2
Γ˚A
B
C |Ξ|2 + 1
2
Γ˚D
B
C
(
∂r − 1
r
)
ΞA
D − 1
2r2
δBCΞA
DvD
− r(W+A +W−A )δBC − 2r(W+[C −W−[C)ηB]A +O(r∞) . (7.85)
7.4 A sufficient condition for the non-appearance of logs: Approaching
I
− from I −
We have seen in Section 4.3 that whether the no-logs conditions (4.105)-(4.106), regarded as
equations on the expansion coefficients of the radiation field at I−, can be fulfilled or not, depends
on the harmonic decomposition of the source terms in (4.105)-(4.106). The source terms in turn
are determined from lower-order expansion coefficients (and certain integration functions such as
the mass aspect etc.). Here, we want to construct data for which these lower order terms can be
controlled, and in order to be able to do that, besides imposing the asymptotically Minkowski-
like conformal Gauss gauge at each order, we assume that the radiation field vanishes at each
order at I−, equivalently,
ΞAB = Ξ
(2)
ABr
2 +O(r∞) . (7.86)
The idea is that for these class of data no terms of order n + 2 arise on the right-hand side of
(4.68) and produce logarithmic terms, i.e. the source terms in (4.105)-(4.106) vanish (as we have
already shown above for n = 1).
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The asymptotic expansions of frame and connection coefficients as well as the Schouten tensor
at I− (including their 1st-oder transverse derivatives) follow straightforwardly from (7.11)-(7.19)
and (7.47)-(7.60) by inserting (7.86). For convenience let us give the expansion of the rescaled
Weyl tensor (cf. (7.35)-(7.40)),
W0101|I− =2M +O(r∞) , (7.87)
W01AB |I− =2NǫAB +O(r∞) , (7.88)
W−A |I− =O(r∞) , (7.89)
W+A |I− =− 2MA + 2LAr +O(r∞) , (7.90)
V +AB|I− =O(r∞) , (7.91)
V −AB|I− =(D(AMB))tf −
(
2(D(ALB))tf + 3(MΞ
(2)
AB +Nǫ(A
CΞ
(2)
B)C)
)
︸ ︷︷ ︸
=:HAB
r + 2c
(2,0)
AB r
2 +O(r∞) ,
(7.92)
For its transverse derivatives we obtain from (7.62)-(7.66),
∂τW0101|I− =∆sM −DALAr +O(r∞) , (7.93)
∂τW01AB|I− =∆sNǫAB + 2D[ALB]r +O(r∞) , (7.94)
∂τW
−
A |I− =MA +O(r∞) , (7.95)
∂τW
+
A |I− =−
1
2
(∆s − 1)MA + (DBHAB − 2LA)r − 2DBc(2)ABr2 +O(r∞) , (7.96)
∂τV
+
AB|I− =O(r∞) . (7.97)
Finally, integration of (7.67) yields
∂τV
−
AB|I− =V −(0,1)AB + V −(1,1)AB r + V −(2,1)AB r2 + c(3,1)AB r3 +O(r∞) , (7.98)
where the precise form of the coefficients is irrelevant for our purposes.
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Lemma 7.1 Assume that (7.86) holds. Then, in an asymptotically Minkowski-like conformal
Gauss gauge at each order the following relations hold for all k ≥ 1 (cf. Lemma 7.6),
∂kτ Γ̂1
1
1|I− =Pk−1 +O(r∞) , (7.99)
∂kτ Γ̂1
0
1|I− =Pk−1 +O(r∞) , (7.100)
∂kτ Γ̂A
1
1|I− =Pk +O(r∞) , (7.101)
∂kτ Γ̂A
0
1|I− =Pk +O(r∞) , (7.102)
∂kτ (Γ̂1
0
A + Γ̂1
1
A)|I− =Pk−2 +O(r∞) , (7.103)
∂kτ (Γ̂1
0
A − Γ̂11A)|I− =Pk +O(r∞) , (7.104)
∂kτ (Γ̂A
0
B + Γ̂A
1
B)|I− =Pk−1 +O(r∞) , (7.105)
∂kτ (Γ̂A
0
B − Γ̂A1B)|I− =Pk+1 +O(r∞) , (7.106)
∂kτ Γ̂1
A
B|I− =Pk−1 +O(r∞) , (7.107)
∂kτ Γ̂A
B
C |I− =Pk +O(r∞) , (7.108)
∂kτ L̂1i|I− =Pk +O(r∞) , (7.109)
∂kτ (L̂A0 + L̂A1)|I− =Pk+1 +O(r∞) , (7.110)
∂kτ (L̂A0 − L̂A1)|I− =Pk +O(r∞) , (7.111)
∂kτ L̂AB|I− =Pk+1 +O(r∞) , (7.112)
∂kτ e
τ
1|I− =− δk1 + Pk−2 + O(r∞) (7.113)
∂kτ e
α
1|I− =Pk−1 +O(r∞) (7.114)
∂kτ e
τ
A|I− =Pk−1 +O(r∞) (7.115)
∂kτ e
α
A|I− =Pk +O(r∞) , (7.116)
∂kτUAB|I− =Pk +O(r∞) , (7.117)
∂kτW
±
A |I− =Pk±1 +O(r∞) , (7.118)
∂kτ V
±
AB|I− =Pk∓2 +O(r∞) , (7.119)
where Pk denotes a polynomial in r of degree ≤ k (the zero-polynomial if k is negative).
Proof: This is proved by induction. The case k = 1 follows from the above considerations. So
let us assume that the assertion holds for 1 ≤ k ≤ n − 1 We then apply ∂n−1τ to the evolution
equations (2.72)-(2.78), (2.90)-(2.94). Taking the induction hypothesis as well as the 0th-order
expansions into account, we straightforwardly deduce that the assertion of the lemma holds for
k = n for all components, excluding for the time being ∂nτ (Γ̂A
0
B + Γ̂A
1
B), ∂
n
τ (Γ̂1
0
A− Γ̂11A) and
∂nτ V
−
AB.
Let us consider the behavior of these connection components somewhat more detailed. From
(2.72)-(2.78) we have
∂nτ (Γ̂A
0
B + Γ̂A
1
B)|I− = ∂n−1τ Γ̂A0B + ∂n−1τ L̂AB + Pn−1 +O(r∞) .
We need to show that the terms of order n in ∂n−1τ Γ̂A
0
B and ∂
n−1
τ L̂AB cancel each other. We
have
∂nτ L̂AB|I− =(n− 1)r∂n−2τ V −AB − ∂n−1τ (Γ̂AC0L̂CB) + Pn +O(r∞) ,
∂nτ Γ̂A
0
B|I− =− ∂n−1τ (Γ̂C0BΓ̂AC0)− (n− 1)r∂n−2τ V −AB + Pn +O(r∞) ,
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whence
∂nτ (L̂AB + Γ̂A
0
B)|I− = −∂n−1τ [(Γ̂AC0(L̂CB + Γ̂C0B)] + Pn +O(r∞) .
By induction we conclude (one easily checks by using (7.47)-(7.60) that this is satisfied for n = 1),
∂nτ (L̂AB + Γ̂A
0
B) = Pn +O(r∞) ,
whence it follows readily that
∂nτ (Γ̂A
0
B + Γ̂A
1
B) = Pn−1 +O(r∞) .
Similarly, we have
∂nτ (Γ̂1
0
A + Γ̂1
1
A)|I− =∂n−1τ (Γ̂10A + L̂1A) + Pn−2 +O(r∞) ,
∂nτ Γ̂1
0
A|I− =− ∂n−1τ (Γ̂B0AΓ̂1B0)−
r
2
∂n−1τ [(1− τ2)W+A ] + Pn−1 +O(r∞) ,
∂nτ L̂1A|I− =− ∂n−1τ (Γ̂1B0L̂BA) + r∂n−1τ [(1 + τ)W+A ] + Pn−1 +O(r∞) ,
whence
∂nτ (L̂1A + Γ̂1
0
A)|I− =− ∂n−1τ [(L̂BA + Γ̂B0A)Γ̂1B0] +
r
2
∂n−1τ [(1 + τ)
2W+A ] + Pn−1 +O(r∞)
=Pn−1 +O(r∞) ,
and
∂nτ (Γ̂1
0
A + Γ̂1
1
A)|I− = Pn−2 +O(r∞) .
Finally, we consider the equation (2.95) for V −AB, to which we apply ∂
n
τ ,
rn+3∂r(r
−n−2∂nτ V
−
AB)|I− = Pn+1 +O(r∞) ,
and we observe that no logarithmic terms arise,
∂nτ V
−
AB |I− = Pn+1 + c(n+2,n)AB rn+2 +O(r∞) ,
and the lemma is proved. ✷
Let us return to Proposition 4.2. A sufficient condition which makes sure that (4.68) holds
is given by the following result. It is a corollary of the previous lemma, which shows that the
source term in (4.68) is of the form Pn+1 +O(r∞):
Corollary 7.2 Assume that the radiation field vanishes at any order at I−, (7.86). Then the
restrictions to I − of all the fields appearing in the GCFE including their transverse derivatives
of all orders admit smooth extensions through I− in an asymptotically Minkowski-like conformal
gauss gauge at each order (cf. Corollary 7.8).
Remark 7.3 If ∂krΞAB|I− = 0 only for 3 ≤ k ≤ n, then the restrictions to I − of all the fields
appearing in the GCFE including their transverse derivatives up to and including the order n−4
admit smooth extensions through I− in an asymptotically Minkowski-like conformal gauss gauge
at each order.
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Let us assume that Ξ
(k)
AB vanishes for 3 ≤ k ≤ n− 1, n ≥ 5 (we already know that Ξ(3)AB and
Ξ
(4)
AB necessarily need to vanish). Then, by the previous considerations, the no-logs conditions
for ∂n−4τ V
−
AB |I− , (4.105)-(4.106), take the form
n−3∏
ℓ=0
(
∆s + ℓ(ℓ+ 1)
)
D
Av
(n)
A =0 , (7.120)
n−3∏
ℓ=0
(
∆s + ℓ(ℓ+ 1)
)
(ǫABDAv
(n)
B ) =0 . (7.121)
Unfortunately, since the operator appearing on the left-hand side has a non-trivial kernel, we
cannot conclude at this stage that the converse to the corollary is also true, i.e. that (7.86)
is necessary for the non-appearance of logarithmic terms. The two functions v(n) and v(n)
appearing in the Hodge decomposition of v
(n)
A = DAv
(n) + ǫA
BDBv
(n) are allowed to have
spherical harmonics with 2 ≤ ℓ ≤ n− 3. That yields a weakened converse to the above corollary.
Corollary 7.4 Consider smooth initial data of the form ΞAB = O(r
2). Then the expansion
coefficients admit a Hodge decomposition of the form Ξ
(n)
AB = (DADBΞ
(n))tf + ǫ(A
CDB)DCΞ
(n).
Assume that Ξ(n) and Ξ(n) do not contain spherical harmonics with 2 ≤ ℓ ≤ n − 3 for n ≥ 3.
Then, in an asymptotically Minkowski-like conformal Gauss gauge, the restrictions to I − of all
the fields appearing in the GCFE including their transverse derivatives of all orders admit smooth
extensions through I− if and only if (7.86) holds.
Remark 7.5 In Section 8 we will see that for the massless spin-2 equation a vanishing radiation
field is not necessary for the non-appearance of logarithmic terms. The results in Section 9 show
that non-linear effects, or rather a non-vanishing mass, do impose additional restrictions on the
radiation field: Elements in the kernel of the operator in (4.105)-(4.106) cause a violation of the
no-logs condition in higher orders.
7.5 Transport equations on I
Here we want to analyze the appearance of logarithmic terms when approaching I− from I for
all radial derivatives of the relevant fields. The 0th order has been computed in Section 5, (5.6)-
(5.9) and (5.32)-(5.37) (we assume that the no-logs conditions (7.22) are satisfied). The 1st-order
radial derivatives have been computed in Section 5.4. Let us sum up the results in our current
asymptotically Minkowski-like conformal Gauss gauge at each order
∂rL̂10|I = −4M(1 + τ) +O(1 + τ)2 , (7.122)
∂rL̂11|I = −4M(1 + τ) +O(1 + τ)2 , (7.123)
∂rL̂1A|I = O(1 + τ)2 , (7.124)
∂r(L̂A0 − L̂A1)|I = O(1 + τ)2 , (7.125)
∂r(L̂A0 + L̂A1)|I = v(2)A + 4MA(1 + τ) +O(1 + τ)2 , (7.126)
∂rL̂AB|I = −1
2
Ξ
(2)
AB + 2
(
MηAB +NǫAB
)
(1 + τ) +O(1 + τ)2 , (7.127)
and
∂rΓ̂1
i
j |I = O(1 + τ)2 , (7.128)
∂r(Γ̂1
0
A + Γ̂1
1
A)|I = O(1 + τ)3 , (7.129)
∂rΓ̂A
0
1|I = 1
2
v
(2)
A (1 + τ) +O(1 + τ)
2 , (7.130)
∂rΓ̂A
1
1|I = 1
2
v
(2)
A (1 + τ) +O(1 + τ)
2 , (7.131)
∂r(Γ̂A
0
B + Γ̂A
1
B)|I = O(1 + τ)2 , (7.132)
∂r(Γ̂A
0
B − Γ̂A1B)|I = Ξ(2)AB − Ξ(2)AB(1 + τ) +O(1 + τ)2 , (7.133)
∂rΓ̂A
B
C |I = 1
2
(
v
(2)
A δ
B
C − Γ˚DBCΞ(2)A D
)
(1 + τ) +O(1 + τ)2 , (7.134)
∂re
τ
1|I = O(1 + τ)3 , (7.135)
∂re
r
1|I = 1 , (7.136)
∂re
A˚
1|I = O(1 + τ)2 , (7.137)
∂re
τ
A|I = O(1 + τ)2 , (7.138)
∂re
r
A|I = 0 , (7.139)
∂re
A˚
A|I = −1
2
Ξ
(2)
A
B e˚A˚B(1 + τ) +O(1 + τ)
2 , (7.140)
∂rW
−
A |I = O(1 + τ)2 , (7.141)
∂rW
+
A |I = 2LA +O(1 + τ) , (7.142)
∂rV
+
AB |I = O(1 + τ)3 , (7.143)
∂rV
−
AB |I = −2(D(ALB))tf − 3Ξ(2)(AC(MηB)C +NǫB)C) +O(1 + τ) , (7.144)
∂rUAB|I = O(1 + τ) . (7.145)
Note that, as compared to (5.101), ∂rV
+
AB has a better decay in an asymptotically Minkowski-like
conformal Gauss gauge at each order. This follows straightforwardly from (5.92).
We consider radial derivatives of higher order. In our setting the initial data for the transport
equations are determined by the data on I −, which we assume to be smooth at any order at
I−, cf. (7.11)-(7.19) and (7.35)-(7.40). The missing data for the singular wave equations (5.120)-
(5.121) are provided by ∂p+1τ ∂
p
rW
−
A |I− and ∂p−1τ ∂prW+A |I− , which are also determined from I −
but will be irrelevant for our purposes.
7.6 A sufficient condition for the non-appearance of logs: Approaching
I
− from I
As in Section 7.4 let us assume that the radiation field vanishes at any order at I−, i.e.
ΞAB = Ξ
(2)
ABr
2 +O(r∞) . (7.146)
In that case the following data, relevant to solve the GCFE on I, are induced on I− for p ≥ 2,
∂pr e
µ
i|I− =0 , ∂pr Γ̂ijk|I− = 0 , ∂pr L̂ij |I− = 0 , (7.147)
∂prW
±
A |I− =0 , ∂prUAB|I− = 0 , ∂prV +AB|I− = 0 , ∂p−2τ ∂prV −AB |I− =
1
p!
c
(p,p−2)
AB . (7.148)
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In Section 7.4 we have shown that data on I − which satisfy (7.146) do not produce loga-
rithmic terms when approaching I− from I −. Here we aim to show that the same class of data
also satisfies all no-logs conditions at I− when coming from the cylinder I. More specifically,
let us assume that no logs arise up to and including the order n − 1 at I−. We want to show
that the singular wave equations (5.120)-(5.121) and the ∂nr V
−
AB-equation (5.115) do not produce
logarithmic terms.
Lemma 7.6 Assume that (7.146) holds. Then for k ≥ 1 the radial derivatives have the following
fall-off behavior at I− in an asymptotically Minkowski-like conformal Gauss gauge at each order
(cf. Lemma 7.1):
∂kr L̂1i|I =O(1 + τ)k ,
∂kr (L̂A0 + L̂A1)|I =O(1 + τ)k−1 ,
∂kr (L̂A0 − L̂A1)|I =O(1 + τ)k ,
∂kr L̂AB|I =O(1 + τ)k−1 ,
∂kr Γ̂1
0
0|I =O(1 + τ)k+1 ,
∂kr Γ̂A
0
0|I =O(1 + τ)k ,
∂kr Γ̂1
0
1|I =O(1 + τ)k+1 ,
∂kr (Γ̂1
0
A + Γ̂1
1
A)|I =O(1 + τ)k+2 ,
∂kr (Γ̂1
0
A − Γ̂11A)|I =O(1 + τ)k ,
∂kr Γ̂A
0
1|I =O(1 + τ)k ,
∂kr (Γ̂A
0
B + Γ̂A
1
B)|I =O(1 + τ)k+1 ,
∂kr (Γ̂A
0
B − Γ̂A1B)|I =O(1 + τ)k−1 ,
∂kr Γ̂1
A
B|I =O(1 + τ)k+1 ,
∂kr Γ̂A
B
C |I =O(1 + τ)k ,
∂kr e
τ
1|I =O(1 + τ)k+2 ,
∂kr e
τ
A|I =O(1 + τ)k+1 ,
∂kr e
α
A|I =O(1 + τ)k ,
∂kr e
A˚
1|I =O(1 + τ)k+1 ,
∂kr e
r
1|I =δk1 +O(1 + τ)k+1 ,
∂kr V
±
AB|I =O(1 + τ)k±2 ,
∂krW
±
A |I =O(1 + τ)k∓1 ,
∂krUAB|I =O(1 + τ)k .
Remark 7.7 While in Lemma 7.1 we had polynomials of a sufficiently small degree which ensured
that terms of the critical, logarithms producing order in the ∂pτV
−
AB-equation do not appear, here
the components show a sufficiently fast decay.
Proof: As in in the proof of Lemma 7.1 we use an induction argument. The above considera-
tions show that the lemma is true for k = 1. So let us assume that it is true for 1 ≤ k ≤ n− 1.
We want to show that it is also true for k = n ≥ 2.
75
From (2.72)-(2.78), (5.6)-(5.9) and (5.32)-(5.37) we deduce that
∂τ∂
n
r L̂10|I =O(1 + τ)n−1 ,
∂τ∂
n
r L̂11|I =O(1 + τ)n−1 ,
∂τ∂
n
r L̂1A|I =O(1 + τ)n−1 ,
∂τ∂
n
r (L̂A0 + L̂A1)|I =O(1 + τ)n−2 ,
∂τ∂
n
r (L̂A0 − L̂A1)|I =O(1 + τ)n−1 ,
∂τ∂
n
r L̂AB|I =n(1 + τ)∂n−1r V −AB − ∂nr (Γ̂AC0L̂CB) +O(1 + τ)n−1 = O(1 + τ)n−2 ,
(the intermediate step in the last line will be relevant below). For initial data (7.147) we obtain
the asserted decay for the Schouten tensor.
Moreover,
∂τ∂
n
r Γ̂1
0
0|I =− ∂nr Γ̂101 +O(1 + τ)n ,
∂τ∂
n
r Γ̂A
0
0|I =− ∂nr Γ̂A01 +O(1 + τ)n−1 ,
∂τ∂
n
r Γ̂1
0
1|I =O(1 + τ)n ,
∂τ∂
n
r Γ̂1
0
A|I =O(1 + τ)n−1 ,
∂τ∂
n
r (Γ̂1
0
A + Γ̂1
1
A)|I =∂nr (Γ̂10A + L̂1A) +O(1 + τ)n+1 ,
∂τ∂
n
r (Γ̂1
0
A − Γ̂11A)|I =− ∂nr Γ̂10A +O(1 + τ)n−1 ,
∂τ∂
n
r Γ̂A
0
1|I =O(1 + τ)n−1 ,
∂τ∂
n
r Γ̂A
0
B|I =− ∂nr (Γ̂C0BΓ̂AC0)− n(1 + τ)∂n−1r V −AB +O(1 + τ)n−1 ,
∂τ∂
n
r (Γ̂A
0
B + Γ̂A
1
B)|I =∂nr (L̂AB + Γ̂A0B) +O(1 + τ)n ,
∂τ∂
n
r (Γ̂A
0
B − Γ̂A1B)|I =∂nr (L̂AB − Γ̂A0B) +O(1 + τ)n−2 ,
∂τ∂
n
r Γ̂1
A
B|I =− δAB∂nr Γ̂110 − Γ̂CAB∂nr Γ̂1C0 +O(1 + τ)n ,
∂τ∂
n
r Γ̂A
B
C |I =− δBC∂nr Γ̂A10 − Γ̂DBC∂nr Γ̂AD0 +O(1 + τ)n−1 .
Similar to the proof of Lemma 7.1 one needs some auxiliary equations (which also follow from
(2.72)-(2.78))
∂τ∂
n
r (L̂AB + Γ̂A
0
B)|I = −∂nr [Γ̂AC0(L̂CB + Γ̂C0B)] +O(1 + τ)n−1 ,
which we use to show, by induction,
∂nr (L̂AB + Γ̂A
0
B)|I = O(1 + τ)n .
Note that it follows from (7.122)-(7.145) that this is true for n = 1.
Furthermore,
∂τ∂
n
r (L̂1A + Γ̂1
0
A) =− ∂nr [(Γ̂B0A + L̂BA)Γ̂1B0] +
n
2
(1 + τ)2∂n−1r W
+
A +O(1 + τ)
n
=O(1 + τ)n ,
which we use to show, again by induction (it follows from (7.122)-(7.145) that this holds for
n = 1)
∂nr (L̂1A + Γ̂1
0
A)|I = O(1 + τ)n+1 .
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For initial data (7.147) we then end up with desired decay for the connection coefficients by
integrating all the above ODEs.
For the frame coefficients we find
∂τ∂
n
r e
τ
1|I =O(1 + τ)n+1 ,
∂τ∂
n
r e
A˚
1|I =O(1 + τ)n ,
∂τ∂
n
r e
r
1|I =O(1 + τ)n ,
∂τ∂
n
r e
τ
A|I =O(1 + τ)n ,
∂τ∂
n
r e
A˚
A|I =O(1 + τ)n−1 ,
∂τ∂
n
r e
r
A|I =O(1 + τ)n−1 .
For initial data (7.147) at I− that yields the desired result.
It remains to consider the radial derivatives of the rescaled Weyl tensor. Evaluation of the
nth-order radial derivative of (5.38)-(5.43) yields
∂τ [(1− τ)2−n∂nr V +AB ]|I =
1
(1 − τ)n−1 [D(A∂
n
rW
−
B)]tf +O(1 + τ)
n+1 ,
∂τ [(1 + τ)
2−n∂nr V
−
AB ]|I =−
1
(1 + τ)n−1
[D(A∂
n
rW
+
B)]tf +O(1) ,
(1 + τ)∂τ∂
n
rW
−
A |I =2DB∂nr V +AB + (n+ 1)∂nrW−A +O(1 + τ)n+2 ,
(1− τ)∂τ∂nrW+A |I =− 2DB∂nr V −AB − (n+ 1)∂nrW+A +O(1 + τ)n−2 ,
n∂nrW0101|I =−
1
2
(1 + τ)DA∂nrW
+
A −
1
2
(1− τ)DA∂nrW−A +O(1 + τ)n ,
n∂nrW01AB |I =(1 + τ)D[A∂nrW+B] − (1− τ)D[A∂nrW−B] +O(1 + τ)n .
As in Section 5.5 we derive decoupled equations for ∂nrW
±
A from this system,
(1− τ2)∂2τ∂nrW−A |I =
(
∆s + (n− 1)n− 1
)
∂nrW
−
A − 2[1− (n− 1)τ)]∂τ∂nrW−A +O(1 + τ)n+1 ,
(1− τ2)∂2τ∂nrW+A |I =
(
∆s + (n− 1)n− 1
)
∂nrW
+
A − 2[1 + (n− 1)τ)]∂τ∂nrW+A +O(1 + τ)n−1 .
It follows from (7.148) and Lemma 5.2 (i) that the solutions are smooth,
∂nrW
−
A |I =O(1 + τ)n+1 , ∂nrW+A |I = O(1 + τ)n−1 .
Using (7.148) one obtains the desired decay for the remaining components of the Weyl tensor
by solving the above transport equations (in particular the ∂nr V
−
AB-equation does not produce
log-terms), which completes the proof. ✷
Corollary 7.8 Assume that (7.86) holds, i.e. that the radiation field vanishes at any order at
I−, in a spacetime which admits a smooth I, and where the data for the transport equations on
I at I− are induced by the limits of the corresponding data on I −. Then the restrictions to I of
all the fields appearing in the GCFE including their radial derivatives of all orders admit smooth
extensions through I− in an asymptotically Minkowski-like conformal gauss gauge at each order
(cf. Corollary 7.2).
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7.7 Conformal Gauss coordinates at I −
We determine the expansion near I− of a line element of a vacuum spacetime which satisfies
ΞAB = O(r
∞) (7.149)
in conformal Gaussian coordinates at I − in an asymptotically Minkowski-like conformal Gauss
gauge at each order. In particular this will be useful to determine Kerr data on I − for this
gauge.
The restriction of the metric to I − follows immediately from the gauge data (3.80).
g|I− = −dτ2 + 2rdτdr + sA˚B˚dx
A˚xB˚ +O(r∞) . (7.150)
Higher-order derivatives are obtained from expansions of the frame coefficients. The first-order
terms have been computed in (7.59)-(7.60) For the second- and third-order derivatives a compu-
tation which uses (7.149) and (2.72)-(2.78) reveals
∂2τe
µ
a|I− =O(r∞) , (7.151)
∂3τe
τ
1|I− =12rM +O(r∞) , (7.152)
∂3τe
r
1|I− =8r2M +O(r∞) , (7.153)
∂3τe
A˚
1|I− =6r2LA˚ +O(r∞) , (7.154)
∂3τe
τ
A|I− =6r2LA +O(r∞) , (7.155)
∂3τe
r
A|I− =4r3LA +O(r∞) , (7.156)
∂3τe
A˚
A|I− =− 2r2e˚A˚BηBC(D(ALC))tf + 2r3e˚A˚BLAB − 4rMe˚A˚A +O(r∞) . (7.157)
We then obtain
g =− dτ2 + 2
r
dτdr + sA˚B˚dx
A˚xB˚ + (1 + τ)
( 2
r2
dr2 − 2
r
dτdr
)
− 1
r2
(1 + τ)2dr2 +
2
3
(1 + τ)3
[
2Mdτdr + r2LA˚dτdx
A˚ − 6r−1Mdr2
− 6rLA˚drdxA˚ +
(
2rMsA˚B˚ + r
2(D(A˚LB˚))tf − r3c(2,0)A˚B˚
)
dxA˚dxB˚
]
+O(1 + τ)4 +O(r∞) .
(7.158)
7.7.1 Example: Kerr spacetime
It is quite illuminating to calculate which data on I − are needed in our gauge to generate a
spacetime which belongs to the Kerr family. For this purpose let us compute the Kerr metric
in conformal Gauss coordinates in an asymptotically Minkowski-like conformal Gauss gauge at
each order, or rather its asymptotic expansion at I −.
In Kerr-Schild Cartesian coordinates the Kerr line elements reads (cf. e.g. [57]),
g˜ = −(dy0)2 + (dy1)2 + (dy2)2 + (dy3)2 + 2mR
3
R4 + a2(y3)2
ℓ⊗ ℓ (7.159)
where
ℓ = dy0 +
Ry1 + ay2
a2 +R2
dy1 +
Ry2 − ay1
a2 +R2
dy2 +
y3
R
dy3 . (7.160)
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The function R is given by
(y1)2 + (y2)2 + (y3)2 = R2 + a2
(
1− (y
3)2
R2
)
. (7.161)
Observe that
η♯(ℓ, ℓ) = 0 . (7.162)
We apply the same coordinate transformation (3.28) as for Minkowski and choose the same
conformal factor (3.24). That yields
g = −dτ2 − 2τ
r
dτdr +
1− τ2
r2
dr2 + dθ2 + sin2 θdφ2 +
2mR3Θ4
R4Θ2 + a2 cos2 θ
ℓ⊗ ℓ , (7.163)
where
R = − 1√
2
√
(y1)2 + (y2)2 + (y3)2 − a2 +
√
((y1)2 + (y2)2 + (y3)2 − a2)2 + 4a2(y3)2
= − 1√
2Θ
√
1− a2Θ2 +
√
(1− a2Θ2)2 + 4a2 cos2 θΘ2 ,
whence
RΘ = −1 + 2a2r2 sin2 θ(1 + τ)2 +O(1 + τ)4 . (7.164)
We have
ℓτ =r
(a2 +R2)(2τ −RΘ(1 + τ2))− 2a2τ sin2 θ
R(a2 +R2)Θ3
= −
( 1
4r
+ ra2 sin2 θ
)
+O(1 + τ) , (7.165)
ℓr =
−(a2 +R2)(1 − τRΘ) + a2 sin θ
R(a2 +R2)rΘ2
=
1
2r2
+O(1 + τ) , (7.166)
ℓθ =− a
2 cos θ sin θ
R(a2 +R2)Θ2
= O(1 + τ) , (7.167)
ℓφ =− a sin
2 θ
(a2 +R2)Θ2
= −a sin2 θ +O(1 + τ)2 . (7.168)
For the prefactor of ℓ⊗ ℓ in (7.163) we find the expansion
2mR3Θ4
R4Θ2 + a2 cos2 θ
= −16mr3(1 + τ)3 +O(1 + τ)4 . (7.169)
Altogether the Kerr metric adopts the form
g =− dτ2 + 2
r
dτdr + dθ2 + sin2 θdφ2 + (1 + τ)
( 2
r2
dr2 − 2
r
dτdr
)
− 1
r2
(1 + τ)2dr2 + 4mr(1 + τ)3
[
− r
2
4
(1
r
+ 4ra2 sin2 θ
)2
dτ2
− r−2dr2 − 4a2r2 sin4 θdφ2 +
(1
r
+ 4ra2 sin2 θ
)
dτdr
− 2ar2 sin2 θ
(1
r
+ 4ra2 sin2 θ
)
dτdφ + 4a sin2 θdrdφ
]
+O(1 + τ)4 . (7.170)
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We need to make sure that this is the right gauge. Comparison with (7.158) shows that this is
the case only up to and including terms of order (1 + τ)2. Straightforward transformation of τ ,
r and φ
τ 7→ τ + 2mr
(1
3
+ 2a2r2 sin2 θ
)
(1 + τ)4 , (7.171)
r 7→ r +mr2
(3
8
+ 2a2r2 sin2 θ − 2a4r4 sin4 θ
)
(1 + τ)4 , (7.172)
φ 7→ φ− 2mar2
(1
3
+ 2a2r2 sin2 θ
)
(1 + τ)4 , (7.173)
accompanied by a conformal transformation Θ 7→ ΩΘ with
Ω = 1 + 2mr
(1
3
+ 2a2r2 sin2 θ
)
(1 + τ)3 (7.174)
brings the line element into the desired form
g =− dτ2 + 2
r
dτdr + dθ2 + sin2 θdφ2 + (1 + τ)
( 2
r2
dr2 − 2
r
dτdr
)
− 1
r2
(1 + τ)2dr2
+ 4mr(1 + τ)3
[ 1
3r
dτdr − r−2dr2 + 1
3
(
dθ2 + sin2 θdφ2
)
− 2
3
ar sin2 θdτdφ + 4a sin2 θdrdφ
+ 2a2r2 sin2 θ
(
dθ2 − sin2 θdφ2
)]
+O(1 + τ)4 . (7.175)
Comparison with (7.158) shows that
M =m, Lθ = 0 , Lφ = −4ma sin2 θ , (7.176)
cθθ =− 12ma2 sin2 θ , cφφ = 12ma2 sin4 θ , cθφ = 0 . (7.177)
Note that LA is a conformal Killing 1-form, and that (we have not attempted to compute the
higher-order integration functions c
(p+2,p)
A˚B˚
)
c
(2,0)
A˚B˚
=
3
2m
(LA˚ ⊗ LB˚)tf . (7.178)
8 Toy model: Massless Spin-2 equation
We have seen so far that when computing all the fields and their transverse and radial derivatives
at I− one generically should expect logarithmic terms even if the seed data, i.e. the radiation
field, is smooth at I−. These logarithmic terms can arise at arbitrary high order. Although
we have established a sufficient condition which ensures that no logarithmic terms arise in the
formal expansions it seems much harder to establish necessary-and-sufficient conditions. The
main issue is that the appearance of log terms does not only depend on the leading-order terms,
which are the only ones which are controllable without too much effort.
The purpose of this section is to consider a similar problem which is much simpler to deal
with, namely we consider the massless spin-2 equation (cf. [28, 52])
∇̂iW ijkl = 1
4
Γ̂i
p
pW
i
jkl (8.1)
on a flat background, as which we take the Minkowski metric in the form (3.25)
η = −dτ2 − 2τ
r
dτdr +
1− τ2
r2
dr2 + dθ2 + sin2 θ2dφ2 . (8.2)
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In the gauge (3.31) we have
e0 =∂τ , e1 = −τ∂τ + r∂r , eA = e˚A , f1 = 1 , fA = 0 . (8.3)
We give a list of the non-vanishing Christoffel symbols
Γτττ =τ , Γ
τ
τr =
τ2
r
, Γτrr = −
τ
r2
(1− τ2) , Γrττ = −r ,
Γrτr =− τ , Γrrr = −
1 + τ2
r
, ΓC˚
A˚B˚
= Γ˚C˚
A˚B˚
.
For the Weyl connection coefficients we then find
Γ̂1
0
0 =1 , Γ̂1
0
1 = 0 , Γ̂1
0
A = 0 , Γ̂1
1
A = 0 , Γ̂1
B
A = δ
B
A , (8.4)
Γ̂A
0
1 =0 , Γ̂A
1
1 = 0 , Γ̂A
B
0 = 0 , Γ̂A
B
1 = δ
B
A , Γ̂A
C
B = Γ˚A
C
B . (8.5)
The spin-2 equation then takes the form (cf. (2.90)-(2.99))
W :=∂τW0101 +
1
2
D
AW+A −
1
2
D
AW−A = 0 , (8.6)
WAB :=∂τW01AB −D[AW+B] −D[AW−B] = 0 , (8.7)
W−A :=∂τW
−
A −DBV +AB −
1
2
D
BUBA −W−A = 0 , (8.8)
W+A :=∂τW
+
A + D
BV −AB +
1
2
D
BUAB +W
+
A = 0 , (8.9)
W+AB :=(1− τ)∂τV +AB + (r∂r − 2)V +AB − (D(AW−B))tf = 0 , (8.10)
W−AB :=(1 + τ)∂τV
−
AB − (r∂r − 2)V −AB + (D(AW+B))tf = 0 , (8.11)
and,
(1 + τ)∂τW0101 =r∂rW0101 + D
AW−A , (8.12)
(1 + τ)∂τW01AB =r∂rW01AB + 2D[AW
−
B] , (8.13)
(1 + τ)∂τW
−
A =(r∂r + 1)W
−
A + 2D
BV +AB , (8.14)
(1 + τ)∂τW
+
A =(r∂r − 1)W+A −DBUAB . (8.15)
Using the evolution equations we rewrite the latter ones as the following set of constraint equa-
tions,
C :=r∂rW0101 +
1
2
(1 + τ)DAW+A +
1
2
(1 − τ)DAW−A = 0 , (8.16)
CAB :=r∂rW01AB − (1 + τ)D[AW+B] + (1− τ)D[AW−B] = 0 , (8.17)
C−A :=(r∂r − τ)W−A + (1 − τ)DBV +AB −
1
2
(1 + τ)DBUBA = 0 , (8.18)
C+A :=(r∂r + τ)W
+
A + (1 + τ)D
BV −AB −
1
2
(1 − τ)DBUAB = 0 , (8.19)
which one easily checks to be preserved under evolution (8.6)-(8.11). Here, though, we will use
a different set of evolution equations.
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8.1 Rewriting the equations
We want to decouple the evolution equations. For this we take the divergence of (8.10) and
(8.11) and eliminate V ±AB via (8.14) and a linear combination of (8.9) and (8.15),
(1− τ)∂τW+A = −(r∂r + 1)W+A − 2DBV −AB , (8.20)
respectively. That yields decoupled equations for W±A which we supplement by the remaing
evolution equations for V ±AB and UAB,
(1 − τ2)∂2τW−A =2
(
1− τ(r∂r − 1)
)
∂τW
−
A +
(
∆s + (r∂r − 2)(r∂r + 1) + 1
)
W−A , (8.21)
(1 − τ2)∂2τW+A =2
(
− 1− τ(r∂r − 1)
)
∂τW
+
A +
(
∆s + (r∂r − 2)(r∂r + 1) + 1
)
W+A , (8.22)
(1− τ)∂τV +AB =− (r∂r − 2)V +AB + (D(AW−B))tf , (8.23)
(1 + τ)∂τV
−
AB =(r∂r − 2)V −AB − (D(AW+B))tf (8.24)
∂τW0101 =− 1
2
D
AW+A +
1
2
D
AW−A , (8.25)
∂τW01AB =D[AW
+
B] + D[AW
−
B] . (8.26)
By derivation these equation follow from the spin-2 equation. To obtain conditions which ensure
that they are also sufficient we find that they imply the following set of equations (note that
(8.6)-(8.7) and (8.10)-(8.11) are trivially satisfied),(
(1− τ)∂τ + r∂r − 2
)(
(1 + τ)W−A − C−A
)
− 2DBW+AB =0 , (8.27)(
(1 + τ)∂τ − r∂r + 2
)(
(1 − τ)W+A + C+A
)
− 2DBW−AB =0 , (8.28)
∂τC− 1
2
(1 + τ)DAW+A −
1
2
(1 − τ)DAW−A −
1
2
D
AC−A +
1
2
D
AC+A =0 , (8.29)
∂τCAB + (1 + τ)D[AW
+
B] − (1− τ)D[AW−B] −D[AC−B] −D[AC+B] =0 , (8.30)
(∂τ − 1)C−A − (r∂r − τ)W−A −
1
2
DAC+
1
2
D
BCAB =0 , (8.31)
(∂τ + 1)C
+
A − (r∂r + τ)W+A +
1
2
DAC+
1
2
D
BCAB =0 . (8.32)
One needs to characterize data which ensure that the trivial solution to (8.27)-(8.32) is the only
one. Here, however, we are interested in the appearance of logarithmic terms: Once we know
that, for a given solution of the spin-2 equation, theW±A -components are smooth at I
−, it follows
immediately from (8.18), (8.20), (8.25)-(8.26) that the other components need to be smooth there
as well. So our focus will be on an analysis of (8.21)-(8.22) near I−.
8.2 Appearance of logarithmic terms
We consider (8.21)-(8.22). Expanding W±A in terms of r one obtains (5.120)-(5.121). The crucial
difference is that in this linearized case there is no source term: The no-logs condition is a
condition on the nth-order expansion coefficient of the radiation field, and independent of all
expansion coefficients of different orders. The no-logs condition at a given order is thus completely
independent of lower order terms. As a corollary of Lemma 5.2 we obtain the following
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Proposition 8.1 LetWijkl be a smooth solution of the massless spin-2 equation on the Minkowski
background (8.2) which is smooth at I −. The data at I − are a tracefree, symmetric, tensor
V +AB |I− which admits a Hodge decomposition of the form V +AB |I− = (DADBV )tf+ǫ(ACDB)DCV .
The solution Wijkl satisfies all no-logs conditions when approaching I
− from I − if and only if
the data are of the following form
V ∼
∞∑
n=0
V (n)rn , V (n) =
n−1∑
ℓ=2
+ℓ∑
m=−ℓ
V
(n)
ℓmYℓm(θ, φ) , (8.33)
V ∼
∞∑
n=0
V (n)rn , V (n) =
n−1∑
ℓ=2
+ℓ∑
m=−ℓ
V
(n)
ℓmYℓm(θ, φ) . (8.34)
In that case also all no-logs conditions are fulfilled when approaching I− from I, supposing that
I is smooth and that the data for the transport equations on I are induced by the limits of the
corresponding fields on I−.
Remark 8.2 A corresponding analysis which analyzes the appearance of logarithmic terms start-
ing from an ordinary Cauchy problem for the spin-2 equation has been carried out in [52], cf.
[26, 28]. It is shown there that no logs arise if and only if all symmetrized trace-free derivatives of
the linearized Cotton tensor of the induced metric on the initial surface vanish at spatial infinity,
to which (8.33)-(8.34) is the analog at I−.
9 Constant (ADM) mass aspect and vanishing dual mass
aspect
Let us compare Proposition 8.1 with the full non-linear case: In an asymptotically Minkowski-
like conformal Gauss gauge at each order which admits a smooth I− data of the form (8.33)-
(8.34) provide the maximal part of the radiation field which one can freely prescribe. Spherical
harmonics with ℓ ≥ n which may appear in the harmonic decomposition of V (n) and V (n) are
determined by the no-logs conditions (4.105)-(4.106).
While we have shown that a radiation field which has a trivial expansion at I− does not
produce log-terms at any order, it is not clear at all how necessary-and-sufficient conditions look
like, even on the level of formal expansions we are interested in. This is due to the fact that the
no-logs conditions are not decoupled equations for the expansion coefficients V (n) and V (n) as
they are in the spin-2 case considered above.
If the nth-order expansion coefficient of the radiation field is the first non-trivial one, no
log-terms are produced if and only if its Hodge-decomposition scalars have only 0 ≤ k ≤ n− 1
spherical harmonics in their decomposition. However, when passing to the (n + 1)st-order, the
nth-order expansion coefficient appears in the source, and the source is not allowed to have
0 ≤ k ≤ n-spherical harmonics. One should therefore expect additional restrictions arising from
this as compared to the spin-2 case, where this cannot happen, unless there are some magic
cancellations or Laplacian-like operators which project out all the problematic terms. In fact,
it is shown in [53], where smoothness is analyzed from an ordinary Cauchy problem, that the
“linear spin-2 condition”, i.e. the condition on the Cotton tensor mentioned in Remark 8.2, is
not sufficient to exclude logarithmic terms. One therefore must expect non-trivial additional
restrictions as compared to the spin-2 case.
To make computations feasible we restrict attention henceforth to a more restricted class of
initial data where
M = const. 6= 0 and N = 0 . (9.1)
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(By definition of N as the Laplacian of a certain function it is not allowed to have ℓ = 0-spherical
harmonics, so N = const. implies N = 0 in our setting.) As before we assume an asymptotically
Minkowski-like conformal Gauss gauge at each order. All the results of Section 7 apply, now with
(9.1). A crucial advantage of (9.1) is that some of the transport equations on I can be solved
explicitly. In particular the Bianchi equation on I can be solved. From Section 5.2 we deduce
that in our current setting
W±A |I = 0 , V ±AB|I = 0 , W0101|I = 2M , W01AB |I = 0 . (9.2)
We will analyze this problem approaching I− from I −, which is more natural in our setting.
Of course one could do a similar analysis from I. However, it turns out the the equations which
arise on I − are somewhat more manageable. For instance on I a decomposition in spherical
harmonics comes in at a very early stage when solving the Bianchi equation, while on I − it
needs to be taken into account only when the actual no-logs condition is derived.
9.1 Second-order transverse derivatives on I −
In order to get some insights concerning the expected additional “non-linear” restrictions9 let us
consider the second-order transverse derivatives on I − first, before we analyze the general case.
We want to search for additional restrictions on Ξ
(5)
AB, in addition to (7.71), which ensure that
no log-terms arise in the expansions of the second-order transverse derivatives. Since we already
know how the contribution from Ξ
(6)
AB looks like, and we are only interested in the source, i.e.
the right-hand side of (4.3), we also assume Ξ
(6)
AB = 0 for the computation.
The second-order transverse derivative of (2.95) reads (using (7.12)-(7.15) and (7.47)-(7.60)),
r5∂r(r
−4∂2τV
−
AB)|I− =− ∂2τeµ1∂µV −AB + (D(A∂2τW+B))tf
+ (∂2τe
µ
(A∂(µW
+
B) − ∂2τ Γ̂(ACB)W+C )tf
+ ∂2τ (Γ̂1
0
0 + 2Γ̂1
1
0 + Γ̂C
C
0 − Γ̂CC1)V −AB
+
[
− ∂2τ (Γ̂C0(A + Γ̂C1(A − 2Γ̂1C(A)V −B)C +
3
2
∂2τ (Γ̂C
0
(A − Γ̂C1(A)UB)C
+ ∂2τ
(
− 2Γ̂10(A − 2Γ̂(A00 − Γ̂(A01 + 2Γ̂11(A
)
W+B)
]
tf
+O(r5) .
The first-order transverse derivative of (2.93) gives with (7.62)-(7.66) (alternatively, one could
compute (∂2τW
+
A )
(4) from (5.41))
(∂2τW
+
A )
(4) =(−DB∂τV −AB −
1
2
DA∂τW0101 − 1
2
D
B∂τW01AB − ∂τW+A )(4) +
3
2
Mv
(5)
A
=
3
4
M(∆s + 15)v
(5)
A ,
where we used that by (7.67)
(∂τV
−
AB)
(4) = −3
2
M
(
(D(Av
(5)
B) )tf + 5Ξ
(5)
AB
)
.
9 In fact similar restrictions should be expected if one linearizes around e.g. the Schwarzschild metric, i.e. the
additional restrictions seem mainly be due to a (dual) mass rather than non-linearities.
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Using (7.72)-(7.85) to determine the second-order transverse derivatives of connection and frame
coefficients, a calculation reveals that
(∂r(r
−4∂2τV
−
AB))
(−1) =(D(A(∂
2
τW
+
B))
(4))tf − 15
4
M
(
(∆s − 4)D(Av(5)B) − 2DADBDCv(5)C
)
tf
+ 15Ξ
(5)
ABM
=− 3M(∆s − 8)(D(Av(5)B) )tf +
15
2
M(DADBD
Cv
(5)
C )tf + 15Ξ
(5)
ABM .
We deduce that for this order to be smooth at I− the following smoothness condition needs to be
satisfied (in addition to the requirement on Ξ
(6)
AB to arise from a linear combination of 2 ≤ ℓ ≤ 3
spherical harmonics),
(∆s − 8)(D(Av(5)B) )tf −
5
2
(DADBD
Cv
(5)
C )tf − 5Ξ(5)AB = 0 . (9.3)
We compute the divergence
(∆s − 5)(∆s + 1)v(5)A −
5
2
DA(∆s + 2)D
Bv
(5)
B − 10v(5)A = 0 . (9.4)
Divergence and curl of this equation read
(3∆s∆s + 14∆s + 36)D
Av
(5)
A =0 =⇒ DAv(5)A = 0 , (9.5)
(∆s∆s − 2∆s − 18)ǫABD[Av(5)B] =0 =⇒ ǫABD[Av(5)B] = 0 , (9.6)
and we deduce the smoothness condition
Ξ
(5)
AB = 0 . (9.7)
While a non-trivial Ξ
(5)
AB = (DADBΞ
(5))tf + ǫ(A
CDB)DCΞ
(5) does not produce logarithmic terms
in the expansion of ∂τV
−
AB|I− as long as Ξ(5) and Ξ(5) are linear combinations of ℓ = 2-spherical
harmonics, it does produce log terms in the next order, namely for ∂2τV
−
AB|I− , at least supposing
that the mass aspect M is constant and non-zero, and that the dual mass aspect N vanishes.
9.2 A necessary condition for the non-appearance of log terms
We want to generalize the above computation to any order. For this we will extend the com-
putations of Section 4.3 to determine the Ξ
(m0+2)
AB -contribution to the no-logs condition (4.105)-
(4.106),
m0∏
ℓ=0
(
∆s + ℓ(ℓ+ 1)
)
v(m0+3) = OΞ(m0 + 2) , v
(m0+3) ∈ {DAv(m0+3)A , ǫABDAv(m0+3)B } . (9.8)
For this we consider a scenario where the Ξ
(k)
AB’s vanishes for 3 ≤ k ≤ m0+1. In an asymptotically
Minkowski-like conformal Gauss gauge at each order we then compute the Ξ
(m0+2)
AB -contribution,
which, somewhat surprisingly, can be done explicitly.
More precisely, let us assume that (9.1) holds and consider initial data of the form
ΞAB = Ξ
m0+2
AB r
m0+2 + Ξm0+3AB r
m0+3 +O(rm0+4) , m0 ≥ 3 . (9.9)
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It follows from the results in Section 7.4 that in order for I− to be smooth the two functions
appearing in the Hodge decomposition of Ξ
(m0+2)
AB = (DADBΞ
(m0+2))tf + ǫ(A
CDB)DCΞ
(m0+2)
need to be linear combinations of 1 ≤ ℓ ≤ m0 − 1-spherical harmonics,
Ξ(m0+2) =
m0−1∑
ℓ=1
+ℓ∑
m=−ℓ
Ξ
(m0+2)
ℓm Yℓm(θ, φ) , Ξ
(m0+2) =
m0−1∑
ℓ=1
+ℓ∑
m=−ℓ
Ξ
(m0+2)
ℓm Yℓm(θ, φ) . (9.10)
If this is the case, no log terms arise up to and including the (m0 − 2)-nd order transverse
derivatives of the rescaled Weyl tensor. Our goal is to compute the (m0 − 1)-st order transverse
derivatives. We will see that a non-trivial Ξ
(m0+2)
AB -contribution does produce non-trivial 2 ≤ ℓ ≤
m0 − 1-spherical harmonics in the source term of the no-logs condition of order m0 + 1. We will
thus be able to deduce that in a smooth setting the radiation field necessarily needs to vanish at
all orders at I−.
9.2.1 First-order radial derivatives on I
Recall the expressions (5.6)-(5.9) of the 0th-order radial derivatives on I,
eτ 1|I =− τ , er1|I = 0 , eA˚1|I = 0 , eτA|I = 0 , erA|I = 0 , eA˚A|I = e˚A˚A , (9.11)
Γ̂1
i
j |I =δij , Γ̂ab0|I = 0 , Γ̂A11|I = 0 , Γ̂AB1|I = δBA , Γ̂ACB|I = Γ˚ACB , (9.12)
L̂ij |I =0 . (9.13)
and that in our current setting we have
W±A |I = 0 , V ±AB|I = 0 , W0101|I = 2M , W01AB |I = 0 . (9.14)
From (2.72)-(2.78) we compute the first-order radial derivatives on I for Schouten tensor, con-
nection and frame coefficients (recall (5.6)-(5.9), Θ = r(1 − τ2), b0 = −2rτ , b1 = 2r, bA = 0).
For trivial data as computed from (7.16)-(7.19) we find for the Schouten tensor
∂rL̂10|I = −4M(1 + τ) , (9.15)
∂rL̂A0|I = 0 , (9.16)
∂rL̂11|I = −2M(1− τ2) , (9.17)
∂rL̂1A|I = 0 , (9.18)
∂rL̂A1|I = 0 , (9.19)
∂rL̂AB|I = M(1− τ2)ηAB . (9.20)
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With trivial data as induced by (7.12)-(7.15) we end up with the following expressions for the
connection coefficients,
∂rΓ̂1
0
1|I = −4M
(
(1 + τ)2 − 1
3
(1 + τ)3
)
, (9.21)
∂rΓ̂1
0
A|I = 0 , (9.22)
∂rΓ̂A
0
1|I = 0 , (9.23)
∂rΓ̂A
0
B|I = 2M
(
(1 + τ)2 − 1
3
(1 + τ)3
)
ηAB , (9.24)
∂rΓ̂1
1
1|I = −2M
(
(1 + τ)2 − 2
3
(1 + τ)3 +
1
6
(1 + τ)4
)
, (9.25)
∂rΓ̂1
1
A|I = 0 , (9.26)
∂rΓ̂A
1
1|I = 0 , (9.27)
∂rΓ̂A
1
B|I = 2
3
M
(
(1 + τ)3 − 1
4
(1 + τ)4
)
ηAB , (9.28)
∂r(Γ̂1
A
B)tf |I = 0 , (9.29)
∂rΓ̂A
B
C |I = −2
3
M
(
(1 + τ)3 − 1
4
(1 + τ)4
)
Γ˚A
B
C . (9.30)
Finally, we have
∂re
τ
1|I = 2M
(
(1 + τ)3 − 5
6
(1 + τ)4 +
1
6
(1 + τ)5
)
, (9.31)
∂re
r
1|I = 1 , (9.32)
∂re
A˚
1|I = 0 , (9.33)
∂re
τ
A|I = 0 , (9.34)
∂re
r
A|I = 0 , (9.35)
∂re
A˚
A|I = −2
3
M
(
(1 + τ)3 − 1
4
(1 + τ)4
)
eA˚A . (9.36)
We will also need some second-order radial derivatives,
∂2re
r
1|I = 8
3
M
(
(1 + τ)3 − 1
4
(1 + τ)4
)
, (9.37)
∂2re
r
A|I = 0 . (9.38)
These results will be crucial for the computations on I − because it provides information con-
cerning the decay of connection and frame coefficients, in particular we e.g. find that
∂nτ Γi
j
k|I− = O(r2) for all n ≥ 5.
Because of this only a bounded number of terms will contribute to the critical logarithmic terms
producing order in the Bianchi equation for transverse derivatives of any order.
9.2.2 Some expansion coefficients at I−
In analogy to the proof of Lemma 7.1, replacing r∞ there by m0 +m1, where m1 depends on
the first-order contribution, cf. (7.47)-(7.67), one shows that for 1 ≤ k ≤ m0+1 (1 ≤ k ≤ m0 for
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∂kτ V
−
AB|I− since the order m0 + 1 may have log terms)
∂kτ Γ̂1
1
1|I− =Pk−1 +O(rm0+1) , (9.39)
∂kτ Γ̂1
0
1|I− =Pk−1 +O(rm0+1) , (9.40)
∂kτ Γ̂A
1
1|I− =Pk +O(rm0+1) , (9.41)
∂kτ Γ̂A
0
1|I− =Pk +O(rm0+1) , (9.42)
∂kτ (Γ̂1
0
A + Γ̂1
1
A)|I− =Pk−2 +O(rm0+1) , (9.43)
∂kτ (Γ̂1
0
A − Γ̂11A)|I− =Pk +O(rm0+1) , (9.44)
∂kτ (Γ̂A
0
B + Γ̂A
1
B)|I− =Pk−1 +O(rm0+1) , (9.45)
∂kτ (Γ̂A
0
B − Γ̂A1B)|I− =Pk+1 +O(rm0+1) , (9.46)
∂kτ Γ̂1
A
B|I− =Pk−1 +O(rm0+1) , (9.47)
∂kτ Γ̂A
B
C |I− =Pk +O(rm0+1) , (9.48)
∂kτ L̂1i|I− =Pk +O(rm0+1) , (9.49)
∂kτ (L̂A0 + L̂A1)|I− =Pk+1 +O(rm0+1) , (9.50)
∂kτ (L̂A0 − L̂A1)|I− =Pk +O(rm0+1) , (9.51)
∂kτ L̂AB|I− =Pk+1 +O(rm0+1) , (9.52)
∂kτ e
τ
1|I− =− δk1 + Pk−2 +O(rm0+1) , (9.53)
∂kτ e
A˚
1|I− =Pk−1 +O(rm0+1) , (9.54)
∂kτ e
τ
A|I− =Pk−1 +O(rm0+1) , (9.55)
∂kτ e
A˚
A|I− =Pk +O(rm0+1) , (9.56)
∂kτ e
r
1|I− =Pk−1 +O(rm0+2) , (9.57)
∂kτ e
r
A|I− =Pk +O(rm0+2) , (9.58)
∂kτUAB|I− =Pk +O(rm0 ) , (9.59)
∂kτW
±
A |I− =Pk±1 +O(rm0 ) , (9.60)
∂kτ V
±
AB|I− =Pk∓2 +O(rm0 ) . (9.61)
Remark 9.1 To obtain the error term for ∂kτ e
r
a|I− one uses that ∂nτ Γab0|I− = O(r) and
∂nτ e
r
a|I− = O(r) for all n by (9.11)-(9.13).
Recall the notation introduced in (4.69). We further introduce the notation
V ±A := D
BV ±AB .
As a consequence of Lemma 7.1 and (4.93)-(4.102) we have
Lemma 9.2 Let n ≥ 1, then
V +A
(m0,n) =
1
2
(n−m0 − 1)W−A (m0,n) , n ≤ m0 ,
V −A
(m0,n) =− 1
2(n−m0 + 2)(∆s + 1)W
+
A
(m0,n) , n+ 3 ≤ m0 ,
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and
nW0101
(m0,n) =− 1
2
D
AW+A
(m0,n−1) +
1
2
D
AW−A
(m0,n−1) , n+ 1 ≤ m0 ,
nW01AB
(m0,n) =D[AW
+
B]
(m0,n−1) + D[AW
−
B]
(m0,n−1) , n+ 1 ≤ m0 ,
(m0 − n+ 1)W−A (m0,n) =−
1
2n
(
∆s + (m0 − n)(m0 − n+ 1)− 1
)
W−A
(m0,n−1) , n ≤ m0 ,
(m0 − n+ 2)V +A (m0,n) =−
1
2n
(
∆s + (m0 − n)(m0 − n+ 1)− 1
)
V +A
(m0,n−1) , n− 1 ≤ m0 ,
(m0 − n− 1)W+A (m0,n) =−
1
2n
(
∆s + (m0 − n)(m0 − n+ 1)− 1
)
W+A
(m0,n−1) , n+ 2 ≤ m0 ,
(m0 − n− 2)V −A (m0,n) =−
1
2n
(
∆s + (m0 − n)(m0 − n+ 1)− 1
)
V −A
(m0,n−1) , n+ 3 ≤ m0 .
Remark 9.3 Given m0, for transverse derivatives of order n, with n in a certain range, we have
the same recursion relations at I− as for the spin-2 equation.
Proof: For initial data ΞAB which vanish asymptotically up to an including the orderm0+1 the
error terms in (4.93)-(4.102) are the same as for a radiation field which vanishes asymptotically
at any order (in fact if Ξ(m0+2) is the first non-trivial term this influences the expansion in r of
transverse derivatives of any order only for m ≥ m0 +m1 as in (9.39)-(9.61)). It then follows
from Lemma 7.1 that these error terms are polynomials as in (7.117)-(7.119). In particular if m0
is sufficiently large as compared to the number of transverse derivatives (as in the formulation
of the lemma), the polynomials are in the kernel and their contribution vanishes. ✷
Applying this formula recursively, the corresponding expansion coefficients can be expressed
in terms of the initial data given at I −:
Corollary 9.4 The following relations hold at I−,
W−A
(m0,m0−k) =
(−1)m0−kk!
2m0−k(m0 − k)!m0!
m0−1∏
ℓ=k
(
∆s + ℓ(ℓ+ 1)− 1
)
W−A
(m0,0) , k ≥ 0 ,
V +A
(m0,m0−k) =
(−1)m0−k(k + 1)!
2m0−k(m0 − k)!(m0 + 1)!
m0−1∏
ℓ=k
(
∆s + ℓ(ℓ+ 1)− 1
)
V +A
(m0,0) , k ≥ −1 ,
W+A
(m0,m0−k) =
(−1)m0−k(k − 2)!
2m0−k(m0 − k)!(m0 − 2)!
m0−1∏
ℓ=k
(
∆s + ℓ(ℓ+ 1)− 1
)
W+A
(m0,0) , k ≥ 2 ,
V −A
(m0,m0−k) =− (−1)
m0−k(k − 3)!
2m0−k(m0 − k)!(m0 − 3)!
m0−1∏
ℓ=k
(
∆s + ℓ(ℓ+ 1)− 1
)
V −A
(m0,0) , k ≥ 3 .
Recall that by (7.35)-(7.40) for m0 ≥ 3
V
+(m0,0)
A =−
m0(m0 + 1)
8
v
(m0+2)
A ,
W
−(m0,0)
A =
m0
4
v
(m0+2)
A ,
W
+(m0,0)
A =
1
4(m0 − 1)
(
(∆s − 1)v(m0+2)A − 2DADBv(m0+2)B
)
,
V
−(m0,0)
A =
1
8(m0 − 1)(m0 − 2)(∆s + 1)
(
(∆s − 1)v(m0+2)A − 2DADBv(m0+2)B
)
,
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so that the above expansion coefficients of the rescaled Weyl tensor can directly be expressed in
terms of the asymptotic initial data ΞAB .
9.2.3 Higher-order transverse derivatives on I −
We apply ∂nτ to (2.95) and employ the formulas derived in Section 9.2.1 & 9.2.2 which ensure
that only very few terms contribute to the critical order m0 + 1. For n ≤ m0 we find
(r∂r − n− 2)∂nτ V −AB|I−
=−
(
n
3
)
∂3τe
τ
1∂
n−2
τ V
−
AB −
(
n
4
)
∂4τe
τ
1∂
n−3
τ V
−
AB −
(
n
5
)
∂5τe
τ
1∂
n−4
τ V
−
AB
−
(
n
3
)
∂3τe
r
1∂r∂
n−3
τ V
−
AB −
(
n
4
)
∂4τe
r
1∂r∂
n−4
τ V
−
AB
+
(
n
2
)
∂2τ
(
3Γ̂1
0
0 + 2Γ̂1
1
0 +
1
2
Γ̂C
C
0 − 1
2
Γ̂C
C
1
)
∂n−2τ V
−
AB
+
(
n
3
)
∂3τ
(
3Γ̂1
0
0 + 2Γ̂1
1
0 +
1
2
Γ̂C
C
0 − 1
2
Γ̂C
C
1
)
∂n−3τ V
−
AB
+
(
n
4
)
∂4τ
(
3Γ̂1
0
0 + 2Γ̂1
1
0 +
1
2
Γ̂C
C
0 − 1
2
Γ̂C
C
1
)
∂n−4τ V
−
AB
+
(
n
3
)(
∂3τe
A˚
(A∂A˚∂
n−3
τ W
+
B) − ∂τ3Γ(ACB)∂n−3τ W+C
)
tf
+
(
n
4
)(
∂4τe
A˚
(A∂A˚∂
n−4
τ W
+
B) − ∂4τΓ(ACB)∂n−4τ W+C
)
tf
+ (D(A∂
n
τW
+
B))tf + 3M∂
n
τ (Γ̂(A
0
B) − Γ̂(A1B))tf + Pn+1 +O(rm0+2)
=− 12Mr
[(
n
3
)
+ 2
(
n
2
)]
∂n−2τ V
−
AB + 8Mr
[
5
(
n
4
)
− (m0 − 5)
(
n
3
)]
∂n−3τ V
−
AB
− 4Mr
[
10
(
n
5
)
− (2m0 − 7)
(
n
4
)]
∂n−4τ V
−
AB
− 4Mr
(
n
3
)
(D(A∂
n−3
τ W
+
B))tf + 4Mr
(
n
4
)
(D(A∂
n−4
τ W
+
B))tf
+ (D(A∂
n
τW
+
B))tf + 3M∂
n
τ (Γ̂(A
0
B) − Γ̂(A1B))tf + Pn+1 +O(rm0+2) .
90
A similar computation when ∂nτ is applied to (5.41) yields for n ≤ m0,
2∂n+1τ W
+
A |I− = −
(
n
3
)
∂3τe
τ
1∂
n−2
τ W
+
A −
(
n
4
)
∂4τe
τ
1∂
n−3
τ W
+
A −
(
n
5
)
∂5τe
τ
1∂
n−4
τ W
+
A
−
(
n
3
)
∂3τe
r
1∂r∂
n−3
τ W
+
A −
(
n
4
)
∂4τe
r
1∂r∂
n−4
τ W
+
A
− 2
(
n
3
)(
∂3τe
A˚
B∂A˚∂
n−3
τ V
−
A
B − ∂3τΓBCA∂n−3τ V −C B + ∂3τΓBBC∂n−3τ V −A C
)
− 2
(
n
4
)(
∂4τe
A˚
B∂A˚∂
n−4
τ V
−
A
B − ∂4τΓBCA∂n−4τ V −C B + ∂4τΓBBC∂n−4τ V −A C
)
+
(
n
2
)
∂2τ
(
3Γ̂1
0
0 − 2Γ̂BB1 − 2Γ̂BB0 + Γ̂110
)
∂n−2τ W
+
A
+
(
n
3
)
∂3τ
(
3Γ̂1
0
0 − 2Γ̂BB1 − 2Γ̂BB0 + Γ̂110
)
∂n−3τ W
+
A
+
(
n
4
)
∂4τ
(
3Γ̂1
0
0 − 2Γ̂BB1 − 2Γ̂BB0 + Γ̂110
)
∂n−4τ W
+
A
− 2DB∂nτ V −A B − (r∂r − n+ 1)∂nτW+A − 3M∂nτ (Γ̂10A − Γ̂11A) + Pn+1 +O(rm0+2)
= − 12Mr
[(n
3
)
+ 3
(
n
2
)]
∂n−2τ W
+
A + 8Mr
[
5
(
n
4
)
− (m0 − 8)
(
n
3
)]
∂n−3τ W
+
A
− 8Mr
[
5
(
n
5
)
− (m0 − 5)
(
n
4
)]
∂n−4τ W
+
A
+ 8Mr
(
n
3
)
DB∂
n−3
τ V
−
A
B − 8Mr
(
n
4
)
DB∂
n−4
τ V
−
A
B
− 2DB∂nτ V −A B − (r∂r − n+ 1)∂nτW+A − 3M∂nτ (Γ̂10A − Γ̂11A) + Pn+1 +O(rm0+2) .
For n ≤ m0−1 we combine both equations to obtain the expansion coefficient in r of orderm0+1.
(n+ 1)(m0 − n− 1)W+A (m0+1,n+1) +
1
2
(
∆s + (m0 − n)(m0 − n+ 1)− 1
)
W+A
(m0+1,n)
=2(n+ 4)MV −A
(m0,n−2) − 1
3
(7n− 6m0 + 7)MV −A (m0,n−3) +
2
3
M(n−m0)V −A (m0,n−4)
−M(m0 − n− 1)(n+ 7)W+A (m0,n−2) +
1
6
M(m0 − n− 1)(5n− 4m0 + 17)W+A (m0,n−3)
+
1
6
M(m0 − n− 1)2W+A (m0,n−4) +
1
3
M(∆s + 1)W
+
A
(m0,n−3) − 1
12
M(∆s + 1)W
+
A
(m0,n−4)
− 3MDB(Γ̂(A0B) − Γ̂(A1B))(m0+1,n)tf −
3
2
M(m0 − n− 1)(Γ̂10A − Γ̂11A)(m0+1,n)
=−M(m0 − n− 1)(n+ 7)W+A (m0,n−2) −M
n+ 4
n−m0 (∆s + 1)W
+
A
(m0,n−2)
+
1
6
M(m0 − n− 1)(5n− 4m0 + 17)W+A (m0,n−3) +
1
6
M
9n− 8m0 + 5
n−m0 − 1 (∆s + 1)W
+
A
(m0,n−3)
+
1
6
M(m0 − n− 1)2W+A (m0,n−4) −
1
12
M
5n− 5m0 − 2
n−m0 − 2 (∆s + 1)W
+
A
(m0,n−4)
− 3MDB(Γ̂(A0B) − Γ̂(A1B))(m0+1,n)tf −
3
2
M(m0 − n− 1)(Γ̂10A − Γ̂11A)(m0+1,n) ,
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where we have employed Lemma 9.2. This formula holds for 0 ≤ n ≤ m0 − 1 if one defines
derivatives of negative order to be zero.
We still need to find expressions for (Γ̂(A
0
B) − Γ̂(A1B))tf and Γ̂10A − Γ̂11A in terms of W±A .
From the (n− 1)-st order transverse derivatives of (2.72)-(2.78) we find for n ≥ 1 (recall (7.61)),
∂nτ L̂1A|I− =− ∂n−1τ (Γ̂110L̂1A)− ∂n−1τ (Γ̂1B0L̂BA)− 2r∂n−1τ W−A
+ (n− 1)r∂n−2τ (W+A +W−A ) +O(r∞) ,
∂nτ Γ̂1
0
A|I− =− ∂n−1τ (Γ̂10AΓ̂110)− ∂n−1τ (Γ̂B0AΓ̂1B0) + ∂n−1τ L̂1A − (n− 1)r∂n−2τ (W+A +W−A )
+
r
2
(n− 1)(n− 2)∂n−3τ (W+A +W−A ) +O(r∞) ,
∂nτ Γ̂1
1
A|I− =− ∂n−1τ (Γ̂11AΓ̂110)− ∂n−1τ (Γ̂B1AΓ̂1B0) + (n− 1)r∂n−2τ (W+A −W−A )
− r
2
(n− 1)(n− 2)∂n−3τ (W+A −W−A ) +O(r∞) ,
as well as
(∂nτ L̂(AB))tf |I− =− ∂n−1τ (Γ̂(A10L̂1B))tf − ∂n−1τ (Γ̂(AC0L̂CB))tf − 2r∂n−1τ V +AB
+ (n− 1)r∂n−2τ (V +AB + V −AB) +O(r∞) ,
(∂nτ Γ̂(A
0
B))tf |I− =− ∂n−1τ (Γ̂10(AΓ̂B)10)tf − ∂n−1τ (Γ̂C0(AΓ̂B)C0)tf − (n− 1)r∂n−2τ (V +AB + V −AB)
+ ∂n−1τ (L̂AB)tf +
r
2
(n− 1)(n− 2)∂n−3τ (V +AB + V −AB) +O(r∞) ,
(∂nτ Γ̂(A
1
B))tf |I− =− ∂n−1τ (Γ̂11(AΓ̂B)10)tf − ∂n−1τ (Γ̂C1(AΓ̂B)C0)tf − (n− 1)r∂n−2τ (V +AB − V −AB)
+
r
2
(n− 1)(n− 2)∂n−3τ (V +AB − V −AB) +O(r∞) .
From this we deduce, for 2 ≤ n ≤ m0 + 2,
∂nτ (L̂1A − Γ̂10A)|I− =− 2r∂n−1τ W−A + 2(n− 1)r∂n−2τ (W+A +W−A )
− r
2
(n− 1)(n− 2)∂n−3τ (W+A +W−A )− ∂n−1τ L̂1A + Pn +O(rm0+2)
=− 2r∂n−1τ W−A + 2nr∂n−2τ W−A + 2(n− 1)r∂n−2τ W+A
− r
2
(n+ 1)(n− 2)∂n−3τ (W+A +W−A ) + Pn +O(rm0+2) ,
and
(∂nτ (L̂(AB) − Γ̂(A0B)))tf |I− = − 2r∂n−1τ V +AB + 2(n− 1)r∂n−2τ (V +AB + V −AB)
− r
2
(n− 1)(n− 2)∂n−3τ (V +AB + V −AB)− ∂n−1τ (L̂AB)tf + Pn+1 +O(rm0+2)
= − 2r∂n−1τ V +AB + 2nr∂n−2τ V +AB + 2(n− 1)r∂n−2τ V −AB
− r
2
(n+ 1)(n− 2)∂n−3τ (V +AB + V −AB) + Pn+1 +O(rm0+2) .
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We then determine, for 3 ≤ n ≤ m0 + 2 (one checks that this actually holds for n ≥ 1),
∂nτ (Γ̂1
0
A − Γ̂11A)|I−
=− ∂n−1τ [(Γ̂10A − Γ̂11A)Γ̂110]− ∂n−1τ [(Γ̂B0A − Γ̂B1A)Γ̂1B0] + ∂n−1τ L̂1A
− 2(n− 1)r∂n−2τ W+A + r(n− 1)(n− 2)∂n−3τ W+A +O(r∞)
=∂n−1τ (L̂1A − Γ̂10A)− 2(n− 1)r∂n−2τ W+A + r(n− 1)(n− 2)∂n−3τ W+A + Pn +O(rm0+2)
=− 2(n− 1)r∂n−2τ W+A + r(n+ 1)(n− 2)∂n−3τ W+A −
r
2
n(n− 3)∂n−4τ W+A
− 2r∂n−2τ W−A + 2(n− 1)r∂n−3τ W−A −
r
2
n(n− 3)∂n−4τ W−A + Pn +O(rm0+2) ,
and, for 3 ≤ n ≤ m0 + 2 (this formula is wrong for n ∈ {1, 2}),
(∂nτ (Γ̂(A
0
B) − Γ̂(A1B)))tf |I−
=− ∂n−1τ [(Γ̂10(A − Γ̂11(A)Γ̂B)10]tf − ∂n−1τ [(Γ̂C0(A − Γ̂C1(A)Γ̂B)C0]tf + ∂n−1τ (L̂AB)tf
− 2(n− 1)r∂n−2τ V −AB + r(n − 1)(n− 2)∂n−3τ V −AB +O(r∞)
=[∂n−1τ (L̂AB − Γ̂A0B))]tf − 2(n− 1)r∂n−2τ V −AB + r(n− 1)(n− 2)∂n−3τ V −AB + Pn+1 +O(rm0+2)
=− 2(n− 1)r∂n−2τ V −AB + r(n + 1)(n− 2)∂n−3τ V −AB −
r
2
n(n− 3)∂n−4τ V −AB
− 2r∂n−2τ V +AB + 2(n− 1)r∂n−3τ V +AB −
r
2
n(n− 3)∂n−4τ V +AB + Pn+1 +O(rm0+2) .
That yields
(Γ̂1
0
A − Γ̂11A)(m0+1,n)
=− 2
n
W+A
(m0,n−2) +
n+ 1
n(n− 1)W
+
A
(m0,n−3) − 1
2(n− 1)(n− 2)W
+
A
(m0,n−4)
− 2
n(n− 1)W
−
A
(m0,n−2) +
2
n(n− 2)W
−
A
(m0,n−3) − 1
2(n− 1)(n− 2)W
−
A
(m0,n−4) , 3 ≤ n ≤ m0 + 2 .
This formula holds for n ∈ {1, 2} if one defines terms with W±A (m0,n), n < 0, to vanish. Using
Lemma 9.2 we also obtain
D
B(Γ̂(A
0
B) − Γ̂(A1B))tf (m0+1,n)
=− 2
n
V −A
(m0,n−2) +
n+ 1
n(n− 1)V
−
A
(m0,n−3) − 1
2(n− 1)(n− 2)V
−
A
(m0,n−4)
− 2
n(n− 1)V
+
A
(m0,n−2) +
2
n(n− 2)V
+
A
(m0,n−3) − 1
2(n− 1)(n− 2)V
+
A
(m0,n−4)
=
1
n(n−m0) (∆s + 1)W
+
A
(m0,n−2) − n+ 1
2n(n− 1)(n−m0 − 1)(∆s + 1)W
+
A
(m0,n−3)
+
1
4(n− 1)(n− 2)(n−m0 − 2)(∆s + 1)W
+
A
(m0,n−4) − n−m0 − 3
n(n− 1) W
−
A
(m0,n−2)
+
n−m0 − 4
n(n− 2) W
−
A
(m0,n−3) − n−m0 − 5
4(n− 1)(n− 2)W
−
A
(m0,n−4) , 3 ≤ n ≤ m0 − 1 .
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Moreover (cf. Section 7.2 & 7.3),
D
B(Γ̂(A
0
B) − Γ̂(A1B))tf (m0+1,2) =(m0 + 1)(m0 + 2)
8
v
(m0+2)
A
− 1
8(m0 − 1)(m0 − 2)(∆s + 1)
(
(∆s − 1)v(m0+2)A − 2DADBv(m0+2)B
)
,
D
B(Γ̂(A
0
B) − Γ̂(A1B))tf (m0+1,1) =− m0 + 2
2
v
(m0+2)
A .
Altogether we end up with the following recursion relation for 3 ≤ n ≤ m0 − 1,
(n+ 1)(m0 − n− 1)W+A (m0+1,n+1) +
1
2
(
∆s + (m0 − n)(m0 − n+ 1)− 1
)
W+A
(m0+1,n)
=− M
n
[
(m0 − n− 1)(n2 + 7n− 3) + n
2 + 4n+ 3
n−m0 (∆s + 1)
]
W+A
(m0,n−2)
+
M
6
(m0 − n− 1)
(
5n− 4m0 + 17− 9(n+ 1)
n(n− 1)
)
W+A
(m0,n−3)
+
M
6
1
n−m0 − 1
(
9n− 8m0 + 5 + 9(n+ 1)
n(n− 1)
)
(∆s + 1)W
+
A
(m0,n−3)
+
M
6
(m0 − n− 1)
(
m0 − n− 1 + 9
2(n− 1)(n− 2)
)
W+A
(m0,n−4)
− M
12(n−m0 − 2)
(
5n− 5m0 − 2 + 9
(n− 1)(n− 2)
)
(∆s + 1)W
+
A
(m0,n−4)
− 3M
[ 4
n(n− 1)W
−
A
(m0,n−2) − 5
n(n− 2)W
−
A
(m0,n−3) +
3
2(n− 1)(n− 2)W
−
A
(m0,n−4)
]
.
Using Lemma 9.2 this can be written for 4 ≤ n ≤ m0 − 1
(n+ 1)(m0 − n− 1)W+A (m0+1,n+1) +
1
2
(
∆s + (m0 − n)(m0 − n+ 1)− 1
)
W+A
(m0+1,n)
=− M
6
{ 1
2(n− 3)(m0 − n+ 2)
[ 3
n(n− 2)(m0 − n+ 1)
(
(m0 − n− 1)(n2 + 7n− 3) + n
2 + 4n+ 3
n−m0 (∆s + 1)
)
×
(
∆s + (m0 − n+ 2)(m0 − n+ 3)− 1
)
+ (m0 − n− 1)
(
5n− 4m0 + 17− 9(n+ 1)
n(n− 1)
)
− 1
m0 − n+ 1
(
9n− 8m0 + 5 + 9(n+ 1)
n(n− 1)
)
(∆s + 1)
]
×
(
∆s + (m0 − n+ 3)(m0 − n+ 4)− 1
)
− (m0 − n− 1)
(
m0 − n− 1 + 9
2(n− 1)(n− 2)
)
− 1
2(m0 − n+ 2)
(
5n− 5m0 − 2 + 9
(n− 1)(n− 2)
)
(∆s + 1)
}
×W+A (m0,n−4)
− 3M
n− 2
[ 1
n(n− 3)(m0 − n+ 4)
( 1
(n− 1)(m0 − n+ 3)
(
∆s + (m0 − n+ 2)(m0 − n+ 3)− 1
)
+
5
2
)
×
(
∆s + (m0 − n+ 3)(m0 − n+ 4)− 1
)
+
3
2(n− 1)
]
W−A
(m0,n−4) .
For n ∈ {0, 1, 2, 3} one has (we assume m0 ≥ 4 which is fine as the case m0 = 3 is covered by
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Section 9.1)
4(m0 − 4)W+A (m0+1,4) +
1
2
(
∆s + (m0 − 3)(m0 − 2)− 1
)
W+A
(m0+1,3)
=
M
6
(23m20 − 39m0 − 212)W+A (m0,0) +
M(11m20 − 227m0 + 486)
6(m0 − 2)(m0 − 3) (∆s + 1)W
+
A
(m0,0)
− 4M
(m0 − 2)(m0 − 3)(∆s + 1)(∆s + 1)W
+
A
(m0,0)
+M
(
(m0 + 4)W
−
A
(m0,0) +
1
m0
(∆s − 1)W−A (m0,0)
)
, (9.62)
3(m0 − 3)W+A (m0+1,3) +
1
2
(
∆s + (m0 − 2)(m0 − 1)− 1
)
W+A
(m0+1,2)
=− 15
2
M(m0 − 3)W+A (m0,0) +M
15
2(m0 − 2)(∆s + 1)W
+
A
(m0,0) −M 3(3m0 + 1)
m0
W−A
(m0,0) ,
(9.63)
2(m0 − 2)W+A (m0+1,2) +
1
2
(
∆s + (m0 − 1)m0 − 1
)
W+A
(m0+1,1) =
6
m0
M(m0 + 2)W
−(m0,0)
A ,
(9.64)
(m0 − 1)W+A (m0+1,1) +
1
2
(
∆s +m0(m0 + 1)− 1
)
W+A
(m0+1,0) = − 12
m0
MW
−(m0,0)
A , (9.65)
where we have used (7.72)-(7.85), (7.35)-(7.40), and (7.62)-(7.66),
W−A
(m0,0) =
m0
4
vA
(m0+2) ,
V +A
(m0,0) =− m0 + 1
2
W−A
(m0,0) ,
W+A
(m0,0) =
1
m0 − 1D
BUAB
(m0,0) ,
V −A
(m0,0) =
1
2(m0 − 2)(∆s + 1)W
+
A
(m0,0) ,
W−A
(m0,1) =− m0 − 1
2
W−A
(m0,0) − 1
2m0
(∆s − 1)W−A (m0,0) ,
W+A
(m0,1) =− m0 + 1
2
W+A
(m0,0) − 1
2(m0 − 2)(∆s + 1)W
+
A
(m0,0) .
9.2.4 Recursion relation
We observe that the recursion relation has the following structure for 4 ≤ n ≤ m0 − 1,
(n+ 1)(m0 − n− 1)W+A (m0+1,n+1) +
1
2
(
∆s + (m0 − n)(m0 − n+ 1)− 1
)
W+A
(m0+1,n)
=am0,nW
+
A
(m0,n−4) + bm0,nW
−
A
(m0,n−4) ,
where am0,n and bm0,n are operators, more precisely they are polynomials in the Laplacian ∆s.
In fact, now it is convenient to set
W−A
(m0,n) := W−A
(m0,0) for n ≤ −1 (9.66)
as then the formula remains true for n ∈ {0, 1, 2, 3} with appropriately chosen am0,n and bm0,n
which can be read off from (9.62)-(9.65).
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The no-logs-condition for ∂m0−1τ V
−
AB |I− can be written as (cf. (4.104))
(∆s + 1)W
+
A
(m0+1,m0−1) − 2am0,m0−1W+A (m0,m0−5) − 2bm0,m0−1W−A (m0,m0−5) = 0 . (9.67)
By recursion one shows that
W+A
(m0+1,m0−1)
= − 1
2(m0 − 1)(∆s + 5)W
+
A
(m0+1,m0−2)
+
1
m0 − 1
(
am0,m0−2W
+
A
(m0,m0−6) + bm0,m0−2W
−
A
(m0,m0−6)
)
=
1
8(m0 − 1)(m0 − 2)(∆s + 5)(∆s + 11)W
+
A
(m0+1,m0−3)
− 1
4(m0 − 1)(m0 − 2)(∆s + 5)
[
am0,m0−3W
+
A
(m0,m0−7) + bm0,m0−3W
−
A
(m0,m0−7)
]
+
1
m0 − 1
(
am0,m0−2W
+
A
(m0,m0−6) + bm0,m0−2W
−
A
(m0,m0−6)
)
= . . .
=
(−1)m0−1
2m0−1(m0 − 1)!2
m0∏
ℓ=2
(
∆s + ℓ(ℓ+ 1)− 1
)
W+A
(m0+1,0)
+
m0−2∑
k=0
(−1)k(m0 − k − 2)!
2k(m0 − 1)!(k + 1)!am0,m0−2−k
k+1∏
ℓ1=2
(
∆s + ℓ1(ℓ1 + 1)− 1
)
W+A
(m0,m0−k−6)
+
m0−2∑
k=0
(−1)k(m0 − k − 2)!
2k(m0 − 1)!(k + 1)!bm0,m0−2−k
k+1∏
ℓ1=2
(
∆s + ℓ1(ℓ1 + 1)− 1
)
W−A
(m0,m0−k−6) .
We use Corollary 9.4 to conclude that the no-logs condition (9.67) becomes (recall (9.66)),
0 =
(−1)m0−1
2m0−1(m0 − 1)!2
m0∏
ℓ=1
(
∆s + ℓ(ℓ+ 1)− 1
)
W+A
(m0+1,0)
+
(−1)m0
2m0−6
m0−6∑
k=−1
[ (m0 − k − 2)!(k + 4)!
(m0 − 1)!(m0 − 2)!(k + 1)!(m0 − k − 6)!am0,m0−2−k
×
k+1∏
ℓ1=1
(
∆s + ℓ1(ℓ1 + 1)− 1
) m0−1∏
ℓ2=k+6
(
∆s + ℓ2(ℓ2 + 1)− 1
)
W+A
(m0,0)
]
+
(−1)m0
2m0−6
m0−6∑
k=−1
[ (m0 − k − 2)!(k + 6)!
m0!(m0 − 1)!(k + 1)!(m0 − k − 6)!bm0,m0−2−k
×
k+1∏
ℓ1=1
(
∆s + ℓ1(ℓ1 + 1)− 1
) m0−1∏
ℓ2=k+6
(
∆s + ℓ2(ℓ2 + 1)− 1
)
W−A
(m0,0)
]
+
m0−2∑
k=m0−5
(−1)k(m0 − k − 2)!
2k(m0 − 1)!(k + 1)!am0,m0−2−k
k+1∏
ℓ1=1
(
∆s + ℓ1(ℓ1 + 1)− 1
)
W+A
(m0,0)
+
m0−2∑
k=m0−5
(−1)k(m0 − k − 2)!
2k(m0 − 1)!(k + 1)!bm0,m0−2−k
k+1∏
ℓ1=1
(
∆s + ℓ1(ℓ1 + 1)− 1
)
W−A
(m0,0) . (9.68)
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Because of (9.10) the Hodge decomposition scalars of W
±(m0,0)
A only involve spherical harmonics
up to and including ℓ = m0− 1. With (7.35)-(7.40) we deduce that a necessary condition for the
non-appearance of logarithmic terms at this order is
Ξ(m0+3) =
m0∑
ℓ=1
+ℓ∑
m=−ℓ
Ξ
(m0+3)
ℓm Yℓm(θ, φ) , Ξ
(m0+3) =
m0∑
ℓ=1
+ℓ∑
m=−ℓ
Ξ
(m0+3)
ℓm Yℓm(θ, φ) , (9.69)
and then the term in the first line vanishes.
We further observe that for each 1 ≤ ℓ ≤ m0− 1 in the harmonic decomposition of W±(m0,0)A
there are terms in the above sum, for which the Laplacian does not project out their contribution.
To deduce that the no-log condition is actually violated by a non-trivial Ξ
(m0+2)
AB , we also need
to make sure that the coefficients are non-zero. Since the initial data (9.9) enter this condition
linearly, and am,n and bm,n only involve the Laplacian and x
A˚-independent coefficients, we may
assume w.l.o.g. initial data of the following form
ΞAB = Ξ
(m0+2)
AB r
m0+2 +O(rm0+3) , m0 ≥ 3 , (9.70)
where Ξ
(m0+2)
AB = (DADBΞ
(m0+2)
ℓ̂
)tf + ǫ(A
CDB)DCΞ
(m0+2)
ℓ̂
with
Ξ
(m0+2)
ℓ̂
=
+ℓ̂∑
m=−ℓ̂
Ξ
(m0+2)
ℓ̂m
Yℓ̂m(θ, φ) , Ξ
(m0+2)
ℓ̂
=
+ℓ̂∑
m=−ℓ̂
Ξ
(m0+2)
ℓ̂m
Yℓ̂m(θ, φ) , 2 ≤ ℓ̂ ≤ m0 − 1 .
Let us first analyze the case where 1 ≤ ℓ̂ ≤ m0 − 4. Then the last two lines in (9.68) vanish. We
further observe that there are at most 4 terms in (9.68) which come along with W+A
(m0,0) and
W−A
(m0,0), respectively, which are not projected out by the Laplacians. The no-logs condition
thus becomes
0 =
ℓ̂−2∑
k=ℓ̂−5
[ (m0 − k − 2)!(k + 4)!
(m0 − 1)!(m0 − 2)!(k + 1)!(m0 − k − 6)!am0,m0−2−k
×
k+1∏
ℓ1=1
(
∆s + ℓ1(ℓ1 + 1)− 1
) m0−1∏
ℓ2=k+6
(
∆s + ℓ2(ℓ2 + 1)− 1
)
W+A
(m0,0)
]
+
ℓ̂−2∑
k=ℓ̂−5
[ (m0 − k − 2)!(k + 6)!
m0!(m0 − 1)!(k + 1)!(m0 − k − 6)!bm0,m0−2−k
×
k+1∏
ℓ1=1
(
∆s + ℓ1(ℓ1 + 1)− 1
) m0−1∏
ℓ2=k+6
(
∆s + ℓ2(ℓ2 + 1)− 1
)
W−A
(m0,0)
]
.
To ensure that k is in [−1,m0 − 6] as required by (9.68) it is convenient to set
am0,n = bm0,n = 0 for n ≤ 3 and n ≥ m0 . (9.71)
It seems important to emphasize that this is only for the evaluation of the above term, the
coefficients do not vanish when the contributions from the last two lines in (9.68) are determined
below.
We take divergence and curl of this equation. Then we replace the Laplacian ∆s in the
resulting formula by the corresponding eigenvalue (be aware that it also appears in the coefficients
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am0,k and bm0,k). Assuming that Ξ
(m0+2)
ℓ̂
6= 0 and Ξ(m0+2)
ℓ̂
6= 0, respectively, the no-logs
condition reads
0 =
ℓ̂−2∑
k=ℓ̂−5
(k + 4)!(m0 − k − 2)!
(k + 1)!(m0 − k − 6)!
k+1∏
ℓ1=1
(
ℓ1(ℓ1 + 1)− ℓ̂(ℓ̂+ 1)
) m0−1∏
ℓ2=k+6
(
ℓ2(ℓ2 + 1)− ℓ̂(ℓ̂+ 1)
)
×
(
ℓ̂(ℓ̂+ 1)aℓ̂m0,m0−2−k ± (k + 5)(k + 6)bℓ̂m0,m0−2−k
)
, (9.72)
where we used that (cf. Corollary 9.4)
D
AW
−(m0,0)
A =
m0
4
D
Av
(m0+2)
A =
m0
8
(
ℓ̂(ℓ̂ + 1)− 2
)
ℓ̂(ℓ̂+ 1)Ξ
(m0+2)
ℓ̂
,
D
AW
+(m0,0)
A =−
1
4(m0 − 1)∆sD
Av
(m0+2)
A =
1
8(m0 − 1)
(
ℓ̂(ℓ̂+ 1)− 2
)
ℓ̂2(ℓ̂ + 1)2Ξ
(m0+2)
ℓ̂
,
ǫABD[AW
−(m0,0)
B] =
m0
4
ǫABD[Av
(m0+2)
B] =
m0
8
(
ℓ̂(ℓ̂ + 1)− 2
)
ℓ̂(ℓ̂+ 1)Ξ
(m0+2)
ℓ̂
,
ǫABD[AW
+(m0,0)
B] =
1
4(m0 − 1)∆sǫ
AB
D[Av
(m0+2)
B] = −
1
8(m0 − 1)
(
ℓ̂(ℓ̂+ 1)− 2
)
ℓ̂2(ℓ̂ + 1)2Ξ
(m0+2)
ℓ̂
.
The “+”-sign appears for the divergence, the “−”-sign for the curl. For 4 ≤ n ≤ m0 − 1 the
coefficients in (9.72) are given by
aℓ̂m0,n =−M
(
(m0 − n+ 3)(m0 − n+ 4)− ℓ̂(ℓ̂+ 1)
)(
(m0 − n+ 2)(m0 − n+ 3)− ℓ̂(ℓ̂+ 1)
)
4n(n− 2)(n− 3)(m0 − n+ 1)(m0 − n+ 2)
×
(
(m0 − n− 1)(n2 + 7n− 3) + n
2 + 4n+ 3
m0 − n (ℓ̂(ℓ̂ + 1)− 2)
)
−M(m0 − n− 1)
(
(m0 − n+ 3)(m0 − n+ 4)− ℓ̂(ℓ̂+ 1)
)
12(n− 3)(m0 − n+ 2)
(
5n− 4m0 + 17− 9(n+ 1)
n(n− 1)
)
+M
(
(m0 − n+ 3)(m0 − n+ 4)− ℓ̂(ℓ̂+ 1)
)
12(n− 3)(m0 − n+ 1)(m0 − n+ 2)
(
9n− 8m0 + 5 + 9(n+ 1)
n(n− 1)
)
(−ℓ̂(ℓ̂+ 1) + 2)
+
M
6
(m0 − n− 1)
(
m0 − n− 1 + 9
2(n− 1)(n− 2)
)
+M
ℓ̂(ℓ̂+ 1)− 2
12(m0 − n+ 2)
(
5m0 − 5n+ 2− 9
(n− 1)(n− 2)
)
,
bℓ̂m0,n =− 3M
(
(m0 − n+ 3)(m0 − n+ 4)− ℓ̂(ℓ̂+ 1)
)(
(m0 − n+ 2)(m0 − n+ 3)− ℓ̂(ℓ̂ + 1)
)
n(n− 1)(n− 2)(n− 3)(m0 − n+ 3)(m0 − n+ 4)
− 15M (m0 − n+ 3)(m0 − n+ 4)− ℓ̂(ℓ̂+ 1)
2n(n− 2)(n− 3)(m0 − n+ 4) −
9M
2(n− 1)(n− 2) .
One checks that (9.72) is equivalent to the following equation,
0 =(ℓ̂ − 2)(ℓ̂− 3)(ℓ̂+ 1)(2ℓ̂+ 3)(m0 − ℓ̂+ 3)(m0 − ℓ̂+ 2)(m0 − ℓ̂+ 1)
(
aℓ̂
m0,m0−ℓ̂+3
± bℓ̂
m0,m0−ℓ̂+3
)
− 3(ℓ̂− 1)(ℓ̂− 2)(2ℓ̂+ 3)(m0 − ℓ̂+ 2)(m0 − ℓ̂+ 1)(m0 − ℓ̂− 1)
(
ℓ̂aℓ̂
m0,m0−ℓ̂+2
± (ℓ̂ + 2)bℓ̂
m0,m0−ℓ̂+2
)
+ 3(ℓ̂− 1)(2ℓ̂− 1)(m0 − ℓ̂+ 1)(m0 − ℓ̂− 1)(m0 − ℓ̂− 2)
(
ℓ̂(ℓ̂ + 1)aℓ̂
m0,m0−ℓ̂+1
± (ℓ̂ + 2)(ℓ̂+ 3)bℓ̂
m0,m0−ℓ̂+1
)
− ℓ̂(2ℓ̂− 1)(m0 − ℓ̂− 1)(m0 − ℓ̂− 2)(m0 − ℓ̂− 3)
(
ℓ̂(ℓ̂ + 1)aℓ̂
m0,m0−ℓ̂
± (ℓ̂+ 3)(ℓ̂ + 4)bℓ̂
m0,m0−ℓ̂
)
.
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Taking into account that the relevant range of ℓ̂ is 2 ≤ ℓ̂ ≤ m0 − 4 we observe that (9.71)
is actually not needed as the corresponding coefficients vanish anyway. This equation can be
determined explicitly. A mathematica computation shows that there is no contribution by the
bℓ̂m0,n-terms,
10 and that the right-hand side is given by the surprisingly simple expression
P ℓ̂m0 =
M
2
[
5
(
ℓ̂2 + ℓ̂− 6
)
m30 −
(
132− 24ℓ̂− 55ℓ̂2 + 3ℓ̂3 + 4ℓ̂4
)
m20
−
(
186− 61ℓ̂− 193ℓ̂2 + 77ℓ̂3 + 159ℓ̂4 + 52ℓ̂5
)
m0 − 84 + 54ℓ̂+ 193ℓ̂2 − 87ℓ̂3 − 257ℓ̂4 − 147ℓ̂5 − 32ℓ̂6
]
,
(9.73)
valid for 1 ≤ ℓ̂ ≤ m0 − 4.
For m0−3 ≤ ℓ̂ ≤ m0−1 we find with (9.70) that divergence and curl of the no-logs condition
(9.68) become
0 =360
(m0 − 4)!
(m0 − 7)!
(
(m0 − 1)m0 − ℓ̂(ℓ̂+ 1)
)(
(m0 − 2)(m0 − 1)− ℓ̂(ℓ̂+ 1)
)
×
(
ℓ̂(ℓ̂+ 1)aℓ̂m0,6 ± (m0 − 3)(m0 − 2)bℓ̂m0,6
)
+ 120
(m0 − 3)!
(m0 − 6)!
m0−6∏
ℓ1=max(1,m0−6)
(
ℓ1(ℓ1 + 1)− ℓ̂(ℓ̂+ 1)
)(
(m0 − 1)m0 − ℓ̂(ℓ̂ + 1)
)
×
(
ℓ̂(ℓ̂+ 1)aℓ̂m0,5 ± (m0 − 2)(m0 − 1)bℓ̂m0,5
)
+ 24
(m0 − 2)!
(m0 − 5)!
m0−5∏
ℓ1=max(1,m0−6)
(
ℓ1(ℓ1 + 1)− ℓ̂(ℓ̂+ 1)
)(
ℓ̂(ℓ̂+ 1)aℓ̂m0,4 ± (m0 − 1)m0bℓ̂m0,4
)
− 3(m0 − 2)(m0 − 3)
m0−4∏
ℓ1=max(1,m0−6)
(
ℓ1(ℓ1 + 1)− ℓ̂(ℓ̂+ 1)
)(
ℓ̂(ℓ̂+ 1)aℓ̂m0,3 ±m0(m0 − 1)bℓ̂m0,3
)
+
1
2
(m0 − 2)
m0−3∏
ℓ1=max(1,m0−6)
(
ℓ1(ℓ1 + 1)− ℓ̂(ℓ̂+ 1)
)(
ℓ̂(ℓ̂+ 1)aℓ̂m0,2 ±m0(m0 − 1)bℓ̂m0,2
)
− 1
8
m0−2∏
ℓ1=max(1,m0−6)
(
ℓ1(ℓ1 + 1)− ℓ̂(ℓ̂ + 1)
)(
ℓ̂(ℓ̂ + 1)aℓ̂m0,1 ±m0(m0 − 1)bℓ̂m0,1
)
. (9.74)
To ensure that k is in is in the right range as required by (9.68) we set (cf. (9.71)),
am0,n = bm0,n = 0 for n ≥ m0 . (9.75)
We have already considered the case m0 = 3 in Section 9.1. To avoid a tedious case distinction it
is convenient to check first that the above condition is violated for m0 = 4, 5, 6, 7 and m0 − 3 ≤
ℓ̂ ≤ m0 − 1, which is just a matter of computation. We may then assume m0 ≥ 8, for which we
10 Because of this the no-logs conditions for divergence and curl take an identical form. In Section 9.1 this was
not the case. The reason for that is that for the derivation in this section we have used (9.10), while we have not
used in Section 9.1 that Ξ(5) and Ξ(5) are ℓ = 2-spherical harmonics.
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obtain from (9.74)
0 =− 20(m0 − 5)(m0 − 6)(m0 − 2)(2m0 − 3)
(
am0−3m0,6 ± bm0−3m0,6
)
+ 20(m0 − 4)(m0 − 5)(2m0 − 3)
(
(m0 − 3)am0−3m0,5 ± (m0 − 1)bm0−3m0,5
)
− 4(m0 − 4)(2m0 − 7)
(
(m0 − 2)(m0 − 3)am0−3m0,4 ± (m0 − 1)m0bm0−3m0,4
)
− (m0 − 3)(2m0 − 7)
(
(m0 − 2)(m0 − 3)am0−3m0,3 ±m0(m0 − 1)bm0−3m0,3
)
, (9.76)
0 =− 20(m0 − 1)(m0 − 4)(m0 − 5)
(
am0−2m0,5 ± bm0−2m0,5
)
+ 12(m0 − 3)(m0 − 4)
(
(m0 − 2)am0−2m0,4 ±m0bm0−2m0,4
)
+ 3(m0 − 3)(2m0 − 5)
(
(m0 − 2)aℓ̂m0,3 ±m0bℓ̂m0,3
)
+ (m0 − 2)(2m0 − 5)
(
(m0 − 2)aℓ̂m0,2 ±m0bℓ̂m0,2
)
, (9.77)
0 =8(m0 − 3)(m0 − 4)
(
am0−1m0,4 ± bm0−1m0,4
)
+ 6(m0 − 2)(m0 − 3)
(
am0−1m0,3 ± bm0−1m0,3
)
+ 2(2m0 − 3)(m0 − 2)
(
am0−1m0,2 ± bm0−1m0,2
)
+ (2m0 − 3)(m0 − 1)
(
am0−1m0,1 ± bm0−1m0,1
)
, (9.78)
where, in addition to the above expressions for aℓ̂m0,n and b
ℓ̂
m0,n with n ≥ 4, we obtain from
(9.62)-(9.65),
aℓ̂m0,3 =
M
6
(23m20 − 39m0 − 212) +
M(11m20 − 227m0 + 486)
6(m0 − 2)(m0 − 3) (−ℓ̂(ℓ̂+ 1) + 2)
− 4M
(m0 − 2)(m0 − 3)(−ℓ̂(ℓ̂+ 1) + 2)
2 ,
bℓ̂m0,3 =M(m0 + 4)−
M
m0
ℓ̂(ℓ̂+ 1) ,
aℓ̂m0,2 =−
15
2
M(m0 − 3) +M 15
2(m0 − 2)(−ℓ̂(ℓ̂+ 1) + 2) ,
bℓ̂m0,2 =−M
3(3m0 + 1)
m0
,
aℓ̂m0,1 =0 ,
bℓ̂m0,1 =M
6(m0 + 2)
m0
.
The right-hand sides of (9.76)-(9.78) yield the following polynomials, where, again, the b-terms
drop out so that we get the same polynomials for divergence and curl,
Pm0−1m0 =
M
3
(
22m60 − 275m50 + 1345m40 − 3358m30 + 4777m20 − 3657m0 + 1146
)
, (9.79)
Pm0−2m0 =
M
3
(
22m50 − 147m40 + 334m30 − 354m20 + 343m0 − 90
)
, (9.80)
Pm0−3m0 =−
2
3
M
(
11m40 − 26m30 + 4m20 −m0 + 48
)
. (9.81)
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9.2.5 Analysis of the no-logs condition
We want to show that the no-logs condition (9.68) is violated for data of the form (9.70) with a
non-trivial Ξ
(m0+2)
AB -term, i.e. that such data inevitably produce logarithmic terms. This will be
the case if and only if the polynomials P ℓ̂m0 given by (9.73), (9.79)-(9.81) do not have integer roots
ℓ̂ in the interval [2,m0 − 1] for any integer m0 ≥ 4 (the case m0 = 3 was treated in Section 9.1).
We start with (9.79)-(9.81). For m0 ≥ 17 we have
22m60 >275m
5
0 + 1345m
4
0 + 3358m
3
0 + 4777m
2
0 + 3657m0 + 1146 , (9.82)
22m50 >147m
4
0 + 334m
3
0 + 354m
2
0 + 343m0 + 90 , (9.83)
11m40 >26m
3
0 + 4m
2
0 +m0 + 48 , (9.84)
so that the polynomials cannot have any roots. A straightforward computation shows that they
do not have integer roots in the interval [4, 16].
For the analysis of (9.73) it is convenient to treat ℓ̂ as a parameter and read P ℓ̂m0 as a
polynomial in m0. First of all for ℓ̂ = 2 we have
P2m0 =6M
(
4m20 − 343m0 − 897
)
,
which has no integer roots. It remains to consider the cases where ℓ̂ ≥ 3. One easily checks that
P ℓ̂m0 is negative at m0 = 0, goes to plus infinity as m0 → ∞ and has one stationary point for
m0 > 0. It follows that P ℓ̂m0 has exactly one root for m0 > 0. We needs to ensure that this
cannot be an integer. As a polynomial of degree 3 the root can be computed explicitly,
(0)
m0(ℓ̂) =
4ℓ̂4 + 3ℓ̂3 − 55ℓ̂2 − 24ℓ̂+ 132
15(ℓ̂2 + ℓ̂− 6)
+
1
15(ℓ̂2 + ℓ̂− 6)
{(
aℓ̂ + i
√
b3
ℓ̂
− a2
ℓ̂
)1/3
+
(
aℓ̂ − i
√
b3
ℓ̂
− a2
ℓ̂
)1/3}
(9.85)
=
4ℓ̂4 + 3ℓ̂3 − 55ℓ̂2 − 24ℓ̂+ 132
15(ℓ̂2 + ℓ̂− 6)
+
2
√
bℓ̂
15(ℓ̂2 + ℓ̂− 6)
cos
(1
3
√
b3
ℓ̂
/a2
ℓ̂
− 1
)
(9.86)
=
16ℓ̂2 + 256ℓ̂− 3545
20
+ q(ℓ̂)ℓ̂−1 , (9.87)
with
aℓ̂ :=64ℓ̂
12 + 4824ℓ̂11 + 30768ℓ̂10 + 9180ℓ̂9 − 284037ℓ̂8− 406854ℓ̂7
+ 585521ℓ̂6+ 1228797ℓ̂5+ 291384ℓ̂4 − 293463ℓ̂3− 191484ℓ̂2− 8748ℓ̂+ 6048 ,
bℓ̂ :=16ℓ̂
8 + 804ℓ̂7 + 2734ℓ̂6 − 1662ℓ̂5 − 12113ℓ̂4 − 7308ℓ̂3 + 5301ℓ̂2 + 1944ℓ̂+ 684 .
We want to derive an estimate for q(ℓ̂). Note that, aℓ̂, bℓ̂ and b
3
ℓ̂
/a2
ℓ̂
− 1 are positive in the range
of interest, so
(0)
m0(ℓ̂) is a real function. We set x := 1/ℓ̂, then
q(ℓ̂(x)) =−
32 + 804x− 9935x2 − 15147x3 + 63282x4 − 8√bx cos
(
1
3
√
b3x/a
2
x − 1
)
60x3(1 + x− 6x2) ,
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with
ax :=64 + 4824x+ 30768x
2 + 9180x3 − 284037x4 − 406854x5
+ 585521x6 + 1228797x7 + 291384x8 − 293463x9 − 191484x10 − 8748x11 + 6048x12 ,
bx :=16 + 804x+ 2734x
2 − 1662x3 − 12113x4 − 7308x5 + 5301x6 + 1944x7 + 684x8 .
A Taylor expansion yields for x < 10−3√
bx =4 +
201
2
x− 29465
32
x2 + q(1)(x)x3 , |q(1)| < 2× 105 ,
1
60(1 + x− 6x2) =
1
60
− 1
60
x+
7
60
x2 + q(2)(x)x3 , |q(2)| < 2 .
We further find for x < 10−6 (set cx := b
3
x/a
2
x − 1)
|∂3xcx| < 6.8× 105 ,
∣∣∣ (∂xcx)3
cx
∣∣∣ < 20 , ∣∣∣ (∂xcx)3
c2x
− 2∂xcx∂
2
xcx
cx
∣∣∣ < 9.1× 105 ,
which yields for x < 10−6∣∣∣∂3x cos(
√
cx
3
)∣∣∣ = 1
24
∣∣∣[ cos(√cx
3
)
− 3√
cx
sin
(√cx
3
)]((∂xcx)3
c2x
− 2∂xcx∂
2
xcx
cx
)
+
1
9
√
cx
sin
(√cx
3
)( (∂xcx)3
cx
− 36∂3xcx
)∣∣∣
<106 .
From this we obtain
cos
(1
3
√
b3x/a
2
x − 1
)
= 1− 10275
128
x2 + q(3)(x)x3 , |q(3)| < 1.7× 105 ,
and finally, for x < 10−6
|q(ℓ̂(x))| < 1.2× 105 ,
It follows that, for ℓ̂ > 106
∣∣∣ (0)m0(ℓ̂)− 16ℓ̂2 + 256ℓ̂− 3545
20
∣∣∣ < 1.2× 105 × ℓ̂−1 .
The numerator is always an odd number, so the fraction differs from an integer by at least 1/20,
i.e. the polynomial cannot have integer roots if the right-hand side is smaller than 1/20, i.e. for
ℓ̂ > 2.4 × 106. It remains to be checked whether there are integer roots for 3 ≤ ℓ̂ ≤ 2.4 × 106.
Note that given ℓ̂ there is only one root and this is given by (9.87). A mathematica computation
shows that there are no integer roots in this range of ℓ̂. Here a remark is in order: Due to the
appearance of roots there might arise a problem to recognize
(0)
m0(ℓ̂) as an integer due to numerical
errors. We therefore rounded
(0)
m0(ℓ̂) to the nearest integers and plugged it in into the polynomial
to check whether it is a root.
By way of summary, at least in the setting of constant (ADM) mass aspect M and vanishing
dual (ADM) mass aspect N we conclude that while 2 ≤ ℓ ≤ m0−1-spherical harmonics in Ξm0+2
do not produce logarithmic terms at order m0 − 2, they do produce logarithmic terms in the
next order. Taking Lemma 6.1 into account we end up with the following result:
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Theorem 9.5 Consider a solution (eµi, Γ̂i
j
k, L̂ij ,Wijkl) of the GCFE with constant mass aspect
M and vanishing dual mass aspect N which is smooth at I − ∪ I− ∪ I in some weakly asymptot-
ically Minkowski-like conformal Gauss gauge. Then the expansion of the radiation field vanishes
at I− at any order.
Remark 9.6 If the solution is only C3m0−1 the above computation shows that Ξ
(m+2)
AB = 0 for
m ≤ m0.
Remark 9.7 We expect this result to remain true for arbitrary M and N .
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A Asymptotic initial value problem
A.1 Characteristic constraint equations on I −
There are different versions of the CFE using different sets of unknowns. Here let us focus on
the metric conformal field equations (MCFE) [27], where, besides rescaled Weyl tensor Wµνσρ,
Schouten tensor Lµν and conformal factor Θ, the metric gµν and a certain scalar s are regarded
as unknowns,
∇ρWµνσρ = 0 , (A.1)
∇µLνσ −∇νLµσ = ∇ρΘWνµσρ , (A.2)
∇µ∇νΘ = −ΘLµν + sgµν , (A.3)
∇µs = −Lµν∇νΘ , (A.4)
2Θs−∇µΘ∇µΘ = λ/3 , (A.5)
Rµνσ
κ[g] = ΘWµνσ
κ + 2
(
gσ[µLν]
κ − δ[µκLν]σ
)
. (A.6)
In the following we assume that the cosmological constant vanishes,
λ = 0 .
We will recall the constraint equations induced by the MCFE in a generalized wave-map gauge in
adapted null coordinates [8, 22] (τ, r, xA˚) on I −, cf. Section 2.2.3. It seems worth to emphasize
that we do not assume the existence of a regular point i− representing past timelike infinity.
We assume that the null geodesics generating I − emanate from O = {τ = −1, r = r0} which
could be a point which represents a (possibly regular) i−, but which also could be a topological
2-sphere. Spatial infinity (at least its “intersection” with I −), which also could be a point or a
2-sphere, is located at i0 = {τ = −1, r = r1}.
In comparison with [44] we present here a slightly modified system, which permits gauges
where the scalar s := 14✷gΘ+
1
24RΘ vanishes on I
−, as crucial in view of a cylinder represen-
tation of spatial infinity (in fact the function s is not needed in this scheme). To do that it is
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convenient to regard
Σ := ∇rΘ|I− 6= 0 , κ , and the gauge source functions Wµ [22] (A.7)
as the “gauge data” (rather than κ, s|I− , Wµ). These data are supplemented by “non-gauge”
data. On I −, we take (note that this differs slightly from the data used in [44], and that further
data need to be prescribed on an incoming null hypersurface as described in Appendix A.2)
ΞA˚B˚ := −2(ΓrA˚B˚)tf = ντ (∂τgA˚B˚)tf − 2ντ (6∇(A˚νB˚))tf . (A.8)
It is related to the radiation field via (A.40).
The constraint equations on I − form a hierarchical system of ODEs and algebraic equations
(cf. [44], but note that in [44] a regular vertex has been assumed whence some equations take a
slightly different form here),
σA˚B˚ =0 , (A.9)
θ+ =
2
Σ
(∂r + κ)Σ , (A.10)
Lrr|I− =− 1
2
(
∂r +
1
2
θ+ − κ
)
θ+ , (A.11)(
∂r +
1
2
θ+ + κ
)
ντ =− 1
2
W τ , (A.12)
∂τΘ|I− =ντΣ , (A.13)
ξA˚ =2 6∇A˚ log |Σ| , (A.14)(
∂r +
1
2
θ+ + κ
)
grA˚|I− =1
2
(
ξA˚ −W A˚ + gB˚C˚ 6ΓA˚
B˚C˚
)
, (A.15)
LrA˚|I− =−
1
2
(
6∇A + 1
2
ξA˚
)
θ+ , (A.16)
gA˚B˚LA˚B˚|I− =
1
4
θ+θ− +
1
2
6R , (A.17)(
∂r +
1
2
θ+ + κ
)
grr|I− =12θ
− −W r , (A.18)
4Lr
r|I− =(∂r + κ)θ− +
(
6∇A˚ −
1
2
ξA˚
)
ξA˚ − grr
(
∂r +
1
2
θ+ − κ
)
θ+− 6R . (A.19)
For completeness let us also provide the constraint for the function s,
s|I− = 12θ
+Σ . (A.20)
Here 6R denotes the curvature scalar associated to the Riemannian family r 7→6g = gA˚B˚dxA˚dB˚ |I− .
Moreover, σA˚B˚ denotes the shear, while the divergences θ
+ and θ− are defined in (2.40)-(2.41).
κ and ξA˚ may be regarded here as auxiliary quantities.
In fact, it is more convenient to regard the metric coefficients grµ|I− as gauge functions
which determine Wµ on I − [13]. Off I − we use a conformal Gauss gauge, whence the gauge
source functions are basically irrelevant for our purposes.
In a wave-map gauge one usually regards the curvature scalar R as a gauge function. Its
restriction to I − is related to θ− (which we regard here as gauge function) as follows,
R|I− = 3
(
∂r +
1
2
θ+ + κ
)
θ− + 3
(
6∇A˚ −
1
2
ξA˚
)
ξA˚ .
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One therefore needs to make sure that also the integration function which arises when solving
this equation can be regarded as a conformal gauge freedom in order to make sure that θ− can,
indeed, be treated as a gauge function. However, this is precisely what we have accomplished in
Section 2.2.3.
We observe that the constraint imply the following useful relations(
∂r +
1
2
θ+ − κ
)
Σ = 0 , ∂rξA˚ = 6∇A˚(θ+ − 2κ) . (A.21)
Note further that when prescribing grµ|I− and θ− instead ofWµ|I− and R|I− the whole system
becomes a system of algebraic equations (in that case there remains the gauge freedom to extend
Wµ|I− and R|I− , as computed algebraically from the constraints, off I −). The components
considered so far do not involve the “physical” data ΞA˚B˚ and are purely determined by the gauge.
Before we continue let us provide a list of the Christoffel symbols, or rather their restriction
to I , which is straightforwardly obtained by rewriting the expressions given in [8, Appendix A],
and which employ that the shear tensor vanishes on I (the Γµττ -components are not needed)
Γτrr|I− =0 = ΓτrA˚|I− = ΓC˚rr|I− , (A.22)
ΓC˚
rA˚
|I− =12θ
+δA
C , (A.23)
Γτ
A˚B˚
|I− =− 12θ
+ντgA˚B˚ , (A.24)
ΓC˚
A˚B˚
|I− = 6ΓC˚A˚B˚ +
1
2
θ+ντνC˚gA˚B˚ , (A.25)
Γrrr|I− =κ , (A.26)
Γττr|I− =ντ∂rντ − κ , (A.27)
Γr
rA˚
|I− =− 12ξA˚ , (A.28)
Γτ
τA˚
|I− =1
2
ξA˚ + ν
τ 6∇A˚ντ −
1
2
θ+ντνA˚ , (A.29)
ΓC˚τr|I− =
1
2
ντ ξ
C˚ +
(
∂r +
1
2
θ+ + κ− ντ∂rντ
)
νC˚ , (A.30)
Γrτr|I− =−
1
2
νA˚ξ
A˚ − 1
2
ντ (∂r + 2κ)g
rr , (A.31)
Γr
A˚B˚
|I− =− 12ΞA˚B˚ +
1
4
(θ− − θ+grr)gA˚B˚ (A.32)
ΓC˚
τA˚
|I− =1
2
ντΞA˚
C˚ +
(
6∇A˚ −
1
2
ξA˚ +
θ+
2
ντνA˚ − ντ 6∇A˚ντ
)
νC˚ − 1
4
(θ− + θ+grr)ντδA˚
C˚ , (A.33)
Γr
τA˚
|I− =− 12ντ (6∇A˚ − ξA˚)g
rr − 1
2
νB˚ΞA˚B˚ +
1
4
(θ− − θ+grr)νA˚ . (A.34)
A somewhat lengthy calculation, which makes heavily use of these formulas for the Christoffel
symbols and the constraint equations reveals that (this computation as the ones below have not
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been carried out in [44] for a general wave-map gauge),11
(LA˚B˚)tf |I− =
1
2
(∂µΓ
µ
A˚B˚
− ∂A˚ΓµB˚µ + Γ
ν
A˚B˚
Γµνµ − ΓµA˚νΓ
ν
B˚µ
)tf (A.35)
=− 1
2
(
∂r − 1
2
θ+ + κ
)
ΞA˚B˚ +
1
2
(6∇(A˚ξB˚))tf −
1
4
(ξA˚ξB˚)tf , (A.36)
LA˚
r|I− =ντLτA˚ + grrLrA˚ + grB˚LA˚B˚ (A.37)
=− ντgA˚D˚gB˚C˚RτB˚C˚ D˚ + νA˚ντ (2Lrr − 2grrLrr − grB˚LrB˚) + grrLrA˚ (A.38)
=
1
2
(
6∇B˚ − 1
2
ξB˚
)(
ΞA˚B˚ +
1
2
θ−gA˚B˚
)
− 1
4
grr
(
6∇A˚ +
1
2
ξA˚
)
θ+ . (A.39)
Let us compute the independent components of the rescaled Weyl tensor. First of all, we have
WrA˚rB˚|I− = −
1
2Σ
[
∂r
(
(∂r − θ++ κ)ΞA˚B˚ − (6∇(A˚ξB˚))tf +
1
2
(ξA˚ξB˚)tf
)
− (6∇A˚ 6∇B˚θ+)tf
]
. (A.40)
In [44] we have used certain components of ∇ρWµνσρ = 0 to determineWτrrA˚ andWτrA˚B˚ on I −
by integrating ODEs along the null geodesic generators of I −. However, it is more convenient
to employ approrpriate components of 2∇[µLν]σ = ∇ρΘWνµσρ, which yields algebraic equations
from the outset,
WrA˚r
r|I− = 1
Σ
[
(∂r + κ)LA˚
r − (6∇A˚ −
1
2
ξA˚)Lr
r +
1
2
(6∇A˚ − ξA˚)grrLrr
− 1
2
ξB˚LA˚B˚ −
1
2
(1
2
θ− + (∂r − 1
2
θ+ + 2κ)grr
)
LrA˚ +
1
2
ΞA˚
B˚LrB˚
]
, (A.41)
WA˚B˚r
r|I− = 2Σ
(
(6∇[A˚ −
1
2
ξ[A˚)LB˚]
r − 1
2
[(6∇[A˚ − ξ[A˚)grr]LB˚]r −
1
2
Ξ[A˚
C˚LB˚]C˚
)
. (A.42)
While all the previous constraints can be read as algebraic equations, the remaining ones will be
ODEs along the null geodesic generators of I −. To obtain them, we evaluate certain components
of the equation ∇ρWµνσρ = 0 on I − which yields ODEs for Wrrrr|I− and WA˚rrr|I− ,(
∂r +
3
2
θ+
)
Wr
r
r
r|I− =−
(
6∇A˚ − 1
2
ξA˚
)
WrA˚r
r +
1
2
ΞA˚B˚WrA˚rB˚ , (A.43)(
∂r +
1
2
θ+ + κ
)
WA˚
r
r
r|I− =12g
rr
(
6∇B˚ + 1
2
ξB˚
)
WrA˚rB˚ +
1
2
(
6∇A˚ −
3
2
ξA˚
)
Wr
r
r
r − ΞA˚B˚WrB˚rr
− 1
2
(∂r − θ+ + 2κ)grrWrA˚rr −
1
2
(
6∇B˚ − 3
2
ξB˚
)
WA˚B˚r
r . (A.44)
From the CFE ∇rLrr−∇τLrτ−grr∇rLrr−grA˚∇A˚Lrr = ΣWrrrr and using the Bianchi identity
as well as, one more time, the above formulas for the Christoffels symbols, we obtain
2
(
∂r +
1
2
θ+ + 2κ
)
Lrr|I− =
(
grr∂r + 2(∂r +
1
4
θ+ + 2κ)grr +
1
2
θ−
)
Lr
r − 1
2
grr[(∂r + 2κ)g
rr]Lrr
+
1
2
[(6∇A˚ − 2ξA˚)grr]LrA˚ −
(
6∇A˚ − 5
2
ξA˚
)
LA˚
r +
1
2
ΞA˚B˚LA˚B˚
− 1
8
(θ− − θ+grr)
(
6R + 1
2
θ+θ−
)
+
1
6
∇rR +ΣWrrrr . (A.45)
11It seems worth to stress that an analog to the to a large extent gauge-independent field Ξ
A˚B˚
can be defined
for the ordinary characteristic Cauchy problem as well: For this one sets on a characteristic initial surface Σ,
Ξ
A˚B˚
:= −2(Γr
A˚B˚
)tf − g
rrσ
A˚B˚
|Σ. One then checks that it satisfies the equation,
(
∂r −
1
2
θ+ + κ
)
Ξ
A˚B˚
− (6∇
(A˚
ξ
B˚)
)tf +
1
2
(ξ
A˚
ξ
B˚
)tf −
1
2
θ−σ
A˚B˚
= −2(L
A˚B˚
)tf ,
cf. (A.77). Note that in the vacuum case the right-hand side is determined by the Einstein equations.
106
Finally, let us derive an equation for (WA˚
r
B˚
r)tf , somehwat more explicitly as compared to [44].
From the algebraic symmetries of the Weyl tensor it follows that
W r(A˚B˚)r|I− =grµWµ(A˚B˚)r = −
1
2
grrWrA˚rB˚ −
1
4
gA˚B˚g
C˚D˚gE˚F˚WC˚E˚F˚ D˚ ,
W rA˚B˚C˚ |I− =grµWµA˚B˚C˚ = (W rrrB˚ − grrW rrrB˚)gA˚C˚ + fC˚gA˚B˚ ,
where the specific form of fC˚ is irrelevant. The Bianchi identity and the algebraic symmetries of
the rescaled Weyl tensor imply
(∇rWA˚rB˚r)tf |I− =(ντ∇τW r(A˚B˚)r +∇C˚W 1(A˚B˚)C˚)tf
=
(
ντ∇τW r(A˚B˚)r −
1
2
grrgrC˚∇C˚WrA˚rB˚ +∇(A˚WB˚)rrr − grr∇(A˚WB˚)rrr
)
tf
,
as well as
(∇τW r(A˚B˚)r)tf |I− =− (∇τW τ (A˚B˚)τ +∇τW C˚ (A˚B˚)C˚)tf
=− (∇τW τ (A˚B˚)τ − ν(A˚∇|τ |W τ B˚)rr)tf
=(∇αWα(A˚B˚)τ − ν(A˚∇|α|WαB˚)rr)tf
=
(1
2
ντ (g
rr)2∇rWrA˚rB˚ − ντ∇rWA˚rB˚r + 2ν(A˚∇|r|WB˚)rrr
− grrν(A˚∇|r|WB˚)rrr +∇C˚W C˚ (A˚B˚)τ − ν(A˚∇|C˚|W C˚ B˚)rr
)
tf
=ντ
(1
2
grr(grr∇r + grC˚∇C˚)WrA˚rB˚ −∇rWA˚rB˚r +∇(A˚WB˚)rrr
)
tf
.
Altogether that yields
(∇rWA˚rB˚r)tf =
1
4
(grr)2∇rWrA˚rB˚ −
1
2
grr(∇(A˚WB˚)rrr)tf + (∇(A˚WB˚)rrr)tf , (A.46)
equivalently,(
∂r − 1
2
θ+ + 2κ
)(
(WA˚
r
B˚
r)tf − 1
4
(grr)2WrA˚rB˚
)
=
[(
6∇(A˚ −
5
2
ξ(A˚
)
(WB˚)
r
r
r − 1
2
grrWB˚)rr
r)
]
tf
+
3
4
ΞA˚B˚Wr
r
r
r − 3
4
Ξ(A˚
C˚WB˚)C˚r
r . (A.47)
A remark concerning the integration functions is in order which arise when integrating those
constraints which are ODEs rather than algebraic equations. We are interested in an analysis
of the constraints near spatial infinity, and an asymptotic expansion of the solutions. The
integration functions bring in a global aspect which encodes information of the data on the
whole of null infinity and not just its asymptotic part near spatial infinity (such as e.g. the
(ADM) mass aspect). In this context let us mention two possibilities to set up an asymptotic
characteristic initial value problem:
(i) The first one [39] is to start with two characteristic surfaces intersecting a spherical cross
section S, and with one of these surfaces representing I −. In that case the initial data
for the constraint ODEs are determined at S. Some of the data will be determined by
continuity requirements at S whereas other can be prescribed freely (cf. Appendix A.2).
(ii) Alternatively [14, 31] one may prescribe data on I −, regarded as a future light-cone
emanating from some point i− which represents past timelike infinity. Assuming this
point to be regular in the spacetime to be constructed, the initial data are determined by
regularity conditions there [10].
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A.2 Asymptotic initial value problem with prescribed (ADM) mass
and dual mass aspect
The conformal field equations (CFE) [19, 20] permit the formulation of an asymptotic Cauchy
problem where some of the data are prescribed on (a piece of) null infinity I . The simplest sit-
uation arises when considering two null hypersurfaces which intersect transversally in a smooth
spherical cross section S, one of them representing an incoming null hypersurface and the other
one null infinity. In [39] Kánnár has proved local well-posedness for the CFE in some future-
neighbourhood of S. For this he employs that the CFE contain a symmetric hyperbolic system
of evolution equations and a system of constraint equations, preserved under evolution. Solu-
tions to the constraints are constructed from suitably chosen freely prescribable “seed data”, and
well-posedness for the evolution equations follows from Rendall’s result [51], which guarantees
existence in some neighborhood to the future of the intersection sphere S. This result has been
improved recently in [7], where it is shown that a solution exists in fact in some neighborhood
to the future of the whole initial surface (or rather of that part where the constraints admit a
solution as there might be obstructions due to the non-linear Raychaudhuri equation).
The purpose of this appendix is to split the required data on the initial surface into “gauge
data”, whose description is just a matter of choice, and the remaining “physical data”. For this
it is convenient to somewhat reformulate the asymptotic Cauchy problem where the freedom to
prescribe data on the incoming null hypersurface is, to some extent, shifted to the freedom to
prescribe certain global quantities such as the mass aspect on the critical set I−. Our aim is to
set up a scheme where as many data as possible can be freely prescribed on I − and its future
boundary I−. Such a scheme turns out to be very convenient for the analysis of the appearance
of logarithmic terms at the critical sets of spatial infinity. In doing so we will choose a wave-map
gauge which admits a representation of spatial infinity as a cylinder à la Friedrich.
A.2.1 Gauge freedom
Consider two null hypersurfaces N and Σ with transverse intersection along a smooth submani-
fold S ∼= S2. We introduce adapted null coordinates (τ, r, xA˚) (cf. [8]) so that Σ coincides with
the set {τ = −1}, while N is given by {r = rN > 0} and the intersection sphere S corresponds
to the set {τ = −1, r = rN }. The conformal factor is to be chosen in such a way that Σ can be
identified with I − and its future boundary I− in the emerging vacuum spacetime.
The conformal gauge freedom hidden in the MCFE (A.1)-(A.6) arises from the freedom to
choose the conformal factor Θ. It can be exploited in such a way that e.g.
R = R∗ , θ+N = 0 , θ
+
Σ = 0 , gA˚B˚ |S = sA˚B˚ . (A.48)
Such a gauge can be realized as follows: Assume we have been given a spacetime (M , g) and a
conformal factor Θ. We apply a conformal rescaling Θ 7→ φΘ and g 7→ φ2g with φ > 0. To realize
the condition R = R∗ the function φ needs to satisfy a wave equation. This leaves the freedom
to prescribe φ on N ∪ Σ. On N we have θ+N 7→ θ+N + 2∂τ logφ|N , which becomes zero if the
restriction of φ to N satisfies an appropriate ODE along each of the null geodesic generators on
N . Since any Riemannian metric on the 2-sphere is conformal to the standard metric, the initial
data for φ|N at S can be employed to arrange that gA˚B˚ |S = sA˚B˚. Finally, θ+Σ 7→ θ+Σ +2∂r logφ|Σ,
whence θ+Σ = 0 is realized by a function φ|Σ which satisfies an ODE. The initial data follow from
φ|N and continuity at S. (Note that the solutions of both ODEs φ|N and φ|Σ will be positive
since φ|S > 0, which in turn implies that φ will be positive at least sufficiently close to N ∪Σ.)
Next, we want exploit the coordinate gauge freedom in such a way that
κN = 0 , κΣ = −2
r
, ∂τΘ|S = 2 , gτr|S = g∗τr . (A.49)
108
For this, we consider coordinate transformations of the form τ 7→ τ˜ = τ˜(τ, xA˚) and r 7→ r˜ =
r˜(r, xA˚). First of all we observe that (A.48) remains invariant. The gauge conditions κN = 0
and κΣ = − 2r are arranged by solving second-order ODEs for τ˜ and r˜ along the null geodesic
generators of N and Σ, respectively. This still leaves the freedom to apply transformations
of the form τ 7→ p(1)τ + p(2) on N and r 7→ q(1)r
1+q(2)r
on Σ with p(a) and q(a) some functions
on S2. We have imposed the conditions that I − = {τ = −1}, S = {τ = −1, r = rN } and
I− = {τ = −1, r = 0}. This requires p(2) = p(1) − 1 and q(1) = 1 + q(2)rN . Applying both
transformations we find that
∂τΘ|S 7→ 1
p(1)
∂τΘ , gτr|S 7→ 1
p(1)(1 + q(2)rN )
gτr , (A.50)
which clearly can be employed to realize (A.49). The remaining gauge freedom will be fixed
below. Let us choose
rN = 1 . (A.51)
In addition to (A.48) and (A.49) there remains the freedom to prescribe the gauge source
functions Wµ (cf. [8, 22, 24]) which capture the freedom to choose coordinates off the initial
surface. The gauge source functions (or rather their restrictions to N ∪Σ) can be chosen in such
a way that [44, 46]
gτr|N = rN = 1 , gτr|Σ = r , gτA˚|N = gττ |N = grA˚|Σ = 0 , grr|Σ = χ(r) . (A.52)
The function χ(r) is a smooth, non-increasing cut-off function which is one on [0, 1/3] and zero
on [2/3, 1]. The reason for the cut-off is that ∂τ should be a null vector on Σ close to S, so
that it provides a parameterization of the null geodesic generators of N , while we want it to be
timelike close to I− to get there conformal Gauss coordinates based on a congruence of timelike
conformal geodesics.
Finally we choose
R∗|N = 0 , R∗|Σ = 0 , ∂τR∗|Σ = 0 . (A.53)
The gauge source functions and the curvature scalar are then extended to smooth spacetime
functions, e.g. in such a way that one obtains conformal Gauss coordinates near spatial infinity. In
which way they are chosen off the initial surface will be irrelevant for the following considerations.
Once this has been done, the gauge is fixed, apart from the freedom to choose coordinates (xA˚)
on S2 (which will be irrelevant for us).
A.2.2 Constraint equations on an incoming null hypersurface
In the gauge described in Section A.2.1 the constraint equations on I − ∼= Σ have been derived
in Appendix A.1. On Σ it is convenient to regard ΞΣ
A˚B˚
, equivalently the radiation field WrA˚rB˚|Σ
supplemented by ΞΣ
A˚B˚
|S and ∂rΞΣA˚B˚|S , as the free “physical” initial data. In the “standard”
approach the initial data for the ODEs for Wr
r
r
r, WA˚
r
r
r, WA˚
r
B˚
r and Lrr cannot be specified
freely, but follow from the data given at N and the continuity requirement at S. Here, we want
to present an approach where this procedure is reserved: We prescribe initial data for the ODEs
at I−, i.e. at r = 0. Then we solve the ODEs and determine the data they induce at S, i.e.
at r = rN = 1, and choose the data on N in such a way that all the field are continuous at S
so that the results in [7, 39, 51] apply. For this it becomes necessary to discuss the constraint
equations on N as well.
In the gauge constructed above we have
R|N = 0 , θ+N = κN = 0 , gτr|N = 1 , gτA˚|N = gττ |N = 0 , gA˚B˚ |S = sA˚B˚ . (A.54)
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As “physical” initial data we regard as e.g. in [8, 51] the
conformal class of gA˚B˚|NdxA˚dxB˚ , (A.55)
which is a smooth 1-parameter family of Riemannian metrics, defined at least in some neigh-
borhood of S, i.e. on N ∼= [0, ε)× S2. Denote by γA˚B˚dxA˚dB˚ a representative of that conformal
class. The conformal factor Ω > 0 relating γA˚B˚ and gA˚B˚, gA˚B˚ = Ω
2γA˚B˚ needs to be chosen in
such a way that θN = 0, or, equivalently,
∂τ logΩ = −1
4
γA˚B˚∂τγA˚B˚ . (A.56)
For a given initial datum Ω|S > 0, which is computed from the gauge condition Ω2γA˚B˚ |S = sA˚B˚,
this equation determines a positive function Ω and thus a Riemannian family gA˚B˚|N .
For smooth seed data γA˚B˚, gA˚B˚|N admits an expansion at the intersection sphere S ∼= S2 of
the form
gA˚B˚|N ∼ sA˚B˚ +
∞∑
n=1
h
(n)
A˚B˚
(1 + τ)n . (A.57)
In fact this expansion will be the only relevant part of the data with regard to the problem we
are interested in. As “non-gauge”-part of the asymptotic expansion (A.57) one may regard the
trace-free part of the h(n)’s: Indeed, instead of γA˚B˚ we may prescribe a set of s-tracefree tensors
(h
(n)
A˚B˚
)tf , n ∈ N, on S2. The gauge condition θ+N = 0 then determines all the traces sA˚B˚h(n)A˚B˚ by
solving a hierarchical system of algebraic equations. This determines the expansion (A.57) which
then can be extended in any way to a θ+N = 0-family of Riemannian metrics on N .
Continuity of ∂τgAB at S requires
ΞΣ
A˚B˚
|S = (∂τgA˚B˚)tf |S = (h(1)A˚B˚)tf . (A.58)
The shear σN
A˚
B˚ of N depends only on the conformal class of γA˚B˚, cf. [8]. Its expansion at S
reads
σN
A˚
B˚ ≡ 1
2
(
gB˚C˚∂τgA˚C˚
)
tf
∣∣
N
=
1
2
(h
(1)
A˚
B˚)tf + (h
(2)
A˚
B˚)tf(1 + τ) +O(1 + τ)
2 . (A.59)
Angular indices which refer to fields defined on N are raised and lowered with gA˚B˚ |N while those
of their expansion coefficients at S are raised and lowered with sA˚B˚.
Let us determine all the remaining fields on N which are needed as initial data for the
symmetric hyperbolic system of evolution equations implied by the MCFE. From the definition
of the Schouten tensor in terms of g one finds that
Lττ |N = 1
2
Rττ [g] = −1
2
|σN |2 , (A.60)
where |σ|2 := σA˚B˚σB˚A˚. Here (and in what follows) we make extensively use of the expressions
for the Christoffel symbols in adapted null coordinates computed in [8, Appendix A].
Next, we evaluate the (ττ)-component of (A.3),
∂2ττΘ|N = −ΘLττ , with Θ|S = 0 , ∂τΘ|S = 2 . (A.61)
The first initial datum makes sure that S correspond to a cross-section of I − while the second
datum is our gauge condition (A.49). In particular this yields the expansion
Θ = 2(1 + τ) +
1
24
|h(1)tf |2(1 + τ)3 +O(1 + τ)4 . (A.62)
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The (τA)-component of (A.3) together with the definition of the Schouten tensor yields an
expression for ξNA ≡ − 12ΓττA|N and LτA|N ,(
∂τ − 2∂τΘ
Θ
)
ξN
A˚
=2 6∇B˚σNA˚ B˚ + 4
∂A˚∂τΘ
Θ
− 4σN
A˚
B˚ ∂B˚Θ
Θ
, (A.63)
LτA˚|N =
1
2
6∇BσNA˚ B˚ −
1
4
∂τξ
N
A˚
. (A.64)
The Levi-Civita connection associated to gA˚B˚|N is denoted by 6 ∇. The ODE for ξNA˚ takes the
asymptotic form(
∂τ − 2
1 + τ
+O(1 + τ)
)
ξN
A˚
= DB˚(h
(1)
A˚
B˚)tf + 2(1 + τ)DB˚(h
(2)
A˚
B˚)tf +O(1 + τ)
2 , (A.65)
where D denotes the Levi-Civita connection of sA˚B˚. This is a Fuchsian ODE and there remains
a gauge freedom to prescribe
ςA˚ := ∂
2
ττξ
N
A˚
|S . (A.66)
This corresponds to the freedom to prescribe the torsion 1-form on the intersection surface of
two null hypersurfaces intersecting transversally in the physical spacetime (M˜ , g˜) (cf. e.g. [13]).
In general, the asymptotic expansion of the solution of the ξNA -equation will involve logarith-
mic terms. The solution will be smooth at S if and only if a no-logs-condition holds,
∇˚B˚(h(2)A˚
B˚)tf = 0 ⇐⇒ (h(2)A˚B˚)tf = 0 . (A.67)
This recovers the no-logs-condition derived in [15] expressed in the conformally rescaled spacetime
and in our current gauge. We assume that this condition is satisfied. Then
ξN
A˚
= −DB˚(h(1)A˚
B˚)tf(1 + τ) +
1
2
ςA˚(1 + τ)
2 +O(1 + τ)3 . (A.68)
The results in [7, 15, 45] then tell us that this already implies that there exists a smooth extension
through I −.
Taking the trace of the (A˚B˚)-component of (A.3) and combining it with (A.5) and the τ -
component of (A.4), the definition of the Schouten tensor and the gauge condition R|N = 0, we
obtain the following system (6RN denotes the curvature scalar associated to gA˚B˚|N )(
∂τ − ∂τΘ
Θ
− ∂
2
ττΘ
∂τΘ
)
∂τθ
−
N =−
(
∂τ − ∂
2
ττΘ
∂τΘ
)(
6RN+ 6∇A˚ξN
A˚
− 1
2
|ξN |2
)
− 2∂τ 6∆Θ
Θ
+
2∂2ττΘ
Θ2∂τΘ
(
Θ 6∆Θ− 6∇A˚Θ 6∇A˚Θ
)
− 4LτA˚ 6∇
A˚Θ
Θ
, (A.69)
s|N =Θ
4
(
6RN+ 6∇A˚ξN
A˚
− 1
2
|ξN |2 + ∂τθ−N
)
+
6∆Θ
2
− θ
−
N
4
∂τΘ , (A.70)
∂rΘ|N = 1
∂τΘ
[
Θs− 1
2
6∇A˚Θ 6∇A˚Θ
]
, (A.71)
gA˚B˚LA˚B˚|N =
1
2
6RN + 1
2
6∇A˚ξN
A˚
− 1
4
|ξN |2 + 1
2
∂τθ
−
N , (A.72)
Lτr|N =− 1
2
gA˚B˚LA˚B˚ . (A.73)
Near S the ODE for θ−N takes the form (note that 6RN+ 6∇A˚ξN
A˚
= 2 +O(1 + τ)2)(
∂τ − 1
1 + τ
+O(1 + τ)
)
∂rθ
−
N = O(1 + τ) , (A.74)
111
and the boundary conditions are θ−N |S = −2θ+Σ = 0 and ς := ∂2ττθ−N |S , whence
θ−N =
1
2
ς(1 + τ)2 +O(1 + τ)3 . (A.75)
Moreover,
gA˚B˚LA˚B˚|N = 1 +
1
2
ς(1 + τ) +O(1 + τ)2 . (A.76)
The tracefree-part of the (A˚B˚)-component of (A.3) combined with the definition of the
Schouten tensor in terms of g provides the following equations
(
∂τ − ∂τΘ
Θ
)
ΞN
A˚B˚
=
(
6∇(A˚ξNB˚) −
1
2
ξN
A˚
ξN
B˚
+ 2Θ−1 6∇A˚ 6∇B˚Θ
)
tf
+ σN
A˚B˚
(θ−N
2
+ 2
∂rΘ
Θ
)
, (A.77)
(LA˚B˚)tf =
(1
2
6∇(A˚ξNB˚) −
1
4
ξN
A˚
ξN
B˚
+
1
4
θ−Nσ
N
A˚B˚
− 1
2
∂τΞ
N
A˚B˚
)
tf
, (A.78)
where
ΞN
A˚B˚
:= −2(Γτ
A˚B˚
)tf − gττσNA˚B˚|Σ . (A.79)
Near S, the ODE for ΞN
A˚B˚
is of the form
(
∂τ − 1
1 + τ
+O(1)
)
ΞN
A˚B˚
= O(1 + τ) , (A.80)
and the data ∂τΞ
N
A˚B˚
|S are determined by the data ΞΣA˚B˚ given on Σ,
∂τΞ
N
A˚B˚
|S = ∂rΞΣA˚B˚|S =: Σ
(1)
A˚B˚
.
From the definition of the Weyl tensor we find
ΘWτA˚τB˚|N = RτA˚τB˚ − gA˚B˚Lττ = −gB˚C˚∂τσNA˚ C˚ = −(h
(2)
A˚B˚
)tf + O(1 + τ) = O(1 + τ) , (A.81)
as follows from the no-logs condition (A.67).
Using the algebraic symmetries of the Weyl tensor we extract from (A.2) the following set of
equations,
∂τΘWrττA˚|N =∂τLτA˚ −
(
6∇A˚ +
1
2
ξN
A˚
)
Lττ + σ
N
A˚
B˚LτB˚+ 6∇B˚ΘWτA˚τB˚ , (A.82)
∂τΘWrτA˚B˚|N =2
(
6∇[A˚ +
1
2
ξN
[A˚
)
LB˚]τ − 2σN[A˚C˚(LB˚]C˚)tf + 2 6∇[A˚ΘWB˚]ττr , (A.83)
∂τΘWτrτr|N =σNA˚B˚(LA˚B˚)tf − 2∂τLτr −
(
6∇A˚ − 1
2
ξA˚
)
LτA˚ +
1
2
θ−NLττ+ 6∇A˚ΘWrττA˚, (A.84)
∂τLrA˚|N = − ∂rΘWrττA˚ −
1
2
6∇A˚ΘWτrτr +
1
2
6∇B˚ΘWrτA˚B˚+ 6∇A˚Lτr
+
1
2
ξN
B˚
(LA˚
B˚)tf − 1
2
ΞN
A˚
B˚LτB˚ +
1
4
θ−NLτA˚ , (A.85)
∂τΘWrτrA˚|N =− 6∇A˚Lτr− 6∇B˚(LA˚B˚)tf + σNA˚ B˚LrB˚ +
1
2
ΞN
A˚
B˚LτB˚ +
1
4
θ−NLτA˚
+ ∂rΘWrττA˚+ 6∇A˚ΘWτrτr . (A.86)
The intial data for (A.85) follow from the data on Σ by continuity, LrA˚|S = 0.
112
The (τrr)-component of (A.2) together with the contracted second Bianchi identity provides
an ODE for Lrr|N ,
2∂τLrr|N = ∂rΘWτrτr+ 6∇A˚ΘWrτrA˚ + θ−NLτr −
(
6∇A˚ −
3
2
ξN
A˚
)
Lr
A˚ +
1
2
ΞN
A˚B˚
(LA˚B˚)tf +
1
6
∂rR .
(A.87)
Again, the data at the intersection sphere follow from those on Σ, Lrr|S = 0.
The remaining components for the rescaled Weyl tensor follow from the Bianchi equation and
algebraic symmetries of the Weyl tensor,
∂τ (WrA˚rB˚)tf
∣∣∣
N
=
3
4
ΞN
(A˚
C˚WrτB˚)C˚ +
3
4
ΞN
A˚B˚
Wτrτr +
(
(6∇(A˚ −
7
2
ξN
(A˚
)WB˚)rτr
)
tf
(A.88)
where the initial data are determined by the radiation field at S.
From all these equations one may determine smooth expansions of all the relevant fields on
N near S (assuming, as a matter of course, that the no-logs condition (A.67) holds).
We obtain the following
Proposition A.1 1. Consider two smooth null hypersurfaces N and Σ in a 3+1-dimensional
manifold with transverse intersection along a smooth submanifold S ∼= S2 in adapted null
coordinates (so that N = {r = 1}, Σ = {τ = −1} and S = {τ = −1, r = 1}). Given an
initial data set which consists of
(i) a smooth family τ 7→ γA˚B˚(τ) of Riemannian metrics on N ,
(ii) a smooth family r 7→WA˚B˚(r) of symmetric, s-tracefree tensor fields on Σ representing
the radiation field,
(iii) a function ς, a 1-form ςA˚ and two symmetric trace-free tensors Σ
(n)
A˚B˚
, n = 0, 1 on S,
and assume that the no-logs condition (A.67) is satisfied at S. Then there exists a unique
smooth (continuous at S) solution (Θ, s, gµν , Lµν ,Wµνσρ) to the characteristic constraint
equations induced by the MCFE on N ∪Σ in the gauge described in Section A.2.1 such that
(a) γA˚B˚ = [gA˚B˚]|N ,
(b) WA˚B˚ = (WrA˚rB˚)tf |Σ,
(c) ς = 4Wτrτr|S, ςA˚ = 8WτrτA˚|S, Σ(0)A˚B˚ = ΞΣA˚B˚|S and Σ
(1)
A˚B˚
= ∂rΞ
Σ
A˚B˚
|S.
(d) Σ = I −.
One may regard the set (γA˚B˚ ,WA˚B˚, ς, ςA˚,Σ
(0)
A˚B˚
,Σ
(1)
A˚B˚
) as “physical” seed data for the evolu-
tion equations.12
2. Given seed data (γA˚B˚,WA˚B˚, ς, ςA˚,Σ
(0)
A˚B˚
,Σ
(1)
A˚B˚
) it follows from the results in [7, 39, 51] that
an (up to conformal diffeomorphisms) unique solution to the MCFE exists in some neigh-
borhood to the future of I − = {τ = −1, 0 < r ≤ 1} (and N ).
Remark A.2 Note that the metric becomes singular at the critical set I− = {τ = −1, r = 0}
so nothing can be said about spatial infinity in this scheme. The solution also exists in some
neighborhood to the future of N , supposing that the Raychaudhuri equation does not produce
conjugate points. Since our main interest lies in the behavior near I − and the critical set I−,
this is irrelevant for our purposes.
12 As trace-free symmetric tensors on S2, Σ
(0)
A˚B˚
and Σ
(1)
A˚B˚
are both determined (via Hodge decomposition) in
terms of 2 functions. Here we use a gauge where rN = 1. In fact this gauge freedom can alternatively be employed
to prescribe one of these functions. This freedom will be relevant when it is shifted to I− in the next section, and
it is shown in Section 3.4 that this is possible.
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A.2.3 An alternative initial data set
In view of an analysis of the behavior of the CFE at spatial infinity it is convenient to pre-
scribe as many data as possible at the critical set I− ∼= S2. Instead of (τ 7→ γA˚B˚(τ), r 7→
WA˚B˚(r), ς, ςA˚,Σ
(0)
A˚B˚
,Σ
(1)
A˚B˚
) let us therefore consider the following initial data set
(i) a smooth family r 7→ WA˚B˚(r) of symmetric, s-tracefree tensor fields on I − representing
the radiation field,
(ii) two functions M = 12Wr
r
r
r|I− (which can be identified as the (ADM) mass aspect, cf.
Section 4.1) and N := − 18ǫA˚B˚D[A˚D C˚∂2rΞI
−
B˚]C˚
|I− (which can be identified as the dual mass
aspect, i.e. a NUT-like parameter, cf. Section 3.4.1).
(iii) a 1-form LA˚ =
1
2∂
2
rWA˚
r
r
r|I− on I− (which is related to the angular momentum), and
(iv) a set {c(n+2,n)
A˚B˚
} of symmetric, s-tracefree tensors on I−, where c(n+2,n)
A˚B˚
corresponds to the
(n+ 2)th-order expansion coefficient of ∂nτ (WτA˚τB˚)tf |I− , n ≥ 0.
M and LA˚ provide the initial data for the ODEs (A.43)-(A.44) for Wr
r
r
r|I− and WA˚rrr|I−
(note that the latter one is of Fuchsian type at I−). They substitute the data ς and ςA˚ at S,
to which they are, via the constraints, in one-to-one correspondence. Similarly, the freedom to
prescribe Σ
(0)
A˚B˚
≡ ΞI−
A˚B˚
|S and Σ(1)A˚B˚ ≡ ∂rΞI
−
A˚B˚
|S can be shifted by the second-order ODE (A.40)
to the freedom to prescribe ∂rΞ
I
−
A˚B˚
|I− and ∂2rΞI
−
A˚B˚
|I− . In the previous section we have chosen a
gauge where rN = 1. This gauge freedom, which arises from a freedom to rescale r can be used
to prescribe D A˚D B˚∂2rΞA˚B˚ |I− instead (cf. Section 3.4), so that, via Hodge decomposition, the
function N is left as “physical” part of the data. The second datum ∂rΞ
I
−
A˚B˚
|I− needs to vanish
if one requires the rescaled Weyl tensor to be bounded at I− (cf. (4.15)), whence we do not
consider it here (it is tacitly assumed to be trivial).
Let us derive equations for ∂nτ (WA˚
r
B˚
r)tf |I− . For this set∇(n)τ := ∇τ . . .∇τ︸ ︷︷ ︸
n times
. Suppose that the
fields (∂k+1τ Θ, ∂
k
τ s, ∂
k+1
τ gµν , ∂
k
τLµν , ∂
k
τWµνσρ)|I− , k ≤ n−1, have been computed from appropri-
ate smooth seed data. We employ the MCFE to compute (∂n+1τ Θ, ∂
n
τ s, ∂
n+1
τ gµν , ∂
n
τ Lµν , ∂
n
τWµνσρ)
on I −. It turns out that the equations are algebraic, except the ones for ∂nτ Lττ and for certain
components of the metric and the rescaled Weyl tensor. For n ≥ 1 we have
∇(n+1)τ Θ|I− =−∇(n−1)τ (ΘLττ) + gττ∇(n−1)τ s , (A.89)
∇(n)τ s|I− =−∇(n−1)τ (Lτν∇νΘ) , (A.90)
∇(n)τ Lασ|I− =∇(n−1)τ ∇αLτσ −∇(n−1)τ (∇ρΘWτασρ) , (A.91)
gτr∇(n)τ Wµνσr |I− =− gτr∇(n−1)τ ∇rWµνστ − grr∇(n−1)τ ∇rWµνσr − gA˚B˚∇(n−1)τ ∇A˚WµνσB˚ ,
(A.92)
2gτr∇(n)τ ∇rLττ |I− =
1
6
∇(n+1)τ R− grr∇(n)τ ∇rLτr − gA˚B˚∇(n)τ ∇A˚LτB˚ +∇(n)τ (∇ρΘWτrτ ρ) ,
(A.93)
∇(n)τ R(H)µν [g]|I− =2∇(n)τ Lµν +
1
6
∇(n)τ Rgµν , (A.94)
where R
(H)
µν denotes the wave-map gauge reduced Ricci tensor [8]. Indeed, we observe that
(A.89)-(A.92) provide algebraic equations for (∂n+1τ Θ, ∂
n
τ s, ∂
n
τ Lασ, ∂
n
τWµνσr)|I− in terms of the
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known fields (∂k+1τ Θ, ∂
k
τ s, ∂
k+1
τ gµν , ∂
k
τLµν , ∂
k
τWµνσρ)|I− , k ≤ n − 1, while (A.93) provides an
ODE for ∂nτ Lττ |I− with initial data determined by Lττ on N , (A.60). Then (A.94) provides
ODEs for ∂n+1τ gµν |I− . The initial data at S are determined by gµν |N .
Note that, due to the divergence of gτr|I− , these ODEs are of Fuchsian type at I−, and note
further that the solutions to e.g. (A.92) might be unbounded at I−. For our current analysis,
though, this does not cause any problems.
Finally, the second Bianchi identity and the algebraic symmetries of the rescaled Weyl tensor
yield (cf. [44])
0 =∇(n)τ (∇ρW0(A˚B˚)ρ)tf |I− (A.95)
=
1
2
grr∇(n)τ ∇τ (WrA˚rB˚)tf − gτr∇(n)τ ∇r(WτA˚τB˚)tf +
1
2
gτr(g
rr)2∇(n)τ ∇r(WrA˚rB˚)tf
+ gτr(∇(n)τ ∇(A˚WB˚)τrτ)tf + grr∇(n)τ (∇(A˚WB˚)rrτ)tf (A.96)
=− gτr∇(n)τ ∇r(WτA˚τB˚)tf +
1
4
gτr(g
rr)2∇(n)τ ∇r(WrAr˚B˚)tf
+
1
2
grr∇(n)τ (∇(A˚WB˚)rrτ)tf + gτr(∇(n)τ ∇(A˚WB˚)τrτ )tf , (A.97)
where we used that
0 =gτr∇(n)τ (∇ρWr(A˚B˚)ρ)tf |I−
=−∇(n)τ ∇τ (WrA˚rB˚)tf −
1
2
gτrg
rr∇(n)τ ∇r(WrA˚rB˚)tf −∇(n)τ (∇(A˚WB˚)rrτ)tf .
Equation (A.97) is of the form (recall that θ+I
−
= σI
−
A˚B˚
= 0, gτr|I− = r, grr|I− = r2 and
κ = −2/r, for r < 1/3),
(
∂r − n+ 2
r
)
∂nτ (WτA˚τB˚)tf |I− = known smooth function . (A.98)
This equation is also valid for n = 0. In the usual approach the initial data for these ODEs
follow from (A.81) and the continuity requirement at S (the right-hand side of (A.81) divided
by Θ is regular at S). What actually matters from the data given on N is thus the expansion of
WτA˚τB˚|N at S, and this is determined by the functions (h(k)A˚B˚)tf , k ≥ 3.
Here we want to prescribe data at I− = {r = 0}. The data which can be specified for
∂nτ (WτA˚τB˚)tf |I− , n ≥ 0, correspond to its (n + 2)nd-order expansion coefficient c(n+2,n)A˚B˚ at I−.
We then compute all the (h
(k)
A˚B˚
)tf ’s, k ≥ 3, at S by solving the hierarchical system above, and,
using Borel summation (cf. e.g. [12]), extend them to data γA˚B˚ on N . Our analysis at I− in this
work does not depend on this extension. Note that (h
(1)
A˚B˚
)tf is determined by (A.40) while (h
(2)
A˚B˚
)tf
follows from the no-logs condition. A solution to (A.97) will generally be polyhomogeneous at
I−. If this already happened for some k < n the right-hand side might be polyhomogenous at
I− as well. For our current discussion non-smoothness at I− is irrelevant.
Proposition A.3 The data (WA˚B˚(r),M,N,LA˚, c
(n+2,n)
A˚B˚
) for the asymptotic characteristic ini-
tial value problem determine a unique (up to gauge) solution of the MCFE supposing that an
extension of the data γA˚B˚(r) on N has been given, whose Taylor expansion at S is determined
by (WA˚B˚(r),M,N,LA˚, c
(n+2,n)
A˚B˚
). All solutions with bounded rescaled Weyl tensor Wijkl |I− at
I− can be generated by such data.
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