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Introduction
Efficient market theory and the random walk hypothesis have been major issues in financial literature, for the past thirty years. While a random walk does not imply that a market can not be exploited by insider traders, it does imply that excess returns are not obtainable through the use of information contained in the past movement of prices. The validity of the random walk hypothesis has important implications for financial theories and investment strategies, and so this issue is relevant for academicians, investors and regulatory authorities. Academicians seek to understand the behavior of stock prices, and standard risk-return models, such as the capital asset pricing model, depend of the hypotheses of normality or random walk behavior of prices. For investors, trading strategies have to be designed taking into account if the prices are characterized by random walks or by persistence in the short run, and mean reversion in the long run. Finally, if a stock market is not efficient, the pricing mechanism does not ensure the efficient allocation of capital within an economy, with negative effects for the overall economy. Evidence of inefficiency may lead regulatory authorities to take the necessary steps and reforms to correct it.
Since the seminal work of Fama (1970) , several studies show that stock price returns do not follow a random walk and are not normally distributed, including Fama and French (1988) and Lo and MacKinlay (1988) , among many others. The globalization markets spawned interest on the study of this issue, with many studies both on individual markets and regional markets, such as Latin America (Urrutia, 1995; Grieb and Reyes, 1999) , Africa (Smith at al., 2002; Magnusson and Wydick, 2002) , Asia (Huang, 1995; Groenewold and Ariff, 1998) , Middle East (Abraham et al., 2002) and Europe (Worthington and Higgs, 2004) , reporting unconformity with random walk behavior. The list is too extensive for a comprehensive survey, which is beyond the purpose of this study. Previous studies of weak-form efficiency of the Portuguese market include Gama (1998) , Dias et al. (2002) , Smith and Ryoo (2003) and Worthington and Higgs (2004) . Both Gama (1998) and Smith and Ryoo (2003) use a variance ratio test and conclude that the Portuguese market was not weak-form efficient until 1998. To our knowledge, the most complete study on Portugal until now is Dias et al. (2002) who study daily data of the PSI-20 index from January 1993 to September 2001 and find favorable evidence for a random walk by an augmented Dickey-Fuller test, but find stronger evidence against this hypothesis, using serial correlation and variance ratio tests. Worthington and Higgs (2004) use more recent data, from August 1995 to May 2003, and mostly find evidence that does not allow the rejection of a random walk, using serial correlation, augmented Dickey-Fuller and variance-ratio tests.
The main contribution of this paper is to add to international evidence on the random walk theory of stock market prices, by testing the Portuguese benchmark index , for the null hypothesis of a random walk. It adds on previous studies for the Portuguese stock market, by demonstrating that the evolution in recent years, until 2006, has been in the direction of increased weak-form efficiency.
Methodology

Serial correlation of returns
An intuitive test of the random walk for an individual time series is to check for serial correlation. If the PSI-20 index returns exhibit a random walk, the returns are uncorrelated at all leads and lags. We perform least square regressions of daily, weekly and monthly returns on lags one to ten of the return series. To test the joint hypothesis that all serial coefficients ( ) t are simultaneously equal to zero, we apply the Box-Pierce Q statistic: where Q BP is asymptotically distributed as a chi-square with m degrees of freedom, n is the number of observations, and m is the maximum lag considered (in this study, m equals ten). We also use a Ljung-Box test, which provides a better fit to the chisquare distribution, for small samples:
Runs test
To test for serial independence in the returns we also employ a runs test, which determines whether successive price changes are independent of each other, as should happen under the null hypothesis of a random walk. By observing the number of runs, that is, the successive price changes (or returns) with the same sign, in a sequence of successive price changes (or returns), we can test that null hypothesis.
We consider two approaches: in the first, we define as a positive return (+) any return greater than zero, and a negative return (-) if it is below zero; in the second approach, we classify each return according to its position with respect to the mean return of the period under analysis. In this last approach, we have a positive (+) each time the return is above the mean return and a negative (-) if it is below the mean return. This second approach has the advantage of allowing for and correcting the effect of an eventual time drift in the series of returns. Note that this is a non-parametric test, which does not require the returns to be normally distributed. The runs test is based on the premise that if price changes (returns) are random, the actual number of runs ( R ) should be close to the expected number of runs ( R µ ). 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60   F  o  r  P  e  e  r  R  e  v  i  e  w   5 Let + n and n be the number of positive returns (+) and negative returns (-) in a sample with n observations, where + + = n n n . For large sample sizes, the test statistic is approximately normally distributed: 
Unit Root Tests
Our third test is the augmented Dickey-Fuller (ADF) test which is used to test the existence of a unit root in the series of price changes in the stock index series, by estimating the following equation through OLS: 
which is robust under heteroskedasticity, hence can be used for a longer time series analysis. The procedure proposed by Lo and MacKinlay (1988) is devised to test individual variance ratio tests for a specific q-difference, but under the random walk hypothesis, we must have
multiple variance ratio test is
proposed by Chow and Denning (1993) . Consider a set of m variance ratio tests
, associated with the set of aggregation
Under the random walk hypothesis, there are multiple subhypotheses:
The rejection of any or more i H 0 rejects the random walk null hypothesis. In order to facilitate comparison of this study with previous research (Lo and MacKinlay, 1988 and Campbell et al. 1997 ) on other markets, the q is selected as 2, 4, 8, and 16. We apply the tests to the whole sample, but also separately to five periods which are defined by different trends in the market index. In period 1 (from 1-Jan-1993 to 31-Dec-1996) the index showed a trend of slow growth, which accelerated in the period 2 (from 2-Jan-1997 to 22-Apr-1998) reaching a peak in this last day. In period 3 (from 23-Apr-1998 to 10-Mar-2000) the index first declined sharply, and then grew very strongly reaching an all-time peak on 10-Mar-2000. Period 4 (from are not defined in terms of any institutional change, and do not reflect any statistical criteria; it is a naïve criterion reflecting only visual trend changes of the market. The testing of periods has also the advantage of allowing for structural changes, so that the market may follow a random walk in some of the periods while in other periods that hypothesis may be rejected. A similar approach of arbitrarily-chosen periods is taken by Wheeler et al. (2002) in their analysis of the Warsaw Stock Exchange.
Roughly, each of the periods has duration from one and a half years to four years.
We are particularly interested in period 5, from March 2003 to December 2006, both because it has not been covered by previous studies, and because it is "now".
INSERT FIGURE 1
Non-trading is not a problem for the statistical tests since all the companies included in the index are only very rarely not traded on any given day, and the index is bound to fluctuate on every trading day. We use the daily closing prices to compute also weekly and monthly data. The weekly price series is constructed with the closing price on Wednesdays, to minimize day-of-the-week effects. computed as the logarithmic difference between two consecutive prices in a series. Table 1 shows the descriptive statistics for the returns of the PSI-20 stock index.
INSERT TABLE 1 The mean returns in the five periods are very different, reflecting the visual criteria used to define those periods. The returns are negatively skewed in almost all periods, and for daily, weekly and monthly data, which means that large negative returns tend to be larger than the higher positive returns. The level of kurtosis is high in the whole sample, but with a tendency to decrease in the later periods. The JarqueBera statistic rejects the hypothesis of a normal distribution of returns in all periods and types of data, at a significance level of 1%. The distribution of returns is in fact leptokurtic, as can be confirmed visualy in Figure 2 , although it has been approaching the normal distribution in the most recent periods.
INSERT FIGURE 2
Results
Serial Correlation
The results for the tests on serial correlation, Box-Pierce and Ljung-Box statistics are presented in Table 2 , for daily, weekly and monthly returns.
INSERT TABLE 2
The daily returns exhibit serial correlation at a significance level of 1% for the total sample and for all the periods, except in period 2, where the B-P and L-B The evidence of serial correlation decays as the lag length increases, as it is milder for the weekly data, and for monthly data the overall serial correlation of returns is not significant. This means that the larger the interval of the observations of prices, the less important is the lagged price for explaining future prices. This is consistent with the findings of several other studies including Fama (1965) , Panas (1990) and Ma and Barnes (2001) . Lastly, we should be cautious in the interpretation of these results, as they assume normality, which we have shown that is not a valid assumption for the distribution of daily returns of the PSI-20 index, in the period 1993 to 2006.
Runs Test
The results of the runs test, which do not depend on normality of returns, are presented in Table 3 , for daily, weekly and monthly returns.
INSERT The number of runs is always less than the expected number of runs, for daily, weekly and monthly data, and for all periods, in line with findings of several international studies (Worthington and Higgs 2004, Abraham et al. 2002) . This difference is significant at the 1% level for the daily data, for periods 1 to 3 (January 1993 to March 2000). In periods 4 and 5 (March 2000 to December 2006), the number of runs is not statistically different from the expected number of runs, which is consistent with a random walk. The low number of runs in the weekly and monthly returns also refutes the random walk hypothesis, except in the periods 4 and 5, for the weekly data.
Unit Root Tests
In our third test we compute the Augmented Dickey-Fuller statistic to test the null hypothesis of a unit-root in the PSI-20 index prices. We show results is Table 4 .
INSERT TABLE 4
The number of lagged variables was determined by the Akaike Info Criterion, from a maximum of 10 lags allowed. The results are very clearly in favor of the random walk hypothesis, as the null hypothesis of a unit-root is not rejected for any type of returns (daily, weekly, monthly) or any period. Again, this evidence is consistent with similar findings for the Portuguese stock market, by Dias et al. (2002) and Worthington and Higgs (2004) . In any case we have to be cautious about these results, as Liu and He (1991) show that unit root tests may not detect departures from a random walk. 
INSERT TABLE 5
Except for the daily data in period 4, all variance ratios are larger than unity, which indicates that the variances grow more than proportionally with time. This could be due to heteroskedasticity of stock index prices in some cases, but the ( ) Table 6 summarizes the results of all the tests performed.
INSERT TABLE 6
Apart from the ADF test, which is very clearly favorable to the random walk hypothesis, all other tests provide mixed evidence. Serial correlation is strong in daily returns, but tends to reduce in weekly data and almost disappears in monthly data. The evidence is more favorable to a random walk in periods 4 and 5, ranging 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 Notes: The Jarque-Bera test is a goodness-of-fit measure of departure from normality, based on the sample kurtosis and skewness, and is distributed as a chi-squared with two degrees of freedom. The null hypothesis is a joint hypothesis of both the skewness and excess kurtosis being 0, since samples from a normal distribution have an expected skewness of 0 and an expected excess kurtosis of 0. As the definition of JB shows, any deviation from this increases the JB statistic. * Null hypothesis rejection significant at the 5% level. ** Null hypothesis rejection significant at the 1% level. Notes: Both the Box-Pierce statistic and the Ljung-Box statistic test the null hypothesis of overall zero serial correlation coefficients for lags 1 through 10, and are distributed as a chi-square distribution with ten degrees of freedom. For small samples, the Ljung-Box statistic provides a finite-sample correction that yields a better fit to the chi-square distribution. * Null hypothesis rejection significant at the 5% level. ** Null hypothesis rejection significant at the 1% level. Notes: The runs test tests for a statistically significant difference between the expected number of runs vs. the actual number of runs. A run is defined as sequence of sucessive price changes with the same sign. The null hypothesis is that the successive price changes are independent and random. In Panel A, we define as a positive/negative return any return above/below zero. In Panel B, we define as a positive/negative return any return above/below the mean return. * Null hypothesis rejection significant at the 5% level. ** Null hypothesis rejection significant at the 1% level. Notes: Variance ratio tests for daily, weekly and monthly PSI-20 index prices. The variance ratios, VR(q), are reported in the first rows, and the variance-ratio test statistics, Z(q) for homoskedastic increments and Z * (q) for heteroskedastic increments, are reported in parentheses. The null hypothesis is that the variance ratios equal one, which means that the stock index prices follow a random walk. We also show the Chow and Denning (1993) statistic, which tests all the Z * (q) together, * Null hypothesis rejection significant at the 5% level. ** Null hypothesis rejection significant at the 1% level.
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