ABSTRACT This paper addressed the problem of the simultaneous estimation of unknown inputs and states in a multi-agent system with time-invariant and time-varying topology. A group of distributed cooperative recursive filters, in the sense of minimum-variance unbiased, was developed, where the estimations of unknown input and state were combined. A necessary and sufficient existing condition is presented and proven for the proposed distributed cooperative filters. Theoretical and numerical analyses demonstrate that the existing condition of the proposed filters is significantly relaxed, in comparison to that of conventional decentralized filters.
I. INTRODUCTION
Unknown inputs can affect system performance significantly. In many situations, the direct measurement of unknown inputs is very difficult or even impossible. Hence, the estimation of the unknown inputs in a system is a significant problem.
In this study, a group of distributed cooperative filters is proposed for an uncertain multi-agent system in order to estimate its unknown inputs and states. Its advantages over conventional decentralized methods are analyzed and presented. The main motivation for this study arose from the development of consensus theory [1] - [15] . To provide the background for this study, consensus theory, unbiased estimation of minimum-variance, and distributed cooperative filters are respectively introduced in the following three subsections.
A. CONSENSUS THEORY AND COOPERATIVE STRATEGY
For a multi-agent system, a cooperative strategy involves achieving a common objective through cooperation among individual agents in the system. This issue has attracted considerable attention in the field of computation and optimization [1] since the 1990s. The consensus theory is a fundamental cooperative strategy for multi-agent systems. It requires that the state of every agent in the system reach a common value through communicating with each other. Consensus theory has received much attention over the last decade. Jadbabaie et al. [2] analyzed the consensus of the Vicsek model [3] theoretically. Since then, many studies on consensus theory with regard to multi-agent systems have emerged. Thus far, there have been many interesting results such as, for example, a survey paper [4] and a book [5] . Moreover, the study on consensus theory has not been confined at the stage of theoretical research, but has rather advanced to actual applications on wireless sensor networks [6] , flocking problems [7] , and so on. Chen et al. [16] proposed distributed cooperative adaptive laws in order to estimate the unknown parameters of multi-agent systems. Inspired by these studies, we explore a new application of consensus theory in order to estimate unknown inputs and states in a multi-agent system. Specifically, we propose new distributed cooperative filters in order to estimate the unknown inputs and states of a heterogeneous multi-agent system. In comparison to conventional filters, the proposed distributed cooperative filters have a much relaxed existing condition. The details will be provided in Section 3.
B. MINIMUM-VARIANCE UNBIASED ESTIMATION
In [17] - [19] the necessary and sufficient conditions for the existence of an optimal state estimator in continuoustime systems was established. Moreover, considerable attention [20] , [21] was given to the design methods for the reconstruction of unknown input. The earliest approaches toward reconstructing the unknown input for discrete systems were based on augmenting the state vector along with the unknown input vector by using a model of the unknown input. To reduce the amount of calculation for the state filter, a twostage Kalman filter is proposed [22] . It should be noted that the estimations of state and the unknown input are decoupled in [22] . Although [22] has many successful applications, the result is limited because it ignores the dynamical evolution of unknown input.
In [23] an optimal recursive state filter was proposed without using prior information for the unknown input. Then, [23] was extended in [24] , which proposed the stability and convergence conditions and found a new design method for the filter. In [25] , it was found that the two-stage Kalman filter is closely related to the Kitanidis filter [23] , in the sense of being able to derive the Kitanidis filter by making the two-stage filter independent of the underlying input model. Furthermore, paper [25] obtained an estimate of the unknown input, whereas, paper [25] did not prove the optimality of the unknown input estimation.
Paper [26] proposed a recursive filter which can simultaneously obtain the minimum-variance unbiased (MVU) estimations of the unknown input and the state. Inspired by [16] and [26] , the current study proposes a new distributed cooperative filter in order to obtain the MVU estimations of the unknown input and the state of a heterogeneous multiagent system, and to find a more relaxed existing condition compared to that of the conventional filter proposed in [26] .
C. DISTRIBUTED COOPERATIVE FILTER
The main advantage of the distributed multi-agent system is that it has adaptive and learning abilities. The information shared between agents can be utilized in order to collaboratively solve inference and optimization problems [27] . In comparison to traditional centralized solutions, distributed solutions do not require a powerful fusion center in order to process the data from every agent. As a result, distributed solutions can effectively reduce both computation and communications. On the other hand, in a centralized solution, if the fusion center breaks down, this will lead to a failure of the entire network. By comparison, distributed solutions can avoid this problem and are more robust to agent and link failure [28] . As a result, many studies have proposed with a distributed cooperative filter [29] - [33] . Paper [29] proposed a distributed Kalman filter scheme in order to estimate actuator faults for deep space formation flying satellites in the form of an overlapping block-diagonal state space representation. Based on the linear matrix inequality method, paper [30] considered a robust distributed state estimation and fault detection, as well as isolation problems based on an unknown input observer for a network of heterogeneous multi-agent LPV systems. Additionally, based on the LMI method, [31] focuses on the design of fault detection and isolation filters for multi-agent systems, where limited communication exists among the agents and extend the formulation to a class of linear parameter-varying systems. Using the FIR model, the problem of distributed bias-compensated recursive least-squares estimation over multi-agent networks was investigated in [32] . In [33] , a robust unknown input observer-based fault estimation was proposed. It used the relative output information in order to utilize the communication topology for multi-agent systems with undirected graphs. Inspired by previous work, we propose a new distributed cooperative filter in order to estimate the unknown input for heterogeneous multi-agent systems.
To the authors' best knowledge, this study makes the following contributions. First, we propose a new distributed cooperative filter for a heterogeneous multi-agent system in order to obtain the MVU estimation of unknown input and the states in the system, which has not been previously studied. The previous work on the distributed method mostly depends on the LMI method. Whereas, our work get the distributed MVU filters of the multi-agent systems. Secondly, a necessary and sufficient condition for the existence of the proposed filter has been presented and proven. Furthermore, in comparison to the traditional decentralized filter [26] , the existing condition of our filter was significantly relaxed, and this conclusion was proven by theoretical analysis.
The rest of this paper is organized as follows. Section 2 includes a preliminary discussion, which will be used in the following sections. In Section 3, the problem is formulated and the structure of the distributed cooperative filter is presented. In Section 4 the optimal reconstruction of the unknown input is investigated. Subsequently, the state estimation problem is solved in Section 5. The main results of this paper are provided in Section 6. In Section 7, some simulation results are provided in order to verify the theory. Section 8 offers the conclusion of this study.
II. PRELIMINARIES A. ALGEBRAIC GRAPH THEORY
In this study, the network topology among N agents was used in order to describe their interconnections and was modeled as a weighted graph G = (V , ε, A) with a set of nodes V , set of edges ε, and adjacency matrix A with non-negative adjacent elements. The i-th agent is denoted by node v i . The edge in graph G is denoted by an unordered pair e ij = (i, j). e ij ∈ ε if and only if there is information exchange between agent i and agent j, and e ij ∈ ε ⇔ e ji ∈ ε. The adjacency element a ij represents agent-agent communication. Note that e ij ∈ ε ⇔ a ij = 1. Otherwise, a ij = 0. It is assumed that a ij = a ji , which means that A is symmetric [34] . If there a path exists between any two nodes v i , v j ∈ V , then G is connected. Every agent j that has a connection with an agent i is considered a neighbor of agent i. N i denotes the set of all neighbors for agent i.
B. MINIMUM-VARIANCE UNBIASED ESTIMATOR
Consider the following linear discrete-time system
where x k ∈ R q is the state vector, d k ∈ R m is an unknown input vector, and y k ∈ R p is the measurement. Process noise ω k ∈ R q and measurement noise v k ∈ R p are assumed to be mutually uncorrelated, zero-mean, white random signals.
Below is a recursive filter:
where M k ∈ R m * p and K k ∈ R q * p are the design gain matrices. Then, the following existing conditions of the filter are provided. Lemma 1 [26] : Given thatx k−1|k−1 is unbiased, there exist M k and K k such that the recursive filter (3)-(6) can achieve the MVU estimations of d k−1 and x k in systems (1)- (2), if and only if:
III. PROBLEM FORMULATION
Consider the following linear discrete-time heterogeneous multi-agent system:
where x i k ∈ R q is the state vector of agent i, d k ∈ R m denotes the unknown input, and y i k ∈ R p is the measurement of system i. Process noise ω i k ∈ R q and measurement noise v i k ∈ R p are assumed to be mutually uncorrelated, zeromean, white random signals with known covariance matrices
, where E denotes the mathematical expectation.
Remark 1: The main property of system (8) and (9) is that although various systems have different time-varying system structures, the unknown input vector is the same for all agents. There exist many real-world systems that can be represented by (8) and (9) . For example, a group of agents working together in the same environment may have the same unknown input, which is related to the temperature or gravity; thus, these agents can be described in the form of (8) and (9) . A practical example is that of a group of aircrafts flying in formation in the same sky. They may have different kinetics, but they all have the same unknown input, such as wind power. If one wants to estimate the power of the wind in real time, distributed cooperative filters can be used instead of the traditional decentralized one. These practical examples provided the main motivation for addressing the systems (8) and (9) . We considered a distributed cooperative filter in the following form
k ∈ R n * p are design gain matrices, and a i,j is the element of the adjacency matrix of the multi-agent system graph G. Under the assumption that
is biased due to the existence of unknown system input. Therefore, we need to estimate the unknown input in the sense of the MVU in (11) , and then use it to obtain the unbiased state estimationx i k|k * in (12) . Finally, (13) minimizes the variance ofx i k|k * with regard to the l 1 matrix norm. Matrices M ii k and M ij k , which are used in order to obtain the unbiased and MVU estimates of the unknown input are presented in Section 4. Gain matrices K ii k and K ij k that obtain the unbiased and MVU estimation of the state are computed in Section 5.
IV. UNKNOWN INPUT ESTIMATION
In this section, the estimation of unknown input is investigated. In Subsection A, matrices M ii k and M ij k are determined such that (11) is an unbiased estimator of d k−1 . In Subsection B, we extend this computation to the multi-agent system with time-varying topology. In Subsection C, we consider the condition of the multi-agent system having time-invariant topology; however, we select M ii k and M ij k such that (11) is an MVU estimator of d k−1 . In Subsection D, we extend this computation to the multi-agent system with time-varying topology.
A. UNBIASED UNKNOWN INPUT ESTIMATION UNDER TIME-INVARIANT TOPOLOGY
First, we define the compact formulation for the multi-agent system as one consisting of n agents:
where
. Then, by writing (10) to (13) in the form of augmented multi-agent system, we can obtain a distributed cooperative filter in the following form.
A is the adjacency matrix of system graph G, and 1 (q * q) denotes the q-order square matrix, whose elements are all one. The operation. * means that the corresponding elements of the two matrices with the same dimension multiply together directly. The operation. * means that the corresponding elements of the two matrices with the same dimension multiply together directly. The operation ⊗ means the Kronecter product. Remark 2: Note that matrices G k and G k have different demission. The reason is that, in our filter, every agent can only use its own estimator ofd i k−1 in order to estimatex i k|k * . However, every agent in the multi-agent system has the same unknown input d k in (14) . Although there is only one unknown input, different agents estimate it differently. Hence, system matrix G k can be written as this form.
Subsequently, we consider the estimation of the unknown input.Ỹ k as follows: (20) From (14) and (15), one obtains:
where E k is given by:
withX k = X k −X k|k . Now we assume thatX k−1|k−1 is unbiased, which means that E E k = 0. Then it follows from (22) and consequently (21) that:
From Equation (23), one can achieve an unbiased estimation of the unknown input d k−1 . By substituting (21) into (17), one can obtain the following formula.
Then one obtains: 
where 1 n denotes the n-dimensional column vector, of which all elements are one. Then, from Equation (26), one can obtain the following equation: (27) holds for all agents, where i denotes the i-th agent and the definitions of the matrix that we need to use bellow are as follows.
Theorem 1: Given thatX k−1|k−1 is unbiased, there exists a gain matrix M k such that (16)- (17) is an unbiased estimator of d k−1 , if and only if
holds for all agents i. Proof: Equation (27) 
indicates thatD k−1 is unbiased if and only if
This concludes the proof. For convenience, (28) is termed as a cooperative existing condition. One can find that the cooperative existing condition is much more relaxed than the conventional filter rank C i k G i k−1 = m that holds for all i, which means that it is not required that every agent satisfies condition (7) . Only the augmented multi-agent system needs to satisfy (28) . This is a significantly relaxed condition, which means that every agent in the system does not need to satisfy the rank condition, but rather only the augmented multi-agent system needs to satisfy the rank condition.
Remark 3: From the perspective of physical significance, one can easily understand the importance of this study. (21) does not satisfy the assumptions of the GaussMarkov theorem, and thus, we still do not obtain the MVU estimator of d k−1 . However, the variance of E k can be calculated from the covariance matrices of state estimation.
In Subsection C, we propose the MVU estimator of d k−1 by using the matrix E [E k E T k −1 through weighted leastsquares (WLS) estimation.
B. UNBIASED UNKNOWN INPUT ESTIMATION UNDER TIME-VARYING TOPOLOGY
In this subsection, we extend the former result to the multiagent system with time-varying topology.
For the multi-agent system with time-varying topology, system equations (14) to (15) are the same, with regard to the distributed cooperative filter (10) to (13) . The only difference is that when we substitute (10) to (13) into (14) and (15), we obtain a different augmented form of the distributed cooperatives (29) to (32) .
where A k is the adjacency matrix of system graph G at time k.
Then, one can obtain the new form ofD k−1 .
Then one obtains:
and if one wants to obtain the unbiased estimation of d k−1 , one can obtain:
Then from equation (33), one can obtain the same result (28) as a time-invariant one. The only difference is that the neighbors of agent i are time-varying. Remark 4: Note that, unlike many studies on time-varying multi-agent systems, the presented result does not need the union of system graph G over the connection period. The reason is that, although the proposed filters are distributed, for agent i at time k, the necessary and sufficient condition for the unbiased estimation of the filter is thatX i k−1|k−1 is unbiased, and that the system matrix satisfies the condition rank C In other words, as long as agent i satisfies the necessary and sufficient condition for the unbiased estimation of the filter, the neighbors of agent i at time k and time k + 1 can be completely different. However, at every time point, agent i only uses the information of itself and its neighbors. It has been pointed out in [31] that the distributed filter means that the computations for the estimation of the filters are shared among the agents. According to this definition, the proposed new filter is distributed. This is the reason for the proposed distributed cooperative filter not needing the union of system graph G over the connection period.
C. MINIMUM-VARIANCE UNBIASED UNKNOWN INPUT ESTIMATION UNDER TIME-INVARIANT TOPOLOGY
Similarly with the definition of M i k in (27), we now definẽ
By denoting the variance of E k asR k , a straightforward calculation yields:
The MVU estimation of unknown input is then obtained as follows.
Theorem 2: Given thatX k−1|k−1 is unbiased andR i k is positive definite. We define M i k as follows:
where 
Under the assumption that (
has full column rank, the least-squares (LS) solution of (38) is:
This completes the proof. Once one have the optimal gain matrix M i k for agent i, one can obtain the extended optimal gain matrix M k for the multiagent system.
It should be noted that solving (38) by using LS estimation is equivalent to solving (34) by using WLS estimation with the weighting matrix (R i k ) −1 . Furthermore, because the weighting matrix is chosen such that (S i k ) −1 E i k has unit variance, Equation (39) 
D. MINIMUM-VARIANCE UNBIASED UNKNOWN INPUT ESTIMATION UNDER TIME-VARYING TOPOLOGY
Based on subsection B, we can obtain the MVU estimation of d k . Since we can obtain the unbiased estimation of d k , according to Theorem 2, we can obtain the MVU estimation of d k as long asX k−1|k−1 is unbiased andR i k is positive definite.
The proof is shown in Subsection B. The only difference is that the graph of the multi-agent system is time-varying. Similarly, we also do not need the union of system graph G over the connection period. The reason is that as long as we can guarantee the unbiasedness of theX k−1|k−1 and the positivity ofR i k , we can always obtain the MVU estimation of d k . In other words, if at time k − 1 agent i has a connection with agent j, and from time k to infinity agent i does not have a connection with agent j, agent i can also obtain an MVU estimation of d k . The reason is that at time k − 1 agent i has obtained the unbiased estimation ofx i k−1|k−1 ; therefore, the subsequent estimation is also unbiased.
According to Theorem 2, one can also obtain the MVU estimation of d k under a multi-agent system with timevarying topology.
V. STATE ESTIMATION
Consider a state estimator of system (14) and (15) that takes the recursive form (16) to (19) (in the cases of time-varying topology (29) to (32)). In Subsection A, one calculate the gain matrix K k in order to obtain the unbiased estimator of X k in (19) . In Subsection B, we extend this result to a multiagent system with time-varying topology. In Subsection C, we obtain the MVU estimation of X k . In Subsection D, we extend this result to a multi-agent system with timevarying topology. VOLUME 6, 2018
A. UNBIASED STATE ESTIMATION UNDER TIME-INVARIANT TOPOLOGY
By definingX * k = X k −X * k|k , it follows from (14) to (16) and (18) that:
The following theorem is a direct consequence of (39).
Theorem 3: Given thatX k−1|k−1 andD k−1 are unbiased estimations, (18) to (19) are unbiased estimators of X k for any value of K k .
Proof: Substituting (17) and (18) in (19) , yields:
By defining
Eq. (41) is rewritten as follows:
which is the kind of update considered in [23] . This completes the proof.
B. UNBIASED STATE ESTIMATION UNDER TIME-VARYING TOPOLOGY
In this subsection, we extend the former result to a case where the multi-agent system has time-varying topology. As was done in subsection A, we definedX * k and now we simply introduce the theorem.
Theorem 4: Given thatX k−1|k−1 andD k−1 are unbiased, (31) to (32) are unbiased estimators of X k for any value of K k .
Proof: Substituting (30) and (31) in (32) yields:
Eq. (45) is rewritten as follows:
C. MINIMUM-VARIANCE UNBIASED STATE ESTIMATION UNDER TIME-INVARIANT TOPOLOGY
In this subsection, we compute the optimal gain matrix K k based on the previously obtained matrix M k . Specifically, any matrix M k satisfying (26) and used in (17) can be used in order to obtain the optimal gain matrix K k , and furthermore in order to obtain the MVU estimateX k|k of X k . First, we calculate matrixD k−1 . From (17) and (21) to (22), we obtain:
which also proves that the unknown input estimator is unbiased. Substituting (46) in (40) yields:
Then, one can obtain the error covariance matrix P * k|k = E X * kX k * T from (47) to (49),
Subsequently, we calculate the error covariance matrix P k|k . It follows from (19) that:
Substituting (47) in (51) yields:
It should be noted that (52) is closely related to the Kalman filter. This result denotes the dynamic evolution of the state estimation error for a Kalman filter with a gain matrix K k for system (B * k , C k ), where process noise W * k−1 is correlated with measurement noise V k . Therefore, the computation of matrix K k can be transformed into a standard Kalman filter problem.
From (51) and (50), we can obtain the error covariance matrix P k|k
Note thatR * k is equal to the variance of the zero-mean signal
By using (55) and (36), (54) can be rewritten as follows:
We define:
and also define the optimal gain matrix as K k . From Kalman filtering theory, we know that the uniqueness of the optimal gain matrix K k requires thatR * k is invertible. However, we find that rank(
For example, when there is only one agent in the system and at this time the multiagent system changes to one single system, [26] proves that:
Therefore, the optimal gain matrix K k is not unique. Let r be the rank ofR * k ; then, we propose a gain matrix K k in the following form:
whereK k ∈ R (pn) * r and α k ∈ R r * (pn) is a matrix that makes matrix α kR * k α T k have a full rank. The optimal gain matrixK k is presented below.
⊗ I m , then the following gain matrix K k can minimize the variance ofX k|k :
where r = rank(R * k ) and α k ∈ R r * (p * n) is an arbitrary matrix that makes matrix α kR * k α T k have a full rank. Proof: Substituting (57) in (53) and minimizing the trace of P k|k overK k yields (58). By substituting (58) in (53), one obtains the error covariance matrix,
which is the same result as that in [24] .
This completes the proof. It should be noted that expression (58) depends only on matrix M k . According to equation (26) and Theorem 1, the matrix M k satisfies the condition (
⊗ I m means that the estimation of the unknown inputD k−1 is unbiased. We obtain gain matrix K k in the form of (58) by minimizing the variance ofX k|k based on matrix M k used in (17) .
Since we obtained the optimal gain matrix K k in the form of (56), we know that once the matrix M k is determined, we can obtain K k by (58). However, the form of the gain matrix is defined as (56). From graph theory we know that if and only if all nodes in graph G are connected to all other nodes in graph G, all the elements of matrix K k can be nonzero. Otherwise, there will always be some elements in matrix K k that must be zero. This can be easily understood in the physical sense. Some elements can be zero in matrix K k and this means that agent i could only receive information from its neighbors instead of all the other agents in the system. However, the result obtained from (58) needs all the elements of matrix K k in order to be nonzero; therefore, we cannot realize the condition obtained from (58), and thus, we can only use the sub-optimal gain matrix K k in order to obtain the MVU estimateX k|k of X k . Then, we can use the l 1 matrix norm in order to obtain the sub-optimal gain matrix K k .
First, we define matrix T = K k − K k , then we obtain the l 1 matrix norm of T in the following form:
where t ij is the elements of matrix T .
Since we know that the only differences between K k and K k is that some elements of K k must be zero and that the corresponding elements in K k must be nonzero, therefore, we can obtain the following form of K k in order to minimize the l 1 matrix norm of T , as follows:
⊗ I m , then the following gain matrix K k can minimize VOLUME 6, 2018
the variance ofX k|k with regard to the l 1 matrix norm, as follows:
where r = rank(R * k ) and α k ∈ R r * (p * n) is an arbitrary matrix, which makes the matrix α kR * k α T k have a full rank. This proof is similar to the proof of Theorem 5.
D. MINIMUM-VARIANCE UNBIASED STATE ESTIMATION UNDER TIME-VARYING TOPOLOGY
In subsection D, we compute the optimal gain matrix K k based on matrix M k that we obtained previously. Specifically, any matrix M k satisfying (33) and used in (30) can be used to obtain the optimal gain matrix K k , and furthermore to obtain the MVU estimateX k|k of X k . First, we search for an expression ofD k−1 follows from (30) and (21) to (22) that:
which also proves that the unknown input estimator is unbiased. Substituting (62) in (40) yields:
Then, we can obtain the error covariance matrix P * k|k from (63) to (65), as follows:
where Q k = E W k W T k . Next, we calculate the error covariance matrix P k|k . From Equation (32) we obtain:
Substituting (63) in (66) yields:
It should be noted that (67) is closely related to the Kalman filter, which was discussed in Subsection C. Therefore, the computation of matrix K k can be transformed into a standard Kalman filtering problem.
From (67) and (66), we can obtain the error covariance matrix P k|k , as follows:
whereR
Note thatR k equals to the variance of the zero-mean signal
By using (70) and (36), (69) can be rewritten as follows:
We define
and define the optimal gain matrix as K k . From Kalman filtering theory, we know that the uniqueness of the optimal gain matrix K k requires thatR k is invertible. However, in subsection C we showed thatR k is singular.
Therefore, the optimal gain matrix K k is not unique. Let r be the rank ofR k . Then, we propose a gain matrix K k in the form of:
whereK k ∈ R (pn) * r and α k ∈ R r * (pn) are arbitrary matrices that make matrix α kR * k α T k have a full rank. The optimal gain matrixK k is then provided by the following theorem.
, then the following gain matrix K k can minimize the variance ofX k|k , as follows:
where r = rank(R k ) and α k ∈ R r * (p * n) is an arbitrary matrix that makes matrix α kR k α T k have a full rank.
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Proof: Substituting (72) in (68) and minimizing the trace of P k|k over K k yields (73). By substituting (73) in (68), we obtain the error covariance matrix, as follows:
which is the same result as the result in [8] .
This completes the proof. It should be noted that expression (73) depends only on the choice of M k . According to equation (33) and Theorem 1, the matrix M k satisfies (
⊗ I m means that the estimation of the unknown inputD k−1 is unbiased. We can obtain the gain matrix K k in the form expressed in (73), which minimizes the variance ofX k|k based on the matrix M k used in (30) .
As we have shown in subsection C, we cannot use K k ; therefore, we provide the following theorem in order to show the gain matrix K k that we are able to use.
, then, the following gain matrix K k can minimize the variance of X k|k with regard to the l 1 matrix norm,
where r = rank(R k ) and α k ∈ R r * (p * n) are arbitrary matrices that make matrix α kR k α T k have full rank. The proof is similar to the proof of Theorem 5.
VI. MAIN RESULT
In Sections 4 and 5, we presented the results of the unknown MVU input and state estimations, respectively, under a timeinvariant and time-varying multi-agent system. Now, we can just come to a conclusion with regard the former results and summarize them to one theorem in order to make the conclusion clear.
Subsection A provides the results for the multi-agent system under time-invariant topology. Subsection B provides the results of the multi-agent system under time-varying topology.
A. MINIMUM-VARIANCE UNBIASED UNKNOWN INPUT AND STATE ESTIMATIONS UNDER TIME-INVARIANT TOPOLOGY
Theorem 9: If and only if multi-agent system (14) to (15) satisfies condition (28) , the distributed cooperative filters (16) to (19) can achieve the MVU estimation of the unknown input and state, where the gain matrices M k and K k are given as Equations (37) and (61), respectively.
Proof: Theorem 1 means that if and only if the system matrix satisfies condition (28), we can obtain the unbiased estimation of the unknown input for multi-agent system d k . Theorem 2 indicates that when M k has a specific form, we can obtain the MVU estimation of d k . Theorem 3 shows that if and only ifX k−1|k−1 andD k−1 are unbiased. Then (18) to (19) are the unbiased estimators of X k for any value of K k . Theorem 5 and Theorem 6 show that when K k has a specific form we can obtain the MVU estimation of X k .
This completes the proof. This completes the proof.
VII. SIMULATION
In this section, a numerical example is provided in order to demonstrate that our filter is considerably better than the conventional decentralized filter. Subsection A provides a numerical example in order to verify the proposed method. Subsection B provides a practical example. 
A. NUMERICAL EXAMPLE
In this subsection, we consider a multi-agent system with four agents and time-invariant topology. Graph G is shown in Fig. 1 . The system matrix is presented below. We find that none of the agents satisfy the conventional existing condition(7); however, the augmented multi-agent system satisfies the relaxed existing condition (28) . Fig. 2 shows the state estimation error using the proposed distributed cooperative filters. Fig. 3 shows the estimation error of the unknown inputs using the proposed distributed cooperative filters. Fig. 4 shows the state estimation error using the conventional decentralized filters. Fig. 5 shows the estimation error of the unknown inputs using the conventional decentralized filters. In the simulation, 
.
,
. ∼ N (0, 0.01).
In Figures 2 to 5 , xe ij =x ij − x ij , wherex ij and x ij denote the estimation and the true value for the j-th dimension state of the i-th agent, respectively. The definition of de ij is similar to that of xe ij .
From the system matrices, we can see that rank(C i k G i k−1 ) = 1 = 2; however, rank(C k G k−1 ) = 2. In other words, even though an agent does not satisfy the existing condition(7), the augmented multi-agent system will satisfy the cooperative existing condition (28) . From Figures 2 and 3 , one can see that the distributed cooperative filter can estimate the unknown input and the state correctly. Whereas, form Figures 4 and 5 , one can see that the conventional decentralized filter cannot estimate the unknown input and the state correctly, which proves that our result is a significantly looser existing condition, in comparison to the conventional decentralized condition.
B. PRACTICAL EXAMPLE
In this subsection, we consider a linearized dynamic model of a vertical takeoff and landing aircraft in the vertical plane [35] . In [35] , the states are defined as follows: For convenience, we chose the first two state dimensions and simplified this problem as planar rather than spatial. The states of the system are defined as follows: The other parameters such as G i k and d were the same as the numerical example. Fig. 6 shows the state estimation error. Fig. 7 shows the estimation error of unknown input.
From Figures 6 and 7 , one can see that the distributed cooperative filter can estimate the unknown input and the state correctly. Form Figures 8 and 9 , one can see that the conventional decentralized filter cannot estimate the unknown input and the state correctly. From the results, one can see that compared to the conventional decentralized filters, the distributed cooperative filter can estimate the states and unknown input correctly, which proves that our filter can also work in practice.
VIII. CONCLUSION
A distributed cooperative filter was developed, with regard to the MVU, which simultaneously estimates the unknown inputs and states of a linear discrete-time heterogeneous multi-agent system. The estimate of the unknown inputs was obtained by innovating on LS estimation. The problem of state estimation was transformed into a standard Kalman filtering problem for a system with a correlated process and measurement noise. Most significantly, the proposed filter had a looser existing condition, in comparison to the conventional filter. The presented numerical example demonstrates the effectiveness of the proposed filter. In the future, multiagent system could be studied in two-dimensional system framework [36] , [37] . XIAO 
