Pansharpening techniques aim at fusing the structural detail of the panchromatic and the color accuracy of the low-resolution spectral bands provided by Earth observation satellites to produce a high-resolution multispectral image. A large number of methods have been proposed in the literature, most of which were developed based on certain assumptions about the acquisition system. If any of these assumptions are not fulfilled, the quality of the fused products may be seriously compromised. We propose a post-processing restoration strategy to improve the quality of pansharpened images. In a first stage, we introduce a nonlocal variational model for filtering the chromatic components conditionally to the geometry of the panchromatic. In the second stage, the structural component is replaced by the locally histogram-matched panchromatic for spatial enhancement. An exhaustive performance evaluation of the proposed restoration strategy illustrates its efficiency.
Introduction
Due to technical and economic constraints of on-board storage and limited bandwidth transmission, many Earth observation satellites decouple the acquisition of a grayscale image at high spatial resolution, referred to as panchromatic, from the acquisition of a multispectral image at lower spatial resolution. The wide range of wavelengths covered by the panchromatic allows capturing accurately the geometry of the scene being observed, while each spectral component covering a reduced bandwidth leads to a detailed color description. In remote sensing, both high spatial and high spectral resolutions are far-reaching, demanding image qualities for a wide range of scientific and everyday tasks, e.g., land cover classification, digital-surface model extraction, water depth estimation, change detection, vegetation mapping, navigation or targeting. In this regard, the socalled pansharpening methods aim at fusing the structural detail of the panchromatic and the color accuracy of the low-resolution multispectral data to produce a high-resolution multispectral image. Figure 1 displays the data captured by Pléiades satellite on Toulouse (France) and furnished to us by the Centre National d'Études Spatiales (CNES).
Satellite image pansharpening has been an intensive field of research and a large number of methods have been proposed so far. Component substitution [8, 37, 10, 36, 4, 19, 11, 17] , multiresolution analysis [29, 30, 1, 26, 28, 34, 23, 24, 20, 35] and variational methods [6, 27, 12, 14, 16, 33, 18] are mainly used. Most of them are developed based on certain assumptions about the satellite Figure 1 : Data acquired by Pléiades satellite on Toulouse (France), provided by CNES. The first figure displays the panchromatic while the second one, the low-resolution spectral bands interlaced. Spectral bands and panchromatic are not co-registered at acquisition. acquisition system. If there is a discrepancy between any of these assumptions and the real input data, the quality of the fused products may be seriously damaged.
Current research in remote sensing image fusion focuses on the design of methods robust to challenges like misregistration but also to aliasing, drooling and blurring effects that compromise the quality of the fused products. In order to illustrate these phenomena, Figure 2 contains some examples of fused products on Pléiades data. Making pansharpening as reliable as possible is crucial to guarantee its use in posterior applications.
In this paper, we propose a restoration method to improve the spectral and spatial qualities of already pansharpened images. A color space transformation separating structure and chromaticity is first applied to the fused image. The key point is that color inaccuracies and most of the artifacts induced by aliasing are mainly concentrated in the chromatic parts, while distortions in the geometry like blurring effects are more apparent in the structural one. We introduce a nonlocal variational model for filtering the chromatic components conditionally to the geometry of the acquired panchromatic data. Then, the structural component is replaced by the locally histogram-matched panchromatic. Importantly, the full method does not require any knowledge on the fusion approach used to estimate the pansharpened image. Furthermore, we do not make use of the acquired lowresolution multispectral data.
The rest of the paper is organized as follows. Section 2 gives a brief analysis of the state of the art in pansharpening and the main shortcomings of the generated results. In Section 3, we detail the proposed method for restoring pansharpened images through conditional chromatic filtering and structural replacement. Its performance is evaluated in Section 4 on pansharpened images derived from very different state-of-the-art approaches. Finally, conclusions are drawn in Section 5.
State of the Art in Pansharpening and its Shortcomings
In this section, we overview the state of the art in pansharpening and show the poor adaptation of methods to real data, thus making post-processing restoration techniques necessary.
State of the art in Pansharpening
Due to the wide range of proposals and their increasing complexity and hybridization, establishing an unambiguous classification of remote sensing image fusion methods is a challenging task. Although quite different categorization attempts have been proposed [14, 38] , pansharpening techniques can Figure 2 : Illustration of aliasing, drooling and blurring effects on pansharpened images computed from Pléiades data, provided by CNES. Left: result by bicubic interpolation of the the low-resolution spectral bands. Right: fused product provided by the method in [10] . In both cases, the input spectral components have been co-registered onto the reference of the panchromatic previously to pansharpening. This increases the aliasing as noticed throughout the main road. Furthermore, drooling (see e.g. all swimming pools) and blurring effects are also apparent.
be mainly labeled into four classes: component substitution (CS), multi-resolution analysis (MRA), variational (VAR) and hybrid methods, the latter including those approaches not adjusting to any of the previous groups.
CS methods rely on the use of a feature space transformation that converts the upsampled multispectral data into a new system separating the geometry from the chromaticity. Fusion occurs by substituting the structural component by the panchromatic and applying the inverse transformation. The most outstanding CS methods are based on the Intensity-Hue-Saturation space [8, 37] , Principal-Component-Analysis transform [10, 36] and Gram-Schmidt orthonormalization [4] . Such methods can be written without the use of an explicit transformation but with local difference schemes involving the panchromatic and the structural component [37] . Accordingly, relative spectral contribution methods such as Brovey [19] fit in this formulation and can thus be considered as CS techniques. Recent proposals are based on partial substitution of the structural component in order to reduce the global dissimilarity between the panchromatic and each spectral band [11, 17] .
MRA-based methods extract the high frequencies of the scene, commonly obtained through linear space-invariant filtering of the panchromatic image, and copy them into the upsampled spectral components. This can be in practice formalized as injecting the differences between the panchromatic and a low-pass variant to each spectral band [5] . In the end, the fusion techniques from this family mainly differ in how the low-pass panchromatic is generated. One can directly apply a single linear low-pass filter [10] or use a multi-resolution decomposition performed with discrete wavelets [29, 30] , Laplacian pyramid [1] , contourlets [26] or curvelets [28] . Furthermore, high-pass modulation can be integrated in MRA approaches [34] . In such cases, the spatial details are weighted by the ratio between the upsampled spectral image and the low-pass panchromatic before injection [23, 24] . Mixed methods applying MRA to the structural component derived from a color space transformation have also been proposed [20, 35] . Despite combining CS and MRA philosophies, their behaviour is more similar to MRA [5] and they will be considered as such in this paper.
Variational techniques consist in designing an energy functional being its value minimal when the image accomplishes the desired model properties. In pansharpening, VAR methods have recently emerged as a useful tool since they effectively combine aspects of different techniques into a single mathematical framework. Ballester et al. [6] pioneered a data formation model according to which the low-resolution multispectral image is generated from the sought high-resolution one by low-pass filtering and subsampling. They further constrained the solution in such a way that a linear combination of the spectral bands has to match the panchromatic image at each pixel. On the contrary, Moeller et al. [27] proposed to preserve the chromaticity at the smooth parts of the image, increase the contrast at edges through a matching term in the wavelet domain and keep the cross-band correlation. Duran et al. [12] considered the linear combination constraint but introduced nonlocal regularization conditioned to the geometry of the panchromatic. Since this linear assumption is not fulfilled in real data, it was replaced in posterior works [13, 14] by a radiometric constraint. The resulting nonlocal variational model is band-decoupled, thus allowing the fusion of each band independently and suppressing the need of co-registered data. Other proposals tackled the problem by using Bayesian approaches [16] , low-rank sparse representation [33] and compressed sensing techniques [18] .
Some methods do not fall into any of the above categories. For instance, there are algorithms that use morphological operators [31] or couple IHS transform with Fourier domain filtering [15] . With the increased prominence of convolutional neural networks in computer vision, deep learning techniques have been recently proposed for satellite image fusion [25] .
Shortcomings of Pansharpened Images
The discrepancies between assumed models by pansharpening methods and the characteristics of Earth observation satellites turn into a poorer than expected performance when fusion is applied to real data.
Two of the most relevant challenges related to satellite acquisition systems are the misregistration of the data and the strong aliasing of the spectral bands, producing color distortions, jagged edges and stair-step effects as shown in Figure 2 . Nevertheless, many pansharpening approaches assume that all components, both panchromatic and chromatic, are perfectly aligned at their acquisition, ignoring that registration and resampling may increase aliasing artifacts. Figure 3 displays the fused products obtained by one method from CS and MRA families when applied on satellite data simulated under two different conditions. We used red, green and blue bands at 30 cm per pixel provided by CNES (see Figure 5 ). This data were acquired by two dimensional sensors and were originally co-registered. In a first ideal scenario, we obtain the panchromatic by averaging the color values at each pixel, while the aliased low-resolution components were obtained by convolution and subsampling. In a second, more realistic scenario, we first apply a different translation to each ground-truth spectral channel before computing its low-resolution counterpart. These aliased components were also translated back in order to be able to apply pansharpening methods requiring spatially aligned data as in the case of most CS approaches. The results illustrate that the performance of both families is degraded when moving towards the realistic scenario, in which aliasing artifacts are more apparent. One further observes that CS suffers from significant spectral distortions due to loss of hue and saturation, while MRA is more affected by misregistration and strong aliasing.
Another important issue in pansharpening concerns the hypothesis according to which the panchromatic is a linear combination of the high-resolution spectral components. In this framework, CS techniques implicitly assume a high correlation between the panchromatic and the structural component, which is obtained as a linear combination of the spectral bands. Although MRA methods performs better when this assumption fails, they still suffer from color inaccuracies because assume that the intensity values of panchromatic and multispectral images are similar when conducting detail injection.
Finally, most state-of-the-art pansharpening techniques are not able to avoid drooling and blurring effects. Indeed, all results displayed in Figures 2-3 contain these artifacts. On the one hand, signal saturation often occurs during the acquisition of the multispectral data due to strong reflectance of some bright objects. The saturated pixels interfere with their neighbors causing that Figure 3 : Fused products on data simulated under ideal (first row) and realistic (second row) conditions. For each result, the error image is displayed, the intensity values of which have been linearly rescaled from [−20, 20] to [0, 255] . In the realistic scenario, the initial low-resolution color components were misregistered. Since PRACS requires all data to be spatially aligned, the co-registration of the spectral bands was performed previously to pansharpening. Instead, ATWT was directly applied to each misregistered color channel and the fused components were then co-registered. CS suffers from significant spectral distortions due to loss of hue and saturation, while MRA is more affected by strong aliasing. Anyway, the performance of both families decrease under realistic data generation conditions. All images are to different extents affected by blurring and drooling effects, see e.g. the red cars in the scene. (Zoom in on the images for ease of visual evaluation).
the colors of the objects exceed their contours. On the other hand, high-resolution panchromatic and low-resolution multispectral images blur the edges of an object to different extents, which provokes that the same ground object may have slightly different dimension in each image. Therefore, if spectral preservation is prioritized much more than spatial preservation, as in the case of MRA techniques, then the pansharpened images are blurred.
Proposed Method for Restoring Pansharpened Images
Given the panchromatic image acquired by the satellite and the pansharpened image derived from any state-of-the-art technique, we propose a restoration process to improve the spectral and spatial qualities of the final product. We first use a feature space transform to separate the structure and chromaticity of the furnished pansharpened image. The chromatic components are filtered condi-tionally to the geometry of the panchromatic through a nonlocal variational model. Furthermore, the structural component is replaced by the panchromatic after local histogram matching.
Structure-Chromaticity Decorrelation Transform for Artifact Discrimination
It is not easy to determine a unique source for each type of distortion, making artifact discrimination very challenging at first. The use of a structure-chromaticity decorrelating transform allows for better distinguishing between chromatic and geometrical distortions.
For the general case of pansharpened images with arbitrary number of spectral bands, we shall apply the Principal Component Analysis (PCA) transform, a statistical technique frequently used in image processing for data dimension reduction and decorrelation. PCA is a very powerful tool since it is a simple, non-parametric method that uses an orthogonal transformation to convert a possibly confusing dataset to a new coordinate system in which the resulting vectors are linearly uncorrelated and follow modes of greatest variance in the data. The first component, having the largest variance, is supposed to contain the luminance or structural information. We refer the reader to [22] for a comprehensive review on PCA theory.
If classical RGB images are handled, one can either use the PCA or apply a linear color space transform such as IHS or YUV. It is crucial that such a transform is linear from RGB and separates the luminance, i.e. the structure of the scene, from the chrominance in order the proposed restoration process to take effect. We refer to [21] for detailed descriptions of different color spaces. Figure 4 displays the fused products provided by one method from each pansharpening family described in Section 2 after being converted into the YUV space. As expected, structural distortions like blurring effects are concentrated in the luminance component Y, while aliasing artifacts and color inaccuracies like drooling effects mainly appear in the chromatic components U and V.
Nonlocal Chromatic Filtering Conditioned to the Geometry of the Panchromatic
First, we give some notations that will be used henceforth. In the discrete setting, a one-band image has to be understood as a two-dimensional matrix of size N 1 × N 2 rearranged from left to right and from top to bottom into a vector of size N := N 1 · N 2 . Thus, any pixel i ∈ {1, . . . , N } refers to
Let us denote by P ∈ R N the panchromatic image and by f = (f 1 , . . . , f M ) ∈ R N ×M the pansharpaned image with M spectral bands. We further write f SC = f S , f C1 , . . . , f C M −1 ∈ R N ×M for the result of applying a structure-chromaticity decorrelating transform to f , where f S is the structural component and
In what follows, we present a nonlocal variational model to filter f C1 , . . . , f C M −1 conditionally to P . We provide some basics on neighborhood filters and nonlocal operators before detailing the proposed energy functional and the primal-dual algorithm used to compute the minimizer. The resulting filtered chromatic components are denoted by f C1 , . . . , f C M −1 .
Nonlocal variational modelling
Many problems in image processing can be modelled in the variational framework through the minimization of an energy functional that penalizes the deviations from some prescribed constraints on the data. Due to the ill-posed nature of the former inverse problem, the choice of a good prior that makes assumptions on the structure of the underlying image is required. This prior often takes the form of a regularization term for the energy functional which is to be minimized. Buades et al. [7] pioneered nonlocal regularization techniques in which any point in an image interacts with any other point in the whole domain. Patch-based measures relating pixels with similar geometry and texture characteristics are used, thus identifying recurring structures in the image. The regularity hypothesis here is that images are self-similar in the sense that every small window has many similar windows in the same image. The weighted nonlocal differences of any one-band image u ∈ R N are defined by
where ω i,j measures the similarity between pixels i and j, with i, j ∈ {1, . . . , N }. The discrete nonlocal gradient operator is given by the matrix containing the weighted nonlocal differences between any pair of pixels in the image, which is denoted by ∇ ω u ∈ R N ×N . The nonlocal divergence operator is defined to be −∇ * ω , where ∇ * ω is the adjoint of the nonlocal gradient, and denoted by div ω q ∈ R N . It is easy to check that
for q ∈ R N ×N and at each i ∈ {1, . . . , N }. In some inverse problems, a drawback of nonlocal regularization is the lack of data in which the support weights {ω i,j } N i,j=1 are computed. However, we shall use the panchromatic image that describes accurately the geometry of the scene being observed.
Proposed model for conditional chromatic filtering
The variational model we propose for chromatic filtering includes a data-fidelity term preserving the original content up to a certain extent and a nonlocal regularization term with bilateral weights describing the geometry of the panchromatic. For each m ∈ {1, . . . , M − 1}, the resulting energy minimization is f Cm = arg min
where λ > 0 is a trade-off parameter. It is important to emphasize that (3) applies to each chromatic channel independently, thus each of them is filtered with no contribution of the others. For simplicity, we assume the same λ value for all components C 1 , . . . , C M −1 , but better results may be obtained by looking for band-dependent parameters {λ m } M −1 m=1 . In (3), the standard squared Euclidean norm is used in the data-fidelity term, which formally corresponds to the maximum a posteriori estimate of a Gaussian noise distribution. On the other hand, the nonlocal gradient is penalized with the L 1 norm.
The weights {ω i,j } N i,j=1 take into account both the spatial closeness and the image intensity similarity. Importantly, this similarity is not computed by comparing only the values at two points, but considering a whole patch around each of them. For computational purposes, the nonlocal gradient operator is limited to interact only between pixels at a certain distance, the so-called research window. Accordingly, the weight distribution is in general sparse since a few nonzero values are considered. In the end, we define the weight between two pixels to be
where Γ i is the normalization factor at pixel i, given by
In the previous expressions, we consider the coordinates (i 1 , i 2 ) in the original two-dimensional image grid that defines each pixel in P to be
+ is a constant value that determines the size of the research window, while ν c ∈ Z + fixes the size of the patches used to compute the intensity similarity in the second term of the exponential function. In this regard, {t ∈ Z 2 : t ∞ ≤ ν c } = {(t 1 , t 2 ) : t 1 , t 2 ∈ Z ∩ [−ν c , ν c ]} and P i+t refers to the value of the panchromatic image at position i + t := (i 1 + t 1 ) · N 2 + (i 2 + t 2 ). On the other hand, h spt > 0 and h sim > 0 are filtering parameters that measure how fast the weights decay with increasing spatial distance or dissimilarity between patches, respectively. Finally, ω i,i is set to the maximum weight in order to avoid an excessive weighting of the reference pixel, i.e., ω i,i = max {ω i,j : i − j ∞ ≤ ν r and j = i} .
Note that the normalization factor (4b) breaks down the symmetry of the weights between two given points as discussed in [12] . Furthermore, according to our weight definition, the nonlocal gradient operator (1) simplifies in practice to
2 , and the L 1 norm applied to the nonlocal gradient operator in (3) is given by
For each pixel i ∈ {1, . . . , N }, the weighted nonlocal differences (1) are coupled with the Euclidean norm in R
2 .
Computing the solution through primal-dual hybrid gradient algorithm
The minimization problem (3) is convex but non smooth due to the nonlocal regularization endowed with the L 1 norm. To find a fast, global optimal solution we use the first-order primal-dual hybrid gradient algorithm [9] , which was proposed for solving convex-concave saddle-point problems. For technical details on convex analysis used in this subsection, we refer the reader to [32] .
Let us recall that the Legendre-Fenchel transform of a norm is the indicator function of the unit dual norm ball. Therefore, using the Legendre-Fenchel transform of the L 1 norm, the primal problem (3) can be rewritten in a saddle-point formulation as
where u is the primal variable and q is the dual variable related to the nonlocal regularization. In the above expression, Q denotes the convex set Q = q ∈ R N ×(2νr+1)
2 : q ∞ ≤ λ , where
and δ Q is the indicator function of Q, which is defined as i.e., it compromises between minimizing the cost function H and being close toz. The efficiency of the primal-dual algorithm is based on the assumption that the proximity operators of G and F * have a closed-form representation or can be efficiently solved with a high precision. On the one hand, F * is the indicator function of a convex set, thus its proximity operator reduces to pointwise Euclidean projectors onto L 2 balls, i.e.,
where |q i,: | is defined as in (6) . On the other hand, the proximity operator of G is trivially given by
The final primal-dual algorithm for solving (5) is
,
where k ∈ Z + is the iteration number and i, j ∈ {1, . . . , N } denote pixel positions in the corresponding image domain, with j being restricted to i − j ∞ ≤ ν r . After all, the m-th filtered chromatic component f Cm that solves the primal minimization problem (3) is given by u k in (7) for k large enough to guaranteee the convergence of the iterative scheme.
Structural Component Replacement by Locally Histogram Matched Panchromatic for Spatial Enhancement
After filtering the chromatic components, aliasing patterns and color artifacts will be considerably reduced. However, Figure 4 also revealed that the structural component suffers from blurring effects. Inspired by CS pansharpening techniques, we propose to replace f S with the panchromatic P in order to recover spatial resolution. If the correlation between the panchromatic and the replaced component is low, distortions will appear after substitution. In order to avoid such a phenomenon, histogram matching of P to f S is usually performed so that the mean and standard deviation of f S and the modified panchromatic are within the same range. Therefore, the enhanced structural component would be (
where µ and σ denote global mean and standard deviation, respectively. The above approach does not account for local dissimilarities between P and f S since operates on the whole images. As a consequence, artifacts may appear once the feature space transform applies back. In order to deal with this issue, we use local histogram matching. From left to right and from top to bottom, we pan across the images using sliding patches and perform locally the equalization given in (8) . More specifically, let ν l ∈ Z + be the half-size of the sliding patches and
, the sliding parameter defined as the distance between the centers of two consecutive patches. Given a patch, the local mean and s.d. of P and f S are first computed and the histogram matching of P to f S is then conducted by restricting (8) to the pixels in the patch. Once done, we move towards the next patch according to the sliding parameter and repeat the same procedure. If d l > 1, there will be overlapping pixels. In this scenario, we aggregate all values assigned to the pixel at issue by averaging.
Full Proposed Algorithm and Parameters Setting
The restoration method we propose for increasing the spectral and spatial qualities of any pansharpened image can be summarized in the following steps:
(i) Apply a structure-chromaticity decorrelating transform to the fused product f = f 1 , . . . , f M .
Denote the transformed image by f SC = f S , f C1 , . . . , f C M −1 , with f S being the structural component and {f Cm } M −1 m=1 the chromatic ones.
(ii) Filter the chromatic components f C1 , . . . , f C M −1 conditioned to the geometry of the panchromatic image by iterating (7) until convergence. Denote the results by f C1 , . . . , f C M −1 .
(iii) Replace f S by the locally histogram-matched panchromatic image, denoted by f S .
(iv) Take f SC = f S , f C1 , . . . , f C M −1 and apply the backward structure-chromaticity decorrelating transform to get the final restored image f = f 1 , . . . , f M .
For computing the bilateral weights in (4), we fix the half-size of the research window to ν r = 7 (thus, 15 × 15 windows are used) and the half-size of the comparison patches to ν c = 1 (thus, 3 × 3 patches are considered). In the primal-dual iterative scheme (7), the step sizes are chosen to be τ = σ = 0.1 in order to guarantee the converge of the primal-dual hybrid gradient scheme while maximizing the efficiency. As stopping criterion, we use a tolerance value of 10 −6 for the relative error between two consecutive iterations. For the local histogram matching procedure, we define 15 × 15 sliding patches, i.e. ν l = 7, and sliding distance d l = 1.
Finally, the filtering parameters h spt and h sim of the bilateral weights and the trade-off parameter λ of the nonlocal filtering model are estimated on the dataset given in Figure 5 . We tested random values and picked the optimal ones in terms of the lowest RMSE and SAM measures, the definitions of which are given in Section 4. We use the same values for filtering all chromatic components. One should expect slightly better results if these parameters are optimized for each component, but at some computational cost.
Experimental Results
In this section, we evaluate the performance of the proposed method for restoring pansharpened images. We use fused products derived from some of the best techniques according to recent surveys [14, 38] and being representative of the three pansharpening families described in Section 2. More specifically, we choose the CS methods principal component analysis (PCA) [10] , Brovey [19] , band dependent spatial detail (BDSD) [17] , Gram-Schmidt adaptive (GSA) [3] and partial replacement adaptive component substitution (PRACS) [11] . Regarding MRA, we use high-pass filtering with 5 × 5 box filter (HPF) [10] , smoothing filter-based intensity modulation (SFIM) [24] , additiveà trous wavelet transform with unitary injection model (ATWT) [39] , additive wavelet luminance proportional (AWLP) [30] and generalized Laplacian pyramid with modulation transfer function matched filter and high-pass modulation (GLP) [2] . The VAR techniques P+XS [6] , nonlocal variational pansharpening (NLV) [12] and its band-decoupled variant (NLVD) [13, 14] are also considered. We use our implementations in C++ for P+XS, NLV and NLVD but the source codes kindly provided by Dr. Vivone [38] for all other techniques.
We test the restoration method on pansharpened images obtained from both aerial data with available ground truth and real satellite imagery. Whenever the ground truth is available, the consistency of the results is numerically evaluated by means of several quality assessment indices commonly used in remote sensing: RMSE, quantifying the spatial/radiometric distortion in each band; ERGAS, a global measure relating the error in each channel to the mean value of the channel itself; SAM, measuring the spectral distortion at each pixel in terms of the angle between the spectral vectors arising from the reference and resulting images; and Q2 n index, a vector measure modelling intra-and inter-band spectral and spatial dissimilarity by taking into account correlation, luminance distortion, intra-band local contrast changes and spectral angle. We refer the reader to [14] for the definition of all indexes. Although a low performance in all measures entails visual rejection, any numerical criterion cannot fully replace human visual inspection which must necessarily be part of the comparative analysis. 
Evaluation on Aerial Images with Available Ground Truth
We first present a comprehensive quantitative and qualitative assessment of the restoration procedure for pansharpened images computed on simulated aerial data. We use 4-band reference images (red, green, blue and near-infrared) at a resolution of 30 cm per pixel displayed in Figure 5 . Regarding the data to be fused, the misregistered low-resolution components were simulated by applying a different translation to each high-resolution channel followed by Gaussian filtering of s.d. 1.3, which introduced realistic aliasing, and subsampling of factor 4. The panchromatic images were computed as a linear combination of the ground-truth spectral bands at each pixel i ∈ {1, . . . , N }, i.e.,
where the mixing coefficients lie within [0, 1] and satisfy α R + α G + α B + α I = 1. PCA, HPF, SFIM, ATWT, GLP and NLVD were applied to each misregistered spectral band, with the panchromatic (hardly contains aliasing) having been superimposed into its reference, and the fused components were then co-registered for visualization purposes. The other techniques need the data to be spatially aligned, thus the low-resolution spectral components were co-registered into the reference of P previously to pansharpening. All results were saved in 8-bit values relative to the range [0, 255]. In order to help the visual analysis, we show the structural and chromatic components by linearly mapping their values to [0, 255].
RGB images
We first test our method on pansharpened images with only red, green and blue channels. In this case, the panchromatic data were computed as in (9) with mixing coefficients α R = α G = α B = 1 3
and α I = 0. We use the orthonormal YUV structure-chromaticity decorrelating transform, given at each pixel i ∈ {1, . . . , N } by
Since the panchromatic images were obtained with the same coefficients as those used for the structural component Y up to a scale factor, then the global histogram matching of P to Y given in (8) is applied instead of the local variant.
The quantitative results relative to the fused and restored images are reported in Table 1 . In general terms, the restoration process succeeds in mitigating spectral and spatial inaccuracies since all measures improve after post-processing. The Q2 n index increasing regardless the pansharpening method having been used reveals that the proposed strategy handles correctly the correlation between spectral bands and is able to reduce luminance, contrast and spectral distortions in any Table 1 : Quantitative results on the dataset displayed in Figure 5 by considering only RGB channels. The panchromatic images were obtained by averaging the reference red, green and blue bands. Our method uses the YUV decorrelating transform. All indexes achieve better values after postprocessing, illustrating that the spatial and spectral qualities are improved regardless the pansharpening technique having been used.
scenario. Analyzing the numerical results in detail, one realizes that MRA-based approaches exhibit the highest quantitative gain, particularly in the case of spatial indexes like RMSE and ERGAS. The reason behind is the more room for quality improvement of images produced by MRA, the artifacts of which can be mainly addressed through restoration. The recovery of spectral quality, which is measured by SAM, is similar for all pansharpening families. However, CS fusion tends to modify the hue and saturation of the objects and this information cannot be easily recovered due to the lack of high-resolution spectral data. Regarding VAR methods, their performance depend on each particular model and may differ significantly one another. Indeed, P+XS exhibits rates of amelioration pretty higher than NLV and NLVD, in fact, the greatest decrease in spectral error is achieved with P+XS. Even though using accurate pansharpening techniques such as NLVD, our post-processing approach is able to increase the quality of the results. Figure 6 displays close-ups of the pansharpened and restored images related to one method from each family, namely GSA, GLP and P+XS, and of the associated structural and chromatic components Y and V. As expected, most of the artifacts like jagged edges, color aliasing patterns and drooling effects are concentrated in V-fused. On the contrary, Y-fused mainly suffer from blurring effects, though some aliasing emerges in the case of GLP, see e.g. the jagged contours of the building roofs. This confirms that MRA methods are less effective in rendering the geometry of the scene. False frequency alias generating red-blue on-off patterns are noticeable at saturated regions such as the white car or the contours of the building located at the top left corner of the pictures. These are removed thanks to the nonlocal chromatic filtering stage. Furthermore, the structural replacement step helps to mitigate the blur and to obtain images with enhanced spatial details. The ability of the proposed algorithm to reverse drooling effects can be for instance observed on the red car. P+XS not only induces artifacts as those described previously but also reduces the saturation of the objects. The restoration method is able to correct the former kind of distortions but not to recover colors that have been lost during fusion. In this regard, the chromatic component V-restored of P+XS is the one that differs the most from the ground truth. Despite NLVD already provides competitive results, post-processing still increases the spatial resolution, particularly at the edges of the objects, and removes remaining aliasing patterns.
Four-band images
The performance evaluation is carried out now on 4-band images. The simulation of the panchromatic data followed the linear relationship (9) with mixing coefficients α R = 0.25, α G = 0.4, α B = 0.1 and α I = 0.25. These values are more realistic and statistically acceptable on a variety of landscapes.
In these experiments, we apply the PCA transform to each pansharpened image for structurechromaticity decorrelation. Since the mixing coefficients used to compute the panchromatic are pretty different from those arising from each first principal component PC 1 , we use local histogram matching of P to PC 1 as explained in Section 3. Table 2 : Quantitative results on the dataset displayed in Figure 5 by considering 4-band images. The panchromatic images were obtained by a linear combination of the reference spectral channels with coefficients α R = 0.25, α G = 0.4, α B = 0.1 and α I = 0.25. The proposed restoration method, which uses the PCA decorrelating transform, is able to increase the quality of all initial pansharpened images w.r.t. any of the metrics.
strategy would have improved the numerical results to some extent. However, since these values are in practice unknown, we follow the general approach based on PCA. We report in Table 2 the quality metrics for each fused and restored product on the 4-band dataset. The proposed restoration algorithm is able to substantially improve all numerical results. This reveals that spatial and spectral qualities of the pansharpened images can be increased even when we do not know anything about the merging strategy and the relationship between panchromatic and spectral components. The performance in terms of the rate of improvement between the fused and restored results is similar to Table 1 for CS-based techniques. However, the spatial quality of MRA products is not as impressive as in the previous experiments, but still being quite significative and even greater than CS. Another important feature of the numerical results that deserves to be highlighted is the improvement of VAR products w.r.t. any of the quality metrics, which is much greater than in Table 1 . The post-processing achieves a particular impact on P+XS and NLV. Both the spatial error (RMSE and ERGAS) and the spectral error (SAM) reduce by almost one point for P+XS, while the Q2 n index experiences a very sensitive increase. For visual quality assessment, Figure 7 shows close-ups of the pansharpened and restored falsecolor images on the third picture of the dataset ( Figure 5 ). The near-infrared, red and green channels are used in place of RGB. We display the results related to one fusion method from each pansharpening family, namely BDSD, ATWT and NLV. The first and third principal components derived from the PCA transform before and after post-processing are also provided. In general terms, we observe in the chromatic components PC 3 -restored that the spectral aliasing which covers the scene is mitigated by the proposed restoration method. Furthermore, the structural information Figure 7 : Close-ups of some fused and restored false-color images for which infra-red, red and green channels are used in place of RGB. The associated structural and chromatic principal components PC 1 and PC 3 are also displayed. Our restoration technique is able to reduce aliasing artifacts, reverse drooling effects, like those affecting the green car, and enhance the spatial details thanks to blur mitigation. (Zoom in on the images for ease of visual evaluation.) displayed in the first principal component PC 1 is enhanced in all results thanks to the suppression of the blur. In the case of the MRA-based method ATWT, the PC 1 -fused image also contains some aliasing, see e.g. the white edge of the roof building at the top right corner which is effectively eliminated after the structural replacement step. Interestingly, the pansharpened image provided by P+XS is one of the most affected by spectral distortions not only due to aliasing but also related to color spots and drooling effects. All these artifacts are correctly addressed in our post-processing strategy as the restored false-color image illustrates.
Evaluation on Real Satellite Imagery without Ground Truth
We test the performance of the restoration strategy on satellite imagery captured by Pléiades on Toulouse, France (crops of the data are displayed in Figure 1 ). Pléiades produces a panchromatic image at spatial resolution of 70 cm per pixel and four spectral bands corresponding to blue, green, red, and near-infrared at resolution of 2.8 m per pixel. The modulation transfer function for the panchromatic has a value of 0.15 at cut frequency, while this value is greater than 0.26 for the spectral components resulting in strong aliasing. Pléiades image components are not co-registered at acquisition. However, CNES provided us accurate resampling grids that can be used to superimpose either the data or the estimated high-resolution spectral channels into a common reference. In this case, we apply PCA for structure-chromaticity decorrelation and local histogram matching of the panchromatic to the first principal component. We use the same λ, h spt and h sim values obtained for the 4-band dataset in Figure 5 . We promote visual analysis to assess the quality of the restored images by comparison with the fused ones.
For quantitative evaluation in the absence of ground truth, some pansharpening papers use the QNR index that measures the spatial and spectral quality of fused products by comparison with the panchromatic and low-resolution multispectral images, respectively. However, this is not a good idea in our case for three reasons. First, because using the low-resolution data to create an objective measure is not reliable due to being affected by aliasing. Second, because this and other indexes implicitly assume that panchromatic and spectral components are perfectly registered, which is not the case for satellite imagery. And, third, because our goal is not to evaluate the performance of pansharpening algorithms but of a restoration strategy that applies on data at full resolution and does not use the low-resolution components acquired by the satellite. Figure 8 shows close-ups of the pansharpened and restored Pléiades images, together with the first and third principal components obtained before and after post-processing. We display the results for one method from each pansharpening family, namely Brovey, HPF and NLVD. Using a structure-chromaticity decorrelating transform helps to discriminate among artifacts also in fused images on real satellite data. Indeed, the structural components PC 1 -fused are affected by blur, see e.g. the edges of the roads appearing in both figures, while the chromatic components PC 3 -fused contain aliasing patterns everywhere, drooling effects surrounding objects such as swimming pools, and color spots.
On the one hand, our restoration strategy is able to mitigate the blur in the structural components and the resulting PC 1 -restored images look clear with enhanced spatial details, specially at the edges of roads, buildings and objects like cars. Furthermore, some texture, e.g. from treetops and grass, is also recovered. On the other hand, the nonlocal chromatic filtering allows eliminating most of the spectral inaccuracies in the third principal components caused by aliasing and drooling effects. In general terms, the restoration method is able to increase both spatial and spectral qualities regardless the pansharpening method previously used.
Conclusion
We have introduced a post-processing restoration method to improve the quality of the pansharpened images independently of the fusion model. We have designed a nonlocal variational model that filters each chromatic component conditionally to the geometry of the panchromatic. An exhaustive performance evaluation have shown the ability of the proposed filtering to mitigate most of the spectral artifacts such as color spots, aliased patterns and drooling effects. In the second stage, the structural component is replaced by the original panchromatic, after local histogram matching, in order to reduce blurring effects and recover the spatial details of the scene.
The experiments have also illustrated the ability of the proposed restoration strategy to suppress artifacts and noise without over-smoothing the underlying image structure, which is a common drawback of many image filtering processes. The improvement in quality is achieved without requiring any knowledge of the merging strategy and the relationship between panchromatic and spectral components. We have also noticed that some spectral information, like the hue or saturation of the objects, which have been lost during the fusion process cannot be recovered due to the lack of a high-resolution multispectral image. Finally, we have assessed the performance of the restoration technique with Pléiades satellite images.
