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ON DIFFERENTIAL SUBORDINATIONS AND ARGUMENT
INEQUALITIES ASSOCIATEDWITH THE GENERALIZED
HYPERGEOMETRIC FUNCTIONS
ALI MUHAMMAD
The main object of this paper is to derive several interesting argument
properties of a linear operator Hm,µp,q,s(α1) associated with the generalized
hypergeometric functions.
1. Introduction
For any integer m > 1− p, let ∑p,m denote the class of functions f :
f (z) = z−p+
∞
∑
k=m
akzk, p ∈ N (1.1)
which are analytic and p-valent in the punctured unit disc E∗ = {z | z ∈ C and
0 < |z|< 1}= E\{0}.
If f and g are analytic in E, we say that f is subordinate to g, written f ≺
g or f (z) ≺ g(z), if there exists a Schwarz function w in E such that f (z) =
g(w(z)). Furthermore, if the function g(z) is univalent in E, then the following
equivalence holds (see [7],[8]):
f (z)≺ g(z) (z ∈ E)⇐⇒ f (0) = g(0) and f (E)⊂ g(E).
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For functions f , g ∈ ∑p,m, where f is given by (1.1) and g is defined by
g(z) = z−p+
∞
∑
k=m
bkzk, p ∈ N
then the Hadamard product (or convolution) f ∗ g of the functions f and g is
defined by
( f ∗g)(z) = z−p+
∞
∑
k=m
akbkzk = (g∗ f )(z).
For real or complex parameters α1, · · ·αq and β1, · · · ,βs, with β j /∈ Z−0 = {0,−1,
−2, · · ·}, j = 1, · · ·s, the generalized hypergeometric function qFs (see [10]) is
given by
qFs(α1, · · · ,αq;β1, · · · ,βs;z) =
∞
∑
k=0
(α1)k · · ·(αq)k
(β1)k, · · · ,(βs)k k!z
k, (1.2)
with q≤ s+1, q,s∈N0 =N∪{0}, z∈E, where (v)k is the Pochhammer symbol
(or the shifted factorial) defined in (terms of the Gamma function) by
(v)k =
Γ(v+ k)
Γ(v)
=
{
1 if k = 0, v ∈ C\{0}
v(v+1), · · ·(v+ k−1) if k ∈ N, v ∈ C
}
Corresponding to the function φp(α1, · · ·αq;β1, · · · ,βs;z) defined by
φp(α1, · · ·αq;β1, · · · ,βs;z) = z−p qFs(α1, · · · ,αq;β1, · · · ,βs;z). (1.3)
We introduce a function φp,µ(α1, · · ·αq;β1, · · · ,βs;z) defined by
φp(α1, · · ·αq;β1, · · · ,βs;z)∗φp,µ(α1, · · ·αq;β1, · · · ,βs;z)
=
1
zp(1− z)µ+p (µ >−p; z ∈ E
∗). (1.4)
We now define a linear operator Hm,µp,q,s(α1, · · ·αq;β1, · · · ,βs) f (z) : ∑p,m −→
∑p,m by
Hm,µp,q,s(α1, · · ·αq;β1, · · · ,βs) f (z) = φp,µ(α1, · · ·αq;β1, · · · ,βs;z)∗ f (z) (1.5)
(αi, β j /∈ Z−0 ; i = 1,2, ...q; j = 1, · · ·s; µ >−p; f ∈∑
p,m
; z ∈ E∗).
For convenience, we write
Hm,µp,q,s(α1) =Hm,µp,q,s(α1, · · ·αq;β1, · · · ,βs) f (z).
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If f ∈ ∑p,m is given by (1.1), then from (1.5), we deduce that
Hm,µp,q,s(α1) f (z)
= z−p+ ∑
k=m
(µ+ p)p+k(β1)p+k...(βs)p+k
(α1)p+k...(αq)p+k
akzk, (µ >−p; z ∈ E∗), (1.6)
and it is easily verified from (1.6) that
z(Hm,µp,q,s(α1) f (z))′= (µ+ p)Hm,µ+1p,q,s (α1) f (z)−(µ+2p)Hm,µp,q,s(α1) f (z). (1.7)
and
z(Hm,µp,q,s(α1+1) f (z))′=α1Hm,µp,q,s(α1) f (z)−(p+α1)Hm,µp,q,s(α1+1) f (z). (1.8)
We note that the linear operator Hm,µp,q,s(α1) is closely related to the Choi-Saigo-
Srivastava operator [4] for analytic functions and is essentially motivated by the
operators defined and studied in [2]. The linear operator H0,µ1,q,s(α1) was investi-
gated recently by Cho and Kim [1], whereasH1−pp,2,1(c,1;a;z) =Lp(a,c) (c ∈R,
a ∈ Z−0 ) is the operator studied in [6]. In particular, we have the following ob-
servations;
i) Hm,0p,s+1,s(p+1,β1, · · · ,βs;β1, · · · ,βs) f (z) = pz2p
z∫
0
t2p−1 f (t)dt;
ii) Hm,0p,s+1,s(p,β1, · · · ,βs;β1, · · · ,βs) f (z)
=Hm,1p,s+1,s(p+1,β1, · · · ,βs; β1, · · · ,βs) f (z) = f (z);
iii) Hm,1p,s+1,s(p,β1, · · · ,βs;β1, · · · ,βs) f (z) = z f
′(z)+2p f (z)
p ;
iv) Hm,2p,s+1,s(p+1,β1, · · · ,βs;β1, · · · ,βs) f (z) = z f
′(z)+(2p+1) f (z)
p+1 ;
v) H1−p,np,s+1,s(β1, · · · ,βs;1;β1, · · · ,βs) f (z) = 1zp(1−z)n+p = Dn+p−1 f (z) (n is an
integer >−p) the operator studied in [5];
vi) Hm,1−pp,s+1,s(δ+1,β2, · · · ,βs;1;δ ;β2, · · · ,βs) f (z)= δzδ+p
z∫
0
tδ+p−1 f (t)dt (δ >
0, z ∈ E∗).
Using the operatorHm,µp,q,s(α1) we now define a function Q by
Q(z) = (1−δ − (µ+2p)δ )(Hm,µp,q,s(α1) f (z))+δ (µ+ p)Hm,µ+1p,q,s (α1) f (z),
f ∈∑
p,m
µ >−p; δ ≥ 0; z ∈ E∗. (1.9)
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We observe that the operator Q(z) = Hm,µp,q,s(α1) f (z) when δ = 0. On the other
hand for δ = 1, in view of Eq. (1.7), it follows that Q(z) = z(Hm,µp,q,s(α1) f (z))′.
In this paper, we investigate some properties of Q(z). The following Lemma
will be required in our investigation.
Lemma 1.1. (see [9])
Let a function h(z) = 1+ cm+pzm+p + cm+p+1zm+p+1 + ...be analytic in E
and h(z) 6= 0, z ∈ E. If there exists a point z0 ∈ E such that
|argh(z)|< pi
2
η (|z|< |z0|) and |argh(z0)|= pi2η (0≤ α < 1), (1.10)
then we have,
z0h′(z0)
h(z0)
= ikα, (1.11)
where
k ≥ 1
2
(a+
1
a
) when argh(z0) =
pi
2
η , (1.12)
k ≤−1
2
((a+
1
a
) when argh(z0) =
pi
2
η , (1.13)
and
(h(z0))
1
η =±ia, (a > 0).
2. Main Results
Theorem 2.1. Let f ∈ ∑p and Q(z) be defined by (1.9). If∣∣∣argzp− j(Q(z))( j)∣∣∣< pi
2
η (z ∈ E∗), (2.1)
then ∣∣∣argzp− j(Hm,µp,q,s(α1) f (z))( j)∣∣∣< pi2 (z ∈ E∗),
where 0≤ j ≤ p, 0 < η ≤ 1, µ >−p, and δ ≥ 0.
Proof. Let f ∈ ∑p and set
(p− j)!
p!
zp− j(Hm,µp,q,s(α1) f (z))( j) = h(z). (2.2)
Then h is analytic in E with h(z) 6= 0 for all z ∈ E and h(0) = 1. Since
(zHm,µp,q,s(α1) f ′(z))( j) = j((Hm,µp,q,s(α1) f (z))( j)+ z(Hm,µp,q,s(α1) f (z))( j+1),
(2.3)
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we have from Eqs. (1.7),(1.9) and (2.3) that
Q( j)(z) = (1−δ − (µ+2p)δ )(Hm,µp,q,s(α1) f (z))( j)
+δ (µ+ p)(Hm,µ+1p,q,s (α1) f (z))( j)
= (1−δ − (µ+2p)δ )(Hm,µp,q,s(α1) f (z))( j)+δ (z(Hm,µp,q,s(α1) f ′(z))( j))
+(µ+2p)(Hm,µp,q,s(α1) f (z))( j)
= (1−δ −δ j)((Hm,µp,q,s(α1) f (z))( j)+δ z((Hm,µp,q,s(α1) f (z))( j+1).
(2.4)
It is easy to see from Eqs. (2.4) and (2.2) that
zp− jQ( j)(z) = (1−δ −δ j)zp− j(Hm,µp,q,s(α1) f (z))( j)
+δ zp+1− j(Hm,µp,q,s(α1) f (z))( j+1)
=
p!(1−δ −δ j)
(p− j)! h(z)+
p!δ
(p− j)!(p− j)h(z)+ zh
′(z)
=
p!(1−δ −δ p)
(p− j)!
(
h(z)+
δ
(1−δ −δ p)zh
′(z)
)
. (2.5)
Suppose there exists a point z0 ∈ E such that
|argh(z)|< pi
2
η (|z|<∈ |z0|) and |argh(z0)|= pi2η .
Then, by Lemma 1.1, we can write that
z0h′(z0)
h(z0)
= ikη and (h(z0))
1
η =±ia (a > 0).
Therefore, if argh(z0) =
piη
2 , then by Eq. (2.5)
zp− j0 Q
( j)(z0) =
p!(1−δ −δ p)
(p− j)! h(z0)
(
1+
δ
(1−δ −δ p)
zh′(z0)
h(z0)
)
=
p!(1−δ −δ p)
(p− j)! a
ηei
ηpi
2
(
1+
δ
(1−δ −δ p) ikη
)
.
This shows that
arg
(
zp− j0 Q
( j)(z0)
)
=
pi
2
η+ arg
(
1+
δ
(1−δ −δ p) ikη
)
=
pi
2
η+ tan−1
(
δ
(1−δ −δ p)kη
)
≥ pi
2
η
(
where k ≥ 1
2
(a+
1
a
)≥ 1
)
,
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which contradicts the condition Eq. (2.1). Similarly, if arg(h(z0)) =−piη2 , then
we obtain
arg
(
zp− j0 Q
( j)(z0)
)
≤ −pi
2
η ,
which also contradicts the Eq. (2.1). Thus, the function h satisfies
|arg(h(z0))|< ηpi2 (z ∈ E
∗).
This shows that∣∣∣arg(zp− j)(Hm,µp,q,s(α1) f (z))( j)∣∣∣< pi2η (z ∈ E∗).
This completes the proof.
Taking α1 = p, µ = 0, αi+1 = βi (i = 1,2, ...s) in Theorem 2.1, we immedi-
ately have the following result.
Corollary 2.2. Let Q(z) = (1−δ ) f (z)+δ z f ′(z) for f ∈ ∑p . If∣∣∣arg(zp− jQ( j)(z))∣∣∣< pi
2
η (z ∈ E∗),
then ∣∣∣arg((zp− j f ( j)(z)))∣∣∣< pi
2
η (z ∈ E∗),
where 0≤ j ≤ p, 0 < η ≤ 1 and δ ≥ 0.
Theorem 2.3. Let f (z) ∈ ∑p and let Q be defined by Eq. (1.9). If
zp− j(Hm,µp,q,s(α1) f (z))( j) ≺
p!
(p− j)!
1+(1−2σ)z
1− z (z ∈ E), (2.6)
then (
zp− jQ( j)(z)
)
≺ p!(1−δ − pδ )
(p− j)!
1+(1−2σ)z
1− z (|z|< ρ), (2.7)
where 0≤ j ≤ p, 0≤ σ < 1, and
ρ =
[
1+
(
δ
(1−δ − pδ )
)2] 12
− δ
(1−δ − pδ ) . (2.8)
The bound ρ ∈ (0,1) is best possible.
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Proof. Set
Ψ(z) = (1− γ)1
z
1
1− z + γ
1
z
1
(1− z)2 , z ∈ E
∗,
where γ = δ(1−δ−pδ ) > 0. We need to verify that
ℜ{ρzΨ(z)}> 1
2
, z ∈ E∗, (2.9)
where ρ = (1+γ2) 12 −γ and ρ ∈ (0,1). Let 11−z = R eiθ and |z|= r < 1. In view
of
cosθ =
1+R2(1− r2)
2R
, R≥ 1
1+ r
,
we have
2ℜ
{
zΨ(z)− 1
2
}
= 2(1− γ)Rcosθ +2γR2 cos2θ −1
= R4γ(1− r2)2+R2((1− γ)(1− r2)−2γr2)
≥ R2(γ(1− r)2+(1− γ)(1− r2)−2γr2)
= R2(1−2γr− r2)> 0,
for |z| = r < ρ, which gives Eq. (2.9). Thus the function Ψ(z) has the integral
representation
ρzΨ(z) =
∫
|x|=1
dµ(x)
1− xz , z ∈ E
∗, (2.10)
where µ(x) is a probability measure on |x|= 1.
Now, setting
(p− j)!
p!
(
zp− j(Hm,µp,q,s(α1) f (z)
)( j)
= h(z),
where h(z) is analytic in in E with h(0) = 1. Then it follows from Eq. (2.6) that
ℜh(z)> σ , 0≤ σ < 1, z ∈ E.
Since we can write
{zΨ(z)∗h(z)}= h(z)+ γzh′(z),
it follows from Eq. (2.10) that
ℜ{h(ρz)+ γρzh′(z)}=ℜ{ρzΨ(ρz)∗h(z)}
=ℜ

∫
|x|=1
h(xz)dµ(x)
> σ , z ∈ E∗. (2.11)
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Thus, from Eqs. (2.3) and (2.11), we conclude that Eq. (2.7) holds.
To show that the bound ρ is best possible we take f ∈ ∑p defined by
(p− j)!
p!
zp− j
(Hm,µp,q,s(α1) f (z))( j) = (1−σ)1+ z1− z +σ .
Since
(p− j)!zp− j ((Hm,µp,q,s(α1) f (z))( j)
p!(1−δ −δ p) = (1−σ)
1+ z
1− z +σ + γ(1−σ)z
(
1+ z
1− z
)′
= (1−σ)1+2γz− z
2
(1− z)2 +σ = σ ,
for |z|=−ρ, it follows that ρ is the best possible.
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