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1. Introduction
Motivated by the Steinberg presentation of the Chevalley groups or, more generally, by
the structure of the Lie-type groups corresponding to an irreducible, spherical Moufang
building of rank   2, Timmesfeld has intensively studied the following situation (see,
e.g., [4–9]):
Let Φ be an irreducible, spherical root system of rank   2 satisfying the crystallo-
graphic condition (i.e., Φ is of type A, B, C, BC,   2, D,   4, E, 6    8,
F4 or G2), and let G be a group generated by (non-trivial) subgroups Aα , α ∈ Φ , satisfy-
ing the following hypothesis denoted by (S):
(I) Xα := 〈Aα,A−α〉 is a rank-one group with unipotent subgroups Aα and A−α for
α ∈ Φ . (For definition and properties of rank-one groups, which will be used through-
out this paper, see the monograph [10] or, e.g., [2].)
(II) If α,β ∈ Φ with β /∈ {−α,−2α} and α /∈ {−β,−2β}, then
[Aα,Aβ ] 〈Aiα+jβ | i, j ∈ N and iα + jβ ∈ Φ〉.
Further A2α Aα if 2α ∈ Φ .
Clearly, all Chevalley groups and all Lie-type groups corresponding to an irreducible,
spherical Moufang building of rank   2 satisfy (S). But (S) allows for other groups,
as well. In particular, all commutators in (II) might be trivial, in which case G is a central
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C. Müller / Journal of Algebra 294 (2005) 552–568 553product of the rank-one groups Xα , α ∈ Φ . Now, Timmesfeld’s goal is to determine the
structure of the groups satisfying (S). Before we state his main result, we want to introduce
some notation (cf. [5, Theorem 1]):
Let G be a group satisfying (S) with some root system Φ . Suppose there exist an
irreducible, spherical Moufang building B with root system Φ , and a surjective homo-
morphism σ :G → G¯, where G¯ denotes the Lie-type group of B, such that the Aα , α ∈ Φ ,
are mapped onto the root groups of G¯ corresponding to some apartment of B and such that
kerσ  Z(G) ∩ H , where H := 〈Hα | α ∈ Φ〉 and Hα := NXα(Aα) ∩ NXα(A−α). (Note
that σ |Aα is thus injective!) Then we say that G is a group of type B or simply, neglecting
the precise structure of B, that G is a group of type Φ . (Note, however, that two groups of
type Φ in this sense might be non-isomorphic.)
With this notation we can cast Timmesfeld’s main result of [8] in the following form:
1.1. Theorem. Suppose G satisfies (S) with Φ not of type G2 and BC. Then the following
hold:
(A) Φ = ⋃˙Φi , where either Φi carries the structure of an irreducible, spherical root
system of rank  2 (different from G2) or Φi = {±αi}.
(B) G is a central product of subgroups Gi = 〈Aα | α ∈ Φi〉, which are either of type Φi
or Gi = Xαi .
For Φ = BC a similar statement has been proved in [9], but since in this case the
exact formulation is slightly more difficult, we do not include it here. An illustrating ex-
ample for the statement in Theorem 1.1 is Φ = C2 = {±r,±s,±(r + s),±(2r + s)} and
G = G1 ∗ X2r+s with G1  SL3 and Φ1 = {±r,±s,±(r + s)}. We stress that in this sit-
uation the subset Φ1 can be considered as a root system of type A2, but it certainly is no
subsystem of Φ .
In the present paper we partially solve the remaining problem when Φ is of type G2.
That is, we prove a statement similar to that of [6, Theorem 1] for the G2-case. We show:
1.2. Theorem. Suppose G satisfies (S) with Φ of type G2. Let J ⊆ Φ denote the set of long
roots in Φ and K = Φ \ J . Then one of the following holds:
(A) G is of type G2.
(B) G is of type A3.
(C) Either all Aα , α ∈ Φ , are elementary abelian 2-groups or elementary abelian
3-groups.
(D) Either G = Xα ∗ CG(Xα) for an α ∈ Φ and Xβ  CG(Xα) for all β ∈ Φ \ {±α},
or G = G(J ) ∗ G(K) with both G(J ) := 〈Aα | α ∈ J 〉 and G(K) := 〈Aα | α ∈ K〉 of
type A2.
While possibility (A) in Theorem 1.2 is the prototype case, the occurrence of possibility
(B) might appear surprising at first sight, since then G is of higher rank than Φ . One can,
however, relabel the “index set” Φ by a root system of type A3 such that the commutator
relations in (S)(II) are respected (cf. the proof of Proposition 4.4 in Section 4). A similar
situation occurs in Theorem 1.1 for Φ = F4, where one of the central factors Gi can be of
type A5.
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GF(2) and fields of characteristic three for Chevalley groups of type G2. In these cases
the Chevalley commutator relations partially degenerate. The same holds for Chevalley
groups of type B, C or F4 and fields of characteristic two. Accordingly, in the proof of
Theorem 1.1 a special argument was needed in the characteristic-two case and Φ of type
B, C or F4. The solution of the cases Φ = B, C or F4 in Theorem 1.1 is based on
the treatment of the B2-case. The situation, when Φ is of type B2 = C2 and the charac-
teristic is different from two, has been analysed in [2]; here, certain central involutions,
that are absent in characteristic two, play an essential role (cf. also Lemmas 4.1 and 4.2 in
Section 4). The case Φ = B2 in characteristic two has been solved in [8]; the solution is
based on the observation that a rank-one group is special, if the unipotent subgroups are
elementary abelian 2-groups. Now, in the proof of Theorem 1.2 one of the main problems
is to discover the exceptional role of characteristic three on a purely group-theoretic level.
Finally, case (D) in Theorem 1.2 takes into account the aforementioned possibility that
the commutator relations in (S)(II) might degenerate. In the present paper we leave the
structure of CG(Xα) in the first alternative of case (D) unspecified. Meanwhile, however,
it has been shown by H. Oueslati (private communication) that CG(Xα) decomposes into
a central product of groups, which are one of types C2, A2 or A1. (Here, a rank-one group
is said to be of type A1.) More precisely, starting from Theorem 1.2 above, H. Oueslati
has been able to prove that, when Φ is of type G2, then the group G is either of type G2,
A3, A2 × A2, C2 × A1 × A1, A2 × A1 × A1 × A1 or A1 × A1 × A1 × A1 × A1 × A1.
This statement, which is independent of the characteristic, is analogous to the statement in
Theorem 1.1 and, thus, completes the solution of the G2-case.
To make it more transparent, the proof of Theorem 1.2 is distributed over three sections.
It mainly consists of extensive commutator calculations together with applications of the
theory of rank-one groups. This is similar to the treatments of the other rank-two cases, i.e.,
Φ of type A2, C2 and BC2 (see [4], [2,8], and [7], respectively), which then have served as
an induction basis for the more elegant proof of the higher-rank cases in Theorem 1.1.
2. Proof of Theorem 1.2: Notation and basic results
In the next three sections we give the proof of Theorem 1.2. Assume that G satisfies (S)
with Φ of type G2:
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respectively. (Note that J is a root subsystem of Φ , but K is not.) For α ∈ Φ let
Uα := 〈Aβ | β ∈ Φ is between α and −α in clockwise sense〉
(cf. the figure!). For example,
Us = 〈Ar+s ,A3r+2s ,A2r+s ,A3r+s ,Ar 〉 = Ar+sA3r+2sA2r+sA3r+sAr ,
where the latter identity follows from the commutator relations in (S)(II). Similarly, for
α ∈ J , let
Wα := 〈Aβ | β ∈ J is between α and −α in clockwise sense〉
and Vα := WαAβ , where β denotes the short root lying in the figure above between
the long roots γ and δ with Wα = AγAδ . For example, Ws = A3r+2sA3r+s and Vs =
A3r+2sA2r+sA3r+s . Note that, by (S)(II), the groups Uα , α ∈ Φ , Wα and Vα , α ∈ J , are
Xα-invariant.
Further, Proposition I (1.3) in [10] allows us to pick for each α ∈ Φ an nα ∈ Xα with
A
nα
α = A−α and Anα−α = Aα , for which we use the shorthand notation
Aα
nα←→ A−α.
Finally, for α ∈ Φ , let
Hα := NXα(Aα)∩NXα(A−α)
= 〈nn′ ∣∣ n,n′ ∈ Xα with Aα n←→ A−α and Aα n
′←→ A−α
〉
.
To begin with, we prove (or simply state) some basic results on the structure of G, which
are similar to those for the C2-case treated in [2]. First, as a direct consequence of (S)(I)
and (II), we have:
2.1. Lemma. For α,β ∈ Φ the following hold:
(a) AαUα and A−αUα are nilpotent.
(b) Aα ∩Uα = 1 = A−α ∩Uα. In particular, Aα ∩Aβ = 1 for β = α.
Proof. See [5, Lemma (2.1)]. 
Our proof of Theorem 1.2 will be based upon the following lemma from [5]:
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(a) G = Xα ∗CG(Xα) for an α ∈ J and Xβ  CG(Xα) for all β ∈ Φ \ {±α}.
(b) [Aα,Aβ ] = Aα+β for all α,β ∈ J with α + β ∈ J . (By Theorem 2 in [5], this means
that G(J ) is of type A2!)
Proof. See [5, Lemma (2.5)]. 
Lemma 2.2 shows that either Theorem 1.2(D) holds or G(J ) is of type A2. If, in the
latter case, also [Aα,Aβ ] = 1 for all α ∈ J , β ∈ K holds, then we get
G = G(J ) ∗G(K) (∗)
with G(K) also of type A2 or G(K) = Xr ∗Xr+s ∗X2r+s by [4, Lemma (2.1)]. Note that
in this situation the short root groups are closed under commutators, for, e.g.,
[A2r+s ,Ar ]A3r+s ∩CG
(
G(J )
)= 1,
[Ar+s ,Ar ]A3r+2sA2r+sA3r+s ∩CG
(
G(J )
)= A2r+s .
In any case, Theorem 1.2(D) holds. Hence, for the proof of Theorem 1.2 we may from now
on assume that G(J ) is of type A2 and that not all short root groups commute with all long
root groups. Without loss, let Ar be a short root group not commuting with all long root
groups and let β ∈ J with [Ar,Aβ ] = 1. Then, by (S)(II), β ∈ {s,−3r − s}. Since G(J )
is of type A2, the commutator groups [Ar,As] and [Ar,A−3r−s] are conjugate by n3r+2s .
Therefore, our assumptions imply that the relations
[Ar,As] = 1 (R)
and [Ar,A−3r−s] = 1 hold; the latter of those, however, will not be explicitly used.
Since G(J ) is of type A2, application of Corollary I (2.5) in [10] to the action of Xα on
Wα , α ∈ J , yields that the Xα , α ∈ J , are special rank-one groups. Hence, by Theorem I
(5.2) in [10], the root groups Aα , α ∈ J , are either elementary abelian p-groups or torsion-
free and divisible. Therefore, the long root groups can be considered as vector spaces over
some prime field. Let in the following k = GF(p) respectively k = Q denote this prime
field. Further, by Theorem I (5.6) in [10], for each a ∈ A#α , α ∈ J , there exists a subgroup
Xα(a)Xα containing a, which is isomorphic to (P )SL2(p) in the first case and isomor-
phic to a quotient of St2(Q) in the latter case. (Here, St2(Q) denotes the universal central
extension of PSL2(Q).)
The following lemmas crucially depend on the assumption (R):
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(a) CUs (As) = Ar+sA3r+2sA2r+s and CUs (A−s) = A2r+sA3r+sAr .
(b) U¯s = A¯r+s × A¯r and, for all as ∈ A#s and a−s ∈ A#−s ,
CU¯s (As) = A¯r+s =
[
A¯r ,As
]= [A¯r , as
]
,
CU¯s (A−s) = A¯r =
[
A¯r+s ,A−s
]= [A¯r+s , a−s
]
.
Further, CAs (a¯r ) = 1 = CA−s (a¯r+s) for all a¯r ∈ A¯#r , a¯r+s ∈ A¯#r+s .
Proof. (a) By (S)(II), Ar+sA3r+2sA2r+s ⊆ CUs (As) holds. To get the opposite inclusion
we show CArA3r+s (As) = 1. Let ara3r+s ∈ CArA3r+s (As) with ar ∈ Ar , a3r+s ∈ A3r+s .
Then, for each as ∈ As , we have
1 = [as, ara3r+s] = [as, a3r+s][as, ar ]a3r+s .
Since, by (S)(II), [As,A3r+s]  A3r+2s and [A3r+2s , a3r+s] = 1 this gives [As, ar ] 
A3r+2s . If ar = 1, then Xr = 〈ar ,A−r 〉N(AsA3r+2s) with A−r  C(AsA3r+2s), which
yields [Xr,As] = 1, a contradiction to (R). Hence, ar = 1. Further, CA3r+s (As) = 1 by the
structure of G(J ) and Lemma (2.1) in [4], which shows the first equation in (a).
By the same argument we get CUs (A−s) = A2r+sA3r+sAr , if we show that [Ar+s ,
A−s] = 1 holds (which then can serve as a substitute for (R)!). To this end, suppose [Ar+s ,
A−s] = 1. Then [Us,A−s] = A3r+s and, thus,
[Ar,As] [Us,As] = Ans3r+s = A3r+2s .
From this we obtain, as before, the contradiction [Ar,As] = 1.
(b) We have U¯s = A¯r+s × A¯r since, by Lemma 2.1(b), Ar ∩ Ar+sVs  Ar ∩ U−r = 1.
Further, by (a),
CUs (As) = Ar+sA3r+2sA2r+s ns←→ CUs (A−s) = A2r+sA3r+sAr .
As in the proof of Lemma (2.5) in [5], this yields
CU¯s (As) = A¯r+s and CU¯s (A−s) = A¯r .
Further, A¯r+s = A¯nsr  A¯r × [A¯r ,As] by the Xs -invariance of A¯r × [A¯r ,As]. Hence,
[A¯r ,As] = A¯r+s and, analogously, [A¯r+s ,A−s] = A¯r .
Now, let as ∈ A#s and suppose A¯0 := [A¯r , as] < A¯r+s . Then we have A¯r × A¯0 < A¯r ×
A¯r+s . But A¯r A¯0 is invariant under Xs = 〈as,A−s〉, which yields A¯r+s = A¯nsr ⊆ A¯r A¯0,
a contradiction.
Finally, let 1 = as ∈ CAs (a¯) for an a¯ ∈ A¯r . Then a¯ is centralized by Xs = 〈as,A−s〉
and, thus, a¯ ∈ A¯r ∩ A¯nsr = A¯r ∩ A¯r+s = 1 by Lemma 2.1(b). Hence, for a¯r ∈ A¯#r , we get
CAs (a¯r ) = 1. Conjugation by ns ∈ Xs gives CA−s (a¯r+s) = 1 for a¯r+s ∈ A¯#r+s . 
558 C. Müller / Journal of Algebra 294 (2005) 552–5682.4. Lemma. For x ∈ Xs with As x←→ A−s we have Ar x←→ Ar+s .
Proof. By Lemma 2.3(a), x interchanges Ar+sA3r+2sA2r+s and A2r+sA3r+sAr by con-
jugation. Thus, Axr Ar+sA3r+2sA2r+s U−2r−sA2r+s . We show that Axr Ar+s holds.
Suppose Axr  U−2r−s . Then there exists a y ∈ Axr with yU−2r−s ∩A2r+s = ∅. Hence,
by (2.5) in [2], 〈yX2r+s 〉 is not nilpotent, since it is not nilpotent modulo U−2r−s . But on
the other hand, since [x,X2r+s] = 1, we have
〈
yX2r+s
〉

〈(
Axr
)X2r+s 〉Ux2r+s ,
which is nilpotent by Lemma 2.1(a), a contradiction. Therefore,
Axr Ar+sA3r+2sA2r+s ∩U−2r−s = Ar+sA3r+2s ,
which gives us
Axr =
(
CArA3r+s (A−3r−s)
)x  CAr+sA3r+2s (A−3r−2s) = Ar+s
by the structure of G(J ). With symmetry, also Axr+s  Ar holds. These relations hold for
each x′ ∈ Xs with
As
x′←→ A−s .
Choosing x′ = x−1, we get Axr+s = Ar and Axr = Ar+s . 
2.5. Lemma. Lemmas 2.3 and 2.4 correspondingly hold for each α ∈ J . In particular,
A
nα
β = Aβwα for α ∈ J , β ∈ Φ , where wα denotes the reflection along α in the Weyl group
of Φ .
Proof. Lemmas 2.3 and 2.4 were essentially implied by the assumption (R). Also by (R)
we find [A−3r−s ,Ar ] = 1, for we have As = [A3r+2s ,A−3r−s] by the structure of G(J ).
From 1 = [As,Ar ]ns = [A−s ,Ar+s] by Lemma 2.4, analogously [A−3r−2s ,Ar+s] = 1 fol-
lows. Thus, Lemmas 2.3 and 2.4 also hold for the actions of X3r+s on U3r+s and X3r+2s
on U−3r−2s . In particular, we get
Ar
n3r+s←→ A−2r−s .
Now we show that also [A−r ,A−s] = 1 holds; then, by the same argument as before,
the assertion follows. Suppose, [A−r ,A−s] = 1. Then, since A3r+s = [A3r+2s ,A−s], we
obtain [A−r ,A3r+s] = 1 = [A−r ,X3r+s]. On the other hand [A−r ,A−2r−s] = 1 holds,
since otherwise [[A−r ,A−2r−s],A−s] = 1 by the structure of G(J ). Taken together, this
yields the contradiction 1 = [A−r ,A−2r−s]n3r+s = [A−r ,Ar ] and concludes the proof. 
We already know that the long root groups are either elementary abelian p-groups or
torsion-free and divisible. This transfers to the short root groups:
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(a) If the Aα , α ∈ J , are elementary abelian p-groups, then all Aα , α ∈ Φ , are elementary
abelian p-groups.
(b) If the Aα , α ∈ J , are torsion-free and divisible, then all Aα , α ∈ Φ , are torsion-free
and divisible.
Proof. The proof of Lemma 3.8 in [2] can be applied here. 
3. Proof of Theorem 1.2: The exceptional cases of characteristic two and three
In this section we prove a proposition that shows, on the abstract level of hypothesis (S),
why characteristic two and three are different from the others for Φ of type G2. For this
proof we need two lemmas.
3.1. Lemma.
(a) Let X = 〈A,B〉 be a rank-one group with X′ = X and X/Z(X)  PSL2(Q). Let U be a
four-dimensional QX-module with dimCU(A) = 2, such that a submodule V U and
the corresponding factor module U/V are natural QX-modules. Then U decomposes
into a direct sum of two natural QX-modules.
(b) Let X = 〈A,B〉  (P )SL2(p) with p = 3. Let U be a ZX-module with |U | = p4 and
|CU(A)| = p2, such that a submodule V  U and the corresponding factor module
U/V are natural ZX-modules. Then U decomposes into a direct sum of two natural
ZX-modules.
Proof. We show (b). For a ∈ A# we have CU(a) = CU(A) and [U,a] = [U,A]. If [U,a] =
CU(a), then A acts quadratically on U , whence, by Corollary I (3.7) in [10], U decomposes
into a direct sum of natural ZX-modules. In particular this is true for p = 2, since then
[U,a]  CU(a) holds. So we may assume p  5 and [U,a] = CU(a), from which we
will obtain a contradiction. To this end, consider the action of the diagonal subgroup H =
〈h(t) | t ∈ k∗〉 (we use the notation of Example I (1.5) in [10]!) on the two-dimensional
module U˜0 := U0/CV (a) where U0 := V + [U,a] = CU(a) + [U,a]. (Note that U˜0 is
elementary abelian and, thus, a vector space!) On V˜ an element h(t) acts by multiplication
by t , whereas on U˜0/V˜ it acts by multiplication by t−1. We show
C˜U (a) = [˜U,a], (∗)
which yields CU(a) = [U,a], contradicting our assumption. Since C˜U (a) = V˜ , we have
U˜0 = V˜ ⊕ C˜U (a)
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H -invariant subspace of U˜0. But [˜U,a] = V˜ is also one-dimensional and H -invariant. This
shows (∗) and (b). Mutatis mutandis, (a) can be shown by the same argument. 
Note that, for p > 5, Lemma 3.1(b) is already included in [1]. Lemma 3.1 can be lifted
to the situation where the submodule and the factor module decompose into direct sums of
(possibly infinitely many) natural ZX-modules:
3.2. Lemma. Let X = 〈A,B〉 be a rank-one group that either (i) is isomorphic to
(P )SL2(p) with p /∈ {2,3} or (ii) is perfect with X/Z(X)  PSL2(Q). Let U be an
X-invariant, nilpotent group such that a subgroup V  Z(U) and the corresponding
quotient U˜ := U/V decompose into direct sums of natural ZX-modules. Further, let
[U,a, a, a] = 0 for some a ∈ A#. Then A acts quadratically on U , and U decomposes
into a direct sum of natural ZX-modules.
Proof. Let I, I ′ denote index sets such that
V =
⊕
i∈I
Vi, U˜ =
⊕
j∈I ′
U˜j
are the decompositions of V and U˜ into direct sums of natural ZX-modules.
We first show that U is abelian. Consider the bilinear map
ϕ : U˜ ⊗ U˜ → V,
uV ⊗ u′V → [u,u′]
respecting the X-action. We have
U˜ ⊗ U˜ =
⊕
i∈I,j∈I ′
U˜i ⊗ U˜j ,
where each U˜i ⊗ U˜j is isomorphic to the space M of (2 × 2)-matrices over k = GF(p)
in case (i) or k = Q in case (ii). Since char(k) = 2, the module M decomposes into the
direct sum of the irreducible, three-dimensional submodule of trace-zero matrices and the
one-dimensional submodule of scalar matrices. Now
ϕij := ϕ|U˜i⊗U˜j
is a map from M into a direct sum of irreducible, two-dimensional modules and, thus, is
trivial. Therefore ϕ is trivial and U ′ = 1. (Note that, e.g., by [3], U is thus a QX-module
in case (ii)!)
Now, let Uj denote the coimage of U˜j and let
V i :=
⊕
Vn.i =n∈I
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and natural factor module Uj/V = U˜j satisfying the hypothesis of Lemma 3.1. Hence,
Mij decomposes into a direct sum of natural ZX-modules (respectively QX-modules) and,
thus, is a quadratic X-module. Therefore, [Uj ,A,A] V i , which yields
[Uj ,A,A]
⋂
i∈I
V i = 0
for arbitrary j ∈ I ′. Thus, U is a quadratic X-module with CU(X) = 0, and, hence, de-
composes into a direct sum of natural ZX-modules by Corollary I (3.7) in [10]. 
Now, with the help of Lemma 3.2, we are able to prove the following proposition that
describes the exceptional roles of characteristic two and three by group theoretic means. It
is motivated by the observation that in the Chevalley groups G2(k) for char(k) = 3 the re-
lation [Ar+s ,A2r+s] = 1 holds. (Notice that we still assume that the degenerate possibility
(D) in Theorem 1.2 does not hold!)
3.3. Proposition. If [Ar+s ,A2r+s] = 1, then the Aα , α ∈ Φ , are elementary abelian
2-groups or elementary abelian 3-groups.
Proof. Since, by Lemma 2.4, [Ar,A2r+s] = [Ar+s ,A2r+s]ns = 1 we have A2r+s  Z(Us)
and, thus, Vs  Z(Us). Let a ∈ A#s and X := Xs(a), which normalizes Uˆs := Us/A2r+s .
We show that, if the characteristic of the associated prime field k is different from two
and three, then Uˆs decomposes into a direct sum of natural ZX-modules, and from this we
construct a contradiction. First, we consider the action of X on Vˆs = Vs/A2r+s = Aˆ3r+2s ⊕
Aˆ3r+s , where we have switched to the additive notation. By the structure of G(J ) and
Lemma (2.1) in [4], we have
[
Aˆ3r+s ,As(a)
]= Aˆ3r+2s ,
[
Aˆ3r+2s ,A−s(a)
]= Aˆ3r+s .
Therefore, Vˆs is a quadratic X-module with
C
Vˆs
(X) = 0 and [Vˆs ,X
]= Vˆs .
Hence, by Corollary I (3.7) in [10], Vˆs decomposes into a direct sum of natural ZX-
modules. Now, we consider the action of X on Uˆs/Vˆs . We have Uˆs/Vˆs  Us/Vs = U¯s =
A¯r+s ⊕ A¯r with
[
A¯r ,As(a)
]= A¯r+s ,
[
A¯r+s ,A−s(a)
]= A¯r
by Lemma 2.3(b). Hence, as before, also Uˆs/Vˆs decomposes into a direct sum of natural
ZX-modules.
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direct sum of natural ZX-modules, since, by (S)(II), [Uˆs, as, as, as] = 0 holds for each
as ∈ As(a). In particular, Uˆs is a quadratic X-module with
C
Uˆs
(X) = 0.
Hence, by Theorem I (3.4) in [10], 〈aˆXr 〉 for aˆr ∈ Aˆr is a natural kX-module with
〈
aˆXr
〉= 〈aˆHr
〉⊕ 〈(aˆn(1)r
)H 〉 Aˆr ⊕ Aˆr+s
by Lemma 2.4, where H  Hs denotes the diagonal subgroup of X. (Note that, by (2.2)
in [2], As(a) n(1)←→ A−s(a) implies As n(1)←→ A−s !) Therefore, [aˆr ,X] Aˆr+sAˆr holds for
each aˆr ∈ Aˆ#r . Hence, Aˆr+sAˆr is invariant under X = Xs(a) for each a ∈ A#s and, thus,
under Xs . Since this also holds for the coimage Ar+sA2r+sAr we find
[Ar,As]Ar+sA2r+sAr ∩Ar+sA3r+2sA2r+sA3r+s
= Ar+sA2r+s(Ar ∩Ar+sA3r+2sA2r+sA3r+s)
= Ar+sA2r+s
by Dedekind’s identity and Lemma 2.1(b). Thus, M := AsAr+sA2r+s is normalized by Xr .
(Note that, by virtue of the action of the nα , α ∈ J , on the root groups, the relations
[Ar+s ,A2r+s] = 1 = [A2r+s ,Ar ] and [Ar+s ,Ar ]  A2r+s correspondingly hold for all
short roots. In particular, [A2r+s ,A−r ]Ar+s !) Now, for the action of Xr on M there are
two possibilities: By the comment above, the short root groups are closed under com-
mutators. Hence, by Lemma (2.1) in [4], either G(K) = Xr ∗ Xr+s ∗ X2r+s or G(K)
is of type A2. In the first case M  C(A−r ) holds, yielding [Ar,As]  [Xr,M] = 1,
a contradiction to (R). In the second case [M,A−r ] = Ar+s holds, and conjugation by
nr gives [M,Ar ] = A2r+s . Hence, ArA2r+s is normalized by Xs and centralized by A−s ,
which again yields the contradiction [Ar,As]  [ArA2r+s ,Xs] = 1. This concludes the
proof. 
We conclude this section with a small lemma:
3.4. Lemma. If [Ar+s ,A2r+s] = 1, then [Ar+s ,A2r+s] = A3r+2s and [Ar,A2r+s] =
A3r+s .
Proof. First, by Lemma 2.4, we have 1 = [Ar+s ,A2r+s]ns = [Ar,A2r+s]. Now [Us,A2r+s]
is an Xs -invariant module with
[Us,A2r+s] = [Ar+s ,A2r+s][Ar,A2r+s]A3r+2sA3r+s = Ws.
By Lemma (2.1) in [11], Ws is an irreducible Xs -module. This shows the assertion. 
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To conclude the proof of Theorem 1.2, we will suppose in this section that neither
possibility (D) nor (C) holds. By Proposition 3.3, this implies that from now on
[Ar+s ,A2r+s] = 1
holds. Thus, Lemma 3.4 implies Ws  U ′s . We will show that G is of type A3 if Ws = U ′s ,
and of type G2 if Ws <U ′s .
The root groups Aα , α ∈ Φ , are now elementary abelian p-groups with p  5, or they
are torsion-free and divisible. The associated prime field k, thus, is not equal to GF(2) and
GF(3). The subgroups Xα(a), α ∈ J , contain a central involution τ := n(1)2, where we
use the notation of Lemma (2.10) in [2].
4.1. Lemma. Let a ∈ A#s , X := Xs(a) and τ = n(1)2 ∈ Z(X). Then, for V := U¯s = Us/Vs ,
we have CV (X) = 0 and [V,X] = V. Further, τ = −idV and [V, τ ] = V .
Proof. The proof of Lemma (3.9) in [2] applies also here. 
4.2. Lemma. Let again a ∈ A#s , X = Xs(a), and τ = n(1)2 ∈ Z(X). Then, for V := U˜s =
Us/U
′
s = A˜r+sA˜2r+sA˜r , we have V = CV (X) ⊕ [V,X] with CV (X) = CV (τ) = A˜2r+s
and [V,Xs(a)] = [V, τ ] = A˜r+sA˜r .
Proof. The proof of Lemma (3.10) in [2] can also be applied to this situation. 
For the proof of the next proposition we need a general lemma on rank-one groups:
4.3. Lemma. Let A, B , C be subgroups of a group such that X := 〈A,B〉 and Y := 〈A,C〉
are rank-one groups with unipotent subgroups A and B respectively A and C. Suppose
further C  BU where U is nilpotent and X-invariant. Then B and C are conjugate by an
element in U ; in particular, C  B[B,U ].
Proof. Since X and Y are rank-one groups there exists an r ∈ R := 〈X,Y 〉 with
Br = C. We show that r ∈ NX(B)U holds. Since BU = CU we get r ∈ NR(BU). Hence,
by Dedekind’s identity,
r ∈ NRU(BU) =
(
NRU(BU)∩X
)
U = NX(B)U
where the second equality follows from the fact that NX(B) is a maximal subgroup of X.
(Note that X acts primitively on Ω := AX!) 
4.4. Proposition. If U ′s = Ws , then G is of type A3. In particular, U ′α = Wα for all α ∈ J .
Proof. Let Ψ = {±R,±S,±T ,±(R + S),±(S + T ),±(R + S + T )} be a root system of
type A3. By use of Ψ , we relabel the root groups Aα , α ∈ Φ , as follows:
564 C. Müller / Journal of Algebra 294 (2005) 552–568r → R,
s → S,
r + s → R + S,
−3r − 2s → T ,
−3r − s → S + T ,
−2r − s → R + S + T .
We show that, with respect to Ψ , always equality holds in the commutator relations in
(S)(II). Then, Theorem 2 of [5] implies that G is of type A3.
In total, (S)(II) consists of 60 commutator relations, 42 of which are trivially fulfilled
by the relabelling above. For example, we have
[AS,AR+S] = [As,Ar+s] = 1,
[AS,AR+S+T ] = [As,A−2r−s] = 1,
[AS,AS+T ] = [As,A−3r−s] = 1,
[AS,AT ] = [As,A−3r−2s] = A−3r−s = AS+T ,
[AR+S,A−(R+S+T )] = [Ar+s ,A2r+s] = A3r+2s = A−T .
Of the remaining 18 commutator relations we first verify
[Ar+s ,Ar ] = 1, [Ar,As] = Ar+s , [Ar+s ,A−s] = Ar. (i)
For a ∈ A#s , consider the action of X := Xs(a) on the vector space U˜s = Us/Ws =
A˜r+sA˜2r+sA˜r . By Lemma 4.2, we have
U˜s = CU˜s (X)⊕
[
U˜s,X
]
with C
U˜s
(X) = A˜2r+s and
[
U˜s,X
]= A˜r+sA˜r =: M˜s.
By Corollary I (3.7) in [10], the quadratic X-modules Ws and M˜s decompose into di-
rect sums of natural ZX-modules. Hence, by Lemma 3.2, the coimage Ms of M˜s is
abelian, which means that the first equation in (i) holds. Again by Lemma 3.2, since
[Ms,as, as, as] = 1 holds for each as ∈ As(a), also Ms decomposes into a direct sum of
natural ZX-modules. In particular, Ms is thus a quadratic X-module. By Theorem I (3.4)
in [10], 〈aXr 〉 is for each ar ∈ A#r a natural kX-module with
〈
aXr
〉= 〈aHr
〉⊕ 〈(an(1)r
)H 〉ArAr+s
by Lemma 2.4, where H denotes the diagonal subgroup of X. Hence we get [ar ,X] 
ArAr+s for each ar ∈ A#r , implying that ArAr+s is normalized by X = Xs(a). Since this
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yields [Ar,As]Ar+s by Lemma 2.1(b). Since, on the other hand, [Ar,As]Vs = Ar+sVs
by Lemma 2.3(b), we get [Ar,As] = Ar+s and, analogously, [Ar+s ,A−s] = Ar . This
shows (i). With the same argument one can verify further six commutator relations, for con-
jugation of U ′s = Ws by n3r+2s and n3r+s yields U ′3r+s = W3r+s and U ′−3r−2s = W−3r−2s ,
respectively.
The remaining commutator relations follow in the same way if we show that also
U ′−3r−s = W−3r−s (ii)
holds, for which it is sufficient to show [A−r ,A2r+s]W−3r−s . To this end we first show
As
nr←→ Ar+s . (∗)
Consider the action of Xr on P := AsAr+s by virtue of (i) and
[Ar+s ,A−r ] = [Ar+s ,A2r+s]n3r+s = An3r+s3r+2s = As.
By the general assumption (R) we have CP (Ar) = Ar+s . We need to show CP (A−r ) = As .
By Corollary I (2.5) in [10], Xr is a special rank-one group. Let a ∈ A#r and Xr(a) be
the subgroup of Theorem I (5.6) in [10]. By Lemma I (1.10) in [10], P is a quadratic
Xr(a)-module with [As,Ar(a)] = Ar+s and [Ar+s ,A−r (a)] = As by Lemma II (1.2)(1)
in [10]. Hence [P,Xr(a)] = P . Since the characteristic is different from two and three,
we can apply Exercise I (3.8)(1) in [10] to get CP (Xr(a)) = 0 = CP (Xr). This yields
CP (A−r ) = As and shows (∗). Note that conjugation of (∗) by n3r+2s yields the analogous
relation
A−3r−s
nr←→ A−2r−s . (∗∗)
Now we consider the actions of Xr on U−r and Uˆ−r := U−r/U ′−r . Since G(J ) is of type
A2, we have U ′−r = A3r+2s by (S)(II) and, thus, Uˆ−r = AˆsAˆr+sAˆ2r+sAˆ3r+s . By (∗),
A
nr
2r+s  CU−r (As)
nr = CU−r (Ar+s) = AsAr+sA3r+2sA3r+s
holds. By (∗∗), Xnr2r+s = 〈Anr2r+s ,A−3r−s〉 is a rank-one group with unipotent subgroups
A
nr
2r+s and A−3r−s . Lemma 4.3, applied to A = A−3r−s , B = A3r+s , C = Anr2r+s and U =
V−3r−s = AsAr+sA3r+2s , thus yields
A
nr
2r+s A3r+s[A3r+s ,AsAr+sA3r+2s] = A3r+sA3r+2s
respectively Aˆnr2r+s  Aˆ3r+s . Symmetry implies Aˆ
nr
2r+s = Aˆ3r+s . Therefore, Aˆ2r+sAˆ3r+s is
invariant under 〈Ar,nr 〉 = Xr , which yields
[
Aˆ2r+s ,A−r
]
 Aˆ2r+sAˆ3r+s ∩ AˆsAˆr+s = 1.
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A2r+sA3r+s ∩AsAr+s  (Ar+sA2r+sA3r+s ∩As)Ar+s = Ar+s
and, on the other hand,
A2r+sA3r+s ∩AsAr+s  (A3r+s ∩AsAr+sA2r+s)A2r+s = A2r+s
holds. Thus, we have found [A2r+s ,A−r ]  A3r+2s W−3r−s . This shows (ii) and con-
cludes the proof. 
4.5. Proposition. If U ′s >Ws , then G is of type G2.
Proof. We show that Anβα = Aαwβ for α,β ∈ Φ holds. Then Proposition 4.5 follows from
[5, Theorem 1]. By Lemma 2.5, it suffices to consider β ∈ K only. The proof is performed
in several steps.
By Proposition 4.4 we have U ′α >Wα for all α ∈ J . Let
A02r+s := A2r+s ∩U ′s = 1
and analogously for the other β ∈ K . We have
[
Us,A
0
2r+s
]= [Ar+s ,A02r+s
][
Ar,A
0
2r+s
]
Ws,
which, by Lemma (2.1) in [11], is an irreducible Xs -module. Consequently, [Us,A02r+s] =
Ws or [Us,A02r+s] = 1, since [Us,A02r+s] is Xs -invariant. We first show:
[
Us,A
0
2r+s
] = 1. (i)
Suppose A02r+s Z(Us). For later use we note that then
[U−r ,Ar,Ar,Ar ]
[
A3r+2sA02r+sA3r+s ,Ar
]= 1. (∗)
Now, for a ∈ A#s , consider the action of Xs(a) on U˜s = Us/U ′s = A˜r+sA˜2r+sA˜r . By
Lemma 4.2, A˜r+sA˜r = [U˜s,Xs(a)] is normalized by Xs(a) for each a ∈ A#s and,
thus, is Xs -invariant. Let Ys denote the coimage of A˜r+sA˜r . Then Yˆs := Ys/A02r+s =
Aˆr+sAˆ3r+2sAˆ3r+sAˆr is abelian by Lemma 3.2; in particular,
[Ar+s ,Ar ]A02r+s .
Hence, M := A0r+sA02r+s is a quadratic Xr -module. (Note that also A0r+s  Z(U−3r−s)
holds, since otherwise, as will be shown later, [U−r ,A−r ,A−r ,A−r ] = As follows, a con-
tradiction to (∗)!) Correspondingly, N := A0rA02r+s is a quadratic Xr+s -module, and both
actions are conjugate by ns . Let a ∈ A#r . Then we have
CM(a) = A0 . (∗∗)2r+s
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Lemma I (1.10) in [10], this yields
[N,Xr+s] = 1 = [M,Xr ].
Hence, A02r+s is centralized by 1 = [A−r ,A−r−s]  A0−2r−s , but this is impossible. This
shows (∗∗).
From (∗∗) we get, as in the proof of Lemma 2.3, the equation [a,A0r+s] = A02r+s ,
for [a,A0r+s] is 〈a,A−r 〉-invariant. Since [a,Ar+s]  A02r+s , this implies Ar+s =
A0r+sCAr+s (a). Now we can choose a = 1 in A0r and get CAr+s (a) = 1, since otherwise
a ∈ CN(x) = A02r+s for 1 = x ∈ CAr+s (a). This yields the contradiction Ar+s = A0r+s 
Z(U−3r−s), which shows (i).
From [Us,A02r+s] = Ws we get [Ar+s ,A02r+s] = A3r+2s and [Ar,A02r+s] = A3r+s . Next
we show
U ′s = [Ar+s ,Ar ]. (ii)
We have U ′s = A3r+2s[Ar+s ,Ar ]A3r+s and, thus, (ii) holds modulo Ws . Therefore,
U ′s = Ws
(
U ′s ∩ [Ar+s ,Ar ]
)
.
The expression in the round brackets is Ar -invariant and contains A02r+s , which gives
A3r+s =
[
A02r+s ,Ar
]

[(
U ′s ∩ [Ar+s ,Ar ]
)
,Ar
]
 [Ar+s ,Ar ].
Since, in the same way, one can find A3r+2s  [Ar+s ,Ar ], this shows (ii).
Now we verify the relation As
nr←→ A3r+s by showing
[U−r ,Ar,Ar,Ar ] = A3r+s and [U−r ,A−r ,A−r ,A−r ] = As. (iii)
By Lemma 2.3(b), we have [U−r ,Ar ]Vs = [As,Ar ]Vs = Ar+sVs . Hence,
[U−r ,Ar,Ar,Ar ] =
[[U−r ,Ar ]Vs,Ar,Ar
]= [Ar+sVs,Ar,Ar ] = [Ar+s ,Ar,Ar ].
Since A02r+s  [Ar+s ,Ar ], we have, on the other hand,
A3r+s =
[
A02r+s ,Ar
]
 [Ar+s ,Ar,Ar ]A3r+s .
Hence, [U−r ,Ar,Ar,Ar ] = A3r+s holds. The second equation in (iii) follows in the same
way from [U−3r−s ,A0r+s] = W−3r−s . (Notice that otherwise [U−3r−s ,A0r+s] = 1 holds,
which implies
[U−r ,A−r ,A−r ,A−r ]
[
AsA
0
r+sA3r+2s ,A−r
]= 1,
a contradiction to the first equation in (iii)!)
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Finally we show that Ar+s
nr←→ A2r+s holds by verifying
CU−r (Xs) = A2r+s and CU−r (X3r+s) = Ar+s . (iv)
Note that CU−r (Xs)
nr←→ CU−r (X3r+s) follows from what has already been shown. By
(S)(II), we have CU−r (Xs) ⊆ UsAs . This implies CU−r (Xs) ⊆ Us, for we have Xs 
XsUs/Us and Xs certainly does not centralize As (modulo Us ). Thus, CU−r (Xs) =
CUs (Xs). For the latter, Lemmas 2.3(a) and 2.1(b) imply
CUs (Xs)Ar+sA3r+2sA2r+s ∩A2r+sA3r+sAr = A2r+s .
Since [A2r+s ,Xs] = 1, we get CU−r (Xs) = A2r+s . The second equation in (iv) can be
shown by the same argument. Both equations together give
A2r+s
nr←→ Ar+s .
Now symmetry yields that Anβα = Aαwβ holds for all α ∈ Φ , β ∈ K , which completes
the proof. 
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