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Abstract
We consider a problem of finding an SSD-minimal quantile function subject to
the mixture of multiple first-order stochastic dominance (FSD) and second-order
stochastic dominance (SSD) constraints. The solution is explicitly worked out and
has a closed relation to the Skorokhod problem. We then apply this result to solve
an expenditure minimization problem with the mixture of an FSD constraint and
an SSD constraint in financial economics.
Keywords: SSD-minimal, stochastic dominance, Skorokhod lemma, complete
market, expenditure minimization
1 Introduction
Stochastic dominance, a form of stochastic ordering, provides a partial order between
random variables. Stochastic dominance (first/second-order) plays an important role
in statistics, financial economics, insurance, etc.. In this paper we consider a problem
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of finding an SSD-minimal quantile function subject to the mixture of a first-order
stochastic dominance (FSD) constraint and a second-order stochastic dominance (SSD)
constraint. More precisely, given two quantile functions Q1 and Q2, the problem is to
find a quantile function Q∗ such that:
(i) Q∗ first-order stochastic dominates Q1 and second-order stochastic dominates Q2;
(ii) Q∗ is the SSD-minimal one, in the sense that if a quantile function Q also satisfies
condition (i), then Q second-order stochastic dominates Q∗.
The problem turns out to be highly related to the Skorokhod problem. The main
contribution of this paper is to show such an SSD-minimal quantile function exists and
provide an explicit expression for the unique solution. Also a comparison principle
is established in order to show this result. Furthermore, we extend our result to the
problem in which Q1 and Q2 are replaced by multiple quantile functions.
The SSD-minimal quantile function can be applied to the expenditure minimizing
problem in financial economics. The classical expenditure minimizing problem is to find
an optimal payoff which has a given probability distribution function and minimizes the
price of its replication. This problem can go back at least to Dybvig (1988) and is further
investigated by Schied (2004), Carlier and Dana (2006), and Jin and Zhou (2008). The
related result plays an important role in the so called “quantile formulation” of the
problem to find the optimal payoffs for preferences described by non-expected utilities
such as rank-dependent utilities, rank linear utilities, and cumulative prospect theory;
see, e.g., Carlier and Dana (2006), Jin and Zhou (2008), He and Zhou (2011), Xia and
Zhou (2016), and Xu (2016).
In a non-atomic probability space and a complete market, the expenditure mini-
mization problem with an FSD constraint is essentially equivalent to the problem with
the constraint that the payoff has a given distribution. Moreover, the problem with an
SSD constraint was investigated by Fo¨llmer and Schied (2011) and has the same solu-
tion as the one with an FSD constraint; see Theorem 3.44 of Fo¨llmer and Schied (2011).
Therefore, in a complete market, the problems of expenditure minimization with an
FSD, and, respectively, with an SSD constraint are well understood. Now a question
arises naturally: what is the expenditure minimizing payoff when the payoff satisfies
both an FSD constraint and an SSD constraint? We will investigate this problem and
provide an explicit optimal solution.
The rest part of the paper is organized as follows. Section 2 formulates a problem of
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finding an SSD-minimal quantile function subject to the mixture of one FSD constraint
and one SSD constraint and presents our main result. The result is also extended to
the case in which Q1 and Q2 are replaced by multiple quantile functions. Section 3
provides an application of the main result to an expenditure minimization problem in
financial economics. We leave the proof of the main result to Section 4.
2 Problem Formulation and Main Result
We will use quantile functions, instead of probability distribution functions, to formu-
late the problem. Let F : [0,∞) → [0, 1] be a probability distribution function, which
is increasing1 and right-continuous. Its (upper) quantile function Q : [0, 1)→ [0,∞) is
defined by
Q(p) , inf{x ∈ [0,∞) | F (x) > p}, p ∈ [0, 1).
Let Q denote all increasing, right-continuous, and non-negative functions defined on
[0, 1), that is,
Q , {Q : [0, 1)→ [0,∞) |Q is increasing and right-continuous} .
Then Q is obviously the set of quantile functions of all probability distribution functions
F : [0,∞) → [0, 1]. For more details about quantile functions, see Appendix A.3 of
Fo¨llmer and Schied (2011).
Let Q1, Q2 ∈ Q. We say that Q1 first-order stochastically dominates Q2 and write
it Q1 (1) Q2, if
Q1(s) > Q2(s) for all s ∈ [0, 1).
We say that Q1 second-order stochastically dominates Q2 and write it Q1 (2) Q2, if
∫ t
0
Q1(r) dr >
∫ t
0
Q2(r) dr for all t ∈ [0, 1).
Clearly, Q1 (1) Q2 implies Q1 (2) Q2.
Given a benchmark quantile function Q0 ∈ Q, let
Qi(Q0) ,
{
Q ∈ Q
∣∣Q (i) Q0} , i ∈ {1, 2}.
Both of Q1(Q0) and Q2(Q0) are obviously convex sets.
1Throughout the paper “increasing” means “non-decreasing” and “decreasing” means “non-
increasing.” We only consider nonnegative random variables in this paper, so we focus on these prob-
ability distribution functions.
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Definition 2.1. Given two benchmark quantile functions Q1, Q2 ∈ Q. A quantile
function Q∗ ∈ Q1(Q1) ∩Q2(Q2) is called SSD-minimal in Q1(Q1) ∩Q2(Q2) if
Q ∈ Q1(Q1) ∩Q2(Q2) =⇒ Q ∈ Q2(Q
∗),
namely Q1(Q1) ∩Q2(Q2) ⊆ Q2(Q
∗).
One can easily show that there is at most one SSD-minimal quantile function in
Q1(Q1) ∩ Q2(Q2). It turns out that the SSD-minimal quantile function Q
∗ always
exists and can be characterized by the solution to the following ordinary differential
equation (ODE) with respect to ϕ


min{ϕ′ −Q1, ϕ− P2} = 0 a.e. in [0, 1),
ϕ(0) = 0,
(2.1)
where function P2 is given by
P2(t) ,
∫ t
0
Q2(r) dr for all t ∈ [0, 1).
Definition 2.2. A function ϕ : [0, 1) → [0,∞) is called a solution to ODE (2.1) if it
is absolutely continuous and satisfies (2.1).
The next theorem characterizes the solution of ODE (2.1), which, as we will see, is
closely related to the Skorokhod problem.
Theorem 2.3. ODE (2.1) has a unique solution, given by
ϕ(t) , max
s6t
(∫ s
0
Q2(r) dr +
∫ t
s
Q1(r) dr
)
for all t ∈ [0, 1). (2.2)
Proof. Let φ(t) = ϕ(t) −
∫ t
0 Q1(r) dr. Then ODE (2.1) is equivalent to


min{φ′, φ− f} = 0, a.e. in [0, 1),
φ(0) = 0,
(2.3)
where f(t) = P2(t) −
∫ t
0 Q1(r) dr. ODE (2.3) is essentially the well known Skorokhod
problem; see, e.g., Revuz and Yor (1999) Lemma VI.2.1. Actually, let z(t) = φ(t)−f(t),
then (2.3) is obviously equivalent to
(i) z > 0,
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(ii) φ(0) = 0, φ is increasing, and
(iii) φ is flat off {t ∈ [0, 1) | z(t) = 0}, i.e.,
∫ 1
0 1{z(t)>0} dφ(t) = 0.
Therefore, by Skorokhod lemma, ODE (2.3) has a unique solution
φ(t) = max
s6t
f(s).
And consequently, the unique solution of ODE (2.1) is given by
ϕ(t) = φ(t) +
∫ t
0
Q1(r) dr
= max
s6t
(
P2(s)−
∫ s
0
Q1(r) dr
)
+
∫ t
0
Q1(r) dr
= max
s6t
(∫ s
0
Q2(r) dr +
∫ t
s
Q1(r) dr
)
.

The next theorem characterizes the SSD-minimal quantile function Q∗, whose proof
is deferred to Section 4.
Theorem 2.4. Let ϕ be given in Theorem 2.3, and let2
Q∗(t) , Q1(t)1ϕ(t)>P2(t) + (Q1(t) ∨Q2(t))1ϕ(t)=P2(t) for all t ∈ [0, 1). (2.4)
Then Q∗ is the right derivative of ϕ, ϕ is convex, and Q∗ is SSD-minimal in Q1(Q1)∩
Q2(Q2).
Some remarks and an example are in order.
Remark 2.5. We know that Q ∈ Q1(Q1) ∩Q2(Q2) if and only if
min
{
Q(t)−Q1(t),
∫ t
0
Q(r) dr −
∫ t
0
Q2(r) dr
}
> 0, for all t ∈ [0, 1). (2.5)
Let Q∗ be given as in Theorem 2.4, then (2.1) is equivalent to
min
{
Q∗(t)−Q1(t),
∫ t
0
Q∗(r) dr −
∫ t
0
Q2(r) dr
}
= 0, for all t ∈ [0, 1).
Therefore, the SSD-minimal quantile function Q∗ makes the constraint in (2.5) binding
for every t ∈ [0, 1).
2Here and hereafter 1A is the indicator function of the statement A, whose value is 1 if A is true
and otherwise 0.
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Remark 2.6. In the previous discussion, the problem has been investigated for the
mixture of only one FSD constraint and only one SSD constraint. Now we consider the
problem with the mixture of multiple FSD constraints and multiple SSD constraints. It
turns out that the multiple FSD (resp. SSD) constraints can be reduced to a single FSD
(resp. SSD) constraint. Actually, in quantile formulation, we can write the multiple
FSD constraints as follows
Q(s) > Q1j(s), for all s ∈ [0, 1) and 1 6 j 6 n,
where Q1j ∈ Q for all 1 6 j 6 n. This system of n FSD constraints is obviously
equivalent to a single one
Q(s) > max
{
Q11(s), . . . , Q1n(s)
}
, Q1(s), for all s ∈ [0, 1).
Because Q1 ∈ Q, the multiple FSD constraints is reduced to a single FSD constraint.
Similarly, we can write the multiple SSD constraints as follows
∫ t
0
Q(r) dr >
∫ t
0
Q2j(r) dr, for all t ∈ [0, 1) and 1 6 j 6 m,
where Q2j ∈ Q for all 1 6 j 6 m. This system of m SSD constraints is equivalent to
∫ t
0
Q(r) dr > max
{∫ t
0
Q21(r) dr, . . . ,
∫ t
0
Q2m(r) dr
}
, for all t ∈ [0, 1).
Notice that the right hand side is a convex increasing function of t, so there exists a
unique Q2 ∈ Q such that∫ t
0
Q2(r) dr = max
{∫ t
0
Q21(r) dr, . . . ,
∫ t
0
Q2m(r) dr
}
, for all t ∈ [0, 1).
Therefore, the system of m SSD constraints is equivalent to the single SSD constraint
∫ t
0
Q(r) dr >
∫ t
0
Q2(r) dr, for all t ∈ [0, 1).
Example 2.7. Now we discuss the solution to (2.1) under the single-crossing property
of the two benchmark quantile functions, Q1 and Q2. We have two cases:
(i) Q1 crosses Q2 at most once, and from above. That is, there exists some t0 ∈ [0, 1)
such that
Q1(t) > Q2(t), ∀t ∈ [0, t0),
Q1(t) 6 Q2(t), ∀t ∈ [t0, 1).
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In this case, let
t∗ = inf
{
t ∈ [0, 1)
∣∣∣∣
∫ t
0
Q1(r) dr <
∫ t
0
Q2(r) dr
}
.
Here we make the convention that inf ∅ = 1. It is obvious that t∗ > t0. We can
see from Theorem 2.3 that
ϕ(t) =


∫ t
0 Q1(r) dr, t ∈ [0, t
∗),∫ t∗
0 Q1(r) dr +
∫ t
t∗
Q2(r) dr, t ∈ [t
∗, 1).
And consequently,
Q∗(t) =


Q1(t), t ∈ [0, t
∗),
Q2(t), t ∈ [t
∗, 1).
Particularly, if t0 = 0, then Q
∗ = Q2; if t0 = 1, then Q
∗ = Q1.
(ii) Q1 crosses Q2 at most once, and from below. That is, there exists some t0 ∈ [0, 1)
such that
Q1(t) 6 Q2(t), ∀t ∈ [0, t0),
Q1(t) > Q2(t), ∀t ∈ [t0, 1).
In this case, we can see from Theorem 2.3 that
ϕ(t) =


∫ t
0 Q2(r) dr, t ∈ [0, t0),∫ t0
0 Q2(r) dr +
∫ t
t0
Q1(r) dr, t ∈ [t0, 1).
And consequently,
Q∗(t) = Q1(t) ∨Q2(t) =


Q2(t), t ∈ [0, t0),
Q1(t), t ∈ [t0, 1).
Particularly, if t0 = 0, then Q
∗ = Q1; if t0 = 1, then Q
∗ = Q2.
3 Expenditure Minimizing Problem
In this section we apply our main result to an expenditure minimizing problem in
financial economics.
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Consider a non-atomic complete probability space (Ω,F ,P) and an arbitrage-free
market. Assume the market is complete and has a unique stochastic discount factor3
(SDF) ρ, which is F-measurable and satisfies P(ρ > 0) = 1 and E[ρ] <∞.
Let L0+ denote all F-measurable, non-negative random variables, that is,
L0+ , {X |X is F-measrable and P(X > 0) = 1} .
For every X ∈ L0+, its probability distribution function is defined by
FX(x) , P(X 6 x), x ∈ [0,∞),
which is increasing and right-continuous. Its (upper) quantile function is denoted by
QX : [0, 1)→ [0,∞).
The classical expenditure minimizing problem is as follows: given a quantile function
Q ∈ Q,
Minimize
X∈L0
+
E[ρX] subject to X ∼ Q. (3.1)
Using the Hardy–Littlewood inequality, it turns out that a solution to problem (3.1) is
given by X = Q(1− ξ) and the minimum is
∫ 1
0
Q(s)Qρ(1− s) ds,
where ξ ∈ Ξ and4
Ξ , {ξ | ξ is uniformly distributed on (0, 1) and ρ = Qρ(ξ) a.s.};
see, e.g., Dybvig (1988), Schied (2004), Carlier and Dana (2006), and Jin and Zhou
(2008).
The expenditure minimization problem subject to an FSD constraint or an SSD
constraint is as follows:
Minimize
X∈L0
+
E[ρX] subject to QX ∈ Qi(Q0). (3.2)
3Also sometimes termed “pricing kernel” or “state price density” in financial economics literature.
4For the existence of such a ξ, see, e.g., Fo¨llmer and Schied (2011) Lemma A.28. Moreover, let ξ
be a random variable uniformly distributed on (0, 1). Then by Theorem 5 of Xu (2014), ξ ∈ Ξ if and
only if (ξ, ρ) is comonotonic.
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For the case of an FSD constraint, i.e., i = 1, problem (3.2) is essentially equivalent to
problem (3.1) (with Q = Q0 there) and its solution is thus given by X = Q0(1− ξ) and
the minimum is
x0 ,
∫ 1
0
Q0(s)Qρ(1− s) ds,
where ξ ∈ Ξ. For the case of an SSD constraint, i.e., i = 2, problem (3.2) has the same
minimum x0 as in the case of an FSD constraint; see, e.g., Theorem 3.44 of Fo¨llmer
and Schied (2011). Moreover, a solution of problem (3.2) with i = 2 is also given by
X = Q0(1− ξ), where ξ ∈ Ξ.
Now a question arises naturally: what is the expenditure minimizing payoff when
the payoff satisfies both an FSD constraint and an SSD constraint? The problem writes
Minimize
X∈L0
+
E[ρX] subject to QX ∈ Q1(Q1) ∩Q2(Q2), (3.3)
where Q1 and Q2 are the benchmarks for the FSD and SSD constraints, respectively.
Based on the solution to problem (3.1), we know that problem (3.3) can be reduced
to the following problem:
Minimize
Q
∫ 1
0
Q(s)Qρ(1− s) ds subject to Q ∈ Q1(Q1) ∩Q2(Q2). (3.4)
Actually, if Q∗ solves problem (3.4), then X∗ = Q∗(1− ξ) solves problem (3.3), where
ξ ∈ Ξ.
By Theorem 2.57 and Lemma 3.45 in Fo¨llmer and Schied (2011), we have, for any
Q ∈ Q,
Q ∈ Q2(Q) =⇒
∫ 1
0
Q(s)Qρ(1− s) ds >
∫ 1
0
Q(s)Qρ(1− s) ds. (3.5)
Let Q∗ be the SSD-minimal quantile function in Q1(Q1) ∩Q2(Q2), which is given by
Theorem 2.4. Then (3.5) implies that Q∗ solves problem (3.4). Therefore, problem
(3.3) is completely solved.
4 Proof of Theorem 2.4
It suffices to show the following assertions.
1. Q∗ is non-negative, ϕ′ = Q∗ a.e..
2. Q∗ is increasing, which together with the first assertion implies that ϕ is convex.
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3. Q∗ is right-continuous so that is a quantile function in Q.
4. Q∗ ∈ Q1(Q1) ∩Q2(Q2).
5. For any Q ∈ Q1(Q1) ∩Q2(Q2), we have Q ∈ Q2(Q
∗).
Let us start with the first assertion. Clearly Q∗ is non-negative on [0, 1). We now
show that ϕ is a solution of


ϕ′ = Q∗, a.e. in [0, 1),
ϕ(0) = 0.
(4.1)
Suppose (2.1) holds at t0 ∈ (0, 1). Since ϕ > P2, there are two possible cases.
• If ϕ(t0) > P2(t0), by continuity, we have ϕ(t) > P2(t) for |t− t0| sufficiently small,
so ϕ′(t0) = Q1(t0) = Q
∗(t0) by (2.1) and (2.4).
• If ϕ(t0) = P2(t0), then by (2.2), we have for all s ∈ [0, t0],
∫ s
0
Q2(r) dr +
∫ t0
s
Q1(r) dr 6 ϕ(t0) = P2(t0) =
∫ t0
0
Q2(r) dr,
so for any ∆ > 0,
ϕ(t0 +∆) = max
s6t0+∆
(∫ s
0
Q2(r) dr +
∫ t0+∆
s
Q1(r) dr
)
= max
t06s6t0+∆
(∫ s
t0
Q2(r) dr +
∫ t0+∆
s
Q1(r) dr
)
+ P2(t0)
= max
t06s6t0+∆
(∫ s
t0
Q2(r) dr +
∫ t0+∆
s
Q1(r) dr
)
+ ϕ(t0)
> max{Q1(t0), Q2(t0)}∆+ ϕ(t0)
by the monotonicity of Q1 and Q2. Hence
ϕ′(t0) = lim inf
∆→0+
ϕ(t0 +∆)− ϕ(t0)
∆
> max{Q1(t0), Q2(t0)}.
Similarly,
ϕ(t0 +∆) = max
t06s6t0+∆
(∫ s
t0
Q2(r) dr +
∫ t0+∆
s
Q1(r) dr
)
+ ϕ(t0)
6 max{Q1(t0 +∆), Q2(t0 +∆)}∆+ ϕ(t0),
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so
ϕ′(t0) = lim inf
∆→0+
ϕ(t0 +∆)− ϕ(t0)
∆
6 lim inf
∆→0+
max{Q1(t0 +∆), Q2(t0 +∆)} = max{Q1(t0), Q2(t0)}
by the right-continuity of Q1 and Q2. Therefore, we conclude ϕ
′(t0) = Q1(t0) ∨
Q2(t0) = Q
∗(t0) by (2.4).
Now we have proved (4.1).
We next prove the second assertion that Q∗ is increasing. For any 0 6 s < t < 1,
as ϕ > P2, there are three possible cases.
1. If ϕ(t) = P2(t), then
Q∗(t) = Q1(t) ∨Q2(t) > Q1(s) ∨Q2(s) > Q
∗(s)
by the monotonicity of Q1 ∨Q2.
2. If ϕ(t) > P2(t) and ϕ(s) > P2(s), then
Q∗(t) = Q1(t) > Q1(s) = Q
∗(s)
by the monotonicity of Q1.
3. If ϕ(t) > P2(t) and ϕ(s) = P2(s), then by (4.1)
∫ t
s
Q∗(r) dr = ϕ(t)− ϕ(s) > P2(t)− P2(s) =
∫ t
s
Q2(r) dr.
So there exists some r ∈ (s, t) such that Q∗(r) > Q2(r). If follows from the
definition of Q∗ (2.4) that Q1(r) > Q2(r). Hence Q1(r) = Q1(r) ∨ Q2(r), and
consequently
Q∗(t) = Q1(t) > Q1(r) = Q1(r) ∨Q2(r) > Q1(s) ∨Q2(s) = Q
∗(s)
by the monotonicity of Q1 and Q2.
We have now proved the second assertion.
Let us show the third assertion that Q∗ is right-continuous. For any t ∈ [0, 1), since
ϕ > P2, there are two possible cases.
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1. If ϕ(t) > P2(t), then by the continuity of ϕ and P2, we have ϕ(t+∆) > P2(t+∆)
for sufficiently small ∆ > 0. Therefore,
lim
∆→0+
Q∗(t+∆) = lim
∆→0+
Q1(t+∆) = Q1(t) = Q
∗(t)
by the right-continuity of Q1.
2. If ϕ(t) = P2(t), then Q
∗(t) = Q1(t) ∨Q2(t). By definition Q
∗ 6 Q1 ∨Q2, so
lim
∆→0+
Q∗(t+∆) 6 lim
∆→0+
Q1(t+∆) ∨Q2(t+∆) = Q1(t) ∨Q2(t) = Q
∗(t)
by the right-continuity of Q1 and Q2. By the monotonicity of Q
∗, we also have
lim
∆→0+
Q∗(t+∆) > Q∗(t).
The above two inequalities show that Q∗ is right-continuous.
Let us show the four assertion that Q∗ ∈ Q1(Q1)∩Q2(Q2). By (2.1) and (4.1), we
see that for a.e. t ∈ [0, 1),
min
{
Q∗(t)−Q1(t),
∫ t
0
Q∗(r) dr − P2(t)
}
= min
{
ϕ′(t)−Q1(t), ϕ(t) − P2(t)
}
= 0.
By the right-continuity of Q∗ and Q1, the continuity of integral and P2, it follows that
min
{
Q∗(t)−Q1(t),
∫ t
0
Q∗(r) dr − P2(t)
}
= 0, for all t ∈ [0, 1). (4.2)
This implies Q∗ ∈ Q1(Q1) ∩Q2(Q2).
We now show the last assertion that Q ∈ Q2(Q
∗) for any Q ∈ Q1(Q1) ∩Q2(Q2).
In fact if Q ∈ Q1(Q1) ∩Q2(Q2), then
min
{
Q(t)−Q1(t),
∫ t
0
Q(r) dr − P2(t)
}
> 0, for all t ∈ [0, 1). (4.3)
The following comparison principle shows that
∫ t
0 Q(r) dr >
∫ t
0 Q
∗(r) dr for all t ∈ [0, 1).
Hence Q ∈ Q2(Q
∗) and this completes the proof of Theorem 2.4.
Theorem 4.1 (Comparison principle). Assume ϕ1 and ϕ2 are absolutely continuous
functions that satisfy the following ordinary differential variational inequalities, respec-
tively:
min{ϕ′1 − f1, ϕ1 − g1} > 0 a.e., min{ϕ
′
2 − f2, ϕ2 − g2} 6 0 a.e..
If f1 > f2, g1 > g2 a.e., and ϕ1(0) > ϕ2(0), then ϕ1 > ϕ2.
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Proof of Theorem 4.1. Suppose, on the contrary, there exists t such that ϕ1(t) <
ϕ2(t). Let s = sup{0 6 r < t | ϕ1(r) > ϕ2(r)}. Then 0 6 s < t and ϕ1(s) = ϕ2(s) by
the continuity of ϕ1 and ϕ2. Moreover, by the differential inequalities, we have
ϕ2 > ϕ1 > g1 > g2 a.e. in (s, t].
By the differential inequalities again, we see that
ϕ′2 6 f2 6 f1 6 ϕ
′
1 a.e. in (s, t].
It follows
ϕ2(t)− ϕ2(s) =
∫ t
s
ϕ′2(r) dr 6
∫ t
s
ϕ′1(r) dr = ϕ1(t)− ϕ1(s)
contradicting the fact that ϕ1(t) < ϕ2(t) and ϕ1(s) = ϕ2(s). 
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