A general recurrence interpolation formula and its applications to multivariate interpolation  by Gasca, M & López-Carmona, A
JOURNAL OF APPROXIMATION THEORY 34, 361-374 (1982) 
A General Recurrence Interpolation Formula and 
Its Applications to Multivariate Interpolation 
M. GASCA AND A. LOPEZ-CARMONA 
Departamento Ecuaciones Funcionales. 
Universidad de Granada. Granada. Spain 
Communicated by E. W. Chene! 
Received October 11, 1980 
Following the ideas of several papers by G. Mtihlbach, a general recurrence 
interpolation formula is obtained that contains as particular cases some extended 
Newton and Aitken-Neville interpolation formulas. The exposition of the problem 
allows us to show the applications of this formula to multivariate interpolation. 
This is the principal aim of this work. Some simple examples are given to show the 
variety of applications. 
1. INTR~DUC~~N 
In several papers, Miihlbach ([6-101) has obtained an interesting 
generalized Newton formula for the solution of the interpolation problem at 
given points by functions which form a Chebyshev system, and finally in 
[ 11 I7 the same formula is obtained for the general finite linear interpolation 
problem. 
Also in [S] he has extended the Neville-Aitken recurrence formula for the 
construction of interpolating functions from others which solve easier inter- 
polation problems. 
When the present paper was completed the authors learned of two papers 
that prove Miihlbach’s results in two different ways. Havie [S] uses 
extrapolation schemes and Brezinski [ 2 1 uses a Sylvester’s identity on deter- 
minants. 
But, in the Miihlbach-Neville-Aitken formula, the coefficients li depend 
on the point x at which the interpolating function is computed. As it involves 
a product of functions, it was inconvenient to extend the formula to the finite 
linear interpolation problem. 
In this paper we avoid such difficulties by deriving a general formula for 
the value of a linear form L(p), where p is the solution of the interpolation 
361 
002 I-9045/82/040361-14302.00/O 
Copyright ,% 1982 by Academic Press. Inc. 
All rights of reproduction in any form reserved. 
362 GASCA AND Li)PEZ-CARMONA 
problem. In some particular cases, such as Newton’s formula, one can use 
the formula to obtain directly the solution p of the problem. 
In Section 2, we introduce notations and pose the problem. In Sections 3 
and 4, we obtain the general formula, study special cases and give some 
examples. In Section 5, we construct the divided differences by recurrence, 
applying the results of [ 111. Finally, some examples of applications to 
multivariate interpolation are given, In the cases we have treated this method 
for the construction of the solution is much slower than the method in [4] if 
the latter can be applied. But we can use both methods together to enlarge 
the field of application of [4], as shown in Section 6. 
2. DEFINITIONS AND NOTATION 
Let V be a vector space of dimension n E N over a commutative field of 
characteristic zero K. 
Let (f, , fi ,..., f, } be a subset of V and let 
yn= {L,,LZ,...,L”I 
be a set of linear forms on V. 
Obviously one has 
det(Lifi) # 0, 1 < i,j< n, (1) 
if and only if both sets are linearly independent. Let us assume (1) and let W 
be the vector space spanned by (f,, fi ,..., f,), m < n. 
For any z = (z, , z2 ,..., z,) E K” we shall denote by 
Pn = P”k1 (2) 
the unique element in V which verifies 
LiPn = zi, i = 1, 2 ,..., n. (3) 
Let Zm,i, i = 1, 2 ,..., s (1 < s < n - m + l), be s subsets of { 1,2 ,..., n) such 
that 
card Z,,i = m, z,,i#Z,,? Vi+ j. 
Let us denote 
.ip,.i = iLj I j  E zm,il~ i = 1, 2 ,..., s, 
and assume 
det(Ljfk) z 0, 1 <k<m, jEZ,,i. 
(4) 
(5) 
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If 
we shall write 
and 
Z *,i = Czji, 7 =ji2 Y**.T lji,> 
Then, similarly to (2), we shall denote by 
Pm.i = Pm,i Lzm.il (6) 
the unique element of W which verifies 
LjPm,i = zjT Vj E zm.ir 
and analogously p:.:“, k = 1,2 ,.... n - m, such that 
LjP:.;k= Ljfm+kY VjE Z,,i . 
(7) 
(8) 
Finally we shall write 
a; = ak,[z], k = 1, 2 ,..., n, (9) 
for the coefficient offk in (2) and we shall call it the kth divided difference of 
z with respect to problem (3). 
3. A GENERAL RECURRENCE INTERPOLATION FORMULA 
THEOREM 1. For s > 2, for any linear form L on V such that 
1 1 . . . 1 
m+l Lp,., Lp:.;’ ‘.* LPZ’ 
D(L)= Lp;,+,= Lp;lt,= -** LP:,:2 
. . . 
Lp;,;S- L Lp;,;s-’ . . . Lp;*;s-’ 
and for any z E K”, one has 
S S 5 
20 (10) 
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where (A, , 1, ,..., A,) is the unique solution of the system 
;- AiX 1, 
,T, 
+ liL$iVi = LJ, 
(12) 
[T, 
j = m + l,..., m + s - 1. 
For s = 1 we have 
Pn = Pm.1 + 9 dfk -P”,.,). (13) 
k=m+L 
Proof. Let s > 2. Both members of (11) can be considered as linear 
forms on K” applied to z, L(I), Lt2’: 
L”‘z = 1st member of (1 l), 
L”‘z = 2nd member of (11). 
By (1) these linear forms are the same if they take the same value on each 
z =Yif;.= (L,fj ,..., L,f,),j= 1,2 ,..., n, since these z are a basis of K”. 
Taking z = Pnfj, j = 1, 2 ,..., m, in (11) we obtain for the first member Lfj 
and 
( 1 
q- Ai LJ 
iY1 
for the second one, because for z = Ir,&, j = 1,2 ,..., n, 
ak =6. n Jk’ (14) 
From the first equation in (12) it follows that members coincide. 
Now, taking z = L$fj, j = m + l,..., m + s - 1 in (11) and applying the 
second equation (12) we get 
Finally, taking z = Ynfj, j = m + s,..., n, one has that the first member is Lfj 
and the second one is, by (14), 
i /liL$,,i + c /li(Lfi - Lj$,i) = L&. 
i=l i=l 
For s = 1 the same reasoning is true with any L, taking into account that 
condition (10) disappears and (12) reduces to A, = 1. Hence we have (13). 
This formula has been recently obtained by Miihlbach [9] as a generalized 
Newton formula. 
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Let us remark that in general one cannot take L off (11) because li are 
dependent on it. 
A particular case is for s = n - m + 1. Under the hypothesis (10) the 
double sum in the second member of (11) disappears and one obtains the 
generalized Aitken-Neville formula (see [ 6)) 
n-m+ I 
Lp, = 1 lIiLpm.i. 
i=l 
(15) 
We observe, finally, that the case m = 1, s= n -m + 1 =n,g,i= (L,}, 
i = 1, 2,..., n, corresponds to the Lagrange interpolation formula. In this case 
condition (5) becomes 
Lifi f Ov Vi = 1, 2,..., n 
and (10) can be written 
(16) 
which, by (l), is equivalent to 
Lf, # 0. 
Then we have 
Lp, = + Lif * LI, 
,F, 
with 
Ljli = 6,. 
Let us remark that condition (10) can be substituted by other conditions 
easier to check in application. For example, one has the following result. 
THEOREM 2. Let Ym,i, i = 1,2 ,..., s, s > 2 be such that 
card(.Yjj,i f7 Pm,,- ,) = m - 1, i = 2, 3 ,..., s, (17) 
(18) 
det(L ifi) # 0, j = 1, 2,..., m+s-- l;L,E fi Pm,i. (19) 
i=l 
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If one has, for i = 2,3 ,..., s, 
det(L i&) # 0, j= 1,2 ,..., m;LiE52fm,inYm,i-,~ {L}, 
then condition ( 10) is verified. 
(20) 
Proof. By subtracting from each column in (10) the previous column 
developed by the first row we have 
If D(L) = 0 one would have a null linear combination of the rows with coef- 
ficients c,, c2 ,..., c,-, not all zero. 
Calling 
s-1 
P = r cifm+i *?, (21) 
we should have, by linearity of the interpolation problem, 
LPm,j[pl - LPm.j-I[~l =Ov j = 2, 3,..., S, 
and since obviously 
one has, by (20), 
Pm.!-l[ql = Pm.j[~ly j = 2, 3,..., S. 
Therefore 
Pm,j[Vl = Pm,/~[rPl = 9 PiA3 Vj,kE (1,2,:..,s), 
i=l 
and 
which is not possible by (19), except for ci = Pk = 0, V i, k. 
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For the Aitken-Neville formula we remark that by choosing ~pm,i, 
i = 1, 2,..., n - m + 1, such that (17), (18) are verified with s = n - m + 1 (in 
this case (19) is the initial hypothesis (I)) and with 
Fm,in%?,,i-I =9~,j”9~.j-IY V i, j, 
we have the idea of the original Aitken’s algorithm [ 11, while if we choose 
with 
ym,i= {Li,Li+l,...,L,+i-l), i = 1, 2 ,..., n - m + 1, 
3 = {L,,Lz,...,L,} 
we have that of Neville [ 121. 
4. APPLICATIONS AND EXAMPLES 
In most interpolation problems V is a space of K-valued functions of one 
or several variables and L and Li are linear forms representing the value off 
and/or some of its derivatives at some point. We shall take them to be so in 
all our examples. Particularly we shall always assume 
u- = f(X), XE R’. (22) 
There are many examples for which the conditions of Theorem 2 can be 
easily checked, as we can see in the following example with two variables. 
Letm=3,n=6,s=4,f,=1,f,=x,f,=y,f,=xZ,f,=xy,f,=y2 and 
Li.f =f Cpi>7 i = 1, 2 ,..., 6. (23) 
Pi are distinct points on the plane such that P,, P, , P, are on a straight line 
r; P,, P, are on a different line r’, whose intersection with r is not any point 
Pi; and P, does not lie either on r or on r’. We know that the problem of 
finding p E -Yz = span{ 1, x, y, x2, xy, y’} such that 
LiP=LiS, i = 1, 2 ,..., 6, 
with Li defined by (23) has a unique solution, and hence (1) is verified (see, 
for example [4]). 
By taking 
ic;,, = {L,,L,,L,h 
95 = {L?, L,, L,L 
3.3 = {&,Lj,L,J, 
-;/‘:,a = {L?, L,, L,} 
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it is obvious that (17), (18) and (19) are true. Also if the point X does not lie 
on r', then (20) is true, because 
By formula (11) we can write the interpolation polynomial of degree two of 
a given function at P,, P, ,..., P, by means of the four polynomials of degree 
one which interpolate at four different sets, each with three points. 
In general, if we have k points on a straight line rk, k - 1 points on 
another line rk-, (no points on rk), k - 2 points on rk -? (no points on rk, 
rk- i) and so on, then the corresponding problem is unisolvent in .Yk-, . If we 
take the points of the straight lines rz,..., rk-, and that of r, we shall have a 
univolvent problem in Y,, _ *, and analogously it will occur with the points of 
r2? r33.-T rk-1 and each one of rk. Then we can apply Theorem 2 to obtain 
the solution of the problem in .PkP, from the k + 1 problems in .P* -? and so 
on. In this way we obtain an Aitken-Neville algorithm for this problem 
which is of Aitken’s type. 
In principle we have to exclude in formula (I 1) the points X on 
rz, r3,..., rk-, , although this is not an inconvenience by continuity. 
Let us see now a simple example where Theorem 2 is not applicable, but 
Theorem 1 is: m = 4, n = 6, s = 2, f, = 1. fi =s, fi = y, f, = q-4', f, =.Y', 
f6 = x’y, with 
%.,f=(f(O,O),f(O, 1),f(LO),f(l, l)), 
&f= (f(LO),f(l, l)9f(2,0).f(2. 1)). 
Now the condition D(X) # 0 is x # 1 and 1,. AZ are 
(24) 
(25) 
1 =3x-2-x2 x2 -x 
I 2(X- 1) * 
AZ = 
2(x - 1)’ 
Formula (11) allows us to see the relation between the polynomial in Yz 
which interpolates a given function f at the six points (0, 0), (0, 1). (1, 0), 
(1, l), (2,0), (2, 1) and the polynomials of degree no greater than 1 in x, J 
which interpolate f at the involved points in (24) and (25), respectively. 
5. COMPUTING THE DIVIDED DIFFERENCES 
The divided differences ak,, k = m + s,..., n in (I 1) can be computed by 
solving a linear system. If we use Theorem 1 then we shall have an 
(n -m) x (n -m) system to obtain at+ ‘. arfZ,..., a”,, whereas if we use 
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Theorem2 the (n---s+ l)x(n---St 1) system only has the 
unknowns a:+‘, ay+st ’ ,..., at, which are just those that interest us. 
In the first case, by taking any u?,.i and applying Theorem 1 with s = 1, 
we have 
Pn = Pm.i + ‘- 
k-T+ I 
dU - P”,.i) (26) 
and as a particular case of [ 9, Theorem 1 ] we get ai, k = m + 1, m + 2,..., n 
by solving the linear system 
’ a~(Ljfk-LjP~.i)=zj- LjP,vj, 
k=T+ I 
VLjEY;4&. (27) 
If we are under the hypothesis of Theorem 2, we have the Newton formula 
where p[LJf= , z,,,~] is the unique element in span{f, ,..., f,,,+,- , } that verities 
LjP ii zm.i L 1 = zj, VLjE (j Pmqi, i=l i=l 
and analogously 
From (28) we get az+s, a:+‘+‘,..., a: as the unique solution of 
I 4 
k=m+s 
Ljfk- LjP [ fi, %,ifk]) 
(29) 
i=l 
EXAMPLES. For the general case, let m = 3, n = 6, s = 2, f, = 1, f, =x. 
f,=v,f4=X2,f5=X~,fs=~*IL,f=f(0,0), 
Lf=f(O7 11, w-=f(LO), L,f = f(l, l), Pi,, = {L,, L,,L,}, -;*;** = 
F,vL,,L,/. 
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Then, one can easily obtain by direct computation 
P,,,[fl = fP3 0) + x(f(L 0) - fP9 0)) + Y(f(O, 1) - f(O30)) 
and for X= (x, v), by (12) 
Fomula (11) is now 
A, = 1 -x, A2 = x. 
h[fl = t1 -x>P3.,[fl +xp3.2 if] + a:xY+ a:(Y2 -x.rt)* 
Here one cannot apply L, and L, to both members to compute ai and a: 
because 
L,(XY) MY2 - XY) 
Lj(XY) J%Y2 - XY) = O- 
However, we can use (27) with Y3,i=Y3;., or Pi,* to obtain aj,, a:, a”,. 
As an example of the application of (29), let m = 1, n = 3, s = 2, f, = 1, 
fi =x, f3 = y, L, f = f(O,O), Lz f = f(1, 0), L, f = f(0, 1). Now formula 
(11) is 
P3[fl=(1-x)f(0,0)+xf(l,0j+a3.,y 
and (29) is 
a 3,3=f@7 l)-f(OvO). 
Often the divided differences can be constructed in another simple way. As a 
particular case of [9, Theorem 21 we have the following result. 
With the notations of Section 1 let us assume that there are Ym,, , 
9 m,Z ,..., Y&-,,,+, such that 
(a) card Pm,i = m, 1 < i Q n - m + 1, 
(b) det(Ljf,) # 0, 1 < k < m, Lj E Ym.i, i = 1, 2 ,..., n - m + 1, 
(c) m>card(~~,in~~,i+,)>,r~O, i=l,2 ,..., n-m, 
(d) (J;:“‘+‘P~,i=Y~. 
Then the divided differences ak,, m + 1 < k < n can be determined as the 
unique solution of the following system with m(n - m) equations and n - m 
unknowns, 
<- 
k=T+l dXaj,,i+ I [fkl - a!n,i[fkl) 
= ajm.i+ ,[Z] - aj,.i[Z], i = 1, 2,..., n - m; j = 1, 2 ,..., m, (30) 
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where a’,,i [fk] is the foeficient offi in the unique solution of the problem 
PE vanlfi,fi7...~fmI~ Lh( PI = Lhuh VL, E ~m,i. 
and analogously a’,,i [z] for 
P E spanl.6 Y..& \t L,(P) = Zhr h E I,.i. 
If in addition, for each i = 1, 2,..., n - m, there is Yr,i such that 
~,ic%.in%,i+I~ (31) 
card Yr+i = r, (32) 
WL,f,) f 0, l<t<r, Lh E yr.i, (33) 
then system (30) can be reduced to a subsystem with the same formulation 
but with i = 1, 2 ,..., n - m; j = r + I,..., m. 
Clearly the simplest particular case is for r = m - 1. Then 
and we have a (n - m) x (n - m) system in (30). 
Let us observe now the case m = n - 1 in (29) and (30). In (29), if s = 1 
and Pn-,,, = {L,, L,, . . . . L,,-,}, we have Yn -YO-l,, = (L,} and 
z -L,Pn-, Izl 
a::=a::lzl=L,;n-L”pnd, [f,]’ (34 
where p,,-, [z] and I),,-, [f,] are in span (fi ,..., f,-,} and verify, for 
l<j<n-1, 
In (30), we have 
LjPn-I Kl =Ljfnv 
LjPn-l [z] =zjs 
(35) 
Equations (34) and (35) are respectively generalizations of the well-known 
formulas 
for usual divided differences. 
640/34/4-4 
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6. APPLICATIONS: INTERPOLATION IN SIX POINTS 
OF R’ BY POLYNOMIALS OF DEGREE Two 
The above methods are less practical for interpolation in R’ than that of 
[4] when this method can be used. However, sometimes one cannot use the 
method of [4] alone, but in collaboration with those of this paper, as the 
following example shows us. 
Let us consider the interpolation problem 
PCpi) = fCpih i = 1, 2 ,.... 6. p E fi , (36) 
where Pi are any different points in R’. 
Clearly, the determinant of the coefficients of (36) is zero, if all the points 
pi are on two straight lines rO, r, . Hence we only consider the following two 
cases: 
If three points are on rO, two points in r, and the other one is neither on or, 
nor on I,. then the method of 141 can be advantageously used. 
If there are not three points Pi on a straihgt line, then P, and Pz determine 
a straight line r,,, P, and P, determine another one r, and P, and P,, rz. As 
it is shown in [4] it is impossible to get 9? as the interpolation space if we 
use that method to solve the problem. However, the method can be used to 
construct the unique solutions of the two problems 
Ptpi) = ftPi)7 i= 1,2,3,4,5, pE.P”. (37) 
and 
PCpi) = f(pi)* i=l,2,3,4,6, ~E.P, (38) 
in a space 9’ of dimension 5 such that 9, c 9 c <YZ. A basis {f, , fi, f3 , f4, 
f,} of 3 can be constructed easily as in [4]. With the above notations the 
solutions of (37) and (38) would be written as ps., [f 1. p,.: [f 1 with P<., = 
(L,, L,, L,, L,, L,} and analogously sSz and 
Also we denote 
Li(f) = ftpih i = 1. 2,. .., 6. 
At first we do not know if 
det(Lifi) # 0, 1 < i, j < 6, 
and so we are going to check it. 
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We also can easily construct p5,, If,] and ~5,~ [&I, and then the 
polynomial ps,, [fs] - ~5,~ [f,] belongs to the space .a and vanishes at P,, 
P,, P,, Pa. If it also vanishes at P, or P,, then we shall have 
Ps.1 I&l = P5.2 Ifnl 
and hence, there exist pi not all zero such that 




det(L &) = 0, l,<i,j<6. (40) 
Thus (36) would have no solution in general. 
Clearly (40) implies (39) and hence if (39) is not verified, then (36) has a 
unique solution. In this case, by Theorem 1, for any (x, y) such that 
P5.1 [“&1(X? 4’) f P.s.1 Lf5l(XI Y) (41) 
we have 
PS [fl(x, f’) = ‘$(x- y)PS.l bfl(x, y) + ‘2cx. 4’)PS.Z [fl(-‘, 4’), (42) 
where 
PS.2 [fsltxv Y> -w&9 J’> 
n1(x’ “)= P5.2 [&1@7 Y> - P5.1 [f61tx, 4’) ’ (43) 
(44) 
Also it follows from [4] that if (41) is not verified for (x, J’) & r, U r, then 
we have (39) and hence (40). Therefore, if (39) is not verified we have (41) 
for all (x, y) @ r, U r, and we can apply (42). 
Thus, problem (36) consists of two very simple parts. At first we have to 
see the position of the points and how many of them are aligned. In all cases 
one can say inmediately if the problem has a unique solution and construct it 
very easily when the answer is positive. 
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