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Abstract
In this paper, we study the memory properties of transformations of linear pro-
cesses. Dittmann and Granger (2002) studied the polynomial transformations of
Gaussian FARIMA(0, d, 0) processes by applying the orthonormality of the Her-
mite polynomials under the measure for the standard normal distribution. Nev-
ertheless, the orthogonality does not hold for transformations of non-Gaussian
linear processes. Instead, we use the decomposition developed by Ho and Hsing
(1996, 1997) to study the memory properties of nonlinear transformations of
linear processes, which include the FARIMA(p, d, q) processes, and obtain con-
sistent results as in the Gaussian case. In particular, for stationary processes,
the transformations of short-memory time series still have short-memory and
the transformation of long-memory time series may have different weaker mem-
ory parameters which depend on the power rank of the transformation. On the
other hand, the memory properties of transformations of non-stationary time
series may not depend on the power ranks of the transformations. This study
has application in econometrics and financial data analysis when the time series
observations have non-Gaussian heavy tails. As an example, the memory prop-
erties of call option processes at different strike prices are discussed in details.
Key words and phrases: heavy tail, long memory, linear process, nonlinear trans-
formation, non-stationary, short memory
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1 Introduction
Let
Xn =
∞∑
i=0
aiεn−i, n ∈ N, (1)
be a linear process, where the innovations εi, i ∈ Z, are i.i.d. random variables
with mean zero and finite variances. Without loss of generality, we assume that
1
Eε2i = 1, i ∈ Z. The coefficients ai satisfy
∑∞
i=0 a
2
i <∞, under which the linear
process (1) is well defined by the three series theorem.
A stationary time series Xn has short or long memory (short or long range
dependence) in the covariance sense depending on
∑∞
n=1 |Cov(X1, Xn)| <∞ or
= ∞ (Parzen, 1981). Meanwhile, in the frequency domain, a stationary time
series Xn with a spectral density function f(λ) is called a long memory process
in a restricted spectral density sense if f(λ) is bounded on [δ, pi] for every δ > 0,
and f(λ) → ∞ as λ → 0+. These two definitions are not always equivalent,
see Cox (1977) and Gue´gan (2005). In particular, for d < 1/2, Dittmann and
Granger (2002) called a stationary time series Xn ∼ LM(d) if the spectral
density function f(λ) behaves like a power function at low frequencies, that
is as |λ|−2d as λ approaches zero. For d ≥ 1/2, Xn ∼ LM(d) if and only if
(1−B)kXn ∼ LM(d− k) for k = [d+1/2], where [x] denotes the largest integer
smaller or equal to x. B is the backward shift operator, BXi = Xi−1. The cases
d > 0, d = 0 and d < 0 correspond to long memory, short memory and negative
dependence (antipersistence), respectively.
Dittmann and Granger (2002) studied the memory properties of polynomial
transformation of Gaussian FARIMA(0, d, 0) processes
Xn = (1 −B)
−dεn =
∑
i≥0
aiεn−i, (2)
where ai =
Γ(i+d)
Γ(d)Γ(i+1) , εi ∼ i.i.d. N(0, σ
2), −1 < d < 1/2 and d 6= 0. d = 0
gives the i.i.d. process {εn}. They applied the orthonormality of the Hermite
polynomials under the measure for the standard normal distribution. That is,∫ ∞
−∞
Hm(x)Hn(x)dP (Z ≤ x) = I(m = n), (3)
where Hermite polynomials Hj(x) are defined by(
d
dx
)j
e−x
2/2 = (−1)j
√
j!Hj(x)e
−x2/2, j = 0, 1, 2, · · · ,
Z ∼ N(0, 1) and I(m = n) is the indicator function, m,n = 0, 1, 2, · · · . For
example, see Crame´r (1946). In the continuous case, Taqqu (1979) and Giraitis
and Surgailis (1985) studied the nonlinear transformations of fractional Brow-
nian motions. Nevertheless, this nice orthogonal property (3) does not hold in
general when the distribution is not Gaussian. On the other hand, it is witnessed
and well known in the financial field that quite many financial data like stock
prices have heavier tails than the tail of the normal distribution, for example,
see Ruppert (2011). For the non-Gaussian case, based on the innovations εi, Ho
and Hsing (1996, 1997) developed an expansion with orthogonal terms which is
akin to the Hermite expansion for the Gaussian case.
We focus on the transformations of linear processes (1), which are not nec-
essarily Gaussian, in this paper. We assume that a0 = 1,
∑∞
i=1 |ai| < ∞ or
ai = i
−βL(i), i > 0, for some β ∈ (1/2, 1), where L(i) > 0 is a slowly varying
2
function at∞ (Bingham, Goldie and Teugels, 1987), i.e., limx→∞ L(λx)/L(x) =
1 for any λ > 0. It includes the autoregressive fractionally integrated moving
average FARIMA(p, d, q) processes introduced by Granger and Joyeux (1980)
and Hosking (1981), which is defined as
φ(B)Xn = θ(B)(1 −B)
−dεn. (4)
Here p, q are nonnegative integers, φ(z) = 1 − φ1z − · · · − φpz
p is the AR
polynomial and θ(z) = 1 + θ1z + · · · θqz
q is the MA polynomial. Under the
conditions that φ(z) and θ(z) have no common zeros, the zeros of φ(·) lie outside
the closed unit disk and −1 < d < 1/2, the FARIMA(p, d, q) process has linear
process form (1) with ai =
θ(1)
φ(1)
id−1
Γ(d) + O(i
−1). See Bondon and Palma (2007)
for the extension of causality to the range of −1 < d < 1/2 and Kokoszka and
Taqqu (1995) for the asymptotic coefficient formula.
To explore the memory properties of transformationsK(Xn) with EK
2(Xn) <
∞ of linear processes (1), we shall apply the decomposition of K(Xn) proposed
by Ho and Hsing (1996, 1997). See also the review paper by Hsing (2000). This
method has been applied to the expansion of K(Xn) for linear processes Xn in
the study of many subjects, for examples, weak convergence theorems including
central limit theorem, functional central limit theorem, convergence to Wiener-
Ito integral and Hermite process (Ho and Hsing, 1996, 1997; Hsing, 1999; Wu,
2002, 2006), the kernel density estimation (Honda, 2000; Wu and Mielniczuk,
2002; Kulik, 2008), the empirical processes of long memory sequences (Wu 2003),
the U-statistics (Ho and Hsing, 2003; Hsing and Wu, 2004) and the moderate
deviations (Wu and Zhao, 2008; Peligrad et al., 2014). Under the condition
proposed by Wu (2006), we obtain results both in time domain and frequency
domain. The results in time domain is consistent with the limit theorems in Ho
and Hsing (1997) and Wu (2006) via the order of normalization. The results
are applicable not only to FARIMA(0, d, 0) processes as studied in Dittmann
and Granger (2002) for Gaussian case, but also to general FARIMA(p, d, q) pro-
cesses for some special transformation. The results hold not only for smooth
transformations, they also hold for functions which are not differentiable. In
particular, we study the memory properties of option time series (Xn −C)
+ in
finance for different strike price C > 0.
We also study the properties of nonlinear transformations of non-stationary
time series Xn with the form
Xn =
n∑
j=1
Yj , where Yj =
∞∑
i=0
aiεj−i, (5)
ai =
Γ(i+d−1)
Γ(d−1)Γ(i+1) , 1/2 < d < 1. Again, we do not assume that the innovations
are Gaussian.
In this paper we shall use the following notations: we use am∼bm instead
of the notation am/bm → 1; for positive sequences, the notation am ≪ bm
or bm ≫ am and the Vinogradov symbol O mean that am/bm is bounded;
the notation am ≃ bm means that there exist constants c1 an c2 such that
3
0 < c1bm < am < c2bm for m large enough. C > 0 is a generic constant which
may vary in different context.
The paper has the following structure. In Section 2 we study the memory
properties of transformations of the stationary long-memory and short-memory
processes. Section 3 is on the non-stationary processes. In Section 4, we study
the application to option processes in finance. The proofs go to Section 5.
2 Transformations of stationary processes
In this section we study the transformation K(Xn) of the stationary process
(1). First of all, K(Xn), n ∈ N, is strictly stationary since the time series Xn is
strictly stationary. By the condition EK2(Xn) <∞, K(Xn) is also (covariance)
stationary. We start this section with a couple of basic notations which will be
used throughout the paper. Let ||X || = [E(X2)]1/2 be the L2 norm of the
random variable X. Define the shift process Fi = (. . . , εi−1, εi), and let
Xn,k = E(Xn|Fk),
Kn(w) = E[K(w +Xn −Xn,0)],
K∞(w) = E[K(w +Xn)],
K(r)n (w) =
dr
dwr
E[K(w +Xn −Xn,0)],
K(r)∞ (w) =
dr
dwr
E[K(w +Xn)]
for any nonnegative integer r. The following definition is from Ho and Hsing
(1997).
Definition 2.1 A transformation K(·) has power rank k with respect to the
linear process Xn for some positive integer k if K
(k)
∞ (0) 6= 0 and K
(r)
∞ (0) = 0
for all 1 ≤ r < k.
We will use k to denote the power rank ofK(·) with respect to the linear process
Xn throughout the paper.
In order to present the main results of this paper, we need the following
condition from Wu (2006).
Condition 2.1 Let E(|ε1|
q) < ∞ for some 2 < q ≤ 4 and Kn ∈ C
k+1(R) for
all large n. Assume that for some λ > 0,
k+1∑
α=0
‖K
(α)
n−1(Xn,0;λ)‖ +
k−1∑
α=0
‖|ε1|
q/2K
(α)
n−1(Xn,1)‖+ ‖ε1K
(k)
n−1(Xn,1)‖ = O(1),
where K
(α)
n−1(Xn,0;λ) = sup|y|≤λ|K
(α)
n−1(Xn,0 + y)| is the local maximal function
for K
(α)
n−1(Xn,0). As Wu (2006) mentioned, Condition 2.1 is quite mild, which
only imposes certain smoothness requirements on Kn−1.
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First we consider the case a0 = 1 and ai = i
−βL(i), i > 0, 1/2 < β < 1,
for the linear process (1). Notice that in this case the covariance function
γX(h) = EX0Xh of the original series Xn is regularly varying with exponent
−1 < 1− 2β < 0 and hence Xn has long memory in the covariance sense. The
FARIMA(p, d, q) process as in (4) with 0 < d < 1/2 is a particular example of
this case, β = 1− d.
Theorem 2.1 Assume that Condition 2.1 holds with q = 4 and that K has
power rank k ≥ 1. Let a0 = 1 and ai = i
−βL(i), i > 0, 1/2 < β < 1, in model (1).
If the power rank k of a transformation K(·) with respect to the linear process
(1) satisfies k < (2β − 1)−1, then K(Xn) has long memory in the covariance
sense. K(Xn) has short memory in the covariance sense if k > (2β − 1)
−1.
This theorem shows that K(Xn) has long memory as long as the power rank of
K(·) satisfies k < (2β−1)−1. Hence K(Xn) keeps the long memory property for
a wide range (in terms of the power rank k) of transformations if the parameter
β of the original series Xn is close to 1/2 and therefore Xn has very strong long
memory. Nevertheless,K(Xn) losses the long memory property for a wide range
of transformations if β is not close to 1/2. For example, if 3/4 < β < 1, only
Xn and other transformations with power rank k = 1 keep the long memory
property.
Remark 2.1 Ho and Hsing (1996, 1997) studied the limit theorems by assum-
ing EK2(Xn) < ∞, Eε
8 < ∞ and the condition C(t, τ, λ) there. Wu (2006)
studied the functional limit theorems under the improved condition Eε4 < ∞
and the Condition 2.1. The memory property in Theorem 2.1 is consistent with
the above limit theorems via the order of normalization. Theorem 2.1 only re-
quires the Condition 2.1 with q = 4.
Remark 2.2 It is well known that both long memory and heavy tail parameters
play roles in the asymptotics of partial sums of time series. See e.g., McElroy
and Politis (2007). As in Wu (2006), for the major results in this paper, we
assume that the innovation of the linear process has fourth moment, although not
necessary Gaussian. Therefore, the memory parameter dominates the growth of
the partial sum, which is the case in the upper right hand region of Figure 1 in
McElroy and Politis (2007).
The next corollary shows that if the slowly varying function L(x) is a constant
asymptotically, K(Xn) has long memory also in the case that (2β − 1)
−1 is an
integer and the power rank k = (2β − 1)−1.
Corollary 2.1 In the case that limn→∞ L(n) = L for some constant L > 0,
under the same conditions as in Theorem 2.1, K(Xn) has long memory in the
covariance sense if k ≤ (2β− 1)−1. K(Xn) has short memory in the covariance
sense if k > (2β − 1)−1.
Corollary 2.1 is applicable to FARIMA(p, d, q) process. Recall that in this case,
β = 1 − d and limn→∞ L(n) =
θ(1)
φ(1)Γ(d) . Furthermore, we have detailed knowl-
edge on the memory parameter of K(Xn) from the following Theorem 2.2 if the
linear process is a FARIMA(p, d, q) process.
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Theorem 2.2 Let Xn be a stationary FARIMA(p, d, q) process (4) with 0 <
d < 1/2 and Condition 2.1 holds with q = 4. K(·) has power rank k with respect
to the FARIMA(p,d,q) process. Then K(Xn) is a long-memory process LM(d˜)
with d˜ = (d − 1/2)k + 1/2 when k(1 − 2d) < 1, and a short-memory process
LM(0) if k(1− 2d) > 1 but (k − 1)(1− 2d) < 1.
This theorem shows that K(Xn) can never have stronger long range dependence
than the original process since d˜ ≤ d and d˜ = d if and only if k = 1.
Now we study the transformations of short memory linear processes in the
form of (1). The following theorem provides a result in the general setting∑∞
i=0 |ai| <∞.
Theorem 2.3 Assume
∑∞
i=0 |ai| <∞ in the model (1) and
‖Kn−1(Xn,1)−Kn−1(Xn,0)‖ = O(|an−1|). (6)
Then K(Xn) has short memory in the covariance sense for any transformation
K(·) with EK2(Xn) <∞.
As Condition 2.1, the condition (6) is proposed by Wu (2006) and only requires
certain smoothness requirements onKn−1. Theorem 2.3 shows that we can never
get long memory process from transformations if the original process has short
memory.
It is an open question that whether K(Xn) is a short memory LM(0) process
if Xn is a stationary FARIMA(p, d, q) process with −1 < d < 0. The following
Theorem 2.4 gives a confirmative answer to this question for the special case, the
FARIMA(0, d, 0) process with −1 < d < 0, if K(x) = x2. The FARIMA(0, d, 0)
is not necessarily Gaussian.
Theorem 2.4 Let Xn be a stationary FARIMA(0, d, 0) process, −1 < d < 0,
defined as in (2). Then X2n is a short-memory process LM(0).
Similar to the Gaussian case, Theorem 2.4 shows that antipersistence is a much
more fragile property than long memory property. The antipersistence is im-
mediately lost for the square transformation.
To verify the main results in this section, in particular Theorem 2.2 and
Theorem 2.4, we conduct simulation study for the memory of some common
transformations of FARIMA(p, d, q) processes. These transformations include
K(x) = x2, x3, x4, x3− 3x, x4− 6x2, sinx, ex and the non-continuous indicator
function I(x ≤ c) for some constant c. First of all, we calculate the power rank
of K(·) with respect to Xn and then find the theoretical memory parameter of
each transformed process from Theorem 2.2. Although the power rank of K(X)
is identical to its Hermite rank if X has standard normal distribution (Ho and
Hsing, 1997), it may be different under different distributions. Nevertheless,
one can easily find the power rank of a specific transformation under different
distributions by the Definition 2.1. For example, provided that
∫
cos ydF (y) 6= 0
or
∫
eydF (y) <∞, the power rank of K(x) = sinx or K(x) = ex is 1 since
K∞(x) = sinx
∫
cos ydF (y) + cosx
∫
sin ydF (y)
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or K∞(x) = e
x
∫
eydF (y) satisfies K ′∞(0) 6= 0. By similar analysis as above,
the transformations K(x) = x2, x3, x4, x3 − 3x, x4 − 6x2, sinx and ex have
power rank 2, 1, 2, 3, 4, 1 and 1 respectively under some regular conditions
on Xn (the conditions for different transformations may be different). For the
indicator function K(x) = I(x ≤ c), the power rank depends on the value of the
constant c by the following argument: Let F (x) be the distribution function of
X and assume that the density function f(x) of X exists. Then
K∞(x) =
∫
I(x+ y ≤ c)dF (y) = F (c− x)
and K
′
∞(x) = −f(c− x). We then have K
′
∞(0) = −f(c) 6= 0 if f(c) is quite far
away from 0. Under this condition, the power rank of the indicator function is
1. If f(c) is very close to 0 but f
′
(c) exists and is quite far away from 0, we
can say that the power rank of this indicator function K(·) is 2. Under certain
smoothness condition, we can continue this procedure to find the power rank of
K(·) for c in different ranges.
Secondly, to compare with the theoretical memory parameters, we perform
simulation study for these transformations of FARIMA(p, d, q) processes Xn
with memory parameters d = 0.2 and 0.4. The three processes in the simulation
study are FARIMA(0, d, 0) process (when K(x) = x2, we also consider the cases
that d = −0.8, −0.4, −0.2), FARIMA(1, d, 0) process with the AR coefficient
φ1 = −0.3, and FARIMA(1, d, 1) process with the AR coefficient φ1 = −0.4 and
the MA coefficient θ1 = 0.7.
Since our results require EK2(X) < ∞, Eε4 < ∞ and some transforma-
tions involve x4, we take the Student t distribution with degree freedom 10 as
the innovations of the FARIMA(p, d, q) processes for all transformations in our
study except the last one K(x) = ex. We choose the Gaussian FARIMA(p, d, q)
processes in the transformation K(X) = eX since Ee2X < ∞ is required. For
each of these three processes and for each d, we conduct N = 2, 000 simula-
tions with n = 2, 000 observations in each process by applying the algorithm
in Fay¨ et al. (2009). The memory parameters of each process and their trans-
formations are estimated by the Fourier regression method proposed in Geweke
and Porter-Hudak (1983). As studied in Hurvich et al. (1998), we choose
the bandwidth [n4/5] for each estimation. The theoretical memory parame-
ters and the estimated values are listed in Tables 1 and 2 respectively for each
of these three processes. We also report the empirical standard error of the
N = 2, 000 estimates for each process in these tables. When d is negative,
d = −0.8,−0.4 and −0.2, the theoretical memory parameters of all transforma-
tions of FARIMA(0, d, 0) except the square of the FARIMA(0, d, 0), are left in
blank since we do not have theoretical results for these cases. When d = 0.2,
we need k ≤ 2 by the condition on d in Theorem 2.2, so the theoretical memory
parameters of transformations with rank greater than 2 are left blank.
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Table 1: Average estimated memory parameters of some transformations of
2, 000 simulated stationary FARIMA(0, d, 0) processes with 2, 000 observations
in each process and t(10) innovations (except the transformation ex, for which
we use Gaussian innovations since Ee2X <∞ is required).
K(X) and its Memory parameter of the original series X
power rank d = −0.8 d = −0.4 d = −0.2 d = 0.2 d = 0.4
X Theory -0.8 -0.4 -0.2 0.2 0.4
(rank 1) Simulation −0.7674 −0.4008 −0.2005 0.2042 0.4075
Std error 0.0496 0.0335 0.0333 0.0319 0.0332
X2 Theory 0 0 0 0 0.3
(rank 2) Simulation 0.0387 0.0250 0.0094 0.0405 0.2755
Std error 0.0330 0.0323 0.0322 0.0364 0.0648
X3 Theory 0.2 0.4
(rank 1) Simulation −0.1501 −0.0895 −0.0540 0.0960 0.2824
Std error 0.0462 0.0383 0.0353 0.0372 0.0561
X4 Theory 0 0.3
(rank 2) Simulation 0.0330 0.0144 0.0038 0.0157 0.1855
Std error 0.0329 0.0329 0.0292 0.0360 0.0790
X3 − 3X Theory 0.2
(rank 3) Simulation −0.0757 −0.0160 −0.0029 0.0087 0.2049
Std error 0.0481 0.0345 0.0321 0.0347 0.0800
X4 − 6X2 Theory 0.1
(rank 4) Simulation 0.0257 0.0051 0.0020 0.0008 0.1138
Std error 0.0301 0.0294 0.0317 0.0322 0.0882
sinX Theory 0.2 0.4
(rank 1) Simulation −0.1651 −0.1863 −0.1365 0.1841 0.3167
Std error 0.0349 0.0347 0.0334 0.0320 0.0439
eX Theory 0.2 0.4
(rank 1) Simulation −0.0486 −0.0919 −0.0796 0.1432 0.2952
Std error 0.0339 0.0348 0.0321 0.0385 0.0603
I(X ≤ 0.1) Theory 0.2 0.4
(rank 1) Simulation −0.1408 −0.1342 −0.0961 0.1579 0.3124
Std error 0.0316 0.0319 0.0326 0.0325 0.0371
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Table 2: Average estimated memory parameters of some transformations of
2, 000 simulated FARIMA(1, d, 0) and FARIMA(1, d, 1) processes with 2, 000
observations in each process and t(10) innovations (except the transformation
ex, for which we use Gaussian innovations since Ee2X < ∞ is required). The
FARIMA(1, d, 0) processes have φ1 = −0.3 and the FARIMA(1, d, 1) processes
have φ1 = −0.4, θ1 = 0.7.
K(X) and its Memory parameter of the original series X
power rank FARIMA(1, d, 0) FARIMA(1, d, 1)
d = 0.2 d = 0.4 d = 0.2 d = 0.4
X Theory 0.2 0.4 0.2 0.4
(rank 1) Simulation 0.1624 0.3663 0.2136 0.4188
Std error 0.0325 0.0332 0.0329 0.0317
X2 Theory 0 0.3 0 0.3
(rank 2) Simulation 0.0212 0.2107 0.0646 0.3007
Std error 0.0329 0.0635 0.0376 0.0615
X3 Theory 0.2 0.4 0.2 0.4
(rank 1) Simulation 0.0640 0.2173 0.1237 0.3083
Std error 0.0350 0.0542 0.0374 0.0563
X4 Theory 0 0.3 0 0.3
(rank 2) Simulation 0.0084 0.1119 0.0356 0.2214
Std error 0.0308 0.0696 0.0372 0.0778
X3 − 3X Theory 0.2 0.2
(rank 3) Simulation 0.0087 0.2049 0.0406 0.2582
Std error 0.0347 0.0800 0.0384 0.0695
X4 − 6X2 Theory 0.1 0.1
(rank 4) Simulation 0.0004 0.0425 0.0144 0.1800
Std error 0.0302 0.0633 0.0378 0.0905
sinX Theory 0.2 0.4 0.2 0.4
(rank 1) Simulation 0.1417 0.2996 0.1868 0.2896
Std error 0.0323 0.0433 0.0328 0.0412
eX Theory 0.2 0.4 0.2 0.4
(rank 1) Simulation 0.1042 0.2672 0.1482 0.2856
Std error 0.0364 0.0504 0.0392 0.0696
I(X ≤ 0.1) Theory 0.2 0.4 0.2 0.4
(rank 1) Simulation 0.1145 0.2728 0.1712 0.3228
Std error 0.0327 0.0366 0.0331 0.0374
The simulation study with these polynomial or non-polynomial transforma-
tions clearly confirms the theoretical results in Theorem 2.2 and Theorem 2.4
for FARIMA(0, d, 0) processes with −1 < d < 1/2 or in general FARIMA(p, d, q)
processes with 0 < d < 1/2.
One can also compare the result in Table 1 with the simulation study per-
formed in Dittmann and Granger (2002). They obtained the theoretical results
for the memory parameters of the polynomial transformations of stationary
Gaussian FARIMA(0, d, 0) processes. But there were no theoretical results for
the FARIMA(p, d, q) processes with p or q not zero or for the non-polynomial
transformations, such as K(x) = sinx, ex, even in the Gaussian case. They per-
formed simulation study for all the transformations in the Table 1 of Gaussian
FARIMA(0, d, 0) processes. As expected, due to the heavy tail innovation, the
result in Table 1 is slightly worse than the one in Dittmann and Granger (2002).
The innovation t(10) used here has heavier tail than Gaussian innovation.
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3 Transformations of non-stationary processes
In this section, we explore the memory properties of polynomial transforma-
tions of one type non-stationary processes. In the case 1/2 < d < 3/2, a
non-stationary process Xn can be defined as the sum of a FARIMA(0, d− 1, 0)
processes, i.e.,
Xn = X0 +
n∑
j=1
Yj , (7)
where the distribution of the random variable X0 does not depend on n,
Yj =
∞∑
i=0
aiεj−i, (8)
ai =
Γ(i+d−1)
Γ(i+1)Γ(d−1) and εt are i.i.d. random variables with mean 0 and variance
1. ai ∼ i
d−2/Γ(d− 1) for large i ∈ N. As in Velasco (1999 a, b), one can define
Xn analogously in the case d ≥ 3/2. Xn defined in this way is called Type I
process, see e.g., Shao and Wu (2007).
In the following theorem we obtain the memory property of X2n for Type I
processes Xn. The memory property of K(Xn) with a general transformation
K(·) of Type I processes Xn is complicate and we leave it as an open question.
Notice that Xn −Xn−1 = Yn is a FARIMA(0, d− 1, 0) process. Thus Xn ∼
LM(d). In the following theorem, we show that this is also true asymptotically
for X2n in the case 1/2 < d < 1.
Theorem 3.1 Let Xn be a Type I non-stationary process with 1/2 < d < 1.
Assume that X0 = 0 and Eε
4 <∞. Then X2n is asymptotically LM(d).
Theorem 3.1 shows that taking the square of a non-stationary long memory
process does not change the size of the long memory parameter, which is contrast
to the result of stationary FARIMA(p, d, q) processes.
The simulation study in Table 3 is to confirm the result in Theorem 3.1.
We simulate FARIMA(0, d − 1, 0) processes for each of the d values, d = 0.55,
0.65, 0.75, 0.85, 0.95. The i.i.d. innovations have Student t distribution with
degree of freedom 5. By the Definition (7), the partial sum gives a Type I pro-
cess. The method to produce FARIMA(0, d − 1, 0) processes and the method
to estimate the memory parameters are same as the ones in Section 2. It is
clear from Table 3 that X2t is asymptotically LM(d) process. Also the rest part
of Table 3 seems to confirm one conjecture: under suitable moment conditions,
any polynomial transformations of non-stationary FARIMA(0, d, 0) processes
are LM(d) processes, 1/2 < d < 1. The memory property of polynomial trans-
formations of FARIMA(0, d, 0) processes is not related to the power ranks of
these transformations.
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Table 3: Average estimated parameters of some polynomial transformations of
2, 000 simulated FARIMA(0, d, 0) processes with 2, 000 observations in each pro-
cess. For the transformation K(x) = x2, the innovation of the original process
Xn has Student t distribution with degree of freedom 5. For other transforma-
tions, the innovation of the original process Xn has Student t distribution with
degree of freedom 10.
K(X) Memory parameter d of the original series X
0.55 0.65 0.75 0.85 0.95
X2 Theory 0.55 0.65 0.75 0.85 0.95
Simulation 0.4826 0.6170 0.7433 0.8629 0.9647
Std error 0.0673 0.0592 0.0530 0.0531 0.0456
X3 Simulation 0.4845 0.6102 0.7308 0.8479 0.9598
Std error 0.0637 0.0639 0.0620 0.0597 0.0554
X4 Simulation 0.4265 0.5702 0.7066 0.8087 0.9441
Std error 0.0913 0.0873 0.0821 0.0757 0.0678
X3 − 3X Simulation 0.4667 0.6029 0.7298 0.8502 0.9564
Std error 0.0781 0.0671 0.0637 0.0628 0.0554
X4 − 6X2 Simulation 0.4037 0.5585 0.7024 0.8280 0.9452
Std error 0.1053 0.0969 0.0854 0.0785 0.0675
Remark 3.1 The decomposition in Section 2 is not applicable for the non-
stationary process with 1/2 < d < 1. In fact, the result in Theorem 3.1 is not
related to the ranks of the transformations.
4 Application in option processes
The transformation K(x) = (x−C)+ itself has independent interest. It is x−C
if x ≥ C > 0. Otherwise it is 0. Notice that this K(x) is not differentiable at
C. For the reason to be clear later, let X ≥ 0 be a random variable with mean
µ. Then Y = X − µ has mean 0 and
K(X) = (X − C)+ = (Y − (C − µ))+ := H(Y ).
Let G(y) be the distribution function of Y . Assume that the density function
of Y exists and let it be g(y). Then
H∞(y) =
∫
(y + z − (C − µ))+dG(z)
=
∫ ∞
C−µ−y
(y + z − (C − µ))dG(z)
= (y − C + µ)[1−G(C − µ− y)] +
∫ ∞
C−µ−y
zdG(z)
and
H ′∞(y)
= 1−G(C − µ− y) + (y − C + µ)g(C − µ− y) + (C − µ− y)g(C − µ− y)
= 1−G(C − µ− y).
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We then have H ′∞(0) = 1−G(C−µ) 6= 0 if C−µ is small enough. Therefore
in this case the power rank of this H(·) is 1. If a larger C−µ > 0 is in the range
such that H ′∞(0) = 1−G(C−µ) ≈ 0 and at the same time g(C−µ) is quite far
away from 0, we can say that the power rank of this H(·) is 2 since H ′′∞(y) =
g(C − µ − y) and therefore H ′′∞(0) = g(C − µ) > 0. If G(y) is smooth enough
(measured by the order of differentiability), we can continue this procedure to
find the power rank of H(·) for C−µ in different ranges. In particular, if G(r)(y)
exists for any r ∈ N, and for C − µ > 0 large enough, G(r)(C − µ) ≈ 0, then we
say the power rank is ∞ since H
(k)
∞ (y) = (−1)kg(k−2)(C − µ− y) and therefore
H
(k)
∞ (0) = (−1)kg(k−2)(C − µ) ≈ 0.
We conduct simulation study for transformations (Xn − C)
+ with C = 0.3,
1.5, 5, 9, 44.8 and 45.5 where Yn = Xn − µ are FARIMA(0, d, 0) processes
with d = 0.2 and 0.4 as in Section 2. The innovations of Xn are the absolute
values of Student t random variables with degree of freedom 10. The way to
estimate the memory parameters of the transformations including the selection
of the bandwidth [n4/5] is same as the one in Section 2. For each d = 0.2
and 0.4, we conduct N = 2, 000 simulations with n = 220 observations in each
process. Notice that the mean µ of Xn changes for different memory parameters
d. Therefore the power rank of (Xn − C)
+ = (Yn − (C − µ))
+ also varies with
µ for each fixed C > 0. The result is listed in Table 4. Again, If d = 0.2,
the theoretical memory parameters of transformations of the FARIMA(0, d, 0)
processes with rank greater than 2 are left in blank. In the table, there are no
estimates if C − µ > 5 since the length of each simulated process Xn is finite
and therefore the transformed values are all zeros if C − µ is too large. We use
NA to denote them. Theoretically, the memory of a degenerate time series is
zero. The simulation study confirms the results in Theorem 2.2 and the above
analysis.
The study of the memory parameter of K(x) = (x−C)+ has direct applica-
tion to call option time series in finance. Suppose Xn is the price process of the
underlying asset and C is the strike price, then K(Xn) is the value of the call
option. Our result shows that the memory parameter of (Xn − C)
+ is same as
the memory parameter of the underlying asset Xn if C −µ is small. The power
rank of (Xn − C)
+ = (Yn − (C − µ))
+ is 2 approximately if C − µ is in some
moderate range. In this case, according to Theorem 2.2 (which is confirmed
by the simulation study), the memory parameter of K(Xn) is 2d − 1/2 if the
memory parameter d of the original mean adjusted asset price process Xn−µ ∼
FARIMA(0, d, 0) satisfies 1/4 < d < 1/2.
Similar analysis can be conducted for the truncation function K(x) = (C −
x)+ and the put option time series (C −Xn)
+ at different C > 0.
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Table 4: Average estimated memory parameter of some transformations (Xn −
C)+ of 2, 000 simulated FARIMA(0, d, 0) processes Xn − µ with |t(10)| innova-
tions and 220 observations in each process Xn. C = 0.3, 1.5, 5, 9, 44.8 and 45.5
and Yn = Xn − µ.
Memory parameter of the original series X
d = 0.2 d = 0.4
(Y − (0.3− µ))+ (Y + 6.89)+ (Y + 44.74)+
Rank 1 1
Theory 0.2 0.4
Simulation 0.1999 0.3998
Std error 0.0024 0.0025
(Y − (1.5− µ))+ (Y + 5.69)+ (Y + 43.24)+
Rank 1 1
Theory 0.2 0.4
Simulation 0.1999 0.3998
Std error 0.0025 0.0024
(Y − (5− µ))+ (Y + 2.19)+ (Y + 39.74)+
Rank 1 1
Theory 0.2 0.4
Simulation 0.1999 0.3999
Std error 0.0025 0.0024
(Y − (9− µ))+ (Y − 1.81)+ (Y + 35.74)+
Rank 2 1
Theory 0 0.4
Simulation 0.0246 0.3998
Std error 0.0027 0.0025
(Y − (44.8− µ))+ (Y − 37.61)+ (Y − 0.06)+
Rank ∞ 1
Theory 0.4
Simulation NA 0.3332
Std error NA 0.0049
(Y − (45.5− µ))+ (Y − 38.31)+ (Y − 0.76)+
Rank ∞ 2
Theory 0.3
Simulation NA 0.2541
Std error NA 0.0074
5 Proofs
Define the projection operator
PiX = E(X |Fi)− E(X |Fi−1).
We adopt the notations from Wu (2006) as follows: For j ≥ 2, let An(j) =∑∞
t=n |at|
j , θn = |an−1|[|an−1|+A
1/2
n (4) +A
k/2
n (2)].
Recall that K(·) is a measurable function with the power rank of k. By Ho
and Hsing (1997), K(Xn) − EK(Xn) can be deccomposed as U(Fn) + S(Fn),
where
U(Fn) = K
(k)
∞ (0)
∑
0≤j1<j2<···<jk<∞
k∏
s=1
ajsεn−js
and
S(Fn) = K(Xn)− EK(Xn)− U(Fn).
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We also have the decomposition U(Fn+h) + S(Fn+h) for K(Xn+h). Therefore,
Cov (K(Xn),K(Xn+h)) can be represented by
Cov(U(Fn), U(Fn+h)) + Cov(U(Fn), S(Fn+h))
+ Cov(S(Fn), U(Fn+h)) + Cov(S(Fn), S(Fn+h)). (9)
5.1 Proofs of Theorem 2.1, Corollary 2.1 and Theorem 2.2
We first find the bounds of Cov(U(Fn), U(Fn+h)), which are useful in the proofs
of Theorem 2.1, Corollary 2.1 and Theorem 2.2. By Stirling’s approximation,(
h
k
)
≃ hk/k!, if h is large enough. If jk ≤ h, the quantity
∏k
s=1 L(js)j
−β
s L(h+
js)(h + js)
−β at least has order h−2kβLk(h)min1≤s≤h L
k(s). Therefore for the
lower bound,
Cov(U(Fn), U(Fn+h)) = [K
(k)
∞ (0)]
2
∑
0≤j1<j2<···<jk<∞
k∏
s=1
ajsah+js (10)
≥ [K(k)∞ (0)]
2
∑
1≤j1<j2<···<jk≤h
k∏
s=1
L(js)j
−β
s L(h+ js)(h+ js)
−β
≫ [K(k)∞ (0)]
2
(
h
k
)
h−2kβLk(h) min
1≤s≤h
Lk(s)
≃ (k!)−1[K(k)∞ (0)]
2hkh−2kβLk(h) min
1≤s≤h
Lk(s)
= (k!)−1[K(k)∞ (0)]
2hk(1−2β)Lk(h) min
1≤s≤h
Lk(s).
On the other hand,
Cov(U(Fn), U(Fn+h)) (11)
≤ [K(k)∞ (0)]
2(
∑
0≤i<∞
aiah+i)
k
= [K(k)∞ (0)]
2(
h∑
i=0
aiah+i +
∞∑
i=h+1
aiah+i)
k
= O[hk(1−2β)L2k(h)].
Proof of Theorem 2.1
We shall estimate the other covariances in (9) for each case. In the case that
k(2β− 1) < 1, we first apply the projection operator to the terms in the covari-
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ances and then apply the Cauchy-Schwarz inequality. Then
|Cov(S(Fn), S(Fn+h))|
= |
n−1∑
i=−∞
n+h−1∑
j=−∞
Cov(Pi+1S(Fn),Pj+1S(Fn+h))|
= |
n−1∑
i=−∞
n+h−1∑
j=−∞
E[Pi+1S(Fn)Pj+1S(Fn+h)]|
= |
n−1∑
i=−∞
E[Pi+1S(Fn)Pi+1S(Fn+h)]| (12)
≤
n−1∑
i=−∞
‖Pi+1S(Fn)‖‖Pi+1S(Fn+h)‖
=
n−1∑
i=−∞
‖P1S(Fn−i)‖‖P1S(Fn+h−i)‖
=
n−1∑
i=−∞
O(θn−iθn+h−i) =
∞∑
i=1
O(θiθi+h). (13)
Equality (12) is true because if i 6= j, suppose i < j, then
E[Pi+1S(Fn)Pj+1S(Fn+h)] = E
{
E[Pi+1S(Fn)Pj+1S(Fn+h)|Fi+1]
}
= E
{
Pi+1S(Fn)E[Pj+1S(Fn+h)|Fi+1]
}
= E
{
Pi+1S(Fn)E
[
(E[S(Fn+h)|Fj+1]− E[S(Fn+h)|Fj ])|Fi+1
]}
= E
{
Pi+1S(Fn)
(
E[S(Fn+h)|Fi+1]− E[S(Fn+h)|Fi+1]
)}
= 0.
Equality (13) is the result of Theorem 5 (Reduction principle) of Wu (2006).
By Karamata’s theorem (Seneta, 1976), An(j) = O[n
1−jβLj(n)] for j ≥ 2.
Therefore, under the condition k(2β − 1) < 1,
∞∑
i=1
O(θiθi+h)
=
∞∑
i=0
aiai+hO
{
[(i + 1)1−2βL2(i+ 1)(i + h+ 1)1−2βL2(i + h+ 1)]k/2
}
=
∞∑
i=1
O[i−β+k(1−2β)/2(i+ h)−β+k(1−2β)/2Lk+1(i)Lk+1(i + h)]
=
h∑
i=1
O[i−β+k(1−2β)/2h−β+k(1−2β)/2(1 + i/h)−β+k(1−2β)/2Lk+1(i)Lk+1(i+ h)]
+
∞∑
i=h+1
O[i−2β+k(1−2β)(1 + h/i)−β+k(1−2β)/2Lk+1(i)Lk+1(i + h)].
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Applying Karamata’s theorem again, we have
(i)
∑∞
i=1O(θiθi+h) = O[L
k+1(h)h
k(1−2β)−2β
2 ] if (k + 1)(2β − 1) > 1;
(ii)
∑∞
i=1O(θiθi+h) = O[L
2k+2(h)h(k+1)(1−2β)] if (k + 1)(2β − 1) < 1;
(iii)
∑∞
i=1O(θiθi+h) = max
{
O[L2k+2(h)h−1],O[Lk+1(h)h−1
∑h
i=1 i
−1Lk+1(i)]
}
if (k + 1)(2β − 1) = 1.
By the calculation in (10), each of the above terms (i), (ii) and (iii) is less than
Cov(U(Fn), U(Fn+h)). Thus,
|Cov(S(Fn), S(Fn+h))| < Cov(U(Fn), U(Fn+h)).
With the same arguments as in |Cov(S(Fn), S(Fn+h))|,
|Cov(U(Fn), S(Fn+h))| =
∞∑
i=1
‖P1U(Fi)‖O(θi+h).
Obvioulsly, O(θi+h) = O[(i + h)
−β+ k(1−2β)2 Lk+1(h+ i)]. Also
P1U(Fi)/K
(k)
∞ (0)
= E
( ∑
0≤j1<···<jk<∞
k∏
s=1
ajsεi−js |F1
)
− E
( ∑
0≤j1<···<jk<∞
k∏
s=1
ajsεi−js |F0
)
=
∑
i−1≤j1<···<jk<∞
k∏
s=1
ajsεi−js −
∑
i≤j1<···<jk<∞
k∏
s=1
ajsεi−js
= ai−1ε1
∑
i≤j2<···<jk<∞
k∏
s=2
ajsεi−js .
Then
||P1U(Fi)||
2 = E[P1U(Fi)]
2
= [K(k)∞ (0)]
2a2i−1E(ε
2
1)E
( ∑
i≤j2<···<jk<∞
k∏
s=2
ajsεi−js
)2
≤ [K(k)∞ (0)]
2a2i−1A
k−1
i (2)[E(ε
2
1)]
k.
See also Wu (2006). Hence
||P1U(Fi)|| = O[i
−β+(k−1)(1−2β)/2Lk(i)].
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In consequence, using Karamata’s theorem, we have
∞∑
i=1
||P1U(Fi)||O(θi+h)
=
∞∑
i=1
O
[
(i+ h)−β+
k(1−2β)
2 Lk+1(h+ i)i−β+(k−1)(1−2β)/2Lk(i)
]
= h−β+
k(1−2β)
2
h∑
i=1
O
[
(1 + i/h)−β+
k(1−2β)
2 Lk+1(h+ i)i−β+(k−1)(1−2β)/2Lk(i)
]
+
∞∑
i=h+1
O
[
i−2β+(2k−1)(1−2β)/2(1 + h/i)−β+
k(1−2β)
2 Lk+1(h+ i)Lk(i)
]
= O[h(1−2β)(k+1/2)L2k+1(h)],
which is less than Cov(U(Fn), U(Fn+h)). So
|Cov(U(Fn), S(Fn+h))| < Cov(U(Fn), U(Fn+h)).
Similarly, |Cov(U(Fn+h), S(Fn))| =
∑∞
i=1 ‖P1U(Fi+h)‖O(θi), which is
(i)O
[
h(k+
1
2 )(1−2β)L2k+1(h)
]
if (k + 1)(2β − 1) < 1;
(ii) O
[
h−β+
k−1
2 (1−2β)Lk(h)
]
if (k + 1)(2β − 1) > 1;
(iii) max
{
O[h−
2k+1
2(k+1)Lk(h)
∑h
i=1 i
−1Lk+1(i)],O[h−
2k+1
2(k+1)L2k+1(h)]
}
if (k +
1)(2β − 1) = 1.
Each of the terms (i), (ii) and (iii) is less than Cov(U(Fn), U(Fn+h)) by the
analysis in (10). Hence |Cov(U(Fn+h), S(Fn))| < Cov(U(Fn), U(Fn+h)).
So under the condition k < (2β − 1)−1,
Cov(K(Xn),K(Xn+h)) ≃ Cov(U(Fn), U(Fn+h)).
But by (10),
Cov(U(Fn), U(Fn+h)) ≥ (k!)
−1[K(k)∞ (0)]
2hk(1−2β)Lk(h) min
1≤s≤h
Lk(s),
which is not summable. Therefore K(Xn) has long memory in the covariance
sense if k(2β − 1) < 1.
Now, we consider the case k > (2β − 1)−1. With similar arguments as the
case k(2β − 1) < 1, we have
|Cov(U(Fn), S(Fn+h))| = O[h
−2βL2(h)] if (k − 1)(2β − 1) > 1,
|Cov(U(Fn), S(Fn+h))| = O
{
h−2βmax[L2(h), Lk+1(h)]
}
if (k − 1)(2β − 1) = 1,
|Cov(U(Fn), S(Fn+h))| = O[h
−β+k(1−2β)/2Lk+1(h)] if (k − 1)(2β − 1) < 1;
(14)
|Cov(S(Fn), S(Fn+h))| = O[h
−2βL2(h)] if (k − 1)(2β − 1) > 1,
|Cov(S(Fn), S(Fn+h))| = O{h
−2βmax[L2(h), Lk+1(h)]} if (k − 1)(2β − 1) = 1,
|Cov(S(Fn), S(Fn+h)| = O[h
−β+(1−2β)k/2Lk+1(h)] if (k − 1)(2β − 1) < 1;
(15)
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and
|Cov(S(Fn), U(Fn+h))| = O[h
−β+(k−1)(1−2β)/2Lk(h)], (16)
which are all summable. Additionally, (11) is also summable in this case
k(2β − 1) > 1. Therefore K(Xn) has short memory in the covariance sense
if k(2β − 1) > 1.
Proof of Corollary 2.1
We just need consider the case that (2β− 1)−1 is an integer and the power rank
k = (2β − 1)−1. In this case, since limn→∞ L(n) = L, by (10), we have
Cov(U(Fn), U(Fn+h))≫ (k!)
−1[K(k)∞ (0)]
2h−1.
Hence K(Xn) has long memory in the covariance sense in this case.
Proof of Theorem 2.2
Since limj→∞
aj
jd−1
= θ(1)φ(1)Γ(d) , we have β = 1−d and the slowly varying function
is a constant asymptotically. Hence, applying (10) and (11) yields
Cov(U(Fn), U(Fn+h)) ≃ h
k(1−2β) = hk(2d−1) = h2d¯−1 (17)
with d¯ = (d− 1/2)k + 1/2 > 0.
We first consider the case k < (2β−1)−1. By (17) and the proof of Theorem
2.1, Cov(K(Xn),K(Xn+h)) ≃ Cov(U(Fn), U(Fn+h)) ≃ h
k(1−2β). Then by the
same argument as in Proposition 1 of Dittmann and Granger (2002), K(Xn) is
a long-memory process LM(d˜) when k(2β − 1) < 1.
In the case that k(2β− 1) > 1 and (k− 1)(2β− 1) < 1, from (17), (14), (15)
and (16), Cov(K(Xn),K(Xn+h)) is dominated by Cov(U(Fn), U(Fn+h)). So,
Cov(K(Xn),K(Xn+h)) ≃ h
2d¯−1
with d¯ = (d − 1/2)k + 1/2 < 0. Therefore the process K(Xn) has the same
autocorrelation delay pattern as an FARIMA(0, d¯, 0) process. But we shall show
that it is a short-memory LM(0) process. Denote fK(λ) as the spectral density of
K(Xn). Since Cov(K(Xn),K(Xn+h)) is dominated by Cov(U(Fn), U(Fn+h)),
which is positive and summable, then
0 < fK(0) = Var(K(Xn)) + 2
∞∑
h=1
Cov(K(Xn),K(Xn+h)) <∞.
Therefore K(Xn) is a LM(0) process.
5.2 Proofs of Theorem 2.3, 2.4
Proof of Theorem 2.3
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Again, using the projection operator and the Cauchy-Schwarz inequality, we
have
Cov(K(Xn),K(Xn+h)) = Cov(
n−1∑
i=−∞
Pi+1K(Xn),
n+h−1∑
j=−∞
Pj+1K(Xn+h))
=
n−1∑
i=−∞
E[Pi+1K(Xn)Pi+1K(Xn+h)] ≤
n−1∑
i=−∞
‖Pi+1K(Xn)‖‖Pi+1K(Xn+h)‖
=
n−1∑
i=−∞
‖P1K(Xn−i)‖‖P1K(Xn+h−i)‖
=
n−1∑
i=−∞
O(|an−i−1an+h−i−1|) (18)
=
∞∑
i=0
O(|aiai+h|),
where equality (18) is obtained from Wu (2006): ‖P1K(Xn)‖ = O(|an−1|), if
condition (6) holds. Thus
∞∑
h=1
Cov(K(Xn),K(Xn+h)) =
∞∑
h=1
∞∑
i=0
O(|aiai+h|),
which is finite. This finishes the proof.
Proof of Theorem 2.4
Denote fK(λ) as the spectral density of K(Xn) = X
2
n, then
fK(0) = Var(K(Xn)) + 2
∞∑
h=1
Cov(K(Xn),K(Xn+h))
=
∞∑
i=0
a4i Var(ε
2
1) + 4
∑
0≤i<j<∞
a2i a
2
j + 2
∞∑
h=1
∞∑
i=0
a2i a
2
h+iVar(ε
2
1)
+ 8
∞∑
h=1
∑
0≤i<j<∞
aiah+iajah+j .
=
∞∑
i=0
a4iVar(ε
2
1) + 4
∑
1≤i<j<∞
a2i a
2
j + 2
∞∑
h=1
∞∑
i=0
a2i a
2
h+iVar(ε
2
1)
+ 8
∞∑
h=1
∑
1≤i<j<∞
aiah+iajah+j + 4
∞∑
i=1
a2i + 8
∞∑
h=1
ah
∞∑
i=1
aiai+h.
We shall show that fK(0) > 0. The condition −1 < d < 0 implies ai < 0 for
all i > 0. Therefore only the last term of the above decomposition of fK(0) is
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negative. To prove fK(0) > 0, it suffices to show that
∞∑
i=1
a2i + 2
∞∑
h=1
ah
∞∑
i=1
aiai+h (19)
is positive. In fact,
(19) =
∞∑
i=1
a2i + 2
∞∑
h=1
ah
∞∑
i=1
aiai+h
=
∞∑
i=1
Γ2(i+ d)
Γ2(d)Γ2(i+ 1)
+ 2
∞∑
h=1
Γ(h+ d)
Γ(d)Γ(h+ 1)
∞∑
i=1
Γ(i+ d)Γ(i + h+ d)
Γ2(d)Γ(i + 1)Γ(i+ h+ 1)
=
∞∑
i=1
Γ2(i+ d)
Γ2(d)Γ2(i+ 1)
+ 2
∞∑
h=1
Γ2(h+ d)
Γ2(d)Γ2(h+ 1)
[F (d, h+ d;h+ 1; 1)− 1] (20)
=
∞∑
h=1
Γ2(h+ d)
Γ2(d)Γ2(h+ 1)
[2F (d, h+ d;h+ 1; 1)− 1]
=
∞∑
h=1
Γ2(h+ d)
Γ2(d)Γ2(h+ 1)
2Γ(h+ 1)Γ(1− 2d)
Γ(h+ 1− d)Γ(1 − d)
−
∞∑
h=1
Γ2(h+ d)
Γ2(d)Γ2(h+ 1)
(21)
=
2Γ(1− 2d)
Γ2(1 − d)
[F (d, d; 1− d; 1)− 1]− [F (d, d; 1; 1)− 1]
=
2Γ(1− 2d)
Γ2(1 − d)
[
Γ(1− d)Γ(1 − 3d)
Γ2(1− 2d)
− 1]−
Γ(1− 2d)
Γ2(1 − d)
+ 1 (22)
=
3Γ(−3d)Γ(−d)− dΓ2(−d)Γ(−2d)− 6Γ2(−2d)
−dΓ(−2d)Γ2(−d)
. (23)
The notation F (a, b; c; z) from (20) and thereafter is the hypergeometric series.
(21) and (22) are obtained by applying the Gauss’s theorem for hypergeometric
series (Gauss, 1866), see also page 2 of Bailey (1935). The denominate of the
last equation (23) is positive since −1 < d < 0. Hence it suffices to prove that
3Γ(−3d)Γ(−d)− dΓ2(−d)Γ(−2d)− 6Γ2(−2d) > 0.
Define f(x) = 3Γ(3x)Γ(x) + xΓ2(x)Γ(2x) − 6Γ2(2x), 0 < x < 1. The function
f(x) is continuous for x > 0. Straight forward numerical calculation shows that
f(x) > 1/4 > 0 for all 0 < x < 1. Thus, (19) is positive. Hence, X2n is a LM(0)
process.
5.3 Proof of Theorem 3.1
By (7) and (8), Xn can be written in the form
Xn =
∞∑
j=0
bn(j)εn−j ,
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where bn(j) =
∑j
i=0 ai, if 0 ≤ j ≤ n, and bn(j) =
∑j
i=j−n+1 ai, if j > n.
By convention, define bn(j) = 0 for j < 0. Let Zn = Xn + Xn−1. Then
X2n −X
2
n−1 = YnZn and
Zn =
∞∑
j=0
[bn(j) + bn−1(j − 1)]εn−j. (24)
i). Denote γy(h) = Cov(Yn, Yn+h) as the autocovariance function of the sta-
tionary process Yn. We first show that, in the case d < 5/4,
Cov(YnZn, Yn+hZn+h)
= γy(h)Cov(Zn, Zn+h) + Cov(Yn, Zn+h)Cov(Zn, Yn+h) + C(n, h) (25)
as n→∞ for some constant C(n, h) with uniform bound 0 < C <∞. In fact,
by (24),
YnZn =
∞∑
i=0
∞∑
j=0
ai[bn(j) + bn−1(j − 1)]εn−iεn−j
and by the change of variables,
Yn+hZn+h =
∞∑
i=−h
∞∑
j=−h
ai+h[bn+h(j + h) + bn+h−1(j + h− 1)]εn−iεn−j .
Hence by the independence of the innovations εi, i ∈ Z,
Cov(YnZn, Yn+hZn+h)
=
∞∑
i=0
∞∑
j=0
{aiah+i[bn(j) + bn−1(j − 1)]
×[bn+h(h+ j) + bn+h−1(h+ j − 1)]V ar(εn−iεn−j)}
+
∞∑
i=0
∞∑
j=0
{aiah+j [bn(j) + bn−1(j − 1)]
×[bn+h(h+ i) + bn+h−1(h+ i− 1)]V ar(εn−iεn−j)} .
On the other hand,
γy(h)Cov(Zn, Zn+h) = Cov(Yn, Yn+h)Cov(Zn, Zn+h)
=
∞∑
i=0
∞∑
j=0
aiah+i[bn(j) + bn−1(j − 1)][bn+h(h+ j) + bn+h−1(h+ j − 1)]
and
Cov(Yn, Zn+h)Cov(Zn, Yn+h)
=
∞∑
i=0
∞∑
j=0
aiah+j [bn(j) + bn−1(j − 1)][bn+h(h+ i) + bn+h−1(h+ i− 1)].
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Since V ar(ε1ε2) = 1, we have
Cov(YnZn, Yn+hZn+h)− γy(h)Cov(Zn, Zn+h)− Cov(Yn, Zn+h)Cov(Zn, Yn+h)
= 2
∞∑
j=0
ajah+j[bn(j) + bn−1(j − 1)][bn+h(h+ j) + bn+h−1(h+ j − 1)]
× [V ar(ε2)− 1]
= 2
n∑
j=0
ajaj+h
[
j∑
i=0
ai +
j−1∑
i=0
ai
][
h+j∑
i=0
ai +
h+j−1∑
i=0
ai
]
[V ar(ε2)− 1]
+ 2
∞∑
j=n+1
ajaj+h

 j∑
i=j−n+1
ai +
j−1∑
i=j−n+1
ai



 h+j∑
i=j−n+1
ai +
h+j−1∑
i=j−n+1
ai


× [V ar(ε2)− 1]. (26)
In the above equations, since ai ∼
id−2
Γ(d−1) ,∣∣∣∣∣ajaj+h
[
j∑
i=0
ai +
j−1∑
i=0
ai
][
h+j∑
i=0
ai +
h+j−1∑
i=0
ai
]∣∣∣∣∣ < Cj2d−4
for some 0 < C <∞. Similarly,∣∣∣∣∣∣ajaj+h

 j∑
i=j−n+1
ai +
j−1∑
i=j−n+1
ai



 h+j∑
i=j−n+1
ai +
h+j−1∑
i=j−n+1
ai


∣∣∣∣∣∣ < Cj4d−6
for some 0 < C <∞. So that (26) converges as n→∞ if d < 5/4. Consequently,
in this case d < 5/4, (25) holds as n→∞.
ii). Now we consider the second term of (25), Cov(Yn, Zn+h)Cov(Zn, Yn+h).
|Cov(Yn, Zn+h)| =
∣∣∣∣∣∣
∞∑
j=0
aj [bn+h(h+ j) + bn+h−1(h+ j − 1)]
∣∣∣∣∣∣
=
∣∣∣∣∣∣
n∑
j=0
aj [
h+j∑
i=0
ai +
h+j−1∑
i=0
ai] +
∞∑
j=n+1
aj [
h+j∑
i=j−n+1
ai +
h+j−1∑
i=j−n+1
ai]
∣∣∣∣∣∣
< C

 n∑
j=1
jd−2 +
∞∑
j=n+1
j2d−3


for some constant C > 0. Therefore in the case d < 1, the series for Cov(Yn, Zn+h)
converges as n → ∞. By the same argument, the series for Cov(Zn, Yn+h)
converges and hence the series for the product Cov(Yn, Zn+h)Cov(Zn, Yn+h)
converges as n→∞ if d < 1. So in the case d < 1,
Cov(YnZn, Yn+hZn+h) = γy(h)Cov(Zn, Zn+h) + C(n, h) (27)
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as n → ∞ for some constant C(n, h) with uniform bound 0 < C < ∞. As a
particular case of (27),
Var(YnZn) = Var(Yn)Var(Zn) + C(n) as n→∞ (28)
for some constant C(n) with uniform bound 0 < C <∞.
iii). Next we prove that the non-stationary process Zn satisfies:
Corr(Zn, Zn+h)→ 1 as n→∞ (29)
and
Var(Zn)→∞ as n→∞. (30)
We first show that (29) holds under the condition (30). In fact,
Cov(Zn, Zn+h) = Cov(Xn +Xn−1, Xn+h +Xn+h−1)
= Cov(2
n−1∑
j=1
Yj + Yn, 2
n+h−1∑
i=1
Yi + Yn+h)
= 4
n+h−1∑
i=1
n−1∑
j=1
γy(i − j) + 2
n−1∑
j=1
γy(n+ h− j)
+ 2
n+h−1∑
i=1
γy(n− i) + γy(h). (31)
Let h = 0 in (31), we have
Var(Zn) = 4
n−1∑
i=1
n−1∑
j=1
γy(i− j) + 4
n−1∑
j=1
γy(n− j) + γy(0) (32)
By replacing the n in (32),
Var(Zn+h) = 4
n+h−1∑
i=1
n+h−1∑
j=1
γy(i− j) + 4
n+h−1∑
j=1
γy(n+ h− j) + γy(0)
= 4
n−1∑
i=1
n−1∑
j=1
γy(i − j) + 4
n−1∑
j=1
γy(n− j) + γy(0)
+ 8
n−1∑
i=1
n+h−1∑
j=n
γy(i− j) + 4
n+h−1∑
i=n
n+h−1∑
j=n
γy(i− j) + 4
h−1∑
j=0
γy(n+ j)
= Var(Zn) + C(n, h)
for some constant C(n, h) with uniform bound 0 < C < ∞ since Yn is a short
memory process. Therefore,
Var(Zn)Var(Zn+h) = Var
2(Zn)
[
1 +
C(n, h)
V ar(Zn)
]
. (33)
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On the other hand, by (31) and (32),
Cov(Zn, Zn+h)
= 4
n−1∑
i=1
n−1∑
j=1
γy(i − j) + 4
n−1∑
j=1
γy(n− j) + γy(0)
+ 4
n+h−1∑
i=n
n−1∑
j=1
γy(i− j)− 2
n−1∑
i=n−h
γy(n− i)
+ 2
h−1∑
i=0
γy(n+ i) + 2
n+h−1∑
i=n
γy(n− i) + γy(h)− γy(0)
= Var(Zn) + 4
n+h−1∑
i=n
n−1∑
j=1
γy(i − j) + 2
h−1∑
i=0
γy(n+ i)− γy(h) + γy(0)
= Var(Zn) + C(n, h), (34)
where C(n, h) is bounded uniformly by some constant C > 0.
Provided that (30) holds, i.e., Var(Zn)→∞, by (33) and (34),
Corr(Zn, Zn+h) =
Cov(Zn, Zn+h)√
Var(Zn)Var(Zn+h)
=
Var(Zn) + C(n, h)
Var(Zn)
√
[1 + C(n,h)Var(Zn)
]
→ 1 as n→∞,
which proves that (29) is true.
Now we show that the second property (30) of the non-stationary process
Zn also holds. Since Yn ∼ FARIMA(0, d − 1, 0) with 1/2 < d < 1, we have
γy(h) < 0 for all h > 0 and the spectral density at frequency zero
f(0) = γy(0) + 2
∞∑
h=1
γy(h) = 0. (35)
For computational convenience, we assume Yn ∼ FARIMA(0, d, 0) with −1/2 <
d < 0 in the following process. Brockwell and Davis (1987) gave the autocovari-
ance function and autocorrelation function for FARIMA(0, d, 0) processes with
−1/2 < d < 1/2,
γy(0) =
σ2Γ(1 − 2d)
Γ2(1− d)
and
ρy(h) =
Γ(h+ d)Γ(1 − d)
Γ(h− d+ 1)Γ(d)
, h ∈ N,
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where σ2 = 1 is the variance of innovation ε. Thus,
γy(h) =
Γ(1 − 2d)σ2
Γ(1− d)Γ(d)
Γ(h+ d)
Γ(h+ 1− d)
. (36)
To prove (30), it suffices to prove that the first quantity in (32) goes to infinity as
n→∞ since Yn is a short memory process in the covariance sense and therefore
the second and third terms in (32) are bounded. By collecting terms, we get
n−1∑
i=1
n−1∑
j=1
γy(i − j) = (n− 1)γy(0) + 2
n−1∑
h=2
(n− h)γy(h− 1)
= (n− 1)[γy(0) + 2
n−2∑
h=1
n− 1− h
n− 1
γy(h)]
= (n− 1)[γy(0) + 2
n−2∑
h=1
γy(h)− 2
n−2∑
h=1
h
n− 1
γy(h)]
= (n− 1)[−2
∞∑
h=n−1
γy(h)− 2
n−2∑
h=1
h
n− 1
γy(h)] (37)
= −2(n− 1)
∞∑
h=n−1
γy(h)− 2
n−2∑
h=1
hγy(h). (38)
The equality (37) is from (35). Both of the two terms in equation (38) are
positive since γy(h) < 0 if h > 0. So we prove that (38) goes to infinity by
showing that the first term of (38) goes to infinity as n→∞.
− 2(n− 1)
∞∑
h=n−1
γy(h)
= −2σ2
Γ(1− 2d)
Γ(1− d)Γ(d)
(n− 1)
∞∑
h=n−1
Γ(h+ d)
Γ(h+ 1− d)
(39)
≃ (n− 1)α
∞∑
h=n−1
e−h−d(h+ d)h+d−1/2
e−h+d−1(h+ 1− d)h−d+1/2
(40)
= αe1−2d(n− 1)
∞∑
h=n−1
(
1 +
1− 2d
h+ d
)−(h+d−1/2)
(h+ 1− d)2d−1
≃ αe1−2d(n− 1)e2d−1
∞∑
h=n−1
(h+ 1− d)2d−1 (41)
→∞ as n→∞ since 2d+ 1 > 0.
In the above equations, α = −2σ2 Γ(1−2d)Γ(1−d)Γ(d) ; (39) is obtained by using (36);
(40) is from the Stirling’s approximation; and (41) is obtained from the fact
that limn→∞(1 +
1
n )
n = e. Consequently, (30) is true.
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From the above analysis, in particular (27), (28), (29) and (30),
Corr(YnZn, Yn+hZn+h)
=
Cov(YnZn, Yn+hZn+h)√
Var(YnZn)Var(Yn+hZn+h)
=
Cov(Yn, Yn+h)Cov(Zn, Zn+h) + C(n, h)√
Var(Yn)Var(Zn) + C(n)
√
Var(Yn+h)Var(Zn+h) + C(n, h)
≃
γy(h)Cov(Zn, Zn+h)√
γy(0)Var(Zn)
√
γy(0)Var(Zn+h)
since Var(Zn),Var(Zn+h)→∞
=
γy(h)
γy(0)
Cov(Zn, Zn+h)√
Var(Zn)Var(Zn+h)
→ Corr(Yn, Yn+h) as n→∞.
As Yn ∼ FARIMA(0, d− 1, 0), X
2
n ∼ LM(d) when 1/2 < d < 1.
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