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Abstract
The C0 coarse structure on a metric space is a reﬁnement of the bounded structure and is
closely related to the topology of the space. In this paper we will prove the C0 version of
the coarse Baum–Connes conjecture and show that K∗(C∗X0) is a topological invariant for a
broad class of metric spaces. Using this result we construct a ‘geometric’ obstruction group to
the coarse Baum–Connes conjecture for the bounded coarse structure. We then show under the
assumption of ﬁnite asymptotic dimension that the obstructions vanish, and hence we obtain a
new proof of the coarse Baum–Connes conjecture in this context.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Coarse geometry is the study of the large-scale geometry of spaces, neglecting the
small-scale topological structure. A coarse structure on a set X is a collection of
controlled subsets of X × X, also called entourages, cf. [2]. The following coarse
structure will be fundamental to us, though we will also look at reﬁnements of this
structure. The bounded coarse structure (cf. [7]) on a metric space X, is the structure
consisting of all sets A ⊆ X ×X for which d|A is bounded.
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Coarse geometry can be studied from a geometric/topological perspective by coars-
ening the space to remove its small-scale topology. In the limit, the topology of these
coarsened spaces will be an invariant of the coarse structure. For a suitable sequence
Ui of covers of X, the sequence of nerves NUi of these covers admits a sequence of
simplicial maps NUi → NUi+1 , for which the groups lim→
i
K∗(NUi ) are coarse invari-
ants. The limit groups denoted KX∗(X) are the coarse K-homology groups of X. On
the other hand, we can also obtain coarse invariants analytically. For H an inﬁnite-
dimensional Hilbert space, the K-theory groups of the Roe algebra of controlled prop-
agation locally compact operators on L2(X) ⊗ H (for a suitable measure on X) are
also coarse invariants, denoted K∗(C∗X). Moreover there is a natural assembly/index
map  : KX∗(X)→ K∗(C∗X).
The following conjecture was introduced in [3], and elaborated on in [9].
Conjecture 1.1 (the coarse Baum–Connes conjecture). If X is a bounded geometry
metric space equipped with the bounded coarse structure then the assembly map  :
KX∗(X)→ K∗(C∗X) is an isomorphism.
The motivation for this conjecture comes in part from a descent principle: if 
is a torsion free discrete group with classifying space B a ﬁnite complex, then
the coarse Baum–Connes conjecture for  implies the strong Novikov conjecture
for .
In this paper we will show that to any bounded geometry metric space there is asso-
ciated another metric space and a coarse structure on this, which deﬁnes geometrically
the group of obstructions to the conjecture.
Due to the work of Higson et al. [1], it is now known that the conjecture as stated
here is not true in general. In particular, sequences of expander graphs produce counter
examples to the conjecture. However it is nonetheless of interest to study classes of
spaces for which the conjecture holds. Yu [10] proved the following:
Theorem 1.2. If X is a metric space with ﬁnite asymptotic dimension, then the coarse
Baum–Connes conjecture holds for X.
Having deﬁned the obstruction group we will give a simpler proof of Yu’s theorem
by computing the obstruction group in this case. We will make use of the framework
of abstract coarse geometry, and to a single metric we will associate several differ-
ent coarse structures. The obstruction group measures the difference between these
structures.
In the next section we give the deﬁnition of the C0 coarse structure and brieﬂy recall
the deﬁnitions of the Roe algebra and the assembly map. In Section 3 we discuss some
homological properties of the Roe algebra, and use these to give a homological proof of
the C0 version of the coarse Baum–Connes conjecture for ﬁnite-dimensional simplicial
complexes. Section 4 gives the construction of the total coarsening space and another
coarse structure which we use to deﬁne the obstruction group. In Section 5 we show
N. Wright / Journal of Functional Analysis 220 (2005) 265–303 267
that this group vanishes for spaces of ﬁnite asymptotic dimension. Appendix A contains
the technical results that we need about metrics on simplicial complexes.
2. Preliminaries
In this section we will recall the deﬁnition of the coarse K-homology KX∗(X), the
Roe algebra C∗X, and the assembly map  : KX∗(X) → K∗(C∗X) for the bounded
coarse structure. We will also describe the corresponding constructions for the C0 coarse
structure.
Recall that a coarse structure on a space X is deﬁned by a collection of controlled
subsets of X×X. Throughout this paper we will study proper, separable coarse spaces.
For a discussion of abstract coarse structures and the notions of coarse maps, coarse
equivalence, etc. see [2,4,8].
Let (X, d) be a proper metric space. We recall the following deﬁnitions.
Deﬁnition 2.1 (cf. Higson et al. [2]). Let (X, d) be a proper metric space. The
bounded coarse structure on X is that coarse structure for which a set A ⊆ X × X
is controlled if and only if the restriction of the distance function d:A → R+ is
bounded.
Deﬁnition 2.2 (cf. Wright [8]). Let (X, d) be a proper metric space. The C0 coarse
structure on X is that coarse structure for which a set A ⊆ X×X is controlled if and
only if the restriction of the distance function d:A→ R+ vanishes at inﬁnity in A.
To distinguish between these we ﬁx the following notation. If a metric space is
equipped with the bounded coarse structure it will be denoted by X, while the same
space equipped with the C0 structure will be denoted by X0.
We will now proceed to the deﬁnition of coarse K-homology. This involves con-
structing coarsenings of the space which we will use in Section 4 to construct the
obstruction group to the coarse Baum–Connes conjecture.
Deﬁnition 2.3. An anti- ˇCech sequence for a metric space X is a sequence Ui of open
covers of X such that Lebesgue(Ui) tends to inﬁnity and Diam(Ui )Lebesgue(Ui+1)
<∞.
Deﬁnition 2.4. The nerve NU of a cover U is the simplicial complex deﬁned abstractly
to have the members of U as vertices, and with [U1, U2, . . . , Uk] a simplex iff U1 ∩
U2 ∩ · · · ∩ Uk is non-empty.
The anti- ˇCech property implies that for each V ∈ Ui there exists U ∈ Ui+1 with
V ⊆ U . Correspondingly there are simplicial connecting maps i :NUi → NUi+1 , given
by mapping a vertex [V ] of NUi to a vertex [U ] of NUi+1 with V ⊆ U . We make
the convention that an anti- ˇCech sequence comes equipped with particular choices for
these connecting maps.
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Deﬁnition 2.5. Let X be a proper metric space. The coarse K-homology groups of X
are the groups KX∗(X) = lim→
i
K∗(NUi ) 1 where U∗ is any anti- ˇCech sequence, and the
maps on K-homology groups are induced from the connecting maps i :NUi → NUi+1 .
Deﬁnition 2.6. A uniformly discrete bounded geometry metric space, is a space X for
which for all R > 0, the number of points in the R-ball BR(x) is bounded independent
of x.
Remark 2.7. If X is a uniformly discrete space with bounded geometry and U is a
cover of X with Diam(U) <∞, then U has ﬁnite degree and NU is ﬁnite dimensional
with Degree(U) = Dim(NU )+ 1. Moreover NU is locally ﬁnite, with a uniform bound
on the number of simplices meeting at a point.
For the C0 coarse structure on a metric space X the deﬁnition of coarse K-homology
KX∗(X0) is similar. The key difference is that the C0 structure is not usually generated
by a countable collection of its controlled sets, so the direct limit will be over an
uncountable directed system.
Deﬁnition 2.8. A uniformly bounded open cover of a proper separable coarse space X
is an open cover U such that ⋃U∈U U × U is controlled.
In the C0 context a uniformly bounded cover (which we will refer to as a C0 open
cover) is a cover U for which there exists a positive C0 function r on X such that for
each U ∈ U the diameter of U is at most inf{r(x) : x ∈ U}.
The collection of all covers of a space X is partially ordered by ‘coarsening’:
U14U2 if for each U1 ∈ U1 there exists U2 ∈ U2 with U1 ⊆ U2.
As a topological space, a proper separable coarse space is paracompact, so it has at
least one uniformly bounded locally ﬁnite open cover. This can be thickened to coarsen
any given uniformly bounded cover, while retaining local ﬁniteness. We can therefore
restrict our attention to locally ﬁnite open covers, speciﬁcally we have the following
result.
Lemma 2.9. Let X be a proper separable coarse space. Then for any uniformly
bounded open cover U1 of X there exists a locally ﬁnite uniformly bounded open
cover U2 with U14U2.
Deﬁnition 2.10. Let C0(X) denote the collection of all locally ﬁnite C0 open covers
of X, directed by the above relation U14U2. The C0 coarse K-homology groups of a
1When we refer to K-homology, we mean K-homology groups with locally ﬁnite supports. Using a
compactly supported homology we would just get the homology of a point from this construction. The
speciﬁc model for K-homology that we will use is the deﬁnition of K-homology groups given by the
K-theory of the dual algebra for a space, see [4].
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space X are the groups KX∗(X0) = lim→
U∈C0(X)
K∗(NU ), where the maps on K-homology
groups are induced from connecting maps :NU1 → NU2 for U14U2.
Deﬁnition 2.11. Let X be a locally compact topological space. Then the K-homology
of X at inﬁnity is K∞∗ (X) = lim→
C⊆X compact
K∗(X/C), where the directed system is given
by inclusions, and for C1 ⊆ C2 the map K∗(X/C1)→ K∗(X/C2) is induced from the
quotient map.
We will see below that in a wide range of cases the C0 coarse K-homology groups
are just given by the K-homology at inﬁnity.
Now we will give the deﬁnition of the Roe algebra (see [7]). Recall that if a Hilbert
space H is equipped with a representation :C0(X)→ B(H) then each operator T on
H has a support which is a subset of X × X. 2 An operator T on H is said to be
controlled if its support is a controlled set.
Deﬁnition 2.12. The Roe algebra C∗(X) of X is the norm closure of the algebra of
locally compact, controlled operators.
Deﬁnition 2.13. The controlled dual algebra D∗(X) is the norm closure of the algebra
of controlled operators which commute with the representation  modulo compact
operators.
These deﬁnitions apply to any coarse structure; what varies is the collection of con-
trolled operators. For example if X has the bounded coarse structure then a controlled
operator is one that has ﬁnite propagation, whereas for the C0 coarse structure the
collection of controlled operators is smaller, containing only those whose propagation
tends to zero at inﬁnity.
The K-theory of C∗X is functorial for coarse maps. If :X → Y is coarse then
the map ∗:K∗C∗X → K∗C∗Y is induced by a covering isometry for , that is an
isometry V for which {(y,(x))|(y, x) ∈ SuppV} is controlled.
The Roe algebra is related to K-homology by the following theorem (cf. [7] or [8]).
Theorem 2.14. There is a canonical isomorphism K∗(X) ∼= K∗+1(D∗X/C∗X).
This holds for any coarse structure. It is proved by showing that D∗X/C∗X is
isomorphic to the quotient of the dual algebra of X by the ideal of locally compact
operators.
We will need the assembly map in both the bounded and C0 contexts. For this
reason, and to deal with certain technicalities involving the choice of metrics, we will
now discuss the assembly map for an abstract coarse structure. We will consequently
2An operator T vanishes at (x, y), if (f )T (g) vanishes for all f, g supported near x, y, respectively.
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make use of directed systems of open covers, however for the bounded coarse structure
the reader may assume that all such systems are anti- ˇCech sequences.
Given a locally ﬁnite uniformly bounded open cover U of X there is a homomorphism
K∗(NU )→ K∗(C∗(NU )) given by the composition
K∗(NU ) ∼= K∗+1(D∗(NU )/C∗(NU )) →K∗(C∗(NU )),
where  is the boundary map of the long exact sequence associated to the quotient
D∗(NU )/C∗(NU ). The space NU is equipped with the bounded coarse structure for
a uniform spherical metric. 3 As the connecting maps :NU → NU ′ are both coarse
and continuous, naturality of  implies there is a map KX∗(X) = lim→
U
K∗(NU ) →
lim→
U
K∗(C∗(NU )) where the direct limit is over an anti- ˇCech sequence if X is equipped
with the bounded coarse structure, or in general over the directed system of locally
ﬁnite uniformly bounded open covers.
We will show that lim→
U
K∗(C∗(NU )) may be identiﬁed with K∗(C∗X). Having made
the identiﬁcation we obtain the assembly map.
Deﬁnition 2.15. The assembly map for a proper separable coarse space X is the com-
position
KX∗(X) = lim→
U
K∗(NU )→ lim→
U
K∗(C∗(NU )) ∼= K∗(C∗X).
Making the identiﬁcation is not entirely straightforward, as it is not in general possible
to equip the spaces NU with path metrics making them coarsely equivalent to the
original space X. The difﬁculty is clear if the coarse structure on X is non-metrizable,
but it may arise even for a space with the bounded coarse structure. The following two
technical results provide the identiﬁcation.
Proposition 2.16. Let X be a proper, separable coarse space, and let U be a locally
ﬁnite uniformly bounded open cover of X. Equip NU with a uniform spherical metric,
and the corresponding bounded coarse structure. Let  = U :NU → X be any map
such that if y lies in the star about a vertex [V ] of NU then (y) ∈ V . Then  is
coarse and any two such maps are close.
If :NU1 → NU2 is a connecting map and U1 :NU1 → X, U2 :NU2 → X are maps
as provided by the proposition, then 1 is close to 2 ◦, hence from this proposition
we obtain a well-deﬁned map lim→
U
K∗(C∗(NU ))→ K∗(C∗X).
Proof. That two such maps , ′ are close is immediate from the fact that U is
uniformly bounded. For a bounded subset of X, properness of X and the condition
3 See Appendix A for a discussion of uniform spherical metrics.
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that U is locally ﬁnite together imply that the preimage under  is a ﬁnite subcomplex
of NU and hence  is coarsely proper. It remains to show that for all R > 0 there is
a controlled subset A of X × X such that if d(y, y′) < R then ((y), (y′)) ∈ A. For
any R the set of pairs (y, y′) with y, y′ in different components of NU and such that
d(y, y′) < R, is bounded. The set of images ((y), (y′)) of such pairs is therefore
relatively compact, and hence controlled in X × X. Thus it remains to show that the
set
{((y), (y′)) : d(y, y′) < R and y, y′ in the same component of NU }
is controlled. For y, y′ with d(y, y′) < R there is a sequence [V0], . . . , [Vk] of adjacent
vertices of NU with d(y, [V0]), d(y′, [Vk]) < /2, i.e. y, y′ in the stars about [V0], [Vk],
and d([V0], [Vk]) = k/2 by Lemma A.5. Since (y) ∈ V0, and (y′) ∈ Vk , the pair
((y), (y′)) is contained in the k+1-fold composition of the controlled set ⋃V∈U V×V
with itself. As d([V0], [Vk])R+  we have k 2(R+) . In particular k is bounded so
there is a single controlled set containing all pairs ((y), (y′)) as required. 
Theorem 2.17. Let X be a proper separable coarse space. Then the map
lim→
U
K∗(C∗(NU ))→ K∗(C∗X)
is an isomorphism, where the direct limit is taken over the directed system of locally
ﬁnite uniformly bounded open covers U .
Proof. The maps K∗(C∗(NU ))→ K∗(C∗X) are induced from coarse maps U :NU →
X. The idea of the proof is to take an ‘inverse’ map U :X → NU . Let U :X → NU
be any map taking points x ∈ X to vertices [U ] ∈ NU with x ∈ U . Certainly the
compositions U ◦ U and U ◦U are close to the identity. The issue is that U will
not in general be a coarse map.
Let C∗X be deﬁned using a representation of C0(X) on H and let C∗(NU ) be deﬁned
using a representation of C0(NU ) on HU . The idea is to show the isomorphism for
‘one controlled set at a time.’ Write A = C∗X as the direct limit A = lim→
C
AC where
the direct limit is over controlled open subsets C of X × X containing the diagonal,
and AC is the C∗-subalgebra of A generated by operators with support contained in C.
As the sets C generate the coarse structure, every controlled operator in A is contained
in some AC appearing in the direct limit, and hence A = lim→
C
AC as claimed.
Let U˜C be the collection of all open sets U with U × U ⊂ C, and let UC be a lo-
cally ﬁnite uniformly bounded cover with U˜C4UC . Such a cover exists by Lemma
2.9. Let  = UC :X → NUC and  = UC :NUC → X. Let V1 be a covering
isometry for  and in the same spirit let V2 be an isometry from H to HUC with{(y,(x)) : (y, x) ∈ SuppV } controlled. Then certainly V1V2 is an isometry on H
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covering the identity on X, and V2V1 is an isometry on HUC covering the identity
on NUC .
We have AdV1 :C∗NUC → C∗X = A, and we will show that AdV2 :AC → C∗NUC .
To establish this it sufﬁces to show that for T ∈ A supported in C, the operator
T ′ = AdV2(T ) has ﬁnite propagation (it is not difﬁcult to see that it must be locally
compact). But the support of T ′ is contained in
{(y, y′) : ∃(x, x′) ∈ C such that (y, x), (y′, x′) ∈ Supp(V2)}.
We thus know that there is a constant R > 0 such that if (y, y′) ∈ Supp T ′ then there
exists (x, x′) ∈ C with d(y,(x)), d(y′,(x′)) < R. But as U˜C4UC it follows that
there exists U ∈ UC with x, x′ ∈ U . Therefore d((x), [U ]), d((x′), [U ])/2 and
hence d(y, y′) < 2R +  for all (y, y′) in the support of T ′. Hence we have shown
that AdV2 maps AC into C∗NUC .
Now let BC be the subalgebra of A which is mapped into C∗NUC by AdV2 . We
have seen that AC ⊆ BC so in particular lim→ C BC = A. As V2V1 covers the identity
on NUC is follows that AdV1 maps C∗NUC into BC . Moreover at the level of K-theory
the composition
K∗(C∗(NUC ))→ K∗(BC)→ K∗(C∗(NUC ))
is the identity. As V1V2 also covers the identity in fact K∗(C∗(NUC )) ∼= K∗(BC). Now
for a controlled open set C′ containing C we get a commutative diagram
K∗(C∗(NUC ))
∼=−−−−→ K∗(BC) 
K∗(C∗(NUC′ ))
∼=−−−−→ K∗(BC′)
and hence passing to the limit we obtain lim→
C
K∗(C∗(NUC )) ∼= lim→
C
K∗(BC) ∼=
K∗(C∗X). 
3. Homology properties
In this section we will present the general homological properties of the K-theory of
the Roe algebra. These homological properties are also true for the coarse K-homology
(they are quite straightforward from the homological properties of K-homology), and
hence we may think of the coarse Baum–Connes conjecture as being a uniqueness
result for ‘coarse homologies’. This view of the coarse Baum–Connes conjecture is
explored in [6].
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Fig. 1. A space of asymptotic dimension 1, not divisible into parts of asymptotic dimension 0.
In the topological context, uniqueness of homology theories on ﬁnite-dimensional
simplicial complexes can be proved inductively. Any ﬁnite-dimensional complex can
be constructed as a union of two pieces, each of which is homotopy equivalent to
a complex of lower dimension. The two results employed in the induction step—the
Mayer–Vietoris sequence, and homotopy invariance—can both be used in the coarse
context, though with certain restrictions. These restrictive results are usually sufﬁcient
for the required decompositions and homotopies.
The more fundamental difﬁculty is in ﬁnding a decomposition of X into pieces
for which the coarse Baum–Connes conjecture can be proved. In the case of the
bounded coarse structure one might hope to prove the conjecture by induction on the
asymptotic dimension, 4 however there is a difﬁculty; it is not in general possible to
decompose a space of asymptotic dimension m into ﬁnitely many spaces which are
coarsely homotopy equivalent to spaces of asymptotic dimension less than m. This
is illustrated by the space depicted in Fig. 1, consisting of hexagons which are put
together to form bigger hexagons and so ad inﬁnitum. On each scale it consists of
1-dimensional loops (the hexagons) so it has asymptotic dimension 1. However any
subspace coarsely homotopy equivalent to a space of asymptotic dimension 0 can only
contain loops of bounded diameter, hence the space cannot be written as a union of
ﬁnitely many such pieces.
On the other hand it is certainly possible to decompose a simplicial complex of
dimension m into complexes which are homotopy equivalent (either topologically, or
C0 coarsely) to complexes of dimension less than m. Thus for C0 coarse geometry
we can reduce ﬁnite-dimensional simplicial complexes to 0-dimensional (i.e. uniformly
discrete) complexes. For the C0 structure, unlike the bounded case all inﬁnite uniformly
discrete spaces are coarsely equivalent, so the 0-dimensional case amounts to a single
calculation. Hence for the C0 coarse structure, this homological uniqueness in fact
4 For now we will focus mainly on the C0 coarse structure, so we will postpone the discussion of
asymptotic dimension to the ﬁnal section.
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proves the conjecture for locally ﬁnite simplicial complexes with a uniform spherical
metric.
We will compare the following three functors on proper coarse spaces: X →K∗(C∗X),
X → KX∗(X) and X → K∞∗ (X) (see Deﬁnitions 2.10–2.12). Note that the K-
homology at inﬁnity is a not a functor on the coarse category, but on the category
of locally compact topological spaces with maps which are continuous at inﬁnity, i.e.
maps whose points of discontinuity form a relatively compact set. We will ﬁnd a pos-
teriori that it may be regarded as a functor on certain C0 coarse spaces. Speciﬁcally we
will prove that if X is a ﬁnite-dimensional simplicial complex with uniform spherical
metric then K∗(C∗X0),KX∗(X0), and K∞∗ (X) are all isomorphic.
We will begin with a coarse Mayer–Vietoris sequence (cf. [4,5]). Recall that a de-
composition X = Y ∪Z is coarsely excisive if any point which is ‘near’ both Y and Z
is also ‘near’ Y ∩ Z. Speciﬁcally given any controlled set A there is a controlled set
B such that YA ∩ZA ⊆ (Y ∩Z)B where YA,ZA, etc. denote the A-neighbourhoods of
Y,Z.
Remark 3.1. In the cases of the C0 and bounded coarse structures on a path metric
space X, any decomposition of X into closed sets is excisive.
Theorem 3.2. For a coarsely excisive decomposition X = Y ∪ Z, there is a cyclic
Mayer–Vietoris exact sequence:
K1(C∗(Y ∩ Z)) i1∗⊕i2∗−−−−→ K1(C∗Y )⊕K1(C∗Z) j1∗−j2∗−−−−→ K1(C∗X)

 
K0(C∗X)
j1∗−j2∗←−−−− K0(C∗Y )⊕K0(C∗Z) i1∗⊕i2∗←−−−− K0(C∗(Y ∩ Z))
where i1, i2 are, respectively, the inclusions of Y ∩Z into Y,Z, and j1, j2 are, respec-
tively, the inclusions of Y,Z into X.
There are also corresponding exact sequences for coarse K-homology and for K-
homology at inﬁnity, 5 and the assembly maps between Mayer–Vietoris sequences give
rise to commutative ladders.
Remark 3.3. A modiﬁed version of this result applies when X = Y ∪Z is not excisive.
Let J be the ideal in C∗X generated by operators T for which there is a controlled
set A with Supp T ⊆ (YA ∩ ZA) × (YA ∩ ZA). Replacing K∗(C∗(Y ∩ Z)) by K∗(J )
makes the sequence exact for an arbitrary decomposition.
Corollary 3.4. If X = Y ∪ Z is a coarsely excisive decomposition and if the coarse
Baum–Connes conjecture holds for the spaces Y,Z and Y ∩Z, then the coarse Baum–
Connes conjecture holds for X.
5 The Mayer–Vietoris sequence for the K-homology at inﬁnity is exact for any decomposition of X
into two closed sets.
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Now we will give a homotopy invariance result.
Deﬁnition 3.5. Let X,X′ be proper separable coarse spaces, and suppose ,:X→X′
are coarse. Then , are directly coarsely homotopic if there is a map :X×R+ → X′
which we will denote by (x, t) = t (x), such that
(1) 0 ≡ , and for any bounded subset K of X t |K ≡ |K for t sufﬁciently large;
(2) for R+ equipped with the bounded coarse structure, and for X × R+ with the
product coarse structure, the map
× : (X × R+)× (X × R+)→ X′ ×X′
takes controlled sets to controlled sets; 6
(3) for any bounded set K in X′, the projection of −1(K) onto X is bounded.
Maps , are coarsely homotopic if there is a chain of direct coarse homotopies
linking them, i.e. coarse homotopy is the equivalence relation generated by direct coarse
homotopy.
Remark 3.6. The second hypothesis of the above deﬁnition can be stated explicitly as
follows:
• for any controlled set A in X ×X, the sets
Bt = {((x, t), (x′, t)) | (x, x′) ∈ A}
are controlled uniformly in t , that is
⋃
t Bt is controlled;• for any R > 0, and for t, t ′ ∈ R+ with |t − t ′|R, t is close to t ′ uniformly in
t, t ′, that is
{(t (x), t ′(x)) : x ∈ X, t, t ′ ∈ R+, |t − t ′|R}
is controlled.
Deﬁnition 3.7. Proper coarse spaces X,X′ are coarsely homotopy equivalent if there
exist coarse maps :X → X′, and :X′ → X with ◦ and ◦ coarsely homotopic
to the identity on X,X′. The maps , are called coarse homotopy equivalences.
Theorem 3.8. Let X,X′ be proper separable coarse spaces, and suppose that ,
:X → X′ are coarse maps which are coarsely homotopic. Then the induced maps
∗ and ∗ on the K-theory of the C∗X are equal, and the induced maps ∗ and ∗
on the coarse K-homology are equal.
6 It will not usually be coarsely proper so will not be a coarse map.
276 N. Wright / Journal of Functional Analysis 220 (2005) 265–303
It follows from this theorem that if :X → Y is a coarse equivalence then ∗
induces isomorphisms on K-theory and coarse K-homology.
Corollary 3.9. If X,X′ are coarsely homotopy equivalent then the coarse Baum–
Connes conjecture holds for X if and only if the coarse Baum–Connes conjecture
holds for X′.
The following result may be regarded as giving conditions under which there is a
homotopy from the identity to ‘the constant map at inﬁnity.’ This and similar results
are often referred to as ‘Eilenberg swindles.’
Deﬁnition 3.10. Let X be a proper separable coarse space, and let k be a sequence
of coarse maps X → X. Then the sequence k
• is properly supported if for any bounded set K , the intersection K ∩ Range k is
non-empty for only ﬁnitely many k;
• is uniformly controlled if for every controlled set A there is a controlled set BA such
that (x, x′) ∈ A implies that (k(x), k(x′)) ∈ BA for all k;
• has uniformly close steps if there is a controlled set C such that (k(x), k+1(x)) ∈ C
for all k and for all x ∈ X.
If there is a coarse map  with k = k properly supported, uniformly controlled and
with  close to the identity (so k has uniformly close steps) then the space X is called
ﬂasque.
Lemma 3.11. Let X be a proper separable coarse space. Let k be a sequence of
coarse maps X → X. If 0 is the identity and the sequence k is properly supported,
uniformly controlled, and has uniformly close steps, then K∗(C∗X) = 0. In particular
this is true if X is ﬂasque.
Proof. Let H be the given representation space on which elements of C∗X act. We
will show that there is a sequence Vk of covering isometries for k such that for any
T ∈ C∗X (or in a matrix algebra over C∗X) with T a projection or unitary deﬁning an
element [T ] ∈ K∗(C∗X), there are well-deﬁned operators T ⊕AdV1(T )⊕AdV2(T )⊕· · ·
and AdV1(T ) ⊕ AdV2(T ) ⊕ AdV3(T ) ⊕ · · · on H∞ = H ⊕ H ⊕ · · · which are equal at
the level of K-theory. Hence [T ⊕ 0⊕ 0⊕ · · ·] = 0 and since the inclusion of H into
H∞ on the ﬁrst component is a covering isometry for the identity map, this implies
that [T ] = 0 in K∗(C∗X). As [T ] is arbitrary it will follow that the groups vanish.
Fix  ⊆ X × X a controlled open neighbourhood of the diagonal, and let Vk be a
covering isometry for k supported in
{(x, x′) : (x, k(x′)) ∈ }.
As 0 is the identity we may choose V0 to be the identity. Suppose T ∈ C∗X is
controlled and let A be its support. Let BA be the set provided by the uniform control
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hypothesis. Then AdVkT = VkT V ∗k is supported in  ◦ BA ◦ T for all k, hence⊕
AdVk (T ) is controlled.
For a bounded set K let K ′ = KT the T neighbourhood of K . Then K ′ is
bounded, and if it does not meet the range of k then the support of AdVkT does not
meet K × K . Thus it follows that for any bounded set K , only ﬁnitely many of the
terms AdVkT have support meeting K×K . Hence as each term is locally compact, the
sum
⊕
AdVkT is also locally compact, and thus lies in C∗X for the representation on
H∞. As an arbitrary element of C∗X is a limit of controlled locally compact elements,
it follows that
⊕
AdVkT lies in C∗X for any T ∈ C∗X.
From [T ] ∈ K∗(C∗X), we have obtained elements [T ⊕ AdV1(T )⊕ AdV2(T )⊕ · · ·]
and [AdV1(T )⊕ AdV2(T )⊕ AdV3(T )⊕ · · ·] as claimed. It remains to show that these
are equal. We now deﬁne a sequence of unitaries
Uk =
[
Vk+1V ∗k 1− Vk+1V ∗k+1
1− VkV ∗k VkV ∗k+1
]
.
It is not hard to check that each Uk is unitary and that composition with Uk maps[
Vk
0
0
0
]
to
[
Vk+1
0
0
0
]
. Thus for U = U0 ⊕ U1 ⊕ · · ·, S = T ⊕ AdV1(T ) ⊕ · · · and
S′ = AdV1(T )⊕ AdV2(T )⊕ · · · we ﬁnd that AdU takes
[
S
0
0
0
]
to
[
S′
0
0
0
]
. We note
that for each k the operator VkV ∗k is supported in  ◦T , and the operator Vk+1V ∗k is
supported in  ◦C ◦T , where C is provided by the hypothesis that k has uniformly
close steps. Thus U is a controlled operator, and hence lies in the multiplier algebra
of M2(C∗X). As inner automorphisms of the multiplier algebra induce the identity on
K-theory it we conclude that the elements [S], [S′] are equal and hence [T ] = 0 as
required. 
Remark 3.12. The general homotopy invariance result can be deduced from this. We
will sketch the argument: Suppose  is a direct coarse homotopy from  to . Write
X = K1 ∪ K2 ∪ · · · with {Ki} a locally ﬁnite cover by closed bounded sets. Then by
hypothesis there are numbers ti such that (x, t) = (x) for (x, t) ∈ Y = ⋃i Ki ×[ti ,∞). Let Z = ⋃i Ki × [0, ti]; note that  is coarse as a map from Z to X. By
3.11 applied to positive translations of R+ the C∗-algebra of X × R+ has trivial K-
theory and likewise for Y , while negative translations show that the same holds for
X × (−∞, 0] and X × (−∞, 0] ∪ Z (these spaces are ﬂasque).
The Mayer–Vietoris sequence for the union of X × (−∞, 0] and Z thus shows that
the inclusion of X into Z induces an isomorphism on K-theory with inverse given
by the projection of Z onto X. Similarly the decomposition of X × R+ into Y and
Z gives an isomorphism at the level of K-theory between C∗Z and the ideal J of
operators supported near both Y and Z. 7 We conclude that there are isomorphisms
7We cannot be sure that this decomposition is excisive, so we must use the more general version of
3.2 noted in Remark 3.3.
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K∗(J )
j∗→K∗(C∗Z) ∗→K∗(C∗X) where  is the projection of X × R+ onto X and j∗
is induced from the inclusions of YA ∩ ZA into ZA. Let i denote the inclusion of X
into Z, and let ˜∗ = ∗∗j∗:K∗(J )→ K∗(C∗X′),˜∗ = ∗∗j∗:K∗(J )→ K∗(C∗X′).
The hypotheses on ,, imply that ˜∗ = ∗i∗∗j∗ and ˜∗ = ∗j∗, but i∗∗ is the
identity so we have ˜∗ = ˜∗. Hence as ∗j∗ is an isomorphism ∗ = ∗.
We now give an abstract homology uniqueness result, which we will use to prove
the C0 version of the coarse Baum–Connes conjecture (in the ﬁnite-dimensional case).
Later we will make another use of this result in studying the bounded version of the
conjecture.
Deﬁnition 3.13. For a ﬁnite binary rooted tree (each vertex having zero or two suc-
cessors) a vertex is a leaf if it has no successors, and a fork if is has two successors.
Deﬁnition 3.14. A binary decomposition of a space X is a ﬁnite binary rooted tree
equipped with a labelling of the vertices by subsets of X for which
• the root is labelled by X;
• if v is a fork having successors labelled by Y,Z then v is labelled by Y ∪ Z.
Given a binary decomposition T , let L(T ) denote the category whose objects are
the labels of T along with the intersections Y ∩ Z, for Y,Z the labels of successors
of some fork of T , and whose morphisms are inclusions.
Deﬁnition 3.15. Let T be a binary decomposition of X, let h1∗, h2∗ be covariant func-
tors from L(T ) to the category of Z2-graded abelian groups, and let  be a natural
transformation from h1∗ to h2∗. The decomposition T is admissible for h1, h2,  if the
following conditions hold:
• if v is a fork having successors labelled by Y,Z then the decomposition Y ∪ Z is
excisive for h1, h2, in other words there are Mayer–Vietoris exact sequences
· · · → hi∗(Y ∩ Z)→ hi∗(Y )⊕ hi∗(Z)→ hi∗(Y ∪ Z)→ · · ·
and naturality of  extends to the boundary maps;
• if v is a fork having successors labelled by Y,Z then :h1∗(Y ∩Z)→ h2∗(Y ∩Z) is
an isomorphism;
• if v is a leaf labelled by Y then :h1∗(Y )→ h2∗(Y ) is an isomorphism.
Lemma 3.16. If there exists a binary decomposition T of X which is admissible for
functors h1∗, h2∗ and natural transformation , then :h1∗(X) → h2∗(X) is an isomor-
phism.
Proof. This is a simple induction using the ﬁve lemma. 
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Having set up the abstract machinery we now proceed to prove the C0 version of
the coarse Baum–Connes conjecture for ﬁnite-dimensional simplicial complexes. We
need one further ingredient, namely we must show that the homologies agree on 0-
dimensional complexes, i.e. on discrete spaces.
Theorem 3.17. Let X be an inﬁnite uniformly discrete proper metric space. Then the
coarse Baum–Connes conjecture holds for X equipped with the C0 coarse structure.
Moreover any two such spaces are coarsely equivalent and
K∞∗ (X) ∼= KX∗(X0) ∼= K∗(C∗X0).
Proof. This result is quite straightforward. We may be quite speciﬁc about the unique
C0 coarse structure on a uniformly discrete space; for any such space, a C0 controlled
operator is one for which the support contains only ﬁnitely many points off the diagonal
of X × X, and a C0 cover is a cover in which all but ﬁnitely many of the sets are
singletons.
For such a cover let C be the union of all non-singletons (which is ﬁnite). Then
the cover can be coarsened to a cover consisting of all subsets of C along with all
singletons of X \ C. For this coarsened cover the nerve is the union of a simplicial
star corresponding to C with the discrete space X \ C, and the canonical map from
this nerve to X/C is a homotopy equivalence. It follows therefore that the C0 coarse
K-homology of X is isomorphic to K∞∗ (X) = lim→
C⊆X compact
K∗(X/C).
We will now explicitly compute this group in dimension zero. For each C, we have
K0(X/C) =∏x∈X/C Z, and for C ⊂ C′ the map K0(X/C)→ K0(X/C′) is surjective
and its kernel consists of those elements of K0(C′/C) ⊂ K0(X/C) which have sum
zero. Hence the homomorphism K0(X) → K∞0 (X) = KX0(X0) is surjective, and its
kernel consists of the ﬁnitely supported elements of K0(X) =∏x∈X Z with sum zero.
Now we will describe the assembly map for this space. Let us represent C0(X) on
l2(X) ⊗ H where H is a separable inﬁnite-dimensional Hilbert space. Then a locally
compact diagonally supported operator is given by a collection of compact operators
Tx on H indexed by x ∈ X. The assembly map takes an element (nx)x with nx0
to a diagonally supported projection (Px)x∈X with rank(Px) = nx , and takes a general
element of K0(X) to a corresponding formal difference of projections.
Every locally compact controlled operator for X is a sum TC + T ′C where C is a
ﬁnite subset of X, the operator TC is a compact operator supported on C×C, and T ′C
is a diagonal operator over X \C with compact entries. The algebra C∗X0 is therefore
the direct limit over ﬁnite subsets C of X of the algebras
AC = K(l2(C)⊗ H)⊕ l∞(X \ C)⊗ K(H).
The map K0(X)→ K0(C∗(X0)) factors through K0(AC) indeed the above characteri-
sation of the assembly map shows that K0(X) =∏x∈X Z→ K0(AC) = Z⊕∏x∈X\C Z
is given by (nx)x∈X →
(∑
x∈C nx, (nx)x∈X\C
)
. Taking the direct limit we conclude
280 N. Wright / Journal of Functional Analysis 220 (2005) 265–303
Fig. 2. The second barycentric subdivision of a simplex, decomposed in terms of {Yk}.
that the map K0(X) → K0(C∗X0) is surjective, and its kernel agrees with the kernel
of the map K0(X)→ KX0(X0). Hence the assembly map is an isomorphism in degree
zero.
The K-homology group K1(X) vanishes, and as each group K1(AC) is zero the
above direct limit argument shows that K1(C∗X0) also vanishes, hence the assembly
map is an isomorphism in degree one. 
We can now prove the following theorem using the abstract homology uniqueness
result (3.16).
Theorem 3.18. If X is a ﬁnite-dimensional simplicial complex equipped with a uniform
spherical metric then
K∞∗ (X) ∼= KX∗(X0)
→∼= K∗(C
∗X0).
Proof. We will construct a binary decomposition of X and show that this is admis-
sible, for both the transformation K∞∗ (·)→ KX∗(·) and the transformation KX∗(·)→
K∗C∗(·) (for the C0 coarse structure).
First let X(2) denote the second barycentric subdivision of X, and let Yk be the
union of simplicial stars in X(2) about the barycentres of the k-simplices of X. Then
X = Y0 ∪ . . . ∪ Ym where m is the dimension of X, and each Yk is a disjoint union
of uniformly separated stars, see Fig. 2. To see that these are uniformly separated it
sufﬁces to consider pairs of stars Star(x),Star(y) in the same component of X, and
as we have a path metric on each component the distance will be the length of a
path between the boundaries of the stars. If the stars meet a common simplex 	 of X
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then the distance between the stars will be the length of a path within 	. Otherwise
for some simplex 	 containing x the path between the stars must connect Star(x) to
a face of 	 not containing x. In either case we get a lower bound on the distance
between the stars, which does not depend on the simplex 	 as all simplices (of the
same dimension) are isometric.
We could consider the binary decomposition X = (· · · ((Y0 ∪ Y1) ∪ Y2) ∪ · · ·) ∪ Ym
however there are some technical difﬁculties in showing that this is admissible. Instead
we will augment the sets Yk to Y˜k where Y˜k is deﬁned to be the union of Yk with
the 1-skeleton of X(2). These augmented sets have the advantage of being relatively
connected, so we may apply Lemma A.8. Let Gk be the graph consisting of those
edges of X(2) which are not contained in Yk . The augmented sets Y˜k are built out of
Yk and Gk , and by a further subdivision of the graph we may write Gk as a union
Vk ∪ Ek where Vk consists of uniformly separated stars about the vertices of Gk and
Ek consists of uniformly separated segments in the edges of Gk . Inductively we deﬁne
Z0 = Y˜0 and Zk = Zk−1 ∪ Y˜k , and note that Zm = X.
The binary decomposition we use is therefore the following:
X=Zm (the root),
Zk=Zk−1 ∪ Y˜k,
Z0=Y˜0,
Y˜k=Yk ∪Gk,
Gk=Vk ∪ Ek.
We will show that this is admissible. First we must show that each fork is excisive.
Note that each Zk, Y˜k , and Gk is relatively connected in X. We may therefore apply
Lemma A.8 to show that the metrics that these inherit as subsets of X are C0-coarsely
equivalent to uniform spherical metrics. For such metrics any decomposition into closed
sets with non-empty intersection is excisive.
To show that at each fork the intersection yields an isomorphism, we note ﬁrst that
Yk ∩Gk , and Vk ∩Ek are uniformly discrete so the result holds by Theorem 3.17. On
the other hand the intersection Zk−1 ∩ Y˜k is of dimension m− 1. Hence we would like
to conclude by induction on the dimension m of X, that the result must also be true
for Zk−1 ∩ Y˜k . There is a slight nuance as the metric on Zk−1 ∩ Y˜k is not a uniform
spherical metric, however this is again dealt with by Lemma A.8 since Y˜k is relatively
connected in X. 8
Finally we must show that the labels of the leaves, Yk, Vk , and Ek , each yield isomor-
phisms for the two transformations. Each Yk is either compact if it consists of ﬁnitely
many stars, or is coarsely homotopy equivalent to the inﬁnite uniformly discrete set
consisting of the k-barycentres of X. The homotopy is continuous, and moreover it is
8 It is at this point that the augmentation of Yk is signiﬁcant. Clearly Zk−1∩ Y˜k is relatively connected
since the intersection contains the 1-skeleton of X(2) however this would be false if we replaced Y˜k
with Yk .
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contractive on each star. As the stars are uniformly separated this ensures that it is a C0
coarse homotopy. Hence by another application of Theorem 3.17 the transformations
are isomorphisms on each Yk . The same argument gives the result for Vk and Ek . 
Remark 3.19. Note that ﬁnite dimensionality is signiﬁcant here. Consider the following
inﬁnite-dimensional example. 9 Let X be the uniformly separated disjoint union of 2m-
spheres, m = 1, 2, . . ., each having radius 1. The spinor Dirac operator deﬁnes a class
[D] in the K-homology group K0(X). Note that the scalar curvature tends to inﬁnity as
m tends to inﬁnity, so X has properly positive scalar curvature (the scalar curvature is a
proper function from X to [0,∞)). Thus by Wright [8, Theorem 3.9] the image of [D]
under the assembly map K∗(X) → K∗(C∗X0) is zero. However the element deﬁned
by [D] in the coarse K-homology KX0(X0) is non-zero. In fact it can be shown
that the group KX0(X0) is the quotient of
∏∞
m=1(Z ⊕ Z) by the ﬁnitely supported
elements ((a1, b1), (a2, b2), . . . , (an, bn), (0, 0), . . .) with a1 + a2 + · · · + ak = 0—the
numbers a1, a2, . . . represent the 0-dimensional ‘generators’ for the components, while
bm represents the 2m dimensional generator of component m. With this description
of the group the element [D] is the coset of ((0, 1), (0, 1), (0, 1) . . .), which is non-
zero. Hence we conclude that for this example the assembly map fails to be injective.
Computation of the right-hand side K∗(C∗X0) for this example is an open problem.
In the case of the bounded coarse structure, when we state the coarse Baum–Connes
conjecture we usually add the hypothesis that the metric space has bounded geometry.
This excludes the corresponding counterexample in the bounded case. For the C0 coarse
structure (indeed for any coarse structure) there is a notion of bounded geometry and
again insisting on bounded geometry rules out this example. However insisting on C0-
bounded geometry is far too restrictive. The C0 coarse Baum–Connes conjecture is true
for spaces with C0-bounded geometry for trivial reasons; in the C0 case a space has
bounded geometry if and only if it is coarsely equivalent to a uniformly discrete space.
Up to coarse equivalence there are only two such spaces—a point, and N.
4. The coarsening space
In this section we will construct a ‘total coarsening space’ associated to the coarsen-
ings NUi coming from an anti- ˇCech sequence Ui . Using the C0 version of the coarse
Baum–Connes conjecture from the previous section, we will then identify the left-hand
side of the conjecture with the K-theory of an ideal in the Roe algebra of the total
coarsening space with C0 structure. The right-hand side can be identiﬁed with a cor-
responding ideal in the Roe algebra for the bounded structure, and the assembly map
becomes a forgetful functor between these ideals. Moreover the bounded version of
the ideal can also be regarded as an ideal in the Roe algebras associated to various
‘hybrid’ structures on the total coarsening space; structures which are coarser than the
C0 structure, but not as coarse as the bounded structure. These new structures will
9 This is a C0 version of an example appearing in [10].
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allow us to deﬁne ‘geometrically’ a group of obstructions to the conjecture, which will
be exploited in the next section.
Deﬁnition 4.1. Let W be a metric space, let U∗ be an anti- ˇCech sequence for W , and
let i be the connecting maps. The coarsening space of W,U∗ is
X = X(W,U∗) = NU1 × [1, 2] ∪1 NU2 × [2, 3] ∪2 · · · ,
where each simplex 	 is given the spherical metric, and X is then equipped with the
largest path metric bounded above by the product metric on each 	×[i, i+ 1]. Denote
by :X → [1,∞) the map on X arising from the projection maps NUi × [i, i + 1] →[i, i + 1].
Deﬁnition 4.2. The partial coarsening spaces of W,U∗ are the spaces
Xi = Xi(W,U∗) = NU1 × [1, 2] ∪1 · · · ∪i−1 NUi
equipped with the metrics they inherit as subspaces of the coarsening space. In other
words Xi = −1([1, i]).
We will use various homotopy arguments which will involve collapsing partial coars-
ening spaces in X. We will also use these collapsing maps to show that C∗X has trivial
K-theory for various coarse structures on X, by way of Lemma 3.11.
Deﬁnition 4.3. The collapsing map from X to −1([t,∞)) is the map
t (x, s) =
{
(i′−1 ◦ · · · ◦ i (x), t) for (x, s) ∈ NUi × [i, i + 1),
with s t, t ∈ [i′, i′ + 1),
(x, s) for s t .
.
Note that these maps are contractive, and for t ′ > t we have t ′ ◦ t = t ′ .
The following lemma allows us to choose anti- ˇCech sequences for which the col-
lapsing maps have a particularly good contracting property.
Lemma 4.4. For U∗ an anti- ˇCech sequence of covers of a countable discrete metric
space there exists a subsequence Uik and a sequence of connecting maps ik :NUik →
NUik+1 such that for X = X(W,Ui∗) and for each compact subset K of X, there exists
t such that t (K) is a point.
The proof of the lemma is a diagonalisation argument and will be omitted for brevity.
Henceforth we will assume that the given anti- ˇCech sequence has this property, passing
to an appropriate subsequence where necessary.
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Theorem 4.5. Let W be a uniformly discrete bounded geometry metric space, and let
U∗ be an anti- ˇCech sequence for W . Then C∗(X(W,U∗)) has trivial K-theory.
For the purposes of the following section it would sufﬁce to establish this when X
is ﬁnite dimensional. In that case by the C0 coarse Baum–Connes isomorphism (3.18)
it sufﬁces to show that K∞∗ (X) = 0 which is straightforward. It is interesting however
to note that the result can be proved in the greater generality stated here.
Proof. We will apply Lemma 3.11. We must ﬁnd maps k from X to X satisfying
the hypotheses of the lemma. Let rk:R+ → R+ be given by
rk(t) =
{
log k − t for 0 t log k,
rk(t) = 0 for t log k. .
Pick a basepoint x0 in X, and deﬁne k:X → X by k(x) = rk(d(x0,x))(x). We will
show that this sequence has the required properties.
First we will show that the sequence k is properly supported. A bounded subset K
of X must lie in some Xi and its image i (K) is bounded. The set K ′ = −1i i (K)
is also bounded, and has the property that if t (x) ∈ K ′ for some t then x ∈ K ′. As
K ′ contains K , to show (for k sufﬁciently large) that the range of k does not meet
K it therefore sufﬁces to show that k(K ′) does not meet K . For R sufﬁciently large,
the set K ′ lies in the ball B(x0, R) in X. Thus for x ∈ K ′ we have d(x0, x)R so
rk(d(x, x0)) log k − R. Hence if log k > R + i then k(K ′) does not meet Xi and
so in particular it does not meet K .
Now we will show that the maps k are uniformly controlled. If A is a C0 controlled
subset of X ×X, then let
BA = {(k(x), k(x′)) : k = 1, 2, . . . , and (x, x′) ∈ A}.
We must show that this is C0 controlled. For each ε > 0 we may write A = Kε ∪ ε
where Kε is bounded and d < ε on ε. The maps k expand distances by at most a
factor of 2 as
d(k(x), k(x′))d(x, x′)+ |rk(d(x0, x))− rk(d(x0, x′))|2d(x, x′).
Thus for all k we have d(k(x), k(x′))2ε for (x, x′) ∈ ε. On the other hand Kε
is bounded, and using Lemma 4.4 we ﬁnd that for k sufﬁciently large, (k(x), k(x′))
lies on the diagonal for all (x, x′) ∈ Kε. Therefore the images of Kε under k × k
lie in the union of a bounded set with the diagonal, and hence BA lies in the union
of a bounded set with a set on which the distance function is bounded by 2ε. As ε is
arbitrary it follows that BA is C0 controlled.
It remains to show that k has uniformly close steps, that is
C = {(k(x), k+1(x)) : k = 1, 2, . . . and x ∈ X}
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is controlled. Note that
d(k(x), k+1(x))rk+1(d(x, x0))− rk(d(x, x0))
 log(k + 1)− log(k) < 1/k.
Fixing k0 we note that there is a bounded set outside of which k is the identity for
kk0. Hence for k < k0 the set {(k(x), k+1(x))} lies in the union of a bounded set
with the diagonal. On the other hand for kk0 we have d(k(x), k+1(x)) < 1/k0.
Thus C lies in the union of a bounded set, the diagonal, and a set on which the distance
function is bounded by 1/k0. As k0 is arbitrary C is C0 controlled, which completes
the proof. 
Now we will construct the ideal whose K-theory gives the left-hand side of the
conjecture.
Deﬁnition 4.6. Let I0 = I0(W,U∗) = lim→
i
C∗(Xi(W,U∗)0).
Note that we may regard I0 as an ideal of C∗(X(W,U∗)0); each algebra
C∗(Xi(W,U∗)0) is naturally included in C∗(X(W,U∗)0), and I0 is isomorphic to the
closure of their union, which forms an ideal.
Theorem 4.7. Let W be a uniformly discrete bounded geometry metric space, and U∗
an anti- ˇCech sequence. Then KX∗(W) is naturally isomorphic to K∗(I0(W,U∗)).
Proof. We have
KX∗(W) = lim→
i
K∗(NUi ) ∼= lim→
i
lim→
C⊆NUi
compact
K∗(NUi /C)
since for any compact subset C of NUi there is a number j such that i+j ◦· · ·◦i (C)
is a contractible subset of NUi+j+1 , indeed for j sufﬁciently large it is a point. We
therefore get
KX∗(W) ∼= lim→
i
KX∗((NUi )0) ∼= lim→
i
K∗(C∗(NUi )0)
by the coarse Baum–Connes conjecture for C0 coarse geometry (Theorem 3.18).
Theorem 4.5 tells us that K∗(C∗(X0)) is zero and for each i the group
K∗(C∗(−1[i,∞))0) is zero; we obtain the latter by applying Theorem 4.5 to the
anti- ˇCech sequence Ui ,Ui+1, . . . . Using the Mayer–Vietoris sequence of 3.2 for the
decomposition X = Xi ∪ −1[i,∞), it follows that the inclusion of −1{i} into Xi
induces an isomorphism at the level of K-theory.
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Note that −1{i} and NUi are coarsely equivalent for the C0 structure—they are
identical as complexes, with NUi having a uniform spherical metric while −1{i} has
metric inherited from X. Let ε be less than the distance between any two components
of NUi and with ε < 2. Then on scales less than ε the two metrics agree, that is
dX(x, y) and dNUi (x, y) are equal when either of these are less than ε. Hence the
metrics are C0 coarsely equivalent.
We conclude that C∗(NUi )0 → C∗(Xi)0 induces an isomorphism on K-theory and
hence
KX∗(W) ∼= lim→
i
K∗(C∗(Xi)0) ∼= K∗(I0).
Naturality follows from the naturality of the assembly map. 
Now we will formulate the right-hand side in terms of an analogous ideal. The
direct limit we use can be described as an ideal in the algebra C∗(X(W,U∗)) with
the bounded structure. However it will be more useful to describe it as an ideal of a
slightly different algebra, obtained by ‘fusing’ the C0 structure on X with the bounded
structure on each Xi .
Deﬁnition 4.8. Let X = X(W,U∗) be a coarsening space. The fusion coarse structure
on X, denoted Xf = X(W,U∗)f , is the coarse structure for which a set A ⊆ X × X
is controlled iff
• d|A is bounded, i.e. A is controlled for the bounded coarse structure, and
• there exists i such that d|A\(Xi×Xi) is C0.
Remark 4.9. The restriction of this structure to any partial coarsening space agrees
with the bounded structure.
Remark 4.10. The identity maps X0 → Xf → X are coarse, i.e. the condition of
being controlled gets weaker from the left to the right.
Deﬁnition 4.11. Let If = If (W,U∗) = lim→
i
C∗(Xi(W,U∗)).
We may regard If as an ideal of C∗(X(W,U∗)f ); as the bounded and fusion coarse
structures on Xi(W,U∗) agree, each algebra C∗(Xi(W,U∗)) is naturally included in
C∗(X(W,U∗)f ), and the closure of their union forms an ideal.
To reformulate the conjecture as a forgetful map from I0 to If all that remains is
to establish the following theorem.
Theorem 4.12. There is an isomorphism K∗(If ) ∼= K∗(C∗W), and moreover the for-
getful map I0 ↪→ If gives rise to the following commutative diagram:
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KX∗(W)
−−−−→ K∗(C∗W)∼= ∼=
K∗(I0) −−−−→ K∗(If )
The coarse Baum–Connes conjecture is therefore equivalent to the statement that the
forgetful map I0 → If induces an isomorphism on K-theory.
Proof. For each i we will construct a coarse map from W to Xi , with the composition
NUi → W → Xi close to the canonical inclusion NUi ↪→ Xi . The required diagram is
the limit of the diagrams
K∗(NUi ) −→ K∗(C∗NUi ) −→ K∗(C∗W) 
K∗(C∗(Xi)0) −−−−−−−−−−−−−−−−→ K∗(C∗Xi)
which commute for each i. As we know that KX∗(W)→ K∗(I0) is an isomorphism,
it will sufﬁce to show that K∗(C∗W) → K∗(C∗Xi) is an isomorphism for each i,
which we will establish by proving that the coarse maps from W to Xi are coarse
equivalences.
Let :W → −1{i} ↪→ Xi be any map taking w ∈ W to a vertex [V ] of −1{i}
with w ∈ V . Let :NUi → W be any map such that if x lies in the star about a vertex[V ] then (x) ∈ V , as in Proposition 2.16. Note that  ◦  is close to the inclusion of
NUi in Xi as required. Deﬁne 
:Xi → W to be the composition 
 =  ◦i . It is easy
to see that  ◦ 
 and 
 ◦  are close to the identity. The former is at most i +  from
the identity, while the latter is at most Diam Ui from the identity. We will show that
, 
 are coarse maps, and hence are coarse equivalences. 10
First let us show that 
 is coarse. If x, x′ ∈ Xi and d(x, x′) < 2j then there is a path
in NUi+j from i+j (x) to i+j (x′) of length at most 2j . Hence by Lemma A.5 there
exists a sequence of open sets V0, . . . , Vk in Ui+j with the intersection of consecutive
pairs non-empty, with 
(x) ∈ V0 and 
(x′) ∈ Vk , and with k at most (2j + )/(/2) =
4j/ + 2. Thus if d(x, x′) < 2j then d(
(x), 
(x′))(4j/ + 4)Diam Ui+j . It is not
hard to see that 
 is proper, and hence it follows that 
 is coarse.
Now for , if w,w′ ∈ W and d(w,w′) < R then let j0 be such that Ui+j
has Lebesgue number at least R. It follows that there exists [V ] ∈ NUi+j with
w,w′ ∈ V and hence such that i+j ((w)) and i+j ((w′)) are vertices of NUi+j
which are adjacent to [V ]. Thus if d(w,w′) < R then d((w),(w′)) < 2j + .
Hence  is also coarse, which establishes the deﬁnition of the map K∗(C∗W) →
10We know that  is coarse for the metric on NUi . For that metric it is not in general a coarse
equivalence, the issue being whether or not  is coarse, but for the metric on −1{i} inherited from X
the maps , are both coarse.
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K∗(C∗(Xi)) in the above commutative diagram, and moreover shows that this map is an
isomorphism. 
Consider the map C∗X0/I0 → C∗Xf /If . It is clear that I0 ⊆ C∗X0∩If . Conversely
any operator T in C∗X0 ∩ If is a limit of the truncations Ti of T to Xi ×Xi . We note
that the truncation procedure maps C∗X0 to itself, hence T is a limit of operators in
I0 so T ∈ I0 and I0 = C∗X0∩ If . It is also clear that C∗X0+ If ⊆ C∗Xf . Conversely
any controlled operator T in C∗Xf may be written as S + S′ where S is supported in
Xi × Xi for some sufﬁciently large i, and S′ is C0 controlled, and so C∗X0 + If is
dense in C∗Xf . Hence C∗X0 + If = C∗Xf and C∗X0/I0 ∼= C∗Xf /If .
Let us now recapitulate the results so far. These results, which apply to any bounded
geometry space W , are summarised by the following commutative diagram:
K∗+1(C∗X0/I0)
∼=−−−−→ K∗+1(C∗Xf /If )∼= 
K∗(I0) −−−−→ K∗(If )∼= ∼=
KX∗(W) −−−−→

K∗(C∗W)
The maps K∗+1(C∗X0/I0)→ K∗(I0) and K∗+1(C∗Xf /If )→ K∗(If ) are boundary
maps from K-theory exact sequences. The former is an isomorphism by Theorem
4.5. The other isomorphisms are given by Theorems 4.7 and 4.12, and by the above
isomorphism of algebras.
Theorem 4.13. For W a uniformly discrete bounded geometry metric space, the coarse
Baum–Connes conjecture holds for W if and only if K∗(C∗(Xf )) = 0 where Xf is the
total coarsening space for W equipped with the fusion coarse structure.
Proof. From the above commutative diagram we observe that the coarse Baum–Connes
conjecture holds for W if and only if K∗+1(C∗Xf /If ) → K∗(If ) is an isomor-
phism. By exactness of the K-theory exact sequence this is true if and only is
K∗(C∗(Xf )) = 0. 
5. The coarse Baum–Connes conjecture for spaces of ﬁnite asymptotic dimension
In this section we will begin by deﬁning asymptotic dimension. Our aim is to show
that the obstruction groups K∗(C∗Xf ) vanish if W has ﬁnite asymptotic dimension. The
fusion coarse structure is difﬁcult to work with directly so we will introduce another
coarse structure, denoted Xh, combining the C0 and bounded coarse structures on X in
a slightly different way. This structure has the property that the maps Xf → Xh → X
are coarse.
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There are two steps to proving that the obstruction groups vanish: ﬁrstly we will show
that for a space W of ﬁnite asymptotic dimension there exists an anti- ˇCech sequence
U∗ for which the groups K∗(C∗Xh) vanish; and secondly for the same sequence U∗
we will show that the forgetful map Xf → Xh induces an isomorphism K∗(C∗Xf )→
K∗(C∗Xh), indeed this isomorphism will hold for arbitrary subcomplexes of X. Hence
we will conclude that the obstruction group vanishes, so the coarse Baum–Connes
conjecture holds for spaces of ﬁnite asymptotic dimension.
Deﬁnition 5.1. Let W be a metric space, and let R > 0. The R-degree of an open cover
U of W is the supremum over w ∈ W of the cardinality of {U ∈ U : d(w,U) < R}.
Deﬁnition 5.2. A metric space W has asymptotic dimension at most m if for all R > 0
there exists an open cover U of W with Diam(U) < ∞ and with the R-degree of U
at most m + 1. The asymptotic dimension of W is the smallest m such that W has
asymptotic dimension at most m.
The following theorem is due to Yu [10].
Theorem 5.3 (the coarse Baum–Connes conjecture). If W is a bounded geometry metric
space of ﬁnite asymptotic dimension, then the assembly map :KX∗(W)→K∗(C∗W)
is an isomorphism.
We will give a new proof of this as outlined above.
If W has asymptotic dimension m then for each R there exists a cover U with R-
degree at most m+1. We can thicken this cover to a cover U ′ = {{w ∈ W : d(w,U) <
R} : U ∈ U}. This cover has Lebesgue number at least R, and has degree at most
m+ 1. This allows us to construct an anti- ˇCech sequence with bounded degrees.
Proposition 5.4. For a uniformly discrete metric space W of ﬁnite asymptotic dimension
at most m, there exists an anti- ˇCech sequence U∗ for W , with Degree(Ui )m+ 1 for
all i. Correspondingly there in an anti- ˇCech sequence such that each nerve NUi has
dimension at most m.
The bound on the dimensions of the complexes NUi is the hypothesis we will use
to prove the coarse Baum–Connes conjecture.
Deﬁnition 5.5. Let X = X(W,U∗) be the total coarsening space. The hybrid coarse
structure on X, denoted Xh = X(W,U∗)h, is the coarse structure for which a set
A ⊆ X ×X is controlled iff
• d|A is bounded, i.e. A is controlled for the bounded coarse structure, and
• sup{d(x, y) : (x, y) ∈ A \ (Xi ×Xi)} → 0 as i tends to inﬁnity.
We can abstract this deﬁnition and the deﬁnition of the fusion coarse structure (4.8)
as follows.
290 N. Wright / Journal of Functional Analysis 220 (2005) 265–303
Deﬁnition 5.6. Let X′ be a proper metric space equipped with a map ′:X′ → R+,
and let X′i = ′−1[0, i]. Then the hybrid (respectively, fusion) coarse structure on X′
consists of those boundedly controlled subsets A of X′ × X′ for which sup{d(x, y) :
(x, y) ∈ A \ (X′i ×X′i )} → 0 as i tends to inﬁnity (respectively, there exists i such that
d|
A\(X′i×X′i ) is C0).
We will show that the groups K∗(C∗X(W,U∗)h) vanish. We proceed in several
stages. We will need to construct a sequence of maps from −1([i,∞)) into itself
for which the restrictions to NUi are more and more contractive. We will now state
a technical lemma, asserting the existence of certain ‘good’ partitions of unity which
will give the coefﬁcients for the contractions of NUi .
Lemma 5.7. Let W be a uniformly discrete bounded geometry metric space of asymp-
totic dimension at most m, and let U∗ be an anti- ˇCech sequence for W with degrees
bounded by m+ 1. For each i1 and each ε > 0 there is an i2 > i1, and a partition of
unity {hU } on NUi1 indexed by sets U in Ui2 such that
• |hU(x)− hU(x′)| < εds(x, x′) for all U and all x, x′ in NUi1 , where ds denotes the
uniform spherical metric on NUi1 ;• for x in the interior of a simplex 	 of NUi1 , if U ∈ Ui2 with hU(x)  = 0 then there
is a vertex [V ] of 	 with V ⊆ U .
We will defer the proof of the lemma.
Proposition 5.8. Let W be a uniformly discrete bounded geometry metric space of
asymptotic dimension at most m, and let U∗ be an anti- ˇCech sequence for W with
degrees bounded by m+ 1. Let X = X(W,U∗) the total coarsening space of (W,U∗),
let d be the metric on X and let  be the quotient map from X to [1,∞). Then for each
i1 and each R, ε > 0 there is an i2 > i1, and a map :−1([i1,∞))→ −1([i2,∞))
such that
• d((x),(x′))εd(x, x′) for x, x′ ∈ NUi1 with d(x, x′) < R;•  is Lipschitz with constant 4;
• (x) = x for x ∈ X with (x) i2;
• if x ∈ X with i1(x) i2 then (x) ∈ NUi2 and there is a simplex 	 of NUi2
containing both i2(x) and (x), hence i2 is linearly homotopic to  as a map
from −1([i1,∞))→ −1([i2,∞)).
Proof. Let i = i1 + !R/2" + 1. Apply the lemma to get a partition of unity {hU } on
NUi where the functions hU are Lipschitz with constant ε/(m + 1) for the uniform
spherical metric ds on NUi . For i2 as provided by the lemma we will begin by deﬁning
:−1([i1, i])→ NUi2 by
(x) =
∑
U∈Ui2
hU(i (x))[U ].
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This is well deﬁned as whenever hU1(i (x))  = 0, . . . , hUj (i (x))  = 0, the sets
U1, . . . , Uj have non-empty intersection (containing the intersection of the sets V for
which [V ] is a vertex of the simplex containing i (x)), and hence [U1], . . . , [Uj ] span
a simplex. This moreover implies that for any given x at most m+ 1 of the terms are
non-zero.
Compare (x) with i2(x). If x lies in a simplex 	 spanned by [V1], . . . , [Vj ] then
i2(x) lies in a simplex spanned by [U1], . . . , [Uj ] (not necessarily all distinct) with
V· ⊆ U·. On the other hand (x) lies in a simplex spanned by [U ′1], . . . , [U ′j ′ ] where
from the lemma we know that each of U ′1, . . . , U ′j ′ contains some V·. In particular
U ′1∩· · ·∩U ′j ′ contains V1∩· · ·∩Vj . As U1∩· · ·∩Uj contains V1∩· · ·∩Vj it therefore
follows that [U1], . . . , [Uj ], [U ′1], . . . , [U ′j ′ ] span a simplex in NUi2 . Thus for x in NUi1
the images (x) and i2(x) lie in a common simplex of NUi2 .
Now suppose x, x′ in NUi1 with d(x, x
′) < R and let  be a path of length at
most R from x to x′ in −1([i1,∞)). Since the path is of length at most R it lies in
−1([i1, i]). The path can be approximated by a path composed of segments 1, . . . , k
such each of the segments  ◦ 1, ◦ 2, . . . lies in a single simplex of NUi2 . For any
y, y′ in the image of i ◦ k′ the coefﬁcients of (y),(y′) each differ by at most
εds(y, y
′)/(m+1). As there are at most m+1 non-zero coefﬁcients, for the ﬂat metric
df on the simplex containing (y),(y′) we have df ((y),(y′))εds(y, y′)/(m +
1)1/2. Hence by Lemma A.3 we have d((y),(y′)) < εds(y, y′), and the length of
each segment  ◦ i ◦ · =  ◦ · is at most ε times the length of i ◦ ·. 11 But
pushing forward the path · to i ◦ · reduces its length, and hence we conclude that
d((x),(x′))εd(x, x′) for all x, x′ ∈ NUi1 with d(x, x′) < R.
We will extend  to a map from −1([i1,∞)) → −1([i2,∞)) as follows. Let i
denote the retraction of −1([i, i + 1)) onto NUi and deﬁne
(x) =
{
(1− t)(i (x))+ ti2(x) for x ∈ X, (x) = i + 1/2t ∈ [i, i + 1/2],
i2(x) for (x) ∈ [i + 1/2,∞), .
The observation that (x) and i2(x) lie in a common simplex of NUi2 shows that this
extension is well deﬁned.
That (x) = i2(x) = x when (x) i2, and that (x),i2(x) lie in a common sim-
plex for all x in −1([i1,∞)) is immediate from the construction, and the corresponding
property for  on −1([i1, i]). It remains to establish that  is Lipschitz.
As the metric on −1([i1,∞)) is a path metric it sufﬁces to show d((x),(x′))
4d(x, x′) for all x, x′ with d(x, x′) < 1, indeed it sufﬁces to show this separately for
x, x′ in −1([i1, i]),−1([i, i+1/2]), and −1([i+1/2,∞)). Without loss of generality
we will assume R1 and ε1, so for x, x′ in −1([i1, i]) with d(x, x′) < 1 we
have d((x),(x′))d(x, x′). Now for x, x′ in −1([i, i + 1/2]), if d(x, x′) < 1 then
d(i (x),i (x
′)) = d(x, x′) as a path of length less than 1 from x to x′ cannot meet
11 The lengths of these paths can be measured either in terms of the spherical metric or the metric
inherited from X, however as these metrics agree on small scales the path length is independent of the
choice of metric.
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NUi+1 . Hence for pairs x, x′ in −1([i, i + 1/2]), if d(x, x′) < 1 then the map  ◦ is
contractive as is i2 , so by Lemma A.9 (and A.10) we have d((x),(x′))4d(x, x′).
Finally for x, x′ in −1([i + 1/2,∞)), we have d((x),(x′)) = d(i2(x),i2(x′))
d(x, x′). These inequalities complete the proof. 
We will now use the maps  to carry out an ‘Eilenberg swindle.’
Theorem 5.9. Let W be a uniformly discrete bounded geometry metric space of asymp-
totic dimension at most m, let U∗ be an anti- ˇCech sequence for W with degrees bounded
by m+ 1, and let X be the associated coarsening space. Then the groups K∗(C∗(Xh))
are trivial.
Proof. We will apply Lemma 3.11. The idea of the proof is to use Proposition 5.8 to
construct a sequence of maps 1,2, . . . for which the compositions 1,2 ◦ 1,3 ◦
2 ◦ 1, . . . have the property that for each i and each ε > 0, all but ﬁnitely many
of the compositions contract distances in Xi by a factor of ε. Such a sequence would
be properly supported and uniformly controlled, however the sequence would not have
uniformly close steps (for the hybrid structure). We will therefore construct a family t
of maps interpolating between the compositions · · · ◦2 ◦1, and then pick a sequence
t1, t2, . . . tending to inﬁnity, such that tk and tk+1 get closer together as k tends to
inﬁnity.
Let i1 = 1 and using Proposition 5.8 choose i2 > i1 and 1 a map from X =
−1([i1,∞)) to −1([i2,∞)) with d(1(x),1(x′))d(x, x′) for x, x′ with d(x, x′) <
1. Then inductively, use Proposition 5.8 to construct j from −1([ij ,∞)) to −1([ij+1,
∞)) with d(j (x),j (x′)) 1j d(x, x′) for x, x′ with d(x, x′) < j . We deﬁne
ij = ij ◦ j−2 ◦ · · · ◦ 1:X → −1([ij ,∞)),
and we will use a homotopy to construct the family t for ij < t < ij+1. We know from
the proposition that ij is linearly homotopic to j−1. Let j,t denote this homotopy
with t ∈ [ij , ij+1] and j,ij = ij , j,ij+1 = j−1. We can now deﬁne t for t ∈ [1,∞)
by
t = t ◦ j,t ◦ j−2 ◦ · · · ◦ 1:X → −1([t,∞)), for t ∈ [ij , ij+1].
Note that this agrees with the previous deﬁnition when t = ij .
Let tk be an increasing sequence tending to inﬁnity with t0 = 1, tk+1 − tk → 0 as
k →∞, and with the integers ij a subsequence of tk . We will show that the sequence
of maps tk satisﬁes the hypotheses of Lemma 3.11; this will complete the proof of
the theorem. As any bounded subset of X lies in some Xi and for tk > i the range of
tk does not meet Xi , it is clear that the maps are properly supported.
To show that they have uniformly close steps, note that for all k there is some j with
tk, tk+1 ∈ [ij , ij+1]. Using Lemma A.9 and the fact that tk is contractive gives the in-
equality d(tk ◦j,tk (x),tk ◦j,tk+1(x))2|tk+1−tk|. As d(tk (x),tk+1(x)) |tk+1−tk|
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for all x, we have d(tk (x), tk+1(x))3|tk+1− tk| → 0 as k →∞. Hence, given ε > 0
there is a k0 such that for kk0 the pair (tk (x), tk+1(x)) lies within ε of the diagonal,
while for k < k0 either x, tk (x), tk+1(x) lie in −1([1, tk0 ]) or tk (x) = tk+1(x) = x.
Thus the collection of all pairs (tk (x), tk+1(x)) is a controlled set for the hybrid
structure, and the steps are uniformly close.
It remains to show that the sequence of maps is uniformly controlled. Given a hybrid
controlled set A, we must show that
BA = {(tk (x), tk (x′)) : k = 1, 2, . . . and (x, x′) ∈ A}
is hybrid controlled. From Proposition 5.8 we know that each j is Lipschitz with
constant 4. We will show that the composition j ◦ · · · ◦ 1 is Lipschitz with constant
 independent of j . Let us for the moment assume this. As ij and j−1 are both
Lipschitz, having constants, respectively, 1 and 4 it follows from Lemma A.9 that j,t
is 16-Lipschitz for all j, t . As the maps t are contractions we conclude that t is
Lipschitz with constant 16.
Given ε > 0, as A is hybrid controlled it is a union ε ∪ Aε where ε lies in an
ε-neighbourhood of the diagonal, and Aε is a subset of Xi × Xi lying within R of
the diagonal, for some i, R sufﬁciently large. It is clear that (tk (x), tk (x′)) lies in a
16ε-neighbourhood of the diagonal for all k and for all (x, x′) ∈ ε.
Given x, x′ ∈ X, for j = 0, 1, 2, . . . let xj , x′j be their images under j ◦ · · · ◦ 1.
We will consider the composition of j with j−1 ◦ · · · ◦ 1. The latter is Lipschitz
with parameter , and hence for (x, x′) ∈ Aε the images of x, x′ under this map
are of distance at most R apart. Suppose j is sufﬁciently large that R < j so in
particular d(xj−1, x′j−1) < j . The images xj−1, x′j−1 lie in NUij hence d(xj , x
′
j ) =
d(j (xj−1),j (x′j−1)) 1j d(xj−1, x′j−1)

j
d(x, x′). For any t ij+2, the map t is a
composition of t ◦ l,t ◦ l−2 ◦ · · · ◦ j+1 with j ◦ · · · ◦ 1 for some lj + 2. The
former is Lipschitz with parameter 16, while for pairs (x, x′) ∈ Aε we have seen that
the latter scales distances by a factor of at most 
j
. Hence for t ij+2 and (x, x′) ∈ Aε
we have d(t (x), t (x′)) 16
2
j
d(x, x′) 162R
j
.
Thus if j is sufﬁciently large that ij i, and R/j < ε, then (tk (x), tk (x′)) lies in
a 16ε-neighbourhood of the diagonal for all k and (x, x′) ∈ ε, and also for k with
tk ij+2 and all (x, x′) ∈ Aε. Note that the set of pairs (tk (x), tk (x′)) with tk < ij+2
and (x, x′) ∈ Aε lies in Xij+2 × Xij+2 . Hence BA lies in the union of Xij+2 × Xij+2
with a 16ε-neighbourhood of the diagonal, and so as  is ﬁxed and ε is arbitrary, BA
is hybrid controlled.
To complete the proof we must justify our claim that the composition j ◦ · · · ◦1 is
-Lipschitz with  independent of j . We will consider the sequence of pairs (xj , x′j )
where xj , x′j are the images of x, x′ under the composition j ◦ · · · ◦ 1 as above. We
must show that for some  we have d(xj , x′j )d(x, x′) for all j . We know each j
is Lipschitz with constant 4. We will divide into two cases. If d(x, x′) < 1/16 then
let j be the largest integer such that ij(x),(x′). Then x = x0 = · · · = xj−1 and
x′ = x′0 = · · · = x′j−1, so d(xj+1, x′j+1)4d(xj , x′j )16d(xj−1, x′j−1) = 16d(x, x′) <
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1. Note that (x),(x′) < ij+2 so xj+1, x′j+1 both lie in NUj+2 and are of distance
at most one apart. Now we can prove inductively that for all j ′j + 2, we have
d(xj ′ , x′j ′)d(xj ′−1, x′j ′−1) < 16d(x, x′) (as j ′ is contractive on scales less than 1 in
NUj ′ ).
On the other hand if d(x, x′)1/16 then as xj must lie in a simplex contain-
ing ij+1(x), and similarly for x′j it follows that d(xj , x′j )d(ij+1(x),ij+1(x′)) +
(1 + 16)d(x, x′) for all j . We conclude that the compositions are all Lipschitz
with parameter at most  = 1+ 16. 
To complete the proof of Theorem 5.9 we must prove the lemma which provided
the coefﬁcients for the maps .
Proof of Lemma 5.7. We will ﬁx a parameter k and i2 > i1 depending on k, and
construct a partition of unity {hU(x)} on NUi1 indexed by U ∈ Ui2 . Having constructed
the partition of unity we will see that for each U the function hU is Lipschitz for the
metric ds with constant depending on k, i2, and we can choose these so that it is less
than ε.
For each i2, we will begin by constructing bump functions h˜kU . Increasing k will
make the bump functions more spread out, and for an appropriate choice of k, the
partition of unity will be given by
hU(x) = h˜
k
U (x)∑
V∈Ui2 h˜
k
V (x)
.
Let :R+ → [0, 1] be a contractive function with  ≡ 1 on [0,/2] and  ≡ 0 on
[,∞). We deﬁne the bump functions by
h˜kU (x) = 
(
1
k
min{ds(x, [V ]) : V ∈ Ui1 , B(V, (2k + 1)Diam(Ui1)) ⊂ U}
)
,
where B(V, r) = {w ∈ W : d(w, V ) < r}. Note that if i2 is sufﬁciently large then
for each x ∈ NUi1 there is a set U with h˜kU (x) = 1. Indeed if [V ] is a vertex within
distance /2 of x, then let V ′ = B(V, (2k + 1)Diam(Ui1)). For any set U ∈ Ui2 with
V ′ ⊆ U , we have h˜kU (x) = 1, and provided that (4k + 3)Diam(Ui1)Lebesgue(Ui2)
such a set U must exist. Let us assume that k, i2 satisfy this inequality.
Suppose that x lies in the interior of a simplex 	 and suppose U ∈ Ui2 with h˜kU (x)  =
0. Certainly there is some vertex [V ] ∈ NUi1 with B(V, (2k + 1)Diam(Ui1)) ⊂ U and
ds(x, [V ]) < k. For the spherical metric this allows us to conclude that there is a
simplicial path from [V ] to some vertex [V ′] of 	 with at most k+/2/2 = 2k+1 edges
(by Lemma A.5). In other words there is a sequence V = V0, V1, . . . , V2k+1 = V ′
of elements of Ui1 with the intersection of consecutive sets non-empty. Hence V ′ ⊂
B(V, (2k + 1)Diam(Ui1)) ⊂ U . Thus whenever x ∈ 	 and h˜kU (x)  = 0, we conclude
that U contains some element V ′ of Ui1 deﬁning a vertex of 	. Note that this implies
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that the intersection of those sets U with h˜kU (x)  = 0 is non-empty since it contains the
intersection of those sets V ′ with [V ′] a vertex of 	.
Consider hU(x) = h˜
k
U (x)∑
V∈Ui2
h˜kV (x)
. The numerator is at most 1, and is Lipschitz with
constant 1/k. As the sets V with h˜kV (x)  = 0 have non-empty intersection there are at
most m + 1 of them from the bound on the degree of U∗. Hence the denominator of
hU is bounded between 1 and m+1 and is Lipschitz with constant at most (m+1)/k.
It follows that hU is Lipschitz with constant as most 2(m+ 1)/k.
Now choosing k sufﬁciently large, we have 2(m+ 1)/k < ε, and given this choice
of k, choosing i2 sufﬁciently large we have (4k + 3)Diam(Ui1)Lebesgue(Ui2). For
these choices of k, i2, the partition of unity {hU } is well deﬁned, and each function
hU satisﬁes |hU(x) − hU(x′)| < εds(x, x′). The second assertion of the lemma now
follows immediately from the corresponding property of h˜kU . 
The ﬁnal step in the proof of the coarse Baum–Connes conjecture for spaces of
ﬁnite asymptotic dimension is to identify the obstruction group arising from the fusion
coarse structure, with the group K∗(C∗Xh) which we have shown to vanish.
Theorem 5.10. Let W be a uniformly discrete bounded geometry metric space, and let
U∗ be an anti- ˇCech sequence for W with degrees bounded by m. Then the forgetful map
C∗X(W,U∗)f → C∗X(W,U∗)h induces an isomorphism on K-theory. In particular
K∗(C∗X(W,U∗)f ) = 0.
Proof. The proof of this theorem is modelled on the proof of the C0 coarse Baum–
Connes conjecture for uniform metric simplicial complexes (Theorem 3.18). We will
begin by adjusting X to make it a simplicial complex. The space X was built out of
products 	×[i, i+1] where 	 is a simplex of dimension at most m, and we subdivide
these products to make X into a simplicial complex of dimension m + 1. As well as
the given metric d on X we now have a uniform spherical metric, ds . However the
new metric is bi-Lipschitz equivalent to the old one, and this is sufﬁcient for the two
metrics to be coarsely equivalent for both the hybrid and fusion structures. Therefore
we will assume X is equipped with the metric ds .
We will show that the forgetful map between the fusion and hybrid structures induces
an isomorphism for any ﬁnite-dimensional simplicial complex. Speciﬁcally, let X′ be
a metric simplicial complex of dimension m′ equipped with a map ′:X′ → R+,
and suppose that either m′ = 0 and X′ is uniformly discrete, or that m′ > 0, X′ is
connected, and the metric on X′ is the uniform spherical metric. We will prove by
induction on m′ that the forgetful map from C∗X′f to C∗X′h induces an isomorphism
at the level of K-theory. In particular if we let X′ = X (subdivided and equipped with
the spherical metric as above), ′ = , and m′ = m + 1, we will therefore obtain the
desired result.
If m′ > 0 we will use the binary decomposition of X′ deﬁned in 3.18. Recall that
we wrote a simplicial complex X′ as a union Y0 ∪ · · · ∪ Ym′ , where Yk is the union of
stars about the barycentres of k-simplices in the second barycentric subdivision X(2) of
X. We augmented the sets Yk to Y˜k (the union of Yk with the 1-skeleton of X(2)) and
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we deﬁned Gk be the graph consisting of those edges of X(2) which are not contained
in Yk . We subdivided the graph Gk to write this as a union Vk ∪Ek where Vk consists
of uniformly separated stars about the vertices and Ek consists of uniformly separated
segments in the edges.
The binary decomposition we use is
X′=Zm′ (the root),
Zk=Zk−1 ∪ Y˜k,
Z0=Y˜0,
Y˜k=Yk ∪Gk,
Gk=Vk ∪ Ek.
We will show that this decomposition is admissible for the forgetful transformation
K∗(C∗X′f )→ K∗(C∗X′h). It will then follow from Proposition 3.16 that K∗(C∗X′f )→
K∗(C∗X′h) is an isomorphism.
Given that X′ is connected so also are Zk , Y˜k , Gk , and hence by Lemma A.8
the metrics on these are all bi-Lipschitz equivalent to spherical path metrics. We
thus conclude that the decompositions are all excisive for both the hybrid and fusion
structures.
The intersections Vk ∩ Ek and Yk ∩ Gk are 0 dimensional and moreover we note
that these are uniformly discrete, hence inductively we may assume that the forgetful
transformation induces an isomorphism for these spaces. Similarly Zk−1 ∩ Y˜k is of
dimension m′ − 1, and its metric is bi-Lipschitz equivalent to the spherical path metric
if m′ > 1 (by Lemma A.8 again) while it is uniformly discrete if m′ = 1. Again we
may assume inductively that the forgetful transformation induces an isomorphism. As
for the leaves Yk, Vk , and Ek , each of these is coarsely homotopy equivalent (in both
of the hybrid structures) to a uniformly discrete space, and thus reduces to the case
m′ = 0. We therefore conclude that for m′ > 0 the binary decomposition is admissible.
It remains to show that the result holds when m′ = 0 to get the induction going.
However for a uniformly discrete space, the algebras for the hybrid and fusion struc-
tures actually agree. Any operator which is hybrid controlled is a sum of an operator
supported within some ′−1([0, i])× ′−1([0, i]), and an operator of zero propagation.
But such operators are fusion controlled, while a fusion controlled operator is hybrid
controlled for any space. Since the notions of controlled operator agree, the algebras
are isomorphic. This isomorphism completes the proof of the theorem. 
We may now gather together all the pieces to prove the coarse Baum–Connes con-
jecture for a space of ﬁnite asymptotic dimension.
Proof of Theorem 5.3 (the coarse Baum–Connes conjecture). Let m be the asymptotic
dimension of W , let U∗ be an anti- ˇCech sequence for W such that the nerves NUi have
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dimension at most m, and let X = X(W,U∗) be the total coarsening space. We have
the following commutative diagram:
K∗+1(C∗X0/I0) −−−−→ K∗+1(C∗Xf /If ) 
K∗(I0) −−−−→ K∗(If ) 
KX∗(W) −−−−→

K∗(C∗W)
The maps KX∗(W)→ K∗(I0) and K∗(C∗W)→ K∗(If ) are isomorphisms in com-
plete generality (Theorems 4.7 and 4.12). The map K∗+1(C∗X0/I0)→ K∗(I0) is also
an isomorphism (Theorem 4.5) and C∗X0/I0 → C∗Xf /If is an isomorphism at the
level of algebras, again in complete generality. Using the ﬁnite dimensionality of X we
have shown that C∗Xh has trivial K-theory (Theorem 5.9), and that therefore C∗Xf
also has trivial K-theory (Theorem 5.10). Hence K∗+1(C∗Xf /If ) → K∗(If ) is also
an isomorphism. This completes the proof. 
We will conclude with a few observations about the proof. Although Theorem 5.9 is
the most technical step of the proof, it does not make a fundamental use of the ﬁnite
asymptotic dimension hypothesis. Finite dimensionality is used only to obtain certain
metric estimates for the maps tk used in the Eilenberg swindle. In fact provided that
dim NUi does not grow too rapidly compared to Diam Ui the same argument would
still work. One might even suppose that for any bounded geometry space W , there
is an anti- ˇCech sequence for which K∗(C∗Xh) vanishes. On the other hand, Theorem
5.10 makes a fundamental use of ﬁnite dimensionality. The proof therefore involves a
careful balancing: when we construct X we must coarsen enough to make the Eilenberg
swindle work, but not so much that we lose the ﬁnite dimensionality required for 5.10.
In the case of a uniformly contractible locally ﬁnite and ﬁnite-dimensional com-
plex W , instead of using an anti- ˇCech sequence to build X, we might simply take
X = W × R+. Again we would obtain isomorphisms from K∗(W) = KX∗(W) ∼=
K∗+1(C∗X0/I0) and K∗(C∗W) ∼= K∗(If ). Finite dimensionality of X would give us
the isomorphism K∗+1(C∗Xf ) ∼= K∗(C∗Xh), hence in this case we ﬁnd that K∗(C∗Xh)
is an obstruction group for the coarse Baum–Connes conjecture for W . This obstruction
group can be dealt with more directly than K∗(C∗Xf ). Given some additional hypoth-
esis on W , for example if W is scalable, an Eilenberg swindle in the spirit of Theorem
5.9 may be used to show that K∗(C∗(W ×R+)h) vanishes. Note that for X = W ×R+
the algebra C∗Xh includes in D∗W—we simply regard a hybrid controlled locally
compact operator for the representation of C0(X) = C0(W × R+) as a boundedly
controlled pseudolocal operator for the representation of C0(W). This gives an identiﬁ-
cation of the obstruction groups K∗(C∗Xh) and K∗(D∗W) for a uniformly contractible
space.
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Appendix A. Spherical metrics on simplicial complexes
Many of the constructions in this paper involve metric simplicial complexes. In this
appendix we deﬁne a good class of metrics on a locally ﬁnite simplicial complex, and
develop some of their key properties.
Deﬁnition A.1. Let (X, d) be a proper metric space. The associated path-length metric
is
dl(x, x
′) = inf{l() :  a path from x to x′, : [0, 1] → X}, where
l() = sup
{∑
i
d((ti), (ti+1)) : 0 = t0 < t1 < · · · < tn = 1 a partition
}
.
If dl = d we say that (X, d) is a path metric space.
Note that the path length l() is at least d((0), (1)), and hence dl(x, x′)d(x, x′).
Deﬁnition A.2. The spherical m-simplex is the intersection of the m-sphere in Rm+1
with the positive cone, equipped with the spherical path metric. Barycentric coordinates
on this are deﬁned by taking convex combinations of the vertices (1, 0, . . . , 0), . . . ,
(0, . . . , 0, 1), and then projecting radially onto the sphere.
The following lemma relates the spherical metric to the ﬂat metric on a simplex.
Lemma A.3. Let 	f be the m-simplex in Rm+1 which is the convex hull of the points
(1, 0, . . . , 0), . . . , (0, . . . , 0, 1), equipped with the inherited Euclidean metric. Let 	s be
the spherical m-simplex. Then the radial projection from 	s to 	f is bi-Lipschitz with
constant (m+ 1)1/2.
Proof. Given two points x, y in 	f let s be the distance from x to y, and let  be the
spherical distance between the projections of x, y onto 	s , that is the angle between
the rays from the origin through x and y.
Let a, b be the distances from the origin to x, y, respectively. Note that (m +
1)−1/2a, b1, as the distance from the origin to the simplex 	f is (m + 1)−1/2.
The triangle deﬁned by x, y and the origin has area 12 s(m+1)−1/2 = 12ab sin , hence
as (m+ 1)−1ab1 we have (m+ 1)−1 sin s(m+ 1)−1/2 sin . The inequality
sin  (for 0/2) gives s(m + 1)1/2. To show (m + 1)1/2s note that
sin (m + 1)1/2s so (m + 1)1/2s + o() as  → 0. As the two metrics are path
metrics the result follows from this inﬁnitesimal version. 
Deﬁnition A.4. A uniform spherical metric on a locally ﬁnite simplicial complex is a
metric with the following properties:
• each simplex is isometric to the spherical m-simplex;
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• the restriction of the metric to each component is a path metric;
• the components are far apart in the sense that given R > 0 there is a ﬁnite subcomplex
K such that if x, y lie in different components and x /∈ K or y /∈ K then d(x, y) > R.
It is not difﬁcult to see that such a metric must always exist, and indeed it is unique
up to coarse equivalence (for the bounded and C0 coarse structures).
Lemma A.5. Let X be a locally ﬁnite simplicial complex with a uniform spherical
metric. Then the distance from a vertex v of X to a simplex 	 in the same component
of X is /2 times the length (i.e. number of edges) of the shortest simplicial path from
v to 	. In other words there are no shortcuts through the interior of a simplex.
Proof. It is clear that the distance d(v,	) is at most k2 where k is the number of
edges of the shortest simplicial path. We will proceed by induction on k. We begin
with the case k = 1 and observe that in this case the result is clear. The ball of radius
/2 about v is the simplicial star about v. As 	 does not contain v it intersects this
simplicial star only at the boundary, which is the sphere of radius /2.
Now assume the result for k − 1, and suppose that there is a sequence of adjacent
vertices v = v0, v1, . . . , vk with vk ∈ 	. Consider the subcomplex of X spanned by
vertices connected to v0 by a simplicial path of length at most k− 1. Let x be a point
in this subcomplex minimising the distance to 	. It is clear that d(v,	)k/2. On the
other hand x must be in the boundary of the subcomplex so inductively d(v0, x) =
(k − 1)/2, hence d(x,	)/2. If  is the simplex containing x in its interior then
the subcomplex spanned by  and the vertices adjacent to  contains the /2 ball
about x, and hence in particular it must contain points of 	 minimising the distance
from x. However 	 cannot meet , otherwise k would not be minimal. It follows that
d(	, )/2, so in fact we have equality and d(x,	) = /2. As the metric is a path
metric, and x minimises d(x,	) it follows that d(v0,	) = k/2 as claimed. 
Deﬁnition A.6. Let (X, d) be a path metric space, and let Y be a closed subset of
X. Let dl be the path metric on Y associated to the metric inherited from X. The
distortion of Y in X is
sup
{
dl(y, y
′)
d(y, y′)
: y, y′ ∈ Y, y  = y′
}
.
The distortion of a path : [0, 1] → Y is
sup
{
l(|[t,t ′])
d((t), (t ′))
: 0 t < t ′1
}
.
Deﬁnition A.7. A subspace Y of a topological space X is relatively connected if each
connected component of X contains at most one connected component of Y .
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We will need the following technical lemma relating different metrics.
Lemma A.8. Let X be a ﬁnite-dimensional simplicial complex equipped with the uni-
form spherical metric. Let Y be a subcomplex of X(n), the nth barycentric subdivision
of X, and let Y	 = Y ∩ 	 for 	 a simplex of X. Suppose that
(1) for each simplex 	 of X, the subcomplex Y	 of X(n) is connected;
(2) each edge of X has non-empty intersection with Y .
Then there is a ﬁnite bound on the distortion of each component of Y in X, depending
only on n and the dimension of X. Moreover if Y is relatively connected in X then the
inherited metric on Y is coarsely equivalent and C0-coarsely equivalent to any uniform
spherical metric on Y , and this coarse equivalence is bi-Lipschitz on components.
Proof. If Y is relatively connected in X then in the metric that Y inherits from X, the
components of Y are far apart in the sense of Deﬁnition A.4, and the same is true by
deﬁnition for the uniform spherical metric. If we can show that on each component of
Y the two metrics are bi-Lipschitz equivalent then coarse equivalence (in both senses)
of the two metrics will follow immediately.
Let dX denote the spherical metric on X, let dX(n) denote the spherical metric on
the subdivision X(n), let dl be the path metric on Y associated to the metric dX, and
let ds be the spherical metric on Y , that is the path metric associated to dX(n) . The
lemma asserts that dl, ds and the restriction of dX to Y are bi-Lipschitz equivalent
on components of Y . We will begin by showing that the metrics dX and dX(n) are
bi-Lipschitz equivalent on each component of X. First note that on a single simplex of
X(n) the metrics are bi-Lipschitz. This is immediate from compactness of the simplex.
There are only ﬁnitely many isometry classes of these simplices with the number
depending on n and the dimension, so there is a Lipschitz constant  which applies to
all simplices of X(n). Now given an arbitrary pair of points in the same component of
X(n) and a path between them, we may subdivide the path into segments lying within
a single simplex. Over each segment the Lipschitz constant applies, hence dX and dX(n)
are bi-Lipschitz with constant .
By the above argument we can also conclude that ds and dl are bi-Lipschitz equiv-
alent to one another (on components of Y ). We will show that ds is also bi-Lipschitz
equivalent to the restriction dY of dX(n) to Y . As dX is bi-Lipschitz equivalent to dX(n)
on components of X, the restriction of dX to Y is bi-Lipschitz equivalent to dY on
components of Y . Hence showing that ds and dY are bi-Lipschitz equivalent will com-
plete the proof. Certainly dY ds as ds is the path metric associated to dY . We will
establish a converse to this inequality.
First we will observe that the distortion introduced by restricting to simplicial paths
is bounded. Let Z be the 1-skeleton of X(n). For x, x′ in the interiors of simplices
, ′ of Y , let
d ′Y (y, y′) = inf{l() :  a path from y to y′ in  ∪ Z ∪ ′},
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where l denotes the path-length with respect to the metric dX(n) . We will prove induc-
tively that the distortion of d ′Y relative to dY is ﬁnite. 12 Note that for a single simplex
 of X(n) the boundary  has ﬁnite distortion. Indeed for points x, x′ in simplices ,′
of the boundary of , either  meets ′ in which case for every point y in  ∩ ′ we
have d(x, y), d(x′, y)d(x, x′), or d(x, x′) = /2 and the distance from x to x′ within
the boundary is at most . In either case we see that the distance within the boundary
is at most 2d(x, x′), so the distortion of  in  is at most 2. Now suppose that the
j+1-skeleton of X(n) has ﬁnite distortion in X(n), which is true for j sufﬁciently large
as X is ﬁnite dimensional. Then breaking a geodesic in the j +1-skeleton of X(n) into
segments each contained in a single simplex  we conclude that the distortion of the
j -skeleton of X(n) in the j + 1 skeleton is ﬁnite. Hence inductively the j -skeleton of
X(n) has ﬁnite distortion in X(n) for all j .
Let  be a bound for all pairs j, j ′ with j ′j on the distortion of the j -skeleton in
the j ′-skeleton. Now for an arbitrary pair of points y, y′ in Y let , ′ be the simplices
of Y containing y, y′ in their interiors, and let j be max{dim , dim ′}. Take a geodesic
j from y to y′ through the j skeleton of X(n), and let z, z′ be respectively the ﬁrst
and last points on the path which lie in the j −1-skeleton of X(n). From what we have
already observed the distortion of j in X(n) is at most . On the other hand we also
know there is a path from z to z′ in the j − 1 skeleton of X(n) with distortion at most
. Adjoining initial and terminal segments from j we obtain a path j−1 from y to y′
lying in the union of ∪ ′ with the j − 1-skeleton, and having length at most l(j ).
Inductively we ﬁnd that there is a constant ′ such that for all y, y′ and corresponding
, ′ there is a path  from y to y′ in  ∪ Z ∪ ′ with distortion at most ′. Hence
dY d ′Y 
′dY .
Now we will carry out a similar construction for ds on Y . For y, y′ in the interiors
of simplices , ′ of Y , let
d ′s(y, y′) = inf{l() :  a path from y to y′ in  ∪ (Y ∩ Z) ∪ ′},
where Z is the 1-skeleton of X(n) as above. Note that dsd ′s . We will show that for
each y, y′ ∈ Y there is a path  from y to y′ in  ∪ (Y ∩ Z) ∪ ′ and a bound on
the ‘distortion of  relative to d ′Y ’ which is independent of y, y′. More precisely we
will show there is a constant ′′ with d ′s′′d ′Y . Take a geodesic from y to y′ in
 ∪ Z ∪ ′ where y ∈  and y′ ∈ ′. Now replace the segment of the path contained in
the 1-skeleton of X(n) by a path contained in the 1-skeleton of Y . Hypotheses 1 and 2
ensure that we can do this one simplex of X at a time. A segment in Z∩	 connecting
faces 	1,	2 of 	 can be replaced by a segment in Y ∩ Z ∩ 	 connecting any edge of
	1 to any edge of 	2.
Let  be the path so constructed. Then  lies in  ∪ (Y ∩ Z) ∪ ′ so d ′s(y, y′) l().
There are only ﬁnitely many simplicial isomorphism classes for pairs (	(n), Y	) where
	 is a simplex of X, and 	(n) is its subdivision in X(n). Hence there are only ﬁnitely
12 The function d ′
Y
need not be a metric. We cannot compose such paths so the triangle inequality may
fail. Note however that the restriction of d ′
Y
to Z is a metric.
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many types of replacement occurring within the simplices of X. Thus there is a
bound on the distortion of  relative to d ′Y , depending only on the ﬁnite set of path-
lengths for simplicial paths in a subdivided simplex 	(n). This gives us the inequality
d ′s′′d ′Y , and hence dY ds′′d ′Y ′′
′dY . Thus ds, dY are bi-Lipschitz equivalent
as claimed. 
We will conclude this section with a lemma allowing us to control the Lipschitz
constants for homotopies in spherical simplicial complexes.
Lemma A.9. Let X be a path metric space, and let Y be a simplicial complex with
uniform spherical metric. Let 0, 1 be Lipschitz maps from X to Y with Lipschitz
constant 1/2, and suppose that for all x the images 0(x), 1(x) lie in a common
simplex. Let t denote the linear homotopy from 0 to 1. Then for each x ∈ X the
map t → t (x) is Lipschitz with constant at most 2, and for X× [0, 1] equipped with
the metric d((x0, t0), (x1, t1)) = dX(x0, x1) + |t0 − t1|, the map :X × [0, 1] → Y is
Lipschitz with constant at most 4.
Proof. Given points x0, x1 in X, and ε > 0, let  be a path from x0 to x1 of length at
most d(x0, x1)+ ε. We know that t ◦  is a path of length at most (d(x0, x1)+ ε) for
t = 0, 1. We will begin by showing that t ◦  is of length at most (d(x0, x1)+ ε)
for all t .
Breaking the path  up in to segments each having images under 0, 1 lying within a
single simplex, it will sufﬁce to show that for such a segment ′ from x′0 to x′1, the dis-
tance d(t (x
′
0), t (x
′
1)) is at most 4d(x
′
0, x
′
1) for all t . For a simplex equipped with the
ﬂat metric df it is straightforward to verify that df (t (x′0), t (x′1)) max{df (0(x′0),
0(x
′
1)), df (1(x
′
0), 1(x
′
1))}. We will use Lemma A.3 to deduce the result for the spher-
ical metric from this ﬂat inequality.
Let S denote the afﬁne span of 0(x′0), 0(x′1), 1(x′0), 1(x′1) in the simplex, and
note that S can be isometrically embedded into a spherical 3-simplex. Let df denote
the metric on S induced from the ﬂat metric on the 3-simplex and note that from
Lemma A.3 we have 12df d2df . Thus
d(t (x
′
0), t (x
′
1))2df (t (x′0), t (x′1))
2max{df (0(x′0), 0(x′1)), df (1(x′0), 1(x′1))}
4max{d(0(x′0), 0(x′1)), d(1(x′0), 1(x′1))}.
But since 0, 1 are -Lipschitz (for the spherical metric) d(t (x′0), t (x′1))d(x′0, x′1)
for t = 0, 1, and hence d(t (x′0), t (x′1))4d(x′0, x′1) for all t . Adding the lengths of
the segments we conclude that d(t (x0), t (x1))4(d(x0, x1)+ε) as claimed, and we
may now let ε → 0.
For each x the segment {t (x) : t ∈ [0, 1]} can be isometrically embedded in a
spherical 1-simplex. Let d1f denote the ﬂat metric on this and note that from Lemma
A.3 we have d
√
2d1f . For this ﬂat metric t → t (x) is Lipschitz with constant at
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most
√
2 hence d(t0(x), t1(x))
√
2d1f (t0(x), t1(x))2|t0− t1| establishing the ﬁrst
assertion of the lemma. The inequalities
d(t0(x0), t1(x1))d(t0(x0), t0(x1))+ d(t0(x1), t1(x1))
4d(x0, x1)+ 2|t0 − t1|
4d((x0, t0), (x1, t1))
complete the proof. 
Remark A.10. This result is true locally. Suppose that X is a locally path met-
ric space in the sense that there exists  > 0 such that for dl the induced length
metric on X we have d(x0, x1) = dl(x0, x1) when d(x0, x1) < . Then (again for
d(x0, x1) < ) if d(t (x0), t (x1)) < d(x0, x1) for t = 0, 1 then d(t0(x1), t1(x1)) <
4d((x0, t0), (x1, t1)) for all t0, t1. The same proof applies.
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