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ABSTRACT
We report a detection of galaxy-QSO cross-correlation wGQ in the Sloan Digital Sky Survey (SDSS)
Early Data Release (EDR) over 0:2−30 arc-minute scales. We cross-correlate galaxy samples of dierent
mean depths r0 = 19 − 22 (zG = 0:15 − 0:35) with the main QSO population (i0Q < 19:2) at zQ ’ 1:6.
We nd positive detection in most cases (except for the faintest QSOs as expeceted) with up to 8-sigma
signicance. The amplitude of the signal on arc-minute scales is about 20% at zG = 0:15 decreasing to
10% at zG = 0:35 This is a few times larger than currently expected from structure formation LCDM
models on arc-minute scales, but conrms, at a higher signicance, previous measurements by several
groups. We nd a 4-sigma detection for a logarithmic slope GQ ’ −0:9, eg wGQ ’ 0:1(=10)−0:9 at
(zG = 0:35). The shape and redshift evolution agrees well with being a lensing signal. We also nd
a 3-sigma detection for the (pseudo) skewness (galaxy-galaxy-QSO correlation): S03 ’ 18:6  5:7 at
zG = 0:15. The data indicates very strong non-linear amplitude for the underlaying matter fluctuations:
 ’ 360  80 on scales of 0:2 Mpc/h, in apparent contradiction with non-linear modeling of CDM
fluctuations. In contrast, it shows evidence for steep halo proles:  ’ r−1 and evidence for stable
clustering. All observations can be reconcile with models of non-linear clustering in a flat LCDM model
with 8 = 1 provided the linear spectrum is stipper than in the LCDM model on small (cluster) scales.
The galaxy distribution roughly traces this matter variance but with an amplitude that is 100 times
smaller: ie galaxies are anti-bias with b ’ 0:1 on these small scales. The bias seems to increase with
scale, which extrapolates well to b ’ 1 at ’ 10 Mpc/h.
Subject headings: galaxies: clustering, large-scale structure of universe, cosmology
1. INTRODUCTION
Weak gravitational lensing by foreground large-scale
matter density fluctuations could introduce signicant
density variations in flux-limited samples of high redshift
objects, such as QSOs. This is sometimes called magni-
cation bias or cosmic magnication. In principle, it is
possible to separate the intrinsic density fluctuations in
QSO samples from the weak lensing magnication signal
by cross-correlating the QSOs with a low redshift galaxy
sample. This allows a direct measurement of how the
galaxy distribution traces the underlaying mass distribu-
tion. Much work have been done in this direction both
on theory and observations (for recent reviews see Baterl-
mann & Schneider 2001, Benitez et al. 2001, Norman &
Williams 2001, Guimar~aes, van de Bruck and Branden-
berger 2001).
Correlation of low redshift Galaxies and high-redshift
AGNs or QSOs typically nd signicant excesses of fore-
ground objects around the QSO positions (Tyson 1986;
Fugmann 1988,1990; Hammer & Le Fevre 1990; Hintzen
et al. 1991; Drinkwater et al. 1992; Thomas et al. 1995;
Bartelmann & Schneider 1993b, 1994; Bartsch, Schnei-
der, & Bartelmann 1997; Seitz & Schneider; Bentez et al.
1995; Bentez & Martnez-Gonzalez 1995, 1997(BMG97);
Bentez, Martnez-Gonzalez & Martn-Mirones 1997; Nor-
man & Williams 1999; Norman & Impey 1999). Even
though the shape of the galaxy-QSO cross-correlation has
not yet been well constrain, these results seem qualita-
tively in agreement with the magnication bias eect, but
the amplitude of the correlation is found to be higher than
that expected from gravitational lensing models based on
CDM.
What is the origin of this discrepancy? Part of the prob-
lem could be due to the lack of well dene and homoge-
neous samples. After all we are looking for a small eect,
may be as low a 1%, and any systematics in the sample
denition is likely to introduce cross-correlations at this
level (see x2 below). On the other hand we know very
little about clustering of dark matter on submegaparsec
scales. Could the discrepancy be due to real deviations
from the CDM paradigm?
Recently, Menard & Bartelmann (2002) and Menard,
Bartelmann & Mellier (2002) have explored the interest
of the SDSS to cross-correlate foreground galaxies with
background QSO. The SDSS collaboration made an early
data release (EDR) publicly available on June 2001. The
EDR includes around a million galaxies and 4000 QSOs
distributed within a narrow strip of 2.5 degrees across the
equator (see Stoughton et al 2001 for details). As the
strip crosses the galactic plane, the data is divided into
two separate sets in the North and South Galactic caps.
The SDSS collaboration has presented a series of analy-
sis (Zehavi etal 2002, Scranton etal 2002, Connolly etal
2002, Dodelson etal 2002, Tegmark etal 2002, Szalay etal
2002) of large scale angular clustering on the North Galac-
tic strip, which contains data with the best seeing condi-
tions in the EDR. Gazta~naga (2002a, 2002b) presented a
rst study of bright (g0 ’ 20) SDSS galaxies in both the
South and North Galactic EDR strip, centering the anal-
ysis on the comparison of clustering to the APM galaxy
1
2Survey (Maddox etal 1990).
In this paper we will follow closely Menard, Bartel-
mann & Mellier (2002, MBM02 from now on) proposal
to study the galaxy-QSO cross-correlation signal in the
EDR/SDSS. The paper is organized as follows. In section
x2 we present the samples used and the galaxy and QSO
selection. Section x3 is dedicated to the extinction con-
tamination. Section x4 and x5 presents the main results
and its interpretation, while x6 and x7 are dedicated to
discussion and a listing of conclusions.
2. QSO AND GALAXY SAMPLES
The galaxy samples are obtained from the EDR and
converted into pixel maps of dierent resolutions as de-
scribed in Gazta~naga (2002a,2002b). We select objects
from an equatorial SGC (South Galactic Cap) strip 2.5
wide (−1:25 < DEC < 1:25 degrees.) and 66 deg. long
(351 < RA < 56 deg.), which will be called EDR/S, and
also from a similar NGC (North Galactic Cap) 2.5 wide
and 91 deg. long (145 < RA < 236 deg.), which will
be called EDR/N. These strips (SDSS numbers 82N/82S
and 10N/10S) correspond to some of the rst runs of the
early commissioning data (runs 94/125 and 752/756) and
have variable seeing conditions. Runs 752 and 125 are
the worst with regions where the seeing fluctuates above
2". Runs 756 and 94 are better, but still have seeing fluc-
tuations of a few tenths of arc-second within scales of a
few degrees. These seeing conditions could introduce large
scale gradients because of the corresponding variations in
the photometric reduction (eg star-galaxy separation) that
could manifest as large scale number density gradients (see
Scranton et al 2001 for a detailed account of these eects).
We will test our results against the possible eects of see-
ing variations, by restricting the analysis using a seeing
mask (see x3.1).
Redshift targets in the SDSS are selected in r0 for Galax-
ies and i0 for QSO. Here we use i0 for QSO and both i0 and
r0 for Galaxies. 1 The rst choice has the interest that
both Galaxies and QSO come from the same photometric
reduction and are therefore subject to similar systematics.
Galactic extinction is also smaller in this band. The sec-
ond choice provides a comparison with previous results on
galaxy clustering. To maximize the number of galaxies,
and therefore the possibility of lensing, we choose broad
magnitude bands. We will focus our results in comparing
a nearby sample r0 = 19 − 17:5 (z ’ 0:15) with a distant
one i0; r0 = 22 − 17:5 (z ’ 0:35). Galaxies select with
i0 < 22 are almost the same (within few percent) to galax-
ies in r0 < 22 as the K-correction cancels out with the
color evolution (see Fukugita etal 1996). Here we take the
i0 < 22 band as our nominal choice to minimize extinc-
tion (this will give larger area coverage, see below). As
we will show, both galaxy-galaxy and galaxy-QSO cross-
correlations turn out to be almost identical in i0 < 22 and
r0 < 22, the only dierence being slightly smaller errors
in the i0 < 22 sample. For the bright sample we stick to
r0 < 19 to provide a more direct comparison with previ-
ous results on galaxy-galaxy clustering. Using the redshift
distributions in Dodelson etal (2002), the mean redshift
for 17:5 < r0 < 19 is z ’ 0:15, while 17:5 < r0 < 22 (or
i0 < 22) have z ’ 0:15. We will center our analysis over
these two samples, which for brevity will be sometimes
reered to as r0 < 19 and i0 < 22.
The 1st and 3rd slices in Figure 1 shows the EDR/S and
EDR/N pixel maps for i0 < 18:5 and 7 arc-minute reso-
lution. Note the "barrel" shape in the EDR/N. As far as
we have been able to nd out, this seems an unreported
artifact in the EDR redshift sample release which does not
seem to include redshifts for secondary targets in this ecu-
atorial strip (see Stoughton et al 2001 for details). This
is not a problem in our analysis other than we are miss-
ing a good franction of the EDR/N because there are no
matching redshifts for the QSOs. The top slice in Figure
2 shows a zoom over the central region of EDR/N with
twice the resolution.
We recovered the QSO sample form the SDSS/EDR as
described in detailed in Schneider et al (2002, see also
Stoughton et al 2002). We use point-spread function mag-
nitudes for QSO (which will be quoted with a subindex
i0Q) and Petrosian magnitudes for Galaxies (which will
be quoted without any subindex, ie i0), as indicated by
above references. We have considered two QSO samples.
The one obtained directly from the EDR data archive (ie
just with specobj:specClass = 3) containing 4275 QSO’s,
which we call EDR/QSO, and the corrected public QSO
sample presented in Schneider et al (2002), which we
called SDSS/QSO and contains 3851 QSO’s. Almost all
SDSS/QSO is contained in EDR/QSO. SDSS/QSO con-
tains a handful of additional known radio QSO that are
missing in EDR/QSO. More importantly SDSS/QSO is
missing most of the low-redshift AGN (Mi < −23) and a
small number of narrow-line QSO included EDR/QSO.
Out of the EDR/QSO sample we impose two further
cuts: specobj:zStatus > 3 (to exclude failed or inconsis-
tent redshifts) and specobj:zConf > 0:7 (to exclude red-
shifts with condence less than 70%). In both samples
we restrict out analysis to z = 0:8 − 2:5 where the QSO
distribution is compact and homogeneous (the lower cut
avoids overlap with the galaxy sample). After these cuts
the main dierence between EDR/QSO and SDSS/QSO
are the few missing radio QSO and a few narrow-band
emission QSO’s. Over 97% of the QSO’s are the same and
have the same parameters. Both samples are supposed to
be photometrically completed to 16:5 < i0Q < 19:2 (Schnei-
der et al 2002).
Number counts and the redshift distribution are shown
in Fig4. Note the sharp break in the QSO number counts
at i0Q ’ 19. The short-dashed line shows a power law with
100:4m (which corresponds to  = 1 in Eq.[24]). As lens-
ing magnication should be negative for shallower slopes,
we cut the QSO sample to i0Q < 18:8 (which contains
950 QSOs) and use the i0Q > 18:8 data (which contains
650 QSOs) for comparison. Thus, unless stated otherwise,
QSO are selected with 16:5 < i0Q < 18:8, which for brevity
will be sometimes beb reered as i0Q < 18:8.
Left panel in Fig4 shows how the redshift distribution
for i0Q < 18:8 of EDR/QSO (histogram, with 2754 QSOs)
and SDSS/QSO (dashed line, with 2809 QSOs) are al-
1We will use z0, i0, r0, g0, u0 for ’raw’, uncorrected magnitudes, and z, i, r, g, u for extinction corrected magnitudes. For example, ac-
cording to Schlegel etal (1998) r0 = 18 corresponds roughly to an average extinction corrected r ’ 17.9 for a mean differential extinction
E(B − V ) ’ 0.03.
3most identical, with a mean redshift of zQSO = 1:67. Re-
sults for i0Q < 19:2 are very similar (with just higher sur-
face density). Here we will only present results based on
EDR/QSO. We have done all the analysis for SDSS/QSO
and nd identical results in all cases. We choose to present
EDR/QSO because it has been automatically produced (in
the same pipeline as the galaxies) and because we are not
concern with the astrophysical nature of QSO selection in
the sample but rather with having a well dened photo-
metric sample of distant objects.
Figure 1 compares the galaxy pixel maps i0 < 18:5 with
the QSO i0Q < 18:8 distribution in the same portion of
the sky (QSOs are the 2nd and 4th slices below the cor-
responding EDR/N and EDR/S galaxies). Figure 2 shows
a zoom over the central region of EDR/N with twice the
resolution. Note that there is no apparent correlation be-
tween between QSO and Galaxies. As we will see below,
most of the signal we are seeking for is hidden below the
pixel resolution of this map.
3. CORRECTING FOR GALACTIC EXTINCTION
Schlegel etal (1998) extinction maps have a signicant
dierential extinction E(B −V ) ’ 0:02− 0:03 even at the
poles. Thus, the extinction correction has a large impact in
the number counts for a x magnitude range. The change
can be roughly accounted for by shifting the mean magni-
tude ranges by the mean extinction. Despite this, extinc-
tion has little impact on clustering, at least for r0 < 21
(see Scranton etal 2001 and also Tegmark etal 1998). This
is fortunate because of the uncertainties involved in mak-
ing the extinction maps and its calibration. Moreover,
the Schlegel etal (1998) extinction map only has a 6’.1
FWHM, which is much larger than the individual galaxies
we are interested on. Many dusty regions have lamentary
structure (with a fractal pattern) and large fluctuations in
extinction from point to point. One would expect similar
fluctuations on smaller (galaxy size) scales, which intro-
duces further uncertainties to individual corrections. As
we are looking for a very low signal (of order of 1%) we
have to be very careful with any small systematic eects,
such as extinction.
The net eect of extinction is to produce a magnitude
absorption A which translates into on the galaxy surface




where  is the slope of the number density counts: N ’
10m as a function of magnitude m. If the absorption
A were a constant, this will would only change the mean
number density in a uniform way. Unfortunately extinc-
tion is highly variable and produces density fluctuations
in the sky:
A  A− < A >=  (A− < A >) (2)
We thus see that extinction will introduce spurious num-
ber density fluctuations in both the galaxy and the QSO
distributions:
G = G + sG A (3)
Q = Q + sQ A (4)
where G and Q stand for the total observed fluctuations
(as opposed to the intrinsic ones, G and Q) and sG and
sQ are constant numbers characteristic of each population.
From the above analysis we can see that extinction will in-
troduce articial cross-correlations between the galaxy and
QSO populations, even when they are intrinsically uncor-
related. 2 One can correct for this type of eects by using
the absorption maps. Given all three maps ( A, G and
Q) we can calculate the cross-correlations:
< G A > = sG < 2A > (5)
< Q A > = sQ < 2A > (6)
< G Q > = < G Q > +sG sQ < 2A > (7)
where we have assumed that the intrinsic galaxy and QSO
positions are uncorrelated with extinction. We thus have:
< G Q >=< G Q > +
< G A >< G Q >
< 2A >
(8)
where < G Q > is the intrinsic cross-corrlation (eg from
cosmic magnication). As we can measure all < G A >,
< Q A > and < 2A > from the maps, the above expres-
sion allow us to correct the galaxy-QSO cross-correlation
for extinction. The results for this quantities are shown
in the left panel of Fig.5. Note how < 2A > (shown as
closed squares) is quite flat. This is due to the lack of res-
olution on scales  < 100. On larger scales, Schlegel etal
(1998) nd that the angular spectrum of their absorption
maps t well P (k) / k−2:5 at all scale which corresponds
to < 2A >/ +0:5, so that fluctuations grow only slowly
with scale.
Fig.5 shows the prediction in Eq.8 as a continuous line,
which is close to 2% for the top case (in all cases we are us-
ing i < 19 pixel maps for both QSO and Galaxies). As can
be seem in the gure, when we correct the magnitudes for
extinction (top panel) the correction is larger than when
we use raw (uncorrected) magnitudes (shown in the mid-
dle panel). This is surprissing, and basically indicates that
we are overcorrecting for extinction which introduces cor-
related fluctuations in the QSO and galaxy maps.
This is illustrated in the right panel of Fig.5 where we
show the galaxy-QSO cross-correlation wGQ for maps with
extinction corrected magnitudes i < 19 (closed squares)
with wGQ for maps with raw i0 < 19 (open squares). The
dashed line shows again wGQ with extinction corrected
magnitudes after substracting the correction in Eq.8 (ie
continuous line in the top left panel of Fig.5). The agree-
ment is quite good indicating that there is only marginal
contamination of extinction in wGQ when we use raw mag-
nitudes (in agreement with the middle left panel of Fig.5).
We will therefore use only raw magnitudes from now on.
These results gives us some condent that we can con-
trol this type of contamination in wGQ (and also provides
a further test to our cross-correlation codes).
2A similar argument can be made for other systematics, such as seing variations.
4Fig. 1.— Comparison of equatorial projections maps. The top two slices correspond to galaxy (top) and QSO’s in SDSS EDR/S (2.5 60
sqr.deg). The bottom two slices shows Galaxies and QSO’s in SDSS EDR/N (2.5 90 sqr.deg).
Fig. 2.— Zoom over the central part of the SDSS EDR/N (bottom slices in previous Figure). The pixel size is 3 arc-min.
Fig. 3.— Pixel maps of equatorial projections of galactic absorption (from Schlegel etal 1998) and EDR/SDSS mask of pixels with less
than 0.2 mag extinction in i0 and less than 2” seeing.
5Fig. 4.— Left: QSO number counts per unit magnitude and square degrees for different redshift beans. Right: Redshift distributions for
the EDR-QSO sample (continuous line) and the main complete-QSO sample (dashed lines).
6Fig. 5.— Left Panel: The density variance in the extinction < δ2A > (closed squares), compare with galaxy-extinction the cross-correlation
< δG δA > (open circles) and the QSO-extinction cross-correlation < δQ δA > (closed circles), smoothed over cells of radius θ. The contin-
uous line shows the contamination in the galaxy-QSO cross-correlation as predicted by Eq.8. The top, middle and bottom panel correspond
to extinction corrected magnitues, uncorrected magnitudes and results for uncorrected magnitudes and extinction and seing mask. Right
Panel: galaxy-qso cross-correlation wGQ as a function of cell radius θ, for objects selected with extinction corrected magnitudes i
 < 19
(closed squares and continuous line) and raw magnitudes i0 < 19 (open ciecles). The dashed line shows the prediction in Eq.8 using < δ2A >,
< δG δA > and < δQ δA > cross-correlations.
73.1. Extinction and seeing mask
Following Scranton et al (2002), pixels (in 6’ resolution)
with larger mean seeing or larger mean extinction than
some threshold value are masked out from our analysis.
The nal mask is the product of this seeing and extinction
mask (ie shown in Fig3) by the sample boundary (shown
in Fig??). We have tried dierent thresholds following
the analysis of Scranton et al (2001). As a compromise
between precision and area covered and unless stated oth-
erwise, we use 0.2 maximum extinction and seeing better
than 1.8 arc-sec for r0 < 22 and i0 < 19. For r0 < 19 we
relax the seeing cut to 2 arc-sec to include more galax-
ies. For these brighter galaxies 2 arc-sec provides very
good photometry for clustering analysis (see Scranton et
al. 2001).
Bottom left panel in Fig.5) shows the cross-correlation
results after applying the extinction mask over raw i0 < 19
magnitudes. The resulting contamination in wGQ is ne-
glegible.
4. CROSS-CORRELATION MEASUREMENTS
For our statistical analysis, we will use moments of
counts in cells, eg the variance:
wGG() =< 2G() > (9)
where G  nG= < n > −1 are number density fluctua-
tions on cells of size  (larger than the pixel map resolu-
tion) and < n > is the mean number of galaxies in the
cell. The average < ::: > is over angular positions in the
sky. We follow closely Gazta~naga (1994, see also Szapudi
etal 1995) and use the same software and estimators here
for the SDSS. This software have been tested in dierent
ways and the results conrmed by independent studies (eg
see Szapudi & Gazta~naga 1998).
For the cross-correlation we use:
wGQ() =< G()Q() > (10)
Note that this dierent from the 2-point cross-correlation:
w2(12) =< G(1)Q(2) >, where 12 = 2 − 1. In our
case, both cells are at the same location in the sky, and
the scale dependence comes from changing the cell size.
In fact, wGQ is just an area average over w2, and it’s am-
plitude at scale  is typically 20− 30% higher that w2 at
12 ’ =p (see Fig.1 in Gaztanaga 1994). Also note that
shot-noise cancels out for cross-correlation wGQ, but not
for wGG and wQQ where the variance needs to be shot-
noise corrected (eg Gaztanaga 1994).
We will also measure the galaxy-galaxy-QSO 3rd order
moment:
wGGQ() =< G()G()Q() > (11)
and the galaxy-galaxy variance around QSOs:
wGG;Q() =< G()G() >QSO (12)
The extra or excess variance is dened as (MBM02):
()  wGG;Q() − wGG() (13)
which turns out to be a measure of the 3-point function
wGGQ()  () (Fry & Peebles 1980, MBM02).
The above statistical quantities have been proposed for
galaxy-QSO studies by MBM02. Menard et al. (2002) also
argued that this are the right estimators to improve the
accuracy of the comparison with the weak lensing predic-
tions.
Errors are obtained from a variation of the jackknife
error scheme proposed by Scranton et al (2001, Eq.[10]).
These errors has been shown to be reliable when tested
against simulations in Zehavi et al (2002) and have the
great advantage of being model independent. We also es-
timate the covariance matrix in this way (Zehavi et al.
2002):
Covar(1; 2) < wGQ(1) wGQ(1) > (14)
In our implementation we use N = 20 (but we have also
tried N = 10 and N = 40) independent subsamples of
equal size.
4.1. Variance in the galaxy-QSO correlation
The top left panel of Figure 6 compares the mea-
sured values of wGQ() for the dierent magnitude bins
in r0 = 19; 20; 21; 22 with g0 = 22 and i0 = 22. All cases
are roughly consistent with each other. Dierences will
be studied in section x5, the point here is that there is
a signicant signal in all bands. Bottom left panel com-
pares wGQ() when we separate the QSO in high and low
redshifts. All cases on the left panels correspond to maps
with no extinction mask.
The top-right panel shows in more detail the results for
r0 < 19 (z ’ 0:15) and for i0 < 22 (z ’ 0:35). The
later have been shifted in angular scale (up by ’ 2:2)
to match the r0 < 19 depth. Closed triangles show the
i0 < 22 results after randomize the angular position of the
galaxy counts-in-cells. This provides a test for our code
and statistics as we expect wGQ = 0. This is exactly what
is found within the errorbars.
The bottom-right panel in Figure 6 shows the of the co-
variance matrix Eq.?? for 1 = 0:5 (continuous line) and
1 = 1:0 (dashed line) from the jackknife estimator with
N = 40 (values for N = 10 are comparable but the scatter
is larger). As shown in the Figure the dominant contribu-
tion comes from the diagonal terms. This is because we
are using well separated bins (each cell is 4 times larger
than the previous one). We neglect the o-diagonal er-
rors in a rst interpretation of the data, but we note that
a stronger covariance arrises from bins 2 < 1 than for
2 > 1.
All cases on the right panel of Figure 6 correspond to
maps with extinction 0.2 and 2" seing mask for r0 < 19
and 1.8" seing mask for i0 < 22 (and i0Q < 18:8).
Assuming no covariance, the signicance of the detec-
tion (against zero correlation) for the rst 4 points in top-
right panel of Figure 6 is about 4-sigma in r0 < 19 and
8-sigma in i0 < 22.
4.2. Faint and Bright QSOs
Bottom left panel in Figure 7 shows a comparison of the
results in the EDR/N and EDR/S slices with the com-
bined sample. The agreement is good within the errors,
with slightly stronger signal in EDR/S.
8Fig. 6.— Top Left panel: QSO-galaxy cross-correlation wGQ (symbols with error-bars) for different galaxy samples. Bottom Left
panel: wGQ for r
0 = 22 galaxy sample for different redshift bins in the QSO sample. Top Right panel: Circles and squares with error-bars
show galaxy-QSO cross-correlation wGQ for r
0 < 19 (z ’ 0.15) and for i0 < 22 (z ’ 0.35). Closed triangles show wGQ in i0 < 22 when we
randomize the galaxy counts. Bottom panel: Covariance Covar(θ1, θ2) for θ1 = 0.50 (continuous line) and θ1 = 1.00 (dashed line) as a
function of θ2.
9Fig. 7.— Top Left panel: galaxy-QSO cross-correlation wGQ for i
0 < 22 Galaxies with different QSO sub-samples: 16.5 < i0Q < 18.3
(closed squares), 18.3 < i0Q < 18.8 (closed triangles) and the combined 16.5 < i
0
Q < 18.8 (open circles). Bottom Left panel: Comparison
of the mean wGQ (open circles) with the values in the North (closed squares) and South (closed triangles) Galactic EDR subssmples (in all
cases i0 < 22 Galaxies and i0Q < 18.8 QSOs). Right panel: Qso-galaxy cross-correlation wGQ (symbols with error-bars) for i
0 < 22 Galaxies
with different QSO sub-samples: 16.5 < i0Q < 18.8 (open circles) and 19.0 < i
0
Q < 19.3 (closed circles).
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Top left panel in Figure 7 shows how he masked i0 < 22
Galaxies cross-correlated with QSO subsamples cut at dif-
ferent i0Q < 18:8 bands. All results agree well within the
errors with stronger signal for the brighter QSO.
Left panel in Figure 7 compares wGQ (for masked i0 < 22
galaxies) for our nominal 16:5 < i0Q < 18:8 with the
faintest QSOs in EDR/QSO: 18:8 < i0Q < 19:2. Note how
the fainter QSO sample (closed circles) show no signicant
cross-correlation. In fact we nd a (non-signicant) detec-
tion of anti-correlation at the 2− 3% level. This result is
in fact expected (see x5 below) if the cross-correlation is
truely due to weak-lensing as  < 1 for this faint sample,
see Fig.4.
4.3. Comparison to galaxy-galaxy variance
Fig.8 summarizes the main observational results in this
paper. We compare wGQ() (open circles) and wGG()
(closed triangles) for bright i0Q < 18:8 QSOs with faint
(r0 < 17) and bright i0 < 22 galaxies samples. The dotted
line shows (for comparison) a powe-law −0:7.
All data is tted with power-laws taking into accoun the
errors (and neglecting the covariance). We nd:
GG  d log wGGd log() =
 −0:71 0:02 z ’ 0:15
−0:63 0:02 z ’ 0:35 (15)
GQ  d log wGQd log() =
 −0:83 0:17 z ’ 0:15
−0:97 0:20 z ’ 0:35 (16)
4.4. The Skewness














where wGG;Q is the galaxy variance around QSOs. It is
expected that both quantities, S03 and S

3 , should roughtly
agree on large scales. In fact, when shot-noise can be ne-
glected S3 = S
0
3− 1 (see MBM02). Within the errors this
relation is in good agreement with Fig.9.
A t of a constant skewness to our data gives:
S03 =

18:6 5:7 z ’ 0:15
11:7 5:1 z ’ 0:35 (19)
We have used the masked maped with 0:2 reddening and
2" seeing. Results for other choices of the mask parameters
are very similar.
5. COMPARISON WITH PREDICTIONS
5.1. Projection and lens magnication
To simplify notation, and without lost of generality, we
will give all expression for a flat universe, Ωm + Ω = 1,
where the comoving angular distance r() equals the ra-
dial comoving distance  (see Bernardeau, Van Waerbeke
& Mellier 1997, Moessner & Jain 1999, for the general
case). Also by default we use Ωm ’ 0:3 which is in rought
agreement with current observations.









1− Ωm + (1 + z)3Ωm (20)
which can be used to map  = (z) and z = z(). For
z ’ 0:15 we nd a mean  ’ 430 Mpc/h, while z ’ 0:35
we have  ’ 960 Mpc/h.




d WG() G(; ) (21)
where H is the distance to the horizon and  refers to
either the angular position in the sky or the radius of a
circular cell in the sky. In the later case, which is the one
we will study,  is smoothed over a cell or radius  (a cone
in the sky). The galaxy selection function function WG()
corresponds to the probability of including a galaxy in the






dz nG(z) = 1 (22)
where n(z) is the normalized redshift distribution.
On the other hand, fluctuations in the flux limited QSO
induced by weak lensing magnication, , can be express
in terms of the weak lensing convergence K:
() = 2 (− 1) K() (23)
where  is the slope of the QSO number counts N(>
m)  100:4  m. In our sample we nd a least square t
of  ’ 2:03  0:03 in the range 18 < mi < 19 (shown
as continuous line in Fig.4). The convergence is given
by a projection over the radial matter fluctuation (; ),
that acts as a lens. This projection is an integral over the
lensing magnication eciency, E(), a geometrical factor
’ Q−Q that depends on the QSO Q radial distribution




d E() (; ) (24)
where












and WQ() is given by the normalized probability to in-






dz nQ(z) = 1 (26)
As noted in Bernardeau, Van Waerbeke & Mellier
(1997), the crucial dierence between galaxy projection
in Eq.[21] and lensing magnication in Eq.[24] is that E
is not normalized to unity. Thus, besides the projection
eect, which can be modeled as an stochastic selection
11
Fig. 8.— Galaxy-galaxy (opned circles) and galaxy-QSO (closed triangles) correlation in for bright (left panel) and faint (right panel)
Galaxies. Dotted-line shows θ−0.7, dashed-lines are power-law fits to the data.
Fig. 9.— Pseudo-Skewness Eq.[17] as a function of θ. Square (circles) correspond to zbar ’ 0.35 (zbar ’ 0.35). Continuous lines in each
case correspond to the excess skewness Eq.[18].
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function, we have an overall re-scaling of fluctuation am-
plitudes (this have been used in Gazta~naga & Bernardeau
1998 to produce simple weak-lensing simulations). Fig-
ure 10 compares E(z)=E(z) with nG(z) and nQ(z) for the
QSO and galaxy samples in our analysis. For QSOs the
redshift distribution is the one measured in the EDR/QSO
16:5 < iQ < 18:8 sample, while for galaxies we show the
predictions in Dodelson etal (2001).
5.2. Mass-mass and galaxy-galaxy correlations
Consider the case of power-law correlations: (r) =(
r0
r
γ or P (k)  kn, with γ = n + 3. In current mod-
els of structure formation n or γ vary only smoothly with
scale, so this should be a good approximation if we limit








where 20:2 refers to the non-linear amplitude of mass fluc-
tuations on scales of 2Mpc=h. In this regime, and the
within the small angle approximation( eg see x7.2.1 in
Bernardeau etal 2002), the variance of the projected mass
fluctuations can be expressed as:
w2() < 2() >= 20:2 A 1−γ (28)
where
A = A(γ) = B(γ) Tγ W 2G (29)
B(γ)  (3− γ) (4− γ) (6− γ) Γ(γ=2− 1=2)Γ(1=2)
5γ 23−γ 9 Γ(γ=2)
Tγ is a geometrical factor of order unity (Tγ ’ 0:7 − 0:8)











1 + x2 − 2x cos 1−γ2 ;
(30)




d W 2G() 
1−γD2(z) (31)
where D(z) accounts for the redshift evolution of the cor-
relation function: eg in the linear regime D(z) is the lin-
ear growth factor, in the stable clustering regime D2(z) =
(1 + z)−3.
The galaxy-galaxy variance, assuming Eq.[A4], is:
wGG() < 2G() >= b2 20:2 AGG 1−γ−2γb (32)
where AGG is the same as A in Eq.[29] for the new slope:
AGG = A(γ + 2γb).
5.3. QSO-QSO and galaxy-QSO correlations
We next want to estimate the galaxy-QSO cross-
correlation. We express the angular QSO fluctuations as:
Q() = IQ() + () (33)
where IQ() stands for the intrinsic fluctuations while
() are fluctuations induced by magnication bias.
Neglecting the QSO (source) and matter (lens) cross-
correlation (which is negligible given the large radial sepa-
rations), the observed QSO variance has two contributions:
wQQ() < Q() Q() >= wIQQ() + w() (34)
where:
w() < 2() >= 20:2 AQQ 1−γ (35)
with:





The above expressions can be used, for a known magni-
cation, to separate the intrinsic from the apparent QSO
clustering.
The QSO and galaxy populations are well separated in
radial distances so that we can neglect the intrinsic cross-
correlation < G() IQ() >. We then have:
wGQ() < G() Q() >=< G() () > (37)
so that using Eq.[24] we nd:
wGQ() = b 20:2 AGQ 
1−γ−γb ; (38)
with:




d WG() E() 1−γ−γbD2(z)
5.4. Measure of bias and matter fluctuations
The combination galaxy-galaxy and galaxy-QSO cross-
correlation will allow us to break the intrinsic degeneracy
between biasing and matter fluctuations, eg between b0:2
and 0:2 as measured by galaxy surveys alone. Here, we
propose to measure the four parameters that characterize
bias and matter fluctuations in a narrow range of scales
(the power-law approximation). These parameters are 20:2
and γ for the variance in non-linear mass fluctuations (eg
Eq.[27]) and b, γb for the bias function as desribed in the
Appendix, eg Eq.[A4].
We can estimate these four parameters, 0:2, b0:2, γ and
γb, from the angular observations of galaxy-QSO correla-
tions in the following way. We rst take the measured
logarithmic slopes of wGG and wGQ in Eq.[15]-[16] from a
t to the data in Fig.8, to nd the intrinsic matter slope
γ and bias scale dependence γb:
γ = 1 + GG − 2GQ (40)
γb = GQ − GG (41)














Fig. 10.— The dotted line show the predicted galaxy redshift distribution nG(z) (divided by 3 to be on scale) for zm = 0.35 (right panel),
which corresponds to r0 < 22 and i0 < 22) and for zm = 0.15 (left panel), which corresponds to r0 < 19). The continuous line shows the
normalized QSO redshift distribution nQ(z) as measured in EDR/QSOs. Short-dashed line is the lensing magnification efficiency E(z) for the
shown nQ(z). The long-dashed line corresponds to
p
(nG(z) E(z)) which corresponds to the efficency of galaxy-QSO cross-correlation.
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Fig. 11.— Left Panel: Values of b/r deprojected from the ratio wGG/wGQ assuming a constant, but stochastic, bias. Right Panel:
Values of b0.2 and σ0.2 deprojected using Eq.[42], as a function of scale.
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If the power-law model is a good approximation these val-
ues should not be a strong function of scale. This will
provide a consistency test for our power-law approxima-
tion.
5.5. Scale dependence bias
Left panel of Fig.11 shows b=r dened in Eq.A13
and deprojected from the data at each point as b=r =
wGG=wGQAGQ=AGG, ie assuming that b=r is scale inde-
pent (ie γb = 0). Each point is shown at scale correspond-
ing to the mean depth in the sample . The resulting
values of b=r show a tendency to increase with scale, which
means that γb = 0 is not such a good approximation.
Right panel of Fig.11 shows the recovered values of 0:2
and b0:2 as a function of scale given the prescription in
Eq.[42]. The recovered are quite flat in good agreement
with the power-law assumtion.




1:95 0:34 z ’ 0:15
2:32 0:40 z ’ 0:35 (43)
γb =
 −0:12 0:17 z ’ 0:15
−0:35 0:20 z ’ 0:35 (44)
The mean values from right panel of Fig.11 give:
b0:2 =

0:10 0:03 z ’ 0:15
0:09 0:03 z ’ 0:35 (45)
0:2 =

357 84 z ’ 0:15
382 109 z ’ 0:35 (46)
These values assume that clustering is xed in comov-
ing coordinates. Values for other clustering evolution, ie
 6= 0, can be approximately obtained by scaling this value
with the (1 + z) model:
D2(z) ’ (1 + z)−(3+) (47)
6. DISCUSSION
6.1. The standard LCDM picture
In the non-linear regime dark-matter (CDM) numeri-
cal simulations typically nd that on cluster scales (r ’ 0:1
Mpc/h) the non-linear variance of density fluctuations is
NL ’ 102L, where L stands for the linear value (com-
pare continuous line with short-dashed line in left panel
of Figure12). Moreover NL ’ R−1 ( NL ’ R−3=2 at
the non-linear transition) which is typically steeper than
the linear values NL ’ R−1=2 ( NL ’ R−1 at the non-
linear transition). This behaviour is reproduced by the
non-linear tting formulaes (eg Peacock & Dodds 1996)
and have been extensively used in weak-leansing predic-
tions (eg Baterlmann & Schneider 2001, Benitez et al.
2001). For the galaxies, the predictions vary from model
to model but one can typically nd G ’ L for blue (Late-
type) galaxies and up to G ’ 10NL for the red (Early-
type) population. This gives a range b ’
q
G=NL ’ 0:1
and b ’ 10. This is also in rough agreement with the esti-
mations in galaxy surveys (eg Hamilton & Tegmark 2000).
We will call this the standard LCDM picture for non-linear
galaxy and mass evolution (see Cooray & Sheth 2002 for
an excellent review on all the above statements).
In terms of the variance most of these features can be
summarized in the left panel of Figure 12, which is a ex-
panded version of Fig.11 in Gazta~naga (1995). Note how
APM galaxies seem to be anti-bias on small scales with
respect the LCDM model, something that seems to be
compatible with dierent models of galaxy formation (eg
Jenkins etal 1998, Sheth et al 2001 and references therein).
6.2. Weak lensing magnication
If we take the detected galaxy-QSO cross-correlation sig-
nal as being purely dued to weak lensing, we nd impor-
tant challenges for the above picture, even in the orders
of magnitude involved. These are sumarized in left panel
of Fig.??, which shows the recovered mass variance un-
der the power-law approximation. We nd b ’ 0:1 (which
seems to agree with the above blue galaxy model above)
but with NL ’ 104L, so that G ’ 102L (in agreement
with observations and with the standard idea that b ’ 1
when we take NL ’ 102L).
We also nd some evolutionary trends. First of all, we
nd NL ’ R−2 which is stipper (3 sigma signicance)
than in the standard LCDM picture. At higher redshifts
(z  0:35) the slope seems slightly stipper NL ’ R−2:3,
as expected if we assume that on average there are lower
mass halos at higher redshifts, and therefore stipper pro-
les (see Navarro, Frenk & White 1996). But note that
this stippening with redshift is not very signicant. Obvi-
ously, the slope of the galaxy G distribution is the same
as in the standard LCDM picture (as these are direct ob-
servations that we also reproduce in our analysis).
The measured values of the amplitude today 0:2 ’ 360
is about 100 times larger that expected in the standard
LCDM picture above (although this depends stronly on
the particular cosmology). The signicance of this result
is about 4-sigma.
The biasing amplitude b at 0:2 Mpc/h remains constant
b ’ 0:1 with redshift. The null hypotesis of b = 1 is ruled
out at a large signicance. The slope γb seems to become
more negative at z  0:35 (only 1-sigma eect), which
partialy masks the stippening of the density proles as we
increase the redshift.
On weakly non-linear scales, the shape of the galaxy 3-
point function and bispectrum can be used to determine b
with indepence of the underlaying spectrum. This was rst
proposed by Frieman & Gaztanaga (1994) and Fry (1994),
folowing the ideas in Fry & Gaztanaga (1993). Recent
measurements (Gaztanaga & Frieman 1999, Scoccimarro
etal. 2001, Verde et. al 2002) nd b ’ 1 at scales > 10
Mpc/h. In fact this value is not in contradiction with the
values above as the bias seems to increase with scale, which
extrapolates well to b ’ 1 at ’ 10 Mpc/h.
The above dicussion did not assume any model for the
primordial spectrum or its subsequent evolution, but as-
sumed a flat geometry with Ωm = 0:3. This aects both
the proyection and the amplitude of the lensing magni-
cation. The geometry enters in both the lensing and the
galaxy projections and should therefore cancel out to some
extend for b, but not quite for NL which is estimated from
ratio w2GQ=wGG. Thus we expect our estimations of b to
16
Fig. 12.— Left panel: Comparison of the linear (continuous line) and non-linear (open squares) variance in the ΛCDM simulations with
that in APM Galaxies (squares with error-bars), see Fig.11 in Gaztan˜aga (1995). Dashed lines shows the non-linear fitting formulae of Smith
etal (2002). Right panel: Comparison of the linear (continuous line) and non-linear (dashed line) variance in the ΛCDM model with that
from the APM Galaxies (open squares with error-bars) and SDSS Galaxies ( open circles with error-bars). Closed circles and triangles show
the non-linear variance reconstructed from the galaxy-QSO correlation in the EDR/SDSS at z ’ 0.15 and z ’ 0.35 (scaled to z = 0 under
stable clustering). The dotted line shows the non-linear variance for a steep neff ’ 0.92 initial spectrum.
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scale with ’ Ωm0:3 and NL as ’ ( 0:3Ωm )1:5 (see Bernardeau
et al. 1997). Thus if Ωm ’ 1 this would produce b ’ 0:3
and 0:2 ’ 158. These values are closer to the standard
LCDM picture above but still unconfortably far from it.
Moreover they represent an inconsistency in the value of
Ωm.
If the standard LCDM picture fails on these small scales,
is there any possible alternative?
6.3. Stable clustering
The amplitude of NL at 0:2 Mpc/h follows nicely the
stable clustering regime (structures are decoupled from the
Hubble expansion):  ’ (1+ z)−(3+), with  ’ 0, indicat-
ing that indeed clustering could be dominated by the halo
prole (1h) rather than by the relative distribution of halo
pairs (2h term in Eq.[86] of Cooray & Sheth 2002). The
fact that the recovered amplitues at redshifts z1 ’ 0:15









does not involved any parameter tting and is non trivial
given that the raw observed correlation at dierent red-
shifts are quite dierent (eg see Fig.[8]). In other words,
there is no reason to expect any systematic eect to mimic
this redshift dependence. Note that both in the linear
regime L ’ D20 and in the stronly non-linear regime,
this ratio should be independent of the amplitude 0 of
the primordial spectrum. The fact that is good agreement
with stable clustering on scales where clusters have col-
lapse is not surprising.
There is another aspect to stable clustering, which is
related to the scale dependence of the correlations. Pee-
bles (1980) have shown that in the stable clustering for a
power-law initial spectrum L  R−(n+3) (where n is the
index of the linear spectrum P (k) sin kn), the non-linear





In the LCDM models n ’ −1:5 on non-linear scales so
that one would expect γ ’ 1:3. Smith etal nd that N-
body simulations in fact fall a bit short of this prediction,
with γ ’ 1:0. For other values of n they nd that γ in-
creases with the steepness roughtly as predicted by the
stable clustering, but the measure γ always fall a bit be-
low the stable clustering prediction in Eq.49 (see Fig. 9
in Smith etal 2002). It should be noted that the agree-
ment seems to improve for stip slopes: ie at n = 0 Smith
etal (2002) nd γ ’ 1:7 while Eq.[49] gives γ = 1:8 , and
also that Eq.[49] might be valid for stronger non-linearities
(or smaller scales) than tested in the Smith et al (2002)
simulations.
Thus value we nd from the galaxy-QSO data, γ ’ 2,
indicates n ’ 1 in Eq.49. This value is very dierent from
what is expected in the standard LCDM picture. But we
will now show that in fact, for such stip initial spectrum
normalized to 8 ’ 1, one expects the non-linear ampli-
tude to be 0:2 ’ 360, just as found in the our interpreta-
tion of the galaxy-QSO correlations.
6.4. Non-linearities and halo model
One of the possible origines of the discrepancy that we
nd with the standard LCDM picture on small scales is the
modeling of the non-linear variance NL. Based in the sta-
ble clustering ideas, Hamilton et al (1991) proposed that
the non-linear variance should be a x universal function
fNL of the linear variance once we identify the adecuate
maping of linear to non-linear scales: NL ’ fNL(L).
Under stable clustering NL  a3 while L  a2, which
implies that NL ’ 
3=2
L . These transformations were
generalized to the power spectrum and to models with
Ω 6= 1 by Peacock & Dodds (1994, 1996) and Jain, Mo &
White (1995) to provide phenomenological tting formu-
laes for non-linear clustering which have since been widely
used. The range of validity and the accuracy of these ini-
tial ansatze was largely overestimated and, when looked
in detailed, there appears to be a fundamental problem
in getting a universal t that works for scale dependent
models (see Baugh & Gazta~naga 1996, Smith etal 2002).
A more recent realization of this idea involves the dark
matter halo approach (see Cooray & Sheth 2002 for a re-
view) which assumes that the density eld can be modeled
by a distribution of clumps of matter (the halos) with some
density prole. The large-scale clustering of the mass in
the linear (and weakly non-linear) regime is given by that
of the correlation between halos, which should trace the
linear (and weakly non-linear) perturbation theory predic-
tions, while the small-scale clustering of the mass arrises
from a convolution of the halo density prole with itself.
Thus in this model the results from weak-lensing in Fig.12
mostly traces the halo proles.
Smith etal (2002) present new versions of the univer-
sal non-linear tting formulae fNL that incorporate these
new ideas. The new formulae seems to performed very
well againts the Virgo N-body simulations. For the LCDM
model, the comparison involves scales up to k ’ 20 h/Mpc,
which correponds to R ’ =k ’ 0:16 Mpc/h, compara-
ble to the ones of interest here. We will therefore used
this new formulae for fNL (as implemented in the sofware
made publicly available in Smith etal 2002), to compare
to our results. As a rst test, left panel Fig.?? shows
the Smith etal (2002) non-linear prediction (dashed-line)
againts our Nbody results from LCDM simulation (opened
circles), The agreement is excellent and does not involve
any parameter tting. It should be noted that the dier-
ences with previous tting formulaes (eg Peacok & Dodds
1996) in this particular case are small. This is important
as it means that LCDM predictions for galaxy-QSO cross-
correlations on non-linear scales in the literature should
be correct and we need to look elsewhere for the origen of
the found discrepancy.
The eective spectral index neff and curvature C of
the spectrum in our  CDM simulation (Γ ’ 0:2, 8 = 1,
Ωm = 0:3 and Ω = 0:7) on the non-linear scales k are:
neff = −1:5 and C = 0:39 and k = 0:27 h/Mpc in
good agrrement with the ones in the CDM model used
in Smith etal (2002). Thus the non-linear modeling of the
standard LCDM picture seems to be well understood and
is given by the dashed line in Fig.12.
As can be seem in the right panel of Fig.12 the weak-
lensing predictions show a very stip non-linear variance,
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γ ’ 2, which in the context of stable model or direct sim-
ulation (see x6.3 above) can be interpreted as indication
of a stip linear spectrum neff ’ 0:9 − 1:0. This stip lin-
ear spectrum can be obtained from the Smith etal (2002)
formulae by using a large eective value of the shape pa-
rameter Γ. For example, Γ = 100 (8 = 1, Ωm = 0:3 and
Ω = 0:7) produces neff = 0:92 , C = 0:09 and k = 0:62
h/Mpc. This prediction is shown as a dotted-line in left
panel of Fig.12. The agreement with the weak-lensing val-
ues is quite good. Note that, once we x the slope (from
the same measurements) the only free parameter is 8,
which we take to be 8 = 1 for consistency with other
observations (eg Tegmark & Zaldarriaga 2002 and refer-
ences therein) and with the higher order correlations (see
Bernardeau etal 2002 and references therein)
This means that in fact, that shape and amplitude for
NL that we nd from weak-lensing are compatible with
the general picture of non-linear evolution of clustering
and with the 8 = 1 normalization. Under this assump-
tions the dierence with the standard LCDM picture will
be that the linear spectrum on small (non-linear) scales
has to be stipped than in the LCDM model. As this is not
strongly constraint by other observations (see below), the
contradiction can be resolved.
6.5. Skewness and Ωm dependence
Other alternatives to the above considerations on non-
linear modeling are to change the value of Ωm and Ω
but keeping neff ’ −1:5 (eg with a low shape parame-
ter). Open models with Ωm ’ 0:01 have more power on
small scales, just as we need to explain the data. This does
not seem to work for two reasons. First, becase when we
lower Ωm the weak lensing signal becomes smaller which
translates into a higher value of the recovered mass NL.
Second, because the non-linear slope γ is too low compare
to the weak-lensing reconstruction.
Bernardeu et al (1997) predicted S3 ’
−40Ω−0:8m zQSO −1:35 for the convergence skewness S3 in
the LCDM model. One should roughtly expect S03 ’ −S3,
so that a direct comparison with Eq.[19] using our mean
zQSO = 1:67 yields Ωm ’ 1:08 −0:31+0:65. This is high and
about 3 sigma out of the currently favoured value of
Ωm ’ 0:3 (eg Tegmark & Zaldarriaga 2002 and references
therein). Note nevertheless that is is just a very rough
comparison. A more direct comparison can be made to
Fig.3 in Menard, Bartelmann & Mellier (2002), which
corresponds to zQ ’ 1:5. Again here, the values for S03
in Eq.[19] favour the Ωm ’ 1 and seem about 3-sigma
away from the Ωm ’ 0:3 value. The predictions are in-
sensitive to the linear (scale dependence) bias and the
amplitude and shape of the linear mass spectrum. But
note that they are quite sensitive to linear spectrum neff
of fluctuations on non-linear scales as they relay on the
so-called saturation value in hyperextended perturbation
theory (Scoccimarro & Frieman 1999). If we change the
value from neff ’ −1:5 to neff ’ 1, as suggested by the
non-linear slope γ (see x6.3 above) then we get a value
for S3 which is about 5 times smaller. We thus have
S3 ’ 8Ω−0:8m zQSO −1:35 which now yiels:
Ωm ’ 0:15 −0:05+0:08 (50)
in better agreement with the LCDM cosmology.
6.6. Unrealistic or correlated errorbars?
We slice the data, as displaced in Fig.??, in N RA bins
(horizontal direction in the Figure). Because of the mask,
this results in sub-samples with dierent shapes and holes,
which increases the sample-to-sample scatter. Thus we be-
lieve that this approach is conservative and slightly over-
estimates the error-bars. We have tested this idea with
the APM (Maddox et al. 1990) pixel maps.
We compare the jackknife error over a given slice out of
the APM Map against the scatter from dierent slices (the
APM can t over 20 EDR slices). The jackknife error is
comparable to the zone to zone scatter on scales large than
a few arc-minutes (where the mean density of galaxies in a
cell is larger than unity), but is about a factor of 3 larger
than the zone to zone errors on the smallest scales (dom-
inated by shot-noise fluctuations). We do not attempt to
correct for this, but rather take the conservative approach
of using the jackknife error. This means that in principle
the signicance of the analysis presented below can be im-
proved with a more sophisticated treatment of errors (eg
see Szapudi & Colombi 2000).
Beside of this dierence there is an overall shift in the
amplitude due to large scale (sample size) density fluctu-
ations, which is not taken into account by the jackknife
error. The amplitude of this eect is comparable to the
jackknife error on 20’ scales. This is similar to an overall
calibration error (and indeed corresponds to the uncer-
tainty in the value of the mean density over the whole
map). We take this into account by adding and overall
calibration error on top of the statistical error.
Other than this, the covariance shown in bottom-right
panel of Figure 6 seems to be dominated by the diagonal
terms and we have neglected it.
6.7. Variable obscuration from the galaxy
Could this result be caused by small scale variations
from obscuration in our galaxy? In x2 we have shown that
large scale extinction is not aecting our results. There is
a small but signicant anti-correlation of the SDSS/EDR
galaxy and QSO maps with Schlegel etal (1998) which in-
duces an articial galaxy-QSO cross-correlation. We have
shown how this eect disappears when using an extinc-
tion mask. But Schlegel etal (1998) maps have a FWHM
of  = 60, while we measure correlations below  = 10.
Could our cross-correlation be caused by extinction at
smaller scales? The spectrum of extinction fluctuations as
measured by Schlegel etal (1998), P (k) / k−2:5 at scales
from ’ 6 arc-min to ’ 30 degrees. , indicates that the
amplitude of density fluctuations induced by absorption
< 2A >/ +0:5 grows slowly with scales. Thus extinction
produces larger galaxy-QSO artifacts on larger scales.
Extrapolating these spectrum to smaller scales should
produce smaller contributions than the ones we have al-
ready estimated. In summary, the detected galaxy-QSO
cross-correlation have therefore the wrong amplitude and
the wrong shape to be explained by galactic extinction.
6.8. Comparison with other results
Are our results in contradiction with other measure-
ments of the mass or of the bias? On these scales we have
measurements of the spectrum from Ly-alpha (Croft etal
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2002), but they are mostly sensitive to the linear regime, as
they correspond to higher redshifts. Weak lensing results
(Hoekstra etal 2002) seem to agree well with the standard
LCDM picture above, and therefore seems at odds with the
results presented here. In particular, compare b=r ’ 1 in
Fig.[6] in Hoekstra etal 2002 with our b=r ’ 0:1 in Fig.11,
which are both obtained under the same denitions of bi-
asing parameters. Note nevertheless that our analysis is
proving slightly smaller scales. But more importantly note
that we do not assume any specic model for the underlay-
ing matter fluctuations. So part of the discrepancy could
lay on the value of NL. If the the value of NL is indeed
as large as indicated by our analysis one would also expect
a stronger aperture mass variance, but given the number
of parameters involved in the comparison of data with the-
ory, some other interpretations may still be possible. More
work is needed to understand this apparent discrepancy in
the interpretation of the data.
7. CONCLUSION
Our results for a strong galaxy-QSO cross-correlation
passed several test presented in x3 and x4. In particular
note left panel in Figure 7 which shows how the signal
disapears for fain QSOs, as expected if produced by weak
lensing magnication.
Fig. ?? and Fig.12 summarized the main results pre-
sented in this paper, which seem at odds with the stan-
dard LCDM model, both because the large amplitude and
steep slope of the recovered variance on non-linear scales.
In the discussion we argue that a possible explanation of
this strong correlation is that on small scales the eective
linear spectral slope on small scales neff ’ 1 is stipper
than in LCDM. With the standardly accepted cosmologi-
cal parameters ( 8 = 1, Ωm = 0:3 and Ω = 0:7) this sole
variation neff ’ 1 can explain at the same time the shape
and slope of the recovered variance in Fig.12 and the low
pseudo-skewness in Fig.??.
Obviously, this is just preliminar taste from a very small
fraction of early commissioning SDSS data. The full cata-
logue should be able to conrm or refute this ndings with
a high signicance.
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APPENDIX
GALAXY BIASING
We will consider two dierent mathematical approaches to parametrize the eects of biasing, ie. how galaxy fluctuations
G trace the underlaying mass distribution . More ellaborated physical models are based on semi-analytical galaxy
formation (see Seljak, Scoccimarro etal, Baugh etal) but the results are quite model dependent.
The rst model consists in assuming that bias is linear, but non-local:
G(x) =
Z
d3x0 b(x− x0) (x0) (A1)
Which in Fourier space is just:
G(k) = b(k) (k) (A2)
This translates into a scale-dependence bias on the power-spectrum:
PG(k) = b2(k) P (k) (A3)


















If γb = 0 this reduces to the standard linear biasing model G(R) = b2 (R).
In the second model we assume that bias is non-linear, but local:
G(r) = F [(r)]: (A6)
For small fluctuations  < 1:





which gives rise to (see Fry & Gazta~naga 1993):
G = b
2




+ : : : (A8)
where c = (S3b2b1 + b3b1 + 0:5b22) depends both on the non-linear biasing parameters and S3, the reduced skewness of the
mass. Thus, the local model formally gives
G = F [] (A9)
which reduces to the standard linear biasing model G(r) = b2 (r) for  ! 0. On non-linear scales we can write:
G ’ K

;   d logF
d log 
(A10)






Thus we have shown that two quite dierent hypothesis about biasing drives to a similar expression, ie Eq.[A4], at least
in the power-law limit. It is therefore plausible to assume that a more generic non-local and non-linear biasing could also
be cast with such a parametrization. We therefore adopt Eq.[A4] on the assumption that a power-law should be a good




The stochasticity of the galaxy-mass relation can also contribute to the observed galaxy clustering (see Pen 1998,
Scherrer & Weinberg 1998, Tegmark & Peebles 1998, Dekel & Lahav 1999, Matsubara 1999, Bernardeau etal 2002, and
references therein), so that the relation between G and  is not deterministic but rather stochastic,
G(r) = F [(r)] + (r) (A11)
where the random eld  denotes the scatter in the biasing relation at a given  due to the fact that (r) does not
completely determine G(r). Under the assumption that the scatter is local, in the sense that the correlation functions of
(r) vanish suciently fast at large separations (i.e. faster than the correlations in the density eld), the deterministic
bias results hold for the two-point correlation function in the large-scale limit ( Scherrer & Weinberg 1998).
This stochasticity is usually characterized by a parameter r dened as:
r  < G >
b <  >






 < G >
<  >
(A13)
Note that r and b are mean quantities and both contain information on the scale depence and the stochastic . This
provides a dierent parametrization of biasing than the one given in the above subsection and has been used by Hoekstra
etal (2002) to characterize the comparison of the weak-lensing and galaxy correlations. To provide a comparison we also
present in Fig.11 results for b=r dene in such a way, but note that the meanning of b here is quite dierent from the one
in Eq.[A2] (see Dekel & Lahav 1999).
Note that even though the above has become a standard to parametrize stochastic eects, the parametrization presented
above in terms of b0:2 and γb, is not necessarily in contradiction with the idea that the stochasticity could play an important
role in biasing.
