Abstract. We construct an example of a coarse proximity space that is not induced by any coarse structure. We then show how to "stitch" two coarse proximity spaces with homeomorphic boundaries into one coarse proximity space. Finally, we construct a coarse proximity space that is not induced by any asymptotic resemblance structure.
Introduction
The relationship between uniform structures and proximity structures is very well-understood (see for example chapter 3 in [5] ). In particular, it is known that every proximity structure is induced by some uniformity. In this paper, we show that the large-scale equivalents of uniform structures and proximity structures, namely coarse structures and coarse proximity structures, do not exhibit the same behavior. In particular, we construct an example of a coarse proximity space that is not induced (as in [3] ) by any coarse structure. Then, we show how to "stitch" two coarse proximity spaces with homeomorphic boundaries into one coarse proximity space. Finally, we use the "stitching" to construct a coarse proximity space that is not induced (as in [3] ) by any asymptotic resemblance structure.
All necessary notation and background needed to understand the examples in this paper can be found in [3] . An interested reader can find more information about coarse proximities in [2] and [1] , about coarse spaces in [6] , and about asymptotic resemblance spaces in [4] .
Coarse proximity not induced by any coarse structure
In this section, we construct a coarse proximity space that is not induced by any coarse structure. This construction has been suggested by Thomas Weighill. Definition 2.1. Let X be a set with a bornology B. Then A ⊆ B is called a basis for a bornology B if every B ∈ B is contained in some A ∈ A. Proof. The statement is clearly true when either A or B is bounded, so let us assume that both A and B are unbounded. The backward direction is clear. To see the forward direction, assume AbB. By definition, this implies that there is an entourage E ∈ E such that for all D ∈ B we have
Let {D n } n∈N be a countable basis for B. Without loss of generality we may assume that D i ⊆ D i+1 for each i. Then for each n ∈ B, let (x n , y n ) ∈ A × B be chosen so that
Define A 0 := {x n } n∈N and B 0 := {y n } n∈N . Then A 0 add B 0 are countable, unbounded, and we trivially have that A 0 bB 0 . Now we will construct a coarse proximity space (Y, B, b) (whose bornology has a countable basis) and two unbounded subsets A and B such that AbB but for all unbounded countable sets A 0 ⊆ A and B 0 ⊆ B, we have that A 0b B 0 . By the above lemma, this will show that the coarse proximity structure on Y is not induced by any coarse structure on Y. 
where | · | denotes the cardinality of a set. Thus, it is easy to see that for any such interval J and any positive natural number k we have that there is a bijection from J to the set of subsets of I of size k. To construct B, define φ 1 to be any bijection between [0, 1/2] and the set of singletons in [0, 1]. Define φ 2 to be any bijection between (1/2, 3/4] and the subsets of [0, 1] of size 2. In general, for any n ≥ 2, define φ n to be a bijection from (
2 n ] and the subsets of [0, 1] of size n. This gives an injective function φ from [0, 1) to finite subsets of I. We then define
To see that AbB, notice that the intersection of the closure of A in X × [0, 1] and X × {1} is precisely the point {(0 t )} × {1}. Denoting the intersection of the closure of B in X × [0, 1] and X × {1} by B ′ , we claim that
is an open set containing 1. More specifically, we can assume that W = (1 − ǫ, 1]. Let t 1 , t 2 , . . . , t n be finitely many elements of [0, 1] such that π t (V ) = [0, 1] if and only if t ∈ {t 1 , . . . , t n }. Chose m ∈ N such that m > n and
is an element of B contained in U. Therefore, {(0 t )} × {1} ∈ B ′ , and consequently AbB. Now let A 0 ⊆ A and B 0 ⊆ B be unbounded countable subsets. Note that the intersection of the closure of A 0 in X ×[0, 1] with X ×{1} is precisely the singleton {(0 t )} × {1}. Consider B 0 . We know that for each {(x t )} × {k} ∈ B 0 , only finitely many x t are equal to 0 and the rest of them are equal to 1. Let C ⊆ [0, 1] be all t such that there is some {(x s )} × {k} ∈ B 0 for which x t = 0. In other words, C is the collection of all those "coordinates" of X where at least one element of B 0 has value 0. Because B 0 is countable and each point of B 0 is such that only finitely many coordinates are equal to 0, we have that C is countable. Let t 0 be an element of [ 
where
It is left to show that the bornology on Y has a countable basis. Let A := {X ×[0, r] ⊆ X ×[0, 1) | r rational}. Clearly A is countable and each set X ×[0, r n ] is an element of B. Also, each element of B is a subset of X × [0, r] for some r. Thus, A is a countable basis for B.
Boundary stitching of coarse proximity spaces
Now we will construct a coarse proximity space by "stitching" two coarse proximity spaces at their homeomorphic boundaries. Let (X, (
Proof. To see (1), let us show that the the strong axiom holds (since the other axioms are evident). Let Ab g B. This means that
Y )] = ∅. To find the desired set E, consider X ⊔ Y with the disjoint union topology. Create the set X ⊔ g Y by glueing X and Y along UX and UY using g. Equip that glued space with the usual quotient topology coming from the projection map π : X ⊔ Y → X ⊔ g Y. It is easy to see that X ⊔ g Y is compact and Hausdorff, and consequently normal. Notice that A 
Notice that E is an open set in (X ⊔ Y ). Also, notice that E ′ X (i.e., the trace of
Y ) (because otherwise f has to take the value of 0 and some other value in [ 2 3 , 1] at a point of intersection). Similarly,
This finishes the proof of the strong axiom.
To show (2), let δ g be the discrete extension of b g . Notice that the inclusion map h : X → (X ⊔ Y ) is a coarse proximity map. Consequently, by Corollary 4.12 in [1] , the unique extension of h between the Smirnov compactifications of X and (X ⊔ Y ) is continuous and maps UX to U(X ⊔ Y ). Denote that map from UX to U(X ⊔ Y ) byh. To show that this map is injective, let σ 1 , σ 2 ∈ UX be clusters with identical image σ 3 . Recall that by Proposition 3.5 in [1] , σ 3 is given by
Notice that σ 1 ⊆ σ 3 . For if A ∈ σ 1 , then Ab X B for all B ∈ σ 1 , which is equivalent to A ′ X ∩ B ′ X = ∅ for all B ∈ σ 1 . This in turn implies that Ab g B for all B ∈ σ 1 . Thus, A ∈ σ 3 . Similarly one can show that σ 2 ⊆ σ 3 . To see that σ 1 ⊆ σ 2 , let A ∈ σ 1 . Since σ 1 ⊆ σ 3 , Aδ g B for all B ∈ σ 2 . Since both A and B are subsets of X, this means that A and B intersect or A
In particular, this implies that A ∩ B = ∅ or Ab X B for all B ∈ σ 2 . Thus, A ∈ σ 2 . Thus, σ 1 ⊆ σ 2 . The opposite inclusion follows similarly. Thus,h is injective on UX. Finally, to see thath is surjective, let σ be an arbitrary element of U(X ⊔ Y ). Consider
To see that σ is a cluster in UX, let δ X denote the discrete extension of b X and let A, B ∈ σ ′ . Then A, B ∈ σ and thus Aδ b B. Since both A and B are strictly subsets of X (and not Y ), this implies that A ′ X ∩ B ′ X = ∅, which in turn implies that Ab X B. Consequently, Aδ X B. To see the second axiom of a cluster, let
If that is not the case, then there exists C ∈ σ such that A ∩ C = ∅ and Ab g C.
′ and we have a contradiction, since D ∩ A = ∅ and Db X A, i.e., Dδ X A. Thus, it has to be that E ∈ σ. Since cl X (A) and g(E ′ Y ) are closed and disjoint in X, by the application of Urysohn's Lemma in X on cl X (A) and g(E ′ Y ), we get an open set F in X that is disjoint from A and whose trace in UX contains g(E ′ Y ) while at the same time is disjoint from the trace of A. Notice that F ∈ σ. It is because if H is an arbitrary element of σ, then Hb g E (since they both belong to σ). Consequently,
Since H was an arbitrary element of σ, this shows that F ∈ σ. But this is a contradiction, since F ∈ σ ′ , but Fδ X A. Thus, it has to be that A ∩ C = ∅ or Ab g C for all C ∈ σ. This shows that A ∈ σ and consequently A ∈ σ ′ . Finally, to prove the last axiom of a cluster, let A ∪ B ∈ σ ′ . Then A ∪ B ∈ σ. Consequently, A ∈ σ or B ∈ σ, which shows that either A ∈ σ ′ or B ∈ σ ′ . This finishes the proof that σ ′ is a cluster in UX (because it is clear that σ ′ can only contain unbounded sets). Finally, let us show that the image of σ ′ under g is σ.
If A ∈ σ, then clearly Aδ g B for all B ∈ σ ′ (because any B ∈ σ ′ is also an element of σ). Consequently, A ∈ g(σ ′ ). Therefore, σ ⊆ g(σ ′ ), which implies that σ = g(σ ′ ). This finishes the proof thatḡ is a continuous bijective function between compact and Hausdorff spaces UX and U(X ⊔ Y ), i.e.,ḡ is a homeomorphism from UX to U(X ⊔ Y ).
Coarse proximity not induced by any asymptotic resemblance
In this section, we construct a coarse proximity space that is not induced by any asymptotic resemblance structure. 
