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Abstract
We establish that the elliptic equation Du þ KðxÞup ¼ 0 in Rn; possesses separated positive
entire solutions of inﬁnite multiplicity, provided that (i) a locally Ho¨lder continuous function
KX0 in Rn\f0g satisﬁes KðxÞ ¼ OðjxjsÞ at x ¼ 0 for some s4	 2; (ii) jxj	cKðxÞ behaves
like c þ djxj	n near N for some constants c4	 2; c40; d40 and n40; (iii) n410þ 4c and
p ¼ pðn; cÞ41 is large enough. For p ¼ nþ2
n	2; the result holds if 	 4ﬃﬃﬃﬃﬃﬃnþ2p Xl4	 2:
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we study the elliptic equation
Du þ KðxÞup ¼ 0; ð1:1Þ
where nX3; D ¼Pni¼1 @2@x2
i
is the Laplace operator, p41 and K is a given locally
Ho¨lder continuous function in Rn\f0g:
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Semilinear elliptic equations arise in diverse models of mathematical physics
and conformal geometry. In particular, Eq. (1.1) is related to the prescribing
scalar curvature problem in Riemannian geometry when p is the critical Sobolev
exponent nþ2
n	2: We refer the interested readers to [6,7,12,13,15,16] and the references
therein.
The purpose of this paper is to study the asymptotic behavior of positive entire
solutions and to establish inﬁnite multiplicity for (1.1). By an entire solution of
equation (1.1), we point to a positive weak solution of (1.1) in Rn satisfying (1.1)
pointwise in Rn\f0g: For radially symmetric K ; the radial version of (1.1) has the
following form:
urr þ n 	 1
r
ur þ KðrÞup ¼ 0; ð1:2Þ
where uðxÞ ¼ uðjxjÞ and r ¼ jxj: It is known that (1.2) with uð0Þ ¼ a40; has a unique
positive solution uAC2ðð0; eÞÞ-Cð½0; eÞÞ for small e40 under the following
condition:
ðKÞ
KðrÞ is continuous on ð0;NÞ;
KðrÞX0 and KðrÞc0 on ð0;NÞ;R
0 rKðrÞ droN:
8><
>:
By uaðrÞ we denote the unique local solution with uað0Þ ¼ a40: Under some
additional assumptions, ua exists globally. We recall a result from [1,7,11,15,18] on
the structure of Type S: (1.2) has a slowly decaying solution uaðrÞ for every a40
which means that uaðrÞ40 on ½0;NÞ and rn	2uaðrÞ-N as r-N:
Theorem A. Let p4nþ2þ2c
n	2 with c4	 2: Assume that K satisfies (K) and r	cKðrÞ is
non-increasing in rAð0;NÞ: Then (1.2) has the structure of Type S. Moreover, if
r	cKðrÞ-c40 as r-N; then every positive solution u of (1.2) on ð0;NÞ satisfies
lim
r-N
rmuðrÞ ¼ L; ð1:3Þ
where m ¼ cþ2
p	1 and L ¼ Lðn; p; c; cÞ ¼ ½mðn 	 2	 mÞ=c
1
p	1:
In the case when K is differentiable, the structure of Type S in Theorem A
was established in [7,15] and (1.3) was proved in [11, Theorem 1(i)]. Later,
Theorem 1(b) in [18] obtained by Pohozˇaev’s identity, contains the ﬁrst assertion of
Theorem A. Instead of Pohozˇaev’s identity, the method of the phase plane [1] can
verify Theorem A.
Recently, one characteristic for the structure of Type S has been investigated,
namely, separation and intersection of solutions. We refer the readers to
[2–5,8,9,14,17]. The ﬁrst step in delving into this issue is to examine the simplest
model KðrÞ ¼ rc; see [17, Propositions 3.5 and 3.7]. The following exponent divides
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the structure into two types. Set
pc ¼ pcðn; cÞ
¼
ðn 	 2Þ2 	 2ðcþ 2Þðn þ cÞ þ 2ðcþ 2Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðn þ cÞ2 	 ðn 	 2Þ2
q
ðn 	 2Þðn 	 10	 4cÞ if n410þ 4c;
N if np10þ 4c
8><
>:
for some c4	 2: The range of the exponent p involving the intersection structure is
the open interval ðnþ2þ2c
n	2 ; pcðn; cÞÞ; see [2, Theorem 1.1; 14, Theorem 1(ii)]. For
pXpcðn; cÞ; (1.2) has a fascinating property; the structure of Type SS: (1.2) possesses
a slowly decaying solution ua for each a40 and any two of them do not intersect
(see [3, Theorem 1.2; 14, Theorem 1(i)]).
Theorem B. Let p4nþ2þ2c
n	2 with c4	 2: Assume that K satisfies (K) and r	cKðrÞ is
non-increasing in rAð0;NÞ:
(i) For pcðn; cÞ4p4nþ2þ2cn	2 ; if r	cKðrÞ-c40 as r-N; then two solutions ua and ub
of (1.2) intersect infinitely many times.
(ii) For pXpcðn; cÞ; the structure is of Type SS, and there is a singular solution UðrÞ
such that every positive solution ua of (1.2) satisfies
uaðrÞoUðrÞpLðn; p; c; 1Þ
½r2KðrÞ
1
p	1
ð1:4Þ
with the convention of L=0 ¼N; and ua-U as a-N: Moreover, rmuaðrÞ is
strictly increasing as r increases.
In [14], Theorem B(ii) in case p4pc was proved when r	cKðrÞ converges to a
positive constant at N: Nonetheless, the signiﬁcance of Theorem B(ii) is that the
monotonicity of r	cKðrÞ makes the structure of Type SS without any convergence of
r	cKðrÞ at N:
An entailing question is whether, under suitable condition on K ; (1.1) still possesses
separated positive entire solutions of inﬁnite multiplicity. It turns out in [3,4,8] that
knowledge about the asymptotic behavior of positive solutions of (1.2) is useful in
establishing inﬁnite multiplicity for (1.1). The following two numbers play important
roles in describing the asymptotic behavior atN of positive solutions of (1.2). Let
l1 ¼ l1ðn; p; cÞ ¼
ðn 	 2	 2mÞ 	
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðn 	 2	 2mÞ2 	 4ðcþ 2Þðn 	 2	 mÞ
q
2
;
l2 ¼ l2ðn; p; cÞ ¼
ðn 	 2	 2mÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðn 	 2	 2mÞ2 	 4ðcþ 2Þðn 	 2	 mÞ
q
2
:
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The quadratic polynomial PðzÞ ¼ z2 þ ðn 	 2	 2mÞz þ cð p 	 1ÞLp	1 has two nega-
tive real roots, 	l1 and 	l2; if and only if n410þ 4c and pXpcðn; cÞ:
The barrier method initiated in [8] and reﬁned in [5] is designed to accomplish
inﬁnite multiplicity of solutions for (1.1) in case pXpc: In [4], the method was applied
to (1.1) with more careful use of the asymptotic behavior for (1.2). One of main
results of [4] is the following:
Theorem C. Let pXpcðn; cÞ with c4	 2: Suppose that KX0 satisfies
(K1) KðxÞ ¼ OðjxjsÞ at x ¼ 0 for some s4	 2; and
(K2) jxj	cKðxÞ ¼ c þ Oðjxj	l1ðlogjxjÞ	yÞ near jxj ¼N
for some c40 and y41: Then Eq. (1.1) possesses infinitely many positive entire
solutions satisfying
lim
jxj-N
jxjmuðxÞ ¼ Lðn; p; c; cÞ ð1:5Þ
and any two of them do not intersect.
For the radial case of (K2), the asymptotic behavior of positive solutions of (1.2)
can be explained in terms of the following limit function [2].
Theorem D. Let pXpcðn; cÞ with c4	 2: Assume that K satisfies (K), r	cKðrÞ is non-
increasing in rAð0;NÞ and Z N
1
jr	cKðrÞ 	 cjrl1	1 droN ð1:6Þ
for some c40: Then the function
Dða; rÞ :¼ r
l1ðrmuaðrÞ 	 LÞ if p4pc;
rl1ðlog rÞ	1ðrmuaðrÞ 	 LÞ if p ¼ pc
(
converges to a negative continuous function DðaÞ as r-N: Moreover, DðaÞ is strictly
increasing as a increases and DðaÞ-	N as a-0þ:
In fact, the previous studies [8,9] on (1.1) with pXpc depends essentially on the
scaling arguments in case K ¼ 1: Under the hypotheses of Theorem D, the strictness
and the continuity not only summarize known results on the asymptotic behavior in
a uniﬁed manner but also show separation structure clearly up to this case (see [2]).
Obviously, there is no scale-invariance here.
On the grounds of Theorems C and D, we regard K with (1.6) as a weak
perturbation of crc: Then an intriguing question is the solution structure under a
strong perturbation of crc which means that KðrÞ is similar to crc þ drc	n near N
with c; d40 and 0onpl1 (see condition (1.7) below). As the direct motivation of
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this work, Theorem B(ii) reveals that in case pXpc; the monotonicity of r	cK is the
major factor in enjoying separation structure and establishing inﬁnite multiplicity.
Our principal aim is to conﬁrm this perspective by establishing inﬁnite multiplicity
for (1.1) even in the remaining non-radial case, jxj	cKðxÞ ¼ c þ djxj	n nearN with
c; d40 and 0onpl1: The starting point is to study the asymptotic behavior of
positive solutions of (1.2) when, as a special case, KðrÞ ¼ crc þ drc	n near N for
0onpl1: Under the general form, KðrÞ ¼ crc þ Oðrc	nÞ near N; the asymptotic
behavior of solutions was analyzed substantially in [14]. In order to obtain the exact
asymptotic behavior in the special case, we also employ the technique in [14] and Li’s
method of energy function [11]. From Theorem A, any solution satisﬁes (1.3) but the
second asymptotic behavior is independent of initial data, in contrast with Theorem
D in case n4l1: More generally, we prove the following asymptotic behavior.
Theorem 1.1. Let pXpcðn; cÞ with c4	 2: Assume that K satisfies (K), r	cKðrÞ is
non-increasing in rAð0;NÞ; andZ N
1
jr	cKðrÞ 	 ðc þ dr	nÞjrl1	1 droN ð1:7Þ
for some c; d40 and 0onpl1: Let ua be a positive solution of (1.2).
(i) For p4pc; if 0onol1; then
lim
r-N
rnðrmuaðrÞ 	 LÞ ¼ 	 dðl1 	 nÞðl2 	 nÞ L
p; ð1:8Þ
(ii) if n ¼ l1; then
lim
r-N
rl1
log r
ðrmuaðrÞ 	 LÞ ¼ 	 dl2 	 l1 L
p: ð1:9Þ
(iii) For p ¼ pc; if 0onol1; then
lim
r-N
rn
log r
ðrmuaðrÞ 	 LÞ ¼ 	 dðl1 	 nÞðl1 	 nþ 2Þ L
p; ð1:10Þ
(iv) if n ¼ l1; then
lim
r-N
rl1
ðlog rÞ2 ðr
muaðrÞ 	 LÞ ¼ 	 d
2
Lp: ð1:11Þ
The barrier method developed in [4,5,8] requires the asymptotic behavior atN of
the positive difference function of a super-solution uþa and ua of (1.2) with KðrÞ ¼
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crc þ drc	n near N for 0onpl1: Application of ﬁner asymptotic behavior to the
method yields a better multiplicity result for (1.1). Through a suitable perturbation
of K in a compact region, a radial strict super-solution uþa of (1.2) is constructed in
such a way that uþa4ua on ½0;NÞ and uþa is also a solution of (1.2) nearN: In the
circumstances, the ﬁnest is the behavior
uþa ðrÞ 	 uaðrÞ ¼ Oðr	m	l2Þ at N: ð1:12Þ
Hence, the key step in our approach is to verify the existence of a super-solution
demonstrating (1.12). To reach the existence, we need to analyze the asymptotic
behavior of the difference of two separated entire solutions of (1.2) nearN: We then
observe certain continuity of some limit function deﬁned by the difference function
even for the strong-perturbation case. The following result is also crucial in stability
problem for solutions of (1.2) with (1.7).
Theorem 1.2. Let pXpcðn; cÞ with c4	 2: Assume that K satisfies (K), r	cKðrÞ is
non-increasing in rAð0;NÞ; and (1.7) for some c; d40 and 0onpl1: Then, for each
a40; the limit
Fðb; aÞ :¼ lim
r-N
rmþl1ðubðrÞ 	 uaðrÞÞ if p4pc;
rmþl1ðlog rÞ	1ðubðrÞ 	 uaðrÞÞ if p ¼ pc
(
is a continuous and strictly increasing function in bAð0;NÞ:
It follows from (1.4) that for each a40; Fð; aÞ is strictly increasing. The strictness
in Theorem 1.2 plays a decisive role in deriving (1.12) for a super-solution chosen
properly. Then, we employ the arguments in [4] to construct inﬁnitely many pairs of
super- and sub-solutions of the given Eq. (1.1). Each positive solution obtained by
the barrier method is near, in a topology, a solution of (1.2) in case KðrÞ ¼
crc þ drc	n nearN for some c; d40; c4	 2; 0onpl1: In other words, solutions for
this special case are building blocks in applying the arguments in [4].
The main result of this paper is the following:
Theorem 1.3. Let pXpcðn; cÞ with c4	 2: Assume that KX0 holds (K1),
jxj	cKðxÞ ¼ c þ djxj	n þ Oðjxj	l1 ½logjxj	yÞ near jxj ¼N
for some constants c; d; 0onpl1 and y41: Then, Eq. (1.1) possesses infinitely many
positive entire solutions with the asymptotic behavior (1.5) and any two of them do not
intersect.
By Theorems C and 1.3, we understand inﬁnite multiplicity for Eq. (1.1) in case
pXpc: Furthermore, the obtained results illuminates (1.1) with respect to an
eigenvalue problem near N with a sort of eigenvalues l1; l2:
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This paper is organized as follows. Some preliminaries are reviewed in Section 2.
In Section 3, we study the asymptotic behavior in special case KðrÞ ¼ crc þ drc	n
near N for 0onpl1: In Section 4, we prove Theorem 1.2 and discuss stability of
solutions in the strong-perturbation case. The continuity of Theorem 1.2 leads to
weak asymptotic stability in a weighted uniform norm. In Section 5, we consider
inﬁnite multiplicity for (1.1) and establish Theorem 1.3 by making use of Theorems
1.1, 1.2 and (1.12) for the special case KðrÞ ¼ crc þ drc	n nearN for 0onpl1: The
radial version of Theorem 1.3 is employed to complete the proof of Theorem 1.1.
Finally, we apply the multiplicity results for 	 4ﬃﬃﬃﬃﬃﬃ
nþ2p Xc4	 2 to the prescribing
scalar curvature problem.
2. Preliminaries
Under assumption (K), (1.2) with positive initial data has a unique solution
uAC2ðð0; eÞÞ-Cð½0; eÞÞ for some e40: (See Propositions 4.1 and 4.2 in [15].) This
local solution is decreasing and extended locally as long as it remains positive. We
recall two basic facts.
Lemma 2.1. Let uAC2ðð0; eÞÞ-Cð½0; eÞÞ be a positive radial solution of (1.2) with
uð0Þ ¼ a40 for 0oroe under the assumption (K). Then,
lim
r-0
rurðrÞ ¼ 0
and
uðrÞ ¼ a	 1
n 	 2
Z r
0
1	 s
r
 n	2 
sKðsÞu p ds: ð2:1Þ
Moreover, if
lim
r-0
r1	n
Z r
0
sn	1KðsÞ ds ¼ 0;
then urð0Þ ¼ 0; i.e., uAC1ð½0; eÞÞ-C2ðð0; eÞÞ:
Lemma 2.2. Let u be a positive superharmonic function near N and %u its spherical
mean. Then, rn	2 %u is increasing as r-N:
One of fundamental properties for the structure of Type SS is the following:
Proposition 2.3. Suppose the assumptions of Theorem B(ii). Then for each fixed
positive solution ua of (1.2) there exist a radial strict super-solution u
þ
a4ua and a radial
strict sub-solution u	aoua:
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Proof. Fix a smooth radial function jc0 with a compact support such that j is
decreasing and r	cKðrÞX2jX0: Set HðrÞ ¼ rcjðrÞ: Consider the problem
u00 þ n 	 1
r
u0 þ ðKðrÞ þ HðrÞÞup ¼ 0; uð0Þ ¼ a40: ð2:2Þ
From Theorem A, (2.2) has a positive entire solution for every a40: By uˇa; we
denote the solution of (2.2). Suppose that there exist b4a and R40 such that uˇb4ua
in ½0; RÞ and uˇbðRÞ ¼ uaðRÞ: Let R1 ¼ supfr40 j uˇbðrÞ 	 uaðrÞXb	a2 g: Then, we may
assume that supp HCBR1 : Indeed, if j1pj2 satisfy the above conditions, then the
solutions uˇb;j1 and uˇb;j2 of (2.2) with H ¼ rcj1 and rcj2 respectively, satisfy
uˇb;j1Xuˇb;j2 : (See [5, Theorem 2.1(i)] or [9, Step 1 in the proof of Theorem 4.1].)
Setting w1 :¼ uˇb 	 ua; we have
Dw1 þ k1w1 ¼ 0 in BR;
w140 in BR and w1ðRÞ ¼ 0;

where
k1 :¼ K
uˇ
p
b 	 upa
uˇb 	 ua þ H
uˇ
p
b
uˇb 	 uaopKu
p	1
b þ
2H
b	 a u
p
b
in BR; and w
0
1ðRÞp0: On the other hand, we have w2 :¼ ug 	 uZ40 in ½0;NÞ for any
g4Z4b (see Theorem B(ii)), and
Dw2 þ k2w2 ¼ 0
in Rn; where
k2 :¼ K
upg 	 upZ
ug 	 uZ4pKu
p	1
Z :
We may choose Hopðb	aÞ
2b K ½ðuZubÞ
p	1 	 1; which implies that k1ok2 in BR: From
Green’s identity it follows that
onRn	1w01ðRÞw2ðRÞ ¼
Z
BR
ðw2Dw1 	 w1Dw2Þ
X
Z
BR
ðk2 	 k1Þw1w240;
where on denotes the surface area of the unit sphere in Rn: This implies that
w01ðRÞ40; a contradiction. Therefore, uþa :¼ uˇb4ua in Rn for suitable choice of j:
Consider the problem
u00 þ n 	 1
r
u0 þ ðKðrÞ 	 HðrÞÞup ¼ 0; uð0Þ ¼ a40: ð2:3Þ
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By Theorem A, (2.3) has a positive entire solution for every a40: By uˆa; we denote
the solution of (2.3). Suppose that there exist a4d40 and R40 such that uˆdoua in
½0; RÞ and uˆdðRÞ ¼ uaðRÞ: Let R2 ¼ supfr40 j uaðrÞ4aþd2 g: We may assume that
supp HCBR2 : Setting w3 :¼ ua 	 uˆd; we have
Dw3 þ k3w3 ¼ 0 in BR;
w340 in BR and w3ðRÞ ¼ 0;

where
k3 :¼ K u
p
a 	 uˆpd
ua 	 uˆd þ H
uˆ
p
d
ua 	 uˆdopKu
p	1
a þ
2H
b	 a u
p
a
in BR; and w
0
1ðRÞp0: On the other hand, we have w2 :¼ ug 	 uZ40 in ½0;NÞ for
g4Z4a: We may choose Hopða	dÞ
2a K ½ðuZuaÞ
p	1 	 1; which implies that k3ok2 in BR:
From Green’s identity it follows that
onRn	1w03ðRÞw2ðRÞ ¼
Z
BR
ðw2Dw3 	 w3Dw2Þ
X
Z
BR
ðk2 	 k3Þw3w240
which in turn implies that w03ðRÞ40; a contradiction. Therefore, u	a :¼ uˆdoua in Rn
for suitable choice of j: &
3. Asymptotic behavior
In this section, we consider the case KðrÞ ¼ crc þ drc	n near N for some
c; d40; c4	 2; 0onpl1; and prove Theorem 1.1 partially. Above all, it follows
from Theorem A that for every a40; ua satisﬁes (1.3) under the hypotheses of
Theorem 1.1. For our convenience, we use the same notation for the object
functions. Set
Dða; rÞ :¼
rnðrmuaðrÞ 	 LÞ if p4pc; 0onol1;
rl1ðlog rÞ	1ðrmuaðrÞ 	 LÞ if p4pc; n ¼ l1;
rnðlog rÞ	1ðrmuaðrÞ 	 LÞ if p ¼ pc; 0onol1;
rl1ðlog rÞ	2ðrmuaðrÞ 	 LÞ if p ¼ pc; n ¼ l1;
8>><
>>:
for a40: From (1.7), we ﬁrst observe that D is bounded nearN by the same way as
in [14]. Then, to arrive at the desired asymptotic behavior for the case of the exact
form above, we take Li’s method in [11].
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Lemma 3.1. Let pXpcðn; cÞ with c4	 2: Assume that K satisfies (K) and r	cKðrÞ is
non-increasing in rAð0;NÞ: If K satisfies (1.7) for some 0onpl1; then for every a40;
Dða; rÞ is bounded at N:
Proof. Setting Wða; tÞ :¼ rmuaðrÞ 	 L; t ¼ log r; we see that W satisﬁes
Wtt þ ðn 	 2	 2mÞWt þ cð p 	 1ÞLp	1W þ cgðWÞ þ JðetÞðW þ LÞp ¼ 0; ð3:1Þ
where JðrÞ :¼ r	cKðrÞ 	 c and gðsÞ :¼ ðs þ LÞp 	 Lp 	 pLp	1s: For s near 0,
gðsÞ ¼ pð p 	 1Þ
2
Lp	2s2 þ Oðs3Þ:
Step 1: Wt is integrable near þN: Multiplying (3.1) by 2Wt and integrating over
½t; t0; we have
W 2t ðt0Þ 	 W 2t ðtÞ þ 2ðl1 þ l2Þ
Z t0
t
W 2t
þ l1l2ðW 2ðt0Þ 	 W 2ðtÞÞ þ 2c
Z t0
t
gðWÞWt þ 2
Z t0
t
JðesÞðW þ LÞpWt ¼ 0:
From (1.4) and Theorem C, Wo0 and Wt ¼ mrmu þ rmþ1ur40: Since by (1.3),
W ; Wt-0 as t-þN; we have, letting t0-þN;
Z þN
t
W 2t pC W 2t ðtÞ þ W 2ðtÞ þ
Z þN
t
jJ 	 de	nsj
 
pCðW 2t ðtÞ þ W 2ðtÞ þ e	l1tÞ: ð3:2Þ
Multiplying (3.1) by W and integrating over ½t; t0; we have
Wðt0ÞWtðt0Þ 	
Z t0
t
W 2t þ
ðl1 þ l2Þ
2
W 2ðt0Þ þ l1l2
Z t0
t
W 2
þ c
Z t0
t
gðWÞW þ
Z t0
t
JðW þ LÞpW
¼ WðtÞWtðtÞ þ ðl1 þ l2Þ
2
W 2ðtÞ:
Given e40;
Z þN
t
jgðWÞW jpe
Z þN
t
W 2
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for large t and thus
Z þN
t
W 2pC W 2 þ W 2t þ
Z þN
t
W 2t þ
Z þN
t
jJ 	 de	nsj þ
Z þN
t
e	ns
 
pC W 2 þ W 2t þ
Z þN
t
W 2t þ e	nt
 
: ð3:3Þ
We integrate (3.2), (3.3), and then apply again (3.2), (3.3). Iterating this process, we
obtain
Z þN
td
Z þN
td	1
?
Z þN
t
W 2s ðsÞ ds dt dt1?dtd	1oN ð3:4Þ
for any positive integer d: Note that by Fubini’s Theorem,
Z þN
t1
Z þN
t
W 2s ðsÞ ds dt ¼
Z þN
t1
Z s
t1
W 2s ðsÞ dt ds ¼
Z þN
t1
W 2s ðsÞðs 	 t1Þ dsoN:
Hence, applying this modiﬁcation repeatedly to (3.4), we have the equivalent form
Z þN
td
sdW 2s dsoN:
Then, for t large,
Z þN
t
jWsðsÞj dsp
Z þN
t
s	2 ds
 1=2 Z þN
t
s2W 2s ds
 1=2
oN: ð3:5Þ
Step 2: e
n
2
tWðtÞ is bounded near þN: Let RðtÞ :¼ en2tWðtÞ: Then, R satisﬁes that
Rtt þ aRt þ bR þ e
n
2
t½cgðWÞ þ JðW þ LÞp ¼ 0; ð3:6Þ
where a ¼ l1 þ l2 	 n and b ¼ ðl1 	 n2Þðl2 	 n2Þ: Multiplying (3.6) by 2Rt; we have
R2t ðtÞ þ 2a
Z t
T
R2t þ bR2ðtÞ þ 2
Z t
T
Rte
n
2
s½cgðWÞ þ JðW þ LÞp
¼ R2t ðTÞ þ bR2ðTÞ:
Since Rt ¼ n2 e
n
2
tW þ en2tWt and
2
Z t
T
Rte
n
2
tgðWÞ ¼ 2
Z t
T
RRt
gðWÞ
W
¼ R2 gðWÞ
W

t
T
	
Z t
T
R2
d
ds
gðWÞ
W
 
;
ARTICLE IN PRESS
S. Bae / J. Differential Equations 200 (2004) 274–311284
we have, using (3.5) and (1.7),
b þ cgðWðtÞÞ
WðtÞ
 
R2ðtÞ 	
Z t
T
R2
d
ds
cgðWÞ
W
 
þ dn
Z t
T
Re	
n
2
sðW þ LÞp
pC n
Z t
T
ensW jJ 	 de	nsj þ 2
Z t
T
ensWtjJ 	 de	nsj
 
þ C1ðTÞpC2ðTÞ: ð3:7Þ
Suppose there exists a sequence ftjg going to þN as j-N such that R2ðtjÞ ¼
maxTpsptj R
2ðsÞ-N as j-N: Set
IðT ; tjÞ :¼ b þ cgðWðtjÞÞ
WðtjÞ 	
Z tj
T
d
dW
cgðWÞ
W
 
W 0


 
:
Note that for s near 0,
gðsÞ
s
¼ pð p 	 1Þ
2
Lp	2s þ Oðs2Þ
and
gðsÞ
s
 0
¼ pðs þ LÞ
p	1
s 	 ðs þ LÞp þ Lp
s2
¼ pð p 	 1Þ
2
Lp	2 þ OðsÞ:
Hence, it follows from (3.5) that IðT ; tjÞ40 for large T and converges to a positive
constant as j-N: Since Ro0; we have, from (3.7),
IðT ; tjÞR2ðtjÞ þ dn
Z tj
T
e	
n
2
sðW þ LÞpRðtjÞoCðTÞ;
which is impossible. Therefore, R is bounded.
Case 1: Let p4pc and 0onol1:
Step 3: We claim that entWðtÞ is bounded near þN: Applying the method of
variation of parameters to (3.1), we have the representation of W :
WðtÞ ¼C1ðTÞe	l1t þ C2ðTÞe	l2t
	 e
	l1t
l2 	 l1
Z t
T
el1s½cgðWÞ þ JðW þ LÞp
þ e
	l2t
l2 	 l1
Z t
T
el2s½cgðWÞ þ JðW þ LÞp: ð3:8Þ
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Since
e	l2t
Z t
T
el2sjJ 	 de	nsjðW þ LÞp
pe	l2teðl2	l1Þt
Z t
T
el1sjJ 	 de	nsjðW þ LÞppCe	l1t
and
e	li t
Z t
T
elis½cgðWÞ þ de	nsðW þ LÞp
pe	li t C1
Z t
T
eli sW 2 þ d
Z t
T
eðli	nÞsðW þ LÞp
 
pC2e	li t
Z t
T
eðli	nÞs
pC3ðe	nt þ e	li tÞ
for i ¼ 1; 2; we conclude that WðtÞ ¼ Oðe	ntÞ at þN:
Case 2: Let p4pc and n ¼ l1: By Steps 1 and 2, e
l1
2
tWðtÞ is bounded near þN:
Since
e	l1t
Z t
T
el1s½cgðWÞ þ de	l1sðW þ LÞppCte	l1t;
we conclude from (3.8) that WðtÞ ¼ Oðte	l1tÞ at þN:
Case 3: Let p ¼ pc and 0onol1: Similarly, we see that e
n
2
tWðtÞ is bounded
near þN: Applying the method of variation of parameters to (3.1), W is
represented by
WðtÞ ¼ ½C1ðTÞ þ C2ðTÞte	l1t
þ e	l1t
Z t
T
sel1s½cgðWÞ þ JðW þ LÞp
	 te	l1t
Z t
T
el1s½cgðWÞ þ JðW þ LÞp: ð3:9Þ
Since
e	l1t
Z t
T
sel1sjJ 	 de	nsjðW þ LÞp
pte	l1t
Z t
T
el1sjJ 	 de	nsjðW þ LÞppCte	l1t
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and
e	l1t
Z t
T
sel1s½cgðWÞ þ de	nsðW þ LÞp
pe	l1t C1t
Z t
T
el1sW 2 þ t
Z t
T
deðl1	nÞsðW þ LÞp
 
pCtðe	nt þ e	l1tÞ
and
te	l1t
Z t
T
el1s½cgðWÞ þ e	nsðW þ LÞppCtðe	nt þ e	l1tÞ;
we conclude that WðtÞ ¼ Oðte	ntÞ at þN:
Case 4: Let p ¼ pc and n ¼ l1: Similarly, e
l1
2
tWðtÞ is bounded near þN: Since
e	l1t
Z t
T
sel1s½cgðWÞ þ de	l1sðW þ LÞp
pCe	l1t
Z t
T
sel1sW 2 þ
Z t
T
sðW þ LÞp
 
pCt2e	l1t
and
te	l1t
Z t
T
el1s½cgðWÞ þ e	l1sðW þ LÞppCt2e	l1t;
we conclude from (3.9) that WðtÞ ¼ Oðt2e	l1tÞ at þN: &
Now, we introduce energy functions, and prove Theorem 1.1 in case KðrÞ ¼
crc þ drc	n near N for some c; d40; c4	 2 and 0onpl1:
Lemma 3.2. Let p4pcðn; cÞ with c4	 2: Assume that K satisfies (K), r	cKðrÞ is non-
increasing in rAð0;NÞ; and KðrÞ ¼ crc þ drc	n near N for some 0onol1: For every
a40; ua satisfies (1.8).
Proof. Therefore, DðtÞ :¼ entWðtÞ is bounded and satisﬁes that
Dtt þ aDt þ bD þ ent½cgðWÞ þ de	ntðW þ LÞp ¼ 0 ð3:10Þ
near þN; where a ¼ l1 þ l2 	 2n and b ¼ ðl1 	 nÞðl2 	 nÞ:
We claim that DðtÞ-	 dLp=b as t-þN: Suppose that
	Noz1 ¼ lim inf
t-þN DðtÞo lim supt-þN DðtÞ ¼ z2p0: ð3:11Þ
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Then, there exist two sequences fZig and fxig going to þN as i-N such that fZig
and fxig are local minima and local maxima of D respectively satisfying ZioxioZiþ1;
i ¼ 1; 2;y: Deﬁne an energy function
EðtÞ :¼ 1
2
D2t þ
b
2
D2 þ dðW þ LÞpD: ð3:12Þ
Now, multiplying (3.10) by Dt and integrating by parts over ½T ; t for large T ;
we obtain
EðtÞ þ a
Z t
T
ðDtðsÞÞ2 ds þ c
2
D2ðtÞ gðWÞ
W
¼ CðTÞ þ c
2
Z t
T
D2
d
ds
gðWÞ
W
 
þ dp
Z t
T
ðW þ LÞp	1WtD: ð3:13Þ
From (3.5), we have
EðtÞ þ a
Z t
T
ðDtðsÞÞ2 dspCðTÞ: ð3:14Þ
Since D is bounded, EðZiÞ is bounded. Hence, we have, from (3.14),Z þN
T
ðDtðsÞÞ2 dsoN: ð3:15Þ
It follows from (3.13) and (3.15) that E ¼ limt-þN EðtÞ exists, which in turn implies
that from (3.12), Dt is bounded. Then, from (3.10), Dtt is bounded also.
Let f ðDÞ ¼ b
2
D2 þ dLpD: Since
lim
i-N
EðZiÞ ¼ f ðz1Þ ¼ E ¼ f ðz2Þ ¼ lim
i-N
EðxiÞ;
we may choose z1oz0oz2 and tiAðZi; xiÞ such that DðtiÞ ¼ z0; dfdD ðz0Þ ¼ 0 and
f ðz0ÞaE: Then, DtðtiÞ-0 as i-N: Suppose that there exist e40 and a subsequence
ftikg of ftig such that jDtðtjÞjXe for each tjAftikg: By the fact that Dtt is bounded,
the Mean Value Theorem for Dt implies that there exists d40 such that jDtðtÞjX12 e
for tA½tj 	 d; tj þ d; which contradicts (3.15). Hence, we have
E ¼ lim
i-N
EðtiÞ ¼ lim
i-N
1
2
ðDtðtiÞÞ2 þ f ðz0Þ ¼ f ðz0Þ;
a contradiction.
Therefore, DN ¼ limt-þN DðtÞ exists. For given e40; there exists a sequence fsig
converging to þN such that jDtðsiÞjre for i ¼ 1; 2;y: Since EðsiÞ is bounded, we
obtain (3.15) from (3.14). From (3.15) and (3.13), limt-þN EðtÞ exists. Thus, (3.12)
implies that Dt converges to constant and then limt-þN DtðtÞ ¼ 0: From (3.10),
limt-þN DttðtÞ exists and must be 0: Therefore, we conclude from (3.10) that
DðtÞ-	 dLp=b as t-þN: &
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Lemma 3.3. Let p4pcðn; cÞ with c4	 2: Assume that K satisfies (K), r	cKðrÞ is
non-increasing in rAð0;NÞ; and KðrÞ ¼ crc þ drc	l1 near N: For every a40; ua
satisfies (1.9).
Proof. Let DðtÞ :¼ t	1el1tWðtÞ: Then, D satisﬁes that
Dtt þ a þ 2
t
 
Dt þ b
t
D þ t	1el1t½cgðWÞ þ de	l1tðW þ LÞp ¼ 0 ð3:16Þ
near þN; where a ¼ l2 	 l1 and b ¼ l2 	 l1: Suppose (3.11) with the same
notations. Then, there exist two sequences fZig and fxig satisfying the same property
as in the proof of Theorem 3.2. Deﬁne an energy function
EðtÞ :¼ 1
2
tðDtðtÞÞ2 þ b
2
DðtÞ2 þ dðW þ LÞpD: ð3:17Þ
Multiplying (3.16) by tDt and integrating by parts over ½T ; t for large T ; we obtain
EðtÞ þ
Z t
T
as þ 3
2
 
DtðsÞ2 ds þ ct
2
D2
gðWÞ
W
¼ CðTÞ þ c
2
Z t
T
D2
d
ds
s
gðWÞ
W
 
þ dp
Z t
T
ðW þ LÞp	1WtD: ð3:18Þ
Since
t
gðWÞ
W

pCtjW jpCt2e	l1tjDj-0 as t-þN;
we have from (3.5),
EðtÞ þ
Z t
T
as þ 3
2
 
DtðsÞ2 dspCðTÞ:
Since D is bounded and DtðZiÞ ¼ 0; it follows thatZ þN
T
sDtðsÞ2 dsoN ð3:19Þ
and by (3.18), EðtÞ converges to a constant E as t-þN: From (3.17), tðDtðtÞÞ2 is
bounded, which implies that from (3.16),
ﬃﬃ
t
p
Dtt is bounded. Observe that E ¼
b
2
z21 þ dLpz1 ¼ b2 z22 þ dLpz2: Let f ðDÞ :¼ b2 D2 þ dLpD: Choose z1oz0oz2 and
tiAðZi; xiÞ such that DðtiÞ ¼ g; dfdD ðz0Þ ¼ 0 and f ðz0ÞaE: Then,
ﬃﬃﬃ
ti
p
DtðtiÞ-0 as
i-N: Otherwise, suppose that there exist e40 and a subsequence ftikg of ftig such
that
ﬃﬃﬃ
tj
p jDtðtjÞjXe for each tjAftikg: It follows by the boundedness of
ﬃﬃ
t
p
Dtt and the
Mean Value Theorem for
ﬃﬃ
t
p
DtðtÞ that there exists d40 such that
ﬃﬃ
t
p jDtðtÞjX12 e for
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tA½tj 	 d; tj þ d; which contradicts (3.19). Hence, we have
E ¼ lim
i-N
EðtiÞ ¼ lim
i-N
1
2
tðDtðtjÞÞ2 þ f ðz0Þ ¼ f ðz0Þ;
a contradiction. Therefore, similar arguments as in the proof of Lemma 3.2 lead to
DðtÞ-	 dLp=b as t-þN: &
Lemma 3.4. Let p ¼ pcðn; cÞ with c4	 2: Assume that K satisfies (K), r	cKðrÞ is
non-increasing in rAð0;NÞ; and KðrÞ ¼ crc þ drc	n near N for some 0onol1: For
every a40; ua satisfies (1.10).
Proof. Let DðtÞ :¼ t	1entWðtÞ: Then, D satisﬁes that
Dtt þ a þ 2
t
 
Dt þ b
t
D þ t	1ent½cgðWÞ þ de	ntðW þ LÞp ¼ 0
near þN; where a ¼ 2ðl1 	 nÞ and b ¼ ðl1 	 nÞðl1 	 nþ 2Þ:
Then, the same arguments as in Lemma 3.3 lead to DðtÞ-	 dLp=b as
t-þN: &
Lemma 3.5. Let p ¼ pcðn; cÞ with c4	 2: Assume that K satisfies (K), r	cKðrÞ is
non-increasing in rAð0;NÞ; and KðrÞ ¼ crc þ drc	l1 near N: For every a40; ua
satisfies (1.11).
Proof. Let DðtÞ :¼ t	2el1tWðtÞ: Then, D satisﬁes that
Dtt þ 4
t
Dt þ 2
t2
D þ t	2el1t½cgðWÞ þ de	l1tðW þ LÞp ¼ 0 ð3:20Þ
near þN: Suppose (3.11) and choose two sequences fZig and fxig in the same way as
below (3.11). Deﬁne an energy function
EðtÞ :¼ 1
2
t2ðDtðtÞÞ2 þ DðtÞ2 þ dðW þ LÞpD:
Multiplying (3.20) by t2Dt and integrating by parts over ½T ; t for large T ; we obtain
EðtÞ þ 3
Z t
T
sDtðsÞ2 ds þ ct
2
2
D2
gðWÞ
W
¼ CðTÞ þ c
2
Z t
T
D2
d
ds
s2
gðWÞ
W
 
þ dp
Z t
T
ðW þ LÞp	1WtD: ð3:21Þ
From (3.5),
EðtÞ þ 3
Z t
T
sDtðsÞ2 dspCðTÞ:
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Since D is bounded and DtðZiÞ ¼ 0; it follows thatZ þN
T
sDtðsÞ2 dsoN
and by (3.21), EðtÞ converges to a constant E as t-þN: Hence, tðDtðtÞÞ2 is
bounded, which implies that from (3.20),
ﬃﬃ
t
p
Dtt is bounded. Observe that E ¼
z21 þ dLpz1 ¼ z22 þ dLpz2: Let f ðDÞ :¼ D2 þ dLpD: Choose z1oz0oz2 and tiAðZi; xiÞ
such that DðtiÞ ¼ g; dfdD ðz0Þ ¼ 0 and f ðz0ÞaE: Then,
ﬃﬃﬃ
ti
p
DtðtiÞ-0 as i-N by similar
arguments as in Lemma 3.3. Hence, we have
E ¼ lim
i-N
EðtiÞ ¼ lim
i-N
ðDtðtjÞÞ2 þ f ðz0Þ ¼ f ðz0Þ;
a contradiction. Similar arguments as in the above Lemmas show that
DðtÞ-	 dLp=2 as t-þN: &
We shall give a full proof of Theorem 1.1 in Section 5.
4. Topology for stability
In this section, we study further the structure of Type SS assuming Theorem 1.1.
Later, we discuss stability property of solutions and provide proper topology
determined by the obtained asymptotic behavior near N: Deﬁne the limit, if
it exists,
Fðb; aÞ :¼ lim
r-N
jðb; a; rÞ;
where
jðb; a; rÞ :¼ r
mþl1ðubðrÞ 	 uaðrÞÞ if p4pc;
rmþl1ðlog rÞ	1ðubðrÞ 	 uaðrÞÞ if p ¼ pc;
(
for b4a40: Deﬁne the limit, if it exists,
Gðb; aÞ :¼ lim
r-N
Gðb; a; rÞ;
where Gðb; a; rÞ :¼ Dðb; rÞ 	 Dða; rÞ or
Gðb; a; rÞ :¼
rmþnðubðrÞ 	 uaðrÞÞ if p4pc; 0onol1;
rmþl1ðlog rÞ	1ðubðrÞ 	 uaðrÞÞ if p4pc; n ¼ l1;
rmþnðlog rÞ	1ðubðrÞ 	 uaðrÞÞ if p ¼ pc; 0onol1;
rmþl1ðlog rÞ	2ðubðrÞ 	 uaðrÞÞ if p ¼ pc; n ¼ l1;
8>>><
>>:
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for b4a40: By Theorem 1.1, Dða; rÞ converges to a constant independent of a; i.e.,
Gðb; aÞ ¼ 0 for b4a40: More precisely, the difference ub 	 ua has the following
decay rate. Here, we assume the conditionZ N
1
jJðrÞ 	 dr	njrl1	1droN; ð4:1Þ
where JðrÞ :¼ r	cKðrÞ 	 c; d40; 0onpl1:
Lemma 4.1. Let pXpcðn; cÞ with c4	 2: Assume that K satisfies (4.1) for some
c; d40; 0onpl1: If ub4ua are two positive solutions of (1.2) nearN such that Dðb; rÞ
and Dða; rÞ are bounded at N; then Gðb; aÞ ¼ 0 and jðb; a; rÞ converges as r-N:
Proof. Set Gðb; aÞ :¼ cgðWbÞ 	 cgðWaÞ and U ðb; aÞ :¼ ðWb þ LÞp 	 ðWa þ LÞp:
Case 1: Let p4pc and 0onol1: From (3.8), GðtÞ :¼ entðWbðtÞ 	 WaðtÞÞ is
represented by
GðtÞ ¼C1ðTÞe	ðl1	nÞt þ C2ðTÞe	ðl2	nÞt
	 e
	ðl1	nÞt
l2 	 l1
Z t
T
el1s½Gðb; aÞ þ JU ðb; aÞ
þ e
	ðl2	nÞt
l2 	 l1
Z t
T
el2s½Gðb; aÞ þ JU ðb; aÞ: ð4:2Þ
Since U ðb; aÞ ¼ pðW˜ þ LÞp	1e	nsGðsÞ for some WaoW˜oWb and
Gðb; aÞ ¼ c½ pðW˜ þ LÞp	1 	 pLp	1e	nsGðsÞ
¼ cpð p 	 1ÞðWˆ þ LÞp	2ze	2nsGðsÞ
for some Wˆ between W˜ and 0; and Dða; tÞoz ¼ entW˜oDðb; tÞ; we haveZ t
T
elisjGðb; aÞj dspC
Z t
T
eðli	2nÞsGðsÞ ds ð4:3Þ
for i ¼ 1; 2: On the other hand,Z t
T
eli sJU ðb; aÞ ds ¼ p
Z t
T
eli sJðW˜ þ LÞp	1e	nsGðsÞ ds
pC1
Z t
T
eðli	nÞsjJ 	 de	nsjGðsÞ ds
þ C2
Z t
T
eðli	2nÞsGðsÞ ds ð4:4Þ
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for i ¼ 1; 2: From (4.1)–(4.4), we see that GðtÞ-0 as t-þN and
GðtÞ ¼
Oðe	ðl1	nÞtÞ if l1o2n;
oðte	ðl1	nÞtÞ if l1 ¼ 2n;
oðe	ntÞ if l142n:
8><
>:
In case l1 ¼ 2n; we have
GðtÞpC e	ðl1	nÞt þ
X
e	ðli	nÞt
Z t
T
eðli	nÞsjJ 	 de	nsjGðsÞ ds

þ
X
e	ðli	nÞt
Z t
T
eðli	2nÞsGðsÞ ds

pC e	ðl1	nÞt þ e	ðl1	nÞt
Z t
T
se	ns ds þ e	nt
 
pCe	ðl1	nÞt:
When l142n; we have
GðtÞpCe	ðl1	nÞt þ oð1Þ e	ðl1	nÞt
Z t
T
eðl1	3nÞs ds þ e	ðl2	nÞt
Z t
T
eðl2	3nÞs ds
 
:
Hence, we see that
GðtÞp
Oðe	ðl1	nÞtÞ if l1o3n;
oðte	ðl1	nÞtÞ if l1 ¼ 3n;
oðe	2ntÞ if l143n:
8><
>:
For given 0onol1; we conclude after ﬁnite iterations that GðtÞ ¼ Oðe	ðl1	nÞtÞ at
þN: In other words, ubðrÞ 	 uaðrÞ ¼ Oðr	m	l1Þ at N:
From (3.8), jðtÞ :¼ el1tðWbðtÞ 	 WaðtÞÞ is represented by
jðtÞ ¼C1ðTÞ þ C2ðTÞe	ðl2	l1Þt
	 1
l2 	 l1
Z t
T
el1s½Gðb; aÞ þ JU ðb; aÞ
þ e
	ðl2	l1Þt
l2 	 l1
Z t
T
el2s½Gðb; aÞ þ JU ðb; aÞ: ð4:5Þ
From (4.3), we have
Z t
T
eli sjGðb; aÞj dspC
Z t
T
eðli	l1	nÞsjðsÞ ds
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for i ¼ 1; 2: On the other hand, from (4.4)
Z t
T
eli sJU ðb; aÞ dspC1
Z t
T
eðli	l1ÞsjJ 	 de	nsjjðsÞ ds þ C2
Z t
T
eðli	l1	nÞsjðsÞ ds
for i ¼ 1; 2: It follow immediately from (4.5) that jðtÞ converges to a constant F as
t-þN:
Case 2: Let p4pc and n ¼ l1: From (3.8), GðtÞ :¼ t	1el1tðWbðtÞ 	 WaðtÞÞ is
represented by
GðtÞ ¼C1ðTÞt	1 þ C2ðTÞt	1e	ðl2	l1Þt
	 t
	1
l2 	 l1
Z t
T
el1s½Gðb; aÞ þ JU ðb; aÞ
þ t
	1e	ðl2	l1Þt
l2 	 l1
Z t
T
el2s½Gðb; aÞ þ JU ðb; aÞ: ð4:6Þ
Since U ðb; aÞ ¼ pðW˜ þ LÞp	1se	l1sGðsÞ for some WaoW˜oWb and
Gðb; aÞ ¼ cpð p 	 1ÞðWˆ þ LÞp	2zs2e	2l1sGðsÞ
for some Wˆ between W˜ and 0; and Dða; tÞoz ¼ t	1el1tW˜oDðb; tÞ; we have
Z t
T
elisjGðb; aÞj dspC
Z t
T
s2eðli	2l1ÞsGðsÞ ds
for i ¼ 1; 2: On the other hand,
Z t
T
elisJU ðb; aÞ dspC1
Z t
T
seðli	l1ÞsjJ 	 de	l1sjGðsÞ ds þ C2
Z t
T
seðli	2l1ÞsGðsÞ ds
for i ¼ 1; 2: Then, we have from (4.6),
GðtÞpC t	1 þ t	1
Z t
T
s2e	l1sGðsÞ ds þ t	1e	ðl2	l1Þt
Z t
T
s2eðl2	2l1ÞsGðsÞ ds
 
pCt	1:
We see that GðtÞ ¼ Oðt	1Þ at þN: In other words, ubðrÞ 	 uaðrÞ ¼ Oðr	m	l1Þ atN:
Since
Z t
T
elisjGðb; aÞj dspC
Z t
T
seðli	2l1ÞsjðsÞ ds
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and
Z t
T
elisJU ðb; aÞ dspC1
Z t
T
eðli	l1ÞsjJ 	 de	l1sjjðsÞ ds þ C2
Z t
T
eðli	2l1ÞsjðsÞ ds
for i ¼ 1; 2; we see from (4.5) that jðtÞ converges to a constant F as t-þN:
Case 3: Let p ¼ pc and 0onol1: From (3.9), GðtÞ :¼ t	1entðWbðtÞ 	 WaðtÞÞ is
represented by
GðtÞ ¼C1ðTÞe	ðl1	nÞt þ C2ðTÞt	1e	ðl1	nÞt
	 e	ðl1	nÞt
Z t
T
el1s½Gðb; aÞ þ JU ðb; aÞ
þ t	1e	ðl1	nÞt
Z t
T
sel1s½Gðb; aÞ þ JU ðb; aÞ: ð4:7Þ
Since U ðb; aÞ ¼ pðW˜ þ LÞp	1se	nsGðsÞ for some WaoW˜oWb and
Gðb; aÞ ¼ cpð p 	 1ÞðWˆ þ LÞp	2zs2e	2nsGðsÞ
for some Wˆ between W˜ and 0, and Dða; tÞoz ¼ t	1entW˜oDðb; tÞ; we have
Z t
T
s jel1sjGðb; aÞj dspC
Z t
T
s jþ2eðl1	2nÞsGðsÞ ds
p
Oð1Þ if l1o2n;
Oðt jþ3Þ if l1 ¼ 2n;
Oðt jþ2eðl1	2nÞtÞ if l142n
8><
>:
for j ¼ 0; 1: On the other hand,
Z t
T
s jel1sJU ðb; aÞ ds ¼ p
Z t
T
s jel1sJðW˜ þ LÞp	1se	nsGðsÞ ds
pC1
Z t
T
s jþ1eðl1	nÞsjJ 	 de	nsjGðsÞ ds
þ C2
Z t
T
s jþ1eðl1	2nÞsGðsÞ ds
p
Oð1Þ if l1o2n;
Oðt jþ2Þ if l1 ¼ 2n;
Oðt jþ1eðl1	2nÞtÞ if l142n
8><
>:
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for j ¼ 0; 1: From (4.7),
GðtÞpCe	ðl1	nÞt þ
Oðe	ðl1	nÞtÞ if l1o2n;
Oðt3e	ðl1	nÞtÞ if l1 ¼ 2n;
Oðt2e	ðl1	2nÞtÞ if l142n:
8><
>:
We conclude that GðtÞ ¼ Oðe	ðl1	nÞtÞ at þN: In other words, ubðrÞ 	 uaðrÞ ¼
Oðr	m	l1 log rÞ atN:
From (3.9), jðtÞ :¼ t	1el1tðWbðtÞ 	 WaðtÞÞ is represented by
jðtÞ ¼C1ðTÞ þ C2ðTÞt	1
	
Z t
T
el1s½Gðb; aÞ þ JU ðb; aÞ
þ t	1
Z t
T
sel1s½Gðb; aÞ þ JU ðb; aÞ: ð4:8Þ
Similarly,
Gðb; aÞ ¼ cpð p 	 1ÞðWˆ þ LÞp	2zs2e	ðl1þnÞsjðsÞ;
Z t
T
s jel1sjGðb; aÞj dspC
Z t
T
s jþ2e	nsjðsÞ ds
and
Z t
T
s jel1sJU ðb; aÞ ¼ p
Z t
T
s jel1sJðW˜ þ LÞp	1se	l1sj
pC1
Z t
T
s jþ1jJ 	 de	nsjjþ C2
Z t
T
s jþ1e	nsj
for j ¼ 0; 1: Therefore, jðtÞ converges to a constant F as t-þN:
Case 4: Let p ¼ pc and n ¼ l1: From (3.9), GðtÞ :¼ t	2el1tðWbðtÞ 	 WaðtÞÞ is
represented by
GðtÞ ¼C1ðTÞt	1 þ C2ðTÞt	2
	 t	1
Z t
T
el1s½Gðb; aÞ þ JU ðb; aÞ
þ t	2
Z t
T
sel1s½Gðb; aÞ þ JU ðb; aÞ: ð4:9Þ
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Since U ðb; aÞ ¼ pðW˜ þ LÞp	1s2e	l1sGðsÞ for some WaoW˜oWb and
Gðb; aÞ ¼ pð p 	 1ÞðWˆ þ LÞp	2zs4e	2l1sGðsÞ
for some Wˆ between W˜ and 0, and Dða; tÞoz ¼ t2entW˜oDðb; tÞ; we have
Z t
T
s jel1sjGðb; aÞj dspC
Z t
T
s jþ4e	l1sGðsÞ ds
for j ¼ 0; 1: On the other hand,
Z t
T
s jel1sJU ðb; aÞ ds ¼ p
Z t
T
s jel1sJðW˜ þ LÞp	1s2e	l1sGðsÞ ds
pC1
Z t
T
s jþ2jJ 	 de	l1sjGðsÞ ds þ C2
Z t
T
s jþ2e	l1sGðsÞ ds
for j ¼ 0; 1: We conclude that from (4.9),
GðtÞpCðt	1 þ t	2Þ
and thus GðtÞ ¼ Oðt	1Þ at þN: In other words, ub 	 ua ¼ Oðr	m	l1 log rÞ at N:
From (4.8), jðtÞ converges to a constant F as t-þN: &
We are now ready to prove that under the structure of Type SS, Fðb; aÞ is a
continuous and strictly increasing function in bAð0;NÞ:
Theorem 4.2. Let pXpcðn; cÞ with c4	 2: Assume that K satisfies (K) and r	cKðrÞ is
non-increasing on ð0;NÞ: If K satisfies (4.1) for some c; d40 and 0onpl1; then
Fðb; aÞ40 for b4a40 and Fð; aÞ is continuous on ð0;NÞ:
Proof. Case 1: Let p4pc and 0onpl1: Let jðtÞ :¼ el1tðWbðtÞ 	 WaðtÞÞ for b4a40:
Then, j satisﬁes
jtt þ ðl2 	 l1Þjt þ el1t½Gðb; aÞ þ JU ðb; aÞ ¼ 0: ð4:10Þ
It follows from Theorem 1.1 and Lemma 4.1 that j converges at þN: Integrating
(4.10) over ½t;þNÞ; we see that
ðl2 	 l1ÞðF	 jðtÞÞ ¼ jtðtÞ 	
Z þN
t
el1s½Gðb; aÞ þ JU ðb; aÞ ds: ð4:11Þ
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Letting t-	N; we have, from (1.4),
F ¼ 	 1
l2 	 l1
Z þN
	N
el1s½Gðb; aÞ þ JU ðb; aÞ ds
¼ 	 1
l2 	 l1
Z N
0
fr	cK½ðrmubÞp 	 ðrmuaÞp 	 pcLp	1½rmub 	 rmuagrl1	1 dr
4 	 1
l2 	 l1
Z N
0
f½ pr	cKðrmubÞp	1 	 pcLp	1ðrmub 	 rmuaÞgrl1	1 dr
¼ 	 1
l2 	 l1
Z N
0
fp½r2Kup	1b 	 cLp	1ðrmub 	 rmuaÞgrl1	1 dr
4 0:
Case 2: Let p ¼ pc and 0onpl1: Let jðtÞ :¼ t	1el1tðWbðtÞ 	 WaðtÞÞ for b4a40:
Then, j satisﬁes
jtt þ
2
t
jt þ
el1t
t
½Gðb; aÞ þ JU ðb; aÞ ¼ 0: ð4:12Þ
Multiplying (4.12) by t and integrating over ½t;þN; we have, for t ¼ log r40;
F ¼jðtÞ þ tjtðtÞ 	
Z þN
t
el1s½Gðb; aÞ þ JU ðb; aÞ ds
¼ðm þ l1Þrmþl1ðubðrÞ 	 uaðrÞÞ þ rmþl1þ1ðu0bðrÞ 	 u0aðrÞÞ
	
Z N
r
½r	cKU ðb; aÞ 	 pcLp	1rmðub 	 uaÞrl1	1 dr ð4:13Þ
while for t ¼ log ro0;
jðtÞ þ tjtðtÞ ¼ 	
Z t
	N
el1s½Gðb; aÞ þ JU ðb; aÞ ds
¼ 	
Z r
0
½r	cKU ðb; aÞ 	 pcLp	1rmðub 	 uaÞrl1	1 dr: ð4:14Þ
Therefore, by letting r-1 in (4.13) and (4.14), we have, from (1.4),
F ¼ 	
Z þN
	N
el1s½Gðb; aÞ þ JU ðb; aÞ ds
¼ 	
Z N
0
½r	cKU ðb; aÞ 	 pcLp	1rmðub 	 uaÞrl1	1 dr
4 0:
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Since for g4b4a40;
Fðg; aÞ ¼ Fðg; bÞ þ Fðb; aÞ4Fðb; aÞ40;
Fðb; aÞ-0 as b-a by the Dominated Convergence Theorem. Hence, F is
continuous. &
In order to have a positive solution uþa4ua of (1.2) nearN satisfying (1.12) atN;
it sufﬁces to prove that F ¼ 0:
Lemma 4.3. Let pXpcðn; cÞ with c4	 2: Suppose ub and ua are positive radial
solutions of (1.2) near N satisfying (1.3) such that ub4ua near N: If K satisfies (4.1)
for some c; d40; 0onpl1; and Fðb; aÞ ¼ 0; then rmþl2ðubðrÞ 	 uaðrÞÞ converges to a
positive constant as r-N:
Proof. We argue by contradiction. Suppose that Fðb; aÞ ¼ 0: Let jðtÞ :¼
jðb; a; rÞ; t ¼ log r:
Case 1: Let p4pc and 0onpl1: Then, from (4.10), j satisﬁes that
ðl2 	 l1ÞjðtÞ ¼ 	 jtðtÞ þ
Z þN
t
el1s½Gðb; aÞ þ JU ðb; aÞ ds
¼ 	 jtðtÞ þ cp
Z þN
t
el1s½ðW˜ þ LÞp	1 	 Lp	1e	l1sj ds
þ p
Z þN
t
el1sJðW˜ þ LÞp	1e	l1sj ds
p 	 jtðtÞ þ C1e	l1t
Z þN
t
el1sjJ 	 de	nsjj ds
þ C2
Z þN
t
e	nsj ds þ C3
Z þN
t
eðl1	nÞse	l1sj ds
for some WaoW˜oWb: Since jðtÞ-0 as t-þN; for given e40;
ðl2 	 l1ÞjðtÞp	 jtðtÞ þ ee	nt ð4:15Þ
if t is large enough. Multiplying (4.15) by eðl2	l1Þt and integrating over ½T ; t with T
large, we obtain
ðjeðl2	l1ÞtÞtpeeðl2	l1	nÞt
and
jðtÞpjðTÞe	ðl2	l1Þðt	TÞ þ ee	ðl2	l1Þt
Z t
T
eðl2	l1	nÞsds:
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We obtain that near þN;
jðtÞ ¼
Oðe	ðl2	l1ÞtÞ if l2ol1 þ n;
oðte	ðl2	l1ÞtÞ if l2 ¼ l1 þ n;
oðe	ntÞ if l24l1 þ n:
8><
>:
In case l2Xl1 þ n; we have
ðl2 	 l1ÞjðtÞp	 jtðtÞ þ
oðte	2ntÞ if l2 ¼ l1 þ n;
oðe	2ntÞ if l24l1 þ n:

ð4:16Þ
Let l2 ¼ l1 þ n: Integrating (4.16) over ½T ; t with T large, we have
jðtÞpjðTÞe	ðl2	l1Þðt	TÞ þ ee	ðl2	l1Þt
Z t
T
se	ns ds;
which in turn implies that jðtÞ ¼ Oðe	ðl2	l1ÞtÞ at þN:
When l24l1 þ n; we have
jðtÞpjðTÞe	ðl2	l1Þðt	TÞ þ ee	ðl2	l1Þt
Z t
T
eðl2	l1	2nÞs ds:
Hence, we see that
jðtÞp
Oðe	ðl2	l1ÞtÞ if l2ol1 þ 2n;
oðte	ðl2	l1ÞtÞ if l2 ¼ l1 þ 2n;
oðe	2ntÞ if l24l1 þ 2n:
8><
>:
Therefore, we conclude after ﬁnite iterations that jðtÞ ¼ Oðe	ðl2	l1ÞtÞ at þN: In
other words, ubðrÞ 	 uaðrÞ ¼ Oðr	m	l2Þ atN:
Consider the function D˜ða; tÞ ¼ el2tWða; tÞ: Then, D˜ða; tÞ holds
D˜tt 	 ðl2 	 l1ÞD˜t þ el2t½cgðWÞ þ JðetÞðW þ LÞp ¼ 0:
The difference cðtÞ :¼ D˜ðb; tÞ 	 D˜ða; tÞ is represented by
cðtÞ ¼C1ðTÞ þ C2ðTÞeðl2	l1Þt
þ 1
l2 	 l1
Z t
T
el2s½Gðb; aÞ þ JU ðb; aÞ ds
	 e
ðl2	l1Þt
l2 	 l1
Z t
T
el1s½Gðb; aÞ þ JU ðb; aÞ ds:
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Since eðl1	l2ÞtcðtÞ ¼ jðtÞ-0 as t-þN;
0 ¼ C2ðTÞ 	 1l2 	 l1
Z þN
T
el1s½Gðb; aÞ þ JU ðb; aÞ ds
and thus,
cðtÞ ¼C1ðTÞ þ 1l2 	 l1
Z t
T
el2s½Gðb; aÞ þ JU ðb; aÞ ds
þ e
ðl2	l1Þt
l2 	 l1
Z þN
t
el1s½Gðb; aÞ þ JU ðb; aÞ ds: ð4:17Þ
Therefore, cðtÞ converges to a constant C as t-þN and
C ¼ C1ðTÞ þ 1l2 	 l1
Z þN
T
el2s½Gðb; aÞ þ JU ðb; aÞ ds: ð4:18Þ
Hence,
cðtÞ ¼C	 1
l2 	 l1
Z þN
t
el2s½Gðb; aÞ þ JU ðb; aÞ ds
þ e
ðl2	l1Þt
l2 	 l1
Z þN
t
el1s½Gðb; aÞ þ JU ðb; aÞ ds:
Suppose cðtÞ-0 as t-þN; i.e., C ¼ 0: Let e40 be given. Since U ðb; aÞ ¼
pðW˜ þ LÞp	1e	l2sc for some WaoW˜oWb and
Gðb; aÞ ¼ c½ pðW˜ þ LÞp	1 	 pLp	1e	l2sc
¼ cpð p 	 1ÞðWˆ þ LÞp	2ze	ðl2þnÞsc
for some Wˆ between W˜ and 0; and Dða; tÞoz ¼ entW˜oDðb; tÞ; we haveZ þN
t
el2sjGðb; aÞj dspC
Z þN
t
el2se	ðl2þnÞscðsÞ dspee	nt
if t is large enough. Similarly,
RþN
t
el1sjGðb; aÞj dspee	ðl2	l1þnÞt: On the other hand,Z þN
t
elisJU ðb; aÞ ds ¼ p
Z þN
t
eli sJðW˜ þ LÞp	1e	l2scðsÞ ds
p oðe
	ðl2	l1þnÞtÞ if i ¼ 1;
oðe	ntÞ if i ¼ 2;
(
for t large. Therefore, we have cðtÞ ¼ oðe	ntÞ at þN: Repeating the above process
with ﬁner estimates, we can show that for any positive integer k; cðtÞ ¼ oðe	kntÞ at
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þN: In other words, ubðrÞ 	 uaðrÞ ¼ oðr	m	l2	knÞ atN: In particular, for some e40;
ubðrÞ 	 uaðrÞ ¼ oðr2	n	eÞ at N: However, this is impossible by Lemma 2.2.
Case 2: Let p ¼ pc and 0onpl1: Let jðtÞ :¼ t	1el1tðWbðtÞ 	 WaðtÞÞ: Since
jðtÞ-0 as t-þN; there exists a sequence ftjg going to þN as j-N such that
jtðtjÞp0 for every j: From (4.12),
jðtÞ 	 jðtjÞ ¼ tjjtðtjÞ 	 tjtðtÞ þ
Z tj
t
el1s½Gðb; aÞ þ JU ðb; aÞ ds
and thus,
jðtÞp 	 tjtðtÞ þ
Z þN
t
el1s½Gðb; aÞ þ JU ðb; aÞ ds
¼ 	 tjtðtÞ þ cp
Z þN
t
el1s½ðW˜ þ LÞp	1 	 Lp	1se	l1sj ds
þ p
Z þN
t
el1sJðWˆ þ LÞp	1se	l1sj ds
p 	 tjtðtÞ þ C1
Z þN
t
sjJ 	 de	nsjj ds
þ C2
Z þN
t
se	nsj ds þ C3
Z þN
t
se	nsj ds
p 	 tjtðtÞ þ ete	nt:
Hence,
ðtjÞtpete	nt
and for large T ;
jðtÞpT
t
jðTÞ þ et	1
Z t
T
se	nsds:
Therefore, jðtÞ ¼ Oðt	1Þ at þN: In other words, ubðrÞ 	 uaðrÞ ¼ Oðr	m	l1Þ at N:
From (3.9), cðtÞ :¼ tjðtÞ ¼ el1tðWbðtÞ 	 WaðtÞÞ satisﬁes
cðtÞ ¼C1ðTÞ þ C2ðTÞt
þ
Z t
T
sel1s½Gðb; aÞ þ JU ðb; aÞ ds
	 t
Z t
T
el1s½Gðb; aÞ þ JU ðb; aÞ ds:
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Since t	1cðtÞ ¼ jðtÞ-0 as t-þN;
0 ¼ C2ðTÞ 	
Z þN
T
el1s½Gðb; aÞ þ JU ðb; aÞ ds
and thus,
cðtÞ ¼C1ðTÞ þ
Z t
T
sel1s½Gðb; aÞ þ JU ðb; aÞ ds
þ t
Z þN
t
el1s½Gðb; aÞ þ JU ðb; aÞ ds: ð4:19Þ
Therefore, cðtÞ converges to a constant C as t-þN: Then,
C ¼ C1ðTÞ þ
Z þN
T
sel1s½Gðb; aÞ þ JU ðb; aÞ ds: ð4:20Þ
Therefore,
cðtÞ ¼C	
Z þN
t
sel1s½Gðb; aÞ þ JU ðb; aÞ ds
þ t
Z þN
t
el1s½Gðb; aÞ þ JU ðb; aÞ ds:
Suppose cðtÞ-0 as t-þN; i.e., C ¼ 0: Let e40 be given. Then,
cðtÞp
Z þN
t
sel1sjJ 	 de	nsjcðsÞ ds þ t
Z þN
t
el1sjJ 	 de	nsjcðsÞ ds
pC
Z þN
t
sel1se	ðl1þnÞscðsÞ ds þ
Z þN
t
seðl1	nÞse	l1scðsÞ ds
 
þ Ct
Z þN
t
el1se	ðl1þnÞscðsÞ ds þ
Z þN
t
eðl1	nÞse	l1scðsÞ ds
 
p ete	nt
for t large. Hence, cðtÞ ¼ oðte	ntÞ at þN: Applying this ﬁner estimate, we have
cðtÞ ¼ oðt2e	2ntÞ at þN: Similar arguments as in Case 1 lead to a contradiction. &
Remark. For p4pc; (4.17) implies
cðTÞ ¼ C1ðTÞ þ e
ðl2	l1ÞT
l2 	 l1
Z þN
T
el1s½Gðb; aÞ þ JU ðb; aÞ ds:
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Therefore, from (4.18),
C ¼cðTÞ þ 1
l2 	 l1
Z þN
T
el2s½Gðb; aÞ þ JU ðb; aÞ ds
	 e
ðl2	l1ÞT
l2 	 l1
Z þN
T
el1s½Gðb; aÞ þ JU ðb; aÞ ds: ð4:21Þ
For p ¼ pc; (4.19) implies
cðTÞ ¼ C1ðTÞ þ T
Z þN
T
el1s½Gðb; aÞ þ JU ðb; aÞ ds:
Therefore, from (4.20)
C ¼cðTÞ þ
Z þN
T
sel1s½Gðb; aÞ þ JU ðb; aÞ ds
	 T
Z þN
T
el1s½Gðb; aÞ þ JU ðb; aÞ ds: ð4:22Þ
We now turn to stability of solutions and present a natural topology for it. We ﬁrst
improve Proposition 2.3. Though the following type of results appeared in [9] in case
K ¼ 1; the proofs in our case need a new ingredient, Theorem 1.2.
Theorem 4.4. Suppose the assumptions of Theorem 4.2. Then for each fixed positive
solution ua of (1.2) there exist a sequence of radial strict super-solutions
%u
ð1Þ
a 4 %u
ð2Þ
a 4?4ua and a sequence of radial strict sub-solutions
%
u
ð1Þ
a o
%
u
ð2Þ
a o?oua
such that ua is the only solution of (1.2) in the ordered interval
%
u
ð jÞ
a ouao %uð jÞa for every
j: Moreover,
lim
j-N
%uð jÞa ¼ ua ¼ lim
j-N %
uð jÞa :
Proof. Fix a smooth radial function jc0 with a compact support such that j is
decreasing and c=24jX0: Set HðrÞ ¼ rcjðrÞ: Consider problem (2.2). From
Theorem A, (2.2) has a positive entire solution for every a40: By uˇa; we denote
the solution of (2.2). From Proposition 2.3, for suitable choice of j; there exists b4a
such that uˇb4ua in Rn: Deﬁne
%b ¼ minfb4a j uˇbXuag:
By the maximum principle, %u
ð1Þ
a :¼ uˇ %b4ua: For p4pc; set
Fð1Þþ ðb; aÞ :¼ lim
r-N
rmþl1ðuˇbðrÞ 	 uaðrÞÞ
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and
$Fðg; bÞ :¼ lim
r-N
rmþl1ðuˇgðrÞ 	 uˇbðrÞÞ:
We claim that %Fð1Þa :¼ Fð1Þþ ð %b; aÞ ¼ 0: Suppose Fð1Þþ ð %b; aÞ40: Then,
Fð1Þþ ðb; aÞ ¼ Fð1Þþ ð %b; aÞ þ $Fðb; %bÞ40
if jb	 %bj is sufﬁciently small. Hence, there exist aob1o %b and R40 such that
uaouˇb1ouˇ %b on ½R;NÞ: Since uˇb is monotonically increasing to uˇ %b as b increases to %b
so that uˇb-uˇ %b uniformly on ½0; R; there exists b1obo %b such that uˇ %b4uˇb4ua in Rn;
which contradicts the deﬁnition of %b: Similarly, for p ¼ pc; we have
Fð1Þþ ð %b; aÞ :¼ lim
r-N
rmþl1ðlog rÞ	1ðuˇ %bðrÞ 	 uaðrÞÞ ¼ 0:
Considering problem (2.3), we conclude from Proposition 2.3 that there exists
a4d40 such that ua4uˆd40 in Rn: Deﬁne
%
d ¼ maxfdoa j uˆdpuag:
By the maximum principle,
%
u
ð1Þ
a :¼ uˆ
%
doua: Similarly, we deﬁne Fð1Þ	 ðd; aÞ and
%
Fð1Þa :
¼ Fð1Þ	 ð
%
d; aÞ: Then, we have
%
Fð1Þa ¼ 0:
For each j; consider the equation
u00 þ n 	 1
r
u0 þ KðrÞ7HðrÞ
j
 
up ¼ 0; uð0Þ ¼ a40: ð4:23Þ
Applying the usual barriers method to (4.23), we obtain a sequence of radial strict
super-solutions of (1.2) %u
ð1Þ
a 4 %u
ð2Þ
a 4?4ua and a sequence of radial strict sub-
solutions of (1.2)
%
u
ð1Þ
a o
%
u
ð2Þ
a o?oua: The uniqueness of ua of (1.2) satisfying
%
u
ð jÞ
a ouao %uð jÞa is a direct consequence of the fact that Fðb; aÞ is strictly increasing as b
increases.
There exists a decreasing sequence fbjg such that bj ¼ %uð jÞa ð0Þ4a and, from (2.1),
%u
ð jÞ
a ðrÞ ¼ bj 	
1
n 	 2
Z r
0
1	 s
r
 n	2 
s KðsÞ þ HðsÞ
j
 
ð %uð jÞa Þp ds:
Since %u
ð jÞ
a is monotonically decreasing as j-N and thus %u
ð jÞ
a converges uniformly in
any compact subset of ½0;NÞ to a continuous function u˜ which satisﬁes that u˜Xua
and for any r40;
u˜ðrÞ ¼ b	 1
n 	 2
Z r
0
1	 s
r
 n	2 
sKðsÞu˜p ds
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for some bXa: Hence, u˜ ¼ ub: From the uniqueness of ua; we conclude that b ¼ a:
Similarly, we observe that ua ¼ limk-N
%
u
ð jÞ
a : &
From the above proof, we have
Lemma 4.5. %Fð jÞa ¼ 0 ¼
%
Fð jÞa for all j and a40:
From Lemma 4.3, there exist two sequences f %dð jÞa g and f
%
dð jÞa g:
%Cð jÞa ¼ limr-N r
mþl2ð %uð jÞa ðrÞ 	 uaðrÞÞ;
%
Cð jÞa ¼ limr-N r
mþl2ð
%
uð jÞa ðrÞ 	 uaðrÞÞ:
Lemma 4.6. %Cð jÞa is strictly decreasing to 0 and
%
Cð jÞa is strictly increasing to 0 as j-N:
Proof. It follows from Lemma 4.3 that %Cð jÞa is strictly decreasing as j-N: Set
%Wð jÞða; tÞ :¼ rm %uð jÞa ðrÞ 	 L; t ¼ log r and %cð jÞðtÞ :¼ rmþl2ð %uð jÞa ðrÞ 	 uaðrÞÞ:
Case 1: Let p4pc and 0onpl1: For sufﬁciently large T ; we have, from (4.21),
%Cð jÞa ¼ %cð jÞðTÞ þ
1
l2 	 l1
Z þN
T
el2s½cgð %Wð jÞa Þ 	 cgðWaÞ ds
þ 1
l2 	 l1
Z þN
T
el2sJ½ð %Wð jÞa þ LÞp 	 ðWa þ LÞp ds
	 1
l2 	 l1 e
ðl2	l1ÞT
Z þN
T
el1s½cgð %Wð jÞa Þ 	 cgðWaÞ ds
	 1
l2 	 l1 e
ðl2	l1ÞT
Z þN
T
el1sJ½ð %Wð jÞa þ LÞp 	 ðWa þ LÞp ds:
Since %u
ð jÞ
a converges uniformly on any compact set of ½0;NÞ; we see that %cð jÞðTÞ-0
as j-N: By the estimate elisJpeli sjJ 	 de	nsj þ deðli	nÞs and the Dominated
Convergence Theorem, the remaining parts tend to 0 also. Therefore, %Cð jÞa -0 as
j-N: Similarly,
%
Cð jÞa -0 as j-N:
Case 2: Let p ¼ pc and 0onpl1: Similar arguments combined with (4.22) lead to
the conclusion. &
For each a40; the strictness of Fð; aÞ is essential for the stability of ua regarded as
a positive steady state of the heat equation
ut ¼ Du þ KðjxjÞup in Rn  ð0;NÞ;
uðx; 0Þ ¼ jðxÞ in Rn;

ð4:24Þ
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with respect to some weighted uniform norms.
jjjcjjjmþl1 ¼ sup
xARn
ð1þ jxjÞmþl1
logð2þ jxjÞ cðxÞ


for p ¼ pc;
jjcjjmþl1 ¼ sup
xARn
jð1þ jxjÞmþl1cðxÞj
for p4pc: Furthermore, Theorem 4.4 implies the weak asymptotic stability with
respect to the weighted uniform norm
jjcjjmþl2 ¼ sup
xARn
jð1þ jxjÞmþl2cðxÞj:
The argument is the same as in the proof of Theorem 1.15 in [9] where the case K ¼ 1
was dealt with. See [10] for other stability results. Let jc0 be a bounded continuous
non-negative function and uðx; t;jÞ a solution of (4.24). We say that a regular steady
state ua of (4.24) is stable with respect to the norm jj  jjl if for every e40; there exists
d40 such that when jjj	 uajjlod we always have jjuð; t;jÞ 	 uajjloe for all t40:
We say that ua is weakly asymptotically stable with respect to the norm jj  jjl if ua is
stable with respect to the norm jj  jjl and if there exists d40 such that when jjj	
uajjlod we have jjuð; t;jÞ 	 uajjl0-0 as t-N for all l0ol: Similarly we deﬁne the
stability and weak asymptotic stability with respect to jjj  jjjl:
5. Inﬁnite multiplicity
In this section, we establish the existence of inﬁnitely many positive entire
solutions of (1.2). In order to prove Theorem 1.3, we adopt the same arguments as in
[5, Section 3]. When KðrÞ ¼ kðrÞ satisﬁes the hypotheses of Theorem B(ii) and
r	ckðrÞ ¼ c þ dr	n nearN for some c; d40; 0onpl1; we denote the solution of (1.2)
with uð0Þ ¼ a40 by %ua for this special k: It follows from Theorem 4.4 that for each
a40; there exists a positive radial super-solution %uþa4 %ua of the equation Du þ
kðjxjÞup ¼ 0 satisfying FaðrÞ :¼ %uþa ðrÞ 	 %uaðrÞ ¼ Oðr	m	l2Þ atN and
DFap	 kðjxjÞðð %uþa Þp 	 %upaÞp	 pkðjxjÞ %up	1a Fa: ð5:1Þ
For the radial case, we have the following:
Proposition 5.1. Let pXpcðn; cÞ with c4	 2 and kðrÞ ¼ crc þ drc	n for some positive
constants c; d and 0onpl1: Suppose that K satisfies (K),
ðA1Þ
Z N
1
ðKðrÞ 	 kðrÞÞ	rn	1	mðpþ1Þ	l2 droN
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and either KðrÞppkðrÞ near N;
ðA2Þ
Z N
1
ðKðrÞ 	 kðrÞÞþrn	1	mðpþ1Þ	l2 droN
or
ðA3Þ
Z N
1
ðKðrÞ 	 kðrÞÞþrn	1	mp	l2 droN
where k7 ¼ maxð7k; 0Þ: Then, there exists a positive constant a ¼ að p; KÞ such
that for each aAð0; aÞ; (1.2) possesses a positive radial solution ua with uað0Þ ¼ a
satisfying (1.3) and any two of them do not intersect.
The argument in the proof of Proposition 5.1 is the same as in [5, Proposition 3.1].
Thus, we do not repeat the argument. Just replace jxjc in the proof of Proposition 3.1
in [4] with kðjxjÞ and make use of (5.1). Eventually, the proof of Proposition 5.1
shows that for every ua with a40 sufﬁciently small, there exist b4a4g40 such that
%ugouao %ub in Rn: Since the special cases of Theorem 1.1 are veriﬁed in Section 3, it
follows from Theorem 1.1 that in case 0onpl1; ua has the same asymptotic
behavior as in Theorem 1.1 according to each case. By Lemma 4.1, jðb; a; rÞ
converges at r ¼N for small b4a40:
Theorem 5.2. Let pXpcðn; cÞ with c4	 2: Assume the hypotheses of Proposition 5.1
with 0onpl1: Then, the result of Theorem 1.1 holds for a40 sufficiently small.
Moreover, jðb; a; rÞ converges at r ¼N for small b4a40:
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. By Theorem 5.2, the result holds for small a40: For given
b40; it follows from Lemma 3.1 that Dðb; rÞ is bounded atN: Choose a40 so small
that ua satisﬁes the desired asymptotic behavior. Then, it follows from Lemma 4.1
that Gðb; a; rÞ-0 as r-N: Therefore, ub also satisﬁes the same asymptotic
behavior. &
We apply Proposition 5.1 to the non-radial case under another assumption:
(K3) for NX3; the inﬁmum K1ðrÞ and the supremum K2ðrÞ of KðxÞ on
fx ¼ ðx1; x2ÞARn	N  RN : jx2j ¼ rg are continuous on ð0;NÞ; andR
0
rK2ðrÞ droN:
Theorem 5.3. Let pXpcðN; cÞ with NX3 and c4	 2: Assume that KX0
satisfies (K1), (K3) and K1 holds ðA1Þ while K2 holds either ðA3Þ; or ðA2Þ
and K2ðrÞppkðrÞ near N: Then, (1.1) possesses infinitely many positive entire
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solutions satisfying
lim
jx2j-N
jx2jmuðx1; x2Þ ¼ LðN; p; c; cÞ
uniformly in x1ARn	N and any two of them do not intersect.
See [5, Theorem 3.2] for the argument in the proof. An immediate consequence of
Theorem 5.3 is the following:
Corollary 5.4. Let pXpcðN; cÞ with NX3 and c4	 2: Suppose that KX0 satisfies
(K1), (K3) and
KiðrÞ ¼ kðrÞ þ Oðrc	l1 ½log r	yÞ at N; i ¼ 1; 2;
for some constant y41; where l1 ¼ l1ðN; p; cÞ and K1; K2 are defined in (K3). Then,
the same result as in Theorem 5.3 holds.
In Riemannian geometry, conformal transformations of a metric on a space could
generate, by elliptic equations, different metrics on the space. Let ðM; g0Þ be an n-
dimensional Riemannian manifold of dimension nX3 and K be a given function.
The ‘‘prescribing scalar curvature problem’’ is to seek a metric g1 on M conformal to
g0 such that the corresponding scalar curvature to g1 is K : By setting g1 ¼ u4=ðn	2Þg0
for some function u40; the problem is equivalent to ﬁnding positive solutions of the
equation
4ðn 	 1Þ
n 	 2 Dg0u 	 ku þ Ku
nþ2
n	2 ¼ 0;
where Dg0 denotes the Laplace–Beltrami operator on M in the g0 metric and k is the
scalar curvature of ðM; g0Þ: If M ¼ Rn and g0 ¼
Pn
i¼1 dx
2
i is the standard metric,
then the above equation reduces to
Du þ KðxÞunþ2n	2 ¼ 0 in Rn:
One interesting question is to simplify the inequality, nþ2
n	2Xpcðn; cÞ with nX3 and
c4	 2:
Lemma 5.5. Let n42 and c4	 2: Then, nþ2
n	2Xpcðn; cÞ if and only if 	 4ﬃﬃﬃﬃﬃﬃnþ2p Xc4	 2:
Proof. Let X ¼ cþ 2: Then, the ﬁrst inequality is equivalent to
FðXÞ :¼ X 2 	 ðn þ 6ÞX þ 2ðn 	 2ÞXX
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ðn 	 2ÞX þ X 2
q
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for 0oXon	24 : Obviously, there exists 0oX o
ðnþ6Þ	
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðnþ6Þ2	8ðn	2Þ
p
2 such that this
holds for 0oXpX : In order to determine the maximal value of X ; consider the
cubic equation
X 3 	 n þ 14
4
X 2 þ ðn 	 2Þðn þ 6Þ
n þ 2 X 	
ðn 	 2Þ2
n þ 2
¼ X 	 n 	 2
4
 
X 2 	 4X þ 4ðn 	 2Þ
n þ 2
 
¼ X 	 n 	 2
4
 
X 	 2	 4ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n þ 2p
  
X 	 2þ 4ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n þ 2p
  
¼ ðX 	 z1ÞðX 	 z2ÞðX 	 z3Þ
¼ 0:
By straightforward computations, we see that Fðz2Þ40 but Fðz1Þ; Fðz3Þo0:
Therefore, X  ¼ z2 ¼ 2	 4ﬃﬃﬃﬃﬃﬃnþ2p and 	2ocpc ¼ X  	 2 ¼ 	 4ﬃﬃﬃﬃﬃﬃnþ2p : &
Now, we translate Theorem 5.3 into the context of Riemannian geometry. Set
x ¼ ðx1; x2ÞARn	N  RN ¼ Rn; NX3:
Theorem 5.6. Let nþ2
n	2XpcðN; cÞ with NX3 and c4	 2: Assume that K satisfies (K1),
(K3) and Z N
1
ðK1ðrÞ 	 kðrÞÞ	rN	1	
nð2þcÞ
2
	l2 droN;
and either K2ðrÞpNþ2N	2 kðrÞ near N;Z N
1
ðK2ðrÞ 	 kðrÞÞþrN	1	
nð2þcÞ
2
	l2 droN
or
Z N
1
ðK2ðrÞ 	 kðrÞÞþrN	1	
ðnþ2Þð2þcÞ
4
	l2 droN;
where kðrÞ ¼ crc þ drc	n for some c; d; n40; l2 ¼ l2ðN; nþ2n	2; cÞ and K1; K2 are defined
in (K3). Then, there exist infinitely many Riemannian metrics g1 on R
n with the
following properties:
(i) K is the scalar curvature of g1;
(ii) g1 is conformal to the standard metric on R
n;
(iii) g1 is complete.
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