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a  b  s  t  r  a  c  t
Time  perception  in the  second-to-minutes  range  is  crucial  for fundamental  cognitive  processes  like  deci-
sion  making,  rate calculation,  and  planning.  We  used  a  striatal  beat frequency  (SBF)  computational  model
to  predict  the  response  of  an  interval  timing  network  to intruders,  such  as gaps  in conditioning  stimulus
(CS),  or  distracters  presented  during  the  uninterrupted  CS.  We  found  that, depending  on the  strength  of
the  input  provided  to neural  oscillators  by the  intruder,  the SBF  model  can  either  ignore  it  or reset  timing.eywords:
hase resetting
nterval timing
triatal  beat frequency
The  signiﬁcant  delays  in  timing  produced  by emotionally  charged  distracters  were  numerically  simulated
by  a strong  phase  resetting  of  all  neural  oscillators  involved  in the  SBF  network  for the  entire  duration
of  the  evoked  response.  The  combined  effect  of  emotional  distracter  and  pharmacological  manipulations
was  modeled  in  our  SBF  model  by  modulating  the  ﬁring  frequencies  of  neural  oscillators  after  they  are
due  to
Speciap
istracter
released  from  inhibition  
This article  is  part  of a  
. Introduction
Interval timing refers to the capability of perceiving and using
he passage of time in the seconds-to-minutes range. Interval
iming is essential for survival and adaptation, foraging (Moore
t al., 1989), and decision making (Jozefowiez et al., 2005), speech
ecognition and music (Schirmer, 2004), and its impairment leads
o cognitive and motor dysfunctions (Buhusi et al., 2005; Gallistel,
990; Meck et al., 2008). Learning and memory abilities are altered
n patients with depression, schizophrenia, and phobias (Davidson
nd Irwin, 1999; Rose and Ebmeier, 2006; Etkin and Wager, 2007;
ohier et al., 2009; Amir and Bomyea, 2011). A recent line of phar-
acological treatment for these disorders involves norepinephrine
NE) and dopamine (DA) reuptake inhibitors, which indirectly
ncrease neurotransmission in these pathways. In turn, both DA
nd NE modulate the internal clock (Buhusi and Meck, 2010). DA
gonists speed-up, and DA antagonists slow-down timing (Buhusi
t al., 2002; Buhusi and Meck, 2005; Matell et al., 2004, 2006;
aylor et al., 2007; Coull et al., 2011). Moreover, NE modulates
nterval timing in both human participants (Rammsayer, 1993;
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Rammsayer et al., 2001) and rodents (Penney et al., 1996). Never-
theless, the speciﬁc roles of DA and NE in interval timing at various
brain sites are less understood.
The  peak interval (PI) procedure is commonly used for test-
ing the capability of animals to perform interval timing. Temporal
interval learning takes place during a ﬁxed interval (FI) procedure
(Fig. 1A1). At the beginning of a FI trial, a conditioning stimulus
(CS), such as light or a tone, is turned on; the ﬁrst response of
the subject after a certain duration (called criterion time (T)) is
reinforced and turns off the to-be-timed CS (Fig. 1A1). The abil-
ity to time intervals is tested in a PI procedure during which the
CS is turned on for about three times longer than the learned
criterion time without providing any reinforcement (Fig. 1A2). Typ-
ically, the average of responses over multiple PI trials produces
a normalized response rate that follows a Gaussian-shaped curve
centered on T (Fig. 1A3) (Church et al., 1994; Gibbon and Allan,
1984).
A common variation is the PI procedure with gap during which
the CS is brieﬂy interrupted (see Fig. 1B and C) and the position
of the peak responses is measured. The results from PI procedures
with CS gaps (Roberts, 1981) showed that in rats the peak response
is delayed with the duration of the CS gap (Fig. 1B2). Such exper-
iments support the hypothesis of a stop/retain mechanism that
retains (maintains) the time of the stimulus before the gap and
Open access under CC BY license.resumes timing when the stimulus is turned on again.
In  contrast, experiments in pigeons (Roberts et al., 1989) indi-
cated that the peak response was delayed with the sum of the
pregap and gap durations (Fig. 1C3). Additionally, PI procedures
S.A. Oprisan et al. / Behavioural Processes 101 (2014) 146–153 147
1.0
0.0
T Time
CS
Responses
  N
or
m
al
iz
ed
 
re
sp
on
se
 ra
te
CS
Responses
gap
B1
B2
B3
1.0
0.0
T Time
CS
Responses
  N
or
m
al
iz
ed
 
re
sp
on
se
 ra
te
CS
Responses
gap
pregap+gap
C1
C2
C3 pregap
Stop/retain
mechanism
    Reset
mechanism
CS
Responses
Reward
A1
CS
Responses
Reward
T
1.0
0.0
T Time  
N
or
m
al
iz
ed
 
re
sp
on
se
 ra
te
A2
A3
gap
T T
Fig. 1. Fixed interval (FI) and peak interval (PI) procedures with and without CS gaps. (A1) During FI trials, the ﬁrst response after the criterion time, T, is reinforced and turns
off  the CS. (A2) In PI trials, the CS is on for about three times the duration of the criterion time without providing any reinforcement. (A3) The average of responses over many
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aI  trials produces a normalized response rate curve that peaks around T and has a G
xperiments, the response rate curve is shifted with the duration of the gap (B2) su
quals  the sum of pregap and gap duration (BC2), supporting the hypothesis of a re
ith gaps in starlings (Bateson, 1998), black-capped chickadees
Brodbeck et al., 1998), and pigeons (Cabeza de Vaca et al., 1994;
oberts et al., 1989) support the reset mechanism hypothesis.
Recent results indicate that rats reset their timing in PI tri-
ls upon presentation of reinforcement (Thorpe et al., 2002), that
oth rats and pigeons stop or reset depending on gap’s content
Buhusi and Meck, 2000), gap discriminability (Buhusi et al., 2005),
ap/signal contrast (Buhusi et al., 2002), and subjects’ visual acuity.
ecent studies showed that the outcome of PI procedure with CS
aps depends on many more factors than just the durations of gap
nd pregap. For example, non-temporal parameters of the to-be-
imed event inﬂuence the response rule (reset or run) adopted by
ats (Buhusi and Meck, 2000, 2005; Buhusi et al., 2002) and pigeons
Buhusi and Meck, 2002). When timing an illuminated stimulus, a
standard) dark gap prompts rats to stop timing, and when timing
 dark stimulus, a (reversed) illuminated gap prompts rats to reset
iming (Buhusi and Meck, 2000). Moreover, the response rule used
y both rats and pigeons depends on the salience (discriminabil-
ty) of the intruding event, affected by the contrast in intensity
etween the gap and the timed signal (Buhusi and Meck, 2002;
uhusi et al., 2005) and by the perceptual acuity of the subjects
Buhusi and Meck, 2005). Furthermore, in some PI procedures with
ap no delay was found, i.e., the internal clock run through the gap
nd ignored it (see (Buhusi and Meck, 2005) for a review).
A more complex PI procedure could include another intruder,
uch as emotional distracters, e.g., electric shocks, paired with the
ninterrupted to-be-timed CS. Delays of the peak response were
btained when the procedure includes intruders other than gaps
Buhusi and Meck, 2006; Buhusi et al., 2006; Kaiser et al., 2002).
resentation of emotionally charged distracters during the unin-
errupted to-be-timed CS signal results in a considerable delay
over-reset) in PI procedure relative to neutral distracters (Aum
t al., 2004, 2007; Brown et al., 2007). For example, anxiety-
nducing task-irrelevant distracters severely alter timing. When
sked to keep a face in working memory (primary task), the pre-
entation of emotional faces (secondary task) impaired recognition
emory (Dolcos and McCarthy, 2006). Context-dependent timing
as also observed by manipulating the emotional content of stimuli
Evans, 2003; Flaherty, 1999; Lui et al., 2011; Matthews et al., 2012).
An abstract internal clock is the core of the inﬂuential scalar
xpectancy theory (SET) that offers a conceptual explanation of
nterval timing mechanism (Gibbon, 1977; Church, 1984) (see
lso earlier work by (Fraisse, 1957; Francois, 1927; Hoagland,
933; Treisman, 1963; Woodrow, 1930)). The model consists of
 clock, a memory and a decision stage. The clock consists of a
acemaker that emits pulses at regular intervals that are counted
nd temporarily stored in an accumulator (short-term memory).an-like shape. In PI trials with gap, the CS is brieﬂy turned off (B3 and C3). In some
ng the hypothesis of a stop/retain of interval timing. In other experiments, the shift
At the reinforcement time, the content of the short-term memory
is transferred to the long-term memory and serves as a subjective
representation of T. At the decision stage, the current content
of the accumulator (short-term memory) is compared against
the long-term memory content and an appropriate response is
produced (Church, 1984).
One of the ﬁrst models that closely explored the relationship
between the biological structure and its interval timing func-
tionality was  the connectionist model developed by (Church and
Broadbent, 1990, 1991). The model assumed that a set of neu-
ral oscillators determines the peak time using multiple-period
discrimination algorithms. The clock stage was represented by
oscillators and the memory stage stored the oscillators’ phases at
reinforcement time. At the decision stage, the content of long-term
memory was  compared against the current phases of all oscillators
and an appropriate decision was  made. This connectionist model
successfully duplicated the Gaussian-like shape of response rate
and the scalar property (Church and Broadbent, 1991; Church et al.,
1998). However, this connectionist model is limited to timing dura-
tions that do not exceed the longest period of the set of oscillators
and requires a quite large coefﬁcient of variation (Aschoff, 1989).
In this paper, we use a neurobiologically inspired striatal beat
frequency (SBF) model (Matell et al., 2003; Matell and Meck, 2004;
Miall, 1989; Oprisan and Buhusi, 2011, 2013) to explain recent
experimental results obtained during PI procedures with intruders,
both gaps and emotional distracters.
In this paper, we  used a distributed neural network model that
produces beats between multiple oscillators, presumably located in
the prefrontal cortex, and is capable of timing intervals much longer
than the durations of the intrinsic periods of individual oscillators
(Miall, 1989; Matell et al., 2004; Matell and Meck, 2004). We  imple-
mented an SBF network with realistic, noisy Morris–Lecar (ML)
model neurons (Morris and Lecar, 1981; Ermentrout, 1996) that
mimic  the activity of the frontal cortex neurons that are thought to
provide the time base for the SBF (Coull et al., 2004; Olton et al.,
1988). Elsewhere, we  showed that the SBF-ML model produces
both precise and scalar interval timing in the presence of variability
of model’s parameters such as the memorized criterion time and
the ﬁring frequencies of the oscillators (Oprisan and Buhusi, 2011,
2013; Buhusi and Oprisan, 2013).
Here, we showed numerically that our SBF-ML implementation
is capable of producing both reset, i.e., delayed peak response equal
to the sum of the pregap and gap durations, and run behavior, i.e.,
continue timing through the gap (ignore the gap). Crucial to the
correct SBF modeling of gap effect is the ability to restart all oscil-
lators in phase at the end of the CS gap. Such a strong phase reset
could be due to postinhibitory rebound (Perkel and Mulloney, 1974;
1 ral Pro
G
w
t
a
r
t
t
e
m
a
r
a
f
o
r
e
n
2
t
i
i
O
t
f
i
a
i
a
i
ﬁ
o
A
r
i
b
t
a
o
d
a
t
i
a
e
p
t
a
b
f
c
a
o
g
n
i
c
v
v
t
A
t48 S.A. Oprisan et al. / Behaviou
etting, 1989). Rebound ﬁring of neurons after strong inhibitions
as observed in invertebrate’s central pattern generators, where
he mechanism is responsible for motor response (Selverston
nd Moulins, 1985), and in mammals’ brain where postinhibitory
ebound generates sustained oscillations (Llinas, 1988). In addition
o the postinhibitory rebound in response to brief inhibitory pulses,
he effect was also tested with long-lasting inhibitions (Goaillard
t al., 2010) and was associated with a form of intrinsic short-term
emory of the stimulus (Storm, 1988; Egorov et al., 2002; Pulver
nd Grifﬁth, 2010).
We also showed that our SBF-ML model can explain the over-
eset observed during the PI procedure with uninterrupted CS
nd emotionally charged distracters. Furthermore, we  success-
ully simulated the beneﬁcial effects of the frontal cortex infusions
f dopamine/norepinephrine reuptake inhibitor nomifensine in
educing the timing delay after emotional distracters (Matthews
t al., 2012) by altering the frequencies of the oscillators of the SBF
etwork.
. The SBF interval timing model
The SBF paradigm models behavioral mechanisms of interval
iming that use neural structures as metaphor. It mimics the activ-
ty of cortico-striato-thalamic loops that are known to contribute to
nterval timing (see (Oprisan and Buhusi, 2011, 2013; Buhusi and
prisan, 2013) for details on SBF implementation). It is assumed
hat a set of model oscillators provide the underlying time base
or the SBF interval timing network (Fig. 2A). All results presented
n this paper are based on ML  model oscillators (see (Oprisan
nd Buhusi, 2013) for a detailed mathematical description of the
mplementation of he SBF-ML model). Ubiquitous biological noise
nd background neural activity was implemented by allowing the
ntrinsic frequencies of oscillators to ﬂuctuate according to a speci-
ed probability density function. It is assumed that at the beginning
f each trial all oscillators are reset and start in phase (Fig. 2A).
t the criterion time, the oscillators are read out and their states,
epresented by solid dots in Fig. 2A, are transferred from the work-
ng memory block in the reference (long-term) memory (see the
lock diagram in Fig. 2B). Speciﬁcally, the state of the Nosc oscilla-
ors with frequencies fi in the range [8,13] Hz (see Fig. 2B) are stored
t criterion time in a vector for later comparison against the vector
f states at the current time (see (Oprisan and Buhusi, 2013) for
etails regarding the implementation of the model). Both writing
nd reading the vector of states at the criterion time to and from
he memory blocks is affected by random noise, which we  mim-
cked by allowing small variations of the vector of state drawn from
 speciﬁc probability distribution. Elsewhere, we  showed math-
matically and checked numerically that the SBF-ML model can
erform accurate, precise, and scalar interval timing regardless the
ype of the variability (see (Oprisan and Buhusi, 2013)). Addition-
lly, the content of the long-term memory block can be altered
y the cholinergic system block (see (Oprisan and Buhusi, 2011)
or pharmacology-related details of this SBF-ML model). The coin-
idence detection between the content of the reference memory
nd the current state of working memory (the current state of the
scillators) is ascribed to striatal spiny neurons in the basal gan-
lia. Matell et al. (2003) showed that the ﬁring patterns of striatal
eurons peak around the criterion time, strongly suggesting striatal
nvolvement in interval timing. Speciﬁcally, we implemented the
oincidence detection mechanism as a dot product between the
ector of states stored in the long-term memory and the current
ector of states (see (Oprisan and Buhusi, 2013) for implementa-
ion details and a discussion of other potential implementations).
dditionally, pharmacological manipulations, such as administra-
ion of dopaminergic drugs both systemically (Maricq et al., 1981;cesses 101 (2014) 146–153
Maricq and Church, 1983; Matell and Meck, 1997, 2004; Matell
et al., 2004; Meck, 1983, 1996) or directly into the anterior portion
of the striatum (Neil and Herndon, 1978), alter the speed of interval
timing, possibly through the dopaminergic projections from ventral
tegmental area to frontal cortex (Fig. 2B). For example, DA ago-
nists produce a leftward, dose-dependent, shift in the PI procedure.
Experiments with dopaminergic drugs showed that the magnitude
of the shift in the temporal response scales roughly linearly with the
dose (Meck, 1996; Matell and Meck, 1997), suggesting a tight rela-
tionship between synaptic dopamine levels and clock speed. We
previously shown that such a leftward shift of the peak responses in
the SBF-ML implementation can be mimicked by shifting all oscilla-
tors’ frequencies f ∗
i
= (1 + ˛)fi, where  ˛ is a dose-dependent factor
(see (Oprisan and Buhusi, 2011) for a detailed implementation of
the computational model). To mimic  the effect of DA agonists (e.g.,
methamphetamine or cocaine) we considered 0 <  ˛ < 1, whereas for
antagonists (e.g., haloperidol) we considered −1 <  ˛ < 0.
3. Reset in the peak-interval procedure with gaps
In the absence of any CS gap during the PI procedure the peak
response is centered around the criterion time (see Fig. 1C1). A gap
in the CS (see Fig. 1C2) shift the peak response with the dura-
tion of the pregap plus the gap duration (see Fig. 1C3). In our
SBF-ML implementation (Oprisan and Buhusi, 2011, 2013; Buhusi
and Oprisan, 2013), the peak response (see Fig. 3A2) is based on
the coincidence detection between the memorized states of neu-
ral oscillators at the reinforcement time (such as the one shown
in Fig. 3A3) and the current state. The reset response could be
explained by assuming that the presentation of an intruder, e.g., a
CS gap (see Fig. 3B2), blocks all oscillators during the entire duration
of the intruder (see Fig. 3B3).
To mimic  the behavioral reset, the computational model sets
a hyperpolarizing bias current for all oscillators at the beginning
of the intruder for its entire duration (see Fig. 3B3). For example,
when the intruder is a brief absence of the CS (a gap), the timing
networks is not engaged due to a strong hyperpolarization of all
oscillators of the SBF-ML model in the absence of the respective CS.
When the CS is back on after the CS gap, the oscillators are released
from inhibition and start oscillating with the same initial phase.
As discussed in the Section 1, such a phase reset effect capable of
restarting all oscillators in phase could be due to postinhibitory
rebound (Perkel and Mulloney, 1974; Getting, 1989).
We performed numerical simulations using our SBF-ML imple-
mentation with a ﬁxed pregap interval of 3 s and a variable CS gap
duration (Fig. 3C). The criterion time was  set to 10 s (dashed line
in Fig. 3C) and the position of the peak of Gaussian response func-
tion was measured for gap durations varying between 0.5 s and 3 s.
The inhibitory bias current injected in all oscillators of the SBF-ML
model was a fraction of the lowest bias current needed in order
to have all oscillators ﬁring in the frequency range [8,13] Hz. For
strong inhibitions that mirror the CS gap, all oscillators are silent
(see Fig. 3B3) and they restart ﬁring in phase after removing the
inhibition. As a result, the peak of the Gaussian response is shifted
from the expected T = 10 s by to the sum of 3 s pregap plus the corre-
sponding gap duration (continuous trend line in Fig. 3C). The strong
resetting of frontal cortex oscillators followed by a postinhibitory
rebound ensures that all oscillators restart in phase.
4. Over-reset mechanism in PI procedure with emotionally
charged distractersIn the previous section, the behavioral reset of interval tim-
ing was  explained by phase resetting and postinhibitory rebound
of neural oscillators at the core of the SBF-ML model due to an
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ap  durations. (C) Numerical simulations using SBF-ML show that the PI peak shift
ap  duration, which was  varied between 0.5 s and 3 s.
nhibitory stimulus that mirrors the CS whereas a run was  explained
y a too low inhibition of the oscillators that cannot reset them. In
his subsection, we focus on the potential mechanism that could
xplain the over-reset observed in PI procedures when emotionally
harged distracters are presented during the to-be-timed uninter-
upted CS.
A set of recent experiments found a signiﬁcantly large delay
ffect of anxiety-inducing task-irrelevant distracters on interval
iming in a PI procedures with a 40-s visual to-be-timed signal
Matthews et al., 2012). Under normal PI procedure with a sin-
le CS without gap (Fig. 4A1) the rats produced a peak response
t criterion time (Fig. 4A2). In the modiﬁed PI, procedure rats were
dditionally presented with a 5-s auditory white noise stimulus
see the solid rectangle marked D (distracter) in Fig. 4A3) which
as paired with a 1-s foot shock in one fear group and no electric
hock in a control group. We  found that if the brief auditory stim-
lus (distracter) was not paired with the electric shock, the rats’
erformance is not affected (continuous line in Fig. 4A2). However,
ats in the fear group show reliable freezing behavior (see Fig. 4B)
ollowing the presentation of the auditory stimulus in extinction
without shock presentation) that lasted for several minutes after
he noise ended (Matthews et al., 2012). The PI response of rats
n the fear group is also considerably delayed (see dashed line in
ig. 4A2 and C) by the presentation of the fear-inducing distracter.
owever, the anxiety-induced delay of almost 31 s is signiﬁcantly
onger than the duration of the fear stimulus (5 s), which rules
ut a stop induced by the brief 5 s presentation of the auditorynel B3). The delay predicted by the SBF-ML model is equal to the sum of pregap and
 the expected T = 10 s is equal to the sum of the pregap = 3 s and the corresponding
stimulus. Moreover, the delay is considerably longer even than
the sum of the predistracter (5 s) and distracter (5 s) durations,
which rules out a reset based entirely on the duration of the dis-
tracter.
To address this ﬁnding, we simulated a PI procedure with a
visual CS combined with an auditory distracter that over-reset the
oscillators of the SBF-ML model, as follows: to address the over-
resetting of about 30 s following the presentation of a fear-evoking
auditory stimulus that only lasted 5 s, we  hypothesized that the
long-lasting freezing behavior (see Fig. 4B) (Matthews et al., 2012)
is mirrored in the SBF-ML network by a strong, long-lasting inhibi-
tion of the oscillators. However, the strong inhibition that explained
the reset mechanism in the previous section required the inhibition
of oscillators only during the duration of the distracter. To imple-
ment the over-resetting in the existing SBF-ML model we  assumed
that the fear-evoking auditory stimulus served only as a trigger of
long-lasting frontal cortex inhibition (presumably by amygdala).
The actual duration of frontal cortex oscillators inhibition had to be
much longer than the duration of the fear-evoking stimulus. A rea-
sonable duration of frontal cortex inhibition is the time-constant
of the freezing behavior (), which can be estimated by ﬁtting
the freezing response function with an exponential decay function
ket/ . Therefore, based on experimental data from (Matthews et al.,
2012), we estimated that the time constant  for releasing the rats
from freezing behavior (see Fig. 4B) is about  = 22.2 ± 5.5 s mea-
sured from the beginning of the fear stimulus (solid rectangle at
time = 0 s in Fig. 4A3 and B).
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behavioral freeze. The average percent freezing behavior in the fear conditioning context (solid squares in panel B) show reliable, long-lasting freezing behavior after the
presentation of the fear-conditioning sound (solid rectangle) at time = 0 s. There is no freezing behavior is rats presented with a neutral auditory distracter (that was not
paired  with electric shocks, solid circles in panel B). The recovery from behavioral freeze can be modeled by an exponential decay with a time constant  ≈ 22 s. The average
maximum percent response (lever pressing) rate in rats trained to time a T = 40 s signaled by a visual stimulus when presented with a neutral distracter was virtually identical
both  in the control and fear groups (continuous line in panel C – redrawn from (Matthews et al., 2012)). Emotionally charged distracter (white noise) presented to the fear
group  shows a considerable rightward shift of the response (dashed line in panel C) relative to neutral distracter (continuous line). Local infusions of the norepinephrine
and  dopamine reuptake inhibitor nomifensine (dashed-dotted line in panel C), induce a leftward shift of the peak response function in the fear group and have no effect
on  the control group. (D) Numerical simulations results obtained with the SBF-ML model. The jagged trace under the continuous Gaussian-shaped curve centered round
40  s represents a single trial obtained with SBF-ML model and T = 40 s. The reset induces by a long-lasting behavioral freeze (dashed Gaussian and the corresponding jagged
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tingle-trial in panel D) with a duration of  ≈ 22 s shows a leftward displacement s
as  simulated by speeding-up all oscillators by about 20% (dashed-dotted Gaussian
imilar to experimental data from panel C.
As in the case of the reset mechanism induced in a PI proce-
ure with gaps, once the oscillators are released from inhibition
hey restart in phase and begin timing. Therefore, in our SBF-
L  model we simulated the effect of the emotionally charged
uditory stimulus not by its 5 s behavioral distracter but rather
y a distracter whose duration was the time constant  of the
ehavioral freezing. As a result, in agreement with the results from
he previous subsection, numerical simulations indicated that
he peak response of the fear group is shifted by approximately
tfear = tpregap +  ≈ 5 s + (22.2 ± 5.5 s) = 27.2 ± 5.5 s (see dashed
aussian envelope in Fig. 4D), not signiﬁcantly different (p < 0.05)
rom the 31 s over-reset observed experimentally (Matthews et al.,
012), t(10) = 0.69, p > 0.50. The t test compared a sample of exper-
mentally determined peak shifts from (Matthews et al., 2012) to
he mean peak shift derived from our SBF-ML simulations. We  only
howed numerical simulations results for a single trial (see jagged
races in Fig. 4D) for T = 40 (which corresponds to experimental
ontrol group from panel C). Similarly, for the FEAR case we  only
howed numerical results obtained with SBF-ML model for a single
rial (jagged trace under the dashed Gaussian envelope).r to experimental results from panel C. The pharmacological effect of nomifensine
he corresponding jagged single-trial in panel D), which produced a rightward shift
5. SBF-ML model of interval timing and the combined
effects of pharmacology and emotionally charged
distracters
Local infusions of nomifensine in the prelimbic cortex alter
the PI response to emotional distracters only in the fear group
(see dashed-dotted trace in Fig. 4C) but did not change the PI
response in the control group (continuous line in Fig. 4C) (Matthews
et al., 2012). We  hypothesized that nomifensine may  change the
internal clock speed after the long-lasting reset effect of the fear
stimulus ends. In the context of dopaminergic agonists effect on
SBF-ML network (see (Oprisan and Buhusi, 2011, 2013; Buhusi and
Oprisan, 2013)), the leftward shift induced by nomifensine could
be explained through the speeding-up of the oscillators due to ele-
vated levels of DA and NE. Here we carried out numerical simulation
with an SBF-ML model using 600 biophysically realistic ML  oscilla-
tors ﬁring in the range [8,13] Hz, 1000 memory samples, and a drug
dose effect  ˛ ≈ 0.20 (within the range of values used in (Oprisan and
Buhusi, 2011) that matched previous DA experiments). Numeri-
cal simulations indicated that the peak of the Gaussian response is
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eftward shifted (see the single-trial jagged trace under the dashed-
otted Gaussian in Fig. 4D) with about 8 s toward smaller durations
ue to an increase in the frequency of PFC oscillations that mim-
cs the effect of nomifensine, which is in general agreement with
he experimental 10-s leftward shift observed by (Matthews et al.,
012, p. 7, Fig. 5).
. Discussion
First, under the assumption that intruders (e.g., CS gaps) pro-
uce a signiﬁcant hyperpolarization of cortical oscillators that
asts for their entire duration, the SBF-ML model successfully
ccounted for the behavioral reset observed in PI procedures with
aps. Second, under the assumption that fear-inducing stimuli
rigger long-lasting inhibition of frontal cortex oscillators (pos-
ibly through amygdalar activation), the SBF model was  able to
ccount for the considerable timing delay (over-reset) following
uch stimuli. In our computational implementation of the SBF-
L model the relationship between the behavioral observations
Matthews et al., 2012) and our neurobiologically inspired SBF-ML
odel was achieved through a strong, long-lasting hyperpolariza-
ion of the oscillators for a duration longer than the duration of the
ear-inducing stimulus (i.e., a delay equal to the time constant of the
ehavioral freezing response). Third, we previously showed that
he SBF-ML model is also able to successfully account for the effect
f pharmacological agents on interval timing (Oprisan and Buhusi,
011) by speeding-up the oscillators to mimic  the effect of DA
gonists and slowing them down to mimic  antagonists. Therefore,
ecause nomifensine blocks DA reuptake, increases DA levels and,
s a result, speed-up the oscillators, the SBF model also success-
ully described the reduction of the delaying effect of fear-inducing
timuli following local frontal cortex infusion of nomifensine (see
ashed-dotted line in Fig. 4C).
Qualitatively, there are other possible explanations of the
bserved behavioral resetting. For example, Staddon (1965) sug-
ested that it is likely that poor timing performance is due to the
nability to focus attention on the temporal parameters of a task
Staddon, 1965). A more modern implementation of this idea is
rovided by the Time-Sharing model (Buhusi, 2003, 2012; Buhusi
nd Meck, 2009a). According to the Time-Sharing model, intrud-
rs thought to stop or reset the clock, like CS gaps, rather divert
ttention from timing toward processing the distracter. This loss
f timing resources leads to a decay of the time preceding the dis-
racter and thus to a subjective shortening of the pre-gap time. This
ubjective shortening would lead to rightward peak shift and thus
o a delayed response.
However, the Time-Sharing model cannot address the over-reset
ollowing emotionally charged distracters. Presentation of emo-
ionally charged distracters during the uninterrupted to-be-timed
ignal results in a considerable delay (over-reset)  in peak responses
elative to neutral distracters (Aum et al., 2004, 2007; Brown et al.,
007). We  recently replicated this effect in our lab (Matthews et al.,
012). According to the Time-Sharing model, distracters thought
o reset the clock, divert attention from timing toward processing
he distracter until all accumulated time is lost, which determines
ubjects to restart timing (reset) after the distracter. Because accu-
ulated time is always a positive quantity, in the Time-Sharing
odel the accumulated time cannot decay to negative values, and
hus the model cannot address the over-reset phenomenon. There-
ore, is was hypothesized that emotionally charged distracters
roduce “post-cue” effects, i.e., effects that last longer than the
hysical stimulus (Aum et al., 2004, 2007; Brown et al., 2007). In line
ith this alternative interpretation, here we estimated the “post-
ue” effect of a fear-inducing stimulus to be the time-constant of
he freezing behavior, which was determined to be much longercesses 101 (2014) 146–153 151
than the physical fear-inducing stimulus. When implementing this
“post-cue” effect, the SBF model was  able to account for the over-
reset effect of fear-inducing stimuli (Matthews et al., 2012).
The effect of simultaneous presentation of CS gaps and dis-
tracters on interval timing suggests that intricate relationships
exist between interval timing and associative phenomena. For
example, the effect of a distracter seems to be determined by its
salience (Buhusi, 2012). In contrast, by and large, interval tim-
ing models, including the SBF model, do not address salience
factors. Moreover, in the interval timing literature, the effect
of pharmacological agents is generally understood in terms of
speeding-up/slowing-down the clock, or biasing the memorized
criterion (Meck, 1996; Oprisan and Buhusi, 2011). Instead, the effect
of pharmacological agents in the PI procedure with CS gaps (Buhusi,
2003; Buhusi and Meck, 2002, 2007) or distracters (Matthews et al.,
2012) is credited to factors outside of the internal clock (Buhusi,
2012; Buhusi and Meck, 2009b). Finally, manipulations of the famil-
iarity with the distracter (Buhusi et al., 2013, in this issue), seem to
be more compatible with attentional associative models (Lubow,
1973) than with interval timing models.
Moreover, the present computational simulations with the SBF
model suggest that such effects are relatively hard to incorporate
into “pure” interval timing models, like the SBF. For example, while
the present simulations show possible ways that the resetting effect
of CS gaps and distracters can be implemented, they fall short
of demonstrating the graded effect of distracters. Under the cur-
rent set of assumptions, the SBF model seems to be able to ignore
(run through) a distracter that determines no frontal cortex inhi-
bition, or reset (restart timing) after a distracter that determines
a minimal levels of frontal cortex inhibition (15%, see Fig. 3C), or
even over-reset by maintaining the oscillators inhibited for longer
periods of time. However, under the current parameters, the model
fails to mimic  the graded effect of distracter when manipulating its
salience (e.g., Buhusi, 2012). As indicated in Fig. 3C, varying the
levels on inhibitory control failed to determine a graded delay of
timing, which is contrary to ﬁndings indicating that the response
used by both rats and pigeons depends on the salience (discrim-
inability) of the distracter, affected by the contrast in intensity
between the gap and the timed signal (Buhusi and Meck, 2002;
Buhusi et al., 2005) and by the perceptual acuity of the subjects
(Buhusi and Meck, 2005).
Instead, a graded effect of the gap (by gap duration) was
demonstrated in a prototypical real-time associative model, the
Spectral-Timing model (Grossberg and Schmajuk, 1989; Buhusi and
Schmajuk, 1999). Real-time associative models assume that timing
is a property of associative learning (for a similar interpretation
see also Mollet and Miller, 2013, in this issue.) Within the frame-
work of the Spectral-Timing model, (Hopson, 1999) showed that
the graded effect of gaps can be addressed by assuming that (mem-
ory) traces decay during the gap. Therefore, it seems that some
effects (e.g., having to do with distracter salience and duration)
are more readily addressable within the framework of real-time
associative models. Taken together, such results suggest the need
for an integration of associative and temporal phenomena within
a larger frame, possibly by the use of real-time models. While the
SBF model is not yet a real-time model, here we showed that some
real-time phenomena (like brief intruders) can be addressed at the
computational and neurobiological level within the framework of
this model, hopefully adding to the list of unexplained phenomena
that the associative and temporal learning ﬁelds have yet to jointly
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