We construct new families of error-correcting codes based on Gallager's low-density parity-check codes, which we call irregular codes. When decoded using belief propagation, our codes can correct more errors than previously known low-density parity-check codes. For example, for rate 1/4 codes on 16,000 bits over a binary symmetric channel, previous low-density parity-check codes can correct up to approximately 16% errors, while our codes can correct over 17%. Our impr oved performance comes from using codes based on irregular random bipartite graphs, based on the work of [7] . Previously studied low-density parity-check codes have been derived from regular bipartite graphs. We report experimental results for our irregular codes on both binary symmetric channels and Gaussian channels. In some cases our results come very close to reported results for turbo codes, suggesting that, with improvements, irregular codes may be able to match turbo code performance.
Introduction
Low-density parity-check codes, introduced by Gallager in 1962 [6] , and their performance under "belief propagation" decoding, has been the subject of much recent experimentation and analysis [2, 11, 12, 16] . The interest in these codes stems from their near Shannon limit performance, their simple descriptions and implementations, and their amenability to rigorous theoretical analysis [6, 7, 8, 9, 11, 16, 17] . Moreover, there appears to be a connection between these codes and turbo codes, introduced by [1] . In particular, the turbo code decoding algorithm can be understood as a belief propagation based algorithm [10, 5] , and hence any understanding of belief propagation on low-density parity-check codes may be applicable to turbo codes as well.
In this paper, we construct new families of low-density parity-check codes, which we call irregular codes, that have significantly improved performance over previously known codes of this type. Our codes can correct a significantly higher number of errors, albeit at the expense of a slightly slower running time.
Our work significantly lowers the gap between the performance of low-density parity-check codes and the best known turbo codes, opening the question of whether further improvements may yield low-density parity-check codes with equivalent or better performance.
Our codes are most easily visualized in terms of graphs. In the following we refer to the nodes on the left and the right of a bipartite graph as its message nodes and check nodes respectively. A bipartite graph with n nodes on the left and r nodes on the right gives rise to a linear code of dimension k ≥ n −r and block length n in the following way. The bits of a codeword are indexed by the message nodes. A binary vector x = (x 1 , . . . , x n ) is a codeword if and only if H x = 0, where H is the r × n incidence matrix of the graph whose rows are indexed by the check nodes and whose columns are indexed by the message nodes. In other words, (x 1 , . . . , x n ) is a codeword if and only for each check node the exclusive-or of its incident message nodes is zero. (We note that our code construction can also be used to construct linear time encodable codes based on cascading series of bipartite graphs, as described for example in [15] or [7] , but for convenience we will not address this issue here.)
Most previously studied low-density parity-check codes have been constructed using sparse regular, or nearly regular, random bipartite graphs [2, 6, 11, 12] . We call these codes regular codes. Our improved performance comes from using codes based on irregular graphs. That is, the degrees of the nodes on each side of the graph can vary widely. In terms of the parity check matrix H , the weight per row and column is not uniform, but instead governed by an appropriately chosen distribution of weights. By carefully choosing the distributions, we achieve improved performance. In fact, the codes we describe use a number of largely disparate weights, suggesting that often the best distributions are far from those that produce regular codes.
As an example of our improved performance, we have found a rate 1/4 irregular code that, on 16,000 message bits, corrects over 17% random errors with high probability on our experiments. On 64,000 message bits, this code corrects up to 18% random errors on our experiments. In contrast, the best regular code corrects up to approximately 16.0% random errors with 16,000 message bits and approximately 16.2% on 64,000 message bits. (The Shannon bound for rate 1/4 codes is 21.45%.)
That irregular structure improves performance is not surprising in light of recent work rigorously proving the power of irregular graphs in designing erasure codes [7, 8] . Irregular graphs appear to have been rarely studied in the setting of error-correcting codes because of the difficulty in determining what irregular structures might perform well. The erasure codes and the techniques for finding good erasure codes determined in [7, 8] provide the basis for the codes we define here.
Finally, we note that although we can not provide a formal analysis for the performance of our new codes under belief propagation, we have fully analyzed similar codes that use a simpler, hard decision decoding scheme. This work appears in [9] .
The rest of the paper proceeds as follows: we first review the fundamentals of low-density parity-check codes and belief propagation. We then provide some useful intuition for why irregular codes should provide better performance than regular codes. We demonstrate our improved performance with experimental results for both the binary symmetric channel and the Gaussian channel. We conclude with open questions.
Low-Density Parity-Check Codes and Belief Propagation
We first review the low-density parity-check codes developed by Gallager and his suggested decoding algorithm, using the framework of MacKay and Neal [6, 11] . The parity check matrix H of the code is obtained by creating a matrix chosen uniformly (or near uniformly) at random such that the weight per column is a fixed constant and the weight per row is as uniform as possible. The decoding algorithm attempts to find the most probable vector x such that H x = 0 mod 2.
In practice, the parity check matrix H can easily be constructed by randomly generating an appropriate bipartite graph. We describe the construction method. Message nodes are located on the left and the check nodes on the right. Each message node has a certain number of edges which connect to check nodes; similarly each check node has a certain number of edges connecting to message nodes. The total number of edges in the graph is e. A random permutation π of {1, . . . , e} is chosen, and then, for all i ∈ {1, . . . , e}, the edge with index i out of the left side is identified with the edge with index π i out of the right side. Note that this may potentially lead to multi-edges; often in practice multi-edges and small cycles can be removed to improve performance [11] .
Gallager's decoding algorithm uses the idea of belief propagation. As explained in [11] , the algorithm runs two alternating phases, in which for each non-zero entry in H with row i and column j (or, in other terms, for each edge of the associated bipartite graph) two values q i j and r i j are iteratively updated. The quantity q z i j approximates the probability that the j th bit of x is z, given the information obtained from all checks of j other than i. Similarly, the quantity r z i j approximates the probability that the ith check node is satisfied when the j th bit of x is z and all other message bits j ′ associated with check i have a separable distribution given by the appropriate q i j ′ . That is, we assume that the other message bits j ′ are independently 1 with probability q 1 i j ′ , and use this to calculate r z i j . If errors occur with probability p, then initially all q i j have the value 1− p. In the first phase of a round, all the r i j values are updated in parallel; then in the second phase all the q i j values are updated in parallel. (These parallel updates can also be simulated sequentially in a straightforward manner.) The total amount of work performed each round is linear in the number of edges of the graph. If the bipartite graph defined by H contains no cycles of length up to 2r, then after r rounds of updates the algorithm produces the exact posterior probabilities that each message bit is in error based on the neighborhood within a diameter of 2r of the message node. The presence of cycles in the graph skews the probabilities, but in practice the effect on the algorithm appears to be small. More details can be found in [4, 6, 11, 16] .
Irregular Graphs: Intuition
Before we demonstrate irregular random graphs that improve the performance of low-density parity-check codes, we offer some intuition as to why irregular graphs should improve performance. Consider trying to build a regular low-density parity-check code that transmits at a fixed rate. It is convenient to think of the process as a game, with the message nodes and the check nodes as the players, and each player trying to choose the right number of edges. A constraint on the game is that the message nodes and the check nodes must agree on the total number of edges. From the point of view of a message node, it is best to have high degree, since the more information it gets from its check nodes the more accurately it can judge what its correct value should be. In contrast, from the point of view of a check node, it is best to have low degree, since the lower the degree of a check node, the more valuable the information it can transmit to its neighbors.
These two competing requirements must be appropriately balanced. Previous work has shown that for regular graphs, low degree graphs yield the best performance [11, 12] . If one allows irregular graphs, however, there is significantly more flexibility in balancing these competing requirements. Message nodes with high degree will tend to their correct value quickly. These nodes then provide good information to the check nodes, which subsequently provide better information to lower degree message nodes. Irregular graph constructions thus lead to a wave effect, where high degree message nodes tend to get corrected first, and then message nodes with slightly smaller degree, and so on down the line.
This intuition (which we observe in our experiments) unfortunately does not provide clues as to how to construct appropriate irregular graphs. Moreover, because belief propagation is not yet well understood mathematically, creating the proper irregular graphs appears a daunting challenge. We meet this challenge by using irregular graphs that have been proven to be effective for erasure codes that function in a similar manner. In the area of erasure codes, the mathematical framework has been established to both design irregular graphs and prove their effectiveness. Intuitively, graphs that work well for erasure codes should Table 1 : Parameters of our codes.
also work well for error-correction codes, since the two are closely related.
Irregular Graph Performance: Simulations
We describe a few important details of our experiments and implementations. We performed simulations using two types of channels for several rates and block lengths. The first channel we model is a binary symmetric channel. To more accurately compare code quality, instead of introducing errors with probability p, we introduced the same number of errors at each trial (corresponding to a fraction p of the block length). This procedure allows for easier comparison with other codes and minimizes the variance in the experiments that might arise from the variance in the number of errors. The second channel type we model is a white Gaussian channel with binary input ±1 and an additive noise of variance σ 2 . We report results for the Gaussian channel of rate R and additive noise σ 2 in terms of the signal to noise ratio E b /N 0 = 1/2Rσ 2 expressed as decibels (10 log 10 E b /N 0 ). Here E b represents the average energy per bit (1/R) and N 0 represents the noise spectral density (2σ 2 ). Rather than encoding a message for each trial, we use an initial message consisting entirely of zeroes. Since the code is linear and the decoding algorithm respects its linearity, no generality is lost. In our experiments, we allowed the belief propagation algorithm to run for up to 200 rounds. If the algorithm failed to converge on a codeword within 200 rounds, a failure was reported. This was in fact the only failure we saw in our experiments; that is, the algorithm never returned a codeword that differed from the initial message.
A different random graph was conducted for each trial. No effort was made to test graphs and weed out potentially bad ones, and hence we expect that our results would be slightly better if several random graphs were tested and the best ones chosen. Also, following the ideas of [11, 14] , when necessary we remove double edges from our graphs.
We describe the irregular graphs used in Table 1 , using the notation of [7] . We say that an edge has degree i on the left if its adjacent node on the left has degree i, and we similarly define an edge with degree i on the right. Our graphs are described in the following terms: for each graph, there is a corresponding left degree vector λ and a right degree vector ρ. The value λ i represents the fraction of edges with degree i on the left, and similarly the value ρ j represents the fraction of edges with degree j on the right. Note that given a vector λ and ρ one can construct a graph with (approximately) the correct edge fractions for any number of nodes, using the construction method described in Section 2. (Some care must be taken because of rounding and the necessity to have the number of edges on the left equal the number of edges on the right; however, this is easily handled.) n Table 2 : Comparing regular and irregular graphs. Table 2 compares the performance of regular and irregular codes of rates 1/2 and 1/4. Our results for regular codes (based on graphs in which all nodes on the left have degree 3) are slightly better than (but consistent with) previous results reported in [11] . In the table, n represents the block length, R represents the rate, f represents the fraction of errors introduced, and C represents the channel capacity. The results are reported in terms of the number of trials, or blocks decoded, and the number of errors, or the number of blocks for which the decoding algorithm failed to find a solution within 200 rounds.
Binary Symmetric Channel
At rate 1/2, our irregular codes perform only slightly better than the regular codes at block lengths of 16,000 bits. They do appear notably more robust at higher error rates, however. At 64,000 bits, our code can handle over a half a percent more errors. While it has been previously noted that low-density paritycheck codes perform better as the block length increases [11] , we believe that this effect is magnified for our irregular codes, because the degrees of the nodes can be quite high. For example, our irregular rate 1/2 codes have nodes on the left of degree 65 and nodes on the right of degree 85.
At rate 1/4, we have different irregular codes with lower degrees. This code greatly outperforms the regular codes, even at block lengths of 16,000, where they correct approximately 1% more errors. At block lengths of 64,000 bits, the effect is even more dramatic, and the irregular codes appear to correct more than 1% more errors. We note that initial experiments at other rates further validate our contention that irregular codes can outperform regular codes in terms of the number of errors that can be corrected. For both regular and irregular codes, the number of operations required is proportional to the product of the number of edges in the corresponding graph and the number of rounds until the process terminates. The irregular graphs have approximately 2.5 times as many edges as the regular graphs, and at higher error rates they can take approximately 1.5 times as many iterations to complete. Hence it takes approximately 4 times as many operations to decode at higher rates. In practice, performance can actually be worse than this, however, since the larger graph size for the irregular codes requires more accesses to slower levels of the memory hierarchy. However, we believe the slower running time is not dramatic in light of the improved performance.
Gaussian Channel
Figures 1 and 2 compare the performance (in terms of the bit error rate (BER)) of irregular codes of rate 1/2 and 1/4 with reported results for turbo codes [3] and regular codes [12] at these rates. Again, our experiments were with block lengths of 16,000 bits, and for this block length each data point is the result of 10,000 trials. (We compare with results using comparable block lengths. The results from [3] are available at http://www331.jpl.nasa.gov/public/TurboPerf.html. The results we report from [12] are only approximate, as [12] does not provide actual numbers but only a graph.) For our irregular codes, the belief propagation algorithm terminated after 200 rounds if the solution was not found.
For rate 1/2 codes, our irregular codes perform notably better than regular codes, greatly reducing the gap between the performance of low-density parity-check codes and turbo codes. This gap is further reduced when we move to larger block sizes, as our codes prove to perform better for larger block lengths in this setting as well. At block lengths of 64,000 bits, our code never failed in 1,000 trials at both 0.95 dB and 1.00 dB. Our estimates for the bit error rate from 1,000 trials at 0.9 dB is 3.97 · 10 −5 and at 0.85 dB is 6.03 · 10 −5 . Again, this is much better than the performance of regular codes at a comparable block length presented in [12] .
Our results for irregular codes at rate 1/4 ( Figure 2 ) similarly show significant improvement over regular codes. At this lower rate and block length, however, turbo codes appear to have a significant edge. We believe this edge can be reduced with further exploration and experimentation.
Our irregular codes at this rate again perform significantly better with larger block lengths. At block lengths of 64,000 bits, our code never failed in 1,000 trials at both 0.70 dB and 0.60 dB. Our estimates for the bit error rate from 1,000 trials at 0.50 dB is 6.18 · 10 −4 and at 0.40 dB is 8.39 · 10 −3 .
Conclusions
We have demonstrated that low-density parity-check codes based on irregular graphs can substantially outperform similar codes based on regular graphs. Our irregular graph based codes approach the performance of turbo codes at certain rates.
Our graphs were designed using the techniques of [7] . These graphs are known to yield good lossresilient codes in the model of [7] , but there is no clear reason why there cannot be substantially better codes for error-correction based on other irregular graphs . If this is the case, then it may be possible to achieve performance similar to that of turbo codes using irregular codes. Designing and analyzing such codes remains an exciting open problem.
