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This paper deals with the spectrum of the almost periodically correlated (APC) processes defined on W. It is 
established that the covariance kernel of such a process admits a Fourier series decomposition, K(s+f, S) 
-c ,,,b,(r)e’““, whose coefficient functions b, are the Fourier transforms of complex measures m,, CYE W, 
which are absolutely continuous with respect to the measure m,,. Considering the APC strongly harmonizable 
processes, the spectral covariance of the process can be expressed in terms of these complex measures m,. 
The usual estimators for the second order situation can be modified to provide consistent estimators of the 
coefticient functions b, from a sample of the process. Whenever the measures m, are absolutely continuous with 
respect to the Lebesgue measure, so m,(dh) =f_( A) dA, the estimation of the corresponding density functionsf, 
is considered. Under hypotheses on the covariance kernel Kand on the coefficient functions b,, we establish rates 
of convergence in quadratic mean and almost everywhere of these estimators. 
almost periodic * harmonizable process * spectral measure * spectral density * consistent estimator * perio- 
dogram 
1. Introduction 
The notion of almost periodically correlated processes, introduced by Gladyshev [ 91, has 
been considered by many authors (see [ 7,11,14] and references therein) for their appli- 
cations as nonstationary processes with spectrum. As an example we can consider the process 
X(t) =e”x+e”& y + elfmz where x, y and z are three square-integrable random variables not 
necessarily uncorrelated. In Signal Analysis a nonprobabilistic theory has been developed 
in [ 81 for treating signals of this type. Here we only consider the probabilistic framework. 
In Section 2 we present the two main kinds of almost periodicity of the covariance kernel 
that can be found in the literature (Definition 2.1) : namely, the class of almost periodically 
correlated processes [ 7,111 (denoted APC) and the class of uniformly almost periodically 
correlated processes [ 141 (denoted UAPC). Theorem 2.3 improves Propositions 2 and 3 
in [ 1 l] on the analysis of the Fourier-Bohr functions b,, which appear in the spectral 
decomposition (2) of the covariance kernel of an APC or UAPC process defined on W. 
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Moreover we prove that each spectral measure m, defined by (5) is absolutely continuous 
with respect to m,. Thus whenever m, is absolutely continuous (with respect to Lebesgue 
measure), we can define the spectral density functionsf, as the Radon-Nikodym derivatives 
of the measures m, with respect to Lebesgue measure. 
In Section 3 we consider strongly harmonizable processes. The class of APC strongly 
harmonizable processes and the class of UAPC strongly harmonizable processes coincide 
(Theorem 3.1) , and for an APC strongly harmonizable process, the measures m, are the 
restrictions of the spectral bimeasure of the process to the straight lines D, = ( (A,, h2) : 
A, - h 2 = a) parallel to the diagonal Do [ 1 I 1. On the other hand, an APC process is strongly 
harmonizable if and only if C,, w 1 m,) ( W) < ~0 (Theorem 3.3). Hence various spectral 
decompositions (8) and (9) of the covariance kernel are deduced. 
For an harmonizable process with a a-finite bimeasure [ 31, the measures m,, a E W, are 
still, in some sense, the restrictions to the straight lines D,, of the spectral bimeasure of the 
process which is not always a measure on W2 [ 51. In Section 4 we state a sufficient condition 
for an harmonizable process with a a-finite bimeasure to be UAPC (Theorem 4.3). Unfor- 
tunately we do not succeed in obtaining a necessary and sufficient condition. Next we 
present an example of a UAPC process which is harmonizable with a a-finite bimeasure 
and which is not strongly harmonizable (Example 4.4). 
In [lo] Hurd has shown that the usual estimators for the covariance kernel and for the 
spectral density function of a second order stationary process, formed from a single sample 
path of the process, can be modified to provide consistent estimators for the Fourier-Bohr 
functions b, and for the spectral density functions fa of periodically correlated processes. 
Sections 5 and 6 deal with the convergence in quadratic mean and the almost everywhere 
convergence of these estimators, under moment type hypotheses. Thus we improve some 
of the results of [ lo], and, furthermore, we establish rates of convergence. 
The specific problems of these sections are concerned by the facts that for an APC process 
X the set S(X) = ( CYE W: b,+ 0) can get clustering points, and that the Fourier-Bohr 
coefficient functions b, are defined as limits of time averages. In order to control the fourth 
moments of the process X, which appear in some expressions of the variances of the 
estimators under consideration, mixing hypotheses are considered in [ 12,13,4]. Here, we 
will formulate the following fourth moment hypothesis for a centered real process X, 
+E[X(t,)X(~,)lE[X(t,)X(t,)l 1 (1) 
for all r,, fZ, t,, t4. This property is known to be satisfied by any centered real valued Gaussian 
process. 
The notion of almost periodically correlated sequences can be defined in the same way 
(see [ 21) and all the results in this paper can be transposed to such sequences. 
In this paper we assume the notion of weakly harmonizable process to be known [ 161 
as well as the notion of integration with respect to a (a-additive) vector-valued measure 
[ 61. From now on L2( P) designates the Hilbert space of P-equivalence classes of complex- 
valued square P-integrable random variables defined on a fixed probability space (0, &‘, 
P). 
2. Almost periodically correlated processes 
The notion of almost periodicity of the covariance kernel of a second order process can be 
expressed in the two following ways in the spirit of the definition of Gladyshev [ 91. 
Definition 2.1. Let X: W + L ’ (P) with a uniformly continuous covariance kernel K( s, t) 
=Cov[X(s),X(t)]. 
The process X is almost periodically correlated ( APC) whenever for every t in W the 
function s + K( s + t, s) is almost periodic according to Bohr. It is uniformly almost peri- 
odically correlated (UAPC) whenever we define a function B: W + E’( W) by 
B(s) (t) = K( s + t, s), which is almost periodic according to Bohr, 5Z’( W) being the complete 
metric space of continuous complex functions defined on W endowed with the topology of 
uniform convergence. 
That is, the process X is APC whenever there exists a family of trigonometric polynomial 
functions, P,,,(S) = C,u,,,,e”A’.“.J, tE W, n E W, such that lim,, +%P,,,,( S) = K( s + t, s) uni- 
formly with respect to s E W. It is UAPC whenever there exists a family of trigonometric 
polynomial functions, with coefficients in Z(W), P,,(S) = Cja,jei”““,J, II E N, such that 
lim ,,+%P,,( s) = B( s) uniformly with respect to s E W, in g:‘(W). 
From the theory of the almost periodic functions (see for instance [ 1 ] ), equivalent 
definitions can be given using the notion of c-periods. 
Every second order stationary process and every uniformly continuous in quadratic mean 
and periodically correlated process is UAPC. Other examples are given in Examples 3.2 
and4.4(seealso[11,14]). 
Evidently we have: X UAPC j X APC. Although these two notions coincide for the 
strongly harmonizable processes (Theorem 3.1), the problem of the reverse implication is 
open to debate for the general case. 
Remarks 2.2. Thanks to the properties of the almost periodic functions we deduce the 
following properties. 
(i) Whenever X is APC, for any t the function s + K( s + t, s) is uniformly continuous 
and bounded, hence the kernel covariance K( s, t) is bounded. Furthermore, for all a and t 
there exists 6,(t) in C such that uniformly with respect to x in W, 
lim i I .v+ ’ K(u+t, u)ePi”“du=b,(t) 7-x s i (2) 
The functions b, : t + b,,( t), which are uniformly continuous, will be called the Fourier- 
Bohr finctions of X. Moreover, we have b_,(t) =b,( - t)e-“*, and lb,(t) 1 < 
b,(O) ~sup,,~~]K(~, S) ( <co. The set S(X) = (HEW: b,(t) 20 for some t} is at most 
countable [ 111, and for any t, the function (Y + b,( t) is discontinuous at any point LYE S(X) 
and continuous elsewhere [ 1, 2.IV]. 
For any I, the function s - K(s + t, S) admits a Fourier series decomposition Cb,( t)ei,‘a, 
but in general this series is not convergent. Of course this series converges towards K( s + t, 
s) whenever K, (t) = C 1 b,(t) 1 < m, in particular, whenever the APC process is strongly 
harmonizable (Section 3). 
However, for any t the function s + 1 K( s + t, s) I 2 is almost periodic and by Parseval 
equality [ 1, 2.VIII] we can define 
’ K2( t) = lim - IK(u+t, u) I2 du 
s + r s 
= c Ib,(t)12< sup 1K(s,s)]2<m 
atW .SE w 
(3) 
(ii) Whenever the process X is UAPC, limits (2) and (3) take place actually in the 
Banach space g?h( W) of the bounded continuous complex functions on W endowed with 
the topology of uniform convergence and S(X) is at most countable. 
(iii) For a nonnull second order stationary process we have S(X) = { 01, 
K2( t) = I K( u + t, u) I 2 for any u, and for a periodically correlated process X with period 
T>O, S(X)c{2nnlZ’: n~z), &(t)=(l/T)]i]K(u+t, L~)(~~LI. Furthermore, an APC 
process X such that S(X) c (27&T: n E Z} for some T> 0, is periodically correlated. 
For any APC or UAPC process, Propositions 2 and 3 in [ 111 ensure that the function b, 
is the Fourier transform of a complex measure m, on W, and m, is a nonnegative finite 
measure. In the following theorem we improve Proposition 3 in [ 1 l] by showing that the 
measure m, is absolutely continuous with respect to m,,. 
Theorem 2.3. Let X: W + L2(P) and let (Y E W such that 
(i) (s, t) + K( s, t) is uniformly continuous in W2; 
(ii) for every t, the following limit exists for (Y = 0 and CY = czO, 
K(u+t, u)e-“‘“du=b,(t) . (4) 
Then there is a unique finite nonnegatilae measure m,, and a unique complex measure 
m,, on W such that, for every t and for CY = 0 and CY = a(,, we harle 
b,(t) = 
I 
eltA m,(dh) (5) 
w 
Furthermore for any bounded measurable function f: W + C we harle 
If(h) I’mddh) (6) 
Hence the measure m, is absolutely continuous with respect to m,, 
Proof. First note that the existence of limit (4) for cr = 0 implies the following convergence 
for any x, 
K( u + t, u) du = bo( t) 
Thus the first part of this theorem is entirely analogous to Proposition 3 in [ 111 where the 
one-side time average in limit (4) is replaced by a two-side one. Furthermore, for every 
trigonometric polynomial functionf, the measures m,, and m, satisfy inequality (6). Thus 
we have only to prove that this inequality (6) holds for every measurable bounded function 
f: W + @. This is done by using Stone’s theorem on the uniform approximation of the 
continuous functions by the trigonometric polynomial functions, the regularity of the com- 
plex measures defined on W, and Lusin’s theorem on the approximation of the bounded 
measurable functions by the bounded continuous functions. 0 
Hence we deduce the following for APC processes. 
Corollary 2.4. Let X be an APC process. Then, for ersery a in W the function t + b,( t) is 
the Fourier transform of a complex measure m, which is absolutely continuous with respect 
tom,.Moreorerm-,(A) =m,(A+a). q 
The measures m, will be called spectral measures of X, and, in particular, m,, spectral 
diagonal measure. (See next section for a justification of this terminology.) 
Remark 2.5. Spectral density functions. For an APC process X, if the measure m,, is 
absolutely continuous then it is so for any m,, i.e. m,( dh) =fa( A) dh for a unique function 
fa EL&(W), and we havef_,(A) =fa(h-a), A-a.e. The functionsf,, aeS(X), might be 
called the spectral density functions of the process X. 
For instance, m,, is absolutely continuous whenever the random variables X( t) , t E W, are 
uncorrelated for a time lag larger than a fixed number 7: K( s + t, s) = 0 for 1 t 1 > 7. (Other 
examples are given in [ 141.) 
We readily obtain the following result about the topological structure of the class of APC 
processes, which will be used in Section 4. 
Proposition 2.6. The class of APC (resp. UAPC) processes defined from W to L2( P), 
endowed with the metric of uniform comergence, is a complete metric space. Moreover, 
whenever a sequence (X,,) ,, E N of APC (resp. UAPC) processes converges towards a 
process X, then with ecident notations, we haLIe lim,,,,b,,,,( t) = b,( t), uniformly with 
respect to (Y in IT? and t in W, and S(X) c U ,, E N n ,I ,,,S,l (X) . 0 
Remark 2.7. If we consider time averages of the type ( 1/(2s))jY c instead of the type 
( 1 /s)l;l,, the previous results are still valid. 
3. APC strongly harmonizahle processes 
Let X be a strongly harmonizable process. Then Theorem 2.3 applies for each (Y with 
m,(A)=M((AXW)nD,), AE~(W), 
where M denotes its spectral bimeasure which is a measure on W2, and where D, is the 
straight line of W’ with equation A, - A, = a. In particular, m,,(A) = 
M( (A X W) n Do) = M( (A XA) n D,,), hence its name: spectral diagonal measure. Since 
any weakly harmonizable process is uniformly continuous in quadratic mean, the functions 
b,, (Y E W, are uniformly continuous and the set S(X) = ( (Y E W: b,(t) # 0 for some t) is at 
most countable. The characterization of the strongly harmonizable processes which are 
APC, stated in Proposition 6 in [ 111, can be rewritten in the following way. 
Theorem 3.1. Let X: W + L*( P) be a strongly harmonizable process. The following prop- 
erties are equkalent. 
(i) XisAPC. 
(ii) X is CJAPC. 
(iii) There is a countable subset S of W such that the spectral bimeasure M of X (which 
is a measure on W’) is concentrated in the union of the straight lines D,, LY E S, parallel to 
the diagonal axis D,, in W*. 0 
In this case, the set S contains the set (a E W: 1 M ( (D,) # 0) which coincides with S(X), 
1 M ( denoting the total variation measure of the spectral measure M of X. Hence for all 
Bore1 subsets A and B of W we have 
M(AXB)= C M((AXB)nD,)= C m,(An(B+a)), 
nES(X) UES(Xl 
and for every tin W, we have 
K,(t)= C lb,(t) I < 
nE.s(X) 
& lmrr I (WI = IMI (WXR) cx. 
Thus, the covariance kernel K of X can be decomposed under the sums 
K(s, t) = C b,(s-t)e”“= <J& (a ga(A)e”“‘i“-“A’ m,,(dh) I (8) 
CYtS(Xl 
the summations being uniform with respect to s and t in W, and g, denoting the Radon- 
Nikodym derivative function of m, with respect to m,,. 
If for an APC strongly harmonizable process X, S(X) is a closed subset of W, the support 
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of the complex measure M is contained in the closed set lJcrEs(xJDry. In general, this 
inclusion is not valid and this is shown with the following example. 
Example 3.2. Let Q = (a,: n E N * ) be th e set of all the rational numbers and let Cc, be a 
nonnull element of L’(P). For any R in N*, set x,, = ( lln2) I&. Then the process 
X:W+L2(P) defined by X(t) =Cnt~*e”“‘x,,, is APC strongly harmonizable. The set 
S(X) is equal to Q and its spectral bimeasure whose support is W2, is concentrated on Q*. 
The almost periodically correlated processes which are strongly harmonizable can be 
characterized by their spectral measures. 
Theorem 3.3. For an APC process X, the following conditions are equivalent. 
(i) X is strongly harmonizable. 
(ii) C citS(x) lm,l (W <m. 
(iii) CaEscxJ lgul EL’(m,). 
In this case, we obtain that, for all t and s in W, 
K(s, t) = 
I 
w c ga(A)ei”nt(C-f)A) m,(dh) . 
aE.s(X) 
(9) 
Proof. Since the measure m, is nonnegative and finite, the equivalence (ii) * (iii) is 
evident. The implication (i) * (ii) is a consequence of equality (7). 
Conversely, let X be an APC process for which hypothesis (ii) is satisfied. For proving 
the strong harmonizability of the process X, it suffices to establish the existence of a complex 
measure M on 33’( W2) such that for all s and t in W, 
K(s, t) = 
J-I 
w? e’(sA’-rAz)M(dh,, dh,) . 
Let (Y E W. Consider the projection rr: W2 + W, rr( A ,, AZ) = A ,, and the continuous trans- 
formation rrk : W + D,, 7~:,( A) = (A, A - a), a E W. It is clear that the complex measure M, 
defined on W2 by M,(A) = m,( T( A n D,) ) satisfies, for any measurable bounded function 
f: 52’ + C, the equality 
f(A,, A2)M,(dA,, dA2) = Rf(r&(A))m,(dA) , 
I 
and, for every Bore1 subset A of W*, we have 1 M, 1 (A) = I m, ) ( s-(A n D,) ) 
Then hypothesis (ii) and Nikodym theorem [ 6, Lemma 111.7.41 ensure the existence of 
a complex measure M on W2 such that M(A) = C oL Es( .JV,( A). And we readily complete 
the proof using the uniqueness theorem of the Fourier-Bohr coefficients for the almost 
periodic functions. 0 
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Corollary 3.4. For an APC process X such that the spectral diagonal measure m,, is 
absolutely continuous with respect to Lebesgue measure, conditions (i), (ii) and (iii) in 
Theorem 3.3 are equivalent to the following condition on the spectral density functions fa, 
aES(X). 
Furthermore, from the Hermitian symmetry property of the spectral bimeasure of X we 
can establish that for almost every A, 
c f,(h+a)= C fm and 
cYES(X) crES(X) 
uE-& IfAh+ = c Ifa( 
cYES(X) 
4. APC harmonizable process with u-finite bimeasure 
What happens whenever the APC process X is no longer strongly but weakly harmonizable? 
Since in general the spectral bimeasure M of the process X is not extendable to a complex 
measure on W*, the proof of Theorem 3.1 does not apply. Here we state a partial answer for 
harmonizable processes with a-finite bimeasure. We begin with some reminders about the 
a-finite bimeasures [ 31. 
Definition 4.1. A bimeasure M is a-finite, whenever there exists a sequence (B,,),,,N of 
Bore1 subsets of W such that 
(i) &D,+, foranynElN,and U,,GNB,=W;and 
(ii) for any n, the bimeasure M,, defined on W by the relation 
M,,(A X B) = M( (A n B,) X (B f’ B,) ), is extendable to a complex measure on W* (which 
will still be denoted by Me). 
Although a o-finite bimeasure M may not always be extended as a complex measure on 
W2, we can prove the existence of a restriction of M on any straight line D, : A, - A, = (Y, 
parallel to the diagonal axis D,, of W2 [ 51. More precisely we have the following result. 
Proposition 4.2. For any harmonizable process X with u-finite bimeasure M, there exists 
a unique family {m,, (Y E W) of complex measures on W such that for all LY and t, 
lim L K(u+t, u)e-“‘* du=b,(t) = 
I 
eitn m,(dA) 
s + m s w 
Moreorler for all (Y and A, we hacse m,(A) = lim,, _z M,,( (A X W) n D,), and the set S(X) 
is at most countable. 0 
Thanks to Proposition 2.5 in [ 31 and Theorem 2.6, we can readily obtain a sufficient 
condition for a harmonizable process with a-finite bimeasure to be UAPC. 
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Proposition 4.3. Let X be a harmonizable process with u-finite bimeasure M. Assume that 
there are a countable subset S of W and a family (N,. CY E S] of complex measures on W 2 
such that supp( N,) c D, for euery LY in S, and the family { N,( A X B) , a E S] is summable 
with sum M(A X B) for all A and B in W. Then the process X is UAPC. 0 
Example 4.4. Such processes exist. Indeed, consider the nonnegative definite family of real 
numbers defined by 
7-r 
ci.i = 2j logo’ + 1) ’ jEN*, 
and 
sin( inr-_k)) 
cj,k = ~_k)jL/2k1/2 logo’+ 1) log(k+ 1) ’ 
jfk, j, keN * . 
Then there exist a probability space ( 0, &, P) and a sequence (x~),=~ * in L2( P) such 
that E[xjG] = c~,~. We define a harmonizableprocess with a-finite bimeasurex: W --+ L2(P), 
by X(t) =CjE,,eitixj. This process is not strongly harmonizable [ 31, but from Theorem 
4.3 it is UAPC. 
5. Estimation of the Fourier-Bohr function 
Before tackling the problem of the estimation of b,(t) for a centered APC process X, we 
establish the following rate of convergence of (2) from [ 1, 2.31; this will be useful for 
establishing rates of convergence of the estimators. 
Lemma 5.1. Let X: W + L2(P) be an APC process. For every cxE W such that 
R,(t)=Cp,,lbg(t)Illp-al <a,wehaue 
K(u+t, u)e-‘“” du-b,(t) < zK,(t) . 0 
Note that if c, = C PPa,PES(X)(P-aI-2<m,thenR,(t),<ct’2K2(t)”2<00.Thusfora 
nonnull second order stationary process c, = 1 / a2 for any (Y f 0 and 0 for CY = 0, and for a 
periodically correlated process X with period T, c, < f T 2n2, for any (Y. On the other side if 
O<c,<inf( ] P-a]: p#cw, DES(X)} andK,(t) <m, thenR,(t) <c;‘K,(t) <m. 
From now on the process X is assumed to be centered measurable and APC. In the 
following the hypotheses ensure that the fourth moments of X are locally bounded, thus the 
integrals which define the estimators can be considered as L2(P)-strong integrals, as well 
as Lebesgue integrals defined path by path P-almost everywhere. 
Fix t and (Y in W. As a natural estimator of b,(t), set 
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1 
(lIS)I~-‘X(U+r)X(u)e-‘“” du for O<t<s, 
B,(t, s) = (l/.s)/J:,X(u+t)X(u)e-‘“” du for --s<t<O, 
0 otherwise . 
This estimator is known to be biased [ lo]. However, it is asymptotically unbiased, and 
if in addition R,(t) < ~0, Lemma 5.1. leads for 1 t 1 < s to the equality 
E[B,(t, s)] =b,(t)( 1- It] 1s) + (lIS)&(f, s) (10) 
where 1 c( t, s) I < 2R,( r). Then thanks to the strong law of large numbers for second order 
processes, we deduce the following result. 
Theorem 5.2. Let X: W + L”( P) be a centered measurable APC process, and let (Y E W. If 
one of the following conditions is satisfied: 
(i) E[ IX(s+t)X(s) 1’1 <cand 
s 5 
II 
Cov[X(u+t)X(u), X(v+t)X(u)] eei(U-“)rrdu du=O(s2-y) ; 
0 0 
(ii) ]X(s+t)X(s) ) <c P-a.e. and 
J-:$j;/; - __ ICov[X(u+t)X(u), X(u+t)X(u)] I du du ds<x; 
(iii) hypothesis(l) andI~li51K(U,U)12dUdL’=O(S2~Y); 
(iv) hypothesis (l), IX(s) I <cP-a.e. and 
for some a, c and y> 0; then we have 
lim B,( t, s) = b,( t) a.e. and q.m. 
s+= 
Furthermore, under hypotheses (i) or (iii), for 0 < 4.5 < y we huue 
lim sE(B,(t, s) -E[B,(t, s)])=O u.e. and q.m., 
1 - a 
and if in addition R,(t) < ~0, then 
lim sE( B,( t, s) -b,(t) ) = 0 u.e. and q.m. 
.T + = 
Proof. Hypothesis ( 1) ensures the inequality 
(11) 
( 12) 
(13) 
Cov[X(u+t)X(u), X(u+r)X(u)] du du 
I K( u, a) I 2 du dL1 ,
hence if hypotheses (iii) or (iv) are satisfied then so are hypotheses (i) or (ii). 
Under hypotheses (i) or (iii), the strong law of large numbers as stated in [ 151, applies 
to the process u+X(u+t)X(u)ee’““, and the almost periodicity leads to convergence 
(11). 
Examining carefully the proof in [ 15, p. 1541, we obtain that each of the two conditions 
(i) and (ii), is sufficient for convergence ( 12). Then we can easily obtain the rate of 
convergence of the estimator B,( t, s) to b,(t) 0 
Remark 5.3. If the process X is periodically correlated, condition (a) (respectively con- 
dition (c) ) in Proposition 2 in [ lo] implies condition (i) (respectively condition (ii) ) in 
Theorem 5.2. If the processx is second order stationary, K( u, u) = k( u - c) , these conditions 
are well known. 
Whenever the spectral measures are absolutely continuous, we can state a sufficient 
condition on the spectral density functions for the consistency of B,( t, s) . 
Corollary 5.4. Let X be a centered real APC strongly harmonizable process with property 
( 1) . Assume that 
(i) m,, is absolutely continuous, and 
(ii) C arS(Xj ]fa( A) 1 is a boundedfunction on W. 
Then conuergence of ( 12) is calid with 0 < 4~ < 1 for all (Y and t. Furthermore, whenever 
(Y is not a clustering point of S(X), concergence of ( 13) is valid. 0 
Note that the hypotheses (i) and (ii) of this corollary are satisfied whenever K, EL’(W). 
6. Estimation of the spectral density functions 
From now on, let X: W + L2( P) be a centered measurable APC process with locally bounded 
fourth moments and let (Y E S(X) such that b, belongs to L’(W) . Hence the spectral density 
function f0 is defined by 
fa(A) = & jR b,(t)e-“” dt, 
and we tackle the problem of its estimation from a sample path of the process. One of the 
usual ways for estimating the spectral density function of a second order stationary process 
is to compute the periodogram of the process. For solving our problem, following Hurd and 
Leskow [ 121, we can consider the shifted periodogram defined by 
S,(h,s)= +,s)z(A-a,s)= 1
I 
‘y 
2T -s 
B,( t, s)epirA dt 
where I( A, s) =1&X( t)e-i’A dt. 
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The shifted periodogram S,( A, S) is the Fourier transform of B,( l, s), for fixed s. For 
the periodically correlated situation, it is known to be an asymptotically unbiased but 
inconsistent estimator off,(A) [ 10, Proposition 41. For the almost periodically correlated 
processes, we give the following conditions for consistency. 
Lemma 6.1. Assume that K, and R,EL:,,( W), and /‘,5R,(t) dt=o(s). Then 
lim .Y+~suP,,RlElS,(A, s)l -.fa(A) I =a 
Proof. Since K, E L,‘=( W), for any (Y and almost every t, we have 
K(u+t, u)ee’““du= C 
elr(o-a) _ ] 
P-a 
b/3(t) +sb,(t) 1 
P+e 
hence, from inequality ( IO) we deduce that 
E[S,(A,s)l- &jr,(l- v)b,(t)e-““dfl< -!-jl,YRe(t) dt, 
and S,( A, s) is an asymptotically unbiased estimator of fa( A) uniformly with respect to 
(Y. q 
Whenever (Y is not a clustering point of S(X), that is 0 < inf( 1 p - (Y I: p E S(X) ), the 
conditions are simpler. 
Corollary 6.2. Assume that K, EL,‘,,(W) and one of the following conditions is satisfied. 
(i) (Y is not a clustering point ofS(X) and /YsK, (t) dt= o(s). 
(ii) C p+~,PEs~x~ 1 p--al -*<m and l.I-sK2(t)“2 dt=o(s). 
(iii) Cp+a,pcscxj Ip-aI_‘<a,andsup paw~l~s Ibp(t) I dt=o(s). 
Then the hypotheses of Lemma 6.1 are satisfied. Cl 
Remark 6.3. (i) In this corollary, the conditions on the Fourier-Bohr functions do not 
seem to be too restricting, since I bp( t) 1 < SUP,~~ wK( s, s) < 00 for any APC process, and 
K, ( t) < (A4 I (I? X W) < m for any strongly harmonizable process. 
(ii) Whenever the process X is periodically correlated with period T, we see that the 
condition K( u f t, u) EL ’ ( [ 0, T] X W) in Proposition 4 in [ lo] implies the condition on 
K2 in (ii) of the previous corollary. 
Definition of the smoothed shifted periodogram. For the obtention of consistent estima- 
tors we can modify the shifted periodogram in the following way [ 12,4]. For any bounded 
measurable function I,!K W + c=, set 
FAA> $3 s) = & j; B,(t, s)$(t)eC”” dt 
r 
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and 
f,(k ‘4) = -!- 2~ b,(t) +( t)epirA dt 
Whenever I+!J is the Fourier transform of a bounded integrable function K: W + @, the 
estimator F,( A, I/J, s) can be considered as a smoothed shifted periodogram, andf,( A, I+!J) 
is a smoothed density function, 
F,(A, *, s) = s,( L% S)K(A- P) dD and 
fm(k ‘h)= Rfn(P)~b- p) dp. I 
In [ 12,4], mixing hypotheses have been considered for the study of the consistency of 
this estimator, whereas here we are interested by hypotheses on the Fourier-Bohr coefficient 
functions and on S(X) 
In the following cp: W + C denotes a bounded measurable function continuous at t = 0, with 
supp(cp) CL - 1, 11, and (~s)szo a nondecreasing family of numbers such that a, =G s and 
lim,_,a,=m. Set cp,(t) =cp(ayp’t). 
Lemma 6.4 (bias). Assume that one of the following conditions is satisfied. 
(i) R,ELp(W)forsomep>l,anda,Y<csS’2,forsome6,<1; 
(ii) the hypotheses of Lemma 6.1 or of Corollary 6.2 with o replaced by 0 are satisfied, 
and a,Y < cs ‘, for some S < 1, or a,Y =g s. 
Then F,( A, cp,, s) is an asymptotically unbiased estimator of fol( A). v, in addition, 
I <,,<21r lb,(f) I dt=o(s-“1 as s + ~0, for some E, 0 < E < 1 - 6, then we haue 
lim sup s”lUF,(A, v.~, s)l -fa(A) I =O, 
F-z= AEW 
foranycpsuchthatcp(u)=l, IuI <i. 
Proof. Indeed, the definitions of F,( A, cps, s) and of fa( A, cp,) imply the inequality 
2~slE[F,(k cp,, ~11 -fa(A, cp,) I <s ( a5 IE[B,(t,s)l-b,(t)Ilcp,(t)I dt. -us 
Under hypotheses (i), thanks to inequality ( 10) and Holder inequality, the right-hand side 
can be estimated by u,“” llR&,ll cpll,+c’a~ IIqII, where l/p+ l/q= 1 for some c’>O. On 
the other hand, under condition (ii), it can be estimated by 
a, R,(t) dt+a, lIdI=. --a, 
Thus thanks to dominated convergence theorem, the lemma follows. 0 
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Lemma 6.5. (variance). Assume that X is real with property ( I), and that K, and 
R, E L,‘,,,( W) for any /3. If 
c 
c lb,(t)b,(u) I I,,_ ,, <zuy du dt=o(s”‘) > 
-s Of p Ia- PI 
and 
” ” af K,(t) dt=o(sn), or a, K2(t)“2 dt 
ps - .% 1 
2 
=o(sn), 
with y,<2andy2<1,then~oranyc,2c<inf(2-y,, l-y,),wehace 
lim sup s*“Var[F,(A, cpr, s)] =O. 
n--a AEW 
(14) 
I& in addition, Ia, < >I fI [b,(t)1 dt=o(sPC),andcp(t)=l~orItI <$,thenweobtainthat, 
lim sup sE]F,(h, cp,, s) -fa(h) ] =0 q.m. 
,+u AEW 
Under the hypotheses of the first part of the lemma, the estimator F,( A, cpr, s) is consistent 
in quadratic mean if cp( t) = 1 for I t I < 1. 
Proof. Fix A and s>O. Let Q(t) = cps( t)e-I’“, thus @: W + C is a bounded measurable 
function with supp( @) C [ -q, u,~] . Since K, E La,( W), there exists a Bore1 subset TC W 
such that the Lebesgue measure of T’ is null and that I K,(t) 1 <CC for any t E T. Thus for 
any (u, u) E W2 such that U-LIE T, we have K(u, u) = Cptscx,bp( u - c’)ei”p. As the 
Lebesgue measure of the complement of the Bore1 subset { (IA, o, w, x) : u - I: E T, w -x E T) 
of W4 is null, the expression 4s*n*Var[ F,( A, cpj, s) ] can be decomposed under the sum of 
the integrals on [ 0, s] 4 of the expressions 
C bA,(u-~)bA2(u-x) e I(wAI~xAz)+i(x~I)u~(u_c’)~(w_x), 
AlA 
and 
C b,,(u-x)b,,(c-w) e 
i(xAl-~/lz)+i(x-l)a~(~_~)~. 
Al,Azts(x) 
After changes of variables, the first integral is equal to the expression 
x@(p-q+t)@(t) drdtdpdq, (15) 
where B(p, q) is a Bore1 subset of T2n((r, t) EW’: Irl <s, and It(, Ip-qftl <a,Y] 
which is void for I p - q I > 2~2~. The module of expression ( 15) can be estimated by 
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I 
I 
a, Iv(t) I* dt _, 
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The other term can be studied in the same way, and we can readily complete this 
proof. 0 
From the previous results, we can now state the almost sure convergence and the con- 
vergence in quadratic mean of the estimator F,( A, qS, S) The proof of the following theorem 
result is very classical [ 41 so it is omitted. 
Theorem 6.6 (consistency). Let X: II? + L*( P) be a centered real measurable APCprocess 
with property ( 1)) let a E W, and assume that one of the twofollowing conditions is satisfied. 
(i) There exists c> 0 such that I R,(t) I <c for almost every t and for any /3, 
jY,K,(t) dt=o(sY)forsome y<1,anda,=sSwith46<1-y. 
(ii) O<inf( ]cx- PI: a# p, (Y, /YES), there exists c>O such that K,(t) <c for 
almost every t, j.YsK2( t) “*dt=o(sY)forsome y<~,anda,=sSwith36<1-2y. 
Let (p:W+W+ be even, nonincreasing on W + , with cp( t) = 1 for I t I < 1 and 
supp(cp)c[-17 11. 
ThenforanycxinWsuchthatb,~L’(W)and~,~,,,,, lb,(t)1 dt=o(s-“),forsomee, 
48~ 1 - y- 46 under conditions (i), and 4~ < 1 - 2 y- 36 under conditions (ii), and for 
any h, we have 
lim s”(F,(h, cp,, s) -fcl(h)) =0 a.e. and q.m. Cl (16) 
n+m 
In the theorem we consider a function cp such that cp( t) = 1 for I t I < 4 and 
supp( cp) C [ - 1, 11, in order to control the function b,, in the estimator F,. Of course we 
can choose other types of functions cp, but then to obtain the consistency of the estimator 
F,( h, cp,, s) we would need to add for instance the condition 
Ib,(s’t)(cp(t) -1) I dt=o(s”) . 
Ifl <I 
Whenever the process is periodically correlated and strongly harmonizable, since K, is 
bounded, conditions (ii) are limited to those on K2 and a,Y. 
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