In this paper, we consider the wireless broadcasting scenario with a source node sending some common information to a group of closely located users, where each link is subject to certain packet erasures. To ensure reliable information reception by all users, the conventional approach generally requires repeated transmission by the source until all the users are able to decode the information, which is inefficient in many practical scenarios. In this paper, by exploiting the close proximity among the users, we propose a novel two-phase wireless broadcasting protocol with user cooperations based on an efficient batched network code, known as batched sparse (BATS) code. In the first phase, the information packets are encoded into batches with BATS encoder and sequentially broadcasted by the source node until certain terminating criterion is met. In the second phase, the users cooperate with each other by exchanging the network-coded information via peer-to-peer (P2P) communications based on their respective received packets. A fully distributed and light-weight scheduling algorithm is proposed to improve the efficiency of the P2P communication in the second phase. The performance of the proposed two-phase protocol is analyzed and the channel rank distribution at the instance of decoding is derived, based on which the optimal BATS code is designed. Simulation results show that the proposed protocol outperforms most existing cooperative packet exchange schemes, especially when the inter-user links are not reliable. Lastly, the performance of the proposed scheme is further verified via testbed experiments.
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I. INTRODUCTION
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Digital Object Identifier 10.1109/TCOMM. 2015.2512584 broadcasting are retransmission and coding [1] . With the simple "repeat request-retransmission" scheme, the source retransmits the lost packets upon receiving a negative acknowledgement (NACK) from any of the receivers. Although simple for implementation, this scheme typically results in poor bandwidth efficiency. On the other hand, the coding based approach, such as forward erasure correction coding, though more efficient, usually incurs high encoding/decoding complexity and severe delays. More recently, network coding based schemes have been proposed to improve the efficiency of retransmission schemes [2] , [3] . However, such schemes rely on prompt and accurate feedback to maximize its efficiency. Under the assumption that the receivers have already received subsets of the packets and the knowledge of the received and lost packets at each user is available at the source, an instantly decodable network coding scheme aiming at minimizing the mean completion delay was proposed in [4] . Network coding was also shown to be helpful for sending layered multimedia data to a set of receivers at different rate [5] , as well as for spreading correlated data in a dynamic networks [6] . The aforementioned broadcasting schemes [1] - [5] assume that there is no cooperation among the receivers, and hence reliable broadcasting can only be achieved via source retransmissions, either with or without coding. In this paper, we consider the scenario where the source node is intended to broadcast some common information to a group of users that are closely located within a small region. Such a setup models various practical communication scenarios, e.g., video streaming from a base station to a group of nearby mobile users in cellular networks, communication from a source user to a squadron of destination users in ad-hoc networks, etc. For such scenarios, the secondary channels between the destination users are usually more reliable than the primary channels from the source node, due to the shorter distance. By exploiting this fact, we propose a two-phase cooperative broadcasting scheme based on batched sparse (BATS) code, with limited source broadcasting in the first phase and network coded peerto-peer (P2P) packet exchange in the second phase to achieve reliable decoding by all users.
BATS code is a joint fountain code and network code, first proposed in [7] for achieving the optimal throughput of wireless erasure networks with finite coding length [8] . Compared with the pure fountain code, BATS code achieves higher throughput by allowing the intermediate nodes to re-encode the packets. Compared with random linear network coding (RLNC) [9] , BATS code requires smaller buffer size, smaller coding overhead and has efficient decoding method based on belief propagation [10] .
In the first phase of the proposed protocol, the information packets are encoded into batches with BATS encoder. These encoded batches are sequentially broadcasted by the source node until certain terminating criterion, which may be designed to minimize the number of source transmissions or the total number of transmissions, is met. For the first design objective, the source can stop transmission immediately when the user group, if allowed to decode cooperatively, is able to recover the file, although each individual user still cannot decode the information based on their own received packets. For the second design objective, the number of batches sent by the source is optimized so that the total number of transmissions in both phases is minimized.
In the second phase, the users help each other by broadcasting to their peers via P2P communications based on their respective received packets from phase 1. P2P erasure repair has been previously studied for wireless video broadcasting in Multimedia Broadcast/Multicast Service (MBMS) applications [11] , where various scheduling schemes have been proposed. Later, an adaptive scheduling scheme was proposed in [12] to improve the efficiency of the P2P repair. Given the global state information of all users, a cooperative P2P repair (CPR) problem was formulated in [13] , which has been proved to be NP-hard. A suboptimal distributed CPR algorithm was proposed in [14] . However, the proposed scheme still heavily relies on the exchange of perfect control information, which is difficult to be achieved when the inter-user links are lossy. Besides, the efficiency of the retransmission in this scheme is relatively low. The CPR algorithm in [14] has also been extended to network coded CPR (NC-CPR) in [15] by applying RLNC in P2P communications. The performance bounds of NC-CPR were derived in [16] , where a deterministic scheduling and coding algorithm was proposed. Later in [17] , a randomized algorithm based on RLNC was proposed to further reduce the number of transmissions. In [17] , the user with the largest number of innovative packets is selected to transmit at each iteration and this scheduling algorithm can be implemented by a central controller who has the knowledge of the number of received packets by each user. A distributed scheduling scheme was proposed in [15] based on the intuition that the user with more innovative packets should transmit earlier. However, when the number of users and the number of packets increase, the transmission overhead, which includes transmission of the network coding coefficients and control information, may overwhelm the gain of the proposed scheme. By integrating the idea of NC-CPR [15] and rarest first scheduling [18] , a light-weight peer scheduling algorithm, termed "cooperative Peer-to-peer Information Exchange (PIE)", was proposed in [19] . Furthermore, when the users are not fully connected, a cluster based repair, where the users are grouped into clusters with one user assigned as the cluster head (CH), have been shown to be more efficient than traditional P2P repair [20] . The CH collects the information packets from its cluster members (CM), which are then exchanged with other CHs via P2P communications. The tradeoff between the intra-cluster and inter-cluster repairs was studied in [21] . To reduce the network coding overhead, an XOR network coding scheme was proposed to replace the RLNC for P2P repair in [22] . The resource allocation between source transmission and P2P repair for a two-user broadcasting has been studied in [23] .
The existing P2P repair schemes [11] - [22] assume that the inter-user channels used in the second phase are lossless, so that some state information can be reliably exchanged before the starting of the P2P communications; otherwise, their performance may degrade severely if the state/control information is lost. In contrast, the proposed scheme in this paper is fully distributed, without requiring any state information exchange, and hence can be applied to networks with lossy links. Specifically, in our proposed scheme, each user estimates the "usefulness" of sending a coded packet from a particular batch based on the number of packets received during the first phase and its own transmission history during the second phase. In general, the more packets received by a certain batch in phase 1, the more likely that a network coded packet generated from this batch is useful for its peers. Furthermore, for a given batch, the usefulness of its packets decreases with its transmissions. The usefulness matrices are generated distributively by each user at the end of phase 1, based on which a queue of batch ID with descending usefulness is created. When the user has a chance to transmit, a network coded packet generated from the frontmost batch in the queue is broadcasted first. Phase 2 is complete when all the users are able to decode the file.
With a good BATS code, the user should be able to decode the file with a small overhead, e.g., a file containing K packets should be decoded from (1 + η)K received packets with η 1. However, the performance of BATS code is largely dependent on a pre-defined degree distribution. The optimal degree distribution can be obtained as a function of the channel rank distribution [24] . In wireless erasure networks with fixed topology, such as those considered in [7] and [25] , the channel rank distribution can be obtained based on the erasure probability of each link. However, in P2P networks, the channel rank distribution is also affected by the communication protocol and the stopping time. In this paper, we analyze the transmit efficiency of the proposed cooperative broadcast protocol and derive the resulting channel rank distribution at the instance of decoding, based on which a good BATS code is designed. Compared with [26] , a more general model is considered, by assuming different erasure probabilities for channels from the source to the users and the inter-user links. Furthermore, we also optimize our proposed scheme to minimize the total number of transmissions in both phases based on a rigorous performance analysis.
Simulation results show that the proposed two-phase protocol achieves highly reliable broadcasting with less number of transmissions, compared with the traditional single-phase transmissions and the existing cooperative broadcast schemes [17] , [19] . Moreover, since a large number of transmissions are shifted from the source to the users, where less power is required per transmission, the proposed protocol is more power efficient. The performance of the proposed scheme is further validated experimentally with a 4-node testbed based on the 802.11g Wi-Fi network, where the source and the receivers are connected in ad-hoc mode. It is found that the experimental results match very well with the analytical and simulation results. Furthermore, it is found that the BATS code overhead, designed based on the estimated channel rank distribution, is less than 1%, which is quite close to the optimal case with fixed channel rank distribution [24] .
The rest of this paper is organized as follows. Section II introduces the system model. The proposed two-phase protocol is illustrated and analyzed in Section III. The effectiveness and efficiency of the proposed protocol is evaluated in Section IV. In Section V, the testbed setup and the experimental results are presented. Finally, we conclude this paper in Section VI.
II. SYSTEM MODEL
As shown in Fig. 1 , we consider a broadcasting scenario where a source node s intends to send some common information to a group of k users, which are closely located within a small region far away from the source node. We assume that the obstruction and interference near the source may cause a common packet loss probability p 0 for all users. In addition, we assume that the wireless link between the source to each user suffers from independent 1 and memoryless packet loss. The packet loss rate from the source s to user t i is denoted as p 1,i . Without loss of generality, we assume p 1,1 ≤ p 1,2 ≤ · · · ≤ p 1,k . Since the users are close to each other, the interuser channels are assumed to be much more reliable than those from the source. We assume that the packet loss rate between user i and user j is p i j , 1 ≤ i, j ≤ k, with p i j = p ji due to reciprocity. A packet sent by the source node can be successfully received by user t i with probability (1 − p 0 )(1 − p 1,i ), and that sent by user i can be received by user j with probability 1 − p i j .
Intuitively, as the channel between the source and the user group is less reliable and much more power is required to compensate for the path loss over the long transmission distance from the source to the users, it is desirable to minimize the number of transmissions by the source node by exploiting the more reliable P2P communication links between the users via user cooperation.
III. PROPOSED TWO-PHASE PROTOCOL WITH BATS CODE
In this section, we propose a two-phase transmission protocol based on BATS code and user cooperation to achieve reliable communication for the scenarios shown in Fig. 1 . A BATS code consists of an outer code and an inner code. The outer code is an extension of the traditional fountain code to a matrix form. Specifically, to apply BATS code, the source node first obtains a degree d i for the ith batch by sampling a pre-designed degree distribution , and then randomly picks d i distinct input packets to generate a batch of M fountaincoded packets. The batches are then transmitted sequentially by the source. The inner code of BATS employs RLNC at the intermediate nodes, which corresponds to the users in Fig. 1 , and only packets within the same batch will be coded together. Hence, the network coding overhead is determined by the batch size M, which is usually negligible compared with the packet length. Finally, the inner and outer codes are jointly decoded at the receiver using belief-propagation (BP) and inactivation decoding.
Based on BATS code, we propose the following two-phase transmission protocol: Phase 1: The file is divided into F packets, which are encoded with BATS code of batch size M at the source node. The batches are broadcasted sequentially to the users until a terminating criterion is satisfied. Phase 2: The users help each other by exchanging their respective received packets via network-coded peer-to-peer (P2P) transmissions, until all the users can recover the file.
The efficiency of the BATS code is largely dependent on the degree distribution . In [24] , the optimal degree distribution is obtained by solving a linear optimization problem based on the file size and the channel rank distribution, which is assumed to be known before transmission. Since cooperative P2P repairs will be used in the network of Fig. 1 , the channel rank distribution is affected not only by erasure probability, but also by scheduling algorithm in P2P repairs. To design a BATS code for such network, we need to analyze the channel rank distributions observed by the users at the instance of decoding. In the following, the proposed protocol is discussed and analyzed based on two design objectives: i) minimizing the source transmissions; ii) minimizing the total number of retransmissions in both phases.
A. Minimizing the Source Transmissions
With optimal BATS code [24] , the file can be recovered if (1 + η)F packets are received, where η 1 for moderate to large F. Denote by X the number of packets received by the user group. To ensure that the user group can eventually recover the file via P2P transmissions with probability no smaller than (1 − ε), where ε is a small value set as 10 −6 , we must have
The probability that a packet is successfully received by at least one of the user equals to
After n batches (or equivalently nM packets) have been sent by the source node, the number of received packets X is a random variable following binomial distribution B(nM, 1 −p). As nM is usually large, this binomial distribution can be approximated by the normal distribution N(μ, σ 2 ) with μ = nM(1 −p) and σ 2 = nM(1 −p)p. Therefore, (1) can be approximated as
where
e − τ 2 2 dτ denotes the Gaussian Q function. From (2) and the fact that αp F , the minimum value for n can be set as
To minimize the source transmissions, the source node stops transmission when the number of batches n reaches the threshold n l given in (3) . Since the expected number of packets received by each user individually is smaller than (1 + η)F, the file is not yet recoverable by each individual user. In the second phase, the users help each other by broadcasting network-coded packets generated from their respective received packets to ensure that all users can successfully recover the file eventually.
Since all the users are geographically separated, they have no knowledge on what packets have been received by others during phase 1. Therefore, in phase 2, it is critical for each user to independently determine which packets it should send based on its own received packets.
Denote by N j i the set of packets received by user t j with batch index i, where i ∈ {1, . . . , n}, j ∈ {1, . . . , k}. Consider two typical users t j and t j . With RLNC over a sufficiently large field, a coded packet generated from t j for batch i is useful for and packet loss rates from the source to user t j . Specifically, the probability that m out of |N j i | received packets at user t j are erased at the user t j is given by
Assume that user t j knows both the packet loss rates of the downlink channels for all its peers, as well as the erasure probabilities of channels connecting itself with its peers. User t j can optimize its scheduling algorithm to maximize the utilities for all peers. Assume that user t j has already sent out u packets generated from batch i. Then, the (u + 1)th packet generated from the same batch is still useful for user t j if either m ≥ u + 1 or at most (m − 1) out of u packets are received by t j . Denote this event by E u i ( j), its probability of occurrence be estimated as
Pr m|N
The usefulness for user t j to broadcast the (u + 1)th packet generated from batch i for all peers can be measured as
In general, (5) is valid for any u ≥ 0. However, a user usually will not send more than M packets from the same batch before decoding. Thus we can calculate the estimation only up to u = M. Let S j ∈ R M×n be such "usefulness" matrix for user t j , with the (u, i)th element equal to U (t j , i). As more phase 2 packets are sent out from a batch, new transmission is less likely to be useful. Hence, each column of S j is a monotonically decreasing vector, i.e., S j (u, i) > S j (u + 1, i) . Furthermore, if more packets are received for batch i than batch i at the end of phase 1, the packet generated from batch i is more likely to be useful than that from batch i , expressed mathematically, if we have |N
To maximize the spectral efficiency, a packet that is expected to be more useful should be transmitted with higher priority. To obtain the optimal transmission order, user t j sorts all the elements in S j in descending order. Denote the ordered elements by a vector s j ∈ R 1×Mn and the column index of the ordered elements by a vector v j ∈ Z 1×Mn . Then each element of v j represents a batch ID within {1, . . . , n}. User t j sequentially transmits the network-coded packets with batch ID obtained from v j .
1) Estimating the Total Number of Transmissions in Phase 2: Ideally, user t 1 , who has the best channel with the source, should have higher priority for transmission in the second phase. However, due to the lack of central controller, we assume that all the users have equal probability for transmission under a multiple-access scheme, such as TDMA or CSMA/CA. The transmission is complete when all the users are able to recover the file, which is assumed to be true after T transmissions in total. On average, user t i will send out T /k coded packets with batch IDs given by the first T /k elements of v i . Among all the T /k packets sent out by t i , only (1 − p i j )T /k will reach user t j due to packet erasures. Hence, the number of packets received by user t j from its (k − 1) peers is a function of T , which is
By symmetry, we may assume that the batch IDs of the received packets follow a uniform distribution. In other words, if we denote by Y 2, j the total number of packets received for a typical batch in phase 2 by user t j , then Y 2, j is a random number following binomial distribution B(P j (T ), 1/n).
Denote by Y 1, j and Z the number of packets for a typical batch received by user t j and the user group in phase 1, respectively. Clearly, we have Y 1, j ∼ B(M, (1 − p 0 )(1 − p 1, j )) and Z ∼ B(M, 1 −p). Furthermore, the joint distribution of Y 1 and Z is given by
where p 1,\ j = u = j p 1,u .
Since only Z packets are available for the whole user group, the number of useful packets available at any user cannot be larger than Z. Any more packets received will be a linear combination of the existing Z packets. Out of these Z packets, user t j already has Y 1, j packets received during phase 1. Hence, anything more than (Z − Y 1, j ) packets received during phase 2 will be redundant. Furthermore, since RLNC over a sufficiently large field size is applied, we assume that any packet received before reaching its limit Z is innovative.
Proof: j is the number of packets that are not received by user t j , but received by at least one of its peers. Except for the common loss at probability p 0 , other packets received at different users suffer from independent erasures. Hence, a packet is counted into j with probabilityp j (1 − p 0 ) p 1, j 1 − u = j p 1,u . There are M packets per batch. Hence, j is a binomial random variable with parameters M andp j .
Based on Lemma 1, the expected number of redundant packets received at user t j during phase 2, denoted by R j (T ), can be estimated as:
Based on the proposed scheduling algorithm, the received batch containing more packets are transmitted with higher priority. However, it is difficult to analyze the correlation between Y 2, j and Z for each batch. For simplicity, we assume that Y 2, j and j are independent, which holds when the number of users is sufficiently large. Hence, (Y 2, j − j ) can be approximated as a Gaussian random variable distributed according to N(μ R, j , σ 2 R, j ), where μ R, j = P j (T ) n − Mp j and σ 2 R, j = P j (T ) n 1 − 1 n + Mp j (1 −p j ). Hence, (8) can be viewed as the positive expectation of a Gaussian variable, which can be computed as
Denote by D j the number of innovative packets received by user t j at the end of phase 2, j = 1, . . . , k. Based on analysis given above, we have
Phase 2 is complete when the all the users are able to decode the file, i.e.,
Hence, we can obtain the stopping time T by solving (10). Intuitively, the more packets transmitted, the more innovative packets will be received. Hence, min j D j is monotonically increasing with T . Furthermore, as T → ∞, min j D j → Z, which is larger than (1 + η)F with probability approaching 1. Thus, (10) has a unique solution. The numerical solution of (10) can be efficiently obtained by bisection method.
2) Estimating the Rank Distribution: In conventional directed acyclic networks considered in [7] , [24] , the rank distribution of the batches depends on the network topology and the erasure probability of each link. However, for the network shown in Fig. 1 with cycles, the rank distribution is affected by the scheduling scheme in phase 2 transmission. Since rank distribution is an important parameter for designing BATS code, it is crucial to get a good estimation for it before transmission, which is pursued in this subsection.
Based on the analysis presented in the preceding subsection, the performance of the proposed scheme is determined by the bottleneck user j * = arg min j D j . Hence, we should optimize the BATS code based on channel rank distribution observed by the bottleneck user t j * at the end of phase 2. Given the fixed BATS code, when user t j * is able to decode the file, all other users who have received more packets are guaranteed to decode successfully. With RLNC over sufficiently large field and the proposed scheduling algorithm, it is assumed that an encoded packet received by user t j * is innovative when its peers have more innovative packets than itself. Then, the rank of a typical batch for user t j * is r if either of the following two events occur: i) the user group has more than r packets for this batch, but user t j * only receives r packets, i.e., Z > r and Y 1, j * + Y 2, j * = r ; ii) user t j * receives more than r packets, but only r out of them are innovative, i.e., Y 1, j * + Y 2, j * ≥ r and Z = r . Hence, at the end of the transmissions, the probability that a batch has rank r, r ∈ {0, 1, . . . , M}, for a user is given by
The approximation in (a) is based on the fact that Y 2, j * is independent of Y 1, j * and it is also independent of Z when the number of users is sufficiently large.
B. Minimizing the Total Number of Transmissions
It is observed that if the source sends a few more batches than the threshold given in (3), the total number of transmissions in both phases may be significantly reduced. The optimal number of batches to be transmitted by the source, denoted as n * , can be found by solving the following optimization problem n * = arg min n (T + nM) subject to: (6), (9)- (10) .
(12) Fig. 2 . Comparison of the analytical and simulated channel rank distributions.
Since the constraints in (12) is non-convex, a closed-form solution does not exist in general. We propose to solve for n * by exhaustively searching all possible values of n since the search space is not large, as explained next. First, the minimum value of n, denoted by n l , is given by (3) . Furthermore, the maximum value of n, denoted by n u , is the number of batches sent out by the source when all the users are able to decode the file without requiring phase 2 transmissions, which is given by
For all the integer values within [n l , n u ], the corresponding phase 2 transmissions T can be found from preceding analysis, and hence the total number of transmissions nM + T can be computed. The value of n that leads to the minimum number of transmissions is returned as n * .
Follow similar analysis as the preceding subsection, the channel rank distribution can be obtained from (11) , where T is the number of transmissions in phase 2 corresponding to the optimal number of batches n * . Hence, we can find the optimal degree distribution for the BATS code accordingly.
C. Numerical Examples
Assume that a file containing 3000 packets is transmitted from the source to k = 5 users through the network shown in Fig. 1 with p 0 = 0.05, p 1,1 = 0.3, p 1,2 = 0.35, p 1,3 = 0.4, p 1,4 = 0.45, and p 1,5 = 0.5. The inter-user channels are assumed to have erasure probabilities: p 12 = 0.05, p 13 = 0.1, p 14 = 0.1, p 15 = 0.05, p 23 = 0.05, p 24 = 0.1, p 25 = 0.1, p 34 = 0.05, p 35 = 0.1 and p 45 = 0.05. A batch code with batch size M = 16 is used to correct the erasures. The code overhead is assumed to be η = 1%.
Based on (3), we can calculate the minimum number of batches to be sent by the source, which is n l = 207. In this case, the analytical channel rank distribution for the bottleneck user, which is user t 5 , can be obtained from (11) , which is compared with the simulation results in Fig. 2(a) . It is observed that the analytical rank distribution given in (11) matches quite well with the simulation results. Hence, we can design good BATS code based on the rank distribution given in (11) .
To minimize the total number of transmissions in both phases, the source should send n * batches. To find n * , we obtain the analytical total number of transmissions for all possible number of batches between n l = 207 to n u = 333 and the resultant n * is 244. Compared with the single phase transmissions where the number of batches sent by the source is set to the maximum value n u , the proposed cooperative broadcast scheme with n * batches saves 379 transmissions. Furthermore, compared with the one targeting at minimum source transmissions, i.e., with n = 207, 679 transmissions are saved.
In the case of the number of batches set as n * , the analytic channel rank distribution given in (11) is compared with simulated distribution in Fig 2(b) . The slight discrepancy is mainly due to the assumption that Z and Y 2 are independent for all batches. In simulation, since batches with more packets are sent with higher priority, the decoding will finish slightly earlier. The experimental results in Section V show that the performance degradation of the BATS code due to this small deviation of channel estimation as shown in Fig. 2(b) is negligible.
IV. PERFORMANCE EVALUATION
This section is devoted to evaluating the effectiveness, efficiency, and robustness of the proposed 2-phase cooperative broadcasting schemes. First, the transmission efficiency of the proposed 2-phase scheme with optimal number of batches is compared with the coded single-phase transmissions and the cooperative P2P information exchange (PIE) introduced in [19] , [27] . Then, the computational overhead of the proposed scheme is analyzed. Finally, we also investigate the robustness of the proposed scheme against unknown number of users.
A. Transmission Efficiency 1) Comparison With Single-Phase Transmission:
First, we compare the proposed two-phase broadcasting scheme with the traditional single-phase transmission, where the source keeps transmitting the packets until all the users can recover the file. Assume that optimal erasure code, such as Raptor code [28] , has been applied so that a user can recover the file after receiving (1 + η)F packets.
The proposed two-phase scheme in Section III-B reduces to the coded single-phase transmission when n * obtained from (12) is equal to the upper bound, n u , given in (13) . Moreover, the proposed scheme should outperform the singlephase broadcast if the inter-user links are better than the links between the source and the users, and/or the number of users is sufficiently large.
2) Comparison With Existing P2P Repair Schemes: Provided that the user group can decode the file together, P2P repair refers to the scheduling and coding algorithms based on which the users help each other to recover the file individually. Network coding was shown to be helpful in improving the efficiency of P2P repair [15] - [22] . In [17] , a centralized scheduling algorithm together with RLNC was shown to approach the transmission efficiency bound. However, in some scenarios, implementation of a centralized controller may be expensive or infeasible. In [19] , A distributed scheduling algorithm, termed "peer-to-peer information exchange (PIE)", was proposed, where the scheduling decision is made at each individual user. Our proposed scheme is distinct from the existing P2P repair algorithms in two aspects: i) our scheme contains the design of joint coding at the source and at the users, while P2P repair schemes only focus on inter-user communication; ii) in our approach, a light-weighted distributed scheduling algorithm is proposed based on local information, while the existing P2P repair schemes are designed with the assumption that the knowledge of state information, i.e., the packets received by every individual user, is available to all users. To make a comparison between our proposed scheme with the existing P2P repair [17] , [19] , we assume that the file is firstly divided into blocks of size M in P2P repairs, and high-efficient erasure code has been applied such that the block can be decoded from any M coded packets. The source keeps broadcasting the coded packets generated from a block until the user group is able to decode this block, and then proceed to the next block. In the second phase, the users will help each other to decode the block based on the proposed scheduling and coding algorithms in [17] , [19] . Note that the comparison is made in favor of the existing P2P repair algorithms by allowing centralized scheduling in [17] and giving global information to all users in both [17] and [19] .
3) Numerical Example: Consider the network shown in Fig. 1 , where the source node is intended to send a file with F = 3000 packets to a group of k users. The links between the source node with the users are assumed to have independent erasures with probability 0.5, without any correlated loss, i.e., p 0 = 0, p 1,i = 0.5, i = 1, . . . , k. The inter-user links are assumed to have identical erasure probability p i, j = p 2 .
When p 2 = 0, the total number of transmissions required for all the users to recover the file with single-phase transmission, with P2P repair algorithms and with the proposed scheme are compared in Fig. 3(a) . It is observed that the P2P repair algorithms and the proposed approach significantly outperform the single-phase transmissions by exploiting the reliable interuser communications. Furthermore, when there are more than 7 users, the proposed approach requires less transmissions compared with the existing P2P repair algorithms. This is because the P2P repair algorithms require each user to receive at least M packets to decode a block, hence the performance is limited by the bottleneck user at each block. In contrast, the proposed scheme does not have any constraint on the number of received packets for a typical batch and it allows us to decode the file when sufficient number of packets are collected. Therefore, performance gain is observed when there are large number of users. When p 2 > 0, the distributive scheduling algorithm proposed in [19] does not work because it will terminate before the data block can be decoded. For the centralized P2P repair algorithm proposed in [17] , we assume that the centralized controller is aware of the packet erasures during phase 2 communications. It is observed from Fig. 3(b) that the gap between single-phase transmission and two-phase schemes reduces as p 2 increases, which is consistent with expectation. Furthermore, the performance gain of the proposed scheme over the P2P repair algorithm [17] increases when there are more packet erasures in P2P communications.
B. Computational Overhead
The design of the proposed 2-phase cooperative broadcasting scheme involves determining the number of batches, the degree distribution of the BATS code, scheduling of each users and BATS decoding. First, the minimum number of batches can be obtained from equation (3) directly and the optimal number of batches is determined by solving the optimization in (12) , which is of complexity O( K M log 2 K ). When solving for the number of batches, we can also obtain the estimated number of transmissions of phase 2. Then, the corresponding channel rank distribution h can be directly computed from (11) . Based on h, the optimal degree distribution for the BATS code can be obtained by solving a linear optimization problem formulated in [24] . All these computations can be carried out off-line, which will not cause any communication delay. On-the-fly computations includes the scheduling and BATS decoding. The proposed scheduling algorithm is completely distributed, which consists of computing and sorting the usefulness matrix, with complexity O(Mn log M). BATS decoding is based on belief propagation and inactivation decoding, with complexity O(K (M 2 + M L)) [7] , where L is the packet length.
C. Robustness
In certain scenarios, the number of users k may be unknown. The existing P2P repair schemes in [11] - [22] are not applicable for such scenarios since they require the state information of all the users for designing the scheduling algorithms. In contrast, the proposed two-phase cooperative broadcasting scheme is fully distributed, hence applicable for the case of unknown number of users.
Due to increasing diversity gain with k, the proposed scheme, designed for a network with k users, allow a network with unknown extra users to recover the file, at the cost of some performance degradation. Denote by L(k) the minimum number of transmissions required to deliver a file from the source to a group of k users with the proposed two-phase protocol. Under the same setup, another network with k users, where k ≥ k, should also be able to recover the file after L(k) transmissions because additional users bring more space diversity. In other words, the performance degradation can be bounded by the difference between the minimum number of transmissions, i.e., L(k) − L(k ).
On the other hand, if the proposed scheme is designed for a k larger than the actual value, the users may not be able to recover the file. Hence, when the exact value of k is unknown, the proposed two-phase scheme should be designed for the minimum expected value.
V. EXPERIMENTAL RESULTS
This section evaluates the performance of the proposed two-phase broadcast protocol over a 4-node testbed based on IEEE802.11g wireless network, in order to validate the analytical results in Section III. The testbed consists of 3 laptops as receivers and one desktop as the source. We use the HP ProBook 430G1 laptops which has inbuilt Wi-Fi and HP Z210 desktop computer which uses PROLiNK USB Wi-Fi dongle WG2000/R. The operating systems used in the laptops and the desktop are Ubuntu 13.10 and Ubuntu 12.04, respectively. The source and receivers are connected in Ad-Hoc mode.
A picture file of size 2.1MB is distributed from the source to all the three receivers. The file is divided into 2083 packets, each of 1000 bytes. In phase 1, the source broadcast the coded packets to all its receivers, while in phase 2 the receivers exchange network-coded packets using broadcast transmission. Since the transmissions are carried out in broadcast mode, UDP is used as the transport layer protocol. There are two kinds of packet loss in 802.11 broadcast: correlated loss and uncorrelated loss. The correlated loss refers to the common loss experienced by all users, which is mainly caused by collisions. On the other hand, the uncorrelated loss refers to the independent packet erasures at the receivers, which is mainly caused by interference and noise.
The correlated erasure probability for phase 1 is measured to be 5%, i.e., p 0 = 0.05. The uncorrelated loss is set to 0.5 for all users. With network coding, most of the packets sent out during phase 2 transmissions are innovative for the corresponding receivers, unless it reachs the limit determined by the total number of received packets in phase 1. Each user is able to recover the file upon receiving a sufficient number of innovative packets. Hence, it is unnecessary to differentiate the correlated and independent packet loss in phase 2. The erasure probability for phase 2 is measured to be around 0.2, which is mainly due to congestion. A BATS code over G F (2 8 ) is used to encoded the packets into batches of size M = 16. The analytical channel rank distributions are derived with BATS code overhead set as η = 1%.
Based on the analysis presented in Section III, the minimum number of batches sent by the source is 167. To minimize the total number of transmissions, the optimal number of batches sent by the source is 211. The number of innovative packets received is plotted against the number of transmissions in Fig. 4(a) and Fig. 4(b) for n = 167 and n = 211, respectively. Note that a packet is called innovative, if it is not a linear combination of the previously received packets. On the other hand, if a received packet is a linear combination of the previous packets within the batch, this packet is viewed as redundant packet.
For the case with n = 167, user 1, user 2 and user 3 recover the file after receiving 2432, 2455 and 2395 packets, respectively. The total number of transmissions made by the network in both phases is 4939. The number of redundant packets received is measured to be 340 on average, which is 15% of the total number of transmissions in phase 2. The redundancy is close to the estimated value 325 computed from (8) . The number of innovative packets used for decoding by the three users are 2091, 2088 and 2083, respectively, which means that the overhead of the BATS code is maintained within 0.4%. This small overhead validates our channel rank estimation made in (11) , based on which the BATS code is designed. For the case with n = 211, the number of phase 2 transmissions is measured to be 968, which is close to the estimated value 956. The redundant packets received in phase 2 is 13 on average, which is 1.34% of all phase 2 transmissions. Furthermore, the file is recovered from 2091, 2086 and 2090 packets at user 1, user 2 and user 3, respectively. Hence, the coding overhead for the BATS code is maintained within 0.5%.
VI. CONCLUSION
In this paper, we have proposed a fully distributed twophase cooperative broadcasting scheme based on BATS code to achieve reliable communication from the source node to a group of users. With the proposed scheme, the number of source transmissions is reduced by introducing user cooperations in phase 2. Furthermore, the total number of retransmissions may also be reduced when the inter-user channels exploited in phase 2 are more reliable than the phase 1 channel from the source to the users. The performance of the proposed two-phase scheme has been analyzed and validated through simulations and experiments. When the power or bandwidth at the source is limited, we propose to apply the two-phase cooperative broadcast scheme with minimum number of batches. Otherwise, the proposed scheme with the optimal number of batches should be applied to minimize the total number of transmissions, and hence the communication delay. When global state information is available, the proposed two-phase protocol can be further improved by optimizing its scheduling algorithm.
