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We investigate the dynamics of the Josephson vortex lattice in layered high-Tc superconductors at
high magnetic fields. Starting from coupled equations for superconducting phases and magnetic field
we derive equations for the relative displacements [phase shifts] between the planar Josephson arrays
in the layers. These equations reveal two families of steady-state solutions: lattices with constant
phase shifts between neighboring layers, starting from zero for a rectangular configuration to pi for a
triangular configuration, and double-periodic lattices. We find that the excess Josephson current is
resonantly enhanced when the Josephson frequency matches the frequency of the plasma mode at the
wave vector selected by the lattice structure. The regular lattices exhibit several kinds of instabilities.
We find stability regions of the moving lattice in the plane lattice structure - Josephson frequency.
A specific lattice structure at given velocity is selected uniquely by boundary conditions, which are
determined by the reflection properties of electromagnetic waves generated by the moving lattice.
With increase of velocity the moving configuration experiences several qualitative transformations.
At small velocities the regular lattice is stable and the phase shift between neighboring layers
smoothly decreases with increase of velocity, starting from pi for a static lattice. At the critical
velocity the lattice becomes unstable. At even higher velocity a regular lattice is restored again
with the phase shift smaller than pi/2. With increase of velocity, the structure evolves towards a
rectangular configuration.
I. INTRODUCTION
The intrinsic Josephson effect1 in strongly anisotropic high-temperature superconductors, such as Bi2Sr2CaCu2Ox
(BSCCO), has been a subject of intense experimental study (see review articles2,3). Stack of low-dissipative junctions
formed by atomic layers represents a nonlinear system with unique dynamic properties. In particular, this system
possesses a rich spectrum of the electromagnetic plasma waves. These waves can be excited via the Josephson
effect, which makes these materials convenient voltage-to-frequency converters and gives strong potential for practical
applications.
A magnetic field applied along the layers forms the lattice of Josephson vortices. Transport properties of this
state are determined by the dynamics of the Josephson vortex lattice. Coherent motion of Josephson vortices in
BSCCO has been observed experimentally4–6. The motion of the Josephson lattice generates alternating electric
fields and currents which are coupled to electromagnetic plasma waves. One can expect a strong resonance emission
when the velocity of the lattice matches the velocity of the plasma wave7. In a voltage-biased transport experiment
this should be seen as a resonant enhancement of the transport current8,9, while in a current-biased experiment the
resonance should be seen as a voltage jump. In conventional long Josephson junctions this effect is known as Eck peak
(Eck step)10 (see also recent article 11 and references therein). However, in layered superconductors this effect has
qualitatively new features. The velocity of a plasma wave propagating along the layers strongly depends on the wave
vector along the c direction. On the other hand, the traveling Josephson lattice is coupled only to the plasma modes
with the wave vectors given by the reciprocal wave vectors of the lattice, i.e., the wave vector of the resonant mode is
determined by the structure of the Josephson lattice12. In early theoretical work7–9 it was assumed that the moving
lattice preserves its static structure (stretched triangular lattice) and the resonant velocity of the lattice is determined
by this structure. We will show that the lattice structure experiences a nontrivial evolution with increase of velocity.
Moreover, a regular lattice state always becomes unstable at a certain velocity. Therefore, finding conditions for the
resonance emission is a nontrivial problem. Recent numerical studies13,14 revealed a very rich dynamic evolution of
moving Josephson structures, which includes regular as well as chaotic solutions.
In this paper we analyze the dynamics of the Josephson lattice at strong fields, in the regime of strongly overlapping
vortices. In this regime Josephson coupling can be treated perturbatively. This strongly facilitates the analytical
analysis of the dynamic structures. Major results have been already reported in the Letter 15. A similar approach has
been used to calculate resonant current-voltage dependencies in conventional long Josephson junctions in magnetic
field.10,16,11 This approach also describes Josephson dynamics at arbitrary magnetic field when all junction are driven
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into resistive state by transport current. We will focus on the dynamics in the case of large size samples and will not
consider resonances related to finite-size effect (Fiske resonances). The classification of Fiske resonant frequencies for
layered superconductors in the case of a moving rectangular lattice has been done by Kleiner.17 The experimental
observation of these modes has been reported by Irie et. al.18
The phase dynamics in layered superconductors is described by the coupled sine-Gordon equations.19,12,20,21,8,9 Two
equivalent approaches have been used to derive these equations. In the first approach19,12,20 the layered superconductor
is modeled as a multilayered S-I-S-I-. . . system and the parameters of the equations are expressed via the geometrical
parameters and the bulk parameters of the superconducting material from which the superconducting layers are
prepared. The second approach21,8,9, more natural for atomically layered superconductors, is based on the Lawrence-
Doniach model. In this approach the layers are treated as two-dimensional entities from the very beginning. We will
use the second approach.
The dynamic phase diagram strongly depends on dissipation mechanisms. Moving Josephson vortices generate both
in-plane and out-of-plane electric fields which induce dissipative quasiparticle currents. Usually, only dissipation due
to the tunneling of quasiparticles between the layers is taken into account in consideration of the dynamics of the
Josephson vortices.22,19 However, in high-Tc superconductors the in-plane component of the quasiparticle conductivity
σab is strongly enhanced in the superconducting state as compared to the normal conductivity due to the reduction
of the phase space for scattering. This enhancement was observed in Y Ba2Cu3O7
23 and in BSCCO24. The c-
axis component, σc, monotonically decreases with temperature in the superconducting state.
25,26 The anisotropy of
dissipation σab/σc becomes larger than the superconducting anisotropy γ
2 (here γ is the anisotropy of the London
penetration depth). This leads to the dominance of the in-plane dissipation in the dynamics of the Josephson lattice
in a wide field range.27
Starting from the the coupled sine-Gordon equations, we derive equations for the relative displacements between the
moving Josephson planar arrays in the layers (or, equivalently, for the phase shifts between the Josephson oscillations
in the different layers). This allows us to reduce the original two-dimensional problem to an one-dimensional one.
Dynamic equations reveal two families of steady-state solutions: lattices with constant phase shifts between neighbor-
ing layers, starting from zero for a rectangular configurations to pi for a triangular configuration, and double-periodic
lattices with the average phase shift pi/2. We analyze the stability of the regular lattices and show that they exhibit
several kinds of instabilities including the long-wave length shear instability and the short-wave length instability with
respect to alternating deformations. A specific lattice structure at given velocity is selected uniquely by boundary
conditions. The numerical investigation shows that at small velocities the lattice experiences a smooth evolution of
the structure with the phase shift between neighboring layers decreasing from pi at zero velocity to smaller values.
At a certain velocity the lattice becomes unstable and the system switches into an oscillating or chaotic state. At
even higher velocities the steady-state regular lattice is restored again. The phase shift for this rapidly moving lattice
is smaller than pi/2 and continues to decrease with increasing velocity, i.e., the structure evolves smoothly towards
a rectangular configurations. The current-voltage characteristic is non-monotonic in the region of the instabilities,
which means that two different coherent steady-states coexist within a certain current range. Within this current
range the system can also be in the phase separated states, in which it is split into two (or more) domains moving
with different velocities separated by a phase defect.
The paper is organized as follows. In Section II we derive the coupled dynamic equations for the in-plane fields
and phase differences. In Section III we derive the dynamic equations for the relative displacements [phase shifts]
between the Josephson planar arrays in layers. In Section IV we study the coherent steady-states [regular lattices]
and calculate the excess Josephson currents and Poynting vectors for such states. In Section V we investigate the
stability of the steady-states. We consider in detail two important particular cases of instabilities: the long-wave and
short-wave instability. We also compute numerically the stability phase diagrams in the plane structure-Josephson
frequency. In Section VI we consider boundary conditions for top and bottom boundaries, discuss the mechanism of
structure selection by the boundaries, and numerically calculate the evolution of the lattice structure with increase
of velocity. Finally, in Section VII we discuss the mechanism of multiple branches in the current-voltage dependence
due to the dynamic phase separation: spontaneous splitting of the system into the rapidly and slowly moving regions.
II. DYNAMIC EQUATIONS
The dynamics of the moving Josephson lattice can be described by coupled equations for the phase differences and
magnetic field. These equations can be derived from Maxwell’s equations expressing fields and currents in terms of
the gauge invariant phase difference between the layers θn = φn+1 − φn − 2pisΦ0 Az and the in-plane superconducting
momentum pn = ∇xφn − 2piΦ0Ax (see, e.g., Ref. 9). Consider a layered superconductor in a magnetic field applied
along the layers (y -direction) with transport current flowing along the c-axis (z-direction). A local magnetic field Hn
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between the layers n and n+ 1 can be expressed as
Hn(x) =
Φ0
2pis
(
∂θn
∂x
− pn+1 + pn
)
. (1)
The components of electric field can be approximately represented as
Ex ≈ Φ0
2pic
∂pn
∂t
; Ez ≈ Φ0
2pics
∂θn
∂t
. (2)
The components of electric current, jx and jz , include the quasiparticle and superconducting contributions
jx = σab
Φ0
2pic
∂pn
∂t
+
cΦ0
8pi2λ2ab
pn, (3)
jz = σc
Φ0
2pics
∂θn
∂t
+ jJ sin θn. (4)
where σab and σc are the components of the quasiparticle conductivity, jJ =
cΦ0
8pi2sλ2c
is the Josephson current density,
and λab and λc are the components of the London penetration depth. Using the above relations we rewrite the z- and
x-component of Maxwell’s equation 4pic j+
∂D
∂t = ∇×H as
2σcΦ0
c2s
∂θn
∂t
+
4pi
c
jJ sin θn +
εcΦ0
2pic2s
∂2θn
∂t2
=
∂Hn
∂x
, (5)
2σabΦ0
c2
∂pn
∂t
+
Φ0
2piλ2ab
pn = −Hn −Hn−1
s
. (6)
In the second equation we replaced ∂H/dz by discrete derivative (Hn −Hn−1)/s and neglected the in-plane displace-
ment current (typical frequencies are assumed to be much smaller than the in-plane plasma frequency c/λab). Taking
discrete derivative of the second equation and using relation (1), we rewrite the second equation in terms of θn and
Hn, (
4piσab
c2
∂
∂t
+
1
λ2ab
)(
Φ0
2pis
∂θn
∂x
−Hn
)
= −Hn+1 +Hn−1 − 2Hn
s2
. (7)
Equations (5) and (7) describe the dynamics in terms of phases θn(x, t) and field Hn(x, t). They are equivalent to
equations derived in Refs. 8,9. In the case of negligible in-plane dissipation (σab = 0) these equations can be reduced
to coupled system of equations for the phases θn, which were used in Refs. 19,12,20,21. Equations (5) and (7) provide
a simplified description of the phase dynamics. In real systems this dynamics can also be influenced by the charging
effects28 and the quasiparticle imbalance29. However, at present there is no experimental information, which would
allow to describe these effects quantitatively.
To simplify the analysis of dynamic equations (5) and (7), we introduce the reduced coordinate u = x/γs, time
τ = ωpt, and magnetic field hn = Hn2piγλ
2/Φ0. We also introduce the reduced penetration depth l =
λab
s and the
dissipation parameters (reduced conductivities)30 νc =
4piσc
εcωp
, νab =
4piσabλ
2ωp
c2 , which are related as νc/νab = σcγ
2/σab.
In terms of these variables Eqs. (5) and (7) acquire a much simpler form
∂2θn
∂τ2
+ νc
∂θn
∂τ
+ sin θn − ∂hn
∂u
= 0, (8)(
∇2n −
1
l2
)
hn +
∂θn
∂u
+ νab
∂
∂τ
(
∂θn
∂u
− hn
l2
)
= 0, (9)
which we will use in our analysis. Here ∇2n denotes the discrete Laplace operator, ∇2nhn ≡ hn+1 + hn−1 − 2hn.
In certain special cases the quasiparticle conductivity can be directly related with the Josephson current. The most
known example of such relation is the Ambegaokar-Baratoff formula for conventional Josephson junctions.31 Latyshev
et. al.26 have found a similar relation for BSCCO at small temperatures, jJ = piσc∆0/(es), with ∆0 being the
maximum gap. This relation was derived assuming d-wave symmetry of the order parameter and coherent interlayer
tunneling. Using this relation we obtain a simple estimate for the c-axis dissipation parameter νc at small T ,
νc ≈ ωp
2pi∆0
, at T → 0.
3
Taking parameters, typical for slightly underdoped BSCCO at T ≈ 50K: γ = 500, λab = 240 nm, s = 15 A˚, ρab ≡
σ−1ab = 50 µΩ·cm, and ρc ≡ σ−1c = 600 Ω·cm, we obtain estimates νab ≈ 0.1 and νc ≈ 0.002, which we will use in the
numerical computations. As we can see, typically the in-plane dissipation is much stronger than the c-axis dissipation.
Models, which take into account only the c-axis dissipation channel, are not suitable for the quantitative comparison
with experiments in BSCCO. Meanings, definitions, and practical formulas for the dimensionless parameters are
summarized in Table 1.
III. EQUATIONS FOR RELATIVE DISPLACEMENTS [PHASE SHIFTS] BETWEEN THE JOSEPHSON
PLANAR ARRAYS.
At high magnetic fields H > Φ0/(5.5γs
2) (h > l2/5.5) strongly overlapping Josephson vortices fill all the layers.32
In this regime the Josephson coupling can be treated perturbatively. Without the Josephson coupling (i.e., dropping
sin θn in Eq. (8)) the phases θn change in space and time as
θ(0)n (τ, u) = ωEτ + kHu+ φn (10)
where the frequency ωE is set by the electric field Ez, ωE = 2picsEz/(Φ0ωp) and the smooth function kH(u) is
connected with the local magnetic field as d(kHu)/du = h/l
2. In general, the local field h varies in space due to
self-field of the transport current. In the following we consider a situation when the self-field of current is much
smaller then the applied field and neglect its contribution to h. In this case kH(u) can be approximated by a
constant, kH = h/l
2 ≡ 2piHγs2/Φ0. Therefore Eq. (10) represents the phase modulation moving with the velocity
vE = ωE/kH = cEz/H . The phase shift φn characterizes a relative coordinate of the Josephson lattice in the layer
n. Change of the phase shift δφn corresponds to the displacement of the lattice at distance δφn/kH . Without the
Josephson interaction the system would be degenerate with respect to the phase shifts φn. The Josephson coupling
eliminates this degeneracy. It either leads to the slow dynamics of the phase shifts φn or selects a specific steady-
state structure. We will derive a closed set of equations governing the dynamics of the phase shifts φn(τ). This
can be done using an expansion with respect to the Josephson currents and averaging out rapidly oscillating degrees
of freedom. Since the compression deformations of the lattice have much higher stiffness in comparison with the
shear deformations, one can neglect the explicit coordinate dependence of φn. In the first order with respect to the
Josephson current, the phases θn(τ, u) and field hn(τ, u) acquire the oscillating corrections, θ˜n(τ, u) and h˜n(τ, u), so
that they can be represented as
θn(τ, u) = ωEτ + kHu+ φn(τ) + θ˜n(τ, u), (11)
hn(τ, u) = h(u) + h˜n(τ, u), (12)
with 〈dφn/dτ〉n = 0. Substituting θn(τ, u) into Eq. (8) and averaging it with respect to u we obtain the current
conservation condition
νc
dφn
dτ
+ iJn = iJ . (13)
Here iJn = 〈sin θn〉u is the local Josephson current between the layers n and n + 1 averaged with respect to the
in-plane coordinate u and iJ = 〈sin θn〉 ≡ 〈〈sin θn〉u〉n is the Josephson current averaged over the layer index. The
last current obeys the macroscopic equation νcωE+ iJ = ∂h/∂u. In the following, we will assume that dφn/dτ ≪ ωE .
To obtain a closed set of equations we have to relate the local currents iJn with the phase shifts φm and their time
derivatives dφm/dτ . For this we have to find the oscillating phases and field and average sin θn with respect to the
rapid space variations. The total Josephson current iJn ≡ iJn[φm, dφm/dτ ] consists of the nondissipative (i′Jn ) and
dissipative (i′′Jn) components
iJn = i
′
Jn + i
′′
Jn. (14)
The nondissipative component i′Jn determines interaction between the phase shifts φn. To the lowest order with
respect to dφn/dτ it depends only on the instantaneous configurations of the phase shifts φn, i
′
Jn ≡ i′Jn[φm]. The
dissipative component i′′Jn gives an additional contribution to the dissipation coming from the Josephson coupling,
and it is proportional to dφn/dτ for slow time variations. The first term is determined by the first order oscillating
corrections to the phases θ˜n(u) and fields h˜n which can be found from equations
4
− ∂
2θ˜n
∂τ2
− νc ∂θ˜n
∂τ
+
∂h˜n
∂u
= sin (ωEτ + kHu+ φn) , (15a)(
∇2n −
1
l2
)
h˜n +
∂θ˜n
∂u
+ νab
∂
∂τ
(
∂θ˜n
∂u
− h˜n
l2
)
= 0. (15b)
The Josephson term in the first equation acts like a source generating the electromagnetic wave with the frequency ωE
and in-plane wave vector kH . To obtain solution of this equation we introduce the phase and field response functions,
G(n,m) ≡ G(n,m; k, ω) and H(n,m) ≡ H(n,m; k, ω), defined as solutions of equations(
ω2 − iνcω
)
G(n,m) + ikH(n,m) = δn,m, (16a)
ik (1 + iνabω)G(n,m) +
(
∇2n −
1 + iνabω
l2
)
H(n,m) = 0. (16b)
These complex functions give the oscillating phase and field in the m-th layer generated by the oscillating current in
the n-th layer. For bulk response both functions depend only on the difference n−m and the solution of Eqs. (16a,b)
can be obtained by Fourier transformation. For the function G(n−m) this gives
G(n−m; k, ω) =
∫
dq
2pi
exp (iq(n−m))G(q, k, ω), (17)
G(q, k, ω) =
(
ω2 − iνcω − k
2 (1 + iνabω)
2(1− cos q) + (1 + iνabω) /l2
)−1
.
This function will play a very important role in the following derivations. In general, the parameters νc and νab in
the last formula may depend on frequency due to the frequency dependence of the quasiparticle conductivities. The
pole of the function G(q, k, ω) gives the spectrum of the plasma waves and their damping. The spatial dependence
of the function G(n−m; k, ω) is determined by the complex wave vector q+ ≡ q+(ω, k), which describes propagation
and decay of the plasma wave along the z axis for the given frequency ω and in-plane wave vector k,
G(n; k, ω) =
δn
ω2 − iνcω −
k2 (1 + iνabω)
(ω2 − iνcω)2
exp(iq+|n|)
2i sin q+
, (18)
cos q+ = 1− k
2 (1 + iνabω)
2 (ω2 − iνcω) +
1 + iνabω
2l2
, with Im[q+] > 0. (19)
Now we can represent the solution of Eqs. (15a,b) for the oscillating phase θ˜n(τ, u) in the form
θ˜n(τ, u) = Im
[∑
m
G(n−m; kH , ωE) exp (iωEτ + ikHu+ iφm)
]
, (20)
and calculate the nondissipative current i′Jn[φn] in Eq. (13):
i′Jn[φn] = 〈θ˜n(τ, u) cos (ωEτ + kHu+ φn)〉u (21)
=
1
2
∑
m
Im [G(n−m;ωE) exp (−i (φn − φm))] .
This term determines the nonlocal dynamic interactions between different φn. As follows from Eq. (18), the range
of interaction is given by the length Ls(kH , ωE) = (Im[q+(kH , ωE)])
−1. At ωE = 0 interactions extend only over the
nearest neighbors. The range of interactions increases with increase of lattice velocity. When the velocity exceeds the
minimum velocity of propagating electromagnetic wave, the range of interactions is limited only by dissipation.
To describe the slow phase dynamics, one has to find also the dissipative component of the Josephson current
i′′Jn[φn, dφn/dτ ]. It is determined by the oscillating contributions to the phases and fields of the order of θ˜ndφn/dτ
which we notate as θdn and hdn. Representing θ˜n and h˜n in the complex form θ˜n, h˜n ∝ exp (iωEτ + ikHu), we obtain
the following equations for θdn and hdn
(
ω2E − iνcωE
)
θdn + ikHhdn =
∂φn
∂τ
(−2ωE + iνc) θ˜n,
∇2nhdn −
1 + iνabωE
l2
hdn + ikH (1 + iνabωE) θdn =
∂φn
∂τ
(
iνab
h˜n
l2
+ νabkH θ˜n
)
.
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Solution for θdn can be represented as
θdn =
∑
n1,m
Im
[
F (n− n1, n1 −m) ∂φn1
∂τ
exp (iωEτ + ikHu+ iφm)
]
,
where the kernel F (n,m) ≡ F (n,m; kH , ωE) is defined by relations
F (n, n1) =
∫
dqdq1
(2pi)2
F(q, q1) exp (iqn+ iq1n1) , (22)
F(q, q1) =
(
−2ωE + iνc + ik
2
Hνab
2(1− cos q) + 1+iνabωEl2
2(1− cos q1)
2(1− cos q1) + 1+iνabωEl2
)
G(q)G(q1), (23)
with G(q) ≡ G(q, k, ω) being the response function defined by Eq. (17). Using this solution we can now obtain the
term i′′Jn[φn, dφn/dτ ]
i′′Jn[φn, dφn/dτ ] = 〈θdn(τ, u) cos (ωEτ + kHu+ φn)〉u (24)
=
1
2
∑
n1,m
Im
[
F (n− n1, n1 −m) ∂φn1
∂τ
exp (i (φm − φn))
]
.
Substituting averages (21) and (24) into Eq. (13) we finally obtain:
∑
m
νn−m [φj ]
dφm
dτ
+
1
2
∑
m
Im [G(n−m) exp (i (φm − φn))] = iJ , (25)
where the nonlocal viscosity matrix νn−m [φj ] depends on the instantaneous phase configuration and is given by
νn−m [φj ] = νcδn−m +
1
2
∑
j
Im [F (n−m,m− j) exp (i (φj − φn))] (26)
and the average Josephson current iJ is given by
iJ =
1
2
∑
m
〈Im [G(n−m) exp (−i (φn − φm))]〉n,τ . (27)
These equations describe the slow dynamics of the phase shifts φn imposed by the Josephson coupling. Our further
analysis is based on these equations. Eqs. (25) and (26) are valid far away from the top and bottom. This means
that in a stack consisting of a finite number of junctions N , these equation have a region of validity only if N much
larger than the decay length of electromagnetic wave along the c direction Ls(kH , ωE) = (Im[q+(kH , ωE)])
−1, which
determines the range of the phase interactions. In Fig. 2 we plot the dependence of the decay length Ls on the
Josephson frequency ωE for several values of kH using parameters νab = 0.1 and νc = 0.002. For small fields one can
see a significant increase of Ls when ωE exceeds the minimum frequency, ωmin = kH/2, for the electromagnetic wave
with the in-plane wave vector kH . Nevertheless for stacks, containing 50-100 junctions, the bulk behavior is expected
in a wide range of fields. The same stack can be either in the bulk regime or in the finite-size regime depending on
electric and magnetic fields.
IV. COHERENT STEADY-STATES AND RESONANT I-V DEPENDENCIES
In steady-states we have dφn/dτ = 0 and the static phase shifts φn far away from the boundaries obey equations
1
2
∑
m
Im [G(n−m) exp (−i (φn − φm))] = iJ . (28)
These equations have a trivial solution
φn = κn, (29)
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corresponding to a regular lattice. In this solution the planar arrays in the neighboring layers are shifted by the
fraction κ/2pi of the lattice constant (see Fig. 1a). In particular, κ = 0 corresponds to a rectangular lattice, and κ = pi
corresponds to a triangular lattice giving a ground state at ωE = 0. The oscillating phase (20), θ˜n ≡ θ˜n(κ, kH , ωE),
and the average Josephson current (27), iJ ≡ iJ(κ, kH , ωE), for the moving regular lattice are given by
θ˜n = Im [G(κ, kH , ωE) exp i (ωEτ + kHu+ κn)] , (30)
iJ =
1
2
Im [G(κ, kH , ωE)] . (31)
In the case of relatively weak in-plane dissipation, νabωE ≪ 2l2(1− cosκ)+1, the Josephson current acquires a simple
resonant dependence on the Josephson frequency ωE (electric field)
iJ =
1
2
ωEν(κ)(
ω2E − ω2p(κ)
)2
+ (ωEν(κ))
2
(32)
where
ωp(κ) =
kH√
2 (1− cosκ) + 1/l2
is the plasma frequency at the wave vector κ and
ν(κ) ≡ νc + 2 (1− cosκ) k
2
Hνab(
2 (1− cosκ) + 1l2
)2 .
is the κ-dependent dissipation parameter. When the Josephson frequency ωE matches the frequency of the corre-
sponding plasma wave ωp(κ), a resonance enhancement of the current is expected. Using this result we can represent
the current-voltage characteristic as
jz = σcEz
(
1 +
1
2
E4pν(κ)/νc
(E2z − E2r (κ))2 + (EpEzν(κ))2
)
, (33)
where
Er(κ) =
Hs/λab√
εc
√
2 (1− cosκ) + s2/λ2ab
is the resonance electric field and Ep ≡ Φ0ωp/(2pics) is the electric field at which the Josephson frequency matches
the plasma frequency. This expression is similar to Eck peak for a single junction.10 However, in contrast to a single
junction, both the resonance frequency and the dissipation parameter depend on lattice structure. An important
scale of the electric field is set by the minimum frequency of the propagating plasma modes, corresponding to the
triangular lattice
Emin ≡ Er(pi) ≈ Hs
4λab
√
εc
.
For BSCCO (λab = 220 nm, and s = 15 A˚, εc = 11) this field typically corresponds to the voltage drop of ≈ 0.48 mV
per junction at H = 1 tesla. At fixed electric field the triangular configuration (κ = pi) gives the highest dissipation
and the highest current, while the rectangular configuration (κ = 0) gives the lowest dissipation and the smallest
current. There are two reasons for this property. Firstly, the triangular configuration has the smallest resonance
frequency ωp(pi) ≈ kH/2 and the rectangular configuration has the largest resonance frequency ωp(0) = lkH exceeding
ωp(pi) by the factor 2l = 2λab/s ≈ 300. Secondly, the in-plane contribution to dissipation is completely absent for the
rectangular lattice and it is maximum for the triangular lattice. Eq. (33) can be used for the direct comparison with
experiment only at small electric fields, where the structure is close to triangular one. At higher electric fields the
lattice structure (parameter κ) changes with the electric field. This evolution of the lattice structure is determined
by the boundary conditions and will be considered below.
The motion of the regular Josephson lattice generates a traveling electromagnetic wave inside the superconductor.
The energy flux in this wave is given by the Poynting vector
7
P =
c
4pi
[E˜ × H˜]
where E˜ and H˜ are the oscillating components of the electric and magnetic fields. Using expression for the y component
of the magnetic field, H˜y, and for the components of the electric field, E˜x and E˜z,
H˜y =
Φ0
2piγλ2
Im
[
ikH(1 + iνabωE)G(κ, kH , ωE)
2(1− cosκ) + (1 + iνabωE)/l2 exp (i (kHx+ κn+ ωEt))
]
,
E˜x =
Φ0ωp
2picsγ
Im
[
kHωE (1− exp(−iκ))G(κ, kH , ωE)
2(1− cosκ) + (1 + iνabωE)/l2 exp (i (kHx+ κn+ ωEt))
]
,
E˜z =
Φ0ωp
2pics
Im [iωEG(κ, kH , ωE) exp (i (kHx+ κn+ ωEt))] ,
we obtain the components of the Poynting vector,
Px = Pab
ωEkH
(
2(1− cosκ) + (1− ν2abω2E)/l2
)
|2(1− cosκ) + (1 + iνabωE)/l2|2
|G(κ, kH , ωE)|2 , (34)
Pz = Pc
ωEk
2
H (sinκ− νabωE (1− cosκ))
|2(1− cosκ) + (1 + iνabωE)/l2|2
|G(κ, kH , ωE)|2 , (35)
with
Pab =
Φ20ωp
32pi3λ2sγ
, Pc = Pab/γ. (36)
For the typical parameters of BSCCO (λ = 200nm, γ =500, ωp/2pi = 150 GHz), the scale of the in-plane Poynting
vector can be estimated as, Pab ≈ 125 W/cm2.
At small electric fields the lattice is triangular and Eq. (33) gives the linear flux-flow conductivity. We represent it
in the form convenient for comparison with experiment
σffc ≈ σc
(
1 +
1
2
(
Φ0
piHγs2
)4)
+
σab
2γ2
(
Φ0
piHγs2
)2
(37)
We neglected here small terms ∼ 1/l2. This result, valid at H > Φ0/piγs2, was first derived in Ref. 8. An impor-
tant feature of this dependence is the H−2 term coming from the in-plane dissipation. In high-Tc superconductors
suppression of scattering leads to a strong enhancement of the in-plane quasiparticle conductivity, which is seen
as a pronounced peak in the temperature dependence of σab
23,24. On the other hand, σc monotonically decreases
when the temperature goes down. The inequality σab ≫ σcγ2 holds almost everywhere in the superconducting state.
In this case Eq. (37) predicts the quadratic dependence of the flux flow resistivity ρffc ∝ H2 in a wide field range
Φ0/piγs
2 < H <
√
σab/σcγ2Φ0/piγs
2.27 In contrast, for the case of dominating c-axis dissipation, the flux-flow conduc-
tivity at high fields coincides with the c-axis quasiparticle conductivity and it is field independent. Eq. (37) describes
very well the field dependence of the flux-flow resistivity in BSCCO.33
Another important case, which is realized at high currents, is the rectangular lattice with κ = 0. In this limit Eq.
(33) significantly simplifies
jz = σcEz
(
1 +
1
2
E4p
(E2z − E2r (0))2 + (EpEzνc)2
)
, (38)
where Er(0) = H/
√
εc is the largest resonance field. Note that in this limit the in-plane dissipation does not influence
any more the lattice dynamics. A pronounced resonant feature at Ez = Er(0) can be observed only for the case of
very small c-axis dissipation. The peak amplitude is comparable with the quasiparticle current σcEz if
H . Φ0/(2piνcλcs).
For typical BSCCO parameters this corresponds to fields . 1T. Another obvious condition for observation of the
resonance is that the voltage drop between the neighboring layers at the resonance field sEr(0) must be smaller than
the gap voltage ∆0/e, which gives
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H < H∆ =
∆0
√
εc
es
Using ∆0 = 25mV and εc = 12 we obtain H∆ ≈ 2kG.
In addition to the periodic lattices, Eq. (28) allows for the double-periodic solutions of the form
φn =
pi
2
n + u(−1)n
This can be shown by the direct substitution of this expression into Eq. (28) using the following identities
exp (−iu ((−1)n − (−1)m)) ≡ 1 + (1− (−1)
n−m)
2
(exp (−i(−1)n2u)− 1)∑
m
G(m) exp
(
−ipi
2
m
)
≡
∑
m
G(m) exp
(
i
pi
2
m
)
Such double-periodic lattice is sketched in Fig. 1b. The current iJ for these states does not depend on the modulation
parameter u, iJ(kH , ωE) =
1
2 Im
[G(pi2 , kH , ωE)].
V. STABILITY OF COHERENT STEADY-STATES
A. Equations for small deviations from regular lattice and stability criterion
To investigate stability of the moving regular lattice we consider a solution of the form φn(τ) = κn + un(τ) and
obtain equations for the small deformations un(τ)≪ 1
νc
∂un
∂τ
+
1
2
∑
n1
Im [F (n− n1, κ) exp (iκ(n1 − n))] ∂un1
∂τ
(39)
+
1
2
∑
m
Re [G(n−m;ωE) exp (iκ(m− n))] (um − un) = 0.
Looking for solutions in the form of plane waves
un = Re[uq exp(α(q)τ + iqn)],
we obtain for the eigenvalue α(q) ≡ α(q, κ, kH , ωE)
α(q) = −1
4
G(κ+ q) + G∗(κ− q)− 2Re [G(κ)]
νc +
1
4i [F (κ+ q, κ)−F∗ (−κ+ q, κ)]
. (40)
where the functions G(q) and F(q, q1) are given by Eqs. (17) and (23). The lattice is stable if there is no exponentially
growing solution in the whole q-interval 0 < q < pi, i.e.,
Re[α(q)] < 0, for 0 < q < pi.
The instability is characterized by the wave vector qi, at which Re[α(q)] becomes positive for the first time. We
consider in detail the two important special cases: the long-wave instability at qi = 0 and the instability with respect
to alternating deformations at qi = pi.
According to the generally accepted classification (see, e. g., Ref. 34), one can distinguish two kinds of instability:
an absolute instability, for which initial perturbation exponentially grows at any point and a convective instability,
for which growing perturbation is drifted away so that it decays with time at fixed point.
B. Long-wave length stability
Formally, the condition of the long-wave stability can be obtained from Eq. (40) at q → 0. However, for better
understanding of the instability mechanism, we will obtain it directly from the equation of motion for the elastic
deformation of the lattice (39). To derive this equation, we add to the solution (29) slowly changing in space and
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time function u(τ, n), φn = κn + u(τ, n), and replace the discrete index n by a continuous variable z. Substituting
this expression into Eq. (25), expanding it with respect to u(τ, z), and performing a gradient expansion, we obtain
equation for the elastic deformation u(τ, z):
ν
∂u
∂τ
+ ζ
∂2u
∂z∂τ
+ a1
∂u
∂z
+ a2
∂2u
∂z2
+ . . . = 0 (41)
with
a1 ≡ a1 (κ, kH , ωE) = 1
2
Im
[
∂G(κ, kH , ωE)
∂κ
]
, (42a)
a2 ≡ a2 (κ, kH , ωE) = −1
4
Re
[
∂2G(κ, kH , ωE)
∂κ2
]
, (42b)
ν ≡ ν (κ, kH , ωE) = νc + 1
2
Im
[
∂G(κ, kH , ωE)
∂ωE
]
≡ ∂i(κ, kH , ωE)
∂ωE
, (42c)
ζ ≡ ζ (κ, kH , ωE) = −1
2
Re
[
∂F(κ+ q, κ, kH , ωE)
∂q
]
q=0
. (42d)
In the derivation of the formula for ν (42c) we used the relation F(κ, κ, k, ω) ≡ ∂G(κ, k, ω)/∂ω. Note that the
coefficients a1 and ζ vanish for the symmetric lattices with κ = 0, pi. Substituting a solution in the form of a plane
wave u(τ, n) ∝ exp (α(q)τ + iqn) into Eq. (41) we obtain for small q
α(q) ≈ 1
ν
(−ia1q + (a2 − a1ζ/ν) q2) . (43)
This gives the stability condition Re[α(q)] < 0
a2 − a1ζ/ν < 0; ν > 0. (44)
The first of these conditions means a positive shear stiffness, while the second condition is equivalent to the condition
of the monotonic I-V dependence at fixed κ, ∂i/∂ωE > 0. On the other hand, formally, the lattice is also stable when
both inequalities are opposite
a2 − a1ζ/ν > 0; ν < 0 (45)
The case a1 6= 0 corresponds to a convective instability. This means that only for symmetric lattices the long-wave
instability is an absolute instability. Below we consider several important special cases of the long-range instability.
For the important particular case of the triangular lattice one can find a simple analytical equation for the lowest
instability frequency ω∆(kH):
ω2∆ −
k2H
4
= −ω∆
(
νc +
k2Hνab
4
)(√
1 + ν2abω
2
∆ − νabω∆
)
(46)
and for the current at the instability point
jz = jJ

νcω∆ + 1
2ω∆
(
νc +
k2
H
νab
4
) 1(√
1 + ν2abω
2
∆ − νabω∆
)2
+ 1


The triangular lattice is stable at ωE < ω∆(kH), which means that it always becomes unstable before reaching the
resonance frequency ωp(pi) = kH/2. The instability point approaches the resonance with decreasing dissipation. In the
limit of high in-plane dissipation νab ≫ 2/kH the instability point ω∆ approaches the universal dissipation-independent
value ω∆ → kH/2
√
2 = ωp(pi)/
√
2
The stability boundary of the rectangular lattice ω✷(kH) is given by
ω2
✷
− l2k2H = −ω✷νc
(
νabω✷ +
√
1 + ν2abω
2
✷
)
In contrast to the triangular lattice, the rectangular lattice is stable at ωE > ω✷(kH) and remains stable at the
resonance ωE = lkH .
10
C. Short-wave length instability
To investigate stability of the lattice with respect to alternating deformations we substitute φn = κn+ u(−1)n into
Eq. (25). In the linear approximation with respect to the modulation u, it obeys the following simple equation
νpi
du
dτ
+ apiu = 0, (47)
where
api ≡ api(κ, kH , ωE) = −1
2
Re [G(κ)− G(pi − κ)] (48)
νpi ≡ νpi(κ, kH , ωE) = νc + 1
2
Im [F (κ− pi, κ)] (49)
are the “pi-stiffness” and “pi-viscosity” constants. The stability condition is given by an inequality
api/νpi > 0 (50)
The “pi-stiffness” constant has a symmetry property api(κ, kH , ωE) = −api(pi − κ, kH , ωE). In particular,
api(pi/2, kH , ωE) = 0, which means that the line κ = pi/2 represents the stability boundary for alternating defor-
mations at all lattice velocities. This means that no stability region can cross the line κ = pi/2 and it is impossible to
evolve continuously from the static triangular lattice to the rapidly moving rectangular lattice without intersecting the
instability boundary. At small velocities the lattices with κ < pi/2 are stable. Above a certain velocity situation is re-
versed, the lattices with κ > pi/2 become stable. This reversal point is determined by the condition dRe[G(κ)]/dκ = 0
at κ = pi/2. Any stability boundary in the region 0 < κ < pi/2 due to the sign change of api(κ) has the symmetric
counterpart in the region pi/2 < κ < pi.
D. Stability phase diagrams
In general, the lattice can become unstable at an arbitrary wave vector 0 < q < pi. To find the stability regions
of the moving lattice, we numerically scanned the real part of the decay rate α(q) (40) throughout the ωE − κ phase
diagram and find boundaries at which Re[α(q)] changes sign at least for one q. The obtained stability phase diagram
for the representative parameters νc = 0.002, νab = 0.1, and kH = 8 is shown in Fig. 3. For these parameters we found
three stability regions at not very high lattice velocities (Josephson frequencies): the first low-velocity region is located
below the resonance line and at pi/2 < κ ≤ pi, the second one is located above the resonance line and at pi/2 < κ ≤ pi,
and the third high-velocity region is located along the resonance line at high velocities with κ approaching 0 with
increase of ωE. At the boundary of the first region the lattice experiences the long-wave instability for κ > 2.04. At
smaller κ instability occurs at finite wave vector q = qi and the instability wave vector qi continuously grows with
decrease of κ. We find that this behavior occurs due to the sign change of the quartic term in the q-expansion of
α(q) and consider in detail this transition in Appendix A. The instability at a finite q always means that the unstable
mode has finite frequency ωi. Close to the instability point the system is expected to generate oscillations with this
frequency.
In the velocity range kH ≪ ωE ≪ kH l there is only one stability region bounded by two lines above and below the
resonance line ωp(κ) ≈ kH/
√
2(1− cosκ), κl(ωE) < κ < κu(ωE), see Fig. 4. Both lines correspond to the long-wave
instability. In a wide range of frequencies these lines are described by simple analytical formulae, which we derive in
Appendix B:
κl(ωE) =
kH√
6ωE
, at 1/νab < ωE < (kH l)
2/3/(6νab)
1/3 (51)
κu(ωE) = kH
√√
3
5
νab
ωE
, at1/νab < ωE < ν
−1/3
c (52)
As one can see from Fig. 4, these asymptotics agree very well with the numerically calculated stability boundaries.
Fig. 5 shows the evolution of the stability diagram with increase of magnetic field (parameter kH , see Table 1).
Salient features of this evolution are (i) the stability region above the resonance line shrinks with increase of field and
vanishes at kH > 10, (ii) the high velocity region expands to higher κ with increase of field, at kH ≈ 14 additional a
small stability island appears above the line κ = pi/2, and at kH ≈ 16 this island merges with the the low velocity
stability region. This roughly corresponds to the field
√
σab/σcγ2Φ0/2piγs
2.
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VI. BOUNDARY CONDITIONS AND DYNAMIC STRUCTURE SELECTION
A. General case of sharp boundary
Stability analysis of the previous Section does not show what structure is actually realized at given velocity. For
the static case the structure is selected by the minimum energy condition. Such condition is absent in the dynamic
case. In this case a particular structure can be selected by the boundary conditions. Influence of the boundary on
the moving structure is in turn determined by the interactions of electromagnetic waves with it.
Consider a semiinfinite stack of junctions with n = 1, 2 . . . separated by a sharp boundary from a medium with
arbitrary electromagnetic properties. We will obtain boundary conditions for such system in the case of a steady-state.
To derive equations for the phase shifts φn for such system we have to find solution of the linear equations without
Josephson coupling taking into account boundary conditions. For the plasma wave with given frequency ω and wave
vector along the layers k the oscillating phases (θ˜n) and magnetic fields (h˜n) in the junctions can be represented as
θ˜n, h˜n ∝ exp(−iq+n) + B exp(iq+n), at n ≥ 1 (53)
where q+ ≡ q+(k, ω) is the complex wave vector given by Eq. (19). Properties of the boundary are completely
characterized by the complex amplitude of reflected wave B ≡ B(k, ω), which has to be found by matching the
solution (53) with electromagnetic oscillations in the medium at z < 0. In the case of weak dissipation at ωE > kH/2,
the wave number q+ has only small imaginary part and Eq. (53) describes the usual case of reflection of a propagating
wave. On the other hand, at ωE < kH/2 the wave number q+ is an almost pure imaginary number and Eq. (53)
describes reflection of a decaying wave, which is rarely considered in standard electrodynamics. Note that, in general,
B(k, ω) can be a complex number with an arbitrary absolute value. Only in the simplest case of vanishing dissipation
and propagating wave (Im(q+) = 0) the amplitude B(k, ω) determines a conventional reflection coefficient, R(k, ω) =
|B(k, ω)|2, and has property |B(k, ω)| < 1. In the continuum limit, q+ ≪ 1, B(k, ω) is given by Fresnel formula (see,
e.g., Ref. 35)
B(k, ω) = εq+/s− εab(ω)qt
εq+/s+ εab(ω)qt
(54)
where εab(ω) = εab0 +
4piσab
iω − c
2
λ2
ab
ω2
is the in-plane dielectric constant of the superconductor, ε is the dielectric
constant of the medium at z < 0, and qt =
√
εω2
c2 − k2 is the wave vector of the transmitted wave.
To derive equations for the phase shifts valid close to the boundary one has to find the phase response function
G(n,m) from Eqs. (16a, b) with appropriate boundary conditions. Due to relation (53) the functions G(n,m) should
behave as
G(n,m) ∝ exp (−iq+(n−m)) + B exp(iq+(n+m)), at 1 ≤ n ≤ m.
Solution of Eqs. (16a,b) satisfying this condition can be constructed as
G(n,m) = G(n−m) + BG(n+m), (55)
where the second term describes the surface contribution and vanishes at n,m→∞. Equations for the steady-state
phase shifts φn, valid near the boundary, have the following form
1
2
∞∑
m=1
Im [G(n,m) exp (−i (φn − φm))] = iJ (56)
In general, a simple anzats φn = κn does not satisfy the steady-state equations (56) near the surface. A general
solution has the form φn = κn + un, where un is the surface deformation, un → 0 at n → ∞. Equations for un can
be represented in the form
1
2
∞∑
m=1
Im [G(n,m) exp (−iκ(n−m)) (exp (−i (un − um))− 1)] = is(κ, n) (57)
where
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is(κ, n) = iJ − 1
2
∞∑
m=1
Im [G(n,m) exp (−iκ(n−m))] (58)
is the excess Josephson current near the surface, is(κ, n) → 0 at n → ∞. The system (57) is degenerate because
it contains only the differences un − um. As a consequence, the solution for un exists only for certain values of κ,
i.e., bulk structure is selected by the boundary conditions. This mechanism of structure selection is realized in many
dynamical systems (for a general review see Ref. 36).
The condition for structure selection can be formulated in the explicit form in the case of small surface deformations
un ≪ 1, which is always realized at small velocities. In this case Eqs. (57) are reduced to a linear system
1
2
∞∑
m=1
Re [G(n,m) exp (−iκ(n−m))] (un − um) = is(κ, n). (59)
The system (59) is degenerate and its solution exists only for special values of κ.37 To formulate condition for the
existence of the solution one has to find a solution ψn of the adjoint homogeneous equation
∞∑
m=1
(Re [G(n,m) exp (−iκ(n−m))]ψn − Re [G(n,m) exp iκ(n−m)]ψm) = 0. (60)
Eq. (59) has a nontrivial solution only if its right-hand side is orthogonal to ψn, i.e.,
∞∑
n=1
ψnis(κ, n) = 0. (61)
Eqs. (60) and (61) determine the lattice wave vector κ at small velocities.
For finite system, n = 1, 2, . . . , N , with identical boundaries the configuration is typically symmetric with respect
to the midpoint n = N/2, i.e.,
φn =
{
κn, at 1≪ n < N/2
κ(N − n), at 1≪ N − n < N/2
In general, these solutions do not match at n = N/2, which means that they should be separated by a strongly
perturbed region (shock). Further numerical simulations confirm such structure of steady-states in finite systems.
Large class of boundaries is well described by the ideal reflection B = −1. This includes a boundary with an
insulator or free space (see Appendix C). In this case the response function G(n,m) in Eq. (56) acquires the form
G(n,m) = G(n−m)−G(n+m). (62)
We also calculate in Appendix D the reflection amplitude B(kH , ωE) for the more complicated but practically inter-
esting case of the boundary between the static and moving Josephson lattices. Below we investigate in detail the
evolution of the lattice structure for the ideally reflecting boundary.
B. Lattice structure at small velocities
At small velocities the lattice structure is close to the static triangular configuration and the phase shifts can be
represented as
φn(τ) = pin+ u(τ, n) (63)
with |u(τ, n+ 1)− u(τ, n)| ≪ 1. Firstly, we find the lattice wave vector at small velocities from Eqs.(58), (60), and
(61). At ωE → 0 the function G(n) is real and it is only nonzero at n = −1, 0, 1 with
G(0) ≈ − 1
k2H
(
2 +
1
l2
)
; G(±1) ≈ 1
k2H
.
In this case the solution ψn of Eq. (60) reduces to a constant and the condition (61) yields
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∞∑
n=1
is(κ, n) = 0. (64)
For the ideally reflecting boundary, in a linear approximation with respect to ωE and χ = pi − κ, the only nonzero
components of is(κ, n) at n = 1 and 2 are:
is(κ, 1) ≈ χ
2k2H
−
(
νab +
2νc(3 + 1/l
2)
k2H
)
ωE
2k2H
, is(κ, 2) ≈ −νcωE
2k4H
.
Using these expansions we obtain from (64) the following relation
χ =
(
νab +
7 + 2/l2
k2H
νc
)
ωE . (65)
This relation determines the deformation of the lattice at small velocities for the ideally reflecting boundary.
To obtain a general dynamic equation for weak lattice deformations, we substitute expansion (65) into Eq.(25),
replace the discrete variable n by a continuous variable z, and perform a gradient expansion with respect to ∂u/∂z.
This yields the celebrated Burgers equation for u(τ, z):
ν
∂u
∂τ
+ a2
∂2u
∂z2
+ b2
(
∂u
∂z
)2
= δiJ
with
a2 = −1
4
Re
[
d2G(κ; 0)
dκ2
]
κ=pi
≈ − 1
2k2H
,
b2 =
1
4
Im
[
d2G(κ;ωE)
dκ2
]
κ=pi
≈ −
(
8νc
k2H
+ νab
)
ωE
2k2H
,
ν = νc +
1
2
Im
[
∂G(pi, ωE)
∂ωE
]
ωE=0
≈
(
1 +
8
k4H
)
νc +
2
k2H
νab,
δiJ = iJ − 1
2
Im [G(pi, ωE)] ≈ iJ −
(
4νc
k2H
+ νab
)
2ωE
k2H
,
Consider a steady-state configuration, ∂u/∂τ = 0. For a finite system with N junctions and identical boundaries the
deformation is symmetric with respect to the center z = N/2. The regions of regular lattices, located at z < N/2 and
z > N/2, are separated by the transitional region near the center where the deformation obeys the equation
α
d2u
dz2
+
(
du
dz
)2
= χ2,
with α = a2/b2 ≈
[(
νab +
8νc
k2
H
)
ωE
]−1
, χ = pi − κ, and condition du/dz → ±χ at z −N/2→ ±∞. This equation has
the analytical solution (see, e.g., Ref. 38)
u = α ln
(
cosh
χ
α
(
z − N
2
))
.
Using the result (65), we obtain that the width of the transition region Lt = α/χ is given by
Lt =
1(
νab +
8νc
k2
H
)(
νab +
7νc
k2
H
)
ω2E
.
This length diverges at ωE → 0 as ω−2E . This means that for a finite system there is a typical crossover frequency ωN ,
which is determined by the condition Lt(ωN ) = N . At ωE < ωN the deformation field has a parabolic shape, typical
for strained static systems. At ωE > ωN the system is split into the two homogeneously tilted lattices separated by
the shock.
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C. Numerical exploration of steady-states and structure evolution
To find steady-state configurations at all velocities we solved Eq. (56) numerically for the case of ideally reflecting
boundary using the same representative parameters (νc = 0.002, νab = 0.1). The evolution of dependencies κ(ωE)
obtained from these solutions for kH = 8 is shown in Fig. 3 together with the stability regions. We found that at small
velocities (Josephson frequency ωE) the lattice structure smoothly evolves with increase of velocity and the lattice
wave vector κ decreases from pi at zero velocity towards pi/2. The lattice structures in this region are shown in the
left columns of Fig. 6. At certain velocity the lattice crosses the instability boundary. This velocity corresponds to
the endpoint of the first flux-flow branch. It is close but not identical to the minimum velocity, ωE/kH = cmin, of the
plasma wave (in reduced units cmin = 1/2 and in real units cmin = cs/(2λab
√
εc) ≈ 3 ·107cm/sec). At higher velocities
the periodic lattice with the phase shift smaller than pi/2 is restored. The structure continues to evolve smoothly
towards a rectangular configuration with increasing velocity (see right column at Fig. 6).
Fig. 7 shows the evolution of the current-voltage dependence with increase of the magnetic field. At not very high
magnetic field (kH < 16) the current-voltage dependencies have two stable branches, corresponding to the moving
regular lattices. The low-velocity branch corresponds to the structure close to a triangular lattice. It terminates at the
critical velocity. At small magnetic fields one can see a pronounced current enhancement prior the instability point.
The high-velocity branch corresponds to the structure close to a rectangular lattice. The resistivity at this branch is
close to the c-axis quasiparticle resistivity. In a wide range of magnetic fields, the stable branches are separated by
the broad unstable region where a homogeneous regular lattice state can not exist. In this regime there is a broad
range of currents, within which two lattice solutions exist.
To characterize intensity of the electromagnetic wave generated by the moving lattice we plot in Fig. 8 the electric
field dependencies of the Poynting vector along the layers (34) at different magnetic fields. The z component of
the Poynting vector is always smaller than the ab component, and its sign corresponds to the energy flux from the
surface to the bulk. One can see that the intensity of the electromagnetic wave rapidly increases with the electric
field reaching a maximum at the instability point. This enhancement of the intensity of the traveling wave indicates
that the increase of the current near the instability point is caused by the pumping of energy from a dc source into
this wave. This maximum becomes smaller at higher magnetic fields. At higher electric fields the wave intensity
decreases with field. Note however that one can expect another resonance at very high lattice velocities, where the
velocity reaches the maximum velocity of electromagnetic wave, cmax = c/εc (see Section IV). We do not consider
this resonance here.
To clarify the role of specific boundary on the forming the lattice structure and the current-voltage dependence,
we also made several calculations for the more realistic case of the boundary with the static lattice. The amplitude
of the reflected electromagnetic wave B(k, ω) for this case is calculated in Appendix D. Fig. 9 shows comparison
of the structure evolution and the I-V dependence for the representative parameters νc = 0.002, νab = 0.1, and
kH = 6 with the case of the ideally reflecting boundary. Both cases show an overall similar behavior. The only
qualitative difference exists at very small ωE , where the the frequency falls within the range of the acoustic branch in
the oscillation spectrum of the static Josephson lattice, 0 < ω <
√
2/kH (see Appendix D). In this range the lattice
wave vector exceeds pi and the energy flux is directed from the bulk to the surface. However, this anomaly is almost
invisible in the I-V dependence. It only becomes noticeable at smaller fields or weaker dissipation. In the case of
the boundary with the static lattice the structure is closer to a triangular lattice at the first instability point. As a
consequence, it has higher current at this point. This difference decreases at higher fields.
VII. MULTIPLE BRANCHES DUE TO DYNAMIC PHASE SEPARATION
We found that for not very high magnetic fields two stable states moving with different velocities may coexist
within a certain range of applied current. The dominating in-plane dissipation strongly facilitates such coexistence,
because in this case the lattice velocity is very sensitive to the lattice structure. Within the coexistence region one
can expect a family of intermediate states, in which the system is split into the two regions moving with different
velocities separated by a phase defect (dynamic phase separation, see Fig. (10)). In a continuous system coexistence
of the states moving with different velocity at the fixed average velocity is possible only at one driving force, at which
these states are in the dynamic equilibrium. Out of equilibrium the boundary will move and eliminate one of the
states. However, for our discrete system the boundary separating different lattices is pinned by the discrete structure,
and coexistence is possible in a wide range of driving forces (transport currents).
If the fraction fs of the system is in the slowly moving state with velocity vs and the remaining fraction 1 − fs is
in the rapidly moving state with velocity vf than the average velocity vav, which determines the observable electric
field, is simply given by
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vav = fsvs + (1 − fs)vf
To investigate the structure of the boundary region, consider an infinite stack, in which the rapidly moving state
occupies the region n > 0 and the slowly moving state occupies the region n < 0. The condition for coexistence of
such states is given by
νcωf + iJ(ωf , κf ) = νcωs + iJ(ωs, κs)
where ωf = kHvf (ωs = kHvs) is the Josephson frequency for the fast (slow) state. In the zero order approximation
with respect to the Josephson coupling the phases are given by
θn = ωfτ + kHu+ κfn+ un, at n > 0
= ωsτ + kHu+ κsn+ vn, at n ≤ 0
To obtain equations for the boundary deformations un and vn we have to find oscillating phases induced by the
Josephson currents. The phases and fields, oscillating with the frequency ωf , are determined by equations
νc
∂θ˜n
∂τ
+
∂2θ˜n
∂τ2
− ∂h˜n
∂u
= −Θ(n) sin (ωfτ + kHu+ κfn+ un)(
∇2n −
1
l2
)
h˜n +
∂θ˜n
∂u
+ νab
∂
∂τ
(
∂θ˜n
∂u
− h˜n
l2
)
= 0
where Θ(n) is the step function. Solution for the oscillating phase is given by
θ˜n = Im
[
∞∑
m=0
Gf (n−m) exp (i (ωfτ + kHu+ κfn+ un))
]
with Gf (n−m) ≡ G(n−m;κf , ωf ). Equation for un is obtained from condition 〈sin θn〉 = iJ ,
1
2
∞∑
m=0
Im[Gf (n −m) exp (i (κf (m− n) + um − un))] = iJ
A similar equation can be derived for the boundary deformations of the slow state vn. Comparing this equation with
Eqs. (55) and (56), one can see that the deformations at the boundary between different moving states coincide with
the deformations near the nonreflecting boundary (B = 0).
The phase-separated states give the most natural interpretation of the multiple I-V branches observed by Hecht-
fischer et al. who studied transport properties of Josephson lattice in BSCCO mesas at high magnetic fields.5 Note
that these branched should not be mixed with the multiple branches at zero magnetic field, which appear due to
the switching of the separate junctions into the resistive state. This interpretation can be verified by measuring
the spectrum of the microwave irradiation emitting by the stack. Instead of a single peak located at the Josephson
frequency corresponding to the average voltage, the spectrum of irradiation should contain two peaks: at the “slow”
frequency ωs with the weight fs and at the “fast” frequency ωf with the weight 1− fs.
VIII. CONCLUSIONS
In summary, we performed a detailed investigation of the Josephson lattice dynamics in layered superconductors
at high fields. Our main results can be summarized as follows:
• Interaction between Josephson planar arrays in layers is mediated by exited electromagnetic oscillations. The
dynamics of these arrays is described by nonlocal and nonlinear equations.
• For the coherent steady-states, the excess Josephson current and the Poynting vector of the generated electro-
magnetic wave have resonance dependence on the Josephson frequency (electric field). The resonance frequency
is the plasma frequency at the wave vector selected by lattice structure. In the case of the dominating in-plane
dissipation, typical for high-temperature superconductors, the damping parameter also strongly depends on the
lattice structure.
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• We investigated stability of the coherent steady-states and found the two major stability regions in the plane
lattice structure-lattice velocity: the low-velocity region and the high-velocity region. Exact topology of the
stability phase diagrams depends on dissipation and magnetic field.
• Lattice structure at given velocity is selected by boundary. Boundary conditions are determined by the reflection
properties of electromagnetic waves, generated by the moving lattice.
• We investigated structure evolution with increase of the lattice velocity. In a wide range of fields there are two
stable branches, the low-velocity branch and the high-velocity branch. At low velocities the lattice structure
is close to a triangular lattice. This low-velocity branch terminates due to instability at the critical velocity
near the minimum velocity of electromagnetic wave. At high velocities structure of the lattice approaches a
rectangular configuration.
• Experimentally observed multiple branches in I-V dependencies are interpreted as the phase separated states,
in which system is split into the slowly and rapidly moving regions.
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Appendix A: Continuous transition from the long-wave instability to the finite-q instability
Numerically investigating stability of steady-state we found that the nature of instability of the first flux flow branch
depends on the wave vector κ, at which the lattice becomes unstable. If κ is larger than the critical value κt than
instability occurs at q = 0, i.e., ∂2α1/∂q
2 changes sign. At κ < κt the lattice becomes unstable at the finite wave
vector qi, i.e., α1(qi) = 0 at the instability point. The transition is continuous, qi smoothly grows with decrease of κ
starting from qi = 0 at κ = κt (see Fig. 11). This behavior can be explained as follows. At small q the decay rate
α1(q) can be expanded with respect to q
α(q) ≈ −a2q2 − 1
2
a4q
4 − 1
3
a6q
6.
The coefficients a2n in this expansion depend on κ and ωE . For stable lattices a2 > 0. The coefficient a2 becomes
negative when the frequency ωE exceeds the long-wave instability boundary ω2(κ). Near ω2(κ) one can use linear
expansion for a2
a2 = a20(ω2(κ) − ωE).
Lets also define the frequency ω4(κ), at which the coefficient a4 changes sign. Near ω4(κ) we have
a4 = a40(ω4(κ) − ωE).
If ω4(κ) > ω2(κ) then the instability occurs at q = 0. For the first flux flow branch this is the case for κ > κt.
Otherwise the lattice become unstable at a finite wave vector qi. The transition between these regimes takes place at
the lattice wave vector κt defined by
ω2(κt) = ω4(κt),
i.e., both a2 and a4 vanish at κ = κt. Lets consider in detail the behavior in the region where κ only slightly smaller
than κt and the difference ω2(κt) − ω4(κt) is small. In this region we can use linear expansions for both a2 and a4.
We define
δ ≡ ωE − ω4(κ),
δ2 = ω2(κ)− ω4(κ) = (ω′2 − ω′4) (κ− κt) > 0,
and represent α(q) in the form
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α(q) = −a20(δ2 − δ)q2 + 1
2
a40δq
4 − 1
3
a6q
6.
With increase of δ the dependence α(q) becomes nonmonotonic at (a40δ)
2
> 4a20a6(δ2 − δ). Extremum values of q
are determined by solutions of quadratic with respect to q2 equation
a6q
4 − a40δq2 + a20(δ2 − δ) = 0 (66)
and are given by
q2± =
a40δ
2a6
±
√(
a40δ
2a6
)2
− a20(δ2 − δ)
a6
,
where q2− gives the minimum of α(q) and q
2
+ gives its maximum. The lattice becomes unstable when α(q+) = 0. This
equation together with the extremum condition (66) determines the instability point δ = δi and the wave vector of
the unstable mode qi
δi =
8
3
a6a20
a240


√
1 +
3a240δ2
4a6a20
− 1

 ,
q2i =
2a20
a40


√
1 +
3a240δ2
4a6a20
− 1

 .
Close to the transition δ2 ≪ a6a20/a240 we have
δi ≈ δ2 − 3
16
a240
a6a20
δ22 ,
q2i ≈
3a40δ2
4a6
.
This means that the wave vector qi of the unstable mode grows as qi ∝
√
κt − κ near the transition. The calculated
dependence qi(κ) agrees very well with this predictions (see the lower-left inset in Fig. 11).
Appendix B: Stability boundaries in the intermediate frequency range
In this appendix we consider the stability region in the intermediate velocity range, kH ≪ ωE ≪ kH l, where it is
possible to derive simple analytical expressions for the stability boundaries. There is only one stability region in this
frequency range located at κ ≪ 1 and limited by two stability boundaries, κl(ωE) and κu(ωE), located below and
above the resonance line. Both boundaries κl(ωE) and κu(ωE) correspond to the long-wave instabilities and we will
use general relations from Section VB. Assuming inequalities 1/l2, νabωE/l
2 ≪ κ2 ≪ 1, νcκ2 ≪ νab and introducing
scaling variables
z = κ2ω2E/k
2
H , y = νabωE ,
we present the coefficients from Eqs. (42a-d) in the form
a1 = − κ
k2H
Im
[
(1 + iy)
(z − 1− iy)2
]
, (67a)
a2 = − 1
2k2H
Re
[
(1 + iy) (3z + 1 + iy)
(z − 1− iy)3
]
, (67b)
ν = νck
3
H +
κ2
2ωEkH
Im
[
−2z + iy
(z − 1− iy)2
]
, (67c)
ζ = −ωEkHκ3Re
[
2 + iy
(z − 1− iy)3
]
. (67d)
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In general, the stability boundaries are determined by Eq. (44). However, at high enough Josephson frequency term
a1ζ/ν can be neglected. We focus here on the regime y ≫ 1. Consider the lower boundary κl(ωE) first. As can be
checked from the result for this boundary the term a1ζ/ν is smaller than a2 at least by the factor 1/y. Assuming
inequality y ≫ z we can approximate a2 in Eq. (67b) by the first expansion term with respect to 1/y, a2 ≈ − (6z−1)2k2
H
y
.
Therefore the lower stability boundary is simply given by z = 1/6, consistent with the assumed condition y ≫ z. This
is equivalent to
κl(ωE) =
kH√
6ωE
. (68)
This expression for the lower boundary is valid up to ωE < (kH l)
2/3/(6νab)
1/3. It is interesting to note that this
boundary does not depend on the dissipation parameters.
Let us consider now the upper boundary κu(ωE). The term a1ζ/ν in Eq. (44) can again be neglected if κ
2 ≪
ω2Ek
2
Hνcνab. In this case the upper boundary is again determined by the equation a2 = 0. At y ≫ 1 this equation has
asymptotic solution in the form z = αy ≫ 1 and in the main order with respect to 1/y the constant α is determined
by equation
Re
[
i (3α+ i)
(α− i)3
]
= 0,
which gives α =
√
3/5. This corresponds to the stability boundary
κu(ωE) = kH
√√
3
5
νab
ωE
(69)
Substituting this expression into the inequality κ2 ≪ ω2Ek2Hνcνab (condition to neglect the term a1ζ/ν in Eq. (44)),
we see that it is equivalent to the condition ωE ≫ ν−1/3c , which gives the lower limit of applicability of Eq. (69).
Appendix C: Boundary with an insulator
Consider a semiinfinite stack of junctions with n = 1, 2, . . . bounded by an insulator at semispace z < 0 (e.g.,
by free space). We assume that the transport current is fed to the stack through the first layer. In this case the
oscillating electric and magnetic fields induced by the moving Josephson lattice should match with the electromagnetic
oscillations in the insulator.
The oscillating electric and magnetic fields decay into the insulator as
E(r, t) = E0 exp (ikHx+ qz + iωEt) ,
H(r, t) = H0 exp (ikHx+ qz + iωEt) ,
where E0 = (Ex0, 0, Ez0), H0 = (0, H0, 0), q =
√
k2H − εω2E/c2, and ε is the dielectric constant of the insulator.
Maxwell’s equation connects Ex0 and H0 as
−qH0 = iωEε
c
Ex0.
Continuity of the parallel component of the electric field gives the relation
Ex0 =
Φ0iω
2pic
p1,
and Eq. (6) gives (
2σabΦ0
c2
iωE +
Φ0
2piλ2ab
)
p1 = −H1 −H0
s
.
From the last three equations we obtain the boundary condition
s
√
k2H − εω2E/c2H0 =
ε(λabωE/c)
2
1 + 4piλ2σabiωE/c2
(H1 −H0) . (70)
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In general case one has to use the complex dielectric constant ε of the medium at the frequency ωE and wave vector
kH . In reduced variables this equation can be rewritten as√
k2H −
ε
εcl2
ω2Eh0 =
ε
εcγ
ω2E
1 + iνabωE
(h1 − h0) (71)
From this relation we obtain the amplitude of reflected wave
B = −
√
k2H − εεcl2ω2E + εεcγ
ω2E
1+iνabωE
(1− exp(−iq+))√
k2H − εεcl2ω2E − εεcγ
ω2
E
1+iνabωE
(exp(iq+)− 1)
(72)
In the case ε ∼ 1, kH ∼ 1/γs, and ωE ∼ ωp we obtain the estimate h0 ∼ h1/γεc ≪ h1. Therefore the condition (71)
with high accuracy may be replaced by the much simpler condition h0 = 0, which corresponds to the ideal reflection
case, B = −1,
Appendix D: Reflection amplitude for boundary between moving and static lattice
Small mesas are typically used in experiment to enhance transport current density. In this case the transport current
flowing in the bulk part of the sample is not sufficient to drive the Josephson lattice there and the moving Josephson
lattice in mesa neighbors with the static lattice in the bulk (see inset in Fig. 12). In this appendix we consider
electromagnetic properties of such boundary. We assume that the Josephson lattice is static at n ≤ 0 and moves with
constant velocity at n > 0. According to the general recipe outlined in Sec. VIA we have to match electromagnetic
oscillations in the neighboring medium neglecting Josephson currents in the region of the moving lattice and to find
the amplitude of the reflected wave. We consider reflection of the wave θn ∝ exp (i (kHu+ ωτ − iq+n)) coming
from above with q+ given by Eq. (19). This incident wave excites phase and field oscillations of the static lattice.
Such oscillations have been theoretically studied in Ref. 8. At high in-plane field these oscillations are described by
approximate equations
(
ω2 − iνcω
)
θn −
(
2C sin2 (kHu+ pin) + cos (kHu+ pin)
)
θn +
∂hn
∂u
= 0, (73a)(
∇2n −
1
l2
)
hn +
∂θn
∂u
+ iνabω
(
∂θn
∂u
− hn
l2
)
= 0, (73b)
where C ≡
〈
cos θ
(0)
n (u)
〉
≈ 4+1/l2
2k2
H
and θ
(0)
n (u) ≈ kHu+ pin− 4+1/l
2
k2
H
sin (kHu+ pin) is the static phase difference. The
cosine term in the first equation couples oscillations with the in-plane wave vector kH to the homogeneous mode
(at kH ≫ 1 coupling to the higher harmonics can be neglected). Eqs. (73a) and (73b) have two types of solutions
for the oscillations with the wave vector kH , with θn ∝ cos (kHu) and θn ∝ sin (kHu), which we refer to as the
even and odd modes. The incident wave excites both modes but only the even mode is coupled to the homogeneous
oscillations of the lattice. For this mode we look for solution in the form θn(u) =
(
θ˜ cos (kHu) + (−1)nθ¯
)
exp(−iχen),
hn(u) = h˜ sin (kHu) exp(−iχen) and derive equations (
ω2 − iνcω
)
θ˜ + kH h˜ = θ¯, (74a)(
ω2 − C − iνcω
)
θ¯ =
θ˜
2
, (74b)(
2(1− cosχe) + 1 + iνabω
l2
)
h˜+ kH (1 + iνabω) θ˜ = 0, (74c)
which determine the eigenvalue χe for the given frequency ω and in-plane wave vector kH as
2(1− cosχe) =
(
ω2 − iνcω − C
)
(1 + iωνab) k
2
H
(ω2 − iνcω) (ω2 − iνcω − C)− 12
− 1 + iωνab
l2
. (75)
Being inverted, this equation gives the frequencies of plasma modes at fixed c-axis wave vector χ and their decay.
Note that at ω = 0 we obtain the solution corresponding to a homogeneous shift of the lattice, χ = pi. For weak
dissipation this equation has two other important solutions: (i) ω ≈ √C ≈ √2/kH and χe near zero (the endpoint
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of the acoustical branch of the oscillation spectrum) (ii) ω ≈ kH/2 and χe ≈ pi (the frequency of the homogeneous
plasma mode).
For the odd mode we look for solution in the form θ˜n = θ˜ sin (kHu) exp(−iχon); h˜n = h˜ cos (kHu) exp(−iχon) and
derive (
ω2E − iνcω − C
)
θ˜n − kH h˜ = 0
−
(
2(1− cosχo) + 1 + iωνab
l2
)
h˜+ (1 + iωνab) kH θ˜ = 0
which gives
2(1− cosχo) = (1 + iωνab)
(
k2H
ω2 − iνcω − C −
1
l2
)
(76)
Because of cos(kHu) modulation in the static lattice region the reflected wave contains a backscattered component,
with the wave vector −kH , so that the full solution for the oscillating magnetic field has the form
h = exp(ikHu− iq+n) + B exp(ikHu+ iq+n) + Bb exp(−ikHu+ iq+n), at n > 0
= Ae cos kHu exp(−iχen) + iAo sin kHu exp(−iχon), at n ≤ 0
Introducing the reflection amplitudes in the even and odd channels, Be = B + Bb and Bo = B − Bb, we obtain by
matching the solutions at n = 0, 1 the following equations
1 + Be = Ae
exp(−iq+) + Be exp(iq+) = Ae exp(−iχe)
and similar equations for Bo and Ao. These equations can be easily solved giving
Be = −exp(−iχe)− exp(−iq+)
exp(−iχe)− exp(iq+)
Ae = − 2i sin(q+)
exp(−iχe)− exp(iq+)
and similar formulas for Bo and Ao. These formulas resemble the well-known Fresnel formulas of classical electrody-
namics. The amplitude of the reflected wave B = B(kH , ω), which determines the surface contribution to the response
function in Eq. (55), is given by
B = −1
2
(
exp(−iχe)− exp(−iq+)
exp(−iχe)− exp(iq+) +
exp(−iχo)− exp(−iq+)
exp(−iχo)− exp(iq+)
)
(77)
Where, again, q+, χe, and χo are given by Eqs. (19), ( 75), and (76). Plot of the frequency dependence of the
amplitude and phase of B(kH , ω), B(kH , ω) = |B| exp(iφB), is shown in Fig. 12. Typically |B| is large in the small
frequency range 0 < ω2 . C, where the incident decaying wave excites the propagating acoustic waves in the static
lattice. At ω2 > C |B| rapidly goes to zero, because both media have identical spectrums of electromagnetic waves at
high frequencies. Both the amplitude and phase of B(kH , ω) have anomalies at the typical frequencies ω =
√
2/kH
and ω = kH/2 of the oscillation spectrum of the static lattice. These anomalies become more pronounced at lower
dissipation and smaller field.
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Table 1. Meanings, definitions and practical formulas for the reduced parameters used throughout the paper. In
practical formulas fp = ωp/2pi means plasma frequency, ρc and ρab are the components of the quasiparticle resistivity
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Notation Meaning Definition(CGS) Practical formula (BSCCO)
ωE reduced Josephson frequency
2picsEz
Φ0ωp
(sEz)[mV]
2·10−3fp[GHz]
kH wave vector of Josephson lattice
2piHγs2
Φ0
νc c-axis dissipation parameter
4piσc
εcωp
1.8·103
εcρc[Ω·cm]fp[GHz]
νab in-plane dissipation parameter
4piσabλ
2
abωp
c2
0.79(λab[µm])
2fp[GHz]
ρab[µΩ·cm]
l reduced London penetration depth λab/s
h reduced local magnetic field
2piγλ2abH
Φ0
(a) aδa
(b)
FIG. 1. Steady-states of moving Josephson lattice (squares mark positions where the interlayer phase difference is equal to
pi + 2pim): (a) a periodic lattice, the structure is determined by the lattice wave vector κ, which is connected with the shift
between the lattices in the neighboring layers δa by relation κ = 2piδa/a (b)a double-periodic lattice
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FIG. 2. The frequency dependence of the decay length Ls for different values of the magnetic wave vector kH (see Table
1) for the typical parameters νab = 0.1 and νc = 0.002. This length determines the interaction range between the Josephson
planar arrays in different layers. A finite stack, containing N junctions, shows bulk behavior if N ≫ Ls.
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FIG. 3. Stability regions of the moving Josephson lattice in the plane ωE-κ calculated for the representative parameters
νc = 0.002, νab = 0.1, and kH = 8. Grey regions correspond to unstable lattices. Sections of boundaries marked by black
correspond to the long-wave instability. Sections marked by light grey correspond to the short-wave instability. Line starting
at (0, pi) shows dependence of the lattice wave vector on the frequency ωE (lattice velocity) selected by the ideally reflecting
boundary. We also show the resonance line, corresponding to matching between the Josephson frequency and the frequency of
the plasma wave at the wave vector κ.
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FIG. 4. The boundaries of stable region in the frequency range kH ≪ ωE ≪ kH l for the same parameter set as in Fig. 3.
The line in the middle is the resonance line. Dotted and dashed lines show the asymptotics of the lower and upper boundaries
given by Eqs. (51) and (52).
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FIG. 5. Evolution of the stability diagram with increase of the magnetic field (for γ = 500 H ≈ kH · 0.3T).
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FIG. 6. Lattice structures in the real space at different values of the Josephson frequency ωE (lattice velocity). The structures
are generated using numerically calculated phase shifts for the system with 51 layers and the same parameters as in Fig. 3.
(νc = 0.002, νab = 0.1, and kH = 8). The left column shows the lattice structures in the low-velocity stability region, below
the first instability point. The right column shows the lattice structures in the high-velocity stability region.
25
00.02
0.04
0.06
0.08
0.1
0 2 4 6 8 10 12
j/j J
ωE = Ez/Ep
kH=6
8
12
16
FIG. 7. The current-voltage characteristics at different magnetic fields, for kH = 6, 8, 12, and 16. The dependencies are
obtained using numerically computed steady-states with parameters νc = 0.002, νab = 0.1. Thick lines show the stable branches
and thin lines show the unstable branches. The branches, corresponding to the double-periodic states, are marked by dashes.
The plots are displaced vertically for clarity.
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FIG. 8. Electric field dependencies of the Poynting vector along the layers for electromagnetic wave generated by the moving
lattice (see Eq. (34)). The scale Pab is defined by Eq. (36). We use the same notations for different branches as in the previous
figure.
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FIG. 9. This figure illustrates influence of the boundary conditions on the structure evolution (a) and the current-voltage
dependence (b). We compare the ideally reflecting boundary (B = −1) and the boundary with the static lattice (B(k, ω) is
calculated in Appendix D). The comparison is made for νc = 0.002, νab = 0.1, and kH = 6. Both cases show an overall
similar behavior. In the second case there is a region at small Josephson frequencies, 0 < ω <
√
2/kH , of the anomalous
structure evolution, where the lattice wave vector exceeds pi (this region is blown up in the inset). This region corresponds to
the frequency range of the acoustic branch in the oscillation spectrum of the static Josephson lattice. The dependence κ(ωE)
has a kink at the endpoint of the spectrum. However this point is almost invisible in the I-V dependence. The second case is
also characterized by the stronger current enhancement near the instability point (we show only stable I-V branches for this
case).
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FIG. 10. Multibranch structure of the current-voltage characteristic due to the dynamic phase separation. Two states
corresponding of the slow lattice motion (velocity vs) and the fast lattice motion (velocity vf ) coexist within the current range
marked at the vertical axis. In this region the intermediate phase-separated states exist, in which the system is split into the
rapidly and slowly moving regions. The intermediate branch corresponding to one of such states is shown by dotted line.
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FIG. 11. Behavior of the wave vector qi (left axis) and frequency ωi = Im[α(qi)] (right axis) of the unstable mode. The
upper-right inset shows the transition point in the κ-ωE diagram of Fig. 3. Lower-left inset shows plot q
2
i (κ) with linear fit
below the transition.
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FIG. 12. The frequency dependence of the absolute value (|B|) and phase (φB) of the amplitude of reflected wave for the
boundary between moving and static lattices (Eq. (77)). The ploted curves are computed using parameters νc = 0.002, νab = 0.1
for two values of kH , 4 and 8. The typical frequencies of the oscillation spectrum of the static lattice ( ω =
√
2/kH and kH/2)
are marked for kH = 4. Inset sketches a small mesa on the top of bulk crystal. Concentration of the c-axis transport current
inside the mesa forces the lattice move only in this region.
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