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375  0 () x1  0; : : : ; xn  0
と表し，n次元の非負実数の集合を
Rn+ := fx 2 Rn j x  0g
とし，n次元の正の実数の集合を
Rn++ := fx 2 Rn j x > 0g
と表す．同様に整数についても n次元の整数の集合を Zn とし，非負集合と正の集合を
Zn+ := fx 2 Zn j x  0g;Zn++ := fx 2 Zn j x > 0g
と表す．
2.1.2 ノルム
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任意の x;y 2 Rn に対して次が成り立つ：
kxk+ kyk  kx+ yk:
証明. 左辺の二乗を考えると
(kxk+ kyk)2 = kxk2 + 2kxkkyk+ kyk2:
右辺の二乗を考えると





行列 A 2 Rmn を左からかけることによって 0 となるベクトルの集合を行列 A の核と言い，以下の様に
表す：
kerA := fx 2 Rn j Ax = 0g:
また，行列 Aを任意のベクトルに左からかけることによって得られるベクトルの集合を行列 Aの像と言い，
以下の様に表す：
ImA := fy 2 Rm j 9x 2 Rn;y = Axg:
定理 3. Aの核と AT の像は互いに直交補空間の関係にある：
kerA ? ImAT; kerA ImAT = Rn:
証明. まず kerA ? ImAT を示す．x 2 kerA;y = ATu 2 ImAT とし，その内積を考えると，
xTy = xTATu = (Ax)Tu = 0Tu = 0
となり，よって，kerA ? ImAT．
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次に kerA  ImAT = Rn を示す．kerA; ImAT  Rn より，kerAと ImAT の要素の和は Rn の要素であ
る．x 2 Rn について以下の最適化問題を考える：8<: min
1
2kx  yk2
s.t. y = ATu




(kxk2   2xTATu+ uTAATu)
であり偏微分によって u が最適解である条件は以下のようになる：
AATu  Ax = 0:
ここで z 2 Rn を
z := x ATu
とすると
Az = Ax AATu = 0
であるから z 2 kerAである．このことから Rn の任意の要素は ImAT と kerAの要素の和で表せる．よって




Rn の部分集合 C が錐であるとは次が成り立つことを言う：
8x 2 C; 8 2 R+; x 2 C:
また，ある集合 S が凸であるとは以下の性質を満たすことである：
8x; y 2 S;8 2 [0; 1]; x+ (1  )y 2 S:
凸であり錐であるものを凸錐と呼ぶ．
定理 4. （分離定理）
A;B  Rn がそれぞれ互いに素である空でない凸集合であるとする．このとき零ベクトルでない v と実数 c
が存在して任意の x 2 A;y 2 B に対して
xTv  c  yTv
を満たす．
証明は [5]を参照されたい．



















; kx1k = kx1k  x0











となり，2次錐が錐であること， 2 [0; 1]であることと三角不等式より
x0 + (1  )y0  kx1k+ (1  )ky1k
= kx1k+ k(1  )y1k
 kx1 + (1  )y1k
よって，2次錐は凸である．
錐 C  Rn に対する双対錐 C を以下のように定義する：
C := fy 2 Rn j 8x 2 C; xTy  0g:
ある錐の双対錐がその錐自身であるとき，その錐を自己双対錐と呼ぶ．
定理 6. ２次錐は自己双対錐である．
証明. まずKn  Kn を示す．Kn 6 Kn と仮定すると，ある x = [x0;x1] 2 Kn について
x0 < x1






= x0kx1k   kx1k2 = kx1k(x0   kx1k) < 0
となる．これは仮定に矛盾する．よってKn  Kn である．
次にKn  Kn を示す．x 2 Kn とすると
8y 2 Kn;xTy = x0y0 + xT1 y1  kx1kky1k+ xT1 y1
となる．コーシーシュワルツの不等式より
kx1kky1k+ xT1 y1  jxT1 y1j+ xT1 y1  0
であるからKn  Kn である．よってKn = Kn は示された．
２次錐Kn の境界 f[x0;x1] j x0 = kx1kgを除いたKn の内部を int(Kn)と表す．すなわち，
int(Kn) = f[x0;x1] 2 Rn j x0 > kx1kg
とする．
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定理 7. n次元の２次錐Kn について
(int(Kn))
 = Kn:
証明. まず (int(Kn))  Kn を示す．(int(Kn)) 6 Kn と仮定すると，ある x = [x0;x1] 2 (int(Kn)) につ
いて
x0 < x1






= x0kx1k   kx1k2 = kx1k(x0   kx1k) < 0
となる．これは仮定に矛盾する．よって (int(Kn))  Kn である．
次にKn  (int(Kn)) を示す．x 2 Kn とすると
8y 2 int(Kn);xTy = x0y0 + xT1 y1  kx1kky1k+ xT1 y1
となる．コーシーシュワルツの不等式より
kx1kky1k+ xT1 y1  jxT1 y1j+ xT1 y1  0
であるからKn  (int(Kn)) である．よって (int(Kn)) = Kn は示された．
2 次錐の直積と線形制約の交わりが許容解であり目的関数が線形である最適化問題を 2 次錐最適化問題と
言う．一般的には p個の 2次錐 Kd1 2 Rd1 ;Kd2 2 Rd2 ; : : : ;Kdp 2 Rdp (d1 +   + dp = n)の直積（ただし
di = 1ならば Ki は R+ であると解釈する）K = Kd1     Kdp と c 2 Rn; b 2 Rm; A 2 Rmn を用いて
以下の様に定式化される： 8<: min c
Tx
s.t. Ax = b
x 2 K:
(1)





り，2次錐最適化問題を解くアルゴリズムに対しても多くの関心が寄せられている [6], [7], [8]．
以降２次錐最適化問題（Second Order Cone Programming Problem）を SOCPと呼ぶことにする．さら
に SOCPの内点許容解 x 2 Rn を








s.t. s = c ATy










hFP i nd x s.t. Ax = 0; x 2 int(K);
hFDi nd s s.t. y 2 Rm; s =  ATy 2 Knf0g:
このとき K  Rn は p 個の 2 次錐 Kd1 2 Rd1 ;Kd2 2 Rd2 ; : : : ;Kdp 2 Rdp (d1 +    + dp = n) の直積
















= a0b0 + a
T
1 b1 = 0
である．ここで a; bが２次錐の要素であることとコーシーシュワルツの不等式より，
ka1kkb1k  a0b0 =  aT1 b1  ka1kkb1k
であるから a0b0 = ka1kkb1k．bはK の内点であるから kb1k=b0 < 1であり，
a0 < ka1k
となるが，これは a 2 K に矛盾する．よって a = 0である．
証明. (定理 9)
両者が同時に許容解を持つことがないことと，片方が成り立たないときにもう片方が成り立つことを示す．
hFP iと hDP iの両方に解 x; (y; s)がそれぞれあると仮定すると，x = [x1;    ;xp]と s = [s1;    ; sp]
の内積は














である．ここで補題 1から，xTs = 0ならば s = 0であるが，これは s 2 Knf0gに矛盾する．よって，
両者が同時に成り立つことはない．
hFP iが実行不可能ならば kerA \ int(K) = ;である．ここで kerAと int(K)が凸であることから分離定理
により，零ベクトルでない v 2 Rn と c 2 Rが存在し
8x 2 int(K);8y 2 kerA;xTv  c  yTv (5)
が成り立つ．ここで yTv 6= 0となる y が存在すると仮定すると実数の性質から，
c < yTv
となる  2 Rが存在する．しかしこれは y 2 kerAであるため式 (5)に矛盾する．よって任意の y 2 kerA
について
yTv = 0
である．よって，分離定理において c = 0とすることができる．このとき 8x 2 int(K);xTv  0を満たすた
め，v は int(K)の双対錐の要素であるが定理 7より (int(K)) = Kであるため v 2 Kである．よって hFP i
が実行不可能ならば零ベクトルでない v 2 ImAT \ Kが必ず存在し，この v は hFDiの許容解となる．よっ
て二者択一性が示された．
K  Rn における p個の２次錐Kdi (i 2 1; : : : ; p)に対して次のようなベクトルを考える：
di = 1のとき ei = 1;
di  2のとき ei = [1;0]:
これらのベクトルを用いて
e = [e1;    ; ep]
と定義する．この eと誤差 " 2 R++ を用いて以下の問題を考える：
hFP"i nd x s.t. Ax = 0; eTx = n;x  "e 2 int(K):
北原・土谷のアルゴリズムでは以上の hFP i; hDP i; hFP"i の三つについて考える．アルゴリズムは Ba-
sicProcedure と MainProcedure と呼ばれる二つの手続きから構成されており，MainProcedure から Ba-
sicProcedure を繰り返し呼び出す構造となっている．以下では BasicProcedure，MainProcedure の順で説
明する．
3.1.1 BasicProcedure
w;v 2 Rn を用いて半空間 H(w;v)  Rn を以下のように定義する：
H(w;v) := fx 2 Rn j wTx  wTvg:
半空間の概念と kerAへの射影行列を PA を用いてカット生成ベクトルというベクトルを定義する．
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定義. カット生成ベクトル (Cut Generating Vector; CGV)





定理 10. インデックス iに関する CGV v が存在するとき，hFP iの任意の許容解 x = [x1;    ;xp]の i番
目の成分 xi に関して以下の関係がなりたつ：
di = 1のとき xi 2 H(1; 1
2
)
di  2のとき xi 2 H(vi; 1p
2
ei)
BasicProcedure の入力として行列 A 2 Rmn，各２次錐の次数を示すベクトル d = [d1; : : : ; dp] 2 Zp++，
許容誤差 " 2 R+ を受け取り以下の三つのうちいずれかを返す：
(a) hFP iの解．
(b) hFDiの解．
(c) CGV v と対応するインデックス i．
図 1に BasicProcedureのアルゴリズムを示す．
この BasicProcedureを区別するために，以降 BasicProcedure1 (以下 BP1)と呼ぶこととする．
定理 11. [10] BasicProcedureは 4p3 回の反復で終了する．
3.1.2 MainProcedure
MainProcedure の入力として行列 A 2 Rmn，各２次錐の次数を示すベクトル d = [d1; : : : ; dp] 2 Zp++，




MainProcedureでは BasicProcedureで得られた CGVによって元問題を変形し，再度 BasicProcedureを呼




定理 12. [3] MainProcedureの反復回数は O(n ln " 1)である．
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Require: A;d;y s:t: yTe = p
Ensure: (a) or (b) or (c)
1: z ( PAx
2: while true do
3: if z 2 int(K) then
4: return z as (a)
5: else if z = 0 then
6: return y as (b)
7: else
8: for i = 1 to p do
9: if 2
p
nkzk  y0 then




14: while zi 62 Kdi and zi 6= 0 do
15: if di = 1 then
16: i ( ei
17: else if di  2 then
18: if zi0  0 then
19: i ( ei
20: else if zi0 > 0 then
21: z^i ( zi=zi0
22: i ( ei   (z^i   ei)=kz^i   eik
23: end if
24: end if
25:  ( [0;    ;0;i;0;    ;0]
26: p( PA
27: if p 2 int(K) then
28: return p as (a)
29: else if p = 0 then
30: return  as (b)
31: end if
32: ( pT(p  z)=kp  zk
33: y ( y   (1  )






Ensure: (A) or (B) or (C)
1: t = [t1;    ; tp]( [1;    ; 1] 2 Rp; Q( I 2 Rnn
2: while true do
3: (judge;v; i)( BasicProcedure(A;d; e=p)
4: if judge is A then
5: return Qv as (A)
6: else if judge is B then
7: return v as (B)
8: else if judge is C then
9: if di = 1 then
10: G( 1p
2
11: else if di  2 then
12:  ( kyikyi0
13: if   0:6 then
14: w ( yi;v ( ei
15: else
16: w ( [1; 12 (1  1p2 )
yi1
yi0












  I + T1+
#
19: end if
20: ti ( jGjti
21: if ti  "di then
22: return (C)
23: end if
24: Ai ( AiG;Qi ( QiG
25: end if
26: end while
図 2 MainProcedure1(A;d; ")
3.2 北原・土谷のアルゴリズムの改良
3.2.1 実行不可能と判定する条件の変更
BasicProcedureの 5行目と 29行目では hFDiの解を出力する条件を
z = 0
としていた．その代わりに
y   z 2 K
13
という条件を用いることを提案する．
定理 13. y 2 int(K)について PAy 62 int(K)であり
y   PAy 2 K
であるならば y   PAy は hFDiの許容解である
証明. y   PAy の kerAへの射影を考えると
PA(y   PAy) = PAy   PAy = 0
となる．kerA と ImAT は直交補空間の関係にあることから，y   PAy 2 ImAT である．仮定より y 2
int(K); PAy 62 int(K) であるから y   PAy 6= 0 が成り立つ．よって y   PAy 2 ImAT \ Knf0g であり，
hFDiの条件を満たす．










(c') CGV v と対応するインデックスの集合 S．
このとき，BasicProcedureは図 3のようになる．
CGV のインデックスを複数返す BasicProcedure を区別するために BasicProcedure3 (以下 BP3) と




Require: y s:t: yTe = 1
Ensure: (a) or (b) or (c')
z ( PAx; S ( ;
while true do
if z 2 int(K) then
return z as (a)
else if y   z 2 K then
return y as (b)
else
for i = 1 to p do
if 2
p
nkzk  y0 then
S ( S [ fig
end if
end for
return y; S as (c')
end if
while zi 62 Ki and zi 6= 0 do
if di = 1 then
i ( ei
else if di  2 then
if zi0  0 then
i ( ei
else if zi0 > 0 then
z^i ( zi=zi0
i ( ei   (z^i   ei)=kz^i   eik
end if
end if
 ( [0;    ;0;i;0;    ;0]
p( PA
if p 2 intK then
return p as (a)
else if    p 2 K then
return    p as (b)
end if
( pT(p  z)=kp  zk
y ( y   (1  )






Ensure: (A) or (B) or (C)
t = [t1;    ; tp]( [1;    ; 1] 2 Rp; Q = I 2 Rnn
while 1 do
(judge; u; S)=BasicProcedure3(A;d; e=p)
if judge is A then
return Qu as (A)
else if judge is B then
return u as (B)
else if judge is C then
while S 6= ; do
i 2 S; S ( S   fig
if di = 1 then
G( 1p
2
else if di  2 then
 ( kyikyi0
if   0:6 then
w ( yi;v ( ei
else
w ( [1; 12 (1  1p2 )
yk1
yk0









; G( [ : ]Tv
"
  T




if ti  "di then
return (C)
end if




















s.t. Ax = b
x 2 K:
(6)
このとき K  Rn は p 個の 2 次錐 Kd1 2 Rd1 ;Kd2 2 Rd2 ; : : : ;Kdp 2 Rdp (d1 +    + dp = n) の直積






s.t. s = c ATy
















2 K  R+:
(8)
定理 14. (x; )が hPCiの内点許容解ならば x= は hP iの内点許容解である．
証明. (x; )が hPCiの許容解であることから
Ax = b
が成立する．また， は内点許容解であるので  > 0である．このことから
Ax= = b
となり x= は hP iの等式制約を満たす．一方，２次錐は錐であることから２次錐の内点である xの 1= 倍も
















y+ 2 Rm+ ;y  2 Rm+ ; s 2 K;  2 R+:
(9)
定理 15. (s;y+;y ; )が hDCiの内点許容解であるとき，(s=; (y+   y )=)は hDiの内点許容解である．
証明. (s;y+;y ; )が hDCiの内点許容解であることから
s = c AT(y+   y )
が成立する．また， > 0より
s= = c AT(y+   y )=
となり，(s=; (y+   y )=)は hDiの等式制約を満たす．一方，int(K)は錐であることから Kの内点である
sの 1= 倍も２次錐の内点であり，(y+   y )= は実数である．よって (s=; (y+   y )=)は hDiの内点
許容解である．となり，(s=; (y+   y )=)は hDiの等式制約を満たす．一方，int(K)は錐であることから
Kの内点である sの 1= 倍も Kの内点であり，(y+   y )= は実数である．よって (s=; (y+   y )=)は
hDiの内点許容解である．
4.4 主問題における双対定理を用いた近似解法
前節から，北原・土谷のアルゴリズムで hP iと hDiの内点許容解を得られることがわかった．この二つのシ
ステムを結合し双対ギャップが小さい許容解を求めることを考える．双対定理から，許容誤差 " > 0を用いて





nd (x; s;y+;y ; )
s.t.
24 A  bAT  AT I  c













は (m+ n+ 1) (2m+ 2n+ 1)である．




Ax  b = 0 (11)
AT(y+   y ) + s  c = 0 (12)
cTx  bTy+ + bTy     = 0 (13)














3.2 GHz Intel Core i5 16 GB 1867 MHz DDR3 OS X 10.12.6
5.1 北原・土谷のアルゴリズムの実装と動作確認
5.1.1 実験内容




をそれぞれランダムに生成して北原・土谷のアルゴリズムに解かせる実験を行なった．図 5，図 6，図 7 に，
行列のサイズm;n 2 Z++，２次錐の直積 Kの情報 d 2 Zp++，誤差  > 0を入力としてそれぞれ強実行可能，
実行不可能，弱実行可能な問題となる行列 Aを生成するアルゴリズムを示す．このとき，自然数 nに対して
rand(n)で各要素が開区間 (0; 1)の範囲の一様ランダムな n次元実数ベクトルを返し，自然数m;nに対して





Require: m; n; d = [d1;    ; dp]; 
Ensure: Strongly feasible problem A for hFP i
1: for i = 1 to p do
2: ai1 ( rand(di   1)
3: ai0 ( kai1k+ 
4: a( [a; ai0;ai1]
5: end for
6: Pa ( I   aaT=kak2
7: X ( rand(m;n)
8: A( (PaX)T
図 5 StronglyFeasibleProblem1(m;n;d; )
定理 17. 図 5によって生成された行列 Aによる hFP iは強実行可能な問題である．
証明. 図 5より，i 2 f1; : : : ; pgにおいて
ai0 = kai1k+  > kai1k
であるから，a 2 int(K)である．また Pa が aの核への射影であることから，Aと aの積は
Aa = (PaX)
Ta = XTPaa = X
T0 = 0
となり，Aによる hFP iに対して aが内点許容解となる．よって，生成された問題は強実行可能である．
Require: m; n; d = [d1;    ; dp]; 
Ensure: Infeasible problem A for hFP i
1: A( [ ]
2: for j = 1 to m do
3: for i = 1 to p do
4: bi1 ( rand(di   1)
5: bi0 ( kbi1k+ 
6: b( [b; bi0; bi1]
7: end for
8: A = [A; bT]
9: end for
図 6 InfeasibleProblem(m;n;d; )
定理 18. 図 6によって生成された行列 Aによる hFP iは実行不可能な問題である．
証明. 図 6より，i 2 f1; : : : ; pgにおいて
bi0 > kbi1k
であるから，b 2 int(K)．Kの内点である bと任意の x 2 Kとの積は
bTx > 0
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であり，Ax = 0となる x 2 Kは存在しない．
Require: m;n;d = [d1;    ; dp]
Ensure: Weakly feasible problem A for hFP i
1: for i = 1 to p do
2: ci1 ( rand(di   1)
3: ci0 ( kci1k
4: c+ ( [c; ci0; ci1]
5: c  ( [c; ci0; ci1]
6: end for
7: A( cT 
8: if m  2 then
9: Pc ( I   c+cT+=kc+k2
10: X ( rand(m  1; n)
11: A( [A; (PcX)T]
12: end if
図 7 WeaklyFeasibleProblem(m;n;d)
定理 19. 図 7によって生成された行列 Aによる hFP iは弱実行可能な問題である．
証明. K の境界に許容解が存在することと内点許容解が存在しないことを示す．図 7より，i 2 f1; : : : ; pgに
おいて
ci0 = kci1k
であり，開区間 (0; 1)によって値が定まるため c+; c  2 Knint(K)nf0gであり
cT+c  = 0





となる．Aによる hFP iに対して c+ が許容解となる．
次に，内点に許容解 xが存在すると仮定すると，Aの行に c  が含まれていることから hFP iの等式制約よ
り cT x = 0となる．c  = [c 1;    ; c p] 2 K;x = [x1;    ;xp] 2 int(K)とすると２次錐は自己双対錐であ
ることから
cT 1x1  0; : : : ; cT pxp  0
である．このことから，cT x = 0であるならば
cT 1x1 = 0; : : : ; c
T
 pxp = 0
である．このとき，補題 1より，cTx = 0ならば c = 0であるが，これは c 6= 0であることに矛盾する．よっ
て内点許容解は存在しない．よって生成された問題は弱実行可能である．






n = 6;m = 1; : : : ; 5;K = K3 K3; " = 10 5:
5.1.4 実験結果



























される様々な問題に対して改良点がどのような変化をもたらすか検証した．行列 A は rand(m;n) によって













図 11と図 12ではmの値ごとに左側を軸に (A)，(B)，(C)，(D)の出力された割合を棒グラフで示してお
り，右側を軸に最小実行時間，最大実行時間，平均実行時間を折れ線グラフで示している．乱数で生成した行








行不可能な問題が増えると予想される．図 13 を見ると MP1 では制約の数が n=2 を超えてくると C が出力






































n = 1000;m = 100; : : : ; 900;K = K10     K10; " = 10 5
5.3.2 実験結果
図 16にそれぞれの手法の計算時間をまとめた．このとき m = 500において突出して計算時間がかかって














n = 100;m = 10; : : : ; 90;K = K10     K10; " = 10 5:
5.4.3 実験結果









間を比較した．簡単のため，hP iの形で与えられた問題を hPDiの形にし，MP3で解くことを PDと呼ぶこ
ととする．実行可能な問題は図 20のアルゴリズムで生成した．
Require: m; n; d = [d1;    ; dp];  > 0
Ensure: Strongly feasible problem (A; b; c) for hP i
1: for i = 1 to p do
2: ai1 ( rand(di   1)
3: ai0 ( kai1k+ 





図 20 StronglyFeasibleProblem2(m;n; d; )
定理 20. 図 20によって生成された問題 (A; b; c)は hP iにおいて強実行可能な問題である．
証明. 図 20より，i 2 f1; : : : ; pgにおいて
ai0 > kai1k
であり Aa = bであるから，A; bに対して aが自明な内点許容解となる．よって生成された問題は実行可能
30
である．
ランダムに問題を十問生成し，PDと Gurobiによって得られる解を比較した．hP iにおいて，x が等式制
約を満たす度合いを等式制約違反度と呼ぶこととし，kAx   bkで表すこととする．等式制約違反度は値が
小さいほど精度の高い解であると言える．同時に，hP iにおいて，x = [x0;x1]が２次錐制約を満たす度合
いを２次錐制約違反度と呼ぶこととする．２次錐制約に違反していない場合は２次錐制約違反度を TRUEと
し，違反している場合は２次錐制約違反度を kx1k   x0 で表すこととする．
5.5.2 入力データ
与えた入力のスケールは以下の通りである：
n = 10;m = 5;K = K3 K3 K4; " = 0;  = 10 5:
5.5.3 実験結果
表 2 PDと Gurobiの平均実行時間
PDの平均実行時間 Gurobi平均実行時間
36.32秒 0.00秒
表 3 PDを解くことで得られた目的関数値と Gurobiの目的関数値の比較
問題番号 PDによる目的関数値 Gurobiによる目的関数値 Gurobiによる目的関数値  PDによる目的関数値
1  0:20090323  0:200954026 5:080 10 5
2  2:561458389  2:56174238 2:840 10 4
3 3:246724163 3:246783783  5:962 10 5
4 4:030226363 4:030208789 1:757 10 5
5  21:57323176  21:57733399 4:102 10 3
6 4:292640697 4:292594061 4:664 10 5
7 1:804229679 1:804174767 5:491 10 5
8 2:449437577 2:449425395 1:218 10 5
9 3:196080607 3:196107337  2:673 10 5
10 1:801666653 1:801645496 2:116 10 5
表 2では PD, Gurobiで 10問解いたときの平均実行時間を示している．表 3はそれぞれの解の目的関数値
とその差がどの程度であったかを示している．表 4では核問題におけるそれぞれの解の等式制約違反度をまと
めている．表 5，表 6ではそれぞれ PD， Gurobiによる解の２次錐制約違反度をまとめている．今回の実験
では２次錐の直積を K3 K3 K4 としているため，それぞれの２次錐についての２次錐制約違反度をまと
めた．
表 2 によると Gurobi では即座に解けているのに対して PD ではかなりの時間をかけて解いていることが
わかった．しかし，表 3によると PDは問題 3と問題 9に対して Gurobiより小さい最適値を算出している．
制約違反度について見ていく．表 4 では全ての問題において Gurobi より良い精度で解が出ていることがわ
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表 4 PDによる解と Gurobiによる解の等式制約違反度
問題番号 Gurobiによる解の等式制約違反度 PDの解の等式制約違反度
1 7:846 10 5 6:656 10 7
2 6:573 10 5 2:157 10 6
3 7:509 10 5 3:471 10 7
4 5:502 10 5 9:664 10 7
5 4:760 10 4 2:400 10 5
6 4:187 10 5 3:446 10 7
7 7:153 10 5 1:379 10 6
8 6:748 10 5 1:848 10 8
9 2:968 10 5 1:167 10 6
10 6:916 10 5 5:033 10 6
表 5 PDによる解の二次錐制約違反度
問題番号 K3 K3 K4
1 TRUE TRUE TRUE
2 TRUE TRUE TRUE
3 TRUE TRUE TRUE
4 TRUE TRUE TRUE
5 TRUE TRUE TRUE
6 TRUE TRUE TRUE
7 TRUE TRUE TRUE
8 TRUE TRUE TRUE
9 TRUE TRUE TRUE













問題番号 K3 K3 K4
1 TRUE TRUE  3:939 10 10
2 TRUE TRUE  1:918 10 9
3 TRUE TRUE TRUE
4 TRUE TRUE TRUE
5 TRUE TRUE TRUE
6 TRUE TRUE TRUE
7 TRUE TRUE TRUE
8 TRUE TRUE TRUE
9 TRUE TRUE TRUE
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