Getting deep convolutional neural networks to perform well requires a large amount of training data. When the available labelled data is small, it is often beneficial to use transfer learning to leverage a related larger dataset (source) in order to improve the performance on the small dataset (target). Among the transfer learning approaches, domain adaptation methods assume that distributions between the two domains are shifted and attempt to realign them. In this paper, we consider the domain adaptation problem from the perspective of dimensionality reduction and propose a generic framework based on graph embedding. Instead of solving the generalised eigenvalue problem, we formulate the graph-preserving criterion as a loss in the neural network and learn a domaininvariant feature transformation in an end-to-end fashion. We show that the proposed approach leads to a powerful Domain Adaptation framework; a simple LDA-inspired instantiation of the framework leads to state-of-the-art performance on two of the most widely used Domain Adaptation benchmarks, Office31 and MNIST to USPS datasets.
I. INTRODUCTION
It has been repeatedly shown that deep convolutional neural networks (CNNs) perform remarkably well for various supervised tasks in computer vision [1, 2] . However, the usefulness of these deep learning methods for real-world applications are limited when the training data is scarce. This is because the convolutional filters require huge amounts of training examples to learn and extract useful features from images [3] . Moreover, the fully connected layers of deep CNNs easily overfit small training data because their large capacity allows them to memorise the training examples [4] .
Inspired by how humans tackle new learning tasks by relying on prior knowledge from related domains, transfer learning aims to alleviate the issue of data scarcity. The main idea is to leverage information contained in a related larger dataset in order to improve the performance on a smaller dataset. We denote these by source domain D S and target domain D T respectively.
More formally, a domain D = {X , p(X)} can be defined as a feature space X and a marginal probability distribution p(X) of samples in that space X = {x 1 , . . . , x N } ∈ X . We want to learn an objective predictive function f (·) that predicts a label y i of a label space Y from the corresponding sample x i . This constitutes a task, T = {Y, f (·)} [5] . Transfer learning is the attempt of learning a target task T T from both source and target data X S and X T when there is a discrepancy in either the domains (D S = D T ) or tasks (T S = T T ). A source domain and a target domain are said to be different if the feature spaces are not the same (X S = X T ) or their marginal probability distributions are unequal, i.e. p(X S ) = p(X T ). In such cases, an effective way to learn the target task is to explicitly map the data to a common, domain invariant, representation. This learning tactic is called domain adaptation (DA). When the domain difference is one of distribution difference (p(X S ) = p(X T )), sometimes referred to as domain shift or covariate shift, it is called homogenous domain adaptation [6] . This is the most prevalent type domain adaptation and also the focus of our effort.
In this line of research, it is usually assumed that the source and target label spaces are the same. Depending on the availability of labels in the target domain, DA methods are categorised further into three buckets [6] . Supervised DA methods assume that the available target data is labelled albeit small. In the semi-supervised setting, in addition to a small amount of labelled target data, a larger amount of unlabelled target data is available. If only unlabelled target data is available, is it denoted unsupervised. The reader should note that many different and occasionally conflicting definitions Fig. 1 : Siamese network architecture for domain adaptation. Samples from the source and target domains are introduced to an embedding function ϕ consisting of a convolutional neural network. This produces a lower dimensional embedding for which an inter-domain loss can be computed. A prediction function h uses these embeddings to predict corresponding labels, for which a categorical cross-entropy loss is applied to evaluate each prediction at training time. Network updates are performed jointly from cross-entropy and domain adaptation losses, and network parameters are shared across both streams.
of semi-supervised and unsupervised DA were presented in [5, 6, 7, 8, 9, 10, 11] . When training data (e.g. images) is scarce, it might be straightforward to acquire a large number of images by scraping the web. However, the process of labelling these images is time-consuming and costly because of the manual human labour associated with the data annotation process. It is, therefore, of no surprise that the majority of domain adaptation methods in the literature focus on the unsupervised settings. However, in the case where the number of samples per class is very small, supervised domain adaptation approaches outperform the unsupervised methods [12] .
A popular approach employed in the few-shot supervised DA methods is to learn a feature transformation that maps same-class samples close together in a common latent space while pushing samples with different labels farther apart [12] , [13] . This can be done by utilising a Siamese network architecture [14] (see Fig. 1 ) and feeding pairs of samples from both domains as input. A loss function is defined at the output of the feature extractor of a deep CNN to encourage it to generate domain-invariant features.
In our work, we view domain adaptation from the vantage point of dimensionality reduction, and introduce a generic framework for the supervised DA problem using graph embedding. Inspired by Yan et al. [15] , we create two graphs. An intrinsic graph allows us to encode within-class compactness criteria and a penalty graph models between-class separability criteria. By connecting samples across domains, we can enforce desired properties such as domain invariance. One of the key advantages of this approach is that domain knowledge and design decisions can be easily encoded as rules of graph construction. We show how to construct an effective graph for domain adaptation inspired by Linear Discriminant Analysis.
Traditionally, graph embedding methods are optimised by solving the generalised eigenvalue problem. Recently, an unsupervised DA method solving the eigenproblem was proposed [16] . By contrast, our method uses the Siamese network architecture and is optimised in an end-to-end fashion using Backpropagation. Similar to other representation learningbased DA methods, we want to learn a non-linear feature transformation which generates domain-invariant and semantically meaningful features. Our contributions are: 1) We propose a graph-based domain adaptation method which performs on par with the current state-of-the-art. Graphs are conceptually easy to understand and it is straightforward to tailor them to specific problems. 2) We show how graph embedding-based domain adaptation methods can be optimised in an end-to-end fashion in a deep neural network instead of solving the generalised eigenvalue problem. Our method can scale when the number of samples in the source domains is very large. The rest of the paper is structured as follows. In Section II, we discuss other existing methods in the supervised DA setting. Section III details how we derive a general framework by posing the domain adaptation problem as dimensionality reduction. Moreover, we present a configuration of the proposed Domain Adaptation using Graph Embedding (DAGE) framework inspired by Linear Discriminant Analysis. We evaluate the algorithm on few-shot domain adaptation tasks using two canonical image datasets Office31 and MNIST to USPS in Section IV. Finally, in Section V we summarise and provide suggestions for future research.
II. RELATED WORKS
In the supervised DA setting, two recent works focus specifically on the problem of few-shot learning. Classification and Contrastive Semantic Alignment (CCSA) [12] uses the idea of contrastive loss introduced by Hadsell et al. [17] to pull together same-label samples in an embedding space and push away samples with different labels if they are within a given margin m. Sample pairs from source and target domains are fed as input to a Siamese deep neural network alongside an indication of whether the labels of the sample pair are the same (α = 1) or different (α = 0). Using the Euclidean distance of next-to-last layer features, d(x S , x T ) = ϕ n (x S ), ϕ n (x T ) 2 , the CSA domain adaptation loss is computed over the sum of pairs. This criterion is minimised jointly with the classification loss using gradient descent.
Domain Adaptation using Stochastic Neighborhood Embedding (d-SNE) uses the same training setup as CCSA. However, instead of minimising the distances of all pairs with the same label, the d-SNE loss [13] focuses on reducing the distance of the same-class pairs with the largest distance, and maximising the distance of the different class pairs that are closest on one another. For each batch of data, the d-SNE loss is defined as
Our work also uses the two-stream architecture and is trained similarly to CCSA and d-SNE. We, however, view the deep neural network as a function performing dimensionality reduction, and can utilise well-tested techniques from graph embedding to learn a non-linear feature transformation which is both domain-invariant and semantically meaningful.
Closest to our approach is the Graph Embedding Framework for Maximum Mean Discrepancy-Based Domain Adaptation Algorithm (GEF) [16] . Their work is unsupervised and focuses on Maximum Mean Discrepancy-based DA methods. The GEF algorithm is less appropriate for larger datasets as it solves the generalised eigenvalue problem in each iteration to generate pseudo labels. In contrast, our methods integrates the graph embedding objective in a deep neural network and is trained using Backpropagation.
III. METHODOLOGY
In this section, we present the proposed framework for domain adaptation. We start with a description of graph embedding.
A. Graph Embedding
Graph Embedding is a process of mapping the vertices of a graph into low-dimensional vectors which preserve the relationship structure inherent in the graph [15, 18] . It is a technique in representation learning which aims to distill useful information from high-dimensional data.
Let X = [x 1 , · · · , x N ] ∈ R D×N be matrix of the training samples and z = [z 1 , · · · , z N ] ∈ R 1×N be their corresponding one-dimensional representation. To represent similarity relationships between pairs of samples, we create an undirected graph G = (X, W) where each column in X represents a vertex and W ∈ R N ×N is the similarity matrix encoding pair-wise similarities between the graph vertices, i.e. the entry W (i,j) expresses the similarity between vertices x i and x j .
To obtain the optimal embeddings z * while preserving the similarity characteristics defined in the graph G, the graphpreserving criterion [15] is optimised:
where c is a constant and B ∈ R N ×N is a constraint matrix used to avoid trivial solutions. Eq. (3) can also be formalised in terms of a graph Laplacian:
The constraint matrix B can also be the Laplacian matrix of a penalty graph G p = (X, W p ). When we design the penalty graph to represent undesirable characteristics to be suppressed, optimising the graph-preserving objective jointly promotes desired similarity characteristics and penalises undesired characteristics. This framework can also be used to express our desire to create domain-invariant embeddings.
B. Domain Adaptation using Graph Embedding (DAGE)
In representation-based DA, the goal is to learn a transformation ϕ(·) where same-class features are placed close together in the embedding space (within-class compactness) while features with different labels are pushed farther apart (between-class separability) irrespective of their originating domain. We express this goal using graph embedding.
Suppose X S ∈ R D×N S and X T ∈ R D×N T are two matrices containing the training data from the source and target domains, respectively. Let Φ = [ϕ(X S ), ϕ(X T )] ∈ R d×N be a matrix of the feature representations for source and target data, where N = N S + N T . The within-class compactness objective can be achieved by minimising the expression:
where W encodes how the distance between a pair of features should be weighted with non-zero edges for sample-pairs corresponding to different domains. Similarly, the betweenclass separability objective can be expressed as:
Combining Eq. (5) and Eq. (6), we formulate the domain adaptation objective as a trace-ratio minimisation criterion:
where θ ϕ are the parameters of the embedding function.
Traditionally, graph embedding methods optimise either a linear projection ϕ(X) = a X or exploit the Representer Theorem to form a kernelised embedding function ϕ(X) = a K. Here, K is the (kernel) Gram matrix with K (i,j) = k(x i , x j ) and k(·, ·) is a nonlinear function evaluating the similarity between its entries [15] . The problem is optimised by solving the generalised eigenvalue problem.
We opt for a third choice: A CNN can be seen as a function f (x) = h(ϕ n (x)) where ϕ n : X → Z is a neural network used as a feature extractor which maps input data to a lowerdimensional subspace Z and h : Z → Y is the classifier which maps features to the label space Y. Note that by using this choice, our approach is also able to optimise the data representation ϕ n (x) based on the classification criterion as well. In practice, we use a Siamese network architecture with shared weights across both streams as shown in Fig. 1 . By simultaneously computing the embeddings for data from source and target domains, we optimise for a graph embedding loss for each batch of data:
We can then train the network end-to-end by jointly minimising the DAGE loss and cross-entropy losses for source and target data:
where β and γ weight the source and target cross-entropies. For M samples and K classes the cross-entropy is given as: where y ik is 1 if sample i belongs to class k, and is 0 otherwise, andŷ ik is the predicted probability that x i belongs to class k.
C. DAGE-LDA
Many different domain adaptation formulations can be achieved based on the choice of encoding rules for the weight matrices associated with the intrinsic and penalty graphs. One such rule is inspired by Linear Discriminant Analysis (LDA). By adopting the simple rule that samples from different domains but of the same class have an edge in the intrinsic graph, we encourage the network to learn a feature space that achieves same-class compactness regardless of the originating domain:
In practice, we found the removal of within-domain edges to work slightly better, albeit with a negligible difference. The corresponding penalty weight matrix is
which produces the inverse across-domain edges as compared to the intrinsic graph. A depiction of the source an target graphs for a small batch of data is shown in Fig. 2 
IV. EXPERIMENTS & RESULTS
We evaluated DAGE-LDA as well as the recent state of the art methods CCSA [12] and d-SNE [13] on the two image dataset collections typically used for benchmarking domain adaptation methods 1 .
The Office31 [19] is a canonical dataset created for the purpose of studying the effects of domain shift in computer vision. It consists of 31 classes from three visual domains: In the Webcam domain, 795 images of the same five objects as in the DSLR domain were captured using a low-res webcam. These images are noisy and suffer from colour distortions. A sample of the images in the Office31 is shown in Fig. 3 . Another common domain adaptation task is from the MNIST [20] to USPS [21] dataset. Both datasets consist of grayscale images of handwritten digits from 0 to 9. MNIST contains 70,000 28 × 28 images and USPS 11,000 16 × 16 images.
Following the procedure in the source code of [13] , the data is augmented using rotation, zoom, flipping, hue, saturation, brightness, and contrast when relevant. To find the best hyper-parameter values for each of the evaluated methods, we employed Bayesian Optimisation using the Expected Improvement acquisition function [22] and the search space summarised in Table I .
A. Office31
The experimental setup for the Office31 datsets follows the procedure in [12, 13, 23] . First, a VGG16 [24] model with its convolutional layers pre-trained on ImageNet [25] and randomly initialised dense layers of sizes 1024 and 128 is finetuned on all available source data. For this, we used a gradualunfreeze procedure [26] , unfreezing four pretrained layers each time the model converges. The resulting model is denoted FT-Source. Then, samples are selected randomly from source and target domains. Twenty samples per class are drawn from the II: Macro average classification accuracy (%) for Office-31 using a VGG16 network pretrained on ImageNet. The reported results are the mean and standard deviation across five runs. Top rows: Results reported in [12] and [13] . Bottom rows: Our experimental results.
FT-Source [12] 62.3 ± 0.8 61.2 ± 0.9 58.5 ± 0.8 80.1 ± 0.6 51.6 ± 0.9 95.6 ± 0.7 68.2 FT-Source [13] 62.4 ± 0.4 61. Each training sample is thus either a positive or negative pair of source and target samples depending on whether the corresponding labels are equal. To limit the dataset size, negative pairs are randomly discarded to achieve a 3:1 ratio of negative to positive pairs. Using the resulting datasets and the FT-Source model as initial model weights, the domain adaptation is performed. As a simple baseline comparing the efficiency of domain adaptation to standard parameter-based transfer learning, we fine-tune a FT-Source model using all the target data. This is called FT-Target. For each of the six transfers, the experiment is repeated five times.
To produce a fair comparison, we implemented DAGE-LDA as well as CCSA and d-SNE based on their publicly available code. An individual hyper-parameter search was conducted for each method and transfer prior to testing. The results are shown in Table II . Following the practice in the source code of [12] and [13] , the test set was used to determine early stopping. The reader should thus consider the published results of [12] , [13] as well as this paper as validation results.
It is clear that all the evaluated DA methods outperform the baseline (FT-Target) by a comfortable margin. In our experiments, d-SNE performed slightly better than CCSA, but less so than was concluded by Xu et al. [13] . DAGE-LDA performs on par with d-SNE. For the D ↔ W transfers, where the source and target data are very similar, our results generally beat the published results. We attribute this to our use of gradual unfreeze, which arguably succeeded in retaining useful knowledge from the source domain. Despite our best efforts, we could not reproduce the results reported in [12] and [13] on the other transfers, neither with their source code or with our implementations. Moreover, we observed a significantly larger standard deviation of the results in our own experiments. 
B. MNIST → USPS
Following the procedure in [12, 13, 27] , we sample 2,000 images from MNIST at random, as well as a small number of samples per class from USPS. Experiments using 1, 3, 5 and 7 target samples per class were conducted and each experiment was repeated 10 times. The network architecture consists of two 5×5 convolutional layers with 6 and 16 filters, followed by two fully connected layers of sizes 120 and 84. This is the same as reported by [12] and [13] , though their source code deviated from this. Prior to testing their publicly available code, we made the minimal modifications necessary for the executed code to match the experimental description 2 3 . Moreover, an implementation bug in the CCSA codebase was fixed to ensure that the model parameters are reset between experiments. In our own implementation, we used dropout, weight decay, and optionally batch norm with values found through an individual hyperparameter search for each method.
The results of our tests are shown in Table III . As in the Office 31 experiments, there is a gap between the reported results and what we reproduced. The difference is especially large for the reproduction using the published codes for CCSA and d-SNE. For CCSA, we suspect that the model weights were not reset between runs for the published results, c.f. the identified bug. The rectification of this bug resulted in more than 15% drop in accuracy. The d-SNE code did not contain an implementation of the network architecture described above. Instead LeNet++ [28] was implemented. For a fair comparison, we modified the baseline architecture in d-SNE's code to match the experiment description and ran the script provided by the d-SNE authors. Even with the LeNet++ network architecture, we were unable to reproduce the reported results using d-SNE's official code. This could partly be attributed to the lack of hyper-parameter optimisation but no code was provided to search for the best hyper-parameters. Our own implementation performed better, but did not reach the reported results. Interestingly, CCSA clearly outperformed the other methods for 1 and 3 target samples per class, whereas DAGE-LDA was best for 5 and 7. Contrary to our expectation, d-SNE performed worst for MNIST → USPS.
C. Discussion of Experimental Setup
In our effort to reproduce the results of CCSA and d-SNE, we saw a trend that was recently outlined in [29, 30, 31] , namely that published results do probably not generalise. Supporting this, is our observation that a validation set was not used in either of the published codes. Furthermore, in the testing procedure, we observed that evaluation on the test set was performed after every epoch of training, with the end-result being the highest performing evaluation throughout training process. Hence, the test set was used as validation set in practice. We also employed the "test-as-validation" practice to better compare our results with the published ones. An explanatory factor behind the adoption of this practice may be that neither the Office31 datasets nor USPS include an explicit test set. While we have not checked the source code of other methods, we suspect that the results of many domain adaptation methods using these datasets is best viewed as the performance on a validation set.
V. CONCLUSION
Domain adaptation methods help achieve better performance on tasks where data is scarce by leveraging larger related datasets to learn good feature representations. In this work, we treat domain adaptation as a dimensionality reduction problem and propose a novel use of Graph Embedding by integrating the trace-ratio objective as a loss in a deep neural network, that is trained end-to-end. Using this Domain Adaptation Graph Embedding framework, we test a simple LDA-inspired domain adaptation loss (DAGE-LDA) on standard benchmarking datasets together with reimplementations of CCSA and d-SNE, two the recent state-of-the-art methods. During the evaluation of the official source code for CCSA and d-SNE, we encountered reproducibility issues, deviation from published experimental descriptions, and a lack of independent test-splits. However, under identical conditions, DAGE-LDA matches or beats the overall accuracy of both methods.
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