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$w(r_{1}, \ldots, r_{j}; k)$ $r_{1}+\cdots+r_{j}=k(j=1, \ldots, k)$ $r_{1},$
$\ldots,$ $r_{j}$
} $\mathrm{A}1$
1 $j=1,$ $\ldots,$ $k$ ,
$g_{(j)}(x_{1}, \ldots, x_{j})=$
$\sum_{r_{1}+\cdots+r_{j}=k}^{+}$ $r_{1}+\cdots+r_{j}=k$ ($j\text{ }$ $k$ )
$r_{1},$
$\ldots,$ $r_{j}$
[ $d$ ( $k$ ,j)=\Sigma r+l ...+rj $=kw(r_{1}, \ldots, r_{j}; k)$ $(j=1,2, \ldots, k)$
$D(n, k)= \sum_{j=1}^{k}d(k,j)(\begin{array}{l}nj\end{array})\text{ }$ $j=1,$ $\ldots,$ $k$ . $U_{n}^{(j)}$ $g_{(j)}(x_{1}, \ldots, x_{j}; k)$
, $F$ $n$ $X_{1},$
$\ldots,$
$X_{n}$ $\mathrm{U}$- ( (1) )
$g(j)(x_{1}, \ldots, x_{j}; k)$ $w(r_{1}, \ldots,r_{j}; k)$ $j_{0}$ [
$d(k,j_{0})=0$ , $U_{n}^{(j\mathrm{o})}=0$ (Toda and Yamato (2001))
$\mathrm{Y}$- $\mathrm{U}$- V-
:
(1) $w$ $w(1,1, \ldots, 1;k)=1_{\text{ }}$ $j=1,$ $\ldots,$ $k-1$ $r_{1}+\cdots+r_{j}=k$
$r_{1},$
$\ldots,$ $r_{j}$
$w(r_{1}, \ldots, r_{j}; k)=0$
(1.1) $\mathrm{Y}$- U-




(2) $w$ , $j=1,$ $\ldots,$ $k$ $r_{1}+\cdots+r_{j}=k$ $r_{1},$ $\ldots,$ $r_{j}$





(3) $w$ , $j=1,$ $\ldots,$ $k$ $r_{1}+\cdots+r_{j}=k$ $r_{1},$ $\ldots,$ $r_{j}$
( $w(r_{1}, \ldots, r_{j}; k)=k!/(r_{1}!\cdots r_{j}!)$ . . (1.1)
$\mathrm{Y}$- V-
$V_{n}= \frac{1}{n^{k}}\sum_{j_{1}=1}^{n}\cdots\sum_{j_{k}=1}^{n}g(X_{j_{1}}, \ldots, X_{j_{k}})$ .
(4) $w$ , $j=1,$ $\ldots,$ $k$ $r_{1}+\cdots+r_{j}=k$ $r_{1},$ $\ldots,$ $r_{j}$





$X_{n}$ (Nomachi et al. (2002))
2U-
$\sigma^{2}=Var(g(X_{1}, \ldots, X_{k}))>0$ $m=[n/k]$ $[x]$ $x$ 41
Lemma 21(Serfling (1980, p.201)) $a$ $b$ $a\leq g(x_{1}, \ldots, x_{k})\leq b$ \leq
$t>0$ $n\geq k$ ,
$P(U_{n}- \theta\geq t)\leq\exp(-\frac{2mt^{2}}{(b-a)^{2}})$ (2.1)




$\lim_{narrow\infty}\frac{1}{n}\log P(U_{n}-\theta\geq t)\leq-\frac{t^{2}}{2k(\sigma^{2}+\frac{1}{3}(b-a)t)}$ .
Markov $P((U_{n}-\theta\geq t)=P(e^{s(U_{n}-\theta-t)}\geq 1),$ $s>0$
$P(U_{n}-\theta\geq t)\leq E[e^{s(U_{n}-\theta-t)}]$ $( s>0)$ . (2.3)
(2.1) :(2.3) $e^{Q(s)}(s>0)$
$Q(s)=(b-a)l^{2}/(8m)$ -st $Q(s)$ $s>0$ (2.1)





Lemma 2.2(Christofides (1991)) (a) $M>0$ $E|g(X_{1}, \ldots, X_{k})-\theta|^{r}\leq$
$r!\sigma^{2}M^{r-2}/2(r=2,3, \ldots)$ $t>0$
$P(U_{n}- \theta\geq t)\leq\exp(-\frac{m}{2M^{2}}(\sqrt{2tM+\sigma^{2}}-\sigma)^{2})$ . (2.6)
(b) $a$ $b$ $a\leq g(x_{1}, \ldots, x_{k})\leq b$ $t>0$ ,
$P(U_{n}- \theta\geq t)\leq\exp(-\frac{9m}{2(b-a)^{2}}(\sqrt{\frac{2}{3}t(b-a)+\sigma^{2}}-\sigma)^{2})$ . (2.7)
(2.1) (2.2) ;
$\lim_{narrow\infty}\frac{1}{n}\log P(U_{n}-\theta\geq t)\leq-\frac{1}{2kM^{2}}(\sqrt{2tM+\sigma^{2}}-\sigma)^{2}$
$\lim_{narrow\infty}\frac{1}{n}\log P(U_{n}-\theta\geq t)\leq-\frac{9}{2k(b-a)^{2}}(\sqrt{\frac{2}{3}t(b-a)+\sigma^{2}}-\sigma)^{2}$ .
$g(x_{1}, \ldots, x_{k})$ [ { ;









$g^{(l)}(x_{1}, \ldots, x_{l})=\psi_{l}(x_{1}, \ldots, x_{l})-\sum_{i=1}^{l-1}\sum_{1\leq j_{1}<\cdots<j_{i}\leq l}g^{(i)}(x_{j_{1}}, \ldots, x_{j_{i}})-\theta$ .
$\sigma_{1}^{2}=Var(\psi_{1}(X_{1}))>0$ . $\Phi(x)$ :
$\Phi(x)$ (
$1- \Phi(x\pm(\ln n)^{-2})=(1-\Phi(x))(1+o(\frac{1}{\ln n}))$ (2.8)
A $\leq x\leq c\sqrt{\ln n}$ $A\geq 0$ $c>0$ (Vandemaele and
Veraverberke(1982) $)$ .
Lemma 23(Vandemaele and Veraverberke(1982), Lemma 1)
(a) $p>2+c^{2}(c>0)$ $p$ $E|g(X_{1}, \ldots, X_{k})|^{p}<\infty$ .
$P( \frac{\sqrt{n}}{k\sigma_{1}}(U_{n}-\theta)>x)=(1-\Phi(x))(1+o(\frac{1}{\ln n}))$ (2.9)
$-A\leq x\leq c\sqrt{\ln n}$ $A\geq 0$ .
(b) $p=1,2,$ $\cdots$ $E|g(X_{1}, \ldots, X_{k})|^{p}<K^{p}p^{\gamma p}$ $K$
$\gamma\geq 0$ $p$
$P( \frac{\sqrt{n}}{k\sigma_{1}}(U_{n}-\theta)>x)=(1-\Phi(x))(1+o(1))$ (2.10)




$E|g^{(l)}(X_{1}, \ldots, X_{l})|^{c_{1}+c^{2}}<\infty$ , $l=2,$ $\ldots,$ $k$ ,
$c_{l}=2l/(2l-1)$ $c>0$
$P( \frac{\sqrt{n}}{k\sigma_{1}}(U_{n}-\theta)>x)=(1-\Phi(x))(1+o(\frac{1}{1\mathrm{n}n}))$
A $\leq x\leq c\sqrt{\ln n}$ A\geq 0
Lemma 25(Borovskikh(1996)) Lemma 2.4 ,
$P( \frac{\sqrt{n}}{k\sigma_{1}}(U_{n}-\theta)>c\sqrt{\ln n})=\frac{1}{\sqrt{2\pi c^{2}\ln n}}n^{-\frac{\mathrm{c}^{2}}{2}}(1+O(\frac{1}{\ln n}))$ .
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3Y-
$j=1,$ $\ldots,$ $k$ [
$\theta_{j}=E(g_{(j)}(X_{1}, \ldots, X_{j}))$ ,
$\sigma_{(j)}^{2}$ $=Var(g_{(j)}(X_{1}, \ldots,X_{j}))$ ,
$\tau^{2}=\max\{\sigma_{(1)}^{2}, \ldots, \sigma_{(k)}^{2}\}$
$\theta_{k}=\theta$ , $\sigma_{(k)}^{2}=\sigma^{2}$ .
Theorem 31(Yamato (2002)). $a$ $b$ [ $a\leq g(x_{1}, \ldots, x_{k})\leq b$
$t>0$ $n\geq k$ ,
$P( \mathrm{Y}_{n}-E\mathrm{Y}_{n}\geq t)\leq\exp(-\frac{2mt^{2}}{(b-a)^{2}})$ (3.1)
$P( \mathrm{Y}_{n}-E\mathrm{Y}_{n}\geq t)\leq\exp(-\frac{mt^{2}}{2(\tau^{2}+\frac{1}{3}(b-a)t)})$ . (3.2)
$s>0$
$P(\mathrm{Y}_{n}-E\mathrm{Y}_{n}\geq t)\leq P(e^{s(\mathrm{Y}_{n}-E\mathrm{Y}_{n}\geq t)}\geq 1)\leq E(e^{s(\mathrm{Y}_{n}-E\mathrm{Y}_{n}-t)})$
$=E \exp(\sum_{j=1}^{k}\frac{d(k,j)}{D(n,k)}(\begin{array}{l}nj\end{array})$s(Un(j $-\theta_{j}-t)$).
$d(k, j)/D(n, k))(\begin{array}{l}nj\end{array})$ $j=1,$ $\cdots,\cdot k$ , Jensen.’s inequality
$P( \mathrm{Y}_{n}-E\mathrm{Y}_{n}\geq t)\leq\sum_{j=1}^{k}\frac{d(k,j)}{D(n,k)}(\begin{array}{l}nj\end{array})E(e^{s(U_{n}^{(j)}-\theta_{j}-t)})$ , $s>0$ . (3.3)
$a\leq g_{(j)}\leq b$ $E(U_{n}^{(j)})=\theta_{j}(j=1, \ldots, k)$ , (2.3)
$m=[n/k]\leq[n/j](j=1, \ldots, k)$ ,
$\inf_{s>0}E(e^{s(U_{n}^{(j)}-\theta_{j}-t)})\leq\exp(-\frac{2[\frac{n}{j}]t^{2}}{(b-a)^{2}})\leq\exp(-\frac{2mt^{2}}{(b-a)^{2}})$ .
(3.3) , $D(n, k)= \sum_{j=1}^{n}d(k,j)(\begin{array}{l}nj\end{array})$ (3.1)




(3.3) , (3.2) $\square$
(3.3)
$P( \mathrm{Y}_{n}-\theta\geq t)\leq\sum_{j=1}^{k}\frac{d(k,j)}{D(n,k)}(\begin{array}{l}nj\end{array})E(e^{s(U_{n}^{(j)}-\theta_{j}-t)})e^{s(\theta_{j}-\theta)}$ , $s>0$ .
$E(e^{s(U_{n}^{(j)}-\theta_{j}-t)})$ $s>0$ $\inf$ ( $s$
(3.3) )
$P( \mathrm{Y}_{n}-\theta\geq t)\leq\sum_{j=1}^{k}\frac{d(k,j)}{D(n,k)}(\begin{array}{l}nj\end{array})\exp(-\frac{2mt^{2}}{(b-a)^{2}})e^{s(\theta_{j}-\theta)}$, $s>0$ .
$s>0$ $s=1$ $M= \max_{1\leq j\leq k}e^{\theta_{j}-\theta}$




$\lim_{narrow\infty}\frac{1}{n}\log P(\mathrm{Y}_{n}-\theta\geq t)\leq-\frac{t^{2}}{2k(\tau^{2}+\frac{1}{3}(b-a)t)}$ .
Theorem 32(Yamato (2002)). (a) $M>0$ $j=1,$ $\ldots,$ $k$
$r=2,3,$ $\ldots$ $E|g_{(j)}(X_{1}, \ldots, X_{j})-\theta_{j}|^{r}\leq r!\sigma^{2}M^{r-2}/2$
$t>0$ ,
$P( \mathrm{Y}_{n}-E\mathrm{Y}_{n}\geq t)\leq\exp(-\frac{m}{2M^{2}}(\sqrt{2tM+\tau^{2}}-\mathcal{T})^{2})$ . (3.4)
(b) $a$ $b$ $a\leq g(x_{1}, \ldots, x_{k})\leq b$
$t>0$ [
$P(\mathrm{Y}_{n}-E\mathrm{Y}_{n}\geq t)\leq\exp\{$ - (3.5)
$\mathrm{U}$- ( $\mathrm{F}\mathrm{f}$ ,
Serffing (1980, p.180) and Borovskikh (1996, p.14) $)$ $\sigma^{2}>0$




2 , ; $j=1,$ $\ldots,$ $k$
$Ee^{s(U_{n}^{(j)}-\theta_{j}-t)} \leq\exp(-st+\frac{\sigma_{j}^{2}s^{2}}{2([\frac{n}{j}]-sM)})$ , $0<s< \frac{m}{M}(\leq\frac{[\frac{n}{j}]}{M})$ ,
(Christofides (1991, p.258-259)). $m\leq[n/j]$ $\tau^{2}\geq\sigma_{j}(j=1, \ldots, k)$ ,
$Ee^{s(U_{n}^{(j)}-\theta_{j}-t)} \leq\exp(-st+\frac{\tau^{2}s^{2}}{2(m-sM)})$ , $0<s< \frac{m}{M}$ .
(3.3)
$P( \mathrm{Y}_{n}-E\mathrm{Y}_{n}\geq t)\leq\exp(-st+\frac{\tau^{2}s^{2}}{2(m-sM)})$ , $0<s< \frac{m}{M}$ .
$y=m-sM(>0)$ , ;
$\frac{1}{2M^{2}}(\frac{\tau m}{\sqrt{y}}-\sqrt{(2tM+\tau^{2})y})^{2}+\frac{m}{M^{2}}(\sqrt{2tM+\tau^{2}}\cdot\tau-(tM+\tau^{2}))$ .
(b) , (a) $M=(b-a)/3$ (Christofides (1991, p.259)).




Theorem 3.3 (Yamato (2002)). (a) $p>2+c^{2}(c>0)$ [ $E|g(X_{1)}\ldots, X_{k})|^{p}<$
$\infty$ $E|g(X_{j_{1}}, \ldots, X_{j_{k}})|^{p-2}<\infty,$ $1\leq j_{1}\leq\cdots\leq j_{k}\leq k_{f}$ .
$P( \frac{\sqrt{n}}{k\sigma_{1}}(\mathrm{Y}_{n}-\theta)>x)=(1-\Phi(x))(1+o(\frac{1}{\ln n}))$ (3.6)
$-A\leq x\leq c\sqrt{\ln n}$ A>0
(b) $p=1,2,$ $\cdots$ $E|g(X_{j_{1}}, \ldots, X_{j_{k}})|^{p}<K^{p}p^{\gamma p},$ $1\leq j_{1}\leq\cdots\leq j_{k}\leq k$,
$K$ $\gamma\geq 0p$
$P( \frac{\sqrt{n}}{k\sigma_{1}}(\mathrm{Y}_{n}-\theta)>x)=(1-\Phi(x))(1+o(1))$ (3.7)\supset
$-A\leq x\leq o(n^{\alpha})(A\geq 0)$ \mbox{\boldmath $\alpha$}=1/{2(3+2\gamma )}
180
181
$d(k, k)=w(1, \ldots, 1;k)>0$ , $\beta(\geq 0)$
$\frac{d(k,k)}{D(n,k)}(\begin{array}{l}nk\end{array})=1-\frac{\beta}{n}+O(\frac{1}{n^{2}})$ (3.8)
$\sum_{j=1}^{k-1}\frac{d(k,j)}{D(n,k)}(\begin{array}{l}nj\end{array})=\frac{\beta}{n}+O(\frac{1}{n^{2}})$ . (3.9)
$\mathrm{U}$-statistic $U_{n}$ , $\beta=0$ . Theorem 33(b) ,
$\beta>0$ ,
$\mathrm{U}$- Section 2 $\mathrm{V}$- $V_{n}$ $\mathrm{S}$- $S_{n}$
, $\beta=k(k-1)/2_{\text{ }}\mathrm{L}\mathrm{B}$- $B_{n}$ , $\beta=k(k$ -y
$\mathrm{Y}_{n}=U_{n}+$
$r>0$ . . . , $j_{k}$
$E|g(X_{j_{1}}, \ldots,X_{j_{k}})|^{r}<\infty$
$E|$ R $|^{r} \leq\frac{C_{1}}{n^{r}}$ , (3.10)
(Toda and Yamato (2001)) .




(3.6) Markov (3.10) $\epsilon=(\ln n)^{-2}$
$P$ ( $\frac{\sqrt{n}}{k\sigma_{1}}|$ $|> \epsilon)\leq C_{2}\frac{(\ln n)^{2(p-2)}}{n^{(p-2)/2}}$, (3.12)
$C_{2}(>0)$ $x>0$ , $1-\Phi(x)\approx(\sqrt{2\pi}x)^{-1}e^{-x^{2}/2}$
( , Johnson et al. (1994)) $-A\leq x\leq c\sqrt{\ln n}$ 1 ,
l/(l-\Phi (x))\leq O((ln n)1/2nc”/2) (3.12) $p-c^{2}>2$ ,
$\frac{P(_{k\sigma_{1}}^{L^{n}}|R_{n}|>\epsilon)}{1-\Phi(x)}=O(\frac{(\ln n)^{2(p-2)+1/2}}{n^{(p-2-c^{2})/2}})$ .
181
$\frac{P(\frac{\sqrt{n}}{k\sigma_{1}}|R_{n}|>\epsilon)}{1-\Phi(x)}=o((\ln n)^{-1})$ . (3.13)
$\text{ }$ (2.9)
$P( \frac{\sqrt{n}}{k\sigma_{1}}(U_{n}-\theta)>x\pm\epsilon)=(1-\Phi(x\pm\epsilon))(1+o((\ln n)^{-1})))$ .
$\epsilon=(\ln n)^{-2}$ (2.8) 1)
$P( \frac{\sqrt{n}}{k\sigma_{1}}(U_{n}-\theta)>x\pm\epsilon)=(1-\Phi(x))(1+o((\ln n)^{-1})))$ . (3.14)
(3.13) (3.14) (3.11) , (3.6)
(3.7). $g$ ,
$(E|U_{n}^{(j)}|^{p})^{1/p}\leq Kp^{\gamma}$ , $j=1,$ $\ldots,$ $k$ .
(3.8), (3.9) Mi owski ,
$\{E| R$ $|^{p} \}^{1/p}\leq Kp^{\gamma}(\frac{2\beta}{n}+O(\frac{1}{n^{2}}))$ .
$p=1,2,$ $\ldots$
$E| \sqrt{n}R_{n}|^{p}\leq(2\beta K)^{p}n^{-p/2}p^{p\gamma+1}(1+O(\frac{1}{n}))$ .
Markov , $\epsilon=n^{-}$’ $p=cn^{(1-2\alpha)/(2+2\gamma)}(\alpha=1/\{2(3+2\gamma)\})$
$P(|\sqrt{n}R_{n}|\geq\epsilon)\leq O((2\beta Kn^{\alpha-\frac{1}{2}}p^{\gamma})^{p}\cdot p)=O(e^{p[\ln(2\beta K)-\ln p]+\ln p})$ (3.15)
$Pn$ $pnarrow 0$ $p_{n}n^{\alpha}arrow\infty$
$1/(1-\Phi(p_{n}n^{\alpha}))\approx\sqrt{2\pi}p_{n}nX^{p_{n}^{2}n^{\mathit{2}}}$“/2 $\epsilon=n^{-\alpha},$ $p=cn^{(1-2\alpha)/(2+2\gamma)}$
$\alpha=1/\{2(3+2\gamma)\}$ ,
$\frac{P(_{k\sigma_{1}}^{p_{n}}|R_{n}|>\in)}{1-\Phi(p_{n}n^{\alpha})}=O(pn\mathrm{e}\mathrm{x}\mathrm{P}(\ln c+n^{2\alpha}(\frac{p_{n}^{2}}{2}+C_{3}-(2\alpha c-\frac{3\alpha}{n^{2\alpha}})\ln n)))$ .
$\alpha c>0$ $narrow\infty$ $\infty$ $C_{3}$ $c$
$\beta$ $K$ $narrow\infty$ 0
$P( \frac{\sqrt{n}}{k\sigma_{1}}|Rn|>n^{-\alpha})=(1-\Phi(x))\cdot o(1)$ (3 $\cdot$ 16)






A $\leq x\leq o(n^{\alpha})$ ((3.16) )
(3.16) (3.17) (3.11) , (3.7)
Corollary $R_{n}$ Therem 33(a) Lemma 2.4
(a)
Corollary 34(Yamato (2002)). $c>0$ $p>2+c^{2}$
$E|g(X_{j_{1}}, \ldots, X_{j_{k}})|^{p-2}<\infty$ , $(1\leq j_{1}\leq\cdots\leq j_{k}\leq k)$ , $p>2+c^{2}$ ,
$E|g^{(1)}(X_{1})|^{p}<\infty$ , $p>2+c^{2}$ ,
$E|g^{(l)}(X_{1}, \ldots, X_{l})|^{c\iota+c^{2}}<\infty$ , $l=2,$ $\ldots,$ $k$ ,
$c_{l}=2l/(2l-1)$
$P( \frac{\sqrt{n}}{k\sigma_{1}}(\mathrm{Y}, -\theta)>x)=(1-\Phi(x))(1+o(\frac{1}{1\mathrm{n}n}))$
A $\leq x\leq c\sqrt{\ln n}$ $A\geq 0$ .
. $1-\Phi(c\sqrt{\ln n})=(2\pi c^{2}\ln n)^{-1/2}n^{-c^{2}/2}(1+O((\ln n)^{-1}))$ \vee ) \leq
Corollary 35(Yamato (2002)). Corollary 3.4 ,
$P( \frac{\sqrt{n}}{k\sigma_{1}}(\mathrm{Y}_{n}-\theta)>c\sqrt{\ln n})=\frac{1}{\sqrt{2\pi c^{2}\ln n}}n^{-\frac{c^{2}}{2}}(1+O(\frac{1}{\ln n}))$ .
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