The TOTEM collaboration has measured the elastic proton-proton differential cross section dσ /dt at √ s = 13 TeV LHC energy using dedicated β * = 90 m beam optics. The Roman Pot detectors were inserted to 10σ distance from the LHC beam, which allowed the measurement of the range [0.04 GeV 2 ; 4 GeV 2 ] in four-momentum transfer squared |t|. The efficient data acquisition allowed to collect about 10 9 elastic events to precisely measure the differential cross-section including the diffractive minimum (dip), the subsequent maximum (bump) and the large-|t| tail. The average nuclear slope has been found to be B = (20.40 ± 0.002 stat ± 0.01 syst ) GeV −2 in the |t|-range 0.04 GeV 2 to 0.2 GeV 2 . The dip position is |t dip | = (0.47 ± 0.004 stat ± 0.01 syst ) GeV 2 . The differential cross section ratio at the bump vs. at the dip R = 1.77 ± 0.01 stat has been measured with high precision. The series of TOTEM elastic pp measurements show that the dip is a permanent feature of the pp differential cross-section at the TeV scale.
Introduction
This paper presents a high-statistics proton-proton elastic differential cross-section dσ /dt measurement by the TOTEM experiment at a center-of-mass LHC energy √ s = 13 TeV. The square of four-momentum transferred in the elastic process, |t|, covers an unprecedented range from 0.04 GeV 2 to 4 GeV 2 . The large |t|-spectrum has been achieved with special and efficient data acquisition, which allowed to collect an order of 10 9 elastic events. The elastic differential cross-section dσ /dt spans ten orders of magnitude in one data set, providing a unique insight into the elastic interaction of protons.
The TOTEM collaboration has already measured proton-proton elastic scattering at several LHC energies: √ s = 2.76 TeV, 7 TeV, 8 TeV and 13 TeV [1] [2] [3] [4] [5] [6] . The present results continue the series of measurements at √ s = 13 TeV, showing the exponential-like part at low-|t|, characterized by an average nuclear slope B, the diffractive minimum of the dσ /dt and the perturbative regime.
The main features of the observed dσ /dt at the Intersecting Storage Ring (ISR) about 40 years ago are all present at the TeV scale [7] . The √ s dependence of the dσ /dt shows the shrinkage of the elastic peak with increasing √ s, thus the average nuclear slope B increases and the dip moves to lower |t| values. The precise data at √ s = 13 TeV confirms the significant deviation from an exponential in the |t|-range from about 0.05 GeV 2 to 0.2 GeV 2 , first observed at 8 TeV by the TOTEM experiment [8] .
The TOTEM measurements confirmed the existence of the dip at the collision energies √ s = 2.76 TeV, 7 TeV, 8 TeV and 13 TeV. In total a range of 10 TeV center-of-mass energy is covered, and the observations demonstrate that the diffractive minimum is a permanent structure at the TeV scale [1] [2] [3] [4] [5] [6] .
Experimental setup
The Roman Pot (RP) units used for the present measurement are located on both sides of the LHC Interaction Point 5 (IP5) at distances of ±213 m (near) and ±220 m (far), see Fig. 1 . A unit consists of 3 RPs, two approaching the outgoing beam vertically and one horizontally. The horizontal RP overlaps with the two verticals and allows for a precise relative alignment of the detectors within the unit. The 7 m long lever arm between the near and the far RP units has the important advantage that the local track angles in the x and y-projections perpendicular to the beam direction can be reconstructed with a precision of about 3 µrad.
Each RP is equipped with a stack of 10 silicon strip detectors designed with the specific objective of reducing the insensitive area at the edge facing the beam to only a few tens of micrometers. The 512 strips with 66 µm pitch of each detector are oriented at an angle of +45 • (five planes) and -45 • (five planes) with respect to the detector edge [9] . The complete and detailed description of the TOTEM experiment is given in [10, 11] . 
Data taking and analysis
The analysis has been performed on a large data sample, including seven data sets (DS1 -DS7) recorded in 2015, corresponding to the LHC fills 4495, 4496, 4499, 4505, 4509, 4510 and 4511, respectively. The LHC beam was configured with the β * = 90 m optics described in detail in [3, [12] [13] [14] .
The RP detectors were placed at a distance of 10 times the transverse beam size (σ beam ) from the outgoing beams. The special trigger settings allowed to collect about 10 9 elastic events.
The angular resolution is different for each of the data sets DS1-DS7, and it deteriorates with time within the fill, expected mainly due to the beam emittance growth according to σ (x) = εβ [13, 15] . The data sets have been reorganized according to their resolution into two larger data sets. The ones with better(about 20 %) resolution were collected into DS g , which includes DS1, DS2 and DS4. The remaining ones are collected in data set DS o . The statistical uncertainties of the scattering angles, obtained from the data, are summarized in Table 2 for the two data sets.
The normalization of this analysis is based on the √ s =13 TeV total cross-section measurement with β * = 90 m optics, where the RP detectors were placed two times closer (5σ beam distance) to the beam [16] . This data set (DS n ) corresponds to the LHC fill 4489, recorded before DS1.
Elastic analysis

Reconstruction of kinematics
The horizontal and vertical scattering angles of the proton at IP5 (θ * x , θ * y ) are reconstructed in a given arm by inverting the proton transport equations [14] 
where s denotes the distance from the interaction point, y is the vertical coordinate of the proton's trajectory, θ x is its horizontal angle at the detector, and x * is the horizontal vertex coordinate reconstructed as
The scattering angles obtained for the two arms are averaged and the four-momentum transfer squared is calculated as
where p is the LHC beam momentum and the scattering angle θ * = θ * x 2 + θ * y 2 . Finally, the azimuthal angle is
The coefficients L x , L y and v x of Eq. (1) and Eq. (2) are optical functions of the LHC beam determined by the accelerator magnets between IP5 and the RP detectors, see Fig. 1 . The β * = 90 m optics is designed with a large vertical effective length L y ≈ 263 m at the RPs placed at 220 m from IP5. Since the horizontal effective length L x is close to zero at the RPs, its derivative dL x /ds ≈ −0.6 and the local angle θ x is used instead. The different reconstruction formula in the vertical and horizontal plane in Eq. (1) is also motivated by their different sensitivity to LHC magnet and beam perturbations.
RP alignment and beam optics
After applying the usual TOTEM alignment methods the residual misalignment is about 3.3 µm in the horizontal coordinate and about 110 µm in the vertical. When propagated to the reconstructed scattering angles, this leads to uncertainties about 1.11 µrad (horizontal angle) and 0.42 µrad (vertical angle) [2, 8] .
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Event selection
The analysis is similar to the procedure performed for the measurement of the elastic cross section at several other LHC energies [1] [2] [3] [4] [5] [6] . The measurement of the elastic events is based on the selection of events with the following topology in the RP detector system: a reconstructed track in the near and far vertical detectors on each side of the IP such that the elastic signature is satisfied in one of the two diagonals: left bottom and right top (Diagonal 1) or left top and right bottom (Diagonal 2). In addition, the elastic event selection requires the collinearity of the outgoing protons in the two arms, see Fig. 2 . The suppression of the diffractive events is also required using the correlation between the position y and the inclination ∆y = y far − y near with so-called spectrometer cuts, see Table 1 . The equality of the horizontal vertex position x * reconstructed from the left and right arms is also required. Fig. 2 shows the horizontal collinearity cut imposing momentum conservation in the horizontal plane with 1 uncertainty. The cuts are applied at the 4σ level, and they are optimized for purity (background contamination in the selected sample less than 0.1 %) and for efficiency (uncertainty of true elastic event selection 0.5 %). Fig. 3 shows the progressive selection of elastic events after each analysis cut following the order in Table 1 .
x,right θ * - The acceptance of elastically scattered protons is limited by the RP silicon detector edge and by the LHC magnet apertures. The acceptance boundaries are defined by the acceptance cuts shown in Fig. 4 . Fig. 4 also shows the |t|-acceptance circle for the range of the diffractive minimum at θ * dip = 105.4 µrad. The geometrical acceptance correction is calculated in order to correct for the missing acceptance in φ * A(t) = 2π
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where ∆φ * is the visible azimuthal angle range.
The correction function A(t) is drawn as a solid red line in Fig. 5 . The function is monotonically decreasing between the detector edge cut at |t| y,min = 0.04 GeV 2 and the aperture cut at |t| y,max = 0.45 GeV 2 , since in this range the visible φ part of the acceptance circles is increasing with |t|. At the largest |t|-values of the analysis, about 4 GeV 2 , the maximum of the correction function A(t) is about 13.
The acceptance cut at the acceptance edges is not step function-like due to the angular spread, the beam divergence, of the LHC beam. The effect of the beam divergence can be directly measured by comparing the angles reconstructed from the left and right arm, see Fig. 2 . The figure shows the correlation between the angles and at the same time the spread due to the beam divergence. The figure also shows the missing corners of the acceptance at the acceptance edges. This additional acceptance loss is modeled with a Gaussian distribution, with experimentally determined parameters. The beam divergence correction D(t y ) is drawn as a solid blue line in Fig. 5 , which is close to 1 except at the acceptance edges.
Finally, the acceptance correction A(t) D(t y ) is factorized in terms of the geometrical and beam divergence corrections.
The unfolding of resolution effects has been estimated with a Monte Carlo simulation whose parameters are obtained from the data, see Table 2 . The probability distribution p(t) of the event generator is based on the fit of the differential rate dN/dt. Each generated MC event is propagated to the RP detectors with the proper model of the LHC optics, which takes into account the beam divergence and other resolution effects. The kinematics of the event is reconstructed and a histogram is built from the four momentum transfer squared t values. The ratio of the histograms without and with resolution effect describes the first approximation of the bin-by-bin corrections due to bin migration. The probability distribution p(t) of the simulation is multiplied with the correction histogram, to modulate the source, and the procedure is repeated until the histogram with migration effects coincides with the measured distribution, thus the correct source distribution has been found. The uncertainty of the unfolding procedure is estimated from the residual difference between the measured histogram dN el /dt and the simulated histogram with resolution effects.
According to Table 2 the angular resolution is different in the horizontal and vertical plane, so the simulation takes into account the angular acceptance cuts of the analysis to give the proper weight to the resolution effects. The angular spread of the beam is determined with an uncertainty of 0.1 µrad by comparing the scattering angles reconstructed from the left and right arm, therefore the unfolding correction factor U(t) can be calculated with a precision better than 0.1 %. The unfolding correction histograms U(t) are shown in Fig. 6 . Three different unfolding methods have been compared in order to estimate the contribution of the unfolding to the systematic uncertainty: the described MC based algorithm (Method 1), regularized unfolding (Method 2) and deconvolution of a proper fit function with resolution σ (Method 3) [17] . The results of the three methods are perfectly consistent within their uncertainties, see Fig. 6 .
In total, the event-by-event correction factor due to acceptance corrections and resolution unfolding is
Inefficiency corrections
The proton reconstruction efficiency of the RP detectors is evaluated directly from the data. The RP detectors are unable to resolve multiple tracks, which is the main source of detector inefficiency [10] . The additional tracks can be due to interactions of the protons with the sensors or the surrounding material, or due to pileup with non-signal protons or beam halo.
Elastic differential cross-section measurement at √ s = 13 TeV by TOTEM The inefficiency corrections are calculated for different categories: "uncorrelated" (I 3/4 ), when one RP out of four along a diagonal has no reconstructed track; this inefficiency includes the loss of the elastic proton due to an additional track coming from nuclear interaction, shower or pile-up with a beam halo proton. The I 3/4 inefficiency has been determined using a reduced set of elastic cuts in a so-called "3/4" elastic analysis per detector and diagonal [8] . The inefficiency is determined as a function of θ * y per RP, see Fig. 7 , which shows that the dependence on the angle is close to negligible. The overall correction on the elastic rate is described in Table 3 .
The inefficiency is called "correlated" (I 2/4 ) when both RP of one arm have no reconstructed tracks. The case when the inefficient RPs are in different arms is denoted with I 2/4 diff. . The present analysis focuses on the differential cross-section measurement, and its overall normalization is determined from the corresponding cross section analysis at 13 TeV [16] . The t-dependence of the inefficiencies I 2/4 and I 2/4 diff. is even weaker than for I 3/4 , thus these inefficiencies are estimated but set to zero in the total correction factor per event (shown in its most general form)
where the track reconstruction inefficiency I = I 3/4 (θ * y ) + I 2/4 + I 2/4 diff = I 3/4 (θ * y ) and ∆t is the bin width. The η d , η tr are the DAQ and trigger efficiencies that influence the normalization only. However, during the final normalization to the total cross-section these parameters cancel [16] .
The differential cross section
After inefficiency correction the differential rates dN/dt of the two diagonals (Diagonal 1 and 2) agree within their statistical uncertainty. The two diagonals are almost independent measurements, thus the final measured differential rate is calculated as the bin-by-bin weighted average of the two differential elastic rates dN el /dt, according to their systematic uncertainty.
The normalization is based on the 13 TeV total cross-section measurement with β * = 90 m optics, where the RP detectors were placed at half the distance to the beam (5σ beam instead of 10σ distance) [16] . The ρ measurement at 13 TeV with β * = 2500 m optics was also essential to obtain the final normalization [18] . The differential cross-section is shown in Fig. 8 . The normalization uncertainty 5.5 % is determined by the total cross-section measurement, inheriting the normalization uncertainty from [16] .
The numerical values of the differential cross-section, the representative |t|-values, as well as the statistical and systematic uncertainties are given in Tables 5-10 . The propagation of systematic uncertainties to the |t|-distribution has been estimated with a Monte Carlo program, see Fig. 9 . A fit of the final differential cross-section data is used to generate the true reference |t|-distribution. Simultaneously, another |t|-distribution is created, which is perturbed with one of the systematic effects at 1σ level. The difference between the |t|-distributions gives the systematic effect on the differential cross-section
where δ q corresponds to 1σ bias in the quantity q responsible for a given systematic effect. The MonteCarlo simulations show that the combined effect of several systematic errors is well approximated by linear combination of the individual contributions from Eq. (8).
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where i and j are bin indices, and the sum over q goes over the optics, alignment and beam momentum error contributions. The model fits of the data have been evaluated using the covariance matrix in the generalized least-squares method
and V = V stat +V syst .
The nuclear slope has been found to be B = (20.40 ± 0.002 stat ± 0.01 syst ) GeV −2 using an exponential fit in the |t|-range from 0.04 GeV 2 to 0.2 GeV 2 . The relative difference between data and this fit is plotted in Fig. 10 , showing a non-exponential shape, similar to the 8 TeV result [8] . Consequently, the value found for the nuclear slope B can be considered as an average B and the fit quality χ 2 /ndf = 1175. 3/92 shows that the exponential model is an oversimplified description of the data. To obtain a better fit one can generalize the pure exponential to a cumulant expansion:
where the N b = 1 case corresponds to the exponential. The N b = 3 case is the first which provides a satisfactory description of the data, with χ 2 /ndf = 109.5/90 and p-value=8.0 %, see Fig. 10 . The diffractive minimum and the subsequent maximum has been observed with great accuracy, see Fig. 11 . The dip position has been found to be |t dip | = (0.47 ± 0.004 stat ± 0.01 syst ) GeV 2 . The statistical uncertainty is the half the bin width, while the systematic is determined by the combined |t|-resolution of the two diagonals. The ratio of the differential cross-section values at the diffractive minimum and at the subsequent maximum has been found to be R = 1.77 ± 0.01. The value of R is calculated from the value of the maximum and minimum bin, since the data is very precise and the bin-by-bin fluctuations are on the 5 level. The uncertainty is calculated from the statistical uncertainty of the two bins, since the systematic uncertainty of the dip and bump follows the same pattern, hence the systematic uncertainty of R is negligible.
The large-|t| part of the measured differential cross section, starting from t =2.1 GeV 2 up to 4 GeV 2 , is consistent with a power law behavior (p-value=80 %). The fitted exponent is of the order of 10, compatible with lower energy measurements [7] , and high energy predictions [19] . 
Summary
The TOTEM collaboration has measured the elastic proton-proton differential cross section dσ /dt at √ s = 13 TeV LHC energy in the four-momentum transfer squared |t| range from 0.04 GeV 2 to 4 GeV 2 . The special data acquisition allowed to collect about 10 9 elastic events and the precise measurement of the differential cross-section including, the diffractive minimum and the large-|t| tail. The average nuclear slope has been found to be B = (20.40 ± 0.002 stat ± 0.01 syst ) GeV −2 in the |t|-range 0.04 GeV 2 to 0.2 GeV 2 . The position of the diffractive minimum is |t dip | = (0.47 ± 0.004 stat ± 0.01 syst ) GeV 2 and the differential cross section ratio at the maximum and minimum is R = 1.77 ± 0.01 stat with negligible systematic uncertainty. Elastic differential cross-section measurement at √ s = 13 TeV by TOTEM 13 [mb GeV 
