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1. Мета і завдання кваліфікаційного іспиту 
Державна атестація відповідно до освітньо-професійної програми 
першого рівня вищої освіти зі спеціальності 122 Комп'ютерні науки та 
інформаційні технології (Комп'ютерні науки) галузі знань 12 
Інформаційні технології включає кваліфікаційний екзамен. Він є 
завершальним етапом підготовки здобувачів першого 
(бакалаврського) рівня вищої освіти зі спеціальності 122 Комп'ютерні 
науки та інформаційні технології (Комп'ютерні науки) галузі знань 12 
Інформаційні технології і призначений для оцінки рівня професійних 
знань випускників-бакалаврів, передбачених освітньо-
кваліфікаційною характеристикою, ступеня готовності до самостійної 
роботи як фахівця з комп’ютерних наук.  
Програма кваліфікаційного іспиту включає в себе теоретичний та 
практичний матеріал, який базується на змістових модулях дисциплін:  
o Математичний аналіз;  
o Алгебра та геометрія;  
o Дискретна математика; 
o Диференціальні рівняння; 
o Теорія ймовірностей і математична  cтатистика; 
o Математична логіка та теорія алгоритмів; 
o Алгоритми і структури даних; 
o Архітектура обчислювальних систем; 
o Бази даних та інформаційні системи; 
o Захист інформації; 
o Інтелектуальні інформаційні системи; 
o Інформаційні мережі; 
o Методи оптимізації та дослідження операцій; 
o Обробка зображень та мультимедіа; 
o Операційні системи та системне програмування; 
o Програмування; 
o Програмування та підтримка веб-застосувань; 
o Проектування програмних систем; 
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o Методи обчислень; 
o Системний аналіз та теорія прийняття рішень; 
o Обчислювальна геометрія та комп’ютерна  графіка; 
o Об’єктно-орієнтоване програмування. 
Кваліфікаційний іспит визначає рівень отримання компетентностей 
здобувачами першого (бакалаврського) рівня вищої освіти та 
програмних результатів навчання (табл. 1).  
Таблиця 1 
Відповідність компетентностей результатам навчання 
Компетентності, якими 
оволодіває здобувач 
Програмні результати навчання 
Здатність вчитися і 
оволодівати сучасними 
знаннями 
Розуміти основні структурні 
особливості представлення інформації, 
розробляти документацію, 
використовуючи відповідні мовленнєві 
засоби, основні структурні особливості 
представлення інформації у 
письмовому вигляді, з використанням 
систем, продуктів і сервісів 
інформаційних технологій 
Застосовувати сучасні технології та 
інструментальні засоби розробки 




Адекватно оцінювати свої знання і 
застосовувати їх в різних професійних 
ситуаціях 
Приймати обґрунтовані рішення та 
нести відповідальність за результати 
своєї професійної діяльності 
Методи навчання передбачають перевірку професійних 
компетентностей у бакалаврів, які володіють фундаментальними 
знаннями і практичними навичками з комп’ютерних наук, здатних 
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формулювати та розв’язувати спеціалізовані практичні задачі, 
засобами прикладних інформаційних технологій, перевірку 
методологічних та теоретичних принципів, проблем і положень 
фахових дисциплін, а також вміння їх використовувати в професійній 
діяльності. Особливу увагу необхідно приділяти виявленню знань та 
вмінь майбутнього ІТ фахівця. Результатом є розвиток гармонійної 
особистості зі сформованими загальними та соціальними 
компетентностями.  
 
2. Організація та проведення кваліфікаційного іспиту 
Кваліфікаційний іспит є формою проведення випробувань щодо 
об’єктивного визначення рівня якості фахової та професійної 
підготовки здобувачів вищої освіти першого рівня. Організаційно та 
технічно іспит проводиться представниками Навчально-наукового 
центру незалежного оцінювання НУВГП (ННЦНО) з використанням 
комп’ютерних засобів та сучасних інформаційних технологій. 
Екзаменаційне завдання (білет) кваліфікаційного іспиту 
складається з тестових питань та завдань. Інформаційною базою 
формування тестів є змістовні модулі навчальних дисциплін освітньої 
програми в межах наведеного переліку. База питань та завдань 
знаходиться у платформі Moodle. У базі 70 % питань першого рівня 
складності, кожне з яких оцінюється у 2 бали, 20 % питань другого 
рівня складності, кожне з яких оцінюється у 2 бали, 10 % завдань 
третього рівня складності, кожне з яких оцінюється у 5 балів. До 
питань першого та другого рівнів достатньо вказати вірну відповідь. 
До завдань третього рівня необхідно подати розв’язок.  
Платформа Moodle автоматично генерує білет з необхідною 
кількістю питань трьох рівнів випадковим чином. 
Оцінка «відмінно» виставляється за виконання тестових завдань, 
якщо набрано 90 % та більше балів від максимально допустимої 
кількості. Оцінка «добре» виставляється за виконання тестових 
завдань, якщо набрано від 74 до 90 % балів від максимально 
допустимої кількості. Оцінка «задовільно» виставляється за виконання 
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тестових завдань, якщо набрано від 60 до 73 % балів від максимально 
допустимої кількості. Оцінка «назадовільно» виставляється за 
виконання тестових завдань, якщо набрано менше 60 % балів від 
максимально допустимої кількості. Для оформлення додатка до 
диплома європейського зразка після складання комплексного 
державного екзамену за фахом оцінювання за шкалою ЄКТС 
проводиться шляхом конвертації кількості балів з навчальної 
дисципліни в оцінки ЄКТС. 
Кафедра комп’ютерних наук та прикладної математики і ННЦНО 
НУВГП забезпечує дотримання принципу доброчесності, правил і 
процедури проведення кваліфікаційного іспиту шляхом: 
- використанні автоматизованих інформаційних систем для 
випадкового та незалежного формування білетів; 
- використанні критеріїв об’єктивного оцінювання; 
- уніфікації умов проведення, комп’ютеризованих засобів 
оцінювання, методів оброблення результатів тестів; 





3. Орієнтовна структура тестового завдання (білету) 
 
3.1. Тестові завдання першого рівня складності 
1. При шифруванні заміною … 
o Символи тексту, що шифрується, замінюються символами 
того ж або іншого алфавіту із заздалегідь встановленим 
правилом заміни 
o Символи тексту, що шифрується, переставляються хаотично в 
межах блоку цього тексту 
o Символи тексту, що шифрується, переставляються по формулі 
o Символи тексту, що шифрується, записуються в двійковій 
системі (0 та 1) 
o Немає правильної відповіді 
2. Розв’язування СЛАР за ітераційним методом Зейделя здійснюють 
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3. Обчислення наближеного значення інтеграла за методом 


































































































































































































5. Сукупність програм разом з документацією на них, що 
використовуються для автоматизації робіт по переробці 
інформації на комп'ютері, називають: 
o програмним забезпеченням; 
o операційною системою; 
o компілятором; 
o ліцензійною програмою 
o САПР; 






7. Інтерпретатор команд shell виконується після: 
o запуску ОС; 
o запуску графічної оболонки; 
o введення коректного імені та паролю користувача; 
o запуску процесів з номерами 0, 1, 2; 
o введення команд користувача; 
8. Функція — це правило, яке кожному допустимому значенню х 
ставить у відповідність  
o  одне значення у,    
o  хоча б одне значення у,   
o  жодного, або одне значення у,  
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o  не більше одного значення у;  
o  немає правильної відповіді серед попередніх. 














, то дана границя дорівнює наступним, за 
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o  жодній з попередніх.  
10. Якщо 3,0)( AP , то якою є )(AP ? 
o 7,0  
o 0  
o 3,0  
o 1 
o 3,0  
11. Для якого розподілу випадкової величини математичне сподівання 






o такого розподілу не інує 
12. Для якого значення a  матриця перехідних ймовірностей 



















o 3,0  
o 2,0  
o 4,0  
o 1,0  
o будь-яке 
13. Якщо має місце формальна вивідність на базі числення висловлень 
вигляду |,...,1 nuu , то теоремою числення висловлень буде 
o   )))((...(| 21  nuuu ; 
o   )))((...(| 32  nuuu ; 
o   )))((...(| 11 nn uuu   ; 
o   )))((...(| 1   nuu ; 
o   немає вірної відповіді. 
14. Основним нормативним документом, що регламентує життєвий 
цикл програмного продукту – це: 
o  Міжнародний стандарт ISO / IEC 12207. 
o  Міжнародний стандарт ISO / IEC DTR 15504 (SPICE). 
o  Міжнародний стандарт ISO / IEC 9294.  
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o  Серія міжнародних стандартів ISO 9000 (9000-1, 9000-2, 9004-
5). 
o  Керівництво до зводу знань з технології проектуванні IT-
систем SWEBOK. 
15. Прототип програмного продукту – це : 
o  діючий програмний об'єкт, що реалізує окремі функції і 
зовнішні інтерфейси розробляємого програмного продукту; 
o  діюча бібліотека компонентів, що реалізує окремі функції і 
зовнішні інтерфейси розробляємого програмного продукту; 
o  існуючий інтерфейс користувача, що реалізує окремі функції і 
зовнішні інтерфейси розробляємого програмного продукту; 
o  діючий компонент, що реалізує окремі функції і зовнішні 
інтерфейси розробляємого програмного продукту; 
o  системні особливості, що реалізують окремі функції і 
зовнішні інтерфейси розробляємого програмного продукту. 
16. Якою командою здійснюється фіксація змін проекту в системі 
контролю версій розробки IT-проектів GIT? 
o  commit. 
o  update. 
o  marge. 
o  patch. 
o  push. 






















o   1x  – максимум; 3x , 4x  – міноранти; 
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o   1x  – максимум; 3x , 4x  – мажоранти; 
o   1x  – мінімум; 3x , 4x  – міноранти; 
o   1x  – мінімум; 3x , 4x  – мажоранти; 
o   відношення немає мажорант, мінорант, максимумів та 
мінімумів. 






19. Щоб краї сторінки повністю «прилипали» до країв вікна браузера 
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20. Двоїстою до ЗЛП , ,  є задача 
o  ,  
o , ,  
o  , ,  
o , ,  
o немає  правильної відповіді 
21. Вкажіть правильний результат пошуку в рядку „start” для 







3.2. Тестові завдання другого рівня складності 
1. Способами інтерполяції є  
o лінійна, квадратична, кубічна сплайн-інтерполяція; 
o локальна, зворотна; 
o глобальна, багатовимірна; 
o неперервна, точкова; 
o інтегральна, степенева. 






o mах M(0; 0)  
o min N(2; 3)  
  min XCxf bXA  0X
  min*  bYyf CAY 
  max*  bYyf CAY  0Y
  max*  bYyf CAY  0Y
  min*  YCyf bYA  0Y
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o min M(0; 0)  
o min P(-1; -1/2)  
o жоден 
3. Функція   називається примітивно-рекурсивною, якщо  
o її можна отримати з базисних функцій (
n
mIxSxO ),(),( ) за 
допомогою застосування скінченного числа операторів 
підстановки та примітивної рекурсії 
o її можна отримати з базисних функцій (
n
mIxSxO ),(),( ) 
o її можна отримати з базисних функцій (
n
mIxSxO ),(),( ) за 
допомогою застосування скінченного числа оператора 
підстановки; 
o її можна отримати з базисних функцій (
n
mIxSxO ),(),( ) за 
допомогою застосування скінченного числа оператора 
примітивної рекурсії  
o немає вірної відповіді  


































o 1 3i  
5. На якому принципі не базується середовище передавання даних: 
o складна функція передавання; 
o поділ на рівні; 
o максимальний обмін між рівнями; 
o незалежність рівнів; 
o візуалізація програмних пакетів; 
6. Діаграми класів призначені для: 
o для представлення структурних взаємозв’язків логічної 
моделі системи 
o визначення загальних меж і контексту предметної області, 
що моделюється 
o опису всіх можливих змін в стані даного об’єкту 
o деталізації особливостей алгоритмічної та логічної 
реалізації операцій, що виконуються системою. 
o жоден з варіантів 
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3.3. Тестові завдання третього рівня складності 
1. Знайти математичне сподівання та кореляційну функцію, 
дисперсію випадкового процесу )()( tt   , якщо 
tVUtet t 4cos)( 22    випадковий процес U , V  – некорельовані 
випадкові величини, )9;2(NU  , )2,0(EV  . 
o ttetm t 4sin2042)( 2   ; 
212121 4sin4sin40036),( ttttttK  ; 
tttD 4sin40036)( 22   





121 4cos4cos259),( ttttttK  ; 
tttD 4cos259)( 24   
o ttetm t 4sin542)( 2   ; 
212121 4sin4sin259),( ttttttK  ; 
tttD 4sin259)( 22   





121 4cos4cos04,09),( ttttttK  ; 
tttD 4cos04,09)( 24   
o ttetm t 4sin2042)( 2   ; 
212121 4sin4sin40036),( ttttttK  ; 36)( tD  
 
2. Нехай в алфавіті },{ yxA   задано два алгоритми: xxPP )(1  та 
PyyP )(2 , де P  – довільне вхідне слово. Отримати алгоритми, 
що є суперпозицією та об’єднанням цих алгоритмів. 
o Суперпозиція – xxPyyP )( , об’єднання – 
xxPPyyP )( ; 
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o Суперпозиція – xxPPyyP )( , об’єднання – 
xxPyyP )( ; 
o Суперпозиція – 
( )P xPy 
, об’єднання – 
( )P xPPy 
; 
o Суперпозиція – 
( )P xxPyyy 
, об’єднання – 
( )P xxxPPyy 
; 
o немає вірної відповіді. 
3. Знайти величину максимального потоку в сітці методом Форда-
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