Introduction
The Neumann problem in two dimensions is a classical test case for any elliptic solver. In this paper we bring together several new ideas and compare them with more classical techniques. There are several fundamental ingredients coming together here:
The boundary value problem is formulated for an open domain with a recti able boundary of any shape. The given domain is embedded in a larger and simpler domain (usually rectilinear in shape).
The elliptic boundary-value problem in the original domain is reformulated in a weak form as an integral equation in the larger domain, and this involves introducing a regularization parameter (the so-called penalty parameter). Solutions depending on converge to solutions of the original equation as converges to zero. Both wavelet and nite-element Galerkin type methods are used for numerical approximations in the larger domain for xed and small values of . Due to the rectilinear nature of the larger domain, fast periodic solvers can be implemented in the larger domain. Earlier work on ctitious domains is discussed in the sections below. In Section 2 we discuss the variational formulation of the Neumann problem which will set the framework for the rest of the paper. In Section 3 we formulate the ctitious domain extension of our boundary-value problem to a larger simpler domain and prove a convergence theorem which asserts that as the penalty parameter tends to zero the regularized solution of the problem u converges to a solution of the boundary-value problem. In Section 4, we consider the nite element approximation of the regularized Neumann problem and the error estimate of the nite element solution. ? r Aru + a 0 u = f in !; (2.1) Aru n = g on @!: to @! at a generic point. In addition we assume positivity properties of the coe cients to make it an elliptic problem. Namely, we assume that a 0 2 L 1 (!); a 0 (x) 0; a.e. on !; a 0 6 = 0; Figure 3 .1 for an illustration of such a situation).
In the following parts of this article, we shall assume that is a ddimensional \box", that is, is a product of intervals (as illustrated in We have thus shown that the solution of (3.13) is necessarily the solution of
The reciprocal property is obviously true since
It is also obvious thatũ j ! = u (3:15) where, in (3.15), u is the solution of problem (2.1), (2.2), (2.7).
A Regularization and Fictitious Domain Method
In this paragraph, we shall use the following notation: We consider then the following linear variational problem:
where, in (3.18), is a positive parameter. Then we have the following convergence theorem. 
Finite Element Discretization
Let us give a brief description of the nite element spaces used to obtain the error estimates in the following. Let T h be a regular triangulation of the polygonal domain . We would like to use nite elements, d{simplices of type (k), for integer k > 0 (other nite elements can be used). we then have f(x; y) = x 2 + y 2 ? 4 and g(x; y) = 1=2 (resp. f(x; y) = x 3 ? y 3 ? 6(x ? y) and g(x; y) = 12(x 3 ? y 3 )). For the test problem with u(x; y) = x 2 + y 2 , the surfaces graphs of the approximate solutions with h = 1=16 are shown in Figure 5 .1 for = 10 ?6 . In Figure 5 .1, the left gure is the graph of u h and the right one is the graph of u h X ! where X ! is the characteristic function of !. Also in Figures 5.4 , 5.5, and 5.6 the variations of x ! u h (x; 0) (in solid line) and x ! u(x; 0) (in dotted line) are shown for = 1, 10 ?3 and 10 ?6 . If = 1:0, it is not surprising that the approximate solution is really far away from the exact solution in !. As becomes smaller, the approximate solution is quite accurate on !. Even near the boundary @!, the approximate solution is quite accurate. 
Wavelet-Galerkin Method
Similarly, using connection coe cients for the rst order derivative, one can 
etc. In Figures 5.10 , 5.11, and 5.12, we see comparison of these same solutions for slices near the middle of the ctitious domain with respect to di erent s.
Comparison of Finite Element and Wavelet Accuracy
In Table 6 @u @n = g on ; whose exact solution is u(x; y) = x 2 + y 2 . For both methods, the geometry of the ctitious domain is the same, the mesh is the uniform mesh and the number of mesh points in x{direction and y{direction is 33. But the basis for wavelet method are genus 3 scaling functions and the nite diemnsional subspace for nite element method is the one de ned in (5.2.2) which consists of piecewise continuous linear functions.
The better behavior of the relative L 2 {error obtained by wavelet approximation is expected. In 9] it is pointed out that the approximation of the rst order di erential operator associated with the genus 3 Daubechies wavelet basis is the 9{point nite di erence operator with trunction error of order 4. By Theorem 4.5, the nite element approxiamtion with piecewise continuous linear functions is of 2nd order.
Also in wavelet approximation, the part R ! (vw + rv rw) dxdy and the boundary integral are calculated systematically using the characteristic function ! and its corresponding measure ?r ! ñ. A parametriztion of the boundary curve was not required or used. Also in the computation of the R ! (vw+rv rw) dxdy in the nite element approximation, we need to do it accurately over these elements T with area(T \!) 6 = 0 and area(T \!) 6 =area(T) in the triangulation of the ctitious domain to obtain good results.
The numerical solutions of nite element method have no oscillation over the ctitious domain and approximate the solutions very well near the boundary of ! for small (see Figure 5 .1 for instance). On the other hand the numerical solution of the wavelet method has signi cant oscillation outside the actual domain ! (see Figures 5.8, 5 .9, and 5.12), which may be because of the approximation of the boundary integral.
Conclusion
In this paper we have seen that the wavelet-Galerkin method is comparable to the classical nite element problem, and has inherently more accuracy if linear nite elements are used. It is a simple matter to change the wavelet code to implement Daubechies coe cients of higher rank to get more accurate solutions, and of course, at a cost of slower running time. The principal di erence between the two methods in this paper was in the coding for the integration around the boundary of the given domain !. For the nite element method it was necessary to use an explicit parametrization of the boundary (in this case as a circle), and for the wavelet method the calculation of the boundary integral resulted from di erentiating the characteristic function of the domain. For some problems in higher dimension the parametrization of the boundary would be more di cult and having code that computes such integrals automatically will be bene cial, although there is some cost in the implementation, but no cost in the coding time. One consequence of the work in this paper is that one sees that the ctitious domain method here works for the boundary of an essentially arbitrary bounded domain (with the assumption that the boundary is recti able), and as remarked above, there is a di erence in the coding of the boundary integrals for both methods (requiring a knowledge of the parametrization of the boundary curve for the nite element method). In future papers we will explore the extension of these ideas to the multigrid and parallel processing arena. The ultimate goal is to nd a general solution method which involves multilevel localized analysis, doing calcula-tions at di erent scales (or several scales at the same time a la multigrid) at di erent regions of the domain considered, depending on the nature of how much computational power one needs from one point to another.
