An Application of Monte-Carlo Tree Search Including Game State Tabu Lists for Playing 19 × 19 Go by 伊藤, 雅 & 太田, 雄大
愛知工業大学研究報告
第 51号 平成 28年
局面タブーリストを内包したモンテカルロ木探索の
19路盤囲碁への応用
An Application of Monte-Carlo Tree Search
Including Game State Tabu Lists for Playing 1919 Go
伊藤 雅 y 太田 雄大 yy
Masaru ITOH Takehiro OHTA
Abstract: This paper proposes a modied Monte-Carlo tree search (abbreviated as MCTS) for playing 1919
go. Diversifying playout causes the MCTS to have behavior just like a best-rst search in a more uniformly-
broadened tree without extending toward depth direction. The diversication of playout could be brought about
by the process of excluding the same game states obtained from successive playouts. So as to achieve the diversity,
each leaf node in the searching tree includes multiple tabu lists, whose element is a game state. Here, a game state
is expressed as a value of Zobrist hash. The rst game state, which has a hash value, to several ones from starting
a playout are sequentially enqueued into the tabu lists. If a game state is labeled as \tabu", then the move to
lead the same game state is treated as a prohibited move during a preset tabu tenure. Thereby, it is possible to
select a good move which may be the best move, because the varieties of candidate move in the Monte-Carlo tree
have been widening. Furthermore, we also propose two update methods about game state tabu lists. One is a
sequential update method, and the other is a mass update one based on winning or losing of the playout.
1. はじめに
囲碁はチェスや将棋と同様、二人零和有限確定完全情報
ゲームのひとつである。チェスや将棋は盤面評価関数を使
い、min-max探索 1) で棋力を向上させてきた。囲碁では
評価関数の設定が極めて難しい。駒のように種類がなく、
キングや王といった絶対的な存在がないからである。囲碁
は終局での地の大きさを競うゲームである。19 路盤囲碁
の局面数はチェス 1050 や将棋 1071 と比較して格段に大き
く 10171 もある 2)。この探索空間の大きさがパターンマッ
チングを難しくし、盤面評価関数を作り難くしている。捨
て石でさえ後になって地の確定に役立つことがある。
現在のコンピュータ囲碁の棋力向上は 2006年に登場し
た囲碁プログラム \CrazyStone" に拠るところが大きい。
レミ・クーロン氏が開発した CrazyStone に搭載されて
いた手法が今ではモンテカルロ木探索 (Monte-Carlo Tree
Search: 略して MCTS)3) と呼ばれる。乱数を使った原始
モンテカルロ囲碁に UCB1値 4) を組み込んだ木探索手法
である。UCBとは Upper Condence Boundの略である。
この木探索を UCT(UCB applied to Trees) アルゴリズム
5) という。モンテカルロ木探索の代名詞である。
原始モンテカルロ囲碁で使われるのがプレイアウト 2)
である。プレイアウトとは、与えられた現局面から両者が
適当に打ち合い終局させることである。終局さえすれば、
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囲碁は陣取りゲームなので勝敗は容易に判定できる。この
勝敗に f1,0gを与え、勝率計算に利用する。
モンテカルロ木探索の改善には大きく 2 つのアプロー
チがある。ひとつは木探索の改善であり、もうひとつはプ
レイアウトの改善である。本論文は後者、プレイアウトの
改善の一提案として位置付けられる。筆者らは先の論文
6) で、タブーリストを内包したモンテカルロ木探索手法を
詰碁と 9路盤囲碁に応用した。結果は良好で、カイ二乗検
定と二項検定で手法の統計的優位性も検証している。ここ
で、タブーリストとはタブーサーチ 7)8) で使われる短期メ
モリのことである。タブーサーチは組み合せ最適化問題に
使われるメタヒューリスティクスのひとつである。
太田・伊藤 6) が提案したタブーリストは詰碁や 9 路盤
囲碁では有効に機能したが、19 路盤囲碁では残念ながら
統計的有意差を示すには至らなかった。19 路盤囲碁の探
索空間の広さを克服できなかった。本論文ではこの欠点を
補うべく局面タブーリストの導入を提案する。プレイアウ
ト中に着手した双方の手をタブーリストに順次登録するの
ではなく、着手した結果、生成される局面をタブーリスト
に登録するのである。局面の記録にはゾブリストハッシュ
9)を利用する。ゾブリストハッシュとは乱数とハッシュ値
を論理式で結合し、効率的に局面と手の組み合わせを記録
するハッシュ法のことである。チェス、将棋、囲碁といっ
たボードゲームでしばしば使われる。
局面タブーリストの構成だが、これについて本論文では
2つの構成法を提案する。ひとつは従来のタブーリストを
踏襲した逐次更新法、もうひとつはプレイアウトの勝敗に
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基づく一括更新法である。
局面タブーリストをモンテカルロ木探索に内包した場合
の提案法の棋力とその特性について様々な数値実験を行っ
た。具体的には、1) 19路盤での対局、2) 同一局面重複数
の評価、3) プレイアウトで無駄になる平均候補手数、4)
思考時間である。これらについて定量的に評価した。結果
だけでなく考察も与えながら詳しく報告する。
2. モンテカルロ木探索
まず、囲碁 19路盤の表記について説明する。碁盤左下
隅を A1 とし、右上隅を T19 とする。つまり碁盤の横軸
方向を記号 `I'を除く ABCDEFGHJKLMNOPQRST で、
縦軸方向を下から上に 1  19 で表現する。
モンテカルロ木探索を図 1を使って要点のみ簡単に説明
する。モンテカルロ木の根ノードには深さ 0を与える。根
ノードに登録する局面は探索したい現局面である。図 1は
黒番第 k 手目を探索している様子である。まず合法手を
適当に生成する。図 1ではそれらが Q4や C5であり、第
k局面を生成する。第 k局面以降は実局面ではなく、仮想
局面での対局になる。実局面は進展しない。
UCB値の大きいノードを根から順に辿り、葉ノードで
プレイアウトを 1 回だけ試行する。プレイアウトの勝敗
は自分が勝てば 1、負ければ 0である。相手の場合は 0と
1を入れ替える。勝敗結果が今度は葉から根まで逆に伝播
され、そのパス上の勝率と UCB値をすべて更新する。葉
ノードでのプレイアウト数が閾値を超えれば、その葉ノー
ドを展開する。元の葉ノードは内部ノードになる。根ノー
ドを含む内部ノード（図中の ）ではプレイアウトは一切
実行しない。葉ノードでのみプレイアウトを実行する。
徐々にモンテカルロ木が成長し、特定の条件が満たさ
れた場合に木探索を終了する。特定の条件とは、例えば
CPU時間やプレイアウト数の上限を事前に設定しておけ
ば良い。どのタイミングで探索を終了しても根ノード直
下の第 k 局面で最大勝率を与える第 k 手目が決定できる。
この候補手を最良手として採用する。このようにモンテカ
ルロ木探索の木探索は最良優先探索の挙動を取る。
Auerら 4) が解決したスロットマシンへのコイン投入問
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図 1 モンテカルロ木探索の概念図
題で、彼らは 4つの決定論的方策を提案している。UCB1,
UCB2, n-GREEDY、そして UCB1-NORMALの 4つで
ある。その中の最初の UCB1のことを本論文では UCB値
と呼んでいる。
複数のスロットマシンを複数の候補手に、1枚のコイン
を 1 回のプレイアウトに置き換えれば、最大報酬は最大
勝率に置き換えられる。UCTアルゴリズムで用いられる
ノード uでの UCBu の定義を式 (1)に示す。
UCBu = Xu + C
r
2 lnn
nu
; C: constant: (1)
ここで、Xu はノード uの勝率、nu はノード u以降のプ
レイアウト回数、nは uの親ノードでのプレイアウト総数
である。図 1にある葉ノード v や内部ノード X でもすべ
てのノードで UCB値は適宜更新される。
モンテカルロ木探索の改善で顕著な功績を挙げているの
が RAVE (Rapid Action Value Estimation)10, 11) である。
RAVE では、プレイアウトで自分が勝ったとき、途中で
自分が打った手を全部「最初に打った」と見做して他の葉
ノードの勝ち数に加算する。葉ノードでのプレイアウト数
が早くに閾値に達し、葉ノードの展開が早くなる。その結
果、探索木が早く深く成長する。RAVEでは UCB値と同
じ構造をもった RAVE 値を使い、この両者を式 (2) のよ
うにパラメータ 0 <  < 1で重み付けして探索木の葉ノー
ド探索に利用する。
UCB RAV Eu = (1 )UCBu+RAV Eu: (2)
Progressive Widening3) はプレイアウト数が増えるに
従って徐々に候補手を増やしていく手法である。RAVE
同様、探索木の形状を直接的に制御する。
探索木を効率よく成長させるという観点から改善を試
みたのが Virtual Loss12) である。複数のコアをもつ同一
マシン上で複数のモンテカルロ木探索を並列化するとき
に有効となる手法である。ある探索木に現局面を登録し
て複数のコア（これをスレッドという）で並列処理する状
況を考える。通常、UCB値を比較しながら木を降りると
同一の葉に到達し、その葉でプレイアウトを行うことにな
る。これが続くと並列化した利点が失われかねない。そこ
で、あるスレッドで葉に到達してプレイアウトを実行して
勝った場合、別のスレッドではその葉で仮想的に負けたこ
とにする。すると、複数のスレッドで異なる UCB値をも
つことになり、スレッド毎に木の形状が異なる探索木をも
つ可能性がある。部分木のロック機構が必要となるが、並
列化した利点は活かせる。RAVE, Progressive Widening,
Virtual Loss これらはすべてモンテカルロ木探索の木探索
部分に着目した改善アプローチである。
一方、プレイアウト部分に着目した改善アプローチもあ
る。まずプレイアウトの勝敗に直接的な影響を及ぼすのが
3  3 パターン 13) の利用である。プレイアウト中に局所
的な死活を考慮できるので、ランダムな打ち手よりも明ら
かにプレイアウトの精度が向上する。
探索木の成長に直接的でなく間接的に影響を与える手法
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のひとつに LGRF (Last Good Reply with Forgetting)14)
がある。LGRF はプレイアウト中のある局面で勝った手
のみを記憶し、負けた手は忘却するという手法である。
提案する局面タブーリストの内包は、手をタブーリスト
に登録する手法 6) を発展させたものである。タブーリス
トは同一局面を生成する手を禁じ手と見做して、プレイア
ウトの多様性を確保する機構として機能する。この考え方
は木をより早く深さ方向に成長させる RAVEとは異なり、
より均一的に木を成長させる Virtual Loss の考え方に近
い。Virtual Loss は Tree 並列化を実現するために導入さ
れたが、提案法はそれを単一の木で実現している。
本論文では局面タブーリストの更新手続き方法を 2つ提
案する。ひとつはプレイアウト中、単純に手の代わりに局
面を順次タブーリストに登録していく逐次更新法である。
もうひとつはプレイアウトの勝敗に基づいてタブーリスト
を一括で更新する一括更新法である。
3. 従来のタブーリストとその問題点
タブーリストを内包したモンテカルロ木探索 6) は詰碁
や 9路盤囲碁といった比較的探索空間の狭い碁では有効な
手法である。タブーサイズは詰碁で 5程度，9路盤囲碁で
12程度が良好な結果となる。しかし、9路盤囲碁で提案さ
れている手法をそのまま 19路盤囲碁に単純に適用しても
統計的有意性を得ることはできなかった。つまり、プレイ
アウトにタブーリストを導入することの有効性を検証する
に至っていない、といえる。そのため 19路盤囲碁におけ
る探索空間の問題を解決すべく、さらなる改良と改善が必
要となる。プレイアウト初手から数手先までにタブーリス
トを導入しても手を登録するだけでは、この探索空間の広
さを克服することはできない。
4. 局面タブーリストの提案
本論文で提案するのは、タブーリストへの登録を従来の
手から局面に改善することである。局面の表現にはゾブリ
ストハッシュを利用する。タブーリストはモンテカルロ木
探索の葉ノードだけに導入される。葉ノードでしかプレイ
アウトを試行しないからである。タブーリストの導入目的
はプレイアウトの多様性確保にある。プレイアウト中の候
補手の幅を広げて、結果として木探索中の好手を逃さない
ようにするためである。
プレイアウト中に手ではなく局面が異なるように打ち手
を試行できれば、結果的に候補手の幅は広がる。
4・1 ゾブリストハッシュを用いた局面の表現
ゾブリストハッシュ 9) では、局面にハッシュ値を割り
当て、手に乱数を割り当てる。そして、ある局面 rで手 x
を打ったとき、次局面 sのハッシュ値を式 (3)で与える。
hash(s) = hash(r) ^ rand(x) (3)
ここで、2 項演算子 ^ はビット単位の排他的論理和であ
る。19路盤囲碁では通常、ハッシュ値、乱数値ともに 64
ビットを割り当てる。
図 2(a) で白◎ E5 の候補手で生成される局面 A が図 1
モンテカルロ木の葉ノード u に相当する。そこから❶初
手でプレイアウトを開始する。この状況で式 (3)を簡単に
説明する。紙面の都合もあるので、ここでは 4ビットで局
面のハッシュ値を与えることにする。同様に手にも適当な
4ビットの乱数を与える。
例えば、図 2で次のように適当な 5値を与えてみる。
1. 局面 Aのハッシュ値 hash(A) = 1011
2. ● C4の乱数値 rand(C4) = 0110
3. ○ E3の乱数値 rand(E3) = 0011
4. ● D3の乱数値 rand(D3) = 1010
5. ○ E4の乱数値 rand(E4) = 0001
プレイアウトを実行して局面 Aから 4手進んで局面 B
になるまでには図 2(b) で❶! ②! ❸! ④と局面が変
化する。これらの局面をそれぞれ A1, A2, A3, A4 と記す。
もちろん局面 A4は局面 B のことである。一方、同じ局面
Aから別のプレイアウトを実行して 4手進んで局面 C に
なるまでには図 2(c)のようにやはり❶!②!❸!④と
局面が変化する。これらの局面を今度は A01, A02, A03, A04
で表す。先の A1, A2, A3, A4 と明確に区別するためであ
る。やはり局面 A04は局面 Cと同じである。排他的論理和
の ^演算だけで A4  A04 となる同一ハッシュ値が得られ
ることを確認してみる。
まず、局面 A!局面 B ( A4)を確認する。
hash(A1) = hash(A) ^ rand(C4)
= 1011 ^ 0110 = 1101
hash(A2) = hash(A1) ^ rand(E3)
= 1101 ^ 0011 = 1110
hash(A3) = hash(A2) ^ rand(D3)
= 1110 ^ 1010 = 0100
hash(A4) = hash(A3) ^ rand(E4)
= 0100 ^ 0001 = 0101 (= hash(B)) (4)
次に、局面 A!局面 C ( A04)を計算してみる。
hash(A01) = hash(A) ^ rand(D3)
= 1011 ^ 1010 = 0001
hash(A02) = hash(A
0
1) ^ rand(E4)
= 0001 ^ 0001 = 0000
hash(A03) = hash(A
0
2) ^ rand(C4)
= 0000 ^ 0110 = 0110
hash(A04) = hash(A
0
3) ^ rand(E3)
= 0110 ^ 0011 = 0101 (= hash(C)) (5)
式 (4)と式 (5)のハッシュ値 hash(B)と hash(C)が等
しくなり、着手順序が異なっても同一局面 (B  C)を識
別できることが分かる。
このゾブリストハッシュを局面タブーリストの要素と
して利用する。従来法では着手点の C4, E3, D3, E4をタ
ブーリストに登録していた。これを局面のハッシュ値に切
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(a) 局面 A (b) 局面 Aから 4手進んだ局面 B (c) 局面 Aから 4手進んだ局面 C
図 2 プレイアウトの異なる手順で生成される同一局面の例
り替える。これだけで同一局面を避けてプレイアウトの多
様性を確保できる。
因みに、連続する 2つの局面でハッシュ値の排他的論理
和を計算すれば、手の乱数値が得られる。これもゾブリス
トハッシュの特徴である。例えば、式 (5)最後の hash(A04)
と hash(A03)の排他的論理和は
hash(A04) ^ hash(A03) = 0101 ^ 0110 = 0011
となり、○ E3の乱数値 rand(E3)が得られる。
4・2 局面タブーリストの優位性
プレイアウトの多様性を確保し、探索木を均一的に成長
させる。その結果、候補手の幅が広がり、好手が最善手と
なり得る可能性を残す。これがタブーリストの導入目的で
あった。この観点からタブーリストへの局面の登録が優位
となり、手の登録が劣位となることを再度、図 2を使って
説明する。図 2は 19路盤でプレイアウト❶初手から④ 4
手目までを示している。
明らかに局面 B と局面 C で第 1 手目から第 4 手目ま
で、プレイアウト中の手はすべて異なっている。従って手
をタブーリストに登録する場合、局面 B が既出であって
も局面 C の第 4 手目④ E3 を受理せざるを得ない。同一
手ではないのでタブー、つまり禁じ手と判定されないから
である。これはプレイアウトの多様性にタブーリストが全
く寄与しないことを意味する。一方、タブーリストに局面
を登録していれば、プレイアウト第 4手目で得られる局面
C は既出と判断され、図 2(c)候補手④ E3はタブー（禁じ
手）と判定される。この判定により白は新たな 4手目④合
法手を生成し、同時に新たな局面を生成することになる。
つまりタブーリストが有効に機能したことになる。
4・3 局面タブーリストの逐次更新法
再び図 1 を参照して、葉ノード v の深さを k (=
depth(v))、葉ノード vが管理するタブーリスト (Tabu List)
の集合を TLv とする。TLv はプレイアウト初手から第M
手目までのM 個のキュー (queue) Qm; m = 1; 2;    ;M
で実現する。つまり、TLv = fQ1; Q2;    ; QMg である。
キュー Qm の要素数 jQmj がタブーリストのサイズ Lk
である。これを以下、タブーサイズと呼ぶことにする。
タブーサイズ Lk の添字 k はモンテカルロ木における
葉ノード v の根からの深さである。また、提案法では、
葉ノード v
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……第 m手目 ……
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M
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M
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M
……第 M手目 ……
……
  ( 第 1手目 )
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v
…
……
  プレイアウト初手
図 3 第M 手目までに導入した局面タブーリストの構造
jQ1j =    = jQM j = Lk を仮定する。
第 m手目のタブーリスト Qm の先頭要素を qfrontm 、末
尾要素を qrearm とする。図 1の葉ノード v にプレイアウト
初手から第M 手目までに局面タブーリストを内包させた
のが図 3 である。図 1 の葉ノード u にも同様の構造をも
つ TLu を内包させる。
要素 q`m (1  m M; 1  `  Lk)に登録される値が局
面のゾブリストハッシュ値となる。FIFO(First-In-First-
Out)構造をもつキューへのハッシュ値の追加と削除につ
いて詳しく説明する。
モンテカルロ木の根から UCB 値の大きい順に木を降り
て、葉ノードに到達するとプレイアウトを 1回だけ実行す
る。今、プレイアウト開始第m手目の合法手を xm とし、
局面が r xm  ! sに変化したとする。このとき式 (3)によっ
て局面 sのハッシュ値は次式で求めることができる。
hash(s) = hash(r) ^ rand(xm):
そして次のようにしてキュー Qm を更新する。
new qrearm =
(
hash(s) if hash(s) =2 Qm
NIL if hash(s) 2 Qm;
(6)
Qm  Qm [ fnew qrearm g   fqfrontm g: (7)
ここで、演算子 [ と   は要素 fg のキューへの追加と
削除であり、具体的にはキュー Qm への Enqueue操作と
Dequeue操作を示す。式 (6)の記号NILは空を意味する。
もし得られた局面 sのハッシュ値 hash(s)がタブーリス
ト Qm に未登録ならば hash(s) を、登録済ならば代わり
に NIL をキュー Qm に追加する。new qrearm = NIL の
場合は、再び局面 r に戻って新たな合法手 x0m を生成し、
137
局面タブーリストを内包したモンテカルロ木探索の 19路盤囲碁への応用
新たな局面 s0 を別途生成し直さなければならない。ただ
し、NIL が連続 Lk 回続けば、その次は必ず登録可能な
ハッシュ値が得られる。キューの大きさ jQmjが Lk なの
で、\hash(s) 2 Qm"が連続 Lk 回続けば、キュー内のすべ
ての要素が NILになるからである。タブーリストに一旦
登録された局面はタブーサイズ Lk 期間だけ探索できず、
Lk + 1 回目ではじめて再探索可能になる。これが結局は
プレイアウトの多様性に繋がる。
局面タブーリストにはプレイアウト初手から第 m手目
（1  m M）まで、出現した局面ハッシュ値を図 3縦方
向に順次キューに追加していく。NILが複数回追加され
るかもしれないが、1回のプレイアウトで交互に手が進む
には、最終的には必ず次の局面ハッシュ値を追加すること
になる。注意すべきは、式 (6)式 (7)によるタブーリス
トへの局面追加は、プレイアウトで一手着手した直後に行
われる、という点である。
さて、局面タブーリストでは、手をタブーリストに登録
する方法と同様、可変長タブーリストによってタブーサイ
ズ Lk を適宜短縮させる。序盤ではタブーサイズを大きく
してプレイアウトの多様性を高め、着手候補点が少なくな
る終盤ではタブーリストが候補手生成の邪魔にならないよ
う小さくする。コウ・抜き・パスを考慮しなければ、N 路
盤第 k手目の局面タブーリストのタブーサイズ Lk は、式
(8) の短縮スケジュールで与えることができる。ここで、
演算子 bcは floor関数、Lは初期タブーサイズである。
Lk =
8><>:
L if 1  k  b 14N2c
2
3L if b 14N2c+ 1  k  b 23N2c
1
3L if b 23N2c+ 1  k:
(8)
一般に、短縮スケジュールは L0 = L; Lk 1  Lk 
Lk+1; k = 1; 2;    の条件を満たせばよい。
ここまでがプレイアウト中に手の代わりに局面をタブー
リストに順次登録していく逐次更新法の提案である。
4・4 勝敗に基づく局面タブーリストの一括更新法
前節の逐次更新法では、プレイアウトで一手着手した直
後にその局面のハッシュ値をタブーリストに無条件に追
加した。その局面が仮に局面タブーリストに阻まれたとし
ても、局面をひとつ戻って別の合法手を生成し、局面ハッ
シュ値を計算し直し、式 (6)式 (7)を毎回適用した。
この部分に修正を施すのが局面タブーリストの一括
更新法である。プレイアウト第 m 手目のキュー Qm
に対し、fDequeue(qfrontm ) & Enqueue(NIL)g 操作と
fDequeue(qfrontm ) & Enqueue(hash(s))g操作を明確に区
別する。局面ハッシュ値の Dequeue操作と Enqueue操作
において式 (6)式 (7)の更新手順を次のように改める。
まず、プレイアウトの第m手目 (1  m M)で局面タ
ブーリストに阻まれたケースだけを正しくキュー Qm に
反映させる。(
new qrearm = NIL if hash(s) 2 Qm
Qm  Qm [ fnew qrearm g   fqfrontm g:
(9)
第 m手目局面がタブーになることなく無事着手できた
場合には、キューにその局面 sのハッシュ値 hash(s)を即
座に登録せず、一旦バッファ bufm に保存する。
bufm = hash(s) if hash(s) =2 Qm: (10)
1 回のプレイアウトが完全に終了した時点ですべての
バッファ bufm (1  m M)の値は確定している。
最後に、自分手番で始まるそのプレイアウトが負けた場
合のみ(
new qrearm = bufm for all m
Qm  Qm [ fnew qrearm g   fqfrontm g
(11)
によってバッファに溜めてあったM 個の局面ハッシュ値
をM 個のキュー Qm (1  m  M)にまとめて追加登録
する。つまり、葉ノードに内包したM 個の局面タブーリ
ストを一括更新する。結果的に更新後の局面タブーリスト
は前節の逐次更新法の結果と同じになる。
逆に、自分手番で始まるそのプレイアウトが勝った場合
には、式 (9)の NILの追加更新だけを行い、式 (11)の局
面ハッシュの一括登録処理を省略する。このようにプレイ
アウトの勝敗に基づいて局面のタブーリストへの追加登録
の有無を適宜決定する方式に改める。
式 (9)式 (11)の意味と意図を説明する。意味するとこ
ろは、プレイアウト中に勝った手のみを記憶し、負けた手
は忘却する、LGRF手法 14) と基本的に同じ発想である。
次にその意図である。「自分手番で始まるプレイアウト
が負けた場合」とは、図 1葉ノード uのプレイアウト例が
これに該当する。初手が黒手番のプレイアウトで白手番が
勝利したのだから、黒手番は負けたことになる。このとき
葉ノード u に導入したM 手分のタブーリスト TLu の末
尾要素をバッファに保存しておいたM 個の局面ハッシュ
値ですべて一括更新する。負けたのだから、負けた局面を
タブーリストに登録して、以降のプレイアウトでその局面
を禁忌するよう仕向けるのである。負けた局面を避けられ
るので、直接的ではないが以降のプレイアウトを勝ちに誘
導できる可能性がある。つまり、効果的にプレイアウトを
多様化できる。
一方、「自分手番で始まるプレイアウトが勝った場合」
とは、図 1葉ノード vから始まるプレイアウト例がこれに
該当する。葉ノード v では初手が白手番で始まるプレイ
アウトが試行される。そのプレイアウトが白勝だから、プ
レイアウト中はランダムながら良手を選択し、良好な局面
を順次生成した、と考えて差し支えない。そうであるなら
ば、その局面をわざわざタブーリストに登録して、その局
面を避ける理由がない。よって、局面ハッシュ値の一括登
録は敢えて行わず、式 (11)の処理過程を省略する。
自分手番で始まるプレイアウトが勝った場合でも、NIL
の更新だけはタブーリストに正しく反映する必要がある。
NILとはその局面がタブーリストのキューにすでに登録
済みであることを示す。もし NILをキューに追加しなけ
れば、その局面がタブーリストの要素として残留し続ける
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表 1 19路盤囲碁で使用した手法と各種パラメータの設定一覧
手法 MCTS プレイアウト総数 閾値 タブーリスト タブーサイズ 初手から 登録 勝敗利用
gnugo { { { { { { { {
gnugo-uct  8000 1 { { { { {
gTabu0  8000 30 { { { { {
gTabu18  8000 30  18 5手まで 手 {
gTabu18-hash  8000 30  18 5手まで 局面 {
gTabu18-hash-win  8000 30  18 5手まで 局面 
ことになり、その局面の再探索が不可能となる。このよう
な事態に陥らないよう NIL をタブーリストに追加して、
その局面のタブー期間を 1だけ減らすのである。
以上が勝敗に基づく局面タブーリストの一括更新法の提
案である。
5. 数値実験
提案法の棋力や特性を評価するため、提案法をオープン
ソースの GNU Go 3.81 に組み込んだ。19路盤の対局で
はオリジナルのGNU Go 3.8（思考ルーチン名: gnugo）と
対戦させた。
5・1 比較する思考ルーチンとパラメータの選定
19 路盤囲碁で使用したプログラム名とパラメータの一
覧を表 1 に示す。表 1 の gnugo はモンテカルロ木探索を
搭載していない。GNU Go 3.8 がデフォルトでモンテカ
ルロ木探索を 19 路盤囲碁に搭載していないからである。
gnugoに 19路盤でもモンテカルロ木探索が動作するよう
修正したのが gnugo-uct である。提案手法の思考ルーチ
ンはすべて gnugo-uctをベースに開発した。gnugo-uctの
UCB 値に関する式 (1) 係数 C は、C = 1:5 を採用した。
gnugo-uctと gnugoを対局させコミ 6目半で先手後手の勝
率がほぼ 50%になるように調整するための措置である。
gnugo-uct に文献 6) のタブーリストを組み込んだ手法
が gTabuX である。gTabuX のタブーリストには手が登
録される。一方、局面をタブーリストに逐次登録する提
案手法が gTabuX-hashである。さらに、gTabuX-hashに
勝敗に基づくタブーリストの一括更新を採用した手法
が gTabuX-hash-win である。X の部分には本来タブー
サイズの L が入る。しかし、対局実験ではタブーサイズ
18(L = 18) のみに限定した。説明の煩雑さを避けるため
である。モンテカルロ木で葉ノードを展開する閾値は 30
とした。そしてタブーリストの導入であるが、これはプレ
イアウト初手から 5手 (M = 5)までとした。対局では公
平性を保つため、モンテカルロ木探索 (MCTS)で 1手を
決定する際のプレイアウト総数はすべて 8000で統一して
いる。ここまでを一覧にしたのが表 1である。
文献 6) を含めた提案手法の gTabuX, gTabuX-hash,
gTabuX-hash-win には式 (8) のタブーサイズ短縮スケ
ジュールを組み込んだ。19路盤なのでN = 19であり、回
1 GNU Go http://www.gnu.org/software/gnugo/
数 k = 1は互先での初手を意味する。このとき、タブーサ
イズ Lk は次式のように徐々に短縮されることになる。
Lk =
8><>:
18 if 1  k  90
12 if 91  k  240
6 if 241  k:
5・2 19路盤での対局結果
まず、各提案手法を先手 500局、後手 500局の計 1000局
で gnugoと対戦させた。対局結果を表 2に示す。gTabu18
は gnugoに対して完全に負け越している。手のみをタブー
リストに登録する gTabu18は 19路盤では局所的であるた
め有効に機能せず、勝率も良くない。その一方で局面をタ
ブーリストに登録する gTabu18-hashは gnugoに対して勝
ち越し、開発元になった gnugo-uctの勝率さえ改善してい
る。さらに、勝敗に基づいて局面をタブーリストに一括登
録する gTabu18-hash-winは、どの手法よりも gnugoに対
する勝率が優っている。
対局の結果から有意水準 5%で二項検定を行った。結果
を表 3に示す。gTabu18-hashは勝率こそ改善できたもの
の p値が有意水準  = 0:05を越えているため、gnugoと統
計上の有意な差はない。つまり棋力の明確な向上は得られ
なかった。一方で最も勝率が高かった gTabu18-hash-win
の p値は 0.012となり、有意水準  = 0:05を下回っている。
これは統計的に gTabu18-hash-winと gnugoの棋力に有意
な差があることを意味する。勝率から gTabu18-hash-win
は十分な棋力向上を達成したと判断してよい。
5・3 同一局面重複数の評価
19 路盤でプレイアウトの多様性が確保されているかを
検証した。プレイアウト初手から 5手目までに出現した同
一局面重複数で評価した。初期局面を図 4として、● 43
手目を探索させた。プレイアウト初手から 5手目までに探
索した局面のハッシュ値を同一局面の評価に使った。ハッ
シュ値が同一ならば同一局面と判定した。使用した手法は
gTabu0, gTabu18, gTabu18-hash, gTabu18-hash-winの 4
つである。数字の 0や 18はタブーサイズである。プレイ
アウト総数は対局同様すべて 8000で統一した。重複した
上位 50局面を横軸に取った結果を図 5に示す。
タブーリストを内包しない gTabu0に比べ、タブーリス
トを内包した他の 3 つの提案手法の方が局面重複数が少
ない。よってタブーリストを内包すれば、19 路盤でもプ
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表 2 19路盤囲碁で gnugoと対局した結果
黒手番での 白手番での 合計勝数
手法 勝数 勝率 勝数 勝率 勝数 勝率
gnugo 513 | 487 | 513/1000 51.3%
gnugo-uct 266/500 53.2% 253/500 50.6% 519/1000 51.9%
gTabu18 239 47.8% 252 50.4% 491 49.1%
gTabu18-hash 264 52.8% 259 51.8% 523 52.3%
gTabu18-hash-win 277 55.4% 263 52.6% 540 54.0%
表 3 19路盤囲碁での対 gnugoに対する二項検定の結果
手法 p値 信頼区間 p値 < 有意水準 
gnugo 0.429 0.482 { 0.544 No
gnugo-uct 0.242 0.488 { 0.550 No
gTabu18 0.591 0.460 { 0.522 No
gTabu18-hash 0.155 0.492 { 0.554 No
gTabu18-hash-win 0.012 0.509 { 0.571 Yes
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図 4 19路盤の初期局面
レイアウトの多様性をある程度確保できることが確認でき
た。gTabu18は盤上の石の配置を考慮せず、手のみを管理
している。そのため他の 2つの手法と比べて、同一局面重
複数は少なくなる傾向にある。
文献 6) では 9路盤で適当な初期局面から次の一手を探
索する状況で同一手重複数を計測している。実験状況は異
なるが、同一局面重複数は同一手重複数と比較し、その出
現頻度は低くなる傾向がある。理由は 2つ考えられる。
一つ目の理由は 19 路盤の探索空間の広さである。9路
盤の探索空間が 1038 程度なのに対し、19路盤の探索空間
は 10171 もある。探索空間が大きくなれば、候補手数も増
加する。候補手数の増加により同一局面の出現頻度は相対
的に減少することになる。もう一つの理由は、同一手より
も同一局面の方が出現し難いからである。局面を比較する
1
0
5
0
1
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2
0
30
2
5
同一局面数
同一
局面
重複
数の
頻度 gTabu0gTabu18
gTabu18-hash
gTabu18-hash-win
0 10 20 40 50
図 5 上位 50局面の同一局面重複数
場合、盤面にある石の配置が少しでも異なると同一重複と
はならない。局面が同一でも手順の途中にパスがあった場
合、ハッシュ値が変更されてやはり同一局面とは判定され
ない。以上 2つの理由により同一局面重複数の方が同一手
重複数よりもその出現頻度は低くなる。
5・4 1回のプレイアウトでタブーになる平均候補手数
の評価
図 4を初期局面として、● 43手目を探索したときに 1
回のプレイアウトでタブーになる平均候補手数を計測し
た。タブーになる候補手総数は、総プレイアウト数 8000
回のうち手が生成されたにもかかわらず破棄された候補手
の総数で評価する。よって 1回のプレイアウトでタブーに
なる平均候補手数は、破棄された候補手総数を総プレイア
ウト数の 8000で除した平均値で評価する。タブーサイズ
が 0の gTabu0では、候補手がタブーリストに阻まれるこ
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表 4 19 路盤囲碁で 1 回のプレイアウト中に　
タブーになる候補手総数と平均候補手数
Method+ タブーになる タブーになる
Tabu size 候補手総数　 平均候補手数
gTabu0 0 0
gTabu1 375 0.047
gTabu2 685 0.086
gTabu3 941 0.118
gTabu4 1114 0.139
gTabu5 1288 0.161
gTabu6 1440 0.180
gTabu7 1655 0.207
gTabu8 1700 0.213
gTabu9 1835 0.229
gTabu10 1860 0.233
gTabu11 2065 0.258
gTabu12 2098 0.262
gTabu13 2031 0.254
gTabu14 2179 0.272
gTabu15 2348 0.293
とはないのでタブーになる候補手総数は当然 0である。
実験結果を表 4 に示す。タブーサイズの増加に伴いタ
ブーになる候補手総数も増加する。タブーリストは着手禁
止点を意図的に増加させることに寄与するので、この結果
は至極当然である。意外なのは平均候補手数である。
文献 6) によれば、N 路盤でプレイアウト初手から M
手目までにタブーサイズ L のタブーリストを導入すると
き、1 回のプレイアウト中にタブーになる平均候補手数
T (N;L;M)の上界は式 (12)で与えられる。
T (N;L;M) <
ML
n

lnn+  +
L2
6

: (12)
ただし、n = N2   L M とおいた。 ' 0:57721はオイ
ラー定数（Euler's constant）15) である。
19 路盤（N = 19）でタブーサイズ 12 のタブーリスト
（L = 12）をプレイアウト開始 5手まで（M = 5）に導入し
たとき、タブーになる平均候補手数は、T (19; 12; 5) < 4:562
となる。数値実験で得られた表 4からタブーサイズ 12の
それを拾うと 0:262である。総プレイアウト数 8000回で
実験しているので、1回のプレイアウトにつき平均 0:262
手だけ候補手を無駄にしていることになる。整数に丸めて
も高々 1である。この数値実験からモンテカルロ木探索に
タブーリストを内包しても 1回のプレイアウトでタブーに
なる平均候補手数は 19路盤では非常に少ないことが判る。
手をタブーリストに登録する限りにおいて、モンテカ
ルロ木探索の木探索処理にあまり負荷を掛けることはな
い。しかし、表 2 に示したように勝率という観点から、
gTabu18でさえ gnugoに対し勝率 50%に 0.9%届かない。
5・5 思考時間の検証
gTabuXのタブーリストに手を登録する場合、非常に効
率が良いことは節 5・4 の数値実験で確認した。しかし、
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図 6 19路盤対局で gnugoを基準とする平均思考時間の差異
gnugoと対戦させると勝率は予想するほど伸びない。局面
タブーリストを導入した gTabu18-hashや gTabu18-hash-
winならば、元になった gnugo-uctと互角かそれ以上の棋
力になる。今度は gTabu18-hashや gTabu18-hash-winの
思考時間について考察してみる。
UCTを実装していない gnugoと 1局あたりの平均思考
時間で比較してみる。実験環境を以下に示す。
オペレーティングシステム: Ubuntu 14.04.1 (x86 64)
プロセッサ: Intel Core i7-4790 CPU @3.6 GHz
メモリ: 32 GB
節 5・2では先手 500局、後手 500局の計 1000局対戦
させ、その勝敗から二項検定を使って棋力を統計的に処理
した。そのときの 1 局あたりの gnugo を基準とする平均
思考時間の差異をグラフ化したのが図 6である。
gnugoの平均思考時間を基準値 0.0とすると、すべての
手法で gnugo よりも思考時間が長い。gnugo はモンテカ
ルロ木探索を搭載しておらず、知識ベースのみで手を探索
するため 1 手にかかる思考時間が短い。しかし、それ以
外の手法はモンテカルロ木探索でプレイアウトを 8000回
行っているので必然的に思考時間が長くなる。
gnugo-uct, gTabu0, gTabu18 の 3 つの手法の間に思考
時間の差はほとんど見られなかった。この結果から手を登
録するタブーサイズ 18の gTabu18は思考時間に大きな影
響を与えることはないといえる。
一方で gTabu18-hashと gTabu18-hash-winの平均思考
時間が大幅に増加している。図 5 から gTabu18-hash や
gTabu18-hash-winがプレイアウト中にタブーリストに阻
まれて禁じ手とせざるを得ない候補手生成数は gTabu18
と大差ない。違いはタブーリストの使い方である。手のみ
をタブーリストに追加する gTabu18では、候補手それ自
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体をタブーリストに登録する。局面をタブーリストに登録
する gTabu18-hashや gTabu18-hash-winでは、直前の局
面と候補手から一手打った後の局面のハッシュ値を計算す
る。しかもプレイアウト初手から第 5 手目まで毎回ハッ
シュ値を計算することになる。おそらくこのハッシュ処理
が gTabu18-hashと gTabu18-hash-winで思考時間がこれ
程までに増加する原因になったと考えられる。
さて、図 6で gTabu18-hash-winの思考時間が gTabu18-
hash よりも減少している。この理由について考察してみ
る。gTabu18-hashがプレイアウト初手から第 5手目まで
すべての局面を無条件にタブーリストに逐次登録するのに
対し、gTabu18-hash-winはプレイアウトの勝敗に基づい
てその局面をタブーリストに一括登録するか否かを取捨選
択する。つまり、タブーリストに登録する回数が減少した
ため、それに伴い思考時間も減少した、と考えられる。
6. おわりに
モンテカルロ木の葉ノードに局面タブーリストを内包さ
せることを提案した。タブーリストにはプレイアウト中の
局面が逐次登録されていく。局面の記録にはゾブリスト
ハッシュを利用した。局面タブーリストの更新では、プレ
イアウトの勝敗に基づいて負けたときのみ局面を一括登録
する方法も併せて提案した。タブーリストを葉ノードに内
包させる目的はそこから実行されるプレイアウトに多様
性を持たせるためである。探索木を深さ方向だけでなく、
より均一的に成長させて好手を逃さないようにするため
である。タブーリストに登録された局面はタブー期間だけ
タブーになる。つまりその局面を生成する手を禁じ手にす
る。これによりプレイアウトの多様性を確保した。
19 路盤対局での数値実験から、勝敗に基づいて局面を
タブーリストに一括登録する手法は二項検定の結果からも
優位であり、gnugo-uctの勝率を最も改善した。逐次更新
法は勝率こそ改善したが、統計的な有意差は得られなかっ
た。手を登録する従来法は勝率 5割にも満たなかった。
19路盤囲碁で初期局面を与え● 43手目を探索させて、
同一局面重複数の出現頻度を計測した。結果からタブーリ
ストへの登録は手だけでなく局面でも概ね良好であること
を確認した。1回のプレイアウトでタブーになる平均候補
手数、これもかなり少ないことを数値実験で確認した。
平均思考時間については提案した局面タブーリストの内
包は不調であった。局面タブーリストの一括更新法でも思
考時間は長くなるが、逐次更新法はさらに劣る結果となっ
た。ハッシュ処理の一部を見直す必要があるだろう。
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