This paper attempts to compute the complexity of Optimized Power Set Computational algorithm (OPCA). The algorithmic complexity has been found to be in the order of 2 n .
Introduction
The Set Theory assumes greater significance in computer science. The concepts of set theory are being used for formalizing and reasoning about computation and the objects of computation [3] . They are closely related to logic where the use of computers is indispensable to solve it. Computer science has had many of its constructs and ideas inspired by Set Theory. We present some of the set theoretical concepts and their definitions [5] to understand the paper better.
4762

K. Arulmani, P. Swaminathan and V. Ramaswamy Set
A set is an unordered collection of objects, called its elements or members. We write a aX  when a is an element of the set X. Examples of some important sets include  the empty set with no elements, sometimes written  , ℕ the set of natural numbers   1, 2,3,... , ℕ0 the set of natural numbers with zero   0,1, 2,3,... , ℤ the set of integers, both positive and negative, with zero and ℚ the set of rational numbers and ℝ the set of real numbers.
Subset
In computer science we often use sets of strings of symbols from some alphabet, for example the set of strings accepted by a particular program.
A set X is said to be a subset of a set Y, written XY  , iff every element of X is an element of Y, i.e.
.
Universal set
For any set A, we can always find a set U for which A is a subset. Then U is called a universal set.
Empty set
A set that does not contain any element is empty set. Empty sets are denoted by   or  . By convention, empty set is a subset of every set. Thus, for any set X ,  and X are always subsets called trivial subsets. Any subset of X other than  and X is called a non-trivial subset.
Power set
For a set X , consider the set whose elements are the various subsets of X . This set is called the power set of X and is denoted by () PX . We know that () PX  and () X P X  .
Example:
 .
Optimized Power set Computational Algorithm (OPCA)
This algorithm [4] takes a set S as a string composed of 'n' characters/elements as an input and computers the power set P(S) that contains 2 n -1 strings except for
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4763 null string i.e. empty set. Each member in P(S) is a subset constructed with elements from S. The algorithm outputs the 2 n -1 strings/sets from a finite string/set with n characters/elements. We outline the algorithm which will facilitate better understanding. For a finite set S consisting of n elements, perform the following steps:
Step 1: Check if
.If so, returns a power set with an empty set. Else go to Step 2.
Step 2: Set 1 i  . Step 3: Compute all possible subsets starting with i th element by combining it with ni  elements (from 1 i  to n ) in possible ways. If done go to Step 4.
Step 4:
Step 6: Print all subsets of S.
The detailed algorithm is as follows: 
Loop Analysis
To compute the complexity of the above algorithm, the step analysis [1] [2] is done on various loops used in the algorithm. The reason for considering these loops is that when they are in execution, they generate a distinct set of strings/sets. i th iteration of the outer loop produces a list of 2 ni  unique strings. Table I shows a list of unique strings generated for an input set   , , , ,
S a b c d e 
. The number of subsets generated in each iteration of the outer loop is shown in Figure 1 . Table II shows the trace of the OPCA algorithm to understand how the OPCA generates subsets of a set consisting of 5 elements. From the trace of the algorithm, it is seen that for a set consisting of 5 elements, number of subsets generated in the outer for loop (i) , inner loop (j) and inner for loop(m) inside while loop are 5, 10 and 16 respectively. The total number of subsets generated is 31 except null set.
OPCA Algorithm Analysis
After analysis of the above trace, we present the following Table III that shows the number of subsets generated in the loops nested inside the outer loop, controlled by the variable i, for various set sizes. But, for the number of subsets produced in the outer loop (i) is  number of subsets generated in the inner for loop (j).
For values of i, j and w for each iteration of the outer loop i, given set size with n, the following generalized equations for i, j and w have been formed as under:
in  
