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Abstract
Let Γ be a Cayley graph of the permutation group generated by a transpo-
sition tree T on n vertices. In an oft-cited paper [2] (see also [14]), it is shown
that the diameter of the Cayley graph Γ is bounded as
diam(Γ) ≤ max
π∈Sn
{
c(pi)− n+
n∑
i=1
distT (i, pi(i))
}
,
where the maximization is over all permutations pi, c(pi) denotes the number
of cycles in pi, and distT is the distance function in T . In this work, we first
assess the performance (the sharpness and strictness) of this upper bound. We
show that the upper bound is sharp for all trees of maximum diameter and also
for all trees of minimum diameter, and we exhibit some families of trees for
which the bound is strict. We then show that for every n, there exists a tree
on n vertices, such that the difference between the upper bound and the true
diameter value is at least n− 4.
Observe that evaluating this upper bound requires on the order of n! (times a
polynomial) computations. We provide an algorithm that obtains an estimate
of the diameter, but which requires only on the order of (polynomial in) n
computations; furthermore, the value obtained by our algorithm is less than or
equal to the previously known diameter upper bound. This result is possible
because our algorithm works directly with the transposition tree on n vertices
and does not require examining any of the permutations (only the proof requires
examining the permutations). For all families of trees examined so far, the
value β computed by our algorithm happens to also be an upper bound on the
diameter, i.e.
diam(Γ) ≤ β ≤ max
π∈Sn
{
c(pi)− n+
n∑
i=1
distT (i, pi(i))
}
.
Index terms — Cayley graphs; transposition trees; algorithms; diameter; permuta-
tions; permutation groups; interconnection networks; parallel and distributed com-
puting.
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1. Introduction
A problem of practical and theoretical interest is to determine or estimate the diam-
eter of various families of Cayley networks. In the field of parallel and distributed
computing, Cayley graphs generated by transposition trees were studied in the oft-
cited paper by Akers and Krishnamurthy [2], where it was shown that the diameter
of some families of Cayley graphs is sublogarithmic in the number of vertices. This
is one of the main reasons such Cayley graphs were considered a superior alterna-
tive to hypercubes for consideration as the topology of interconnection networks [18].
Since then, much work has been done in understanding the use of Cayley graphs and
algebraic methods in networks [15].
Cayley graphs were first introduced in 1878 by Arthur Cayley to study groups
[9]. Let G be a group generated by a set of elements S. The Cayley graph (or
Cayley diagram) of G with respect to the set of generators S is a directed graph with
vertex set G and with an arc from vertex g to vertex gs iff g ∈ G and s ∈ S (cf.
[8, Chapter VIII.1], [7]). Such graphs possess a certain degree of symmetry. In a
symmetric network, the topology of the network looks the same from every node. It
is now known that many families of symmetric networks possess additional desirable
properties such as optimal fault-tolerance [3], [1], algorithmic efficiency [4], optimal
gossiping protocols [6] [23], and optimal routing algorithms [10], among others, and
so have been widely studied in the fields of interconnection networks and distributed
computing and networking. New topologies continue to be proposed and assessed
[19].
The diameter of a network represents the maximum communication delay between
two nodes in the network. The design and performance of bounds or algorithms that
determine or estimate the diameter of various families of Cayley graphs of permutation
groups is of much theoretical and practical interest. This diameter problem is difficult
even for the simple case when the symmetric group is generated by cyclically adjacent
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transpositions (i.e. a set of transpositions whose transposition graph is a Hamilton
cycle) [16]. The problem of determining the diameter of a Cayley network is the
same as that of determining the diameter of the corresponding group for a given set
of generators; the latter quantity is defined to be the minimum length of an expression
for a group element in terms of the generators, maximized over all group elements.
Let S denote a set of transpositions of {1, 2, . . . , n}. We can describe S by its
transposition graph T (S), which is a simple, undirected graph whose vertex set is
{1, 2, . . . , n} and with vertices i and j being adjacent whenever (i, j) ∈ S. Construct
the Cayley graph Γ whose vertex set is the permutation group generated by S and
with two vertices g and h being adjacent in Γ if and only if there exists an s ∈ S
such that gs = h. A natural problem is to understand how properties of the Cayley
graph Γ depend on those of the underlying transposition graph T (S). For example,
[12, p. 53] and [11] express the automorphism group of the Cayley graph in terms of
that of the transposition tree. In [2], [15, p.188], the diameter of the Cayley graph is
expressed in terms of distances in the underlying transposition tree.
It is well known that a given set of transpositions on {1, 2, . . . , n} generates the en-
tire symmetric group on n letters iff the transposition graph contains a spanning tree
[5],[12]. A transposition graph which is a tree is called a transposition tree. Through-
out this work, we let T = T (S) denote a given transposition tree corresponding to
the set of transpositions S; we often use the same symbol T to represent both the
graph of the tree as well as a set of transpositions, and the notation (i, j) is used to
represents both an edge of T as well as the corresponding transposition. Since each
element of S is its own inverse, we have that the Cayley graph Γ generated by T is
a simple, undirected graph. Let distG(u, v) denote the distance between vertices u
and v in an undirected graph G, and let diam(G) denote the diameter of G. Note
that distΓ(π, σ) = distΓ(I, π
−1σ), where I denotes the identity permutation. Thus,
the diameter of Γ is the maximum of distΓ(I, π) over π ∈ Sn.
The oft-cited paper [2] gives an upper bound on the diameter of Cayley graphs
generated by transposition trees. When a bound or algorithm is proposed in the
literature, it is often of interest to determine how far away the bound can be from the
true value in the worst case, and to obtain more efficient algorithms for estimating the
parameters. The purpose of this work is to assess the performance of the previously
known upper bound on the diameter and to propose a new algorithm to estimate the
diameter of Cayley graphs for any given transposition tree.
1.1. Notational preliminaries and terminology
Let Sn denote the symmetric group on [n] := {1, 2, . . . , n}. We represent a permuta-
tion π ∈ Sn as an arrangement of [n], as in [π(1), π(2), . . . , π(n)] or in cycle notation.
c(π) denotes the number of cycles in π, including cycles of length 1. Also, inv(π) de-
notes the number of inversions of π (cf. [5]). Thus, if π = [3, 5, 1, 4, 2] = (1, 3)(2, 5) ∈
S5, then c(π) = 3 and inv(π) = 6. For π, τ ∈ Sn, πτ is the permutation obtained
by applying τ first and then π. If π ∈ Sn and τ = (i, j) is a transposition, then
c(τπ) = c(π) + 1 if i and j are part of the same cycle of π, and c(τπ) = c(π)− 1 if i
and j are in different cycles of π; and similarly for c(πτ). Fix(π) denotes the set of
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fixed points of π, and Fix(π) denotes the complement set [n] − Fix(π). We assume
throughout that n ≥ 5, since the problem is easily solved by using brute force for all
smaller trees.
Throughout this work, Γ denotes the Cayley graph generated by a transposition
tree T . We now recall some previously known bounds and briefly outline the proof
of these bounds.
Theorem 1. [2] Let T be a tree and let π ∈ Sn. Let Γ be the Cayley graph generated
by T . Then
distΓ(I, π) ≤ c(π)− n +
n∑
i=1
distT (i, π(i)).
By taking the maximum over both sides, it follows that
Corollary 2. [15, p.188]
diam(Γ) ≤ max
π∈Sn
{
c(π)− n+
n∑
i=1
distT (i, π(i))
}
.
In the sequel, we refer to the first upper bound as the distance upper bound fT (π)
and the second upper bound as the diameter upper bound f(T ):
Definition 3. For a transposition tree T and π ∈ Sn, define
f(T ) := max
π∈Sn
fT (π) = max
π∈Sn
{
c(π)− n+
n∑
i=1
distT (i, π(i))
}
.
We now recall from [2] the proofs of these results since we refer to the proof
in the sequel. Start with a given tree T on vertices labeled by [n] and an element
π ∈ Sn, π 6= I, for which we wish to determine distΓ(I, π). Initially, at each vertex
i of T , we place a marker π(i). Multiplying π by the transposition (i, j) amounts to
switching the markers at vertices i and j. We now have a new set of markers at each
vertex of T corresponding to the permutation π(i, j), which is a vertex adjacent to
π in Γ. The problem of determining distΓ(I, π) is then equivalent to that of finding
the minimum number of switches necessary to home each marker (i.e. to bring each
marker i to vertex i). Given any T with vertex set [n] and markers for these vertices
corresponding to π 6= I, it can be shown that T always has an edge ij such that the
edge satisfies one of the following two conditions: Either (A) the marker at i and the
marker at j will both reduce their distance to π(i) and π(j), respectively, if the switch
(i, j) is applied, or (B) the marker at one of i or j is already homed, and the other
marker wishes to use the switch (i, j). We call an edge that satisfies one of these two
conditions an admissible edge of type A or type B. It can be shown that during each
step that a transposition τ corresponding to an admissible edge is applied to π, we
get a new vertex π′ which has a strictly smaller value of the left hand side above;
i.e., fT (π
′) < fT (π), and it can be verified that fT (I) = 0. This proves the bounds
above. This algorithm, which we call the AK algorithm, can be viewed as ‘sorting’ a
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permutation using only the transpositions defined by T , and the Cayley graph is the
state transition diagram of the current permutation of markers.
We point out that this same diameter upper bound inequality is also derived
in Vaughan [21]; however, this paper was published in 1991, whereas Akers and
Krishnamurthy [2] was published in 1989 and widely picked up on in the parallel
and distributed computing and networking community by then. There are some
subsequent papers, such as [22] and [20], which cite only Vaughan [21] and not [2].
Note that the distance and diameter bounds above need not hold if T has cycles
(the proof mentioned above breaks down because if T has cycles, there exists a π 6= I
such that T has no admissible edges for this π). Thus, when we study the sharpness
(or lack thereof) of the upper bounds, we assume throughout that T is a tree and Γ
is the Cayley graph generated by a tree.
The diameter of Cayley graphs generated by transposition trees is known for some
particular families of graphs. For example, if the transposition tree is a path graph
on n vertices, then the diameter of the corresponding Cayley graph is
(
n
2
)
, and if
the tranposition tree is a star K1,n−1, then the diameter of the corresponding Cayley
graph is ⌊3(n − 1)/2⌋ (cf. [2]). For the special case when T is a star, another upper
bound on the distance between vertices in the Cayley graph is known:
Lemma 4. [2]Let T be a star. Then
distΓ(I, π) ≤ n+ c(π)− 2|Fix(π)| − r(π),
where r(π) equals 0 if π(1) = 1 and r(π) = 2 otherwise (here, the center vertex of T
is assumed to have the label 1).
It is possible to obtain a heuristic derivation of the diameter upper bound formula,
as follows. It is straightforward to derive the distance upper bound for the special
case when the transposition tree is a star K1,n−1, and we get [2]
distΓ(I, π) ≤ n+ c(π)− 2|Fix(π)| − r(π).
Observe that |Fix(π)| = n− |Fix(π)|, which yields
distΓ(I, π) ≤ c(π)− n + 2|Fix(π)| − r(π).
Note that when the tree is a star, 2|Fix(π)| is almost (i.e. within 1 of) the sum of
distances
∑n
i=1 distT (i, π(i)). This leads us to the question of whether the inequality
distΓ(I, π) ≤ c(π)− n+
n∑
i=1
distT (i, π(i))
also holds for all the remaining trees T , and this question has been answered affirma-
tively in the literature.
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1.2. Summary of our main contributions
The problem of interest studied in this work is to obtain algorithms or bounds for
the diameter of Cayley graphs of permutation groups. When a bound or algorithm
is proposed in the literature, it is of interest to determine the families of graphs for
which the previously known bounds are exact, and to determine how far away these
bounds can be from the true value in the worst case. It is also of interest to have new
or more efficient algorithms for estimating these parameters. We now summarize our
contributions on this problem.
Let Γ denote the Cayley graph generated by a transposition tree T . We show that
the previously known distance upper bound
distΓ(I, π) ≤ c(π)− n +
n∑
i=1
distT (i, π(i)).
is exact or sharp (i.e. the inequality holds with equality) for all π ∈ Sn if and only if
T is a star.
We also show that the previously known diameter upper bound
diam(Γ) ≤ max
π∈Sn
{
c(π)− n+
n∑
i=1
distT (i, π(i))
}
.
is exact if T is a star or a path. Note that this also implies that even though the
distance upper bound is not exact for any paths, if we take the maximum over both
sides, we get that the diameter upper bound is exact for all paths (i.e. the strict
inequality becomes an equality when we maximize over all π ∈ Sn).
It was shown in [2] that: when T is a star,
distΓ(I, π) ≤ n+ c(π)− 2|Fix(π)| − r(π).
We show here that this inequality holds with equality.
We then examine some properties of the AK algorithm. We show that if the tree T
is a star or a path, then any factorization obtained by the AK algorithm to express a
given permutation π ∈ Sn as a word in the edges of T is of minimum length. However,
there exist other transposition trees for which the AK algorithm is not optimal.
It is of interest to know how far away a bound can be from the true value in the
worst case. We show that for every n, there exists a transposition tree on n vertices
such that the difference between the diameter upper bound and the true diameter
value of the Cayley graph is at least n − 4. This result gives a lower bound on the
difference, and we leave it as an open problem to determine an upper bound for this
difference.
Observe that evaluating the diameter upper bound requires on the order of n!
(times a polynomial) computations. We propose another algorithm for estimating
the diameter of the Cayley graph of the permutation group. Our algorithm obtains
an estimate, say β, efficiently, using only on the order of n (times a polynomial)
computations. This is possible because our algorithm works directly with the trans-
position tree on n vertices and does not require examining the different permutations
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(it is only the proof of this algorithm that requires examining the permutations).
Furthermore, the estimate obtained by our algorithm is shown to be less than or
equal to the previously known diameter upper bound. Also, for all families of trees
investigated so far, the estimate is an upper bound on the diameter, i.e.
diam(Γ) ≤ β ≤ max
π∈Sn
{
c(π)− n+
n∑
i=1
distT (i, π(i))
}
,
where we show that the second inequality holds for all trees, and the first inequality
holds for many families of trees (in fact for all families of trees investigated so far).
Some further interesting extensions and open problems on this algorithm and
related bounds are discussed in Section 5.
2. Sharpness of the distance and diameter upper
bounds
In our proofs, it will be convenient to define the sum of distances in the tree for a
given permutation
ST (π) :=
n∑
i=1
distT (i, π(i)).
Thus, fT (π) = c(π)−n+ST (π). While the bounds and results here are independent of
the labeling of the vertices of T , it will be convenient to assume that the center vertex
of a star has label 1, and that the vertices of a path are labeled consecutively from 1
to n. Also, note that the diameter and distance bounds are invariant to a translation
of the labels on the set of integers, i.e. we can replace the labels {1, 2, . . . , n} by say
{2, 3, . . . , n+ 1}.
Theorem 5. Let Γ be the Cayley graph generated by transposition tree T . Then, in
the distance upper bound inequality
distΓ(I, π) ≤ c(π)− n +
n∑
i=1
distT (i, π(i)),
we have equality for all π ∈ Sn if and only if T is the star K1,n−1.
Proof. Suppose T is the star K1,n−1. It is already known that distΓ(I, π) ≤ fT (π)
for all π ∈ Sn. We now prove the reverse inequality. We want to show that fT (π) is
the minimum number of transpositions of the form (1, i), 2 ≤ i ≤ n required to sort
π. Each vertex i of T is initially assigned the marker π(i). Before the markers along
edge (1, i) are interchanged, there are four possibilities for the values of the marker
π(1) at vertex 1 and marker π(i) at vertex i:
(a) π(1) = 1 and π(i) = i: In this case, applying transposition (1, i) creates a new
permutation π′ for which c(π) has reduced by 1 (i.e. c(π′) = c(π)− 1) and ST (π) has
increased by 2, thereby increasing fT (π) by 1.
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(b) π(1) = 1 and π(i) 6= i: Applying transposition (1, i) reduces c(π) and doesn’t
affect ST (π). Hence, fT (π) is reduced by 1.
(c) π(1) 6= 1 and π(i) = i: Applying (1, i) reduces c(π) by 1 and increases ST (π)
by 2, hence increases fT (π) by 1.
(d) π(1) 6= 1 and π(i) 6= i: There are four subcases here:
(d.1) The first subcase is when π(1) = i and π(i) = 1. In this case, applying (1, i)
increases c(π) by 1, and reduces ST (π) by 2, thereby reducing fT (π) by 1.
(d.2) Suppose π(1) = j (where j 6= 1, i) and π(i) = 1. Applying (1, i) increases
c(π) by 1 and doesn’t affect ST (π). So fT (π) increases by 1.
(d.3) Suppose π(1) = i and π(i) = j 6= 1. Then applying (1, i) increases c(π) by
1 and reduces ST (π) by 2, and hence reduces fT (π) by 1.
(d.4) Suppose π(1) = k and π(i) = j, where j, k 6= 1, i. Then applying (1, i)
changes c(π) by 1 and doesn’t change ST (π), so that fT (π) changes by 1.
In all cases above, switching the markers on an edge (1, i) of T reduces fT (π)
by at most 1. Hence, the minimum number of transpositions required to sort π, or
equivalently, the value of distΓ(I, π), is at least fT (π). Hence, distΓ(I, π) ≥ fT (π) for
all π ∈ Sn. This proves the reverse inequality.
Observe that ST (π) = 2|Fix(π)| when π(1) = 1, and ST (π) = 2|Fix(π)| − 2
otherwise. Thus, it is seen that when T is the star graph, fT (π) evaluates to c(π)−
n+ 2|Fix(π)| − r(π). Hence, distΓ(I, π) = c(π)− n + 2|Fix(π)| − r(π).
Now suppose T is not a star. Then, diam(T ) ≥ 3. So T contains 4 ordered vertices
i, j, k and ℓ that comprise a path of length 3. Let π be the permutation (i, k)(j, l).
Then, c(π) = n− 2, ST (π) = 8, and hence, fT (π) = 6, but distΓ(I, π) ≤ 4, as can be
easily verified by applying transpositions (j, k), (i, j), (k, l) and (j, k).
Corollary 6. Let T be the star K1,n−1 on n vertices. Then the previously known
upper bound inequalities
distΓ(I, π) ≤ n+ c(π)− 2|Fix(π)| − r(π),
and
diam(Γ) ≤ max
π∈Sn
{
c(π)− n+
n∑
i=1
distT (i, π(i))
}
hold with equality.
Theorem 5 implies that if T is the path graph (which is not a star for n ≥ 4),
then there exists a π ∈ Sn for which the distance upper bound is strict:
Corollary 7. Let T be the path graph on n vertices. Then there exists a π ∈ Sn for
which
distΓ(I, π) < c(π)− n+
n∑
i=1
distT (i, π(i)).
Despite such a result, when taking the maximum over both sides, we obtain equal-
ity:
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Theorem 8. Let Γ be the Cayley graph generated by a transposition tree T . Then
the diameter upper bound inequality
diam(Γ) ≤ max
π∈Sn
{
c(π)− n+
n∑
i=1
distT (i, π(i))
}
holds with equality if T is a path.
Proof. Let T be the path graph on n vertices. It is known that diam(Γ) =
(
n
2
)
[5].
Hence, it suffices to prove
max
π∈Sn
fT (π) =
(
n
2
)
.
Let σ = [n, n − 2, . . . , 2, 1]. It can be verified that fT (σ) evaluates to
(
n
2
)
. Thus, it
remains to prove the bound
fT (π) ≤
(
n
2
)
, ∀ π ∈ Sn.
We prove this by induction on n. The assertion can be easily verified for small values
of n. So fix n, and now assume the assertion holds for smaller values of n. Write π
as π1π2 . . . πs. Thus π is a product of s disjoint cycles, and suppose π1 is the cycle
that contains n. We consider three cases, depending on whether π fixes n, whether π
maps n to 1, or whether π maps n to some j 6= 1:
(a) Suppose π1 = (n). Define π
′ := π2 . . . πs ∈ Sn−1. Let T
′ be the tree on vertex
set [n − 1]. We have that fT (π) = c(π) − n + ST (π) = c(π
′) + 1 − n + ST ′(π
′) =
c(π′)− (n− 1) + ST ′(π
′), which is at most
(
n−1
2
)
by the inductive hypothesis.
(b) Suppose π maps n to 1. There are a few subcases, depending on the length of
π1:
(b.1) Suppose π1 = (n, 1), a transposition. Define π
′ := π(n, 1) = (1)(n)π2 . . . πs.
Then, c(π′) = c(π) + 1 and ST (π
′) = ST (π) − 2(n − 1). Hence, fT (π) = c(π) − n +
ST (π) = c(π
′) − 1 − n + ST (π
′) + 2(n − 1). Let T ′′ denote the tree on vertex set
{2, 3, . . . , n− 1}, and let π′′ = π2 . . . πs be a permutation of the vertices of T
′′. Then
fT (π) = 2+c(π
′′)−1−n+ST (π
′)+2(n−1) = c(π′′)−(n−2)+ST ′′(π
′′)+2(n−1)−1.
Relabeling the vertices of T ′′ and the elements of π′′ from {2, . . . , n−1} to [n−2] does
not change c(π′′)− (n−2)+ST ′′(π
′′), to which we can apply the inductive hypothesis.
The bound then follows.
(b.2) Suppose π1 = (n, 1, j), where 2 ≤ j ≤ n − 1. Define π
′ = (n, 1)(j)π2 . . . πs.
It can be verified that ST (π) = ST (π
′), and c(π′) = c(π) + 1. Hence, fT (π) =
fT (π
′) − 1 ≤
(
n
2
)
− 1 by the earlier subcase (b.1). Note that ST (π) = ST (π
−1) and
c(π) = c(π−1), so that the bound evaluates to the same value when π1 = (n, j, 1) and
when π1 = (1, n, j).
(b.3) Suppose π1 = (n, 1, j1, . . . , jℓ) contains at least 4 elements. Define π
′ =
(n, 1)(j1, . . . , jℓ)π2 . . . πs, where the first cycle of π has now been broken down into
two disjoint cycles to obtain π′. Define x := |j1 − j2| + . . . + |jℓ−1 − jℓ|. Then,
ST (π
′) = 2(n−1)+x+|jℓ−j1|+d for some d, where d is the sum of distances obtained
from the remaining cycles π2, . . . , πs. Also, ST (π) = n− 1+ |1− j1|+x+ |jℓ−n|+ d.
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Also, c(π) = c(π′) − 1. Using the equations obtained here and substituting, we get
that fT (π) = c(π)−n+ST (π) = c(π
′)−n+ST (π
′)−n+ |1− j1|+ |jℓ−n| − |jℓ− j1|.
Using the bound c(π′) − n + ST (π
′) ≤
(
n
2
)
of subcase (b.1), and using the fact that
|1− j1|+ |jℓ − n| − |jℓ − j1| ≤ n− 1, we get the desired bound fT (π) ≤
(
n
2
)
.
(c) We consider two subcases. In the first subcase, 1 and n are in the same cycle
of π, and in the second subcase 1 and n are in different cycles of π.
(c.1) Let π = (n, j1, . . . , jℓ, 1, k1, . . . , kt)π2 . . . πs.
Define π′ = (n, j1, . . . , jℓ, 1) (k1, . . . , kt)π2 . . . πs. We show that fT (π) ≤ fT (π
′).
This latter quantity is bounded from above by
(
n
2
)
due to the earlier subcases.
(c.1.1) The subcase ℓ = 0 has been addressed in subcases (b.2) and (b.3). Since
there is a vertex automorphism of the path graph T that maps 1 to n and n to 1, the
subcase t = 0 has also been addressed by the subcase ℓ = 0.
(c.1.2) Now suppose ℓ = 1 and t = 1. The sum of distances of elements in the cycle
(n, j1, 1, k1) and (n, j1, 1)(k1) are equal, and c(π) < c(π
′). Hence, fT (π) < fT (π
′).
(c.1.3) Now suppose t = 1 and l ≥ 2; note that by symmetry, this subcase also
addresses the subcase ℓ = 1 and t ≥ 2. A calculation of the sum of distances ST (π)
and ST (π
′) yields, again, that ST (π) = ST (π
′). Since c(π) < c(π′), fT (π) < fT (π
′)
(c.1.4) Finally, suppose t ≥ 2 and ℓ ≥ 2. Recall that π contains the cycle
(n, j1, . . . , jℓ, 1, k1, . . . , kt), and π
′ contains the two cycles (n, j1, . . . , jℓ, 1) and (k1, . . . , kt).
A summation of distances due to elements in these cycles yields that fT (π) ≤ fT (π
′)
if and only if k1 − kt ≤ |k1 − kt|+ 1, which is clearly true.
(c.2) Let π = (n, j1, . . . , jℓ)(1, k1, . . . , kt)π3 . . . πs.
(c.2.1) Suppose ℓ = 1, i.e. π1 = (n, j1) is a cycle of π. Define a new permutation
π′ = (n, 1)π′2 . . . π
′
s that has the same type as π but with the labels of 1 and j1
interchanged, i.e. π′ = (1, j1) π (1, j1). Then c(π
′) = c(π). Note that ST (π) contains
terms |n − j1| and |j1 − n|, corresponding to the cycle π1. When going from π to
π′, the sum of two terms of ST is increased by an amount equal to 2|j1 − 1| because
the cycle (n, j1) is replaced by the cycle (n, 1). When going from π to π
′, the cycle
containing the element 1 is now replaced by a cycle containing the element j1, and
this could contribute to a decrease in ST by at most 2|j1−1|. Hence, fT (π) ≤ fT (π
′).
The bound then follows from applying the earlier subcase (b.1) to π′. This resolves
the case ℓ = 1, and by symmetry, also the case t = 1.
(c.2.2) So now assume ℓ ≥ 2 and t ≥ 2.
Let π = (n, j1, . . . , jℓ)(1, k1, . . . , kt)π3 . . . πs, and
let π′ = (n, 1)(j1, . . . , jℓ, k1, . . . , kt) π3 . . . πs. A computation of the sum of dis-
tances in ST (π) and ST (π
′) yields that fT (π) ≤ fT (π
′) if and only if k1−jℓ+kt−j1 ≤
|k1 − jℓ|+ |kt − j1|+ 1, which is clearly true.
3. On the AK algorithm
We describe some properties of the AK algorithm here.
Theorem 9. If T is a star or a path, then the AK algorithm sorts any permutation
using the minimum number of transpositions.
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Proof. Let T be the path graph, with the vertices labeled consecutively from 1 to n.
Let π ∈ Sn be a given permutation. Then, the AK algorithm chooses, during each
step, an admissible edge (i, i+ 1) of type A or type B. If the edge is of type A, then
the marker π(i) at vertex i reduces its distance to vertex π(i) if the transposition
(i, i+1) is applied, and similarly for the marker π(i+1) at vertex i+1. Hence, by the
chosen labeling of the vertices, π(i) > π(i+ 1). Thus, applying (i, i+ 1) reduces the
number of inversions of the given permutation by 1. Similarly, if the edge is of type
B, applying (i, i+1) reduces again the number of inversions of the given permutation
by 1. Thus, in either case, after (i, i + 1) is applied to π, we get a new permutation
which has exactly one fewer inversions than π. Thus, the AK algorithm uses exactly
inv(π) transpositions to home all the markers, and it is a well-known result that this
is the minimum number distΓ(I, π) of transpositions possible.
Let T be the star. The different cases in the proof of Theorem 5 were (a),(b),(c)
and (d.1) to (d.4). Each time a transposition is applied by the AK algorithm, it picks
an admissible edge of type A or type B. If the edge is of type A, then we are in case
(d.1) or (d.3), in which case fT (π) surely reduces by 1. If the edge is of type B, then
we are in case (b), in which case fT (π) again surely reduces by 1. Thus, the AK
algorithm sorts π using exactly fT (π) transpositions of T and this is the minimum
possible number of transpositions by Theorem 5.
Theorem 10. There exist transposition trees for which the diameter upper bound is
strict. There exist transposition trees for which the AK algorithm uses more than the
minimum number of transpositions required.
Proof. Let T be the transposition tree on 5 vertices consisting of the 4 transpositions
(1, 2), (2, 3), (1, 4) and (1, 5). Let π = (2, 4)(3, 5) ∈ S5. Then fT (π) = 8, whereas a
quick computer simulation using GAP [13] confirms that the diameter of the Cayley
graph generated by T is 7. Hence, there exist transposition trees for which the
diameter upper bound inequality is strict.
Next, suppose T is the transposition tree on 7 vertices consisting of the 6 trans-
positions (1, 2), (2, 3), (1, 4), (4, 5), (1, 6) and (6, 7). Let π = (2, 4)(3, 5)(5, 7) ∈ S7.
Then the following 15 edges of T , when applied in the order given, are all admissible
edges (of type A or type B), and can be used to sort π on T : (1, 2), (1, 4), (1, 2),
(2, 3), (1, 2), (1, 6), (6, 7), (1, 2), (2, 3), (4, 5), (1, 4), (1, 6), (6, 7), (1, 4), (4, 5). However,
it can be verified (with the help of a computer) that the diameter of the Cayley graph
generated by T is 14. Hence, the AK algorithm can take more than the minimum
required number of transpositions to sort a given permutation.
4. Strictness of the diameter upper bound
Recall that the diameter of a Cayley graph Γ generated by a transposition tree T is
bounded as
diam(Γ) ≤ max
π∈Sn
{
c(π)− n +
n∑
i=1
distT (i, π(i))
}
=: f(T ).
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Figure 1: A transposition tree T on n vertices.
Let f(T ) denote the upper bound in the right hand side of the inequality. When
bounds for the performance of networks are proposed, it is of both theoretical and
practical interest to investigate how far away this bound can be from the true value.
We now assess the performance of this bound and derive a strictness result.
Define the worst case performance of this upper bound by the quantity
∆n := max
T∈Tn
|f(T )− diam(Γ)|,
where Tn denotes the set of all trees on n vertices.
Theorem 11. For every n ≥ 5, there exists a tree on n vertices such that the differ-
ence between the actual diameter of the Cayley graph and the diameter upper bound
is at least n− 4; in other words, ∆n ≥ n− 4.
Proof. Throughout this proof, we let T denote the transposition tree defined by the
edge set {(1, 2), (2, 3), . . . , (n − 3, n − 2), (n − 2, n − 1), (n − 2, n)}, which is shown
in Figure 3. For conciseness, we let d(i, j) denote the distance in T between vertices
i and j. Also, for leaf vertices i, j of T , we let T − {i, j} denote the tree on n − 2
vertices obtained by removing vertices i and j of T .
Our proof is in two parts. In the first part we establish that f(T ) is equal to(
n
2
)
− 2. In the second part we show that the diameter of the Cayley graph generated
by T is at most
(
n−1
2
)
+ 1. Together, this yields the desired result.
We now present the first part of the proof; we establish that f(T ), defined by
f(T ) := max
σ∈Sn
{
c(σ)− n+
n∑
i=1
distT (i, σ(i))
}
,
is equal to
(
n
2
)
− 2. We prove this result by examining several sub-cases. Define
fT (σ) := c(σ)− n+ ST (σ), ST (σ) :=
n∑
i=1
distT (i, σ(i)).
We consider two cases, (1) and (2), depending on whether 1 and n are in the same
or different cycle of σ; each of these cases will further involve subcases. In most of
these subcases, we show that for a given σ, there is a σ′ such that fT (σ) ≤ fT (σ
′)
and fT (σ
′) ≤
(
n
2
)
− 2.
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Figure 2: Positions of j1 and jℓ arising in subcase (1.4.1).
(1) Assume 1 and n are in the same cycle of σ. So σ = (1, k1, . . . , ks, n, j1, . . . , jℓ)σˆ.
The different subcases consider the different possible values for s and ℓ.
(1.1) Suppose s = 0, ℓ = 0. So σ = (1, n)σˆ = (1, n)σ2 . . . σr. Then, fT (σ) =
c(σ)−n+ST (σ) = r−n+2(n−2)+ST−{1,n}(σˆ) = 2n−5+(r−2)+(n−2)+ST−{1,n}(σˆ) =
2n − 5 + c(σˆ) + (n − 2) + ST−{1,n}(σˆ) = 2n − 5 + fT−{1,n}(σˆ) ≤ 2n − 5 +
(
n−2
2
)
=(
n
2
)
− 2, where by Theorem 8 the inequality holds with equality for some σˆ. Thus,
the maximum of fT (σ) over all permutations that contain (1, n) as a cycle is equal to(
n
2
)
−2. It remains to show that for all other kinds of permutations σ in the symmetric
group Sn, fT (σ) ≤
(
n
2
)
− 2.
(1.2) Suppose s = 1, ℓ = 0. So σ = (1, i, n)σ2 . . . σr = (1, i, n)σˆ. We consider some
subcases.
(1.2.1) Suppose i = n − 1. Then, fT (σ) = r − n + (2n − 2) + ST−{1,n−1,n}(σˆ) =
2n − 4 + fT−{1,n−1,n}(σˆ) ≤ 2n − 4 +
(
n−3
2
)
≤
(
n
2
)
− 2, where the inequality is by
Theorem 8.
(1.2.2) Suppose 2 ≤ i ≤ n − 2; so σ = (1, i, n)σˆ. Let σ′ = (1, n)(i)σˆ. It is easily
verified that fT (σ) ≤ fT (σ
′), and so the desired bound follows from applying subcase
(1.1) to fT (σ
′).
(1.3) Suppose s = 0, ℓ = 1, so σ = (1, n, i)σˆ. Since fT (σ) = fT (σ
−1), this case
also is settled by (1.2).
(1.4) Suppose s = 0, ℓ ≥ 2, so σ = (1, n, j1, . . . , jℓ)σˆ. Let σ
′ = (1, n)(j1, . . . , jℓ)σˆ.
Observe that fT (σ) ≤ fT (σ
′) iff d(n, j1) + d(jℓ, 1) ≤ d(n, 1) + d(jℓ, j1) + 1. We prove
the latter inequality by considering 4 subcases:
(1.4.1) Suppose j1 < jℓ ≤ n−2. Then, an inspection of the tree in Figure 2 shows
that d(n, j1) + d(jℓ, 1) = d(n, 1) + d(jℓ, j1), and so the inequality holds.
(1.4.2) Suppose j1 > jℓ and j1, jℓ ≤ n− 2. Then, d(n, j1) + d(jℓ, 1) ≤ d(1, n), and so
the inequality holds.
(1.4.3) Suppose j1 = n − 1. Then d(n, j1) = 2. Also, d(jℓ, 1) ≤ d(n, 1) and
d(jℓ, j1) ≥ 1, and so the inequality holds.
(1.4.4) Suppose jℓ = n − 1. Then, d(jℓ, 1) = d(n, 1) and d(n, j1) = d(jℓ, j1), and
so again the inequality holds.
(1.5) Suppose s = 1, ℓ = 1, so σ = (1, i, n, j)σˆ. Let σ′ = (1, n)(i, j)σˆ.
(1.5.1) If i = n− 1, by symmetry in T between vertices n and n− 1, this subcase
is resolved by subcase (1.4).
(1.5.2) Let 2 ≤ i ≤ n − 2. Then d(1, i) + d(i, n) = d(1, n). So fT (σ) ≤ fT (σ
′) iff
d(n, j) + d(j, 1) ≤ d(1, n) + d(i, j) + d(j, i) + 1, which is true since d(n, j) + d(j, 1) ≤
d(1, n) + 2.
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(1.6) Suppose s = 1, ℓ ≥ 2. So σ = (1, i, n, j1, . . . , jℓ)σˆ. Let σ
′ = (1, n)(i, j1, . . . , jℓ)σˆ.
It suffices to show that fT (σ) ≤ fT (σ
′), i.e., that d(1, i)+d(i, n)+d(n, j1)+d(jℓ, 1) ≤
d(1, n)+d(1, n)+d(i, j1)+d(jℓ, i)+1. We examine the terms of this latter inequality
for various subcases:
(1.6.1) Suppose 2 ≤ i ≤ n− 2. Then d(1, i) + d(i, n) = d(1, n).
(1.6.1a) If jℓ = n − 1, then d(jℓ, i) = n − i − 1 and d(i, j1) = |i − j1|, and so the
inequality holds iff −1 ≤ |j1 − i|+ j1 − i, which is clearly true.
(1.6.1b) Suppose 2 ≤ jℓ ≤ n− 2. Then, the inequality holds iff d(n, j1) + jℓ − 1 ≤
n− 2 + |i− j1|+ |i− jℓ|+ 1, which can be verified separately for the cases j1 = n− 1
and 2 ≤ j1 ≤ n− 2.
(1.6.2) Suppose i = n − 1. By symmetry in T of the vertices n and n − 1, this
case is resolved by (1.4).
(1.7) Suppose s ≥ 2, ℓ = 0, so σ = (1, k1, . . . , ks, n)σˆ. Since fT (σ) = fT (σ
−1), this
case is resolved by (1.4).
(1.8) Suppose s ≥ 2, ℓ = 1, so σ = (1, k1, . . . , ks, n, j1)σˆ. Let σ
′ = (1, n)(k1, . . . , ks, j1)σˆ.
We can assume that 2 ≤ k1 ≤ n− 2 since the k1 = n− 1 case is resolved by (1.4) due
to the symmetry in T . To show fT (σ) ≤ fT (σ
′), it suffices to prove the inequality
d(1, k1)+ d(ks, n)+ d(n, j1)+ d(j1, 1) ≤ d(1, n)+ d(n, 1)+ d(ks, j1)+ d(j1, k1)+ 1. We
prove this inequality by separately considering whether j1 = n − 1 or ks = n − 1 or
neither:
(1.8.1) Suppose j1 = n − 1. Substituting d(ks, n) = n − ks − 1, d(n, j1) =
2, d(j1, 1) = j1 − 1, etc, we get that the inequality holds iff k1 ≤ |j1 − k1| + n − 2,
which is clearly true.
(1.8.2) Suppose 2 ≤ j1 ≤ n− 2. Then d(n, j1) = n− j1 − 1, and so the inequality
holds iff k1+d(ks, n)+n−3 ≤ 2n−3+d(ks, j1)+d(j1, k1). If ks = n−1, this reduces
to j1 + k1 ≤ 2n− 3 + |j1 − k1|, and is true, whereas if 2 ≤ ks ≤ n− 2, this reduces to
k1 − ks ≤ 1 + |j1 − ks|+ |j1 − k1|, which is true due to the triangle inequality.
(1.9) Suppose s, l ≥ 2, so σ = (1, k1, . . . , ks, n, j1, . . . , jℓ)σˆ.
Let σ′ = (1, k1, . . . , ks, n)(j1, . . . , jℓ)σˆ. It suffices to show that ST (σ) ≤ ST (σ
′)+1,
i.e., that d(n, j1) + jℓ ≤ n + d(j1, jℓ).
(1.9.1) If j1 < jℓ, then j1 ≤ n−2, and so d(n, j1) = n−j1−1 and d(j1, jℓ) = jℓ−j1;
the inequality thus holds.
(1.9.2) If j1 > jℓ, then d(j1, jℓ) = j1− jℓ, and so it suffices to show that d(n, j1) ≤
n+ j1 − 2jℓ. It can be verified that this holds if j1 = n− 1 and also if 2 ≤ j ≤ n− 2.
(2) Now suppose 1 and n are in different cycles of σ. So let σ = (1, k1, . . . , ks)(n, j1, . . . , jℓ)σˆ.
(2.1) Suppose s = 0. Then fT (σ) ≤
(
n−1
2
)
− 2, by induction on n.
(2.2) Suppose s = 1. So let σ = (1, i)(n, j1, . . . , jℓ)σˆ. By symmetry in T be-
tween vertices n and n − 1 and subcase (1.1), we may assume i 6= n − 1. Let
σ′ = (1, n)(i, j1, . . . , jℓ)σˆ. It suffices to show that ST (σ) ≤ ST (σ
′). If ℓ = 0 this
is clear since d(1, i) ≤ d(1, n). Suppose ℓ ≥ 2. Then, by the triangle inequality,
d(n, j1)+d(jℓ, n) ≤ d(j1, i)+d(i, n)+d(i, jℓ)+d(i, n) = d(j1, i)+d(i, jℓ)+(n− i−1)2.
Also, d(1, n) = d(1, i)+d(i, n) = d(1, i)+n−i−1. Hence, 2d(1, i)+d(n, j1)+d(jℓ, n) ≤
2d(1, n) + d(i, j1) + d(jℓ, i). Hence, ST (σ) ≤ ST (σ
′). The case ℓ = 1 can be similarly
resolved by substituting j1 for jℓ in the l ≥ 2 case here.
(2.3) Suppose s ≥ 2, ℓ = 0. Then, by Theorem 8, fT (σ) ≤
(
n−1
2
)
.
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(2.4) Suppose s ≥ 2, ℓ = 1, so σ = (1, k1, . . . , ks)(n, j1)σˆ. Let σ
′ = (1, n)(k1, . . . , ks, j1)σˆ.
It suffices to show that d(1, k1) + d(1, ks) + 2d(n, j1) ≤ 2d(1, n) + d(ks, j1) + d(k1, j1).
This inequality is established by considering the two subcases:
(2.4.1) Suppose j1 = n−1. Then the inequality holds iff 2ks+k1 ≤ 3n−7+|k1−j1|,
which is true since k1, k2 ≤ n− 2 and |k1 − j1| ≥ 1.
(2.4.2) Suppose j1 6= n − 1. Then the inequality holds iff k1 − j1 + ks − j1 ≤
|k1 − j1|+ |ks − j1|, which is clearly true.
(2.5) Suppose s, ℓ ≥ 2, so σ = (1, k1, . . . , ks)(n, j1, . . . , jℓ)σˆ.
Let σ′ = (1, n)(k1, . . . , ks, j1, . . . , jℓ)σˆ. To show fT (σ) ≤ fT (σ
′), it suffices to show
that d(1, k1)+d(ks, 1)+d(n, j1)+d(jℓ, n) ≤ 2d(n, 1)+d(ks, j1)+d(jℓ, k1). By symmetry
in T between vertices n and n − 1, we may assume k1, . . . , ks 6= n − 1, since these
cases were covered in (1). We establish this inequality as follows:
(2.5.1) Suppose j1 = n − 1. Then d(n, j1) = 2 and d(n, jℓ) = n − jℓ − 1. So the
inequality holds iff 2ks ≤ 2(n− 2) + |jℓ− k1|+ jℓ − k1, which is true since ks ≤ n− 2
and |jℓ − k1|+ jℓ − k1 ≥ 0.
(2.5.2) Suppose j1 6= n−1. Then d(n, j1) = n−j1−1. If jℓ = n−1, the inequality
holds iff 2k1 ≤ 2(n−2)+j1−ks+ |j1−ks|,which is true since k1 ≤ n−2. If jℓ 6= n−1,
the inequality holds iff ks − j1 + k1 − jℓ ≤ |ks − j1|+ |k1 − jℓ|, which is true.
This concludes the first part of the proof.
We now provide the second part of the proof. Let Γ be the Cayley graph generated
by T . We show that diam(Γ) ≤
(
n−1
2
)
+1. Let π ∈ Sn, and suppose each vertex i of T
has marker π(i). We show that all markers can be homed using at most the proposed
number of transpositions. Since diam(T ) = n−2, marker 1 can be moved to vertex 1
using at most n− 2 transpositions. Now remove vertex 1 from the tree T , and repeat
this procedure for marker 2, and then for marker 3, and so on, removing each vertex
from T after its marker is homed. Continuing in this manner, we eventually arrive at
a star K1,3, whose Cayley graph has diameter 4. Hence, the diameter of Γ is at most
[(n− 2) + (n− 3) + . . .+ 5 + 4 + 3] + 4 =
(
n−1
2
)
+ 1. This completes the proof.
Let s(n) denote the number of non-isomorphic trees on n vertices and let h(n)
denote the number of nonisomorphic trees on n vertices for which the diameter upper
bound is sharp. Let ∆n be the strictness as defined above, and let γ(n) denote
the number of nonisomorphic trees on n vertices for which the difference between
the diameter upper bound and the true diameter is equal to ∆n. Then, computer
simulations yield the results in Table 1:
Table 1: Number of trees for which the bound f(T ) is sharp, and strictness
n 5 6 7 8 9
s(n) 3 6 11 23 47
h(n) 2 4 3 6 4
∆n 1 2 3 4 6
γn 1 1 1 3 2
These results imply that the n−4 lower bound for ∆n is best possible, and an open
problem is to obtain an upper bound for ∆n. Another open problem is to classify the
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remaining families of trees for which the diameter upper bound is sharp.
5. An algorithm for the diameter of Cayley graphs
generated by transposition trees
We now provide an algorithm that takes as its input a transposition tree T on n
vertices and provides as output an estimate of the diameter of the Cayley graph (on
n! vertices) generated by T . We then prove that the value obtained by our algorithm is
less than or equal to the previously known diameter upper bound f(T ). The notation
used to describe our algorithm should be self-explanatory and is similar to that used
in Knuth [17].
Algorithm A
Given a transposition tree T , this algorithm computes a value β which is an estimate
for the diameter of the Cayley graph generated by T . |V (T )| denotes the current
value of the number of vertices in T ; initially, V (T ) = {1, 2, . . . , n}.
A1. [Initialize.]
Set β ← 0.
A2. [Find two vertices i, j of T that are a maximum distance apart.]
Find any two vertices i, j of T such that distT (i, j) = diam(T ).
A3. [Update β, and remove i, j from T .]
Set β ← β+(2 diam(T )−1), and set T ← T −{i, j}. If T still has 3 or more vertices,
return to step A2; otherwise, set β ← β+ |V (T )|−1 and terminate this algorithm.
One way to implement step A2, which picks any two vertices of the tree that are
a maximum distance apart, is as follows. Assign label 1 to each leaf vertex, and then
remove all the leaf vertices from the tree. Then all the leaf vertices of the smaller tree
can be assigned label 2, and so on, until we arrive at the center of the tree, which has
(exactly one or two) vertices of the highest label. One can then start at the center
and use the stored labels to construct a path of maximum length in the tree.
We now show that the value obtained by Algorithm A is less than or equal to the
previously known diameter upper bound.
Theorem 12. Let T be a transposition tree on vertex set {1, 2, . . . , n}, and let β be
the value obtained by Algorithm A for input T . Then,
β ≤ max
π∈Sn
{
c(π)− n+
n∑
i=1
distT (i, π(i))
}
.
Proof. Let {i1, j1}, {i2, j2}, . . . , {ir, jr} be the vertex pairs chosen by Algorithm A
during the r iterations of step A2. We now construct a permutation π as follows. If
n is odd, then T contains only one vertex, say ir+1 when the algorithm terminates.
In this case, we let π = (i1, j1) . . . (ir, jr)(ir+1) ∈ Sn. If n is even, then T contains
two vertices, say ir+1, jr+1, when the algorithm terminates. In this case, we let π =
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(i1, j1) . . . (ir+1, jr+1) ∈ Sn. In either case, r+1 = ⌈n/2⌉, the value of β computed by
the algorithm equals
β =
(
r∑
ℓ=1
{2 distT (iℓ, jℓ)− 1}
)
+ [(n+ 1) mod 2] ,
and the quantity fT (π) := c(π)− n+
∑n
i=1 distT (i, π(i)) evaluates to
fT (π) = (r + 1)− n+
(
2
r∑
ℓ=1
distT (iℓ, jℓ) + 2 [(n + 1) mod 2]
)
.
A quick check shows that the two expressions for β and fT (π) are equal. Hence,
β ≤ maxπ∈Sn fT (π).
Note that we have not established that the value computed by Algorithm A is
unique (and in fact, it isn’t sometimes); for a given tree, there can exist more than
one pair of vertices that are a maximum distance apart, and different vertex pairs
chosen during step A2 can sometimes yield different values of β. Let B denote the set
of possible values that can be the output of Algorithm A, and let βmax := maxβ∈B β. It
follows immediately from Theorem 12 that βmax is less than or equal to the previously
known diameter upper bound. On the other side, we now show that βmax is lower
bounded by the true diameter of the Cayley graph Γ:
Theorem 13. Let Γ be the Cayley graph generated by a transposition tree T . Let βmax
be as defined above and equal to the maximum possible value returned by Algorithm
A. Then,
diam(Γ) ≤ βmax ≤ max
π∈Sn
{
c(π)− n +
n∑
i=1
distT (i, π(i))
}
.
Proof. The second inequality has already been proved. We now prove the first in-
equality. Let π ∈ Sn. Suppose that each vertex k of T initially has marker π(k). It
suffices to show that all markers can be homed to their vertices using at most βmax
transpositions.
Consider the following procedure. Pick any two vertices i, j of T that are a
maximum distance apart. We consider two cases, depending on the distance in T
between vertex i and the current location π−1(i) of the marker i:
Suppose that the distance in T between vertices i and π−1(i) is at most diam(T )−
1. Then marker i can be homed using at most diam(T )−1 transpositions. And then,
marker j can be homed using at most diam(T ) transpositions. Hence, markers i and
j can both be homed to leaf vertices i and j, respectively, using at most 2 diam(T )−1
transpositions. We now let i1 = i and j1 = j.
Now consider the case where the distance in T between vertices i and π−1(i)
is equal to diam(T ). Let x be the unique vertex adjacent to π−1(i). In the first
sequence of steps, marker π−1(i) can be homed to vertex π−1(i) using at most diam(T )
transpositions. The last of these transpositions will home marker π−1(i) and place
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marker i at vertex x, whose distance to i is exactly diam(T ) − 1. In the second
sequence of steps, marker i can be homed to vertex i using at most diam(T ) − 1
transpositions. Hence, using these two sequences of steps, markers i and π−1(i) can
both be homed using at most 2 diam(T ) − 1 transpositions. We now let i1 = i and
j1 = π
−1(i).
We now remove from T the vertices i1 and j1, and repeat this procedure on
T − {i1, j1} to get another pair {i2, j2}. Continuing in this manner until T contains
at most two vertices, we see that all markers can be homed using at most{
r∑
ℓ=1
(2 distT (iℓ, jℓ)− 1)
}
+ [(n+ 1) mod 2]
transpositions. This quantity is equal to the value β returned by the Algorithm when
it chooses {i1, j1}, . . . , {ir, jr} as its vertex pairs during each iteration of step A2, and
hence this quantity is at most βmax. Thus, distΓ(I, π) ≤ βmax for all π ∈ Sn.
We have shown that the maximum possible value returned by the algorithm,
denoted by βmax, is an upper bound on the diameter of the Cayley graph. An open
problem is to determine whether each of the possible values returned by the algorithm
is an upper bound on the diameter, i.e. whether β is an upper bound on the diameter
of the Cayley graph for each β ∈ B. Our examples so far show that for many families of
trees (in fact, for all the ones investigated so far), the value returned by the algorithm
is an upper bound on the diameter. In other words, while we only showed that βmax
is an upper bound on the diameter, it is certainly possible that in almost all cases
any β is also an upper bound on the diameter.
Note that our results imply that the value returned by Algorithm A is an upper
bound on the diameter for all trees for which |B| = 1 since for such trees β = βmax.
For such trees, our algorithm efficiently computes a value which is both an upper
bound on the diameter as well as better than (or at least as good as) the previously
known diameter upper bound. An open question is to determine whether this is also
the case for the remaining trees. Trees for which |B| ≥ 2 are rare, and an open
question is to determine whether almost all trees have |B| = 1.
We now discuss some properties of the algorithm.
Consider the transposition tree T1 = {(1, 2), (2, 3), (3, 7), (7, 8), (3, 4), (4, 5), (4, 6)}.
If Algorithm A picks the sequence of vertex pairs during step A2 to be {1, 8}, {5, 7}
and {2, 6}, then the value returned by the algorithm is β = 7 + 5 + 5 + 1 = 18. If
Algorithm A picks the pairs to be {1, 5}, {6, 8} and {2.7}, then the value returned
by the algorithm is still β = 7 + 7 + 3 + 1 = 18. In this example, the value returned
by the algorithm is unique even though the subtrees T − {1, 8} and T − {1, 5} are
non-isomorphic and even have different diameters.
Now consider the transposition tree T2 = {(1, 2), (2, 3), (3, 6), (3, 4), (4, 5), (6, 7),
(6, 8), (6, 9)}. If Algorithm A picks the sequence of vertex pairs during step A2 to
be {1, 5}, {2, 7}, {4, 8} and {3, 9}, then the value returned by the algorithm is β =
7+5+5+3 = 20. And if Algorithm A picks the vertex pairs to be {1, 7}, {5, 8}, {2, 9}
and {4, 6}, then the value returned by the algorithm is β = 7+7+5+3 = 22. Hence,
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Figure 3: The transposition tree T2 for which |B| ≥ 2.
the set of values returned by the algorithm B ⊇ {20, 22}. A computer simulation
shows the true diameter value of the Cayley graph generated by T2 to be 18, and the
diameter upper bound f(T ) evaluates to 22.
In terms of the strictness of the diameter estimate computed by this algorithm, it
is can be shown that for every n, there exists a tree on n vertices, such that the
difference between the value computed by this algorithm and the actual diameter
value is, again, at least n−4. The proof uses the same transposition tree constructed
in the proof of the similar result for the strictness of the diameter upper bound,
but unlike in the earlier proof, here it is short and immediate to establish that the
(unique) value computed by the algorithm is
(
n
2
)
− 2.
These results raise some further questions. Is it true that for all trees, the max-
imum possible value βmax returned by the algorithm is equal to the diameter upper
bound? Another open problem is to characterize those trees for which the value re-
turned by the algorithm is unique, i.e. for which |B| = 1. Another open problem is to
classify those trees for which the sequences of subtrees generated by the algorithm are
isomorphic (i.e. are independent of the choice of vertex pairs during step A2, unlike
the tree T1, as mentioned above).
6. Concluding remarks
A problem of much interest is to determine exact or approximate values for the
diameter of various families of Cayley networks of permutation groups. When a
bound or algorithm for this diameter problem is proposed in the literature, it is of
interest to know for which cases the bound is exact or how far away the bound can
be from the actual value in the worst case. The diameter upper bound from [2]
was studied in this work. This formula bounds the diameter of the Cayley graph on
n! vertices in terms of parameters of the underlying transposition tree. We showed
above that this bound is sharp for all trees of minimum diameter and for all trees
of maximum diameter, but can be strict for trees that are not extremal. We also
showed that for every n > 4, there exists a tree on n vertices such that the difference
between the upper bound for the diameter of the Cayley graph on n! vertices and its
true diameter is at least n− 4.
An open problem is to characterize (all) the remaining families of trees for which
the diameter upper bound is sharp. The n− 4 lower bound for ∆n given here is best
possible and an open problem is to determine an upper bound for ∆n.
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Evaluating the previously known upper bound on the diameter requires on the
order of n! (times a polynomial) computations. We proposed an algorithm for the
same problem which uses on the order of n (times a polynomial) computations. This
was possible because we worked directly with the transposition tree on n vertices,
and so our algorithm does not require examining any of the permutations (it is only
the proof of the algorithm that required examining the permutations). As far as
the accuracy of the diameter estimate of our algorithm, we showed that the value
obtained by our algorithm is less than or equal to the previously known diameter
upper bound. For the families of trees investigated so far, the maximum possible value
returned by our algorithm is exactly equal to the previously known diameter upper
bound. However, our algorithm arrived at the same value using a very different (and
also simpler and more efficient) method than the previously known diameter upper
bound, and investigating the properties of this algorithm might lead to new insights
on this problem. There are many open problems and extensions on this algorithm
and related bounds, some of which were discussed at the end of Section 5.
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