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E. Schwalb and R. Dechter, Processing disjunctions in temporal constraint networks 
Temporal constraint satisfaction problems (TCSPs) provide a formal framework for representing and pro- 
cessing temporal knowledge. Deciding the consistency of TCSPs is known to be intractable. We demonstrate 
that even local consistency algorithms like path-consistency (PC) can be exponential on TCSPs due to the 
fragmentation problem. We present wo new polynomial approximation algorithms, Upper-Lower Tightening 
(ULT) and Loose Path-Consistency (LPC) , which are efficient yet effective in detecting inconsistencies and 
reducing fragmentation. Our experiments on hard problems in the transition region show that LPC has the 
best effectiveness-efficiency tradeoff or processing TCSPs. When incorporated within backtrack search, LPC 
is capable of improving search performance by orders of magnitude. 
R Dagum and M. Luby, An optimal approximation algorithm for Bayesian inference 
Approximating the inference probability Pr[ X = n 1 E = e] in any sense, even for a single evidence node E, is 
NP-hard. This result holds for belief networks that are allowed to contain extreme conditional probabilities- 
that is, conditional probabilities arbitrarily close to 0. Nevertheless, all previous approximation algorithms 
have failed to approximate fficiently many inferences, even for belief networks without extreme conditional 
probabilities. 
We prove that we can approximate efficiently probabilistic inference in belief networks without extreme 
conditional probabilities. We construct a randomized approximation algorithm-the bounded-variance algo- 
rithm-that is a variant of the known likelihood-weighting algorithm. The bounded-variance algorithm is the 
first algorithm with provably fast inference approximation on all belief networks without extreme conditional 
probabilities. 
From the bounded-variance algorithm, we construct a deterministic approximation algorithm using current 
advances in the theory of pseudorandom generators. In contrast o the exponential worst-case behavior of all 
previous deterministic approximations, the deterministic bounded-variance algorithm approximates inference 
probabilities in worst-case time that is subexponential 2 tl”sn)“, for some integer d that is a linear function of 
the depth of the belief network. 
A. Bondarenko, P.M. Dung, R.A. Kowalski and E Toni, An abstract, argumentation- 
theoretic approach to default reasoning 
We present an abstract framework for default reasoning, which includes Theorist, default logic, logic program- 
ming, autoepistemic logic, non-monotonic modal logics, and certain instances of circumscription as special 
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cases. The framework can be understood as a generalisation of Theorist. The generalisation allows any theory 
formulated in a monotonic logic to be extended by a defeasible set of assumptions. 
An assumption can be defeated (or “attacked”) if its “contrary” can be proved, possibly with the aid of 
other conflicting assumptions. We show that, given such a framework, the standard semantics of most logics 
for default reasoning can be understood as sanctioning aset of assumptions, as an extension of a given theory, 
if and only if the set of assumptions i conflict-free (in the sense that it does not attack itself) and it attacks 
every assumption ot in the set. 
We propose a more liberal, argumentation-theoretic semantics, based upon the notion of admissible x- 
tension in logic programming. We regard a set of assumptions, in general, as admissible if and only if it is 
conflict-free and defends itself (by attacking) every set of assumptions which attacks it. We identify conditions 
for the existence of extensions and for the equivalence of different semantics. 
I? Liberatore and M. Schaerf, Reducing belief revision to circumscription (and vice 
versa) 
Nonmonotonic formalisms and belief revision operators have been introduced as useful tools to describe 
and reason about evolving scenarios. Both approaches have been proven effective in a number of different 
situations. However, little is known about their relationship. Previous work by Winslett has shown some 
correlations between a specific operator and circumscription. In this paper we greatly extend Winslett’s work 
by establishing new relations between circumscription and a large number of belief revision operators. This 
highlights similarities and differences between these formalisms. Furthermore, these connections provide us 
with the possibility of importing results in one field into the other one. 
D.G. Schwartz, Dynamic reasoning with qualified syllogisms 
A yuali$ed syllogism is a classical Aristotelean syilogism that has been “qualified” through the use of fuzzy 
quantifiers, likelihood modifiers, and usuality modifiers, e.g., “‘Most birds can fly; Tweety is a bird; therefore, 
it is likely that Tweety can fly.” This paper introduces a formal logic Q of such syllogisms and shows how 
this may be employed in a system of nonmonotonic reasoning. In process are defined the notions of path 
logic and dynamic reasoning system (DRS) . The former is an adaptation of the conventional formal system 
which explicitly portrays reasoning as an activity that takes place in time. The latter consists of a path logic 
together with a multiple-inheritance hierarchy. The hierarchy duplicates ome of the information recorded in 
the path logic, but additionally provides an extralogical specijicity relation. The system uses typed predicates to 
formally distinguish between properties and kinds of things, The effectiveness of the approach is demonstrated 
through analysis of several “puzzles” that have appeared previously in the literature, e.g., Tweety the Bird, 
Clyde the Elephant, and Nixon Diamond. It is also outlined how the DRS framework accommodates other 
reasoning techniques-in particular, predicate circumscription, a “localized” version of default logic, a variant 
of nonmonotonic logic, and mason maintenance. 
T. Drakengren and P. Jonsson, Twenty-one large tractable subclasses of Allen’s 
algebra 
This paper continues Nebel and Bilrckert’s investigation of Allen’s interval algebra by presenting nine more 
maximal tractable subclasses of the algebra (provided that P # NP), in addition to their previously reported 
ORD-Horn subclass. Furthermore, twelve tractable subclasses are identified, whose maximality is not decided. 
Four of them can express the notion of sequential@ between intervals, which is not possible in the ORD-Horn 
algebra. All of the algebras are considerably larger than the ORD-Horn subclass. The satisfiability algorithm, 
which is common for all the algebras, is shown to be linear. Furthermore, the path consistency algorithm is 
shown to decide satisfiability of interval networks using any of the algebras. 
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A. Deruyver and Y. Hod& Constraint satisfaction problem with bilevel constraint: 
application to interpretation of over segmented images (Research Note) 
In classical finite-domain constraint satisfaction problems, the assumption made is that only one value is 
associated with only one variable. For example, in pattern recognition one variable is associated with only 
one segmented region. However, in practice, regions are often over-segmented which results in failure of any 
one to one mapping. This paper proposes a definition of finite-domain constraint satisfaction problems with 
bilevel constraints in order to take into account a many to one relation between the values and the variables. 
The additional level of constraint concerns the data assigned to the same complex variable. Then, we give a 
definition of the arc consistency problem for bilevel constraint satisfaction checking. A new algorithm for arc 
consistency to deal with these problems is presented as well. This extension of the arc consistency algorithm 
retains its good properties and has a time complexity in 0( en3d2) in the worst case. This algorithm was 
tested on medical images. These tests demonstrate its reliability in correctly identifying the segmented regions 
even when the image is over-segmented. 
