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The mathematical language of quasinormal modes (QNM's) is 
applied to describe open cavities governed by a wave equation. 
Recently, Leung, Liu and Young had proved that the QNM’ s of these 
systems form an over-complete set inside the cavities, also by a 
redefinition of the norm the QNM's are shown to be orthogonal. 
Time-independent peturbation theory was then formulated in this 
language. Based on this earlier work, we have proposed and 
developed a two component formalism of quasi-stationary states, 
thereby removing the over-completeness of QNM's and arriving at a 
consonant formulation of completeness and orthogonality. A Hilbert 
space is defined so that any state of the system satisfying the 
outgoing wave boundary condition can be expressed as a super-
position of the quasi-stationary state vectors. The method of 
time-independent perturbation is recast in this language. Also it 
has been shown that the dynamics of these emissive systems can be 
described by superpositions of quasi-stationary states. In this 
framework some standard dynamical methods of calculation are 
developed, Including the method of time-dependent perturbation and 
adiabatic approximation. Our interest in open systems is mainly 
stimulated by optical resonant phenomena in microspheres. The 
one-dimensional system which we are now studying can be taken as 
an analog of open optical cavities, and some of our methods have 
been generalized to describe realistic optical systems (e.g. TE 
and TM modes of electromagnetic waves). We hope that the 
generalization will be more complete in the future. 
V 
、 1 OPEN SYSTEMS AND QUASINORMAL MODES 
1.1 Introduction 
1.1.1 Non-Hermitian Systems 
Normal mode expansion is one of the most basic mathematical 
techniques used in many branches of physics. The method applies to _ 
linear and conservative systems, where any solution to a physical 
problem can be constructed by a linear superposition of eigen-
solutions. Given the physical laws and boundary conditions of a 
system, the eigensolutions are obtained by standard methods such 
as Integral transforms. If the physical phenomenon is confined to 
some region in space the system is said to be closed, and all the 
solutions are required to vanish (or to have a vanishing normal 
derivative) at the boundary of the system. Under this boundary 
condition the eigensolutions are labeled by discrete eigenvalues. 
These then define the normal modes of the system. Familiar 
examples are a vibrating string fixed at both ends and em waves 
totally confined in a superconducting cavity, where the eigen-
functions are labeled by discrete eigenfrequencies. In conserva-
tive systems mathematical operators of the physical laws are 
Hermitian, together with the closure boundary condition they imply 
the existence of a set of normal modes which are complete and 
orthogonal. Completeness means that any physical solution to the 
system can be constructed from a superposition of eigensolutions, 
and orthogonality enables the expansion coefficients to be readily 
obtained by projection. Orthogonality already implies the linear 
independence of the eigensolutions, so that every eigensolution is 
1* 
、 essential for the completeness of the set and cannot be replaced 
by a superposition of the others. 
There are two essential factors ensuring the success of 
normal mode expansion, namely, the conservative nature of the 
physical laws and the closure of the systems (i.e. the systems do 
not couple to the environment or bath, etc.). Non-Hermiticity of a 
system can come from non-conservative physical laws (e.g. a 
complex potential describing a lossy or gain medium) or coupling 
to the environment (e.g. an open optical cavity). Some authors 
[1-4] have succeeded in handling non-Hermitian quantum systems by 
generalizing the usual methods of quantum mechanics. With suitable 
redefinition in completeness and orthogonality of the eigenstates 
(e.g. the biorthogonal formalism), they are able to describe the 
dynamics of many non-Hermitian processes, including the decays of 
elementary particles, multiphoton ionization and excitation [1,2]. 
In these systems the Hamiltonians describing the physical 
processes are non-Hermitian. For dissipative systems coupling to 
the environment, the nature of non-Hermiticity is fundamentally 
different. For some quantum dissipative systems one can think of 
the systems couple to the environment through an interacting 
potential in the Hamiltonian, and a paradigm [5-7] for dealing 
with these systems has been developed recently. The kind of 
dissipative systems that we are now interested, however, coupled 
to the environment through open boundary conditions, but not 
through interacting potentials in the Hamiltonians^. As will be 
discussed below, under a suitable specification of boundary 
^Comparison of these two paradigms of dissipative systems Is given In ref.[45] 
2* 
conditions, discrete eigenmodes of these systems can be found. 
However, most previous discussions on open systems rely on the use 
of continuous spectra of eigenvalues (i.e. the spectrum of the 
system and the bath as a whole), and modal expansion for these 
systems alone is seldom discussed in the literature. The physical 
meaning of the discrete eigenmodes is not manifest, and so far 
very few attempts [44] on dynamical description have been made by 
using these modes. 
1.1.2 Optical Cavities as Open Systems 
Many open systems have properties resembling close systems. 
The resemblance is especially apparent when a slightly leaky 
cavity is compared with a closed one. Consider, for example, wave 
motion confined incompletely within a leaky cavity. A simple and 
heuristic model is a semi-infinite vibrating string fixed at one 
end (X = 0), with a point mass M attached to it at some position 
X = a. The region 0 < x < a then defines a leaky cavity. Clearly 
as M -> 00 the cavity is closed, i.e., Hermitian, and the usual 
method of normal modes apply. When M is finite the system behaves 
as a leaky cavity. Waves can enter or leak out of the cavity 
(X < a) at a rate depending on M. A set of eigensolutions to this 
problem exists, if the boundary condition at the open end is 
suitably specified. Of course, with leakage the boundary condition 
of the wavefunctlon 0(x,t) at x = a is not 0(x = a) = 0, but if we 
are interested in the emissive (or leaky) properties of the 
system, we can look for solutions that match with an out- going 
plane wave ㊀丄⑴ ^  outside the cavity. Under the boundary 
3* 
« conditions 0(x = 0,t) = 0 and 0(x,t) « ei(kx—wt) ^^^ x 2： a, a set 
of eigensolutions -jf^(x) e i、tj_ and eigenfrequencies can be 
found in the usual way. But unlike Hermitian systems, the eigen-
frequencies are complex and have negative imaginary parts, so that 
-icj t 
e j 0 as t 00. Physically this implies that there is no 
incoming wave entering the cavity, and all waves inside the cavity 
must eventually escape to infinity. The set of eigensolutions is a 
typical example of quasinormal modes (QNM's). In the complex 
frequency (w) plane, the distribution of the QNM frequencies are 
quite similar to that of the close system (see Section 1.2). 
Intuitively, it is also natural to think of the oscillation and 
the leakage of waves to be composed of the QNM,s. One is therefore 
tempted to ask whether it is possible to describe the system by 
only using the QNM’ s as a basis, at least the proposition is 
plausible within the cavity defined naturally by the point mass. 
The proposition is not confined to this particular example, but is 
a general issue of importance. Similar questions can be raised for 
open cavities defined by weaker forms of discontinuity, such as 
discontinuities in mass density, refractive index or potential. If 
the answer is definite, that is, if it could be determined that 
under certain conditions the physics of these problems can be 
described by using QNM's without background of continuous spectra, 
then QNM's must form complete sets in some modified sense, and 
whether QNM,s are orthogonal and linear independent would also be 
important questions of much interest. 
It should be emphasized that open systems of the category 
mentioned are abundant in the physical world: optical resonators, 
4* 
. dielectric microdroplets confining em waves, the so called cavity 
quantum electrodynamical (cavity QED) phenomena are remarkable 
examples. 
Our interest in open systems is mainly stimulated by the 
optical wave phenomena in dielectric microdroplets. In experiments 
optical waves are confined in these droplets with very long life 
times, so the spectra of the leaking waves appear as sharp 
resonances. However, the resonance structure is extremely 
sensitive to the shape of the droplets, and for this reason they 
are often refered to as the morphology-dependent resonances 
(MDR’s) [8-11]. The MDR’s Q factors, which characterize the leak-
age rates of the droplets, are found to deteriorate many orders of 
magnitude even for very minor changes in shape or inhomogenity in 
the refractive index. Also splittings of the degenerated MDR’ s 
were observed in droplets slightly deformed from sphericity 
[12,13]. The changes in shape and refractive index can be caused 
by electrostrictlvely generated vibrations [14,15] or temperature 
fluctations due to non-uniform field intensity [16,17]. Degration 
of the Q factors due to scattering by impurities has also been 
observed [30]. One is often interested in the shifts in the 
frequencies and the line widths of the resonances, and sometimes 
in the dynamics [18,19] of these changes. More significantly, 
studies of the MDR’ s can help us to understand the mechanisms of 
many nonlinear optical phenomena [20]. Owing to large optical 
feedback, nonlinear processes like stimulated Raman scattering 
[21-25], stimulated Brillouin scattering [25-27], lasing [28-30], 
and fluorescence emission [20,31] readily occur in the MDR's. 
5* 
‘ Microdroplets as mesoscopic optical resonators is therefore an 
important class of problems that deserves systematic investiga-
tion. For this purpose detailed mathematical descriptions of open 
optical cavities are required. Previous treatments are formulated 
in terms of the so called modes of the universe [35-40], which is 
actually a continuous spectrum obtained by closing the system at 
X = A, where A — oo. The method is mathematically involved and 
sometimes tends to obscure the simple physics of the problems. 
Also the intuitive connection with the corresponding Hermitian 
systems is lost. On the other hand, the language of QNM's is 
precise, elegant and intuitive. Hence it would be attractive if 
all the previous treatments can be recast in this language. 
Current research on cavity QED phenomena [41] Is also related 
to our problem. Essentially, it is concerned with the modification 
of atomic and molecular transitions by confinements in mesoscopic 
optical cavities. It is well known that spontaneous emissions are 
induced by vacuum fluctuations. With the vacuum field modified by 
the boundaries of optical cavities, atomic transitions inside can 
be suppressed or enhanced. But the cavities used (e.g. microwave 
cavities, Fabry-Perot cavities or dielectric microspheres) [42,43] 
are inevitably leaky, thus a detailed theory of open systems on 
the second quantization level is called for. 
1.1.3 Outline of the Thesis 
It is beneficial to begin the study with a simple system. We 
consider an open system governed by the one-dimensional wave 
equation (1.1) (see Section 1.2). The boundary of the system is 
6* 
‘ defined by a discontinuity in the refractive index n(x) = Vp(xy 
(or a delta function in p as a stronger form of discontinuity). 
The refractive index inside the cavity is an arbitrary but smooth 
function. Outside the cavity the refractive index attains a 
constant value rapidly. The system can be taken as a one-
dimensional analog of open optical cavities. The similarity 
facilitates the generalization of the formalism to realistic 
optical systems. Despite the simplicity of the system, the 
mathematical structure of the QNM,s is not trivial. The first 
important step forward has been achieved in a paper by Leung, Liu 
and Young [45]. Using a representation of the Green,s function in 
the frequency domain, the QNM,s are shown to form an over-complete 
set inside the cavity. No background of continuous spectrum is 
needed. Moreover, under a redefinition of norm and inner product, 
the QNM's are shown to be orthogonal. In a subsequent paper [46] 
the standard method of time-independent perturbation is formulated 
in the language of QNM,s. Also generalization of the formalism to 
an absorptive and leaky cavity [47] has been quite successful. 
Some of our recent development in the theory of QNM's is 
summarized in this thesis. The organization is as follows. In 
Chapter 2 we discuss the completeness of QNM,s in a broader sense. 
The QNM's are shown to be complete not only with respect to an 
arbitrary function defined in the cavity, but to an arbitrary two 
component state vector defined in a Hilbert space. For any vector 
in the Hilbert space, the first component of the vector represents 
the wavefunction 0, while the second component represents the time 
derivative d<f>/dt of the wavefunction. They are required to satisfy 
7* 
. the outgoing plane wave condition d(p/dx = - d<p/dt at the boundary 
of the cavity, which means that wave motion outside the cavity is 
purely outgoing (It is assumed that outside the cavity, the wave 
2 2 
equation is simply - d^)<f> = 0 ). The two components combine to 
give a complete description of a given state of the system. In 
this framework any state vector in the Hilbert space can be 
expressed as a superposition of QNM state vectors, and the 
representation is unique. In other words, by considering the two 
component state vector, the QNM’s would no longer be over-
complete. Also the QNM state vectors are shown to be orthogonal in 
a general sense. It Chapter 3 the method of time-independent 
perturbation is formulated in the language of the two component 
state vectors. The formulations ir\ these two chapters are 
consistent with our earlier work, but they clearly reveal the 
deeper mathematical structure and the physics of the problem. In 
Chapter 4 the method of diagonization is formulated in the same 
language. This then allows the shifts of QNM's frequencies arising 
from a large change in the refractive index to be computed 
accurately in many situations. Then we come to a time-dependent 
picture in Chapter 5, where the QNM's basis is used to descirbe 
the dynamics of the cavity subject to the outgoing wave condition. 
This description is possible only when the concept of quasi-
stationary states QSS’ s is clearly defined by the QNM state 
vectors. We then proceed to develop the theories of time-
dependent perturbation and adiabatic approximation in Chapter 6 
and Chapter 7 respectively. Both are dynamical perturbation 
theories. The time-dependent perturbation is developed based on 
8* 
‘ the small change in the refractive index. On the other hand, the 
adiabatic approximation is developed based on the small rate of 
change in the refractive index, even though the accumulated change 
may be large. Finally some generalization of the theory is 
discussed in Chapter 8. In the previous chapters, the theory has 
been developed on the assumption of uniformity of the refractive 
index outside the cavity. The condition can be relaxed. Instead we 
only require the refractive index outside the cavity to attain a 
constant value sufficiently rapidly as x -> oo. The completeness, 
orthogonality, and uniqueness of the QNM's can be proved 
similarly, though the derivations are slightly more complicated. 
Furthermore, approximation methods of perturbation, diagonization 
and dynamical calculations can be generalized accordingly. Of 
course, plane waves are not solutions to the wave equation with 
non-uniform refractive index, so the outgoing wave condition is no 
longer 50/5x = - 50/at and must be replaced by a more complicated 
condition. The modified condition requires that wave motion 
outside the cavity consists of a superposition of outgoing wave 
solutions g(w,x), which are solutions to the wave equation having 
the property g(w,x) « e ^似 ( i . e . , g e ^^^ is an outgoing plane 
wave) in the limit x -> oo. More importantly, the generalization 
applies to some three-dimensional wave equations (e.g. TE mode of 
em radiation). Owing to the effective centrifugal potential term 
2 
lit + 1 )/r in these equations, the QNM wavefunctions are not 
plane waves outside the cavity, even for physical situations (e.g. 
dielectric microdroplets) in which the cavities are well defined 
by sharp boundaries. 
9* 
1.2 Simple Models of Open Systems 
Before going into the details of the formalism, some simple 
models of open systems are discussed here. We hope that this can 
give the readers some basic ideas on the general properties of the 
QNM' s and their relations to the structure of the systems. Let us 
return to the simple model of a point mass M tied to a semi- • . 
infinite string introduced in Section 1.1.2. Similar models are 
discussed in detail in [32-34,45]. The wavefunction 0 satisfies 
the one-dimensional wave equation -
g2 g2 
- 1 + p(x) — 0(x. t) = 0 , (1.1) 
dx at 
with 
‘ p(x) = n二 e(a - X ) + e(x - a ) + Md(x - a) . (1.2) 
where the mass density p(x) = n^ (constant) for x < a and p(x) = 1 
for X > a (x and t have the same unit). The mass density of the 
point mass is represented by the delta function. The Fourier 
transform of (1.1) is 
g2 2 A 
~ - + w p(x) 0(cj,x) = 0 , (1.3) 
dx^ . 
where 0(a),x) is the Fourier transform of 0(x, t). As mentioned 
before, the QNM wavef unctions of an open system satisfy both the 
outgoing plane wave condition for x > a and the regular boundary 
condition $(o),x = 0) = 0. At x = a there is a discontinuity in 〜 
d<j)/dx due to the delta function. The solution for x < a and x > a 
are respectively given by 
10* 
x) = f(w’x) oc siniyjx , x < a , (1.4) 
0(0),x) = g(w’x) oc ei。x ’ X > a . (1.5) 
Matching the boundary conditions -
g(a>, X = a) = f (w.x = a) (1.6) 
and 
Q Q - p 
— g ( a ) , X = a) - ^ f(w’x = a) = - (/m , (1.7) 
we have 
n cosn wa = (wM + i) sinn wa . (1.8) 0 0 0 
The QNM eigenfrequencies are given by solutions of o) to (1.8). 
There are two families of QNM, s. The properties of these two 
families are most apparent if we consider the case 7) = n^a/M « 1, 
n ~ 0(1); then the QNM's frequencies are given by 0 
f 、 
n^w^a = jir + (j7r)"% + - ijn)'^- in^^Cjir)"^ ... (1.9) 
where j = ± 1, ± 2, . • • ’ and 
丄 1/2 i -1 _ 1 f 1 . 1 "I 3/2 丄 . M i n、 
n w a = ±T) n 7) + - - + - n t) + U . lOJ 
0 2 0 2 3 4 0 
V 
In the complex d plane, the QNM frequencies are distributed 
symmetrically about the imaginary axis and have negative imaginary 
parts. As M -> 00 the system becomes Hermitian, and all the eigen-
frequencies shift to the real axis. The first family of QNM's (i.e. 
(1.9)) consists of infinite number of modes. For small Ti/jn the 
11* 
frequencies are more or less evenly separated by Aw jTi/n^a in 
the £t) plane, and as M oo they go over to the normal mode 
frequencies of the corresponding close system. Heuristically 
speaking, they are the normal modes of the corresponding 
Herimitian system slightly modified by leakage, and the effect of 
leakage is charaterized by the small parameter rj/jn:. Also for -
modes with large | j I, n^w^a ^^  JTT gives the normal mode frequencies 
of the close system. The second family (i.e. (1.10)) consists of a 
pair of modes. As M — m they vanish and therefore has no counter-
part in the Hermitian system. They represent the extra dynamical 
degree of freedom due to coupling of the cavity with the 
environment. They are often refered to as the zeroth mode [45]. 
The QNM wavefunctions for both families are given by 
‘C Sinn w x , x ^ a 
f (X) == J ° j (1.11) 
Cjexp(ia)j(x-a)) sinn^w^a , x > a . 
where C^ are normalization constants depending on convention. 
Another example of open systems can be obtained by putting 
M = 0 in the mass and string model. The open cavity is then 
defined by the discontinuity in p. This is perhaps the simplest 
one-dimensional model of open optical cavity. The QNM frequencies 
are given by the solution of 
n^cosn^wa = i sinn^wa . (1.12) 
The equation can be solved exactly to give 
i / n + 1 
V j ^ = jTT + 5 In n。- 1 , j = 0, ±1, ±2,... (1.13) 
0 
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‘ while the QNM wavefunctions are still given by (1.11). The QNM 
frequencies are evenly spaced in the complex cj plane. The leakage 
rate is the same for all the QNM's. The leakage rate is usually 
large since n。~ 0(1). The simplicity and large leakage rate of 
this model make it suitable for the use of numerical verifications 
of our formalism, so most of the numerical examples presented in ^ 
this thesis are concerned with this model. However, intuitive 
connection of this model with Hermitian systems is less apparent 
than the mass and string model, since there is no small parameter 
(such as n^a/M) to characterize the departure from the Hermitian 
limit. 
In general, there is a major difference between QNM's and 
normal modes: the QNM frequencies, because of their complex values, 
do not possess parity symmetry (i.e. the eigenvalue equation is 
not invariant with respect to a change in sign in w). If a set of 
QNM, s are labeled in a way such that ReCw ) = - Re(cj )’ then we 
J -J 
来 
have = - but not w 」 = - w h e r e * denotes the complex 
conjugate. In other words, the QNM frequencies are not degenerate 
with respect to a change of sign as for the normal modes. Thus the 
QNM's on the two sides of the imaginary w axis are independent, 
and the QNM wavefunctions f」and f」 a r e not proportional. Later 
we shall see that all the modified definitions of completeness, 
orthogonality and projection involve QNM's on both sides. This 
feature is unique to open systems, and special care must be taken 
in reducing these modified definitions to their Hermitian limits. 
It is obvious that QNM wavefunctions (e.g. (1.11)) are not 
orthogonal 
in the usual sense. Also it is not clear whether QNM,s 
13* 
‘ form a complete set inside leaky systems. These problems will be 
addressed in Chapter 2 with the modified definitions of complete-
ness and orthogonality. 
1.3 Contributions of the Author 
The research in open systems is being conducted by a group of 
people in the Department of Physics, the Chinese University of 
Hong Kong. In particular, K.Young, P.T.Leung, S.Y.Liu, S.T.Ng and 
the author of this thesis have contributed to the development of 
the theory of quasinormal modes (QNM's) in open optical systems. 
Leung, Liu and Young had started the programme by proving the 
completeness and orthogonality of the QNM's [45], then they 
developed the theory of time-independent perturbation [46] and 
generalized the theory to an absorptive open system [47]. The 
author has proposed and developed the two component formalism of 
quasi-stationary states, thereby removing the over-completeness of 
QNM’s and arriving at a consonant formulation of completeness and 
orthogonality (Chapter 2). The author has contributed to part of 
the work in time-independent perturbation, and recast the work in 
the two component formalism (Chapter 3). Based on the formalism, 
he has explained the relation between the two methods of 
diagonalization derived by Ng, Leung and Young (Chapter 4). Then 
he has developed a number of time-dependent calculations, includ-
ing the QNM description of evolution (Chapter 5), time-dependent 
perturbation (Chapter 6) and adiabatic approximation (Chapter 7). 
By generalizing the time-dependent description, he has also 
contributed to the developement of the formalism to systems with 
14* 
、 non-uniform refractive index outside the cavity, and to systems 
2 
with the effective one-dimensional centrifugal potential t U + l)/r 
(TE and TM modes of electromagnetic waves) (Chapter 8). 
15 
‘ 2 COMPLETENESS AND ORTHOGONALITY 
2.1 Introduction 
For open systems, the description of wave phenomena using the 
usual method of modal expansion runs into the basic difficulty 
that these systems are non-conservative, i.e. non-Hermitian. The -
non-Hermiticity arises because the wavefunction does not vanish at 
the boundary of the system. The quasinormal modes (QNM's) of these 
systems are constructed with the outgoing wave boundary condition. 
Under this condition the QNM's have complex eigenfrequencies and 
divergent properties at a large distance from the system. As a 
result, they do not form a complete and orthonormal basis, at 
least not in the usual sense. Thus all the usual methods of 
calculation fail to apply. 
However, to develop a theory of open systems based on a 
discrete basis would be both physically appealing and intuitive, 
and it would also provide tremendous convenience in numerical 
calculations. In several recent papers [45,46,47], a significant 
step forward has been achieved. Papers [45] and [46] (hereafter 
called I and II respectively) have opened a way to develop a 
systematic formalism to handle this fundamental problem. Paper I 
shows that QNM’ s described by a wave equation in one dimension 
form an over-complete set inside an open cavity, provided that 
there is a discontinuity in the refractive index (or its 
derivative to any order) at the cavity boundary. Hence an 
arbitrary function in the cavity can be expressed as a linear 
superposition of QNM's, although the expansion coefficients are 
16* 
‘ not unique owing to over-completeness. Furthermore, under a 
suitable re-definition of the norm and inner product, the QNM's 
are shown to be orthogonal. These properties are remarkable and 
can be generalized to describe practical optical systems without 
much difficulty. Paper II is concerned with the time-independent 
perturbation of such open systems formulated in terms of the 
QNM's. The aim is to calculate the change in QNM e igenf unctions 
and eigenvalues arising from a perturbation in the refractive 
index. It turns out that it is not possible to use the complete 
and orthogonal properties of the QNM,s to achieve the goal in the • 
usual way. The reason is that the completeness of the QNM's is 
only valid inside the cavity, but orthogonality, under the 
modified definition, involves the outside as well. Instead of 
handling the problem in the usual way, paper II utilizes a 
diagrammatic method using the Green's function, which seems to 
rely only on the completeness of QNM's inside the cavity^. 
Although the formalisms in these studies have achieved their 
goals, they clearly reveal a fundamental problem in the theory not 
well understood, namely, why the modified concepts of completeness 
and orthogonality cannot be used together to obtain the perturba-
tion series that follows from the diagrammatic method. At the same 
time this question is closely related to the property of over-
completeness, since if the QNM's are over complete there should 
exist many other representations of the perturbed wavefunction, 
^The author contributed to the formal Ism and numerical work in 
paper II, and the contents therein are reported in detail In this 
thesis as part of the author's original contributions. 
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yet a particular representation seems to follow very naturally 
from the diagrammatic perturbation method. One is then tempted to 
ask whether there is any hidden physical condition implicitly used 
in the mathematical manipulations of the Green's function, and 
whether this condition can be applied to remove the ambiguity of 
representation. _ 
Recently, we address the issue by showing that, if the method 
of projection is modified so that the initial wavefunction and its 
time derivative are projected simultaneously onto a QNM basis 
using the same set of expansion coefficients, the representation 
is unique. In other words, the ambiguity is removed by the 
introduction of an additional constraint specifying the initial 
velocity of wave motion. The modification also leads to a general 
definition of inner product in a Hilbert space which is consistent 
with our earlier work. Here the method is first presented in a 
time-independent point of view, i.e., without reference to the 
connection with time evolution of the system. This point of view 
has the disadvantage that the derivations may obscure the physics 
of the problem. Nevertheless, it provides a good starting point to 
elaborate the mathematical method, and a more physical picture 
will be provided later in Chapter 5. The physical meaning is not 
manifest until the problem of time evloution is discussed, where 
it will be shown that in evolving the system by using the Green's 
function, our method of projection follows very naturally in the 
limit of t -> 0+. When one realizes that two independent functions, 
i.e. the initial wavefunction </>(x, t = 0) and its time derivative 
a0(x,t = 0)/5t, must be specified to determine the evolution of a 
18* 
‘ system governed by a second order differential equation in time, 
it becomes clear why the two functions should be projected 
simultaneously onto the QNM basis. The hidden physical condition, 
which is neccessary to ensure the validity of the projection 
method, turns out to be the outgoing plane wave condition. This 
requires that the wave motion outside the cavity to consist of 
purely outgoing plane waves. When all these concepts and methods 
are incorporated into the framework, perturbation theories and 
other standard calculations can be worked out in much the usual 
ways. 
Part of this chapter summarizes the earlier work published in 
paper I, and the rest discusses our recent developments on the 
method of projection, the Hilbert space in which inner product is 
defined, and its relation to the uniqueness of representation. The 
discussion is confined to the special case where the refractive 
index n(x) is uniform outside the cavity (so we can take n(x) = 1 
without loss of generality). Generalization to the cases of non-
uniform n(x) and the three-dimensional problem involving an 
effective centrifugal potential iii+1are quite complicated, 
and their discussions will be postponed to the last part of this 
thesis. 
2.2 Green's Function of the Open System 
The one dimensional scalar analog of electrodynamics is 
described by the wave equation 
19* 
o2 
- + p(x) (A(x.t) = 0 , (2.1) 
dx at 
where n(x) = V p M ' is the refractive index of the medium. For the 
open system we are concerning, the refractive index is a smooth 
function in x, and its derivatives to all orders exist, except at 
a position x = a, where n is discontinous either in the function 
itself or in its derivatives of some orders. Physically it means 
that the change in the refractive index of the system occurs on a 
scale much smaller than the typical wavelength. This happens, for 
example, across the surface of a dielectric microdroplet. Stronger 
form of discontinuity can be a delta function of the form M6(x-a) 
in p, where M is a constant. This can represent a partially 
transmitting mirror at the boundary of an optical cavity, or a 
point mass tied to a vibrating string. Outside x = a, p is taken 
to be unity. The position x = a then defines a cavity, with the 
other end fixed at x = 0. So we are only concerned with the half-
line X > 0, and 0 satisfies the boundary condition 0(x = 0,t) = 0. 
The discontinuity in the refractive at the boundary of the 
cavity allows partial transmission of wave motion. When wave 
motion inside the cavity reaches boundary of the cavity, part of 
it is reflected back, and the rest is transmitted. Here we are 
particularly interested in processes involving emission (or leak-
age) from the cavity, so we look for solution to the wave equation 
satisfying the outgoing plane wave condition outside the cavity. 
The quasinormal modes (QNM) of this system, labeled by discrete 
indices j, are defined as solutions of the form 
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0(x.t) = fj(x) ’ (2.2) 
satisfying 
；,2 
— + p(x) f (X) = 0 , (2.3) 
and the outgoing plane wave condition f」《 e^'^j^ for x > a (note 
that n(x) = 1, X > a). The eigenfrequencies w」are complex because 
the system is open at one end. The imaginary part of w」 a r e 
negative, so that -> 0 as t ^ oo, indicating a leakage from 
the cavity to the outside. 
Consider the retarded Green,s function D satisfying 
- — + p(x) — D(x,y; t) = 5(t)5(x - y) . (2.4) 
9 P 
dx^ dt 
It represents the response to a delta function impulse delievered 
at position y at t = 0. Causality requires D = 0 for t ：^  0, and 
the outgoing plane wave condition requires that D « e^^j^ for 
X > a. Note that D is symmetrical with respect to its arguments x 
〜 
and y. The Fourier transform of the Green's function, D, satisfies 
2 1 〜 
- A ( w ) D ( x , y ; w ) 三 — — + 0) p(x) D(x,y;a)) = 5(x - y) • (2.5) 
Because of the causal condition, the transformed Green's function 
D is analytic in the upper half complex w plane; otherwise invert-
ing the transform of D by closing up the contour would give D 实 0 
for t ^ 0. In the lower half plane, there are poles whose posi-
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tions correspond to the QNM frequencies. To find out the residues 
of D at these poles, first write D in terms of two auxiliary 
functions, f and g, defined as the solutions to the time-
independent wave equation 
A(w) f(w,x) = A(w) g(a),x) = 0 (2.6) 
with the boundary conditions 
f(u,x = 0) = 0 , (2.7) 
and 
g(o).x) oc , X > a . (2.8) 
We shall refer to f and g as the regular solution and the outgoing 
plane wave solution respectively. The Wronskian defined by 
W(w) = g(w’x) f ( w . x ) - f(w,x) g'(w’x) (2.9) 
(where ‘ = d/dx) is independent of x. Now D can be written as 
‘f (£j,x)g((j.y)/w((j) , 0 ^ X < y 
D(x.y,w) = (2.10) 
、g(w,x)f (a),y)/W(a)) , 0 ^ y < x . 
The normalization of f and g can be left arbitrary, since (2.10) 
is independent of normalization. At a QNM frequency o) = f and 
g satisfy both the regular condition at x = 0 and the outgoing 
wave condition for x > a, so that f(w^, x) and gCw^, x) differ only 
by a normalization constant depending on w」，and =〇 . T h e 
〜 
residue of D at co^  is given by 
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Res(D. 0) = 0； ) = I • (2.11) 
J V 10)=0) 
The next step is to express the derivative dW(o) = o)^)/do) in terms 
of a modified definition of norm. In WaJ^Section 2.7.1, it will be 
shown that -
P R 
i 1 dW 
p(x)f((j^,x)g(u^,x) dx + — f(a)j,R)g(a)j,R) = - — — (w.), 
0 j j 
(2.12) 
for any R > a. Note that the left hand side is independent of R. 
Define the generalized norm of QNM as 
r ® 
N = p(x)f(u dx + f(w R)^ . (2.13) 
j J J 
J 0 
If the normalization convention 
f (X) = — ^ f(a)..x) (2. 14) 
j / I T J j 
is adopted so that 
广a 
p(x) f dx + f (R)^ = 1 , (2.15) 
j 20) J 
JQ 
then by using these expressions for 5W(a) = )/du, the residue of 〜 
D can be written as 
Res(D, 0) = w ) = - f (x)f (y) ’ （2.16) 
j 20)」 J j 
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where the proportional relation of f and g at w = CJ^  has been 
used. From now on when we talk about QNM wavefunctions, we shall 
always refer to the normalized functions f」. 
2.3 High Frequency Behaviour of the Green's Function 
For Hermitian systems, the usual method of finding the 
Green's function in terms of mode expansion involves inverting the 
transform of 5 by closing the contour in the lower half w plane, 
thus picking up all the residues at the eigenf requencies. This 
results in an expression of D written as a summation over normal 
modes. For Hermitian systems the eigenfrequencies are real, and a 
possible contour is shown in Fig.2.1. 
Similar method can be employed for the open system, but now 
the eigenfrequencies w」are complex with negative imaginary parts. 
The chosen contour is shown in Fig. 2.2. For this method to be 
valid, the contribution from the lower half semicircular path 
integral must vanishes as \o}\ The neccessary condition for 
the validity of this is discussed below. 
Whether the contour can be closed down or not depends on the 
high frequency behaviour of D in the complex w plane. The criter-
ion can be obtained from the WKB method, which is an approximation 
valid for |w| — oo. The WKB approximation for D is given by (see 
Appendix A) 
r " A 、i ( 一iwl(y,a) . „ iwl(y, a ) 、 〜， 、 sin [0)1(0,x)] ( e + R e ^ ) 
D(x,y;w) - ； ； ~ , 
a > / n ( x ) n(y) ( e — i W (•, a) + r e!⑴I (0’ a ) ) 
for 0 rs X ：£ y < a , (2.17) 
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A Im(①） 
• — • I _ • 書 二 、 眷 一 春 • ~ ^ 
I \ / Re(o)) 
Fig.2.1 Close down the contour to express the 
Green's function D in terms of the normal modes. 
The dots represent the positions of the normal 
mode frequencies on the Re((D) axis. As |co| • 
如 all the residues are picked up. 
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A Im(co) 
. . . . . . 二 (①） 
Fig.2.2 Close down the contour to express the 
Green's function D in terms of the QNM's. 
The dots represent the positions of the QNM 




~ 、 T sin [0)1(0,X)] eiW(a’y) 
D(x, y; w) - T ~ ； , 
. / n ( x ) n ( y ) n _ (㊀—丄^ 工^（〇’ a) + r e ^ W (•’ a ) ) 
for 0 X < a < y , (2. 18) 
where n = n(a"), n = n(2L+), the quantity -
- + 
p V 
I(u,V) = ds n(s) (2.19) 
Ju 
has a magnitude equal to the time required for waves to propagate 
from u to V (x and t are taken to have the same unit), 
n - n 
R = — I — (2.20) 
n + n - + 
and 
2n 
T = ： — • (2.21) 
n + n - + 
are reflection and transmission coefficient at x = a respectively. 
~ —icjt 
To close down the contour on the large semicircle, D e must 
vanish as M oo, ImCw) = ；^工 < 0. In this limit, both the 
numerator and denominator of (2. 17) and (2.18) are dominated by 
exponential terms of the form e — , A > 0. For 0 ：£ x ：£ y ：£ a, 
〜 一 icjt 
D e is asymptotically proportional to 
/ \ / \ 
^ exp iw(I(0,x) + I(y’a) - 1(0,a) - t) « i exp w^CKx.y) + t ) . 
c ' V ‘ 
(2.22) 
When I(x,y) + t > 0, this vanishes as < 0 in the lower 
half plane. Since x ：^  y, I (x, y) i 0, so for t > 0 the contour can 
~ — 1 Mil 
always be closed down for any x, y ：^  a. For 0 x ^ a < y, D e 
27* 
is asymptotically proportional to 
- e x p fiw(I(0’x) + I(a’y) - 1(0,a) - t) 
w 
f 、 
oc - exp 0) (- I(a,y) + K x . a ) + t) • (2.23) 
w I 
\ 
So the required condition for closing down the contour is 
- I(a’y) + K x . a ) + t > 0 . (2.24) 
With the assumption n(y) = 1 for y > a, this can be reduced to 
y < Y = a + t + I(x,a) (2.25) 
Hence the method still works when y is outside, but sufficiently 
close to the cavity. This is the best we can have. If y is too 
large and this condition is violated, D e does not vanish as 
|w| — 00 in the lower half plane, and D cannot be found in terms of 
the QNM's. Owing to the fact that the QNM's are discrete, there is 
no reason to expect that we can obtain a QNM representation for D, 
and consequently a completeness relation, that can hold for all 
space. 
In fact the proof can go through even if the refractive index 
is continuous but the pth order derivative of it is discontinuous. 
High order WKB analysis shows that R « w"^, and terms of the form 
R e^uA still dominate in the asymptotic expansions of D. Thus only 
an extremely weak discontinuity is required. The proof can also go 
through for a much stronger form of discontinuity, p « 5(x - a). 
28 . 
2.4 Completeness of Quasinormal Modes 
The results of the last section show that for 0 ^ x a, and 
y limited by inequality (2.25), the Green's function D for t > 0 
can always be expressed as a sum of QNM's. Invert the transform of 〜 
D by closing down the contour, and use (2.16) for the residues, we 
have 
D(x,y;t) = D^x,y;t) = ^ V f,(x)f (y) e — i ^ t ’ (2.26) 
where denotes the series representation of D. The summation is 
taken over all the QNM's. For t > 0 D = D^ under the conditions on 
X, y just described, but for t < 0 this is no longer valid. The 
causal initial condition implies 
p(y) (x.y;t — 0+) = 6(x - y) . (2.27) 
When the two relations are combined, one obtains 
\ p(y) y f = 5(x - y) ’ e — 0+. (2.28) 
2 j J 
J 
Hence the QNM’s form a complete set inside the cavity. Here (2.28) 
holds in a distribution sense, that is, the equality holds when 
both sides are integrated over some arbitrary function. Special 
care must be taken when the expression is applied to x = a, 
because 5(a - y) is only meaningful when an integration in y is 
performed over y = a, but in doing so the upper integration limit 
of y must not exceed the maximum value given by (2.25) for (2.28) 
to remain valid. Integrating (2.28) over some arbitrary function 
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^(y) then leads to 
a+G/2 
？(x) = ^ i p(y)fj(y)C(y)dy ’ e — o+’ （2.29) 
j Jo 
0 < X < a. The upper limit is taken to be a + e/2, in order to 
satisfy (2.25), and to include the point x = a. 
It should be noted that the above analysis does not imply 
that we can take t = 0 exactly in the series expression, because 
at t = 0, x = y the contour cannot be closed down (see (2.22)). 
However, it would be more convenient if the completeness relation 
can be applied without the regulating factor e. Formally, the 
neccessary mathematical condition for the relation to hold at 
t = 0 is: For any ^(y) continuous in a small neighborhood of x, 
the series (2.29) converges uniformly to ^(x) in the limit t — 0+’ 
for 0 < X < a. This is assumed in most texts when the completeness 
of modes in Hermitian systems is proved. For the open system the 
result is also true, but to provide a rigorous proof of uniform 
convergence would be rather difficult. Instead a less rigorous 
method to prove the result by using WKB analysis is given in 
Appendix B. Numerical examples given in the Section 2.9 also 
support the result. So we can have 
p(y)D^x,y;t = 0) = i pCy) ^ fyx)fj(y) = 5(x - y) , (2.30) 
j 
and 





d = i p(y)f (y)?(y) dy . (2.32) 
J 2 j 
0 
The point x = a is excluded, because at t = 0, x = a there does 
not exist a value of y > a which can satisfy (2.25). In other 
words, at X = a the right hand side of (2.29) gives ^(a) only in 
the limit t + 0+, but not at t = 0. This property is unique to 
open systems, and that is why the distinction between t = 0 and 
t = 0+ is especially emphasized here. Although (2.30) fails to 
hold at X = y = a, it is still true for x = a and y < a; in this 
case the sum vanishes in a distribution sense. 
2.5 Method of Projection 
2.5.1 Problems with the Usual Method of Projection 
Although a series representation of an arbitrary function has 
been found, the result is far from satisfactory. First we realized 
that the series (2.31) cannot be differentiated term by term. This 
is not difficult to see. In the limit of high frequencies, f^(x) 
sin(WjI(0, X)) and the QNM,s are rapidly oscillating functions in 
space, so the projection coefficients in (2.31), which involve 
integrations over are asymptotically proportional to l / w . For 
large j, each term in the series is of the order sin(w^I(0,x) 
and for n(x) discontinuous at x = a, the high frequency QNM are 
evenly spaced in the w plane with equal imaginary parts, so the 
series converges, but the derivative of the series, with each term 
of the order sinCw^I (0, x)) for large j, does not converge. In our 
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later development, the QNM's are used to describe the evolution of 
the open system, and we would expect that the series V a f 
^ j j 
and y -ici) a f e can be used to represent the wavef unction and 
L j j J 
its time derivative repectively. But if we take a^ = d^ in (2.32), 
the latter series does not converge to the right limit, and there 
is no way to represent the velocity of wave motion. This is un- -
reasonable, since for any system governed by a second order 
differential equation in time, both the initial position and 
velocity of wave motion must be specified to determine the 
subsequent evolution of the system, so we expect this information 
should be contained in the series representation. 
Still there is another problem. The QNM's form a over-
complete set in the cavity. This means that there exists more than 
one set of coefficients -jb^  such that 
^(x) = [ bjfj(x) , (2.33) 
j 
and the b^' s need not take the form in (2.32). To prove it, 
consider 
D^x.y； t = 0 ) =去 y 去 f (x)f (y) = 0 . (2.34) 
2 、 j J 
This is valid for all x, y ：^  a, except at x = y = a (see Appendix 
B). When both sides are integrated over an arbitrary function 
we have 





c = i p(y)f,(yK(y) dy . (2.36) 
j 2 j 
0 
So the QNM's are linearly dependent, and the b^' s are not unique. 
If this ambiguity in projection coefficients is not removed, 
applications of the concept of QNM becomes very limited, because 
it is not very meaningful to talk about the amplitude of the 
system in a certain QNM. Without reference to a unique 
representation, it is also very difficult to develop systematic 
perturbation theories. 
In fact the above problems are very closely related； they all 
suggest that QNM's exhibit a modified mathematical structure, and 
motivate us to modify the definitions of inner product and norm to 
remove these ambiguities. The required modifications are discussed ’ 
below. 
2.5.2 Modified Method of Projection 
The non-uniqueness of representation in projecting a function 
(p onto QNM suggests that there exists a degree of freedom which 
can be removed by introducing an additional condition. The 
strategy is to introduce another function u, and project the pair 
i(p, u) simultaneously using the same set of expansion coefficients. 
However, (p and v cannot be chosen arbitrarily, they must be 
complex functions defined in 0 ^ x ^ a, satisfying (p(x = 0 ) = 
u(x = 0) = 0 and 
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^ (fix = a) = - u(x = a) . (2.37) 一 o ^ 9 
CIX , 
When we discuss the evolution of the open system in Chapter 5, the 
functions (p and v will be identified as the initial conditions 
0(x, t = 0) and d(p{x, t = 0)/dt respectively. In this context (2.37) 
becomes 
尝（X = a,t = 0 ) = - 裝 （ X = a.t = 0) ( 2 . 3 8 )八二 f 9 
which states that wave motion is purely outgoing at the boundary 
of the cavity. For this reason we shall also refer (2.37) to as 
the outgoing plane wave condition. In the present discussion, it 
is sufficient to treat (2.37) only as a boundary condition relat-
ing <p and V. 
Under the condition, we claim that there exists a unique set 
of a^ given by 
p a 
a^ = i p(y)fj(y) <p(y) + 七 u(y) dy + — f.(a)<p(a) , (2.39) 
0 j j 
such that 
<pU) = = [ a,j(x) (2.40) 
j 
and 
i;(x) = i;S(x) = [ aj(-ia),产)） （2.41) 
j 
for 0 ：£ X ^ a. For convenience, the series representations of the 
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functions are denoted by the superscript s. Since f」« e^'^j^ for 
X > a, and the derivative df^/dx is continuous across x = a, it 
follows that dfj(a)/dx = iw^f^Ca), hence and satisfy 
(2.37). To prove <p^(x) = (p{x) for the given - j a ^ f i r s t consider 
X < a strictly. When a^ are substitued into , the first term 
in the expression of a^ sum up to ~ . 
-a ， 
dy ^(y) i p(y) ^ fj(x)f^(y) = ^(x) (2.42) 
JQ j 
by the completeness relation (2.30). The second term gives a sum 
广a ， 
dy u(y)p(y) - [ + fj(x)fj(y) = 0 (2.43) 
」0 j ^ -
by the causal initial condition of D (see (2.34)). The third term 
consists of a sum over the product of f^ and (p evaluated at the 
boundary of the cavity, and is given by 
f N 
(pU) - y — f (x)f (a) = 0 (2.44) 
2 乙 w J j 
J 
Again (2.34) have been used. Note that the relation holds even for 
y = a provided that x < a. We have already proved <p®(a ) = (p(a). 
To show that the series is continuous at x = a, it is sufficient 
S + + 
to prove (p (a ) = (p(a). At x = a , y = a, t = 0, D cannot be 
expressed in terms of QNM's, as a result, both the sum rule (2.34) 
implied by the causal initial condition of D and the completeness 




give 0(a), and the sum in (2.44) no longer vanishes. In Appendix B, 
it has been shown that, for y < a and e 0+, 
i [ fj(a + 识 j ( y ) - — ^ ^ e(y - (a - + )) ’ (2.45) 
J -
and -
• y f (a + G)f ( y ) - — — - — — 5 ( y - (a - + )) . (2.46) 
~ J J n (n - 1) n_ 
J -
Both relations are correct to 0(e), and (2.46) is interpreted in a 
distribution sense when both sides of which are integrated over a 
continuous function. Hence the first term in the expression of a 
sum up to 
» a 
1 厂 H 
dy p(y)<p(y) - ) + G)f^(y) 二 _ — <p(a) + 0(G) ’ ‘ 
J。 J n_- 1 
(2.47) 
the second term gives a sum 
p a / 、 
dy p(y)<p(y) ^ ) + c)f (y) 0(G) , (2.48) 
2 乙 J 
J 0 j •‘ 
while the last term contributes 
f 
识(a) i ~ f / a + c)fj(a) - 识(a) + 0 ( e ) . I J j 
(2.49) 
These add up to (pU) + 0(G). SO in the limit e — 0+ we can have 
(/)S(a+) = (pU). To prove u^Cx) = u(x)’ note that 
36 
,a 
一 i w a = i P(y)f,(y) -iw,<p(y) + u(y) dy + i f (a)(p(a). 
J J ^ J J 2 j 
0 
(2.50) 
2 2 2 
Substitute the wave equation pf」=-f'Vu^ ( " s d /dx ) into the 
first term and integrate by parts twice； then one obtains 
P a p a 
f x 
\ </>(y) -io) p(y)f (y) dy = ^ 识（y)f';'(y)dy 
2 j J 20) j 
J 0 ''O 
p a 
= - ^ f,(a)<p(a) + ^ f (a)i;(a) + ^ <(y)f,(y)dy , 
2 j 2u) J 20) j 
j j 
J J q 
(2.51) 
where <p(0) = u(0) = 0 and the relation d炉（a)/cb< = - D(a) has been 




-iw a, = \ p(y)f (y)f i;(y) + 去 </>"(y)ldy + — f (a)i;(a). 
j J 2 j W. 2Ct) j 
J j 
J q J 
(2.52) 
This is very similar to the expression of a』. When this expression 
is substituted into u®, exactly the same argument as before can be 
used to prove u® = u for 0 ：^  x ：^  a. 
Note that the last term if」(a)识(a)/2Wj in the expression of 
a」， which may be called the surface term, plays an important role 
to guarantee that (p^ia*) converges to 炉（a) and converges to 
u(x) for 0 ：£ X a. In (p^ia*) the surface term serves to correct 
the error due to the failure of the series representation of 
completeness relation. If the surface term were not present in 
l A x ) , there would be an additional term i V f (x)f (a)y(a) in the 
2 L j j 
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series; according to the completeness relation this sum is zero 
for X < a, but only in a distribution sense, i.e., when it is 
integrated over a bounded function in x. Without integration the 
sum is rapidly fluctuating with increasing number of terms and 
never converges to a finite limit. The non-vanishing surface term 
in a^ characterizes the leaky property of the system; without it ‘ 
does not converge to u even for x < a, and of course not at 
X = a+. This is verified numerically in Section 2.9. 
2.6 Uniqueness of Representation 
To prove that -ja^  }• is unique, suppose there exists another 
set of coefficients -{b^  j- which can give the same (p and u for 
0 ：£ X a. Hence 
[ ( a」 - b j ) f j ( x ) = 0 (2.53) 
j 
and 
[ - i D ^ i a - bj)fj(x) = 0 ’ (2.54) 
j 
which implies that 
p a 
y (a, - b ) (w + w,) p(y)f (y)f (y) dy 
/ j J 2 W m J J m 
J ^ 0 
• ‘ 
+ -i- f (a)f (a) = 0 . (2.55) 
2Wj J m 
By orthogonality of the QNM’s to be discussed in the next section, 
the quantity inside the large bracket is equal to 5 . This gives 
jm 
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a^ = b^ for all m, so the representation is unique. The proof 
reveals an important fact: information about the initial wave-
function, its time derivative, and the outgoing wave boundary 
condition at x = a must be contained in the series to guarantee a 
unique representation. 
2.7 Definition of Inner Product and Quasi-stationary States 
2.7.1 Orthogonal Relation of Quasinormal Modes 
To complete the picture, we shall prove (2.12) and derive the 
modified orthogonal relation of the QNM's. The functions f and g 
are the regular and the outgoing wave solutions defined in Section 
2.2 respectively; they satisfy 
A(w)f(w.x) = 0 , (2.56) 
t 
Mo))gio),x) = 0 . (2.57) 
Take o) = o)^  in (2. 56), and the usual manipulations give 
P R / 
g(w,x)A(w )f(w x) - f(w x)A(a>)g(w.,x) dx 
JQ I J j J j 
. R 
2 2 r 
= ( w - 0) ) p(x)f(O) x)g(a),x) dx 
j Jq 
=g(。’x)f'(Wj’x) - f (Wj,x)g'(CJ’X) I二 . (2.58) 
Both f(Wj,x) and g(w,x) are solutions of the wave equation 
satisfying the outgoing plane wave condition, so for R >： a the 
right hand side of (2.58) becomes 
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- w)f (Wj’R)g(w,R) - g((j,0)f'(Wj,0) - f (a)j,0)g(G),0) . (2.59) 
Differentiate this expression with respect to u) and take u = cj 
j' 
this then leads to 
广R 
p(x)f (w x)g(a) R) dx = -if (w R)g(w ’ R) 
J Jq J J J j 
- ， g (gf' - f g 。 - 藍 ) ) x = 。 . (2.60) 
} } 
j 
Since f(w,x = 0) = 0 for all w, af(w,x = 0)/aw = 0. Furthermore, 
when w is equal to the QNM frequency d^, = 0) « f (w., x = 0) 
= 0 . Hence the last two terms in (2.60) vanish, and by definition 
W(w) can be substituted for gf' - f g \ so (2.12) follows. 
If to in (2.58) is taken to be cj , where m j，we have 
m 
「 R 
iiT (V"。，） p(x)f(w x)g(a) ,x) dx + - L f(w ,R)g(w ’R) = 0 . 
™ J j m 2Q j m 
JQ 
(2.61) 
The equation shows that the QNM's are orthogonal in a modified 
sense. The wavefunctions can be normalized to f」by using the 
convention defined in Section 2.2. When this relation is combined 
with the normalization convention of f , one obtains 
m 
r R 
i ( w + 。 ） p(x)f (x)f (x) dx -H ^  f (R)f (R) = 5 . (2.62) 
m … J J m ^(J J m Jm 
J 0 m 
When the formalism is discussed from the time-independent point of 
40* 
view, R is usually taken to be a, and in this modified sense the 
QNM's are orthogonal inside the cavity. When this is combined with 
the modified projection method, the uniqueness of representation 
follows immediately, as proved in the last section. Conversely, if 
we start with the assumption that the representation is unique, 
and put (p = f , V = -iw f into the expansion coefficients a the -
m m m j ‘ 
method of projection will imply that the QNM,s are orthogonal. 
Therefore, in this modified sense, orthogonality and uniqueness 
are in fact equivalent. Sometimes it is more convenient to write 
r R 
p(x)f (x)f (X) dx - S (R) = 5 ， （2.63) 
j m jm jm 
Jo 
where 
f (R)f (R) 
S (R) E — J — — - — — （2.64) 
i ⑴ + 0 ) ) 
j m 
may be called the surface matrix. 
2.7.2 Definition of Hilbert Space and State Vectors 
In discussing the method of projection, the function v is 
introduced. When we come to the discussion of time evolution in 
Chapter 5, it will be shown that v actually specifies the initial 
velocity of wave motion, i.e. , u(x) = a0(x, t = 0)/dt, and the 
method of projection discussed here will be derived from a time-
dependent point of view. Here (p and u are required to satisfy 
d(pia.)/dx = - i;(a), implying that wave motion inside the cavity 
couples to the environment through the outgoing plane wave 
condition. As two functions are required to give a complete 
41* 
description of initial condition, physically it is more natural to 
treat the ordered pair {(p, v) as a vector defining a state of the 
system. The QNM wavef unctions can also be treated from this point 
of view. QNM are quasi-stationary states evolving as and 
the vector (fj.-iw,? can be used to define a quasi-stationary 
state (QSS) labeled by an index j. The completeness relation then ~ • 
implies that, any state vector i(p, u) belonging to the Hilbert 
space 
r = - i(pix),vix)), 0 ：£ X ：£ a : (pio) = vio) = 0, (p' (a) = 一 u(a) | 
(2.65) 
can be written as a superposition of QSS's in a unique way, i.e., 
there exists a unique set of constants -j a^ such that 
，<pix) 厂 f (X) ’ 
= 〉 a . (2.66) 
u(x) 乙 -iw f (x) 、 J J j 
In other words, the QNM state vectors form a basis which spans r . 
This is the central part of our result. 
In this framework, the projection coefficients a^ actually 
represent the inner products between i(p,v) and ( f y - i w , ? . It is 
natural to generalize the method of projection to a definition of 
inner product between any two states in r . However, the present 
normalization convention is not very suitable for this purpose 
because the orthogonal relation (2.62) is not symmetrical in j and 
m. Furthermore, since <p is in general not monochromatic, the 
general definition must be expressed in a way that makes no 
explicit reference to the frequency. To achieve the goal, define 
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the norm alternatively as 
广a 
N, = p(x)(-iw f(w .x))f((j .x) dx + i f(o) .a)^ . (2.67) 
J J J J 2 j 
J 0 
Normalising f(w ’x) to a new QNM wavefunction 莎 ( x ) with this norm J j 
will lead to an orthogonal relation of the form 
P a 
- / \ 
- p(x)导(x)(-iw (x)) + 牙 ( x ) ( - i w 歹（X)) dx + i (a) = 5 . 
2 j m m m j j 2 j m Jm 
J 0 -
(2.68) 
Note that the pair (S^^-iuS^p represents a QSS vector. Now the 
inner product between any two states = {(p^ , ) and = {(p^ ^ y ) 
in r can be defined as 
_ _ 1 r ^ 
« i » = - p(x) <p (x)v (x) + <P (x)v ( X ) dx + - (p (a)<p ( a ) . 
1 2 2 X 2 2 l 2 1 2 0 
(2.69) 
This is the most general definition of inner product. However, for 
convenience, we shall resort to the more traditional normalization 
convention f^ in later developments. 
2.8 Hermitian Limits 
The formalism reduces to the Hermitian case in the zero 
leakage limit (physically the cavity is approximately closed if 
the refractive index is very large at the boundary). As mentioned 
before, the QNM's frequencies distribute symmetrically with 
respect to the imaginay w axis, and in the Hermitian limit the 
positive and negative frequency spectra are degenerate. Let the 
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4 
normal modes of the Hermitian system be labeled by a index j such 
that = - . f" = - f" (j ^ 0), where H denotes the Hermitian 
J - j J - j 
quantities. The completeness relation (2.30) then reduces to 
i p(y) [ f"(x)f"(y) = p(y) [ f"(x)f"(y) = 6(x - y) . (2.70) 
j U) >0 
J - . 
Here the last summation only involves positive eigenfrequencies. 
For Hermitian systems the surface term vanishes, so the expression 
of a」（2.39) becomes 
P a _ a ‘ 
a" = ^ p(y)f"(y)(p(y)dy + p(y)f"(y)u(y)dy , (2.71) 
^ j 20)" j 〜 j JQ 
Note that the first term in (2.71) is antisymmetric in j and the 
second term is symmetric in j; hence 
<P(x) = ^ a'Jf'J(x) = ^ [ |'p(y)fj(y)<p(y)dy ]f^(x) , (2.72) 
j Wj>0 ° 
= ^ = Z [ { p(y)fj(y)iJ(y)dy f"(x) ’ (2.73) 
j 0) >0 ° 
j 
in other words the projection of the state vectors i(p, v) decouples 
to the projections of two independent functions by the familiar 




p(x)f"(x)f"(x) dx = 5 . (2.74) 
j m jm 
0 
Note that (2.74) does not hold for the degenerated pairs m = -j 
(for m = -j, both sides of (2.62) vanish). 
2.9 Numerical Examples 
Several examples are given to verify the theory. The simple 
one-dimensional model of dielectric rod is used. It is character-
ized by 
n^ , 0 X < a 
p(x) ° . (2.75) 
、 1 , X ^ a 
The model has been discussed In detail in Section 1.2. In all the 
numerical examples, we take n^ = 2 (length and time are in units 
of a, the size of the cavity). In this model the leakage is not 
small. Take the first QNM for example: Re(w^a) = 0.785, ImCw^a)= 
-0.275, so in this resonance a considerable amount of wave leaks 
out during a single oscillation inside the cavity. 
The causal initial condition of D for x, y < a yields 
D®(x,y;0) = ^ \ K"^ sinn^w X sinn w y = 0 , (2. 76) 
^ j ” 
1 2 
where K s - n^a is a constant arising from the normalization 
condition (2. 15). Let D® be the partial sum of (2.76) up to 
I j I J. Fig. 2.3 shows |D® | versus J for several values of y, with 
X = 0.7. In practice |D®| is rapidly fluctuating with J, so in the 
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calculation the J axis is divided into many logarithmic intervals, 
and the upper bound of |D®1 in each interval is plotted. Note that 
J 
for X = y < a the sum still vanishes, as proved in Appendix B. 
The sum rules (B.38), (B.39) in Appendix B now take the form 
D®(a, y; 0) = - \ — ^ K ^sinnw a sinnw y = 9(y - a") , • 
2 乙"j j j n^ - 1 
j 0 
(2.77) 
for 0 ：£ y ：£ a. This is verified in Fig. 2.4. D® is the partial sum 
of (2.77) up to Ijl ：£ 丄 For y < a 丨1)二丨 are plotted against J, 
while for y = a |D® + l/(n: - 1)1 is plotted. 
The completeness relation (2.30) for x, y < a is given by 
D°(x, y; 0) = Z a'^sinn^w^x sinn^w^y = 5(x - y) . (2. 78) 
J 
This is verified in a distribution sense. Denote the partial sum 
of (2.78) up to Ij| ^ J by S (x,y), then 
p y+A . 
厂 Sinn u) A 
I (x,y;A) = S (x,y' ) dy' = 2 ) _ sinn u) x sinn w y . 
J J / n w a 0 j 0 y 
A ^ 0 1 
” I J I - J 
‘ (2.79) 
In Fig.2.5’ II - II is plotted for x € (y - A,y + A), while |I | 
J J 
are plotted for x ^ (y - A,y + A). 
To verify the method of projection, consider a change in the 
refractive index. Use capital letters to denote quantities of the 
new system. Take the new refractive to be N = 2.5. A state vector 
0 (F , -in F ) (take p = 5) of the new system is projected onto the p p p 
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old basis (f,-iw,」）according to the modified method. The 
projection coefficients -j a^ are given by (2.39). 
In Fig.2.6, the partial sum of |F - V a f | up to |j1 < J is 
p ^ j j 
plotted versus J for several values of x, including the point 
X = a. In Fig. 2.7, the partial sum of | -in F - V a (-iw f ) I up 
P P L, j J j ^ 
to Ijl < J is plotted in a similar way. To see the effect of the 
surf ace term, define 
a'三 a - — — ^ — — S i n n w a sinN Q a . (2.80) 
J j n^N^w^ 0 j O p - ‘ 
Here a; are just the projection coefficients in (2.39) without the 
surface terms. In Fig.2.8 and 2.9 the partial sum of |F - V a'f | 
p ^ j j 
and I -in F - ) a'(-iw f ) 1 are plotted versus J respectively. For p p ^ j j j 
X < a the series V a'f converges to the right limit F , which 
^ j j p 
merely shows that the sum rule (2.34) Implied by the causal 
initial condition of the Green's function and the completeness 
relation (2.30) hold for x < a. At x = a exactly both relations 
fail, and the series V a'f converges to a wrong limit. This 
^ j j 
verifies that the surface term is essential for the convergence of 
the series at x = a. The series ) a' (-iw f ) does not converge to 
、 L J j j 
-in F at all, not even for x < a. The reason has been explained 
p P r 
in Section 2.5.2. Without the surface terms in -ja^there will be 
an additional sum ^ V f (x)f (a)<p(a) appears in the series lA The 
2 Li j j 
sum vanishes only in a distribution sense for x < a and does not 
converge to zero in numerical calculation. For x = a the sum grows 
exponentially. The numerical results are rapidly oscillating and 
the smooth linear graphs shown only represent the upper bounds of 
the partial sums over the intervals of J. When Fig.2.6 is compared 
47* 
with Fig.2.8, we notice that although both series converge to the 
right limit for x < a, the series with the surface terms in the 
projection coefficients converges much faster. In this case the 
surface term does not alter the value of the series but effective-
ly accelerates the convergent rate of it. 
As a last example, consider the projection of an arbitrarily -
chosen state vector onto the QNM basis. Take 
(p = - , (2.81) 
a 
I； = - s i n f - ^ l . (2.82) 
a 2a 
\ • 
The given pair {(p, u) is a state vector in the Hilbert space 厂 
since 炉（0) = i;(0) = 0 and (p' (a) = 一 u(a). The QNM basis is chosen 
as before. The projection coefficients are calculated from (2.39). 
The partial sums - V a f I and - V a (-iw f.) | are plotted 
^ j j ^ j j j 
in Fig.2.10 and 2.11 respectively. 
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Fig.2.3 |D / | versus | J | for x = 0.7’ (a )y = 0.1, (b) y = 0.7，(c) y = 0.9. 
D / is the partial sum of D'(x,y; t = 0) (the QNM representation of the 
Green's function at t = 0) up to | j | < J. Smooth envelopes forming the 
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Fig.2.4 | D / + 0 ( y - a " ) ( n o ^ - v e r s u s J for x = 1，（a) y = 0.2, (b) y = 0.4’ 
(c) y = 0.8，(d)y = 1. D / is the partial sum of D'(x,y; t = 0) (the QNM 
representation of the Green's function at t = 0) up to 丨 j | J. For y = a, 
0(y - a") = 1, and for y < a, 0(y - a") = 0. Smooth envelopes forming the 
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^'g.2.5 Verification of the completeness relation in a distribution sense. 
Ij is the partial sum (2.79). For x e (y - A, y + A), | Ij - 1 | is plotted, otherwise 
I Ij I are plotted. For y = 0.7, (a) x = 0.3, (b) x = 0.7, (c) x = 0.9. A = 0.05. 
Smooth envelopes forming the upper bound of the sums are plotted. 
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Fig.2.6 Partial sums of |Fp(x) - Z a.f.(x)| versus J for (a) x = 0.2， 
(b) X = 0.4, (c) X = 0.8, (d) X = 1 • Here the state vector (Fp(x)riQpFp(x)) 
(P=5) of the new system is projected onto the old basis {(f.(x),-icOjfj(x))}. 
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Fig.2.7 Partial sums of |-iQpFp(x) - E a.(-ico.f.(x))| versus J for (a) x = 0.2’ 
(b) X = 0.6，(c) X = 0.8，(d)x=1. Here the state vector (F fx),-iQ,F,(x)) 
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Fig.2.8 Partial sums of |Fp(x) - S a』., fj(x))| versus J for (a) x = 0.2’ 
(b) X = 0.4, (c) X = 0.6, (d) x = 0.8, (e) x = 1. Here the state vector 
(Fp(x)riQpF 
p(x)) (p=5) of the new system is projected onto the old 
basis {(f.(x),-icOj.fj(x))}. The surface terms are excluded in the 
coefficients a.'. 
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Fig.2.9 Partial s u m of | -iQpFp(x) _ Z a/(-ico.fj(x))| v e r s u s J for (a) x = 0.2’ 
(b) X = 0.6，(c) X = 0.8, (d) X = 1. H e r e the state vector (F fx),-iQ F (x)) 
P P P 
( P = 5 ) of the n e w s y s t e m is projected onto the old basis {(fj(x)，-icOjfj(x)}. 
The surface terms are excluded in the coefficients a.'. 
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Fig.2.10 Partial sums of |(p(x) - E a.fj(x)| versus J for (a) x = 0.2, 
(b) X = 0.6, (c) X = 0.8’（d) X = 1. Here the state vector (q)(x),u(x))= 
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Fig.2.11 Partial sums of |u(x) - E a. (-ico.f.(x))| versus J for (a) x = 0.2, 
(b) X = 0.6, (c) X = 0.8，（d) X = 1. Here the state vector ((p(x),u(x))= 
(x/a, sin(37i;x/2a)/a) is projected onto the basis {(f.(x),-icOjfj(x))}. 
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3 TIME-INDEPENDENT PERTURBATION 
3.1 Introduction 
The mathematical language of quasinormal modes (QNM’s) 
developed in the last chapter opens a way to recast all treatments 
of wave phenomena in open systems in a more physical and intuitive ~ 
way. According to the previous discussion of completeness and 
orthogonality, a set of QNM's spans the Hilbert space f, and is 
the most convenient basis to describe the open cavity, provided 
that there are only outgoing plane waves outside the cavity. Time-
independent perturbation is the first kind of standard calculation 
to be developed by using this language. The aim is to find out the 
changes in QNM frequencies and wavefunctions arising from small 
changes in the refractive index. The method is practically 
important because slight deformations in the refractive index from 
ideal cases occur frequently in optical systems. As mentioned in 
Section 1.1.2, in experiments of laser interaction with dielectric 
microdroplets, light in resonances is confined within the droplet 
with very small leakage rates. These so called morphology-
dependent resonances (MDR' s) [8-11 ] have linewidths very sensitive 
to deformations or changes in refractive index. In experiments, 
droplets are often slightly deformed from sphericity [12,13], and 
one is interested in the shifts in the frequencies and the line 
widths of the resonances. Other factors such as electrostriction 
[14,15] or temperture fluctuations [16,17] may also lead to slight 
change in the refractive index. 
、Earlier treatments of the time-independent perturbation 
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1 - -
[37,39,40] relied on a method of closing the system at x = A, 
A — 00, thus producing a Hermitian system with continuous wave-
number. The method is mathematically complicated and tends to 
obscure the simple physics of the problem. On the other hand, the 
method relying on the completeness of QNM's described in papers I 
and III is more precise and physically more intuitive. However, as ~ 
mentioned in the last chapter, the method used in II is not a 
direct application of the completeness and orthogonality of QNM's. 
It is a diagrammatic perturbation method which seems to rely only 
on the completeness relation and the corresponding representation 
of the Green's function. Our recent modifications on the theory 
have been described in Chapter 2. It shows that the completeness 
and orthogonality of QNM's are mutually consonant only if these 
concepts are applied with respect to a state vector (<p, ij) in the 
Hilbert space F, and not to a single function (p. When this point 
is clarified, it becomes relatively straightforward to work out a 
perturbation theory in much the usual way. The diagrammatic method 
described in II is found to be equivalent to the usual 
perturbation method in the 厂 space. In the following section the 
new method is introduced, and its relation to the properties of 
the Green's function is examined. Then a summary of the 
diagrammatic method is given in Section 3.3. Finally the theory is 
verified by a numerical example. As in the last chapter, n(x) = 1 
for X > a is assumed in all derivations. 
^They refer to Ref. [45] and [46] respectively, as In Chapter 2. 
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3.2 Formalism 
3.2.1 Expansion of the Perturbed Quasi-stationary State 
The QNM wavef unctions [• and frequencies J- of the 
unperturbed system satisfy 
2 2 • 
‘ 丄 + 6)(。）p(x) ]f(。)(x) = 0 , (3.1) 
while the wavef unctions -If )• and frequencies -jw of the perturbed 
I pi • p . 
system satisfy 
A o2 
— + (/(p(x) + ^V(x)) f (X) = 0 . (3.2) 
L 3 x 2 P J P 
where ||i|《1 and the perturbation /LIV is confined to the cavity. 
The completeness of the unperturbed quasi-stationary states (QSS's) 
川 ( ° ) , - i w ( ° ) f ( ° ) ) implies that there exists a unique set of 
‘ m m m ‘ 
constants -lA a such that 
• p pm • 
f f (X) 1 ^ r f(。)(x) 
P = A \ a m (3.3) 
. 。，、 p / pm . (0)_(0) f . 
-iw f (x) P L -10) f (X) 
p p m m m 
for X ^ a. Here the perturbed state vector with two components, 
not just the wavefunction, is expressed as a superposition of the 
unperturbed vectors. The quantity A is an overall normalization 
p 
constant. The usual normalization convention of a QSS 
‘(p(x) + fiV(x))f dx + ： ^ f (a)2 = 1 . (3.4) 
p 20) p 
J Q P 
is adopted. Here only the combination A a is defined. Later on 
^ P pm 
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we shall discuss the convention which defines A and -ja L 
p pm' 
At first, one might attempt to expand the quantities cj , f 
p p 
and -Ia j- in powers of fi, substituting them into the wave equation 
‘pm I 
(3.2), then applying the modified orthogonal relation to obtain a 
perturbative solution in the usual way. This is however a tedious 
job. The difficulty arises from the modified orthogonal relation . 
‘ d x = 5 + S(o)(a)， （3.5) 
j m jm jm 
J。 J 
where S(⑴（a) is the surface matrix of the unperturbed basis 
jm 
defined as 
… f, (a)f (a) 
(0) ) ^ J m (3.6) 
Jm iu/。）+o/。）） 
j m 
The orthogonal relation, involves the surface matrix evaluated at 
the boundary of the cavity. This implies that, on integrating the 
series (3.3) over a QNM wavefunction f ( ⑴ ， w e have to go through a 
ro 
lot of manipulations with the wave equation to faciliate the 
application of the orthogonal relation, with the ultimate aim of 
obtaining the eigenvalue equations of various orders. The deriva-
tion is quite tedious. However, the somewhat lengthy method illus-
trates that in order to obtain a definite solution to the problem, 
both components of (f^, -iw^f^) must be expanded in perturbative 
series with the same set of expansion coefficients “！八卩“卩丄 It 
further confirms that treating (<p，v) as a state vector is the most 
natural point of view. For this purpose we leave the details of 
the calculation in Appendix C for the interested readers. 
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3.2.2 Formal solution 
An alternative but more systematic approach to the problem 
involves the projection method introduced in the last chapter. The 
approach enables us to understand the role of the Green's function 
D(x,y;a)) in the diagrammatic perturbation method in II. The 
perturbed state vector (f , -iw f ), which takes the place of (<p, u) ‘ 
p p p 
in the projection formula (2.39), is projected onto the unperturb-
ed basis (f)o)’-ia);o)f;o))卜 The projection coefficients -ja^ ). are 
now equal to -(A a k which are given by ' p pj' 
W 「 a 
A a = i f 1 + — P - f(。)pf dx + f(。)(a)f (a) . (3.7) 
P PJ 2 。(o) 广 p 2a/。）J P 
j Jq j 
By the uniqueness of representation in the 厂 space, equation (3.7) 
yields the unique set of coefficients which expands (f ,-iw f ) 
p p p 
according to (3.3). Multiply (3.2) by f(o) and (3.1) by f , take 
j P 
their difference and integrate the result over the cavity; we have 
2 pa a 
'_P(0) , _(0)M 丄 ， 2 (0)、 _(0) _ , 2 -(0) , _ n 
f, f - f f + (lo - U) J f pf dx + w f uVf dx = 0 . 
.J p p J , p J j p p j p 
'x=a 
t 0 ‘  0 
(3.8) 
The outgoing plane wave condition says that f;。）(a) = i w ,广 ( a ) 
and f'(a) = iw f (a), hence p p p 
p a 
(⑴ + ⑴(⑴）f(o)pf dx + if(o)(a)f (a) = - — X - <f?)|^iV|f > ’ 
P j j 尸 P J p , 1 ,、(o) J P 
U) — u> 




<f(。）fiV f > = r ^  f(。)(x)fiV(x)f (X) dx (3.10) 
J P Jq J P 
defines a matrix element of V between f⑶ and f . When (3.9) is 
j p 
substituted into (3.7), the coefficients -(A a become 
' p pj' 
2 
U) 
A a = - 5 <f(o) fiV f > . (3. 11) 
PPj 2 : ) ( … 。 ( 。 ) ） J P 
J P J 
hence .. 
2 
^ _ , 一 U) 
f (x) = fS(x) H 、 E <f(。）^V f >f(。)（x) . (3.12) 
P P L 2 0 ) ( �) ( �— u(。)） J p J 
J J p j 
This is only a formal solution because it involves f and w on 
p p 
the right hand side. Alternatively, f^ can be obtained by using 
p 
the Green’s function. Consider the perturbated wave equation in 
the form 
- A ( x , w )f (x) = - — + p(x)£/ f (X) = 0)2 fiV(x)f (x) . (3.13) 
P P p p p P 
、 The unperturbed Green's function D(x,y；w = d ) in the frequency 
p 
domain can be used to invert the operator - A(x, w = o> ). So f is 
p P 
formally given by 
2 r a 〜 ， 、 
f (X) = 0) D(x,y;a) )jiV(y)f (y) dy. (3. 14) 
P P J q P P 
It is shown in the last chapter that if x, y ：£ a and t > 0, the 
Green's function D(x,y; t) can be expressed in terms of the QNM’ s 
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of the system. Recast into the frequency domain, the statement 
becomes 
i V ^ f;。)(x)f:。)(y) 
；, • (3.15) 
0) (cj - w J 
j J j 
The formal solution f® follows immediately when the expression for 
p “. 
〜 
D(x, y; CO ) is used in (3. 14). In other words, the inversion of p 
- A ( x , w ) in (3.13) by the QNM representation of D is completely p 
equivalent to the application of the projection formula in (3.8). 
This explains why the diagrammatic perturbation method developed 
in II, which relies on the inversion of - A(x, o) ) by D(x, y； w ), 
p p 
yields a perturbation series identical to our following result. 
〜 
The condition for writing D in terms of QNM's is the same as 
that for writing D(x,y;t = 0) in terms of QNM. It is required that 
rsj 
X, y :s a but not x = y = a. So the expression for D is not correct 
for X = y = a, but it does not cause any error in the derivation 
since an integration over y is involved. ‘ 
It can be explicitly proved that the formal solution f® 
p 
satisfies the perturbed wave equation, if one notices that 
P a 
-A(x,a) )fS = 0)2 dy fxV(y)f (y) i p(x) V f (。）（x)f (。）（y) 
P P P P 2 尸 乙 j J 
JQ j 
P a ， 
-ia)^p(x) dy fiV(y)f (y) i V — 1 - f (。)（x)f :。)（y). 
P P 2 乙 ^(0) j J 
0 J j 
(3.16) 
For X < a the first term is equal to o)^  /LiV(x)f (x), because the 
p p 
quantity Inside the first bracket is p(x)D®(x,y; t = 0) = 5(x - y); 
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the second term vanishes, because the second bracket contains 
y;t = 0), which is zero except at x = y = a ( D(a,a；t = 0) is 
finite and does not contribute to the integral; see Appendix B). 
So fS satisfies the perturbed wave equation for x < a. Moreover, p 
一 i w f can be formally written as p p 
_ 2 
p p P P L 2a>(。)(。- 0)(。)） J p j J 
j j P J 
(3.17) 
which follows immediately from 
2 
y - 6>;。)）X , “ O p — < f (。 > i f >f(。)(x) 
L p J 2 八 - : ) ) " p j 
J j p j 
p a 
= - d y fxfp(y)V(y) i [ f;。) (x)f;。) (y) = o , 
Jo j "j ‘ 
(3.18) 
Equation (3.17) explicitly demonstrates that the formal solution 
of -(a a [• (3.11) projects both components of (f , -icj f ). Together 
P PJ p p P 
with the relation f;。）（a) = (a), (3. 17) also implies that 
the formal solution f^ satisfies the outgoing plane wave condition 
p . 
fS'(a) = iw fS(a) , (3.19) 
p p p 
Thus the Green's function D(x,y;w) plays several roles in the 
time-independent perturbation theory. The inversion of - A by the 
QNM representation of D enables both f and -iw f to be expressed 
p p p 
formally in series o f [ • and 广 r e s p e c t i v e l y with 
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the same set of expansion coefficients, and it also ensures that 
the series of f so generated satisfies the correct boundary p 
condition at x = a. 
3.2.3 Perturbative series 
Then we come to an actual solution to the problem by expand- ~ 
ing the formal solution f® in (3. 12) in powers of ji. The quanti-
p 
ties u) , f and -la are expanded as 
P P ' Pj「 P 
CO = o/o) + lic^  ⑴ + ⑵ + … ’ （3.20) 
p p p p 
f = A f + uf + u f + ... , (3.21) 
p p[ P p p ‘ 
a = a(。）+ i^a(i) + + …， (3.22) 
pm pm pm pm 
SO that the first equation of (3.3) reads 
f(k)(x) = y a(k)f(o)(x) , k ^ 0 . (3.23) 
P / pm m 
m 
l, 
Here A⑴）(x(⑴=5 is fixed by the uniqueness of representation 
p pm pm 
for jLt = 0. For convenience we choose by convention a(⑴三 1 and 
pp 
(k) k 
a s o for k s： 1. With this convention all the 0(|i ) (k 2： 1) pp 
corrections of A a are absorbed in A . By using (3.21) and 
p pp P 
(3.23), the quantity <f⑶ jiV f > can be expanded as 
J p 
^ . _ . V^ f (0)丄 2 (1) j 3 (2) , f^ 0/1 ^  
<f jLiV f > = A ) yLOL + /i a + 11 a + ... V . (3.24) 




V S「 ^ I x f(。)(x)V(x)f(。)(x) (3.25) 
•Jm Jq j m 
are the usual matrix elements of V. The function f on the left 
p 
hand side of (3.12) is expanded as (3.21), while the summation on 
the right hand side of (3. 12) is expanded in terms of the 
unperturbed quantities by virtue of (3.20) and (3.24). One must 
bear in mind that the denominator of each term in the summation is 
proportional to w - which are of 0(ji°) except for j = p, 
p j 
when w -⑴⑶ is of O(ji^). Equate various orders in ji on both p p 
sides of (3.12). The j = p term is the only 0(ji°) term in the 
summation. The 0()li°) equation yields the O(fi^) correction to the 
e igenfrequency 
(1) 1 (0),, f^ 
0) = - - (J V , (3.26) 
p 2 p pp 
while the ) equation yields the first correction to the QNM 
eigenfunction 
\ f ⑴(X) = y cx ⑴ f(。)(x) , (3.27) 




- 0 ) ‘ 
a ⑴ = H V . (3.28) 
PJ 2a)(。)U)(。)- o/。)） Pj j p j 
The j = p term has been excluded in (3.27) by the convention 
a ⑴ = 0 . For j = p, equating the GK//) coefficient on the right pp 
hand side of (3.12) to zero yields 
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： «. 
。 （ 1 ) 2 ( 1 ) 
2cj (jJ ^ 
⑵ + 丄 y , (3.29) 
P (J(⑴ V 乙 PJ JP 
p PP j ^ P 




。⑵ = i。 ( o ) 2(V + V V ！ i V . (3.30) 
P 4 p pp' L PJ 0)(0)(0)(0)-0)(0))扣 
J*P J P j 
1 1 
Calculations to 0(fi ) yields 0(JLI ) correction to the eigenfunction 
and 0(/Li^ ) correction to the eigenfreuquency. It is straightforward 
to proceed to 0(n ), which gives 
( 0 ) ^ , ( 0 ) 。 （ 0 ) 、 （ 0 ) 2 
0) (w - 2w J 厂 w 
a ⑵ = V E J _ V + ) V P 
PJ PJ 4a)(。)U)(。)- c/。))2 PP L PJ 2co(。)(a)(。)-。(。)） j p j j p j 
(0)2 
w 
X V 5 , 1 p . ( 3 . 3 1 ) 
jm o (0) , (0) (0)、 , J P ' ' 
2 w Cw - Ct) J 
m p m 
and 
(0)2 (0) , ( 0 ) 、 
r—. w (5a> - 6cc) ) 
。 ⑶ = - i ⑴(。）5(V 尸 + V y V P “ ~ V 
p 8 p PP PP / pm (0) f (0) (0)、2 mp 
‘―I U) iCt) - W J 乂 m ^ p m p m 
2 2 
(0) (0) 
+ \ V 5 V P V . 
/ ptn ^ (0) , (0) (0)、 mj - (0) , (0) <0)、 jp 
^ 20) (w - 0) ) 2a) (ct) - w ) 
tn?=p m p m j p j 
J外 
(3.32) 
The results are similar to the usual Rayleigh-Schrodinger series. 
(k) 
Note that the formulas of w give the kth order corrections to 
p 
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both real and imaginary parts of the QNM frequencies. 
Finally, the normalization constant A^ should be found. For 
later convenience, write the normalization condition (3.4) as 
» a 广 a 
广 w 、「 . 。 _ 
1 1 + _ P pf2 dx + — f (a) + jiV dx = 1 . (3.33) 
2 W p 20) p P 
p Jq P JQ -
Since (f ’-iw f ) = A V a (f (•) ’-ia)(o)f (。)），the first two terms p p p p ^ pj j J J 
can be written as 
(0) pa 
A V a i f 1 + ) f(o)pf dx + ^ f 丨 o)(a)f ( a ) -
p / pj 2 U) j P 20) j p 
*‘ ^ P P 
j P JQ 
cj(o) 
= A ^ y a ， ( 3 . 3 4 ) 
p A w pj 
J P 
where the last equality follows from the projection formula (3.7). 
The last term in (3.33) can be written as 
r a 
/iV f ^ d x = A ^ y a a V . ( 3 . 3 5 ) 
P P / . pj pm jm 
JQ 
m^p 
‘ Both (3.34) and (3.35) can be readily expanded in powers of fx. 
Hence A can be written in powers of yt as p 
A = A(。）+ fiA ⑴ + ⑵ + … ’ （3.36) 
P P p P 
where 
A(。）= 1 , (3.37) 
p 
A ⑴ = 1 7 )⑴， (3.38) 
P 2 p 
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0)(0) 2 
A ⑵ = - £ ^ T ] ⑵ - i V a ⑴， （3.39) 
Ap 8 \ 2 "p 2 L PJ 
J巧 P 
where 刀 ⑵ 三 ⑦ ⑵ / ^ / ⑴ ， a n d the quantities are expressed in terms p p p 
of i/k) ,s and a⑴ in the simplest forms. In particular, the 
P pj 
normalized first order correction to the eigenfunction is ~ 
⑴(0)2 
(0) (1) A⑴f(。）=-三 V f (⑴ ( X ) - V ！ i V f (。 ) ( x ) . 
Ap fp + A p P 4 V P L 2a/⑴(。(。)--0)(。)） pj J 
j'^P j P j 
(3.40) 
3.3 Diagrammatic Perturbation 
This section summarizes the diagrammatic perturbation method 
described in II. It is the most systematic method of handling the 
problem of time-independent perturbation. 
3.3.1 Series Representation of the Green's function 




- — + (/{pix) + jLiV(x)) GCx.y.w) = 5(x - y) : (3.41) 
ax^ 
whereas the unperturbed Green's function D(x,y;w) satisfies 
2 、 
- 丄 + ( / p M DCx.y.w) = 5(x - y) . (3.42) 
ax^ 
Put 
G(x,y;w) = D(x,y;w) + (x.y.cj) , (3.43) 
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so that (3.41) becomes 
r 2 、 
- J - + i/pix) (x’y;a)) = )uu/v(x)S(x’y;o)) , (3.44) 
dx^ 
〜 
which allows G' to be exactly written as 
r ^  
G'(x,y;w) = dx' 5(x,x';w)V(x')5(x',y;w) (3.45) 
JQ 
by an inversion of the operator - A(x,w). The perturbation fiV is 
confined to the cavity. Symbolically, (3.45) can be denoted by 
G' = fiDWG , (3.46) 
where 
WCx.w) = Q^V(x) . (3.47) 
Upon iteration, we obtain the formal solution 
G = D + fiDWD + fi^DWDWD + (3. 48) 
〜 
For X, y a, the Green's function D can be represented in terms 
of the QNM's of the unperturbed system as (3.15). This enables us 
to express (3.48) as a matrix equation. The physical meanings of 
the QNM representation of D and the inversion of - A have already 
〜 〜 
been explained in Section 3.2.2. Then define the matrices G,,，D,, 
Jk jk 
and W by 
j k 】 
G(x,y;w) = Y f(o)(x)G (a))f(o)(y) , ( 3 . 4 9 ) 
L j jk k 
jk 
D(x,y;w) = [ f(O)(x)5 (oOf 广 ( y ) , (3.50) 
、 jk j 
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W = c/v = r f(o)(x)W(x,a))f(o)(x) dx • (3.51) 
jk jk JQ j k 
From (3.15), we know that D is diagonal and is given by 
jk 
6 
D ^ . (3.52) 
Jk „ (0) , (0)、 
2o) (u) - 0) J 
J J -. 
So the matrix equation for G is 
G = D + uD W D W D W D + •.., (3.53) 
jk Jk ^ jj Jk kk ^ L jj ji ii Ik kk 
1 
which has exactly the same form as (3.48). Thus we have obtained a 
perturbative series for G in terms of the unperturbed basis set. 
The perturbed eigenfrequencies w are poles of the Green’ s 
p 
〜 〜 
function G calculated from (3.53). G is expected to behave as 
jk 
RP 
G - - J - A^ ~ ^ , (3.54) 
jk 20) p W - W 
P P 
when w w . A is an overall normalization constant to be chosen p p 
later. Then the residue matrix R^ is defined accordingly from the 
Jk 
chosen convention. It will be shown that R^ can be factorized as 
Jk 
RP = a (X , (3.55) 
jk pj pk 
hence for w -> w , 
p 
八2 
G ( x . y ; a ) ) - - - i - f y a f ( 。 ） ~ ^ V a /:。） . （3.56) 
“ 20) L pj j 0) - W L pk k 
P ^ J P k 
But the perturbed Green's function must have an expansion similar 
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to (3. 15), in terms of the perturbed QNM's. For u) — o)^ , the expan-
sion is dominated by 
f (x)f (y) 
p p 
By comparing (3.56) and (3.57), we find that 
f (X) = A y a f(。)（x) . (3.58) 
P p pj j 
In other words, we can use the perturbative series to find the 
poles of G, which are the eigenf requencies Then the expan-
sion coefficients a for the eigenf unctions can be found form the 
pj 
residues R^ . 
Jk 
3.3.2 Eigenfrequencies 
Here we obtain the eigenfrequencies by finding the poles of 
the matrix G^^. The matrix elements are expanded as (3.53). From 
〜 （ 0 ) 
the expression of D^^ (3.52), we see that the denominator o) -
becomes very small as w 》 w , in fact w - ⑴ ~ 0(ji) and so 
p p 
D oc _ ^ O(ji-i) (3.59) 
pp 0) - 0) r 
P 
is large. Therefore each term in the series (3.53) is of 
and the expansion does not converge. The expansion makes sense 
only if the large factors D are picked out by a resummation. 
pp 
This standard technique of resumming the Feynman diagrams is 
briefly sketched below. 
Since D is diagonal, the element G is given by (3.53) as 
pp 
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〜 〜 〜 〜 s^r^〜 〜 〜 
G = D + fiD W D + ji^  ) D W D, W D 
pp pp pp pp pp u pp pi il ip pp 
+ D W D W D W D + —— （3.60) 
^ L j PP pi ii ij jj jp pp 
If the large factors D are separately displayed, a typical term . 
pp 
in (3.60) takes the form 
5 ( )5 ( )5 . . . ( )5 . (3.61) 
PP pp pp pp 
Each bracket in (3.61) has the structure WDW...WDW, where the 
number of W ranges from 1 to oo. By definition all the large 
factors D have been separated, so the brackets only contain pp 
those D where i ^ p. In view of this, we are led to define a 
li ^ 
matrix W^ by 
W^ S W + U V W D W + J L I ^ ) W D W D W + ( 3 . 6 2 ) 
jk jk 乙 jm mm mk 乙 jm mm mi li ik 
m^p m^p 
i外 
The superscipt p reminds us of the exclusion of p in the dummy 
Indices. There are no large factors of in (3.62), so for 
Ijil《1, the series can be truncated to the required accuracy. 
With this definition (3.60) can be rewritten as 
〜 〜 〜 n 〜 ) 〜 r» 〜 r\ 〜 . ^ ― 1 . .D 、 一 1 
G = D + uD W^ D + D VfP D V/P D + … = ( D - fiW ) . 
pp PP PP PP PP pp PP PP pp pp PP PP 
(3.63) 
The last equality is resulted from the summation of an infinite 
geometric series. The poles of G are therefore given by 
pp 
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(5-1 - fiWP )丨 = 0 . (3.64) 
pp ^ pp \U)=U) 
p 
or, by the definition of W^ , 
pp 
- 2。(。)(0) -。(。)）- “(A - p V y V D ⑷ V 
p p pp /』 pp mm mp 
m^ tp -. 
- V V D (cj)v D (w)V + ... = 0 . (3.65) 
乙 pm mm mk kk kp 
m^p 
Expanding the eigenfrequencies in powers of ji as (3.20), we obtain 
the corrections to the QNM frequencies to various orders. The 
results are identical to those given by (3.26), (3.30) and (3.32). 
Only the combination t? R^ is defined by (3.54). If we adopt 
p Jk 
the convention a = 1 (this is consistent with the definition of pp 
a in Section 3.2.3)， then pp 
八2 
G = (5-1 - ILIWP ^ , (3.66) 
pp pp r pp 20) 0) - 0) 
P P 
SO that 
A-2 = - 丄 / (5-1 -叫 P )| . (3.67) 
r p 20) dO) pp pp 10}=0) 
p p 
The normalization constant A can be readily expanded in powers of 
p 
H, and the result is identical to (3.37)-(3.39). 
3.3.3 Eigenfunctions 
Then consider the series (3.53) for G , (j * p) as u o). 
pJ P 




D can be similarly separated, so pp 
〜 〜 r\ 〜 O 〜 n 〜 r» 〜 1 〜 n 〜 n 〜 n 〜 
G = u D W^ D + D WP D V/P D + |i D W^ D W^ D W^ D + ... 
pj pp pj pp PP pp pp pj j j pp PP PP PP PP pj j j 
=(5-I- fiWP ILIWP D - - — 八 2 ( 0 ) - a; )-i IIWP ’ （3.68) 
PP pp PP jj 2U) p p PP jj 
P 
by virtue of (3.66). The expression explicitly demonstrates that 
G has the structure (3.54), and from which we identify pj 
rP = a a = a = fiW^  D . (3.69) 
pJ pp pJ pj pj jj 
fsj 
By a similar consideration of the series (3.53) for G (j,k 本 p) 
for w — w , we find that p 
a a = (jiW^  D MfiWP D ) ， （3.70) 
pj Pk ^ pj Jj ^ Pk kk 
which is consistent with (3.69). The factorization of the residue 
is hence verified. 
The coefficients a obtained in (3.69) leads to the exact 
pj 
representation of the eigenfunctions f in terms of jf⑴）(•: 
p j 
f (x) = A f(o)(x) + ji Y WP )5 iu )f(。)(x) , (3.71) 
P P t p 乙 p j p j j p j 
J^P 
p ~ 
for X a. Note that the frequency argument w in W and D is 
pj J J 
evaluated at w = w ; this is because all the results have been 
p 
obtained by comparing the residue at w = w . Since the quantity 
p 
WP D does not contain large terms of ), it can be readily 
pj JJ 
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truncated to any order in fi by using its definitions (3.52), 
(3.62) and the series of u (3.20). This generates a perturbative 
p 
series in the eigenfunction, which completely agrees with the 
result of a⑴（3.28) and a⑵ ( 3 . 3 1 ) found in Section 3.2.3. pj pj 
3.4 Numerical Examples _ 
The dielectric rod model is used : 
n^ , 0 < X < a 
p(x) = “ ° ’ （3.72) 
1 , X > a 
where n。 is a constant. The system is now subjected to a perturba-
tion p ~> p + fiV, where 
V(x) = 9(a - x) . (3.73) 
So there is a uniform change in refractive index inside the 
cavity. In this example^ we take n: = 4，ji = 0.9. The new system 
can be solved exactly. The result (3.26) for w⑴ can be obtained 
p 
by expanding the analytic solution of o) in powers of fi. The 
p 
(2) (3) . 
higher order corrections o) and cj can also be obtained 
P p 
exactly. They are compared with the perturbation results (see 
(3.30) and (3.32)). The summations in the perturbation series are 
truncated at |m| ^ M, and the fractional error of the partial sums 
are plotted against M. Fig.3.1 shows the fractional error in real 
part and imaginary part of the quantities w⑵ and w⑶ for p = 5. 
p p 
The error clearly converges to zero with increasing M, indicating 
that the perturbation scheme is correct. Note that in this case 
2 
The example is published in paper II. 
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the leakage rate of the cavity is not small, and our results are 
not limited in validity to small leakage. 
The perturbative correction to the QNM wavefunction is also 
verified. Let F(k) be the perturbative solution up to the kth p 
order. The difference f - F is plotted against x for k = 0,1,2 
p P 
in Fig.3.2. The summations in the perturbative solution are . 
truncated to a sufficiently large M. It can be seen that as k 
increases, the error decreases by steps of 0(/i), a clear indica-
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Fig.3.1 The fractional error in the real and imaginary parts of the 
corrections ①口⑵ and coj-^ ^ to the eigenfrequencies (denoted as 2R, 21 
3R, 31) vs the maximum value | j | = J at which the sums in (3.30) and 
(3.32) are truncated. The 21 and 31 curves have been shifted down by a 
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X 
円g.3.2 The difference fp(x) - Fp(k)(x) (p = 5) vs x. where Fp(k) is the perturbative 
Solutions up to k th order. The sums in the solutions have been truncated to 
a sufficiently large integer, (a) k = 0, (b) k = 1, (c) k = 2. 
So 
4 METHOD OF DIAGONIZATION 
4.1 Introduction 
In this chapter a practical non-perturbative method is 
developed to calculate the change in the eigenfunctions and 
frequencies of QNM's arising from a change in the refractive index 
n(x); the change is assumed to be of 0(1), i.e. non-perturbative. 
2 
We consider a change n = p ^ p + V, so that everything discussed 
in the last chapter still applies, except that the perturbation 
scheme no longer works. Instead, the method of matrix diagoniza-
tion is utilized. The basic idea is simple. By the completeness of 
the QNM's, there exists a set of coefficients -jb j- such that 
m 
F = y b f , X ：£ a (for simplicity we denote the QSS's of the old 
Li m m 
system by (f ,-iw f )， and a QSS of the new system by (F, -iOF) 
m m m 
without specifying the mode index). When this is applied together 
with the exact wave equation, some manipulations lead to an 
infinite dimensional matrix equation of the form 
y H b = 0 , (4.1) 
U jm m 
m 
where H, involves f , w , n and the usual matrix elements of V. 
Jm m m 
Truncation of (4.1) to | j|, |m| ^ M leads to a 2M dimensional 
matrix equation. Solving the eigenvalue problem yields a number of 
eigenvalues and vectors which approximate the Q and F of the QSS’ s 
of the new system. 
Here two methods of diagonization are introduced. The first 
one is derived from the wave equation, only assuming the boundary 
condition (a) = iQF(a) and the series representation F = ) b f . 
Li m m 
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In other words, the representation of -i^F = ) b (-iw f ) is not 
Lt m m m 
used. The method gives accurate values of Q with very fast 
convergent rate (small M), but is numerically unstable in the 
calculation of -lb k This is due to the over-completeness of the 
‘m' 
QNM's, which implies that the coefficients -lb J- are non-unique and 
I m 
hence the matrix H is singular. However, it has to be emphasized _ 
jm 
that the instability and non-uniqueness of -jb does not translate 
ID 
into a similar problem for the function F that these coefficients 
represent, and therefore the difficulty is only apparent. The 
second method is derived with the additional condition -i^F = Eb (-io) f ). Together with the series F = V b f , they ensure 
m m m Li m m 
that -jb V are unique and H is non-singular. This method 
m jm 
converges slowly with increasing M but is numerically stable in 
the coefficients. 
4.2 Formalism 
4.2.1 Matrix Equation with Non-unique Solutions^ 
Here the problem is very similar to time-independent perturba-
tion. The equations (3.l)-(3.19) derived in the last chapter still 
'' applies, except that the formal small parameter ji should be 
discarded because the change in p is no longer small. To derive 
the matrix equation, start with the wave equations 
1 
The matrix equation (4.6) was first derived by S.T.Ng. The proof 
of the singularity of the matrix N (4.7), and the numerical 
jro 




— + n〜P(x) + V(x)) F(x) = 0 , (4.2) 
dx^ 
；,2 
— + 0) p(x) f ( X ) = 0 . (4.3) 
^ dx^ j ” 
for the new and old system respectively. The usual manipulations 
lead to 
-a 「a 
(n^ - (/) f^pF dx + HQ - Cx)j)fj(a)F(a) + " f^VF dx = 0 , 
Jq JQ 
(4.4) 
where the outgoing plane wave condition has been used to obtain 
the second term. Substitute F = ) b f into this equation, then 
Li mm 
广 a 
- (/) f pf dx + H Q - w )f (a)f (a) + n^V |b = 0 . 
j j m J j m j m j m 
m J 0 
(4.5) 
By the orthogonal relation (2.63) and the definition of the 
surface martrix (2.64), this can be simplified to 
y N (Q)b = 0 , (4.6) Li jm m 
m , 
where 
N (w) = (o)^ - 0)^)5 + c/v + (w - 0) )(£j - 0) )S (a) . (4.7) 
Jm j Jm Jm J m jm 
The Ct) dependence of N (w) is more apparent when it is written in 
jm 
the form 
N (w) = P + R w + L (4.8) 
jm jm jm jm 
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where 
P = a + S (a) + V , (4.9) 
jm jm jm jm 
R = - (w + 0) )S (a) . (4. 10) 
jm j ra jm 
L = - + 0) w S (a) . (4. 11) 
jm j jm j m jm 
All the matrices are symmetrical. In the derivation only two 
assumptions are used. First F is required to satisfy the boundary 
condition F' (a) = iQF(a) of a QNM, and second, F can be expressed 
in a series of f^ for x a. The equation is derived without 
reference to the series expansion of -iQF in terms of - i w ^ f o r 
any assumption about the differentiability of the series ) b f . 
Lt m m 
It is important to distinguish F and its series representation. F 
is required to satisfy the boundary condition F'(a) = inF(a), but 
this is not required for ) b f . By the uniqueness theorem 
Li mm 
discussed in the Section 2.6, the representation -jb J- is not 
m 
unique if ) b (-iw f ) is not specified. 
Li m m m 
To look at the problem more closely, consider the projection 
formula (2.39) for a state vector (<p，u) in the r space : 
r ® 
b = i p(y)f (y)[<p(y) + 丄 viy)]dy + 丄 f (a)(p(a) ’ （4.12) 
m 2 m (j) 20) m 
J o m 乂 m 
It has been proved that <p = V b f for x ：^ a, the result being 
Li m m 
independent of v, provided that u is a well behaved function. 
Therefore by varying v one can create infinitely many -jb j- which 
m 
serve to project (p. The series V b f formed by some of the -jb V 
La mm m 
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may not even be diff erentiable (e.g. take i; = 0). We can also 
create many special sets of -jb [• by taking 
m 
i;(a) = - (p' (a) , (4. 13) 
Some manipulations (c.f. (2.50)-(2.52)) with (4.12) then leads to 
- a 
-iw a = i p(y)f (y) + —炉 "（ y ) dy + ^ f (a)ij(a) , (4. 14) 
m m 2 m U) 20) m Jq m 乂 m 
SO that 
y a f (a) = y a (iw f (a)) = - ij(a) = (p' (a) . (4.15) 
Lu m m Li m m m 
m m 
In other words the derivative of the series represents correctly 
the derivative of <p at the boundary of the cavity. However, v can 
be arbitrary for x < a, which means that V a (-iw f (x)) = u(x) 
Lu m m m 
can be arbitrarily chosen for x < a. 
By the same token, there are infinitely many -jb J- which can 
m 
satisfy the matrix equation (4.6), and the series V b f formed by 
Lt m m 
some of the -jb^ J- are not differentiable. If we take (pix) = F(x) 
and u(a) = -inF(a) but i;(x)本-inF(x) for x < a, then we can 
conclude from the above discussion that 
y b f (a) = y b (io) f (a)) = - u(a) = inF(a) , (4.16〕 
Lk m m L m m m 
m m 
but 
Y b i-io) f (X)) = i;(x)本-iOFix) , (4. 17) 
Ld m m m 
m 
for X < a. Hence the series correctly represents the outgoing 
plane wave condition of F but fails to satisfy the projection 
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condition of -i^F ！ It is important to distinguish the two 
conditions： the projection condition > b (-iw f (x)) = -inF(x) 
L i m m m 
implies that the series V b f (x) satisfies the outgoing plane 
Li m m 
wave condition, but the converse is not true. 
We can prove the non-uniqueness of -jb by showing that the 
m 
coefficients -jc [• defined by _ 
r a 
c = -i- p(y)f (x)^(x) dx (4.18) 
m 20) m 
m 
•'o 
satisfies (4.6), where ^ is any bounded function defined in x a. 
By the completeness relation (2.63) and the definition of the 
surface matrix (2.64), the matrices P , R and L can be trans-
jm jm jm 
formed to 
r a 
p, = f (y)(p(y) + V(y))f (y) dy , (4.19) 
Jm JQ j m 
R = if (a)f (a) , (4.20) 
jm j m 
2 r a 
L, = - (J. f.(y)p(y)f (y) dy - iw f (a)f (a) ’ （4.21) 
Jm J JQ J m j J M 
SO we see that > H c = 0 , because every term of which involves 
L jm m 
a spatial integral of 
D®(x,y; t = 0) = i y f (x)f (y) = 0 , (4.22) 
J 
(x, y s a, see Appendix B) over the cavity. 
As a result, the eigenvalue problem (4.6) is not well 
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defined. The matrix N (w) is singular because of the over-
jm 
completeness of -{f ^  [-. This is true even if w is not equal to one 
of the QNM frequencies of the new system. The statement can be 
proved as follows [48,49]. Since the QNM eigenfunctions are 
linearly dependent, there exists a set of coefficients -Id )• such 
jk' 
that -
f (X) = y d f (x) ’ d , (4.23) 
j L jk k jk jk 
for X ：£ a, so the matrices P , R and L given by (4.19)-(4.21) 
jm jm jm 
can be transformed as 
X — = y d^ X ’ （4.24) 
jm jm L jk km 
k 
where X^ is any of the matrices. This immediately implies that 
Jm 
any row of the matrix N can be expressed in a linear super-
jm 
position of other rows, hence N is singular. 
jm 
Upon truncation to M dimensions, N is nearly singular if M 
Jm 
\ 
is not small. In this situation the approximate eigenvalues can 
still be found from the equation 
det(N, (。）〕 = 0 , I jl, |m| ：£ M , • (4.25) 
jm 
but the intrinsic singularity of N introduces much complication 
jm 
to the determination of the eigenvectors. It has been found that 
(4.25) converges rapidly to accurate values of Q with increasing 
M, but serious numerical instability occurs when we attempt to 
solve for the eigenvectors in terms of -lb The values of -lb 
found from the finite dimension (M ：£ 20) diagonalization method do 
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not correspond to those given by the projection formula, and there 
is no observed tendency of convergence of the coefficients -jb V 
m • 
with increasing M. Nevertheless, the result of V b f found from 
Li m m 
the method does gives the correct eigenfunction F; and even more, 
the outgoing plane wave condition ) b f (a) = ifF(a) is satisfied, 
LI M M 
although the series ) b (-iw f ) fails to give -iOF, as expected _ 
^ m m m ~ 
from the uniqueness theorem (we have shown that this is possible; 
see (4. 16)-(4. 17)). So far the exact theory of this truncated 
finite dimensional system is not understood. Despite the problem 
of finding the eigenvectors, the diagonization method, because of 
its fast convergent rate, offers a very convenient and powerful 
way for obtaining accurate values of the eigenfrequencies [48,49]. 
4.2.2 Matrix Equation with a Unique Solution 
To remove the ambiguity in the representation and the 
singularity in N , we must introduce the additional condition for 
jro 
-iQF : 
-inF(x) = V b (-iw f (X)) , X ^ a . (4.26) 
Ld iti m m 
m 
Write F = y b f , multiply the equation by pf and integrate the 
Lu m m J 
result over the cavity yields 
(n - w )b + y (Q - w )S (a)b = 0 (4.27) 
j J L I m Jm m 
m 
by the orthogonal relation. The equation can be used to eliminate 
the surface matrix in (4.5). We finally obtain the matrix equation 
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Y Y (n)b = 0 , (4.28) 
L I jm m 
m 
where 
Y (w) = 2w (cj - w )5 + (/w . (4.29) 
jm j j jm jm 
The matrix equation can also be derived by using the Green's . 
function. From the discussion of time-independent perturbation, we 
have obtained the formal solution 
2「 a ~ 
F(x) = q" D(x,y;Q)V(y)F(y) dy (4.30) 
JQ 
(see (3.14)) to the QNM eigenfunctions F of the new system. Here fi 
is discarded because the change in p is not small. When the QNM 
representation of D is used (4.30) can be transformed to a matrix 
equation. With the definitions 
广 a 
w, = f (x)cA(x)f (X) dx , (4.31) 
Jm J 0 J m 
D, = - - 1 — — r 5 , (4.32) 
jm 2 - W j ) jm ’ 
(c.f. (3.15), (3.51) and (3.52)) and the series F = y b f ， (4.30) 
U m m 
can be transformed to 
y b f (x) = y y f (x) 5 (n)w (n)b . (4.33) 
V J J • 乙 j Jj jm m 




y H Q - W ) X f (x)D (n) f (y)?(y) dy 
〒 J J ” Jo J 
- a 
= - dy ^(y) i y f (x)f (y) = 0 (4.34) 
2 乙 fJ •) J 
Jq 、 J 
(c.f. (3.18)) for any well behaved function and -lb are 
I m 
required to satisfy (4.26), it is straightforward to show that 
y b (-io) f (x)) = y y (n)b . (4.35) 
V J J J V ^ J J Jj jm m 
J J m 
With (4.33) and (4.35), the uniqueness theorem then implies 
y (5, 一 D, (n))b = 0 . (4.36) 
Li jm J j jm m 
m 
Multiply the equation by the inverse of D, then 
y - w , (n))b = 0 ， (4.37) 
s ^ Jj jm m 
\ m 
〜 
since D^^ is diagonal. This equation is just (4.28) in different 
notations. 
It is apparent that the transformation (4.24) is not possible 
for the matrix Y^^Cw), hence the problem of singularity is solved. 
The equation admits unique solutions of n and -jb [• according to 
m 
the uniqueness theorem. The equation can be truncated to finite 
dimensions, from which numerical solutions to n and -lb can be 
‘m 
obtained. However, numerical evidences show that this equation has 
a much slower convergent rate than (4.6). It is suspected that the 
90 
slow rate is related to the introduction of the additional 
constraint equations (4.27). 
4.3 Numerical Examples^ 
Take the model 
n , X < a 
n(x) = ° , (4.38) 
1 , X > a 
with a change in refractive index .. 
An(x) = n^e(a - x)e(x - b) , b ：< a , (4.39) 
where n and n are constants. We take n = 1 . 5 , n = 1 . 0 2 and 0 1 0 1 
b = 0.9 (in units of a), so that the change is non-perturbative. 
The matrix size is taken to be 20 x 20 (M = 10). Fig.4.1 shows the 
positions of 20 QNM frequencies of the new system (with the 
refractive index n(x) + An(x)) in the complex d plane. These QNM,s 
have the smallest iReCcj^) |. Their distribution is symmetric with 
respect to imaginary w axis. Fig.4.2 and 4.3 shows the fractional 
error in the real and imaginary parts of the QNM frequencies 
respectively, calculated from the first matrix equation (4.6). 
Fig.4.4 and 4. 5 shows the results calculated by the second matrix 
equation (4.28). The first method converges very rapidly, so for 
the same matrix size much more accurate results are obtained. In 
fact on average the fractional error of the former calculation is 
about two orders smaller than that of the latter one. 
2 
The numerical examples are provided by S.T.Ng, private communication. 
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5 EVOLUTION OF THE OPEN SYSTEM 
5.1 Introduction 
We have shown that the quasinormal mode (QNM) wavefunctions 
• f J }• and their corresponding eigenf requencies are defined by 
the Fourier transformed wave equation “ 
— T + w P(x) f (X) = 0 ’ (5.1) 
dx^ j ” 
and the boundary conditions f^(0) = 0’ and f^(x) « e^'^j^ for x > a 
(where it is assumed that p(x) = 1’ x > a). They form a complete 
set inside the leaky cavity defined by a discontinuity in n = v^. 
Furthermore, the representation is unique in the sense that for 
any state vector [(p, v) belonging to the Hilbert space 
r = - (^(x), i;(x)), 0 < X ：£ a ： (p(0) = i;(0) = 0, <p' (a) = - u(a) | 
(5.2) 
there exists an unique set of coefficients -ja^ )-, given by 
广 ® 
= i p(y)fj(y) + 七 咖 ） c i y + ^ f ⑷^？⑷ （5.3) 
J。 J J J 
such that 
， 「 f ( x ) ， 
= ) a , X ：£ a . (5.4) 
u(x) — J -iw f (x) 
J ^ j J 
The object of this chapter is to study the possibility of 
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describing the dynamics of the system by using these discrete 
modes. First we shall handle the initial value problem. With a 
given initial wavefunction 0(x,t = 0) = (p(x) and its initial time 
derivative d<pix, t = 0)/dt = u(x), 0(x,t) and 0(x, t)三 d<p{x,t)/dt 
at a later time are found in terms of a superposition of QNM's. In 
particular, we find that 0 and 0 for x ：£ a can be written as -
0(x) 1 ^ r f (x) 1 … 
\ j -10) t 
. = > a e j . (5.5) 
0 ( X ) L J -ijj f (x) 
J V j j 7 
with time-independent coefficients a^ if the initial disturbances 
outside the cavity consists of outgoing plane waves only. The 
coefficients a^ are exactly the same as those given in (5.4) 
Hence if the system is initially in a state ((p, u) expressed as a 
sum of QNM's, each term in the sum evolves as a quasi-stationary 
state, and their superposition gives the correct {(f), 0) at a later 
time. This provides a physical connection between the completeness 
relation and the time evolution of the system, and explains why 
the set of a^ given by (5.3) are the most natural choice of 
expansion coefficients for the time-independent expansion (5.4). 
As before, we shall limit our discussion to the special case where 
the refractive index n = Vp is uniform outside the cavity (take 
n(x) = 1, X > a), and leave the discussion of the two general 
cases: (i) n(x) is non-uniform but decays very rapidly outside the 
cavity, and (ii) the effective one-dimensional problem with the 
centrifugal potential i(£ + to the last chapter. 
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5.2 Evolution with Arbitrary Initial Conditions 
First consider the evolution of the system with initial wave-
function 0(x, t = 0) = (p(x) and its time derivative d(f>{x, t = 0)/dt 
- u ( x ) . Here these functions can be chosen arbitrarily. However, 
it should be emphasized that the QNM's are defined by the outgoing 
plane wave condition, and is surely not a convenient basis for 
describing incoming wave motion. The lack of constraint on the 
Initial conditions implies that initially there may be incoming 
waves entering the cavity, and the QNM description will be in-
adequate. As a result, the QNM expressions for 0 and ^ found in 
this section involve time-dependent coefficients, which make these 
expressions very inconvenient. In the next section we shall see 
how the awkwardness in the formalism can be removed by imposing 
the outgoing plane wave condition on (p and v. 
The strategy is to write out the Green's function D in terms 
of the QNM's, then evolve the system with the given initial 
conditions. However, it is not always possible to write out 
\ 
D(x,y;t〕 by the QNM expansion if at least one position coordinate, 
say y, is outside the cavity； and whether this can be done or not 
is closely related to causality. For example, it is found that if 
a position x inside the cavity is causally related to another 
position y outside in a time t, then it is always possible to 
express D(x,y;t) in terms of the QNM's. This property is unique to 
open systems. It reflects that the open system somehow "selects" 
those causally related information which will affect its 
evolution. Given this result, the state of the system at a later 
time can be written out in terms of the QNM's without much 
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difficulty. 
Whether the Green's function D can be expressed in terms of 
the QNM's or not depends on the high frequency behaviour of its 
Fourier transform. Recall that the WKB approximations to the 
transformed Green's function D are given by (see Appendix A) 
• r T rr^ ^ ^  ( "iwl (y, a)丄 ^ icjl (y, a ) 、 
DCx.y.o,) 二 sin [o)I(0’x)] ^ e — — \ _ ^ _ _ ！ _ _ ) ’ 
a , / n ( x ) n(y)(㊀—丄“工（〇，a) + R ㊀丄^工（。’ a ) ) 
0 ：£ X ^'y < a ， （5.6) 
and 
T / n ‘ . r 、•！ iwl(a,y) 
fr, 、 T V + sin [wl (0, x) ] e 
D(x,y;(j) = — ！ ’ 
/ ( . ( . ‘ ( - i w K O . a )丄 D iwl(0’a). 
w V n(x)n(y)n ( e + R e J 
0 ：£ X < a < y , (5.7) 
with notations defined as before. In inverting the transform to 
obtain the Green's function D in the time domain, we may close the 
~ — icjt 
contour in the lower half complex w plane if D e vanishes as 
I C O , Im(w) = < 0 . The conditions are derived in Section 
2.3. We require either 
X, y ：£ a , t ^ 0 ; except at x = y = a , t = 0 (5.8) 
or 
t > I(a,y) - I(x,a) , x :s a ：£ y . (5.9) 
When n(y) = 1 for y > a (5.9) is reduced to 
y < Y(x, t) = a + t + I(x,a) , x ^ a ：£ y . (5.10) 
Under either condition we can have 
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D(x’y;t) = D^(x.y;t) = '-V -1- f (x)f . (5.11) 
0)」j J 
For X, y a we can use (5.11) to evolve the system. In other 
words, the techinque of modal expansion is always valid for x, y 
inside the cavity. Now consider x ^ a ：£ y.When (5.10) is satisfied “ 
D can be expressed in terms of the QNM's. The fact that (5.10) 
fails to hold for large y complicates to the formalism. The key is 
to notice that causality limits the value of y that can have 
influence on the cavity. Recall that |I(u,v)| is the minimum time 
interval required for waves to travel from u to v. Hence if 
t > I(x,a), then waves outside the cavity can have influence on x. 
In particular x, y (where x rs a, y > a) are causally connected if 
t > I (x, y). Note that the influence on x from y is described by 
the Green's function D(x,y;t), which implies that D(x,y;t) will 
vanish if x and y are not causally connected. In other words we 
should expect D(x,y;t) = 0 when 
t < I(x,a) + I(a,y) = I(x,y) , x ：£ a y . (5.12) 
To prove it mathematically, let us try to invert the transform of 
rsj 
D by closing the contour in the upper half w plane. On the large 
semicircle |a)| — oo, > 0, D e一城 given by (5.7) is dominated 
by the term proportional to 
f 、 




oc - exp w (t - I(x,y)) , (5. 13) 
(j) I 
\ y 
which vanishes under the condition (5.12). But D has no singulari-
ty on the upper half plane, so the inverse transform gives D = 0, 
in agreement with the physical picture. In fact one can go through 
a similar analysis to show that D = 0 when t < |I(x，y)|, for both 
X, y inside the cavity, but leaving D in the form of (5.11) is 
obviously more convenient. 
The above analysis of the Green's function for t > I(x,a) is 
summarized in Fig.5.1. For a fixed position x inside the cavity, 
the solid line indicates the range of y where D is zero, and the 
dashed line indicates the range of y where D can be written as a 
summation of QNM's. Y(x,t) and Z(x,t) are the boundaries of these 
regions defined by 
I(x,a) + I(a,Y) = t , (5.14) 
K a . Z ) - K x . a ) = t . (5.15) 
For n(y) = 1 , y > a, they reduce to 
Y = a + t - I(x,a) , (5.16) 
Z = a + t + I(x,a) . (5.17) 
The two regions overlaps in Y < y < Z. Y and Z are separated by a 
time interval of 2 I(x,a). This reveals that with x < a, D can 
always be written in terms of the QNM's if x and y are causally 
related. By the usual manipulations, the wavefunction 0 and its 
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Fig.5.1 Conditions for closing the contour. For x<a, 
the solid line indicates the range of y where the 
Green's function D is zero, and the dashed line 
indicates the range of y where D can be written 
as a summation of QNM's. 
+ 
P max(a,Y ) 
f \ 
0(X, t) = p(y) D(x,y; t)(p(y) + D(x,y; t)u(y) dy , (5. 18) 
V 4 
+ 
P max (a, Y ) 
f \ 
t) = p(y) i3(x,y； t)<p(y) + D(x,y; t)ij(y) dy , (5.19) 
-
for X < a. Formally the upper integration limit should be + oo, but 
now it is reduced to max(a,Y+). The reason is as follows. For 
t < I(x,a), X is not affected by waves outside the cavity, and the 
condition (5. 12) for D(x, y; t) = 0 holds for all y > a, hence the 
limit can be set to y = a. For t > I (x, a), waves outside the 
cavity contributes; but the contribution is only confined to 
” Y, so D(x,y;t) = 0 for y > Y, and the integration limit can be 
set to Y+. This ensures that the whole range of y which is 
causally related to x has been included; and since Y+ < Z, the QNM 
representation of D can always be used. The time derivative 0 
given by (5.19) can be obtained by differentiating 0 with respect 
to t, with the upper limit set to Y+ after taking differentiation. 
Using the QNM representation of D given by (5.12), we have 
0(x,t) = Y ^ Cj(x,t) , (5.20) 
j 
0(X, t) = Y C (x’t) (-io) f (x))e—i0jt (5.21) 





p max(a , Y ) 
c (x,t) = P(y)f,(y) <p(y) + U(y) dy . (5.22) 
j J I ) 
Clearly these are not convenient representations for 0 and 0 
because the coefficients c^(x,t) are space and t ime-dependent. 
This is not surprising since we have not imposed any constraint on ‘ 
the initial functions <p and v. This means that they are arbitrary 
and may contain incomming wave components. If initially there are 
incoming waves outside the cavity, these waves will continuously 
propagate into the cavity. In a time interval t, incoming waves 
initially at y = Y(x, t) can reach x, and this feature is 
mathematically represented by the space and time-dependent limit 
of integration Y+ in (5.22). After a longer time, waves initially 
further away will affect the cavity； and for an open system 
unbounded on one side, it is of course unreasonable to expect that 
there exist a set of constants -j c ^ b e i n g expansion coefficients 
for a discrete basis, that can contain all initial information of 
the system up to y oo. 
We can however have a better choice of coefficients. We see 
from definitions of Y and Z that the position U(t) defined by 
I(a,U) = i (I(a,Y) + I(a,Z)) = t ， (5.23) 
or for n(y) = 1, y > a, 
U(t) = a + t , (5.24) 
is independent of x. Since Y < U < Z, U can be used instead of Y+ 
in (5.22) to define the coefficients c . This has the advantage 
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that Cj(t) will become independent of space. However, as long as x 
is causally related to the outside, c^ must be time-dependent. 
What makes the QNM description of time evolution appealing is 
perhaps not this general case with arbitrary <p and v, but the case 
where the outgoing waves condition applies outside the cavity. In 
the following discussions we shall see that under this condition‘ 
it is possible to find a unique set of constants ^ a^ to represent 
(f> and 
5.3 Evolution with the Outgoing Plane Wave Condition 
5.3.1 Evolution Inside the Cavity 
First let us define the outgoing plane wave condition. 
Consider the general solution to the wave equation with uniform p 
(take p(x) = 1), unbounded at both side. It is given by 
u(x.t) = R(x - t) + L(x + t) (5.25) 
The function R(x - t) clearly represents a plane wave travelling 
to the right without dispersion, while L(x + t) is another plane 
wave travelling to the left. R satisfies the relation 
^ R(x - t) = - ^ R(x - t) . (5.26) 
This property characterizes the propagation direction of the wave 
packet as a whole. For the open system we are concerning, it is 
natural to use the same relation to define the initial propagation 
direction for waves outside the cavity. What we call the outgoing 
plane wave condition says that initially waves outside propagate 
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away from the cavity, i.e., 
^ 识（y) = - , y ^ a , (5.27) 
where we have put (piy) = </>(y, t = 0) and i;(y) = 50(y, t = 0)/dt. For 
y = a (5.27) is just the boundary condition of the state vector. 
i<p, v) in the Hilbert space T. In constructing the transformed 〜 
Green's function D we have matched it to the outgoing plane wave 
solution e 辦 . H e n c e the Green's function D .in the time domain 
must also satisfy 
g g 
而 D(x,y;t)= - 沉 D(x,y;t) , y ^ a . (5.28) 
The QNM wavefunctions f」e 工 ⑴ s a t i s f y the same relation. We only 
consider the non-trivial case of t > I(x，a), so Y > a. Divide the 
integral (5.18) into two parts, one for y e [0, a] and the other 
for y e [a,Y+). Consider y e [a,Y+). Applying the outgoing plane 








- D(x,y;t)u(y) dy . (5.29) 
Ja 
Since Y+ > Y, it has no causal relation with x, implying that 
D(x,Y+;t) = 0, or the first term on the right hand side of (5.29) 
vanishes. The second term involves D(x,a；t), and for t > 0, Z > a, 
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we can have D given by the QNM expression D^ (5.11). Therefore 
+ 
f. Y 
( . s 
p(y) D(x.y; t)(p(y) + D(x,y; t)i;(y) dy = D (x,a; t)<p(a) . (5.30) 
V 4 
Ja 
For the integration range y e [0, a], x, y < a, D and D can always 
be written in terms of the QNM's. When this is combined with 
(5.30), 0 in (5.18) can be rewritten as the series 





a (a)三 \ p(y)f,(y) <p(y) + v{y) dy + ^ f (a)(p(a). 
J ^ J 0) 20) J 
Jo J ^ J 
(5.32) 
Now -ja^  I" are constants and are exactly the same as the projection 
coefficients derived in Section 2.5.2. Since both state vectors 
and (fj,-io)jfj) satisfy the outgoing plane wave condition, 
an integration by parts in the range y e [a,W] gives 
「 w 
1 1 , Ay=w 
i PWf.iy) (piy) + — v{y) dy = - -i- f (y)^(y) 
^ J tw. 2CJ j 
Ja J j 
(5.33) 
When this is combined with the expression of a^(a), one obtains 
the result 
a^(a) : a^(W). (5.34) 
It shows that a^(W) is independent of W, provided that W > a. The 
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most natural choice is of course W = a, the size of the cavity. 
For simplicity, the argument of a^ will be omitted, and a^ will 
refer to a」(a). 
By differentiating 0 is found to be 
0(x. t) = = ^ aj(-i。jfj(x)) e-i。jt ’ X s a. (5.35) 
j 
This series representation for 0 can also be obtained from (5.19) 
by following similar derivation as above. As 0 and 0 contain all • 
dynamical informations of the system, our QNM description of the 
evolution is completed. 
+ S • S 
In the limit t -> 0 , 0 and <p reduce to their corresponding 
time-independent series (p^  and u® derived in the Section 2.5.2. 
However, comments should be made on the validity of the derivation 
in this limit. Strictly speaking the derivation is only valid to 
t •> 0+, and whether this can be applied at t = 0 exactly is 
questionable. In particular, when x = a and t = 0, the definitions 
of Y and Z (see (5.14)-(5. 15)) give Y = Z = a, so D(x’a;t) can no 
longer be written as D®(x,a;t)； also D and D cannot be replaced by 
DS and D® in the integral range y e [0, a]. Even for t = 0+ these 
steps are still valid because in this case Y = Z = a+. Unlike 
Hermitian systems, the behaviour of these series might be very 
peculiar at the boundary of the cavity, and uniform convergence 
for t — 0+ is by no means trivial. This problem has been settled 
in Section 2.5.2, where the series (p^  and v^ derived from a time-
independent point of view are shown to be continuous at the cavity 
boundary. ** 
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The dynamical consideration provides a very natural reason to 
project (p and v simultaneously onto the QNM basis by using the 
same set of coefficients -j a^ if they are related by d<p/dx = - v 
at X = a. The set of coefficients -{a^  is unique for a particular 
pair of functions <p, v, and in previous discussions they have been 
treated as the two components of the vector ((p, v) defining a state" 
in the Hilbert space r . The dynamical consideration suggests that 
the concept of uniqueness of representation can be generalized to 
the time domain. Once a state (<p, u) is decomposed into a super-
position of QNM's at t = 0, each QNM evolves as a quasi-stationary 
state, and after a time t it aquires a phase factor e一丄⑴」^  without 
inter-mode transition. In particular, for (<p, v) equal to a QNM 
state vector (f , -iw f ), the orthogonal relation gives a = 5 . 
P P P o j jp 
which in turn implies that 0 = f consistent with the fact 
p 
that the QNM wavefunctions are eigenfunctions of the system. Hence 
a deeper meaning can be assigned to the projection coefficients 
a」，namely, a」can represent the amplitude of the system in a 
quasi-stationary state (QSS) labeled by the index j； and without 
any external disturbance, relative amplitudes of different states 
in the system remain constant in time. External disturbances such 
as a time-dependent perturbation in the refractive index induces 
inter-mode transitions. This will be examined in the following 
chapter. 
5.3.2 Evolution Outside the Cavity 
The QNM description is not limited to the cavity. Evolution 
outside the cavity can also be described by the QNM's. Physically, 
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it is intuitive to think of the waves leaking out of the cavity to 
be composed of the QNM's, as for the waves inside the cavity. We 
may also expect that the QNM representation for 0 and 0 ((5.31) 
and (5.35)) are valid outside, provided that the outgoing plane 
wave condition is satisfied. 
To prove it mathematically, first write the wavefunction 0 as 
P + ( x , t ) 
f ， 
0(x. t) = p(y) D(x,y; t)(p(y) + D(x, y; t )i;(y) dy , (5.36) 
V J 
for X > a, where P(x,t) is defined by 
t = I(x’P) ， X > a , (5.37) 
or for n(x) = 1 , x > a, 
P(x, t) = X + t , (5.38) 
so that the whole range of y that is causally connected to x has 
been included. Divide the integral in (5.36) into two parts, one 
、for y 6 [0,a], and the other for y e [a,P+). Then note that for 
any x, y such that x > a and y a, the Green's function D(x,y;t) 
can be represented by the QNM series (5.11) if 
t > I(a,x) - I(y,a) , y ^ a < x , (5.39) 
according to the condition (5.9). This can be satisfied for all 
y ^ a when 
t > I(a,x) , a < X . (5.40) 
Under the condition (5.39), D and D in the integration range 
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y e [0,a] can be expressed in terms of QNM,s. For the integration 
range y e [a,P+), exactly the same argument as before can be used 




p ( y ) D(x,y; t)?)(y) + D(x,y;t)u(y) dy = D®(x, a; t . (5.41) 
V • 
When the contributions from these two ranges are combined, we 
obtain an QNM expression of <f> identical to (5.31). Similarly we 
can obtain the expression (5.35) for 0. In other words, the QNM 
expressions are valid for x > a after a time I(x,a). 
The physical interpretation of (5.40) is simple. The quantity 
I(a,x) is just the time required for waves to travel from a to x. 
So condition (5.40) merely says that one has to wait for a minimum 
time I(a,x) for waves initially inside the cavity to reach x. 
After the time I (a, x) the observer at x only see waves leak out 
from the cavity in a superposition of QNM's, and the waves 
initially outside the cavity, because of their outgoing nature, do 
\ 
not affect the position x. 
5.4 Physical Implications 
The fact that the dynamics inside the cavity can be described 
by using QNM,s only reveals an important fact: The evolution of 
^aves in the cavity is independent of the initial conditions 
outside, if initially there are only outgoing waves outside the 
cavity. In other words, waves in the cavity couple to the outside 
only through the condition d(f>/dy = -d<f>/dt at the cavity boundary 
X = a, and waves outside will continuously escape to infinity 
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without affecting the cavity. Furthermore, both the evolution 
inside the cavity and the leakage of waves observed outside are 
consistently expressed in the same superposition of QNM's. The QNM 
description is perhaps most valuable for this kind of problems 
concerning emission from cavity. With the conception "of quasi-
stationary states, completeness and orthogonality well defined, it 
becomes relatively straightforward to implement various standard 
dynamical calculations for these emissive open systems. The next 
two chapters are written for this purpose, and we shall see how 
the standard methods of time-dependent perturbation and adiabatic 









6 TIME-DEPENDENT PERTURBATION 
6.1 Introduction 
The mathematical language of quasinormal modes (QNM’s) has 
been used to describe the evolution of wave motion in an open 
cavity. The description is particularly appealing when initially" 
the wave motion outside the cavity is purely outgoing. Under this 
condition, evolution inside the cavity can be expressed as a 
superposition of quasi-stationary states (QSS，s). Based on this 
important result we are now ready to develop the standard method 
of time-dependent perturbation. The aim is to describe the 
dynamics of the system by using QNM's, under a weakly time-
dependent refractive index n(x,t). It is convenient to write 
； ^ ( x , t ) = t), where 
； ^ ( x’t) = p(x) + fxV(x, t) , |)i|《1 . (6.1) 
The term fiV is treated as a perturbation. Here the perturbation is 
confined to the cavity. Furthermore, it is assumed that initially 
the wave motion outside the cavity is purely outgoing, so that the 
unperturbed wavefunction can be expressed as a superposition of 
QSS's. Then by completeness and orthogonality of the QSS's, there 
exists a unique set -ja^(t) [- such that the state of the system at 
any time t can be written as 
f 0(x, t) 厂 f (X) 
= ) a (t) J e l Y , (6.2) 
0(x, t) L 、 -iu> f (X) 
j ^ j J 
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r 
for X ^ a, where a」 are written as power series of fi. Note that in 
(6.2) the coefficient a^ is the amplitude of the system in state 
j, and the change in a」 with time can be naturally interpreted as 
transitions among the QSS's induced by the perturbation. Terms 
with non-zero powers of in a^ are transition coefficients 
representing the amplitude scattered to state j in a time t . -
Similar to the usual perturbation theory in quantum mechanics, 
these coefficients contain matrix elements of V summed over 
intermediate states. -
Unlike herimitian systems, inter-mode transitions in open 
systems affect not only the frequency of wave oscillation, but 
also the leakage rate. This property is unique to open systems. 
Under perturbation, waves originally oscillating in one eigenstate 
of the system may make a transition to other states, and if the 
states have different leakage rates, observable changes may occur. 
Laser interaction with microdroplets provides remarkable examples. 
In these experiments em waves are partially confined in the 
\ droplets as the so called morphology-dependent resonances, and we 
are interested in the change in leakage rate of the droplets when 
a secondary laser pulse is applied. This “pump beam" acts as a 
time-dependent perturbation which may lead to a local change in 
temperature and refractive index. In particular, it has been 
suggested that such a change would shift the resonance frequency; 
and the radiation originally on resonance may then become 
off-resonance and could be immediately "dumped" out of the cavity. 
The scenario, if correct, would have interesting experimental 
consequences. The development of the time-dependent perturbation 
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scheme can help us to to study this kind of optical phenomena. 
The theory developed below is verified to second order in n 
by some numerical examples, where we have checked the perturbation 
results against standard numerical methods. Numerical solutions to 
the wave equation are obtained by an explicit method, with the 
outgoing plane wave condition applied at the cavity boundary. The -
results agree very well. Since numerical solutions can be obtained 
to much higher accuracy, the difference in the results reflects 
the error in the perturbation calculation. Plotting log-log graphs 
3 
of the error versus jj. shows that the error is proportional to ii , 
which is a clear indication of the validity of the theory up to 
second order. 
Perturbation calculation of the wave equation differs from 
that of the Schrodinger equation in one important aspect. For the 
Schrodinger equation, when a system is initially in an eigenstate 
p, the probability that the system is scattered from state p to m 
is just given by the absolute square of the transition amplitude . 
Total probability of the system is conserved. For the wave 
equation, however, the relation between wave energy and transition 
amplitude is not so straightfoward. Perturbative calculations of 
potential and kinetic energy involve complicated products of a^ of 
various orders. Moreover, the total energy of the system is not 
conserved because of work done by the perturbation, and in non-
Hermitlan systems dissipation has to be considered. Dissipation 
results in non-orthogonality of QNM under the usual integration 
over the cavity. Physically this means that it is no longer 
possible to assign a definite value of energy to a certain QNM, 
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and the total wave energy inside the cavity cannot be written as a 
summation of energy over the individual QNM's. To clarify these 
concepts, we have calculated the wave energy inside the cavity, 
energy current leaving the cavity, and the power developed by the 
perturbation to first order in fi. Finally a numerical example is 
given to illustrate these changes in energy with time. -
6.2 Inhomogeneous Wave Equation 
Before discussing the method of time-dependent perturbation, 
consider a very closely related problem of finding a particular 
solution to the inhomogeneous wave equation 
\ 
2 2 
LA(x,t)三 f - 上 + p(x) — ]0(X, t) = J(x’t) . (6.3) 
The solution is expressed in terms of the QNM's inside the cavity, 
subject to the boundary conditions 中=ijj = Q at x = 0, and the 
\ outgoing plane wave condition 
^ ^(x=a,t) = - ^ 0(a,t) (6.4) 
at X = a. Here we assume that p = 1 and J = 0 outside the cavity. 
八 
Inverting the operator L by the Green's function D gives 
P 00 a 
. 0(x,t) = ds dy D(x,y; t-s)J(y,s) . (6.5) 
J -co 」0 
From the defining equation for D, one can readily prove that this 
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is a particular solution to the inhomogeneous wave equation. Our 
task Is to express ip in terms of the QNM's. From the discussion in 
Appendix B, we know that for t-s 之 0, x, y ^ a but not x = y = a, 
D can be written in terms of QNM, and that for t-s < 0 D is zero. 
Taking care of these properties and using the QNM expression for 
D, we have -
p t a 
诊s(x,t) = ds dy i y J - f (x)f (y)e-i"j(t-s) j(y 3 ) . 
2 L w j j 
‘ ‘ -00 ‘‘ 0 j 
(6.6) 
The symbol ijj^  denotes the series representation of ip. Note that 
the QNM expression for D is not valid when x = y = a, t = s. 
However, as long as the expression converges to a finite value, 
this does not cause any error to when integrations over y and s 
are performed. It can be readily shown that satisfies the 
inhomogeneous wave equation. To prove it, consider the second 
order time derivative 
\ 
^ ~ t - a 
2 s 
p(x) ^ (x.t) = - ds dy i pix) y uf (x)f (y)e-iVt-s)j(y,s) 
at 2 L J j j 
^ -co j 
r a 
+ dy i pix) Y^ f^(x)f^(y)J(y. t) 
JQ j 
r a 
+ dy p(x) I Z + fj(x)fj(y) |^(y’t) ’ (6.7) 
Jq j j 
2 s 2 




广 second term gives J(x,t) for x < a by the completeness relation 
〜 p ( x ) D ® ( x , y ; t = 0 ) = i p(x) ^ fj(x)fj(y) = 5(x - y) ’ （6.8) 
j 
and the last term vanishes since 
D'(x.y;t=0) = i fj(x)fj(y) = 0 . (6.9) 
j J 
The inhomogenous wave equation is not satisfied at x = a because 
the completeness relation (6.8) is not valid there. According to 
+ • S 
the result of Appendix B, for y x = a , p(x)D (x,y; t=0) is not 
given by 3(y-a+)’ but by n 5(y-a~)/(n -1), where n = n(a一）. There-
fore one expects a step discontinutiy in the function 
- — ^ p ( x ) - ^ 0s(x’t) (6.10) 
ax at 
、、at X = a. However, an error in the form of a step in the second 
/ 
derivatives of implies that the first derivatives ip， i/f and 
are continuous at x = a, and so ip,中‘and 0 can be represented 
correctly by their corresponding QNM series throughout 0 ：^  x ：^  a. 
The series expression can be shown to satisfy the outgoing 
plane wave condition i/>®(a)= 一 by direct differentiation, if 
one uses the relation f ^  (a) = iw^f ^  (a) and (6.9). ' 
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6.3 Perturbation Scheme 
There are different ways to express a weakly time-dependent 
；^(x, t) = t). One way is to write ；^(x, t) in the form (6.1), 
with Ijil《1 and V(x, t) confined to the cavity. Then the wave 
equation reads 
- — + (p(x) + fxV(x, t ) ) — 0(x,t) = 0 . (6. 11) 
We look for a perturbative solution subject to the outgoing plane 
wave condition. Writing 0 as 
0(x,t) = 0(0) (x,t) + ^t0(i)(x’t) + pV2)(x’t) + …， (6.12) 
and equating each order in in the wave equation, we have 
2 
£0(n)(x’t) = - V(x’t) — 0(n-i)(x,t) , n = 1,2,3. . . (6.13) 
a r • 
This is an inhomogeneous wave equation. Each order of <f> can be 
solved in terms of the perceeding order by inverting the operator 
A 
L, which can be achieved by using the Green's function. Formally, 
0(n) and 1) are related by 
广） = - D p V 严）， （6. 14) 
.. 2 2 
where = d /dt . This equation denotes a particular solution of 
the form (6.5). The next step is to express the solution in terms 
of QNM. The method has been described in the last section. In 
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particular, consider the first order correction <f>⑴.Since V is 
confined to the cavity, we have 
0⑴(x,t) = - f ds f d 小 二 + fj(x)fj(y)e-iVt-s) 
,_oo 」0 L _) j -
2 
X p(y)V(y’s) 0(。)(y，s) . (6.15) 
as^ 
It has been already shown that solution of this form satisfy both 
the inhomogeneous equation and the outgoing plane wave condition. 
Equation (6.15) can be formally written as 
, ( 1 ) „ V ( 0 ) ( 己 I d 
0 = - D p V 0 【6.16) 
s t 
where D denotes the QNM representation of D, and the symbol J' is 
used to emphasize that the upper integration limit of time is t. 
In order to obtain the second order correction 0⑵，<p⑴ has to 
be differentiated twice with respect to time. Similar derivation 
has been discussed before. The result can be obtained by replacing 
J in (6.7) by - pV i.e., 
2 r t pa 
• ^ 0 ( " ( x’ t ) = - ds dy 4 y \ f , ( x ) f , ( y ) e - i V 卜 s)p(y) 
at 2 j j j 
‘‘-0 J 0 j 
X V(y.s) 0(o)(y,s) - V(x’t) 0(o)(x,t) , (6.17) 
as a r 
J 
where the completeness relation (6.8) and the causal initial 
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condition of D (6.9) have been used. Formally (6.17) is denoted by 
(1) 「t "s ,, •： (0) ,, •； (0) ,. . _. 
<p = 一 D p V 0 - V 0 ， (6. 18) 
« 
where D® = y; t-s)/dt^. Again we notice that the result does 
not hold at X = a, but this will not cause any error to subsequent ~ 
derivation upon integrations over time and space. Comparing (6.16) 
with (6.18), we find a simple rule to differentiate expressions of 
t s 
the form S D p ( ) twice with respect to time. The rule can be 
written schematically as 
r.2 .t pt 
— D ^ P ( ) = I F ( ) + ( ) . ( 6 . 1 9 ) 
at^ J 
( 2 ) 
This enables us to proceed to higher order readily. Now 0 is 
given by 
0(2) = r D^p V f D®p V + r D®p V V (6.20) 
Higher orders may be written down as well. However, a perturbation 
series in this form is rather complicated and is not convenient 
for practical applications. In the following discussion we shall 
consider an alternative but equivalent perturbation scheme. 
Instead of considering the perturbation in p, let us consider 
a perturbation in 1/p, i.e., 
如 = • ( … U ( x ’ t ) ) . (6.21) 
The wave equation then reads „ 
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2 2 
- + t ) ) — + - 4 : | 0 ( x , t ) = 0 ’ （ 6 . 2 2 ) 
with ji 《 1 . Writing the perturbed wave equation in this form has 
the advantage that the perturbation jiU is always attached to the 
spatial differential operator d^/dx^ instead of the temporal -
differential operator d^/dt^. The matrix elements of U are defined 
by integrals of U over two QNM wavefunctions and are independent 
of X, therefore in calculating high order corrections the operator 
2 2 
d /dx does not act on these matrix elements. As a result a more 
simple and systematic perturbation scheme can be developed. 
Write 0 in a power series of fx, and equate each order in ji in 
the wave equation. The relation between successive orders becomes 
iVn)(x,t) = U(x,t) — 0(n-i)(x,t) ’ n = 1,2,3. . . (6.23) 
3x2 
Solving for <f)⑷ in terms of 广 i) by inverting L, we have 
\ 
0(n) = D U <l>、n-i、" (6.24) 
2 2 
where " = d /dx . Upon iteration, . 
0 = 广 ) + D U( 1 + D" U + D" U D" U +...)0(o)", (6.25) 
2 2 * 
where D〃 = d D(x, y; t-s)/3x denotes the second derivative of D with 
respect its first position argument. In terms of the QNM's, 




,、 pt ( pt ” pt •• pt “ \ n 
0 = •(。)+ D\I 1 + D^ U + D® U D U +... <p , (6.26) 
J 、 J J J J 
s" 2 s 2 
where D = 5 D (x, y; t-s)/5x . This is possible because the 
operator d^/dy? acts only on D and 0(⑴ but not on the integration 
limits of the matrix elements. One is interested in an emissive 
system where the unperturbed wavefunction <p(。、is an outgoing 
plane wave outside the cavity. Under this condition the unperturb-
ed wavefunction can always be written as a superposition of QNM's 
inside the cavity. Without loss of generality, we may take 0⑶ to 
be a single QNM labeled by an index p, i.e., 
0(°)(x,t) = f . (6.27) 
p 
Moreover, assume that the function U can be separated as 
U(x,t) = g(t)h(x) . (6.28) 
2 
\ With these expressions, the wave equation f ^  = -cj^pf^ and the QNM 
representation for D, the nth order function 0⑷ is found to be 
0(n)(x,t) = — \ — ^ f (x)e a (t) h oj h Ct) ...h , 
n 6c) i ijk. . .mp ij j jk k mp p 
2 i 
i jk 
• • • m 
(6.29) 
where 
r t r t r t。 
n 2 • / \ , 
a (t)三 dt dt • … dt g(t ) e l… i — V n 
ijk.•.mp n n-1 1 n 
-00 -00 -00 
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h = dy f (y)p(y)h(y)f (y) . (6.31) 
J K J K 
JQ 
The summations over i,j,k,...m are taken over all QNM's. 
One has to prove that the perturbation schemes in p and 1/p 
are equivalent. We shall only prove the statement up to second 
order in ji. The perturbation fxV in p can be expressed as a 
perturbation in 1/p by 
p"^(x)(l + |LxV(x,t))"^ = p"^(x)(l - |LIV(X, t) + flV(X, t) + ...) 
(6.32) 
up to 0(|Li^ ). The problem can be solved with (6.26) by taking the 
right hand side of (6.32) as a superposition of two perturbating 
2 2 
functions -jiV and ji V . For the former one U is taken to be -V in 
(6.26) to obtain the perturbed wavefunction 0 up to 0(|i ). For the 
2 2 
latter one U is taken to be V , yL is treated as a small parameter 
and only the first order result in ji^  is kept. The two results are 
combined to give 
0 ⑴ = - [ V v 广 ) " ’ （6.33) 
and 
0(2) = j V v dS"V 产 [ V v V 产 , (6.34) 
V 、 
which are identical to (6.16) and (6.20) since and if satisfy 
(Q) “ "(0) s" ..s 
the wave equation (i.e. 0 = p0 and D = pD ). Conversely, by 
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expressing p/(l + FIU) as p(l - )LIU + fiV-. . . ), one can easily show 
that the perturbation series in p goes over to the perturbation 
series in 1/p. The two schemes are therefore equivalent. However, 
since the perturbation in 1/p leads to a more simple and system-
atic result, we shall restrict ourselves to this method in later 
developments. -
To complete the picture, the time derivatives of 余⑷ should 
be found in terms of QNM's. The time dependence of 0⑷ comes from 
the D®(x,y; t-s) and the upper integration limit of s, which 
appears in the form of 
「 t a 
ds dy D®(x,y;t-s)U(y,s) x ( ) , (6.35) 
J - 0 0 J 0 
which has a time derivative given by 
P a p t - a 
dy D®(x,y;0)U(y,t) x ( ) + ds dy D®(x,y;t-s)U(y,s) x ( ) . 
0 J -co J 0 
(6.36) 
、The first term vanishes because y;0) = 0. Hence the time 
derivative acts only on D^ but not on the integration limit. This 
leads to 
. n+i 厂 • 
0(n)(x,t) = - - _ ) f a (t)h (Jh 0) ...h u , 
n 乙 i Ijk. . .mp ij j Jk k mp p 
2 i jk 
• • • m 
(6.37) 
which differs from the expression of 广）（6.29) only by a factor 
of -io)^. This explicitly demonstrates that the vector (0,0) takes 
the form (6.2) and clearly suggests that a」 should be interpreted 
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as the amplitudes of the system in the jth QNM. 
Remarks should be made about the initial conditions of 0. For 
a perturbation switched on at a time T^, the functions <p⑷ and 
their time derivatives 广） f o r n 2： 1 should vanish for t < T . 
0 
From (6.35) and (6.36), one can see that the required conditions 
are satisfied. ~ 
The function to any order n is given by (6.29). In 
particular, the first order function 0⑴ is 
<^(i)(x,t) = i V — f a (t)h ’ (6.38) 





a (t) = d 1 / g ( t。 e i ( l • (6.39) 
mp 
J -00 
To first order in n, the quantity 
a (t) h (6.40) 
2CJ mp mp p 
m 
represents the amplitude scattered from state p to m at time t. If 
g vanishes for t > T^ and its Fourier transform exists, then for 
t > T^ the transition amplitudes attain constant values. In this 
case a is the Fourier transform g(w) of g(t) evaluated at w = 
mp 
0) - 0) , i.e., 
m p 
� 0 0 
a = - 0) ) = dt' . (6.41) 
mp m p 
J-00 
In the time-dependent perturbation theory of Schrodinger equation, 
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the transition amplitude between two eigenstates is large when the 
typical variation frequency of g is close to the difference in 
frequencies between the states. In the present situation, however, 
the difference in frequencies w - co is in general complex when 
m p 
the two QNM's have different leakage rates. Therefore the transi-
tion amplitude is also enhanced when the difference - ImCw - w 
m p 
is close to 1/T, T being the decay time scale of g. To be 
concrete, take the following example. If 
_f /T 
g(t) = sin(nt) e。八 e(t) , (6.42) 
then 
in+t _ int 
a (t) = i - — + , (6.43) 
mP 2 L J 
where 
+ 
n一 = 土 n + i/T + U) - 0) . (6. 44) 
m p 
Clearly a is large when or n" is close to zero. This involves 
mp 
not only the oscillation frequencey n, but also the decay time 
\ 
scale T. This kind of resonant condition is unique to dissipative 
\ systems where complex frequencies are involved. Like usual time-
1. 
dependent perturbation theories, when either the condition ^^  0 
急 or 二 0 is satisfied, increases linearly with t, and after 
some time it becomes too large for the first order perturbation 
result to be valid. 
6.4 Energy Changes due to the Perturbation 
To obtain the relation among various kinds of energy of the 
system, consider the wave equation ‘ 
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2 
； (^x’t) (/>r(x’t) = f{x,t) , (6.45) 
ar dx 
with (f>r = Re(0). Multiply both side by dcp^/dt, then some manipula-
tions leads to 
S W x ’ t ) 瓦 — - — — — - - - - . ( 6 . 4 6 ) 
> / V y \ y 
With 
;dx,t) = p ( x ) 了 （ x , t ) = — — ^ ~ , ( 6 . 4 7 ) 
1 + fiU(x, t) 
the equation can be integrated to give 
乂 “ p“裡r i f 丛r dx - f 丝r 迎 n 
dt 2 dt 2 dx ax at ax 
JQ I >) 
P a ^ 
Q.r、2 
= - p r ^ dx , (6.48) 
\ J 
J 0 
with r = d^/dt. The first term on the left hand side of (6.48) is 
the rate of change of wave energy inside the cavity, the second 
term is the rate of energy flowing out from the cavity, while the 
term on the right hand side represents the power developed by the 
perturbation. For convenience, we denote the three kinds of energy 
change by d g / d t ,漆 , a n d T respectively. The energy equation can be 
written as 
装 ( t ) + = m ) ， (6.49) 
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and upon integration over time 
g(t) - &{t = 0) = Wit) - (6.50) 
where S' and If respectively denote the energy outflow and the work 
done by the perturbation in a time t. Writing each quantity Q 
漆，9, etc. ) in powers of as -
Q 二 Q(。)”Q⑴ + (6.51) 
we find that, to first order in jj, 
g⑶（t) = f f i p 去 余 ’ （ 6 . 5 2 ) 
2 2 V y 0 
广 ⑴ “r(o)2 , (6.53) 
x=a 
广)（t) = 0 , (6.54) 
r a 2 
£p(l) -rCO)-rd)^ .r(0)' r(l)' 1 ,, -rCO)], 
& = pcj) 0 + 0 0 - - pU 0 dx , (6.55) 
:‘,?，’ 」0 ，沪-、-
^ (t) = 2 0 (p , (6. 56) 
x=a 
；• . •.—— .• 
. . . 
. . 
r a 2 
T - - - pU 0 dx , (6.57) 
2 
J。 
where the outgoing plane wave condition has been used at x = a. 
The energy 莎 and W to various order can be found by integrating 
these expressions over time. All the quantities can be further 
expressed in terms of QNM’s by using the perturbation result 
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described in the last section. These expressions are quite 
complicated and will not be given here. We do not verify the 
energy equations (6.49) and (6.50) analytically in terms of QNM，s. 
Instead we shall illustrate these changes in energy by a numerical 
example in the next section. 
6.5 Numerical Examples 
Consider some numerical examples verifying the validity of 
the perturbation scheme. The familiar model 
2 一 
n , X ：^  a 
p(x) = - ° (6.58) 
i 1 . X > a 
is used. Assume that initially the system is in the pth QNM, so 
that 0(0) (x,t = 0) = f (X) and 广）（x, t = 0) = -iw f (x). At time ’ 
p p p 
t = T。， a step perturbation 
U(x,t) = e(a - x)e(t - T。） (6.59) 
is applied to 1/p, i.e. , ；^  = (1 + fiU)/p. The perturbed functions 
</>(i)’ <!>⑵ can be calculated from (6.29). The summations in the 
‘ s e r i e s are truncated at a large integer. On the other hand, the 
problem can also be solved exactly. The system evolves in the 
—ici) T , 
quasi-stationary state p to the time T , when 0 = f e p o and 
0 p 
• 一 i w T 2 
0 = -iw f e p 0 . After T , p changes to n /(I + fi) for x ^ a, 
p p 0 0 
and the evolution of the system can be described by a new QNM 
basis -j (F , -iQ F ) which satisfies the original wave equation 
m m m ‘ 
with n二 replaced by N^ = n V c i + /i). The state (0,0) at T。 i s 
projected onto this basis, resulting in the following expression 
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of 0 for t 2： TQ: 
0(x,t) = y c F (x) e — i V t - V ’ （6.60) 
/ m m 
m 
where 
f 0) V 
c = i 1 + N^ F f dx + F (a)f (a) . (6.61) _ 
m 2 L2 0 m p 2i2 m p 
In practice, the summation in (6.60) is truncated at a large 
integer, so that very accurate numerical values of (p are found. 
These numerical values are then compared with those found from the 
perturbation series. We choose n。= 2, p = 5, 0.2/| Im(w ) |, 
M = 0.025, 0.05, 0.075, 0.1 and compare the results at t = 2T . 
0 
( k ) 
Let $ be the perturbative solution of <f) up to kth order, i.e., 
k 
$(k)(x) = [ / > (〜）， (6.62) 
m = 0 
Fig. 6.1 shows the exact solution </> calculated from (6.60) for = 
0, 0.05, 0.1. The differences between the exact and the perturba-
(k) 
tive solutions Re(0 - $ ) for k = 0, 1’ 2 are shown in Fig. 6.2’ 
6.3 and 6.4 respectively. The same parameters are used. Clearly 
(k) 
the error Re(0 - $ ) decreases with increasing k. In order to 
( k ) 
verify that $ is the perturbative solution up to kth order, a 
log-log plot of |Re(0 - versus ii is shown in Fig. 6.5. The 
(2) 
curves of log Re(0 - $ ) | increase almost linearly with log(ji) 
and a slope very close to 3, showing that the error is proportion-
al to id^ , a clear indication of the validity of the theory. 
Then we come to another example for the same system but under 
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a perturbation given by 
f -t /T 
U(x,t) = G(a - X) e(t) ^ e ^ . (6.63) 
Owing to the more complicated time-dependence the perturbed system 
cannot be solved exactly. To check the perturbation scheme, an 
accurate method must be used to calculate the exact solution. Here 
an explicit numerical method is used. The method is discussed in 
detail in Appendix D. As before, assume that initially the system 
is at the pth QSS. We choose n。= 2, p = 5, n = 0.08, T = 1 and 
compare the results at t = 2 (x and t are in units of a, the size 
of the cavity). Graphs of 0 (calculated numerically) and 广） 
(unperturbed solution) at t = 2 are shown in Fig. 6.6. Note that 0 
is smaller than 0⑶ in magnitude. This is because the decrease in 
refractive index due to the perturbation increases the leakage 
rate of the system. Denote the perturbative solution up to kth 
(If ^  (VI 
order by $、‘ （6.62). The error Re(0 - $ ) for k = 0, 1 and 
k = 1, 2 are shown in Fig. 6.7 and 6.8 respectively. In order to 
examine the amplitudes of transition from the unperturbed state 
(p = 5) to other QSS’s, the magnitude of the transition amplitudes 
(1) 2 (2) 
up to second order | jia^  + /i a^ I is plotted versus j in Fig. 6.9. 
It can be seen that the transition amplitudes to the states j = 
-4, 0, 1 are greatest. This can be partially explained as follows. 
The QNM frequencies of this system is given by 
, n + 1 . 
n tj a = (j - -)TT - - In ^ , (6. 64) 
0 j 2 2 n - 1 0 
so that Re(a) ) = - Re(w ), and for n = 2, Im(w ) = - 0.275 is 
-4 5 0 j 
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much smaller in magnitude than Re(a)j). Therefore the matrix 
element 
r a 
h oc sinnw x sinno) x dx (6.65) 
JP Jo J P 
for j = - 4, p = 5 is relatively large, explaining the large 
transition amplitude to the j = 一 4 mode. The two modes with the 
smallest |Re(a)^) | are j = 0, 1. The large transition amplitudes to 
these modes seems to imply that they play a special role in this 
system. However this is not yet understood and we look forward to 
further study in the future. 
Various energy changes of this system are also calculated to 
first order in fi according to (6.52)-(6.57). Fig.6.10 shows the 
rate of energy flowing out from the cavity versus time. Both the 
unperturbed result 广） a n d the the first order result 广 ) + jn广） 
are shown. The graph of the first order correction term 广） 
versus time is shown in Fig.6.11. Fig.6.12 shows the power 
developed by the perturbation jLi?^⑴ versus time. The difference 
|Li广）is equal to jidg⑴/dt, the first order correction in 
the rate of change of wave energy inside the cavity. This has been 
verified numerically and the graph of jLidg⑴/dt versus time is 
shown in Fig.6.13. The first order change in energy inside the 
cavity the correction in energy outflow 莎⑴’ and the work 
done by the perturbation W ⑴ are shown in Fig. 6. 14. The energy 
conservation equation (6.50) is verified numerically up to first 
order. In this case the energy developed by the perturbation leaks 
almost immediately out of the cavity. As a result, the net change 
in energy inside the cavity is small. In fact a perturbation of 
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the form (6.63) does not satisfy the resonant condition such as 
(1) 2 (2) 
(6.44), so the resulting change in the amplitudes IfioCj + n a^ I 
are small. Physically this means that energy developed by the 
perturbation is not "dumped" into the QNM's, in which energy can 
be confined to the cavity in a much longer period l/|Im(a)j)|). 
I 
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Fig.6.1 The exact perturbed wavefunction Re(^) at t = 21^. The system 
is subject to a step perturbation at t = Tq. (a) | I = 0 (i.e. the unperturbed 
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Fig.6.2 T h e difference Re((t)-巾仰）at t = 2Tq. T h e s y s t e m is subject to a 
step perturbation at t = Tq.①⑴)=fp e ' ^ (p = 5) is the unperturbed w a v e -
function. (a) |Li = 0.025, ( b ) | i = 0 . 0 5 , (c) p. = 0.075, (d))Li=0.1. 
To = 0.2 /1 Im(cop) I. 
fJ7 
0.010 
_ 广 \ 
0.005 一 / N 
- / \ \ 
/ \ / \ 
_ / \ / \ 
i 0 厕 ^ V — — 於 W A ^ 
_ \ \ / / \ \ ^ 乂 I 
- \ 、 7 / \ \ b / / 
- \ / \ \ / / 
-0.005 - \ I 
\ 。 丨 
- \ c I 
\ I 
- \ I 
- \ / 
d \ ‘ 
-0.010 ‘ ‘ ~~1~~I_ I _ _ I __ I_I_ I_ I__ I__I_丨 I I I , , , 
, 0.0 0.2 0.4 0.6 0.8 1.0 
X 
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step perturbation at t = Tq .①⑴ is the perturbative solution up to 0 ( | 4 
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Rg.6.4 The difference -巾⑵）at t = The system is subject to a 
St印 perturbation at t = ①⑵ is the perturbative solution up to 〇(^i2). 
(a) = 0.025，（b) = 0.05，(c) ^ = 0.075’ ( d ) ^ = 0.1. T。= 0.2 /1 Im(o)p) |. 
/i? 
10-3 一 - / m 
c ‘ 
10-6 J I I 
0.01 0.10 
Fig.6.5 |Re((t)-①⑵)！ vs |i at t = ①⑵ is the perturbative solution 
up to The system is subject to a step perturbation at t = T。. 
(a) X = 0.2’ (b) X = 0.4，(c) x = 0.65，（d) x = 0.9， (e)x=1. 
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Fig.6.6 (a) The unperturbed wavefunction Re (①(。)）= fp p = 5) 
3nd (b) the exact wavefunction Re(^) at t = 2. The system is subject to 
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Rg.6.7 The differences (a) -①(。))，（b) -①⑴）at t = 2. (D(。)= 
fp e-丨乂 p = 5，and ①⑴ is the perturbative solution up to O(^). The 




0.002 - / \ \ 
WvY 
- 0 . 0 0 4 L J _ _ I _ I _ _ I _ _ I _ _ I _ I _ _ I _ _ I _ _ I I I • I I • • • I I I I I 薩 
0.0 0.2 0.4 0.6 0.8 1.0 
X 
Fig.6.8 The differences (a) - 0(1))，（b) Re((t) - <D(2)) at t = 2. (D(k) 
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Fig.6.9 The absolute magnitude of the transition coefficients j ia/ i ) + 
at t = 2. The system is subject to the perturbation (6.63). [i = 0 .08， t= 1. 
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Fig.6.10 Energy current flowing out of the cavity versus time, (a) 
(b) /o) + )i The system is subject to the perturbation (6.63). 
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Fig.6.11 The first order term of energy current ( j i / i )) flowing out of the 
cavity versus time. The system is subject to the perturbation (6.63). 
H = 0.08, 1 = 1 . 
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Rg.6.12 The power developed by the perturbation up to first order 
炉⑴）versus time. The system is subject to the perturbation (6.63). 
|u = 0.08. 1 = 1 . 
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Rg.6.13 The first order rate of change of energy inside the cavity 
(^ide(i)/dt = 1^沪(1) - ^ i f ) ) versus time. The system is subject to the 
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Fig.6.14 The first order (a) energy outflow (b) work done by 
the perturbation |LI¥^I)’ (C) energy inside the cavity versus time. 
The system is subject to the perturbation (6.63). = 0.08’ T = 1. 
7 ADIABATIC APPROXIMATION 
7.1 Introduction 
It is well known that when a system is subject to a time-
dependent perturbation, the transition rate between two eigen-
states is enhanced only when the typical frequency of the 
perturbation is close to the difference in eigenfrequencies of the 
states. Thus, under a slowly varying perturbation and in the 
absence of degeneracy, coupling between the states is weak and the 
transition rate is low. This property can be utilized to develop 
another method of approximation, usually known as adiabatic 
approximation. The so called adiabatic theorem [51] says that when 
a system is initially in an energy eigenstate and a very slowly 
varying disturbance is applied, the system will remain in the 
1 
state without transition. The statement is true even when the 
amplitude of the disturbance is not small, as long as the 
disturbance is applied sufficiently slowly. However, a consider-
able accumulated change (e.g. potential) can happen to the system 
after a long time, even if the rate of change is small; and this 
leads to a correspondingly large change in the eigenfunctions 
and frequencies — 」 S o the energy eigenstates should be 
properly defined by the instantaneous values of ^^^(x, t) }• and 
and the phrase "remain in the state" should refer to the 
instantaneous eigenstate when the system is observed. Provided 
that degeneracy does not occur during the course of evolution, 
energy eigenstates labeled by their indices are well defined. 
Mathematically, it can be shown that if initially the system is in 
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the eigenstate p, its evolution can be approximately described by 
P t 
^ix, t) = ip (x,t) exp -i w (t')dt' . (7.1) 
P p 
The accumulation of phase is accounted for by the time integral of 
0) (t). “ p 
Adiabatic approximation is discussed in many texts on quantum 
mechanics, but the discussion is usually confined to the leading 
order approximation of the form (7.1) [51]. Methods to obtain 
higher order corrections can only be found in advanced texts [52]. 
Moreover, adiabatic approximation to second order differential 
equations in time (e.g. optical systems) is seldom discussed, and 
it is not apparent that expressions of the form (7.1) are the 
approximate solutions to these equations. 
This chapter is written to discuss the possibility of 
applying the adiabatic approximation to the wave equation with a 
slowly varying dielectric constant ;^(x,t), with the system opened 
at one end. Previously, it was thought that the QNM's of open 
systems are not complete, and continuous spectra are required for 
complete description of these systems. If this were true then it 
would be impossible to develop an adiabatic approximation scheme 
for any open system, since a continuous change in energy in the 
system is always allowed, no matter how slow a disturbance is 
applied. In this chapter, however, the adiabatic approximation 
scheme is formulated with a discrete set of QNM's, which have been 
shown to form a basis in the Hilbert space T. In this aspect our 
formalism is original. 
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We employ a method similar to that given by Holstein [52], 
where it is applied to the Schrodinger equation. The method can be 
outlined as follows. The evolution from time t to t is divided 
0 N 
into N (N — 00) infinitestimal intervals of duration At. In each 
interval, say from t^ to the system is evolved forward in 
time by applying the instantaneous Green's function at t^ (the 
Green's function as if the potential were fixed at t^), expressed 
in a series of instantaneous eigenfunctions. One is then required 
to evaluate the inner product of two eigenstates, one at t^ and 
the other at a slightly different time i.e., 
<(/» (t ) 0 (t )> = 5 + 0(At) . (7.2) 
j l+l k i jk 
The states are orthogonal up a correction term of 0(At). The 
zeroth order term 5 gives a propagation in time without inter-
mode transition, and finally leads to the leading order approxima-
tion (7.1). The correction term in (7.2) is proportional to At. 
Since there are N intervals in time, the correction terms of these 
intervals sum up to integrals representing corrections to (7.1). 
It can be shown that the expansion makes sense provided that 
(J) - w IT » 1, where T is the time scale over which the potential 
J k 
varies. The relation is the condition of validity of adiabatic 
approximation. 
However, a major difficulty is encountered when the method is 
applied to wave equation. Since the complete description of the 
system involves two functions 0 and 0, we must be sure that in 
evolving 0(x, t^) and t^) to t = both functions are found 
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correctly up to 0(At); otherwise the correction terms would be 
lost. In other words, we have to show that if the instantaneous 
Green's function is used to evolve the system by a step of At, the 
• H 
error on both 0 and <p must be of 0(At ), M ^ 2. The following 
section addresses the issue by showing that, the error involved in 
• 3 2 
0 and 0 are actually of 0(At ) and 0(At ) respectively. We then：-
proceed to evaluate an inner product similar to (7.2) by using the 
method of time-independent perturbation. An adiabatic expansion 
scheme is so obtained. Finally some numerical examples are given 
to verify the theory. 
7.2 The Effect of a Varying Refractive Index 
Consider a system governed by the wave equation 
2 2 
- + — ]iJjU,t) = 0 . (7.3) 
dx dt^ 
Here x is assumed to be a smooth function in time. Suppose at time 
t = t^, t^) = and the function t) satisfies the 
equation 
- - 4 + - 4 k ( x’t ) = 0 (7.4) 
dx at 
for t 之 to. Assuming that at t = t^, 0 = and ip = we are 
interested in the differences and i - i after a very small 
time interval T) = t - t . Clearly the wavefunction 中 for t > t 
0 0 0 
can be obtained by evolving the system with the instantaneous 
Green's function D at time t , i.e., 
0 0' 
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i/fo(x’t) = (f)o(x,y;t-toWy’ t。）+ Do(x’y;t-to)i>(y, to))dy , (7.5) 
where 
o2 o2 
- + ；^  (x) — D (x,y; t-t ) = 5(t-t )5(x-y) . (7.6) 
dx^ ° dt^ J ° 0 0 -
3 > • 2 
We are going to show that \p - ip^ ~ Oil) ) and i// - i/f^  ~ 0(7) ). Hence 
the error in evolving a state with the instantaneous Green's 
function is of 0(7]^), a condition required for our development of 
the adiabatic expansion scheme. 
For small T), 
；^(x, t) = + io(x)7) + ...’ (7.7) 
where = i(x, t^). Writing the difference between ip and (/>〇 as 
中V i.e., 
0(x, t) = 0o(x, t) + t) , (7.8) 
we can approximate (7.3) by 
- - 4 + - 4 - - i (x)(t-t ) - 4 ^ (x.t) (7.9) 
to 0(7)). The equation can be formally solved by using the instant-
antaneous Green's function D^. A particular solution takes the 
f orm 
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where ^^(y, s) = d ^^(v, s)/ds . The lower limit in the integral of 
s is set at t^ to make t = t^) = 0. Causality implies that 
the upper limit is t. The time derivative of 中！ is given by 
P t 「 
lA (x,t) 一 ds dy D (x, y; t-s)i (y) (s-t (y, s) ’ （7.11) 
1 0 0 --0 0 
0 
where y; t = 0) = 0 has been used. To find out the leading 
orders of ip^  and i/j^ , recall that for small t - s ^ 0, the Green's 
function can be approximated by (see Appendix B) 
Do(x’y;t-s)=臺 0(t-s-|I(x,y)|) i e(t-s-n^(x)|x-y|) (7.12) 
correct to 0(t)°) , where n^ = v ^ . The step function limits by 
causality the region of influence of the delta function impulse 
delivered at y. Higher order correction terms come from scattering 
(see Appendix B) by the non-uniformity of n^(x) and are proportion-
al to (t-s-n^(x) |x-y| e(t-s-n^(x) |x-yl), p i 1'. These correct-
ions are obviously of 0(7)^). The approximation (7.12) is made 
under the assumption that n。 is continuous in the small neighbor-
hood t-s ^ no(x)|x-y|. When n。has a discontinuity, (e.g. at the 
boundary x = a of the open cavity), there would be an additional 
step function representing a reflection from the discontinuity. 
However, the reader can readily see that this would not affect our 
subsequent argument. Taking D。 in the form (7.12) leads to 
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D (x,y;t-s) = - 5(t-s-n(x)|x-y|) . (7.13) 
0 2 
Equation (7.12) and (7.13) imply that the Green's function D^ 
contributes only when |x-y| ~ 0(7)), hence if high order terms are 
neglected s) and ；^^(y) can be approximated by ^^(x, t^) and_ 
；^o(x) respectively. Using the above expressions for D^ and D^, we 
obtain the leading order corrections 
i/r (x’t) 二 - i (t-t 尸 A hOiji (x,t ) ~ 0(7)3) , (7.14) 
1 3 0 0 0 0 
^ (x’t) = - (t-t n (x)i^ (x,t ) ~ 0(7)2) , (7.15) 
1 0 0 0 0 
which complete the proof. The time dependence of ij)^  and can be 
easily explained. In (7.10), causality limits the integral domain 
of y to |x-y I ~ 0(7)); the integral domain of s is t ^ s 2： t^, also 
of 0(7)); together with a factor s 一 0(7?) in the integrand they 
3 
combine to give ifj^  ~ 0(7) ). Straightforward differentiation then 
• 2 
leads to ~ 0(7) ). These orders of dependence are verified by a 
numerical example in the last section. 
7.3 Adlabatic expansion 
In this section a systematic approximation scheme is derived 
to solve the wave equation when ；^(x,t) is slowly varying in the 
cavity. Consider the open cavity evolving according to the wave 
equation (7.3) from time t^ to t, The boundary of the cavity is 
defined by a discontinuity of ；^  at x = a. Outside the cavity the 
outgoing plane wave condition is satisfied. By the completeness of 
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the instantaneous QSS’s, it is always possible to find a unique 
set of coefficients -I a (t) ^  such that the solution {<f>, 0) to the 
k 
wave equation for x ^ a can be written as 
‘0(x, t ) ) 广 f f J x’ t) 、 
= ) a (t) k . (7.16) 
0(x.t) L k -iw (t)f,(x,t) -
k ^ k k 
Our task is to find out the coefficients -{a (t) 
• k 
The evolution is divided into N time intervals of duration 
T) = (t - t^)/N. The time at the end of the mth interval is written 
as t = t + niT). The instantaneous quasi-stationary states (QSS) are 
m 0 
defined by the vectors -j (f (x, t )’-iw (t )f (x, t )) [- satisfying 
• k m k m k m • 
— f (x,t ) + wf(t W x , t )f (x’t〕= 0 (7.17) 
„ 2 k m k m m k m 
dx 
and the outgoing plane wave condition. The vectors are normalized 
according to the convention discussed in Section 2.2. The reader 
should not confuse the subscripts k and m, where k labels the mode 
numbers and m labels the number of time intervals. 
The discussion in the last section shows that we can use the 
instantaneous Green's function at t to evolve the system from t 
m m 
2 
to t , with an error of 0(7) ). The state vector at t is hence 
m+l m+1 
expressed in terms of the instantaneous QSS’ s at t . Next we use 
m 
the instantaneous Green's function at t to evolve the system to 
m+l 
t . The process is repeated until t = t . Consider the evolution 
m+2 ^ ^ N 
from t to t . B y superposition it is sufficient to solve the 
m+l m+2 
problem for one QSS. The state vector of the kth QSS 
157 
L 
( f (x, t ),-i0) (t )f ( x ’ t ) ) exp(-iw (t )t)) (7. 18) 
k m Ic m k m k m 
at t i s evolved with the instantaneous Green’s funct ion at 
ra+l 
t , , i . e . , 
m+l 
D (x.y.T,) = Y — f ( x , t i ) f , ( y , t ( 7 . 1 9 ) 
m+l / 2W 11 J j m+l J m+l 
J J m+l 
The subscript m+l emphasizes the instantaneous nature of the 
Green's function. The r e s u l t s of Chapter 5 (see ( 5 . 3 1 ) and ( 3 . 3 2 ) ) 
enable us to f i n d out the s t a t e vector at t as 
m+2 
厂 f ( x , t ) 
) + J m+l exp -ia> (t ) T r i w ( t ) T J ’ （7.20) 
/ jk f, 、 _ £ • ,‘ 、 j m+l k m — -10) (t )f ( x ’ t J � 
j V j m + l j m+l 
correct to 0(T)) , where 
(t ) 1 � a 
b(m’m + i)三 i 1 + ^ ； ) f ( y ’ t )f ( y . t )dy 
jk 2 0) (t ) 人•^’ m+l j m+l k m 
j m+l 
+ ^ . f ( a , t )f ( a ’ t ) . ( 7 . 2 1 ) 
2(J (t ) j ‘ m+l k m 
j m+l 
The s t a t e vectors ^ (f (x, t ), - iw (t )f (x, t )) s a t i s f y the 
J m+l j m+l j m+l • 
wave equation 
2 
f , ( x . t ) + i / u ) x U , t )f ( x . t ) = 0 . ( 7 .22) 
j tn+1 j m+l m+l j ra+l 
The q u a n t i t i e s -jb j^^ ' m + i) serve as pro jec t ion c o e f f i c i e n t s of the 
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kth QSS at t onto the QSS’ s at t . W e have to express them in 
m m+1 
terms of the quantities at t . O n comparing (7.17) with (7.22), 
m+1 
we realize that this can be achieved by the time-independent 
perturbation theory, because ；^(x,t ) differs from ； (^x’t ) only 
m+1 m 
by 0(7?). The QSS’ s at t are treated as the unperturbed basis, 
m+1 
while the kth QSS at t is treated as the perturbed state. To 
m 
0(7)), the perturbation is 
-iCx.t )v - A:(x.t ) - x(x,t ) . (7.23) 
m+1 m m+1 
Therefore the quantity -i(x,t ) plays the role of V in the time-
m+1 
independent perturbation theory. From the results of chapter 3 
(see (3.40)), it is straightfoward to show that 
b(m,m + i)= “ w (t ) + 0(772) , (7.24) 
jk jk jk m+1 
where 
V s … ⑴ (7.25) 
Ic • 
20, (S)(C0 ( S ) - 0) ( S ) ) X j k ( S ) , j 式 k ’ 
J k j 
and 
Xjs) = [ f (y.s)i(y,s)f (y.s) dy • (7.26) 
JK Jq J ^ 
The following derivation only requires b 二 ， b e found correct 
to 0(7)). Assume that initially (t^) the system is in the pth QSS. 
Evolving the system step by step from t^ to t^ = t yields 
、 
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‘0(X, t) f f (X, t) - T V 厂 
= j \ 5 + 7) W (tm) 
0 ( X , t ) -iO) (t)f (X’t) ^ V m - l V m - 1 
V ^ ' j j 乂 m=l j 
m 
X exp(-iw (t )7)) + 0(7)) , (7.27) 
j m 
m 
where j = p. The sums labelled by j are taken over all QSS's. The 
0 m 
equation looks quite complicated and requires a little explana-
tion. During the mth time interval the rate of change of amplitude 
of the j state due to coupling with the j state is proportion-
m m-1 
al to W . The exponential factors contribute complex phase 
m m-1 
changes in the time interval. The sum of j over all QSS's gives 
m 
the state vector of the system at t . This is then followed by 
another step of evolution, which further leads to changes in 
amplitudes of the states labeled by Repeating the process to 
t = t^ yields the product of m over the time intervals. The 0(7]) 
corrections in (7.20) and (7.24) have been neglected, because in 
the N steps of evolution they contribute an amount of OCNT)) 
~ 0(7)), which tends to zero in the limit TJ -> 0. The equation 
(7.27) is therefore exact in this limit. 
From (7.27) an approximation scheme can be obtained by taking 
the limit N oo (?) -> 0). First we see that through the Kronecker 
delta symbols the 0(7)°) terms do not contribute to any inter-mode 
transition. They sum up to an integral representing the leading . 
adiabatic approximation. Next we find that for each QSS j, there 
are N paths corresponding to the transition from the state p to j 
through a single scattering by the "potential" W^ ^ . Since the 
ra m-1 
scattering amplitudes are proportional to T J , the N paths sum up to 
160 
a finite limit representing the first correction to the leading 
adiabatic result. By the same token there are ^ N(N - 1) paths 
corresponding to a scattering from the state p to an intermediate 
state k, then from the state k to the final state j. Each path is 
of 0(7)2) and they sum up to the second correction. Higher order 
corrections can be written down as well. Mathematically, * 
0 ( x . t ) f ( X , t ) ] ( f ( X . t ) 
=a(。）（t) P + ) a i ) ( t ) j 
0(x.t) P -io) (t)f (x.t) L jp • -ic. (t)f (x,t)^ 
乂 r 乂 p p j j ^ J J 
Zf (x,t) ’ 
a⑵（t) j + . . .’ （7.28) 
JkP -io) (t)f (x,t) 
j, k V j j 
where 
t 
a(o)(t) = exp(-i w (s)ds) , (7.29) 
P 」t P 
0 
r t pt f t ' 
a⑴（t) = dt' exp(-i w (s)ds) W (t') exp(-i w ( s ) d s ) , 
Jp J / j jp Jt P 
Jt 0 0 
(7.30) 
t t〃 
r f t 
a⑵（t) = dt〃 dt' exp(-i w (s)ds) W (t") 
jkp J^ // J jk 
t t 0 0 
r r 
X exp(-i 0) (s)ds) W (t') exp(-i w (s)ds), (7.31) 
Jt/ k kp Jt P 
0 
up to the second corrections. 
There is actually a problem associated with the change in 
amplitude of the QSS p, the initial state of the system. Consider 




a⑴（t) = exp -i w (s)ds W (t')dt' . (7.32) 
PP J ^ P j PP 
0 t 0 
Since W = - X , so if the time-dependences of w and f are 
pp 4 pp p p 
neglected, then (7.32) implies that a(i) is proportional to the 
pp 
change in x in the time interval t^ to t. The accumulated change 
of X may not be small and this kind of dependence is certainly not 
adiabatic in nature. The expansion scheme makes sense only if the 
terms involving W are factorized out. This can be readily 
pp 
acheived by resumming the series (7.28). Diagrammatically, the 
leading order adiabatic approximation is a sum of all diagrams 
involving only the scattering by W , i.e., 
pp 
W W W 
PP pp pp 
+ o + o o + ... , (7. 33) 
P P p p p p 
(k) 
and the amplitude of the kth order is a . The first order 
P P . . . P 
contribution is given by (7.32). The second order coefficient is 
t t" t r 「 
a⑵（t) = exp -i 0) (s)ds dt" dt' W U " ) W (t') . (7.34) ppp J p pp .pp 
0 t t 0 0 
Since 
e(t"- t' ) + 0(t'- t") = 1 , (7.35) • 
multiplying both sides of (7.35) by W (t")W (t') and integrat-
pp pp 
ing t' and t〃 from t。 to t yields 
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r t t" / p t 
dt" dt' W (t")W ( t。 = - dt' W (t') , (7.36) 
pp pp 2 PP 
t t 、Jt 
0 0 0 
note that and t" are dummy varibles. Similar reduction holds 
for higher orders. For the gth order permutation of the q dummy 
varibles contributes a factor 1/q!, as a result, 
00 t ① t q 
y a(q) (t) = expC-if 0) (s)ds) V [ f dt' W (t') 
L P---P Jt p 乙 q! U t PP 
q = 0 0 q = 0 0 
f r t 
= e x p ds (-io) (s) + W (s)) . (7.37) 
U t p pp 
0 
Similary we can proceed to higher adiabatic orders. The first 
correction is a sum of all terms involving a single state transi-
tion (p — j),and all the integrals involving the diagonal elements 
W and Wjj sum up to complex phase factors similar to (7.37). 
Hence the expansion can be rewritten as 
=|3(。）（t) P + ) 13 ⑴（t) J + ••., 
0(x, t) P -ioj (t)f (x’t) ^ jP -iw (t)f (x, t) 
^ p p ^ J J 
(7.38) 
where 
|3(o)(t) = expf r ds i-io) is) + W (s)) , (7.39) 
P J^ P PP 
0 
- t 
⑴ 「 r t 
P⑴（t) = dt' exp ds (-iw (s) + W (s)) W, (t') 









up to the first correction. 
There are two complex phase factors associated with a 
propagation between any two vertices in the diagram. The first one 
J' -iWjds is due to the accumulation of phase in the course of 
evolution and is usually known as the dynamical phase factor; the 
other one 丁 W ds is due to the change in normalization of the j j •• 
instantaneous eigenstate j (note that the diagonal element W ” in 
(7.25) comes from the normalization covention of the QNM's in the 
time-independent perturbation theory). The latter phase factor 
resembles the well known Berry phase [51-56] in quantum mechanics. 
In particular, if the refractive index depends on time through a 
2 ~ 
single parameter ^(t), i.e., n (x, t) = t) = and ^ 
returns to its initial value €“。）at time t, then 
t a 「 t ~ 
ds W (s) = - dx ds f2(x’s) | | (X’口 = 0 , (7.41) 
PP 4 p o ^ d s 
t J 0 J t 0 0 
since the time-dependence of the QNM wavefunction f^ comes solely 
from the refractive index. In other words the "Berry phase" is 
zero if the adiabatic change is removed after some time. This is a 
well known property of the Berry phase in quantum mechanics. . 
However, if the potential of a quantum mechanical system depends 
on time through several parameters ^ (t), ^ (t), . . . ^  (t), then it 
1 2 M 
can be proved that the Berry phase may not be zero even after the 
adiabatic change is removed, but depends on the solid angle swept 
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out by a radial vector in the M dimensional ^ space [52-55]. This 
topological property differentiates the Berry phase with the usual 
dynamical phase, and provides an observable to be verified by 
experiments. Whether these features carry over to wave phenomena 
is an interesting issue, and we look forward to further investi-
gation in the future. ‘ 
We can use a simple time scale analysis to differentiate 
terms of various adiabatic orders. Let T be the typical time scale 
of X (i.e.W ~ CKT—i)). Consider a cyclic change in which x returns jp 
to its initial value at t ~ 0(T). In the coefficients 广 and 
p 
the time-dependences are dominated by the rapidly oscillat-
jp 
ing phases. If time-dependences of the slowly varying eigen-
functions and eigenvectors are neglected, then (for simplicity put 
t = 0) 0 
f \ 
13(0) (T) = exp -io) T + W T ’ 〔7.42) 
p p PP . 
hence the dynamical phase S -iw ds is of O(T^), while the "Berry 
p 
phase" J^  W ds is of 0(T°). Consider the coefficients 玲：” of the pp Jp 
first correction term: 
~ W exp(-ia) T + W T) 
Jp Jp J jj 
r T 
f N 
X dt' exp iiu) - 0) )t' - (W - W )t' 
j p jJ PP 
J 0 
exp(-10) T + W T) - exp(-iw T + W T) 
= W P ^ ^ ^ . (7.43) 
•^P i(w - w ) - (W - W ) 
J p J j pp 
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The dynamical phase and the "Berry phase" have the same time-
dependence as before. Since 
\ -1 -V - 1 
W - w ) - (W - W ) ~ i(w - w )T - (W. - W )T , 
jp [ j p jj pp j p JJ PP 
(7.44) 
and (W - W )T ~ 0(T°) for j ”，transitions to other QSS, s are jj pp 
supressed when 
- w IT 》1 • (7.45) 
j p •• 
which is the typical requirement of adiabatic approximation. 
Similar analysis applies to higher orders. Obviously, all the 
correction terms are proportional to T ^ (N is a positive integer), 
which tends to zero if the change is applied very slowly (i.e. 
T — 00). So strictly speaking, only the phase factor S W ds in the 
pp 
leading order coefficient |3广(7.42) resembles the well known 
Berry phase, since at the end of a cyclic change the resulting 
Berry phase should depend only on the "history" of the evolution 
and not depend on the rate of change. 
There is one major difference between the quantum case and 
our system. All the phase factors in our system, including the 
dynamical phase and the "Berry phase", are complex (complex Berry 
phase in non-Hermitian quantum systems has been discussed in paper 
[56]). They cause a change in oscillation phase as well as 
amplitude. Their effect is apparent in the numerical example shown 
in the following section. 
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7.4 Numerical Examples 
Here we give some numerical examples to verify the theory. 
The familiar model 
' n + n (t) , X < a 
n(x,t) = « ° 1 (7.46) 
1 , X > a 
\ 
(n^ is a constant) is used. The simple form of time-dependence 
n^(t) = t/T (7.47) 
is assumed. Equation (7.14) and (7.15) say that, in evolving the 
system with the instantaneous Green's function by a time interval 
3 . 
T), the error in the wavefunction is 中〜~ 0(7) ), and the error in 
its derivative is xf)^  ~ 0(7)^). We check the dependences by plotting 
log-log graphs of error versus t), where 7) is sufficiently small. 
The exact solution is found by the explicit numerical method 
discussed in Appendix D. Initially the system is assumed to be in 
the QSS jf (x, t = 0),-ia) (t = 0)f (x, t = 0) k so that the state p p p 
acquires a phase factor of exp(-iw (t = 0)T)) when evolved by the 
p 
instantaneous Green's function. We take n = 2 , x = 1, p = 5 and 
0 ^ 
plot and at X = 0.5, 1 (in units of a, the size of the open 
cavity). Fig.7.1-7.2 show the results. The slope of the graphs for 
中 1 and are found to be very close to 3 and 2 respectively, 
indicating that the proposed dependences are correct. 
Then we come to a test of the approximation scheme. The 
leading adiabatic result and the first correction (7.38)-(7.40) 
are checked by the explicit numerical method, with a refractive 
index varying according to (7.47). The coefficients and 
p .、 Jp 
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are found by numerical integrations, and the summations in the 
QSS's are truncated at |j| = 600. The system is initially = 0 ) 
in the QSS p = 5. We take 2, and make the variation to be very 
slow by taking X = 50 ( - w |T > 65). The wavefunction found by 
j p 
the two methods are compared at t = 20, when over 18 periods have 
been completed. At this time x = 5.76, when compared with ；^  = 4 at 
t = 0, we see that the change in x is not small (44%). 
Fig.7.3-7.5 show the results at t = 20. In Fig.7.3, the wave-
function 0 (x,t) = f (x,0) e—i⑴p(0)t is a solution obtained by 
const p 
ignoring the change in n, i.e., by putting n = n。is a constant. 
Re(0) is the exact wavefunction subject to the change in n, found 
by the numerical method, and 
C(。)（x,t) = a(。)（t)f (x.t) (7.48) 
p P 
is the leading adiabatic result without the "Berry phase" 
A p t 
exp ds W (s) (7.49) 
U o PP J 
(see (7.28)-(7.29)). We can see that although C(°) (7.45) is not a 
good approximation to the exact wavefunction, it is much closer to 
to the exact wavefunction <b than <f> • Fig. 7.4 shows the differ-
const 
ences Re(0 - $(o)) and Rei<p -《“）），where 
$(。)（x,t)=广)（t)f (x’t) (7.50) 
p p 
(see (7.39)) is the correct leading adiabatic result with the 
"Berry phase" included, and 
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c ⑴(x,t) = I3(。)(t)f (x.t) + Y a(/)(t)f,(x’t) (7.51) 
p p / . Jp j 
j外 
is the adiabatic result up to the first order without the "Berry 
phase" in the first order correction term (see (7.30). We can see 
that 广） i s a better approximation than $(。)• Fig. 7.5 shows the 
differences Re(0 - ⑴ ) a n d Re(0 - (^丄）），where 
$(i)(x,t)=广)(t)f (x.t) + y 日⑴(t)f (x,t) , (7.52) p p jp j 
is the correct adiabatic result up to the first order (7.38)-
(7.40), with the "Berry phase" included. We can see the tremendous 
difference contributed by the complex "Berry phase". It obviously 
indicates that the proposed expansion scheme (7.38)-(7.40) is 
correct. Fig. 7. 6 shows the magnitude of the first order transition 
coefficients 二 I at t = 20. They are much smaller than unity, 
and the two adjacent QNM's j = 4, 6 have the largest transition 
amplitudes, as expected. 
Up to the first order, the error of the expansion is found to 
be of 0(10" ). The exact wavefunction, is determined correct to 4 
significant figures. Since numerical integration can be easily 
done to high accuracy, the expansion scheme offers a fast and 
accurate way to describe the evolution of adiabatic open systems. • 
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Fig.7.1 Numerical verification of the time-dependence of the error 
in evolving the wavefunction by the instantaneous Green's function. 
The slope of the curves are very close to 3，indicating that is of 0 ( r i ). 
(a) X = 0.5, (b) X = 1. Curve (b) has been shifted down by a factor of 5 
for clarity. 
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Fig.7.2 Numerical verification of the time-dependence of vj/^ , the error 
in evolving the time derivative of the wavefunction by the instantaneous 
Green's function. The slope of the curves are very close to 2，indicating 
that is of 0( ”2) . (a) x = 0.5，（b) x = 1. Curve (b) has been shifted 
down by a factor of 5 for clarity. 
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Fig .7 .3 T h e w a v e f u n c t i o n s at t = 20 . (a) (b) Re((!;(°))，(c) Re((t)). 
小const is the solution obtained by putting n = n。. C(。）(7.48) is the leading 
adiabatic solution without the "Berry Phase". (|) is the exact solution. For 
(b) and (c), the refractive index is subject to the change n = n。+1 / T， 
Hq = 2 , 1 = 50. 
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Fig.7.4 The differences (a) Re(小-①仰)，（b) - C⑴)• is the exact solution. 
«>(o) (7.50) is the correct leading adiabatic solution, i；⑴(7.51) is the adiabatic 
solution up to first order without the "Berry Phase" in the first order correction 
term. The refractive index is subject to the change n = n。+1 / T，PIq = 2, T = 50. 
t = 20. 
n3 
( X 1 0 - 5 ) 
1.5 
f -0.5 — ^ ^ ^ ^ \ 
5 I • ' ' ' I I I ' ' I I ' I I I • ' I I——I——I—I——I——I—— 
• 0.0 0.2 0.4 0.6 0.8 1.0 
X 
Fig.7.5 The differences (a) Re((t)-①⑴)，（b) Re((t)-(；⑴).伞 is the exact solution. 
(7.52) is the correct adiabatic solution up to first order.(；⑴(7.51) is the 
adiabatic solution up to first order without the "Berry Phase" in the first order 
correction term. The refractive index is subject to the change n = nQ + t / x , 
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Fig.7.6 The absolute magnitude of the first order transition coefficients 
Pjp(i)，p = 5. The refractive index is subject to the change n = nQ + t / x . 
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8 GENERALIZATION OF THE FORMALISM 
8.1 Introduction 
The previous discussions on completeness of QNM's and 
evolution of the system is limited in validity to the case 
p(x) = 1 . X > a . (8. 1) 
With this assumption applied to the wave equation in one dimension, 
the outgoing wave condition of QNM takes the particular form 
f;(x) = iWjfj(x) , X 2： a , (8.2) 
so that fje-i"jt « ^丄⑴/父一七）is an outgoing plane wave outside the 
cavity. For a solution <p{x, t) which is not monochromatic, the 
I 
statement is recast to 
(t>' (x, t) = - 0(x, t) , X ^ a , (8.3) 
where 0, = a<t>/dx and 0 = 90/91. The outgoing plane wave condition 
is assumed to be satisfied by the QNM, s, the Green's function D 
and the functions (p, v specifying the initial condition of the 
system. Based on this assumption we have been able to obtain many 
important results, including the modified method of projection, 
uniqueness of representation in the r space, and a complete 
description of the system's evolution by using QNM's. However, 
numerous evidences suggest that the formalism can be generalized 
beyond the situation in (8.1) by defining the outgoing wave 
s 
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condition in a different way. In the earlier paper the 
outgoing wave condition of QNM is not defined by (8.2), but by the 
more general relation 
f;(x) • iWjfj(x) , as X 00 , (8.4) 
where it is assumed that p(x) — constant as x -> oo. In other words 
we only require that f」are outgoing wave solutions to the wave 
equation, and do not require that they are plane waves outside the 
cavity. Under some conditions (to be discussed later), the proof 
of completeness of QNM,s can still go through, but the orthogonal 
relation 
r R 
- p(x)f (x)f (x) dx + — f (R)f (R) = 5, (8.5) 
2 j m 2W j m jm 
J 0 j 
for R > a is not valid because the outgoing plane wave condition 
has been used in its derivation. The method of time-independent 
perturbation is developed in II by using the Green's function, 
without making use of f , e^'^j^ for x 2： a and the orthogonal 
relation. At this particular point the formalism developed in II 
are more general than that given in Chapter 3.. One is tempted to 
ask if it is possible to generalize the previous work relying on 
(8.4). The dynamical point of view also suggests that the 
generalization is neccessary. It is well known that each QNM . 
.. - - i w t. 
evolves as an eigenf unction of the wave equation (i. e. i ^ e j J’ 
but to prove the statement by using the QNM representation of the 
Ipaper I and II refer to Ref. [45] and [46】respectively. ,’ 
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Green's function is not trivial if (8.2) does not hold, because 
the QNM representation of D(x,y;t) cannot be used together with 
the orthogonal relation (8.5), which holds only for the case of 
plane wave^. Clearly this implies the existence of a more general 
expression of orthogonality which serves to ensure the uniqueness 
of QNM representation in describing the evolution. Another closely 
related problem is to find out the condition under which evolution 
of the system can be described by a superposition of QNM's. The 
solution defines the corresponding modification of the outgoing 
wave condition imposed on the initial conditions. 
The generalization not only applies to the one-dimensional 
wave equation with non-uniform p outside the cavity, but also to 
the more important case in which the QNM's satisfy 
+ - _ ) If / r ) = 0 (8.6) 
and the outgoing wave condition (8.4). This is the radial equation 
resulting from the well known separation of variables of the wave 
equation in three dimensions. Here j and i are the radial and 
angular momentum mode indices respectively. The scalar equation 
can be used to describe the TE modes of em waves for problems 
possessing spherical symmetry. In this case the transverse 
electric field inside the cavity is expanded as 
2 
Orthogonal relation in the general case can be alternatively defined 
by analytic continuation in the complex x plane (see paper I). But 
this cannot be used together with the QNM representation of D. 
178 
t(r) = ) Cj总 , (8.7) 
J总 
where Y„ are spherical harmonics and t is (up to a factor of h) 
cm 一 
the orbital angular momentum operator of quantum mechanics. The 
formalism is very useful in describing the morphology-dependent 
resonances in dielectric microdroplets [8-19]. Therefore, the 
generalization is a very important step in understanding the 
physics of three-dimensional leaky optical systems. 
However, it should be pointed out that the proof of complete-
ness of QNM's for these systems is non-trivial. The reason is that 
the refractive indices (or the effective centrifugal potential 
iU+l)/r^) are long range functions of distance. Consequently, 
analytic continuation of the real frequency WKB method to the 
complex w plane may not be valid. Fortunately, it can be shown 
that^ in two cases the QNM's are complete. One is systems with 
refractive index decay faster than any exponential factor outside 
the cavity, another one is the radial equations describing TE (see 
(8.6)) and TM modes of em waves, in systems with uniform 
refractive index outside the cavity. We shall not go through the 
details of the proof here, and in the subsequent derivation it 
will be assumed that the QNM's under consideration form a complete 
set, and that analytic continuation of the WKB method to the . 
complex u) plane is valid. 
In the following discussion we shall first derive a general 
3 
p. T. Leung, private communication. ,、 
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orthogonal relation. Then the method of projection is derived from 
a dynamical point of view. This is very similar to the approach in 
Chapter 5. The strategy is to evolve the system by using the QNM 
representation of the Green's function, and take the limit t — 0+ 
to obtain the projection formula. This is followed by a proof of 
uniform convergence in t 0+. Then the conditions for uniqueness 
of representation are discussed. Finally we attempt to generalize 
the standard calculations in this framework. 
8.2 Generalization of the Orthogonal Relation 
The derivation is very similar to that given in Section 2.7.1. 
Start with the usual manipulations of the wave equation (2.58) 
「 R 
(w^- w;) /o(x)f (Wj, x)g(w, X) dx 
J 0 
二 g(a)’x)f'(oyx) - f(a)j,x〕g'(w,x)丨二 （ 8 . 8 ) 
where f and g are the regular and the outgoing wave solution to 
the wave equation respectively. The regular condition requires 
that f(w,x = 0) = 0. The outgoing wave condition, satisfied by 
g(ct), x) (also for f (w^, x)) is now modified to 
g'(w,x) ia)g(cc),x) , as X 00 , (8.9) 
where it is assumed that p(x) -> 1 as x oo. Now g is a plane wave 
only as x -> oo, so the relation does not hold for finite x. 
Differentiating (8.8) with respect to w and taking w = leads to 
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「 R 
20)」p(x)f(。j’x)g〜x) dx = 丨 碧 f'- f 差 
J 0 
- ' g ( g f ' - f g ' ) _ [ g | ^ - g ' i ) ) x = 。 . （8.1。） 
V •‘ 
J _ 
Since both g(cj, x) and f (w^, x) are not plane wave solutions, the 
first term on the right hand side of (8.10) is no longer equal to 
-if (Wj, R)g(Wj, R). As discussed in Section -2.7.1, the last two 
terms on the right hand side of (8.10) vanish, and by definition 
gf -fg' is equal to W(w), so one obtains 
「 R 
20) p(x)f(a) ,x)g(w ’x) dx = f f „ - )• (8.11) 
J ^ J j do) 30) x=R du) j 
J 0 Ct)=Ct) 
J I 
Since f (w^, x) « gCw^, x), we may write gCw^, x) = f (w」’ x)/B(Wj) and 
adopt the normalization convention 
- 1 / 2 
。 ,、 _ " 、f BCo)) aW(cj) (Q 1。、 
f (X) = f(o) X) - — ’ （8.12) 
j 
which transforms (8.11) to 
r R 




f'- f 丝’ 
n 、 du) du 1 /i、 




defines the diagonal elements of the surface matrix S . Putting 
jm 




p(x)f (x)f (X) dx = S (R) , j 关 m , (8.15) 
j m jm 
JQ 
where 
f f - f f 
S (R) = - — ^ — — ( 8 . 1 6 ) 
jm 2 2 
0) - U) x=R 
j m 
defines the off-diagonal elements of the surface matrix. The 
definitions allow the orthogonal relation to be written in the 
convenient form . 
「 R 
p(x)f (x)f (x) dx - S (R) = 5 . (8.17) 
j m jm jm 
0 
This takes the same form as the orthogonal relation derived in 
Section 2.7.1, except that the definition of the surface matrix 
has been modified. It is not difficult to show the surface matrix 
reduces to its former definition if f « e!抓(also for g) outside 
the cavity. Note that we have not used condition (8.9) in the 
definition of orthogonality, but the condition is essential in the 
following development. 
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8.3 Evolution with the Outgoing Wave Condition 
In chapter 5, we have shown that evolution of the system can 
be described by a superposition of QNM’s only if initially there 
are only outgoing plane waves outside the cavity. Here the concept 
is generalized. For a system with p(x) — 1 (a constant in general) 
as X 00, the outgoing wave condition is defined to be satisfied 
if for X ^ a the initial condition (p and v can be written as 
superpositions of outgoing wave solutions, i.e., 
识（X) = y C g(n ’x) , (8.18) 
Lt m m 
m 
u ( x ) = y C ( " i n g{Q ’ X ) ) , ( 8 . 1 9 ) 
L^  m m m 
m 
where C are constants, Q are arbitrary complex frequencies. For 
m m , 
X < a, (f and i; can be arbitrary, but (p, its spatial derivative (p' 
and V are required to be continuous at x = a, the boundary of the 
cavity. For simplicity, consider the special case where (p and v 
are monochromatic, and without loss of generality we can take 
^(x) = g(n,x), i;(x) = x) for X ^ a. The wavefunction 0(x, t) 
at a later time t is given by 
r r u 
1 ""ict)t 〜 〜 
t) = — dw e dy p(y) -iwD(x,y;a))<p(y) + D(x’y; w)i;(y) 
\ J 
r r u 
1 ""icjt 〜 I 
=— du) e -i((J + n) dy p(y)D(x,y; a))g(n, y) . (8.20) 
JQ 
where the Green's function D(x,y;t) has been expressed in "terms of 
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its Fourier transform D(x,y; OJ), and U is an arbitrary position 
greater than Z, for all x ^ a, recalling that Y(x, t) and Z(x, t) 
are defined as (see (5.14)， （5.15)) 
I(x’a) + I(a,Y) = t , (8.21) 
I(a,Z) - I(x’a) = t . (8.22) 
For y > Y, D(x,y;t) vanishes, and for y < Z, D(x,y;t) can be 
written in terms of QNM's (Fig.8. 1). Here U > Z 2： Y is chosen to 
ensure that the whole range of y that is causally related to x has 
been included. Divide the spatial integral in (8.20) into two 
parts, one for y e [0, Z~) and the other for y e (Z~,U]. First 
consider y e (Z~,U]. For y > a ^ x both D and g satisfy the wave 
equation, and it is straightforward to show that 
「 u 
+ Q) dy p(y)D(x,y,w)g(n,y) = T(x,U;a;) - T(x,Z~;w) , (8.23) 
Jz一 
where 
g⑴’ y)芸(x’y;。）- 5(x’y;…裴(n’y) 
T(x.y;aj)三 ^ ^ • (8.24) 
i{o) - Q) 
We assume that Z~ > a. This is always possible, because (8.22) 
shows that Z > a for x ：^  a, as long as t > 0. Since D is given by 
D(x.y;a;) = f (。’x)g(— , (8.25) 
W(a>) 
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l(x,Y) 2 l (x ,a ) -^ -
= t 
Fig.8.1 Conditions for closing the contour. For x<a, 
the solid line indicates the range of y where the 
Green's function D is zero, and the dashed line 
indicates the range of y where D can be written 




Fig.8.2 The semi-circular paths Ci and CJn 
the complex (co) plane. On Ci，Im(co) > 0，On 
C2 lm((D) < 0. The dots represent the QNM 
frequencies. On the large circle 
tU 
- f U ^ g(n,y) IfCcj.y) - g(。,y) |§(n,y) = 0 , (8.26) 
for W(n) 0, or n is not equal to any of the QNM frequencies. For 
the time being assume it to be true, later on we shall discuss the 
modification for the case W(n) = 0. Under this assumption T is not 
singular at w = n, and this point does not contribute to any 
contour integral of w. Moreover, the asymptopic behaviour of T in 
the limit of large is the same as D, since 0(T) 二 3D/3y -〜 
0(D) for large a)|. If the contour is closed in the upper half 
plane (Fig.8.2), the inverse transform of T(x,U;w) is found to be 
— [ d u > e—iot T(x’U;w) = J L 「 d w e-i。t T(X’U;。）= 0 . (8.27) 
271 J 2n J^ 
1 ‘ 
This is because D(x,U;w) vanishes on the large semicircle C^ for 
U > Y, implying that T(x,U;w) also vanishes on C^. The inverse 
transform of T(x,Z~; w) can be performed by closing the contour in 
the lower half plane. Since D(x,Z';w) and hence T(x,Z~;a)) vanishes 
on the large semicircle C for Z" < Z, closure of the contour is 
permitted. In this way all residues at the QNM frequencies are 
picked up, giving 
1「…、 - i w t T, 7 - 、 • M 、 - i w t i f gf'j - f jg' 
- — d w e T(x,Z ；w) = ) f (x)e j — ’ 
2兀 J ~ J 20；」L 厂 n) Jy=z-
(8.28) 
where the QMN expression for the residue of D has been used, i.e., 
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Res(D(x,y;a>), w = q ) = - f (x)f (y) , (8.29) 
j j j 
〜 
which can be readily obtained from the expression of D (8.25) and 
the normalization convention (8.13). Contribution from the integral 
range y € (Z~, U] is given by (8.28). For the integral range 
y e [0, Z ), D can always be written in terms of QNM's by the 
familiar expression 
D(x,y;t) = i Y — f (x)f,(y)e-i、t (8.30) 
2 乙 Wj j j 
Putting all these into (8.20), we obtain the important result 
<f>ix,t) = [ aj(Z-)fj(x)e-i、t , (8.31) ‘ 
J 
where 
「 z r gf' - f g ,、 
a,(Z") = ^ pf 0) + I； dy + ^ ^ — — ^ ~ ~ . (8.32) 
J 2 J U) 20) . F … -
JQ j j n ) ) y = Z 
Since both f^ and g satisfy the wave equation, an integration by 
parts leads to 
1 r z i . gf； - f,g'、y=z-
1 p f . + - J - i j dy = - i ^ . ( 8 . 3 3 ) 
2 j U) 】 20) . , … 
Jy J J n) 乂 y=V 
for arbitrary V ^ a. Together with the expression of a^(Z"), this 
implies 
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aj(V) = a^CZ") , (8.34) 
The most natural choice of V is a, the size of the cavity, so the 
argument of a^ may be skipped and a^ will in future refer to 
a^Ca). Explicitly, a」 can be written as 
「 a 广 gf' - f 飞 
a = - pf m + — y dy + — • (8.35) 
j 2 ^ j ^ W ^ 20) • f … J J、 j j V 1(0) — fl) 乂 y=a 
0 j 
Recall that (p = g, u 二 一ifig for x ^ a. Since -{a^  }• are independent 
of both X and t, we have succeeded in expressing 0(x,t) as a 
superposition of QNM's. 
The last term in the expression of a』（8.35) is a generalized 
surface term. It reduces to the familiar expression if^(a)(p(a)/2w^ 
(2.39) when the outgoing plane wave condition f;(a) = iw^f^ (a) • 
(also for <p) is satisfied. 
In deriving the result it is assumed that Q is different from 
any of the QNM frequency (W(n) ^ 0), and this assumption yields a 
particular form of surface term. When Q is equal to one of the QNM 
frequency, say w , W(Q = w ) = 0 and the surface terms takes a 
m m 
different form for j = m. For simplicity we may take <p = f , 
m 
V = "io) f f o r X 2： a , a n d n o w T i s g i v e n b y 
m m 
rsj 
f (y)|5(x.y;a)) - D(x.y;o))3 (y) 
T ( x , y ; … 三 - ^ ^ — — . (8.36) 
i (cj - 0)) 
m 
In terms of the matrix element S defined before, the "residue of 
mm 
T at w = ct) can be written as 
m 
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f (w ’x) , 
f (y)-^(a) , y ) -寻 (。 . y ) f ' ( y ) = if (x)S ( y ) . 
idW[u )/dU 卜 彻 a w m m J m mm 
m 
(8.37) 
In arriving at the last expression we have interchanged the normal-
ization of f(w ,x) and f (y). At w = w , j ^^  m, the residue of_T 
m m j 
is given by 
‘ f f - f f ] 
if ( X ) - — — ^ = J _ (a, + 0) )f (x)S (y) , (8.38) 
j 20) W - W 2 W j m • j jm 
j j m j 
V y 
〜 
where we have used the QNM expression for the residue of D and the 
definition of S . With these expressions a QNM representation of 
jm 
0(x,t) can be worked out in a similar way, but the coefficients a^ 
are now given by 
P a 
f > 
a = - pf (p + — V dy - — (w + 0) )S (a) . (8.39) 
J 2 r j r 0) ^ 2U) j m jm 
j J 
Jo J J 
Note that the orthogonal relation has been used to prove that 
a^CV) is independent of V. The projection formula (8.39) has an 
important implication. In particular when (p = f , v = -io) f over 
m m m 
all space (0 < x < oo), the coefficients a^ obviously reduces to 
6 by the orthogonal relation, and hence 0(x, t) = f (x)e 
jm m 
explicitly displaying the fact that each QNM evolve as an eigen-
function of the system by using the Green's function. 
In general (p and v are not monochromatic, but provided that 
they satisfy the modified outgoing wave condition, they can always 
be written as 
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(pix) = y C g(n ’x) + y K f (X) ’ (8.40) 
r L m m u m m 
m m 
vix) = y C (-in g(n ,x)) + y K (-iw f (x))， (8.41) 
Li m m m Lt m m m 
m m 
for X 2： a. where C and K are constants, Q are arbitrary 
m m m 
frequencies such that 本 w」for all m, j. In this way outgoing 
waves with QNM frequencies are separated from those with other 
frequencies. All previous treatments can be readily generalized, 
for according to the linear manipulations, each frequency 
component contributes a separate surface term to a」， leading to 
1 r \ r i i V r g m f ; -
V 2 pf J ^ - — ^ dy . — ) C^ — — 
“‘ J、 j j ^ i(a) - n ) ^y=a 
0 m j m 
- — V K (O) + 0) )S (a) . (8.42) 
2 0 ) 乙 m j m jm 
m 
where for simplicity g(n ,y) is written as g . This is the most 
m m 
general expression for a』. By going through a similar analysis or 
a direct differentiation of (8.31), the time derivative 0 can also 
be expressed as a sum over -iw^f^ with the same set of expansion 
coefficients. Hence for x ：£ a, 
0(x,t) = [ a,j(x) , (8.43) 
j 
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• \ — 1 /J t 
0(x’t) =〉aj(-iWjfj(x)) e j , (8.44) 
j 
which are very similar to the result obtained in Section 5.3.1, 
except that a^ are defined differently. Moreover, by using similar 
method as in Section 5.3.2, we can prove that the QNM expressions 
(8.43) and (8.44) are valid for x > a after a time I (a,x), which 
is just the minimum time required for waves initially inside the 
cavity to reach x. 
The expression of a^ found here differs from that in the case 
of outgoing plane wave by an important feature, namely, the 
structure of the surface term. In the new expressions information 
about the frequencies of the outgoing waves solutions and their 
corresponding amplitudes is contained in the surface term, whereas 
such information is not present for the case of plane wave. This 
implies that in the general case only specifying the functions (p 
and V for x ：^  a is not sufficient for determining evolution inside 
the cavity, even if the wave outside the cavity is a superposition 
of outgoing wave solutions. Information about initial condition 
outside the cavity is required, and this is contained in -j a ^ I n 
other words, influence from the outside on the cavity is accounted 
for by choosing the appropriate -{a^  [-. This in turn implies that 
information about the frequencies and amplitudes of the outgoing 
wave components plays an important role to ensure the uniqueness 
of -ja^ }-. This will be further discussed in Section 8.5. 
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8.4 Uniform Convergence of the Series Representations 
In the limit of t 0+, 0, 0 in (8.43) and (8.44) reduce to <p 
and I； respectively. When compared with the case of outgoing plane 
wave, we may also expect that these series converge uniformly as 
t — 0+, so that 
<p(x) = (pS(x) = ^ ajfj(x) ’ (8.45) 
j 
vU) = v^ix) = [ aj(-iw,j(x)) , (8.46) 
j 
for X ^ a. The expressions can be proved from a time-independent 
point of view. However, the following proof is quite involved. 
This section may be skipped if the reader is willing to accept 
that the expansions (8.45) and (8.46) are correct for x a. 
We resort to expressions (8.35) and (8.39) for a . Since the 
structure of the surface term is rather complicated, we consider 
the two cases separately： (a) (p{x) = g(n,x), u(x) = -iflgCQ.x), 
X 2： a, n ^ 0) , for all j. (b) <p(x) = f (x), u(x) = -iw f (x), 
j m m m 
X ^ a. Note that <p，v for x < a can be arbitrary, provided that <p’ 
(p' and V is continuous at x = a. 
Consider case (a). The coefficients a」 are given by (8.35). 
To prove that (p® = <p, first consider x < a strictly. When a』 are 
substituted into the first term in the expression of a」 sum up 
to 
p a ， 
dy (p(y) ^ fj(x)fj(y) = <p(x) (8.47) 
j 
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by the completeness relation (2.30). The second term gives a sum 
广 a ， 
dy v(y)p(y) ^ ^ f^(x)f^(y) = 0 (8.48) 
JQ j ^ 
by the causal initial condition of D (see (2.34) and Appendix B)_. 
The third term in a」 gives a sum over the product of f^(x) and the 
surface term, i.e., 
, gf； -
) f (x) — ~“^ ^― , (8.49) 
/ j 20) • f … 
^ j - n ) 乂 y=a 
which is equal to the inverse transform of - T(x,a;w) at t = 0. 
The inverse transform is achieved by closing the contour in the 
lower half plane, thus picking up all the residues at the QNM 
frequencies. But since both D(x,a;w) and T(x,a;w) vanish on C^ 
(X < a, so X and a are not causally related at t = 0), the inverse 
transform can be performed by closing up the contour, and by 
analyticity of T(x,a；w) on the upper half plane (the residue at 
w = n does not contribute), one can conclude that (8.49) vanishes, 
so the result = (p for x < a follows. To prove that the series 
is continuous at x = a, it is sufficient to prove that (pia*)= 
(pia). At X = a+’ y = a, the QNM representation of delta function 
is not valid, and the first sum (8.47) is no longer equal to (p(a). 
Also the sum (8.49) does not vanish. One must resort to the 
results of Appendix B, which say that 
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广 n n 
1 \ J L f (a+G)f ( y ) - — — — e ( y - (a - 一 e)) ’ （8.50) 
2 乙 、 J J n - n n-
j - + 
广 1 〜 
1 \ f (a+G)f (y) = 5(y - (a - — e)) , (8.51) 
2 L J J n (n - n ) 
j - - -
for y ：£ a, e — 0+. They are only straightforward generalizations 
of (B.40) and (B.42), correct to 0(e°). Hence the first sum gives 
「 a f n 
dy p(y)(p(y) - ) f (a+e)f (y) = g(Q,a) + 0 ( e ) , 
2 L j J n - n 
JQ j ^ - + 
(8.52) 
and the second sum is 
p a ， 
dy p(y)u(y) I fj(a+e)fj(y) ~ 0(e) . (8.53) 
JQ j ^ ‘ 
Evaluation of the last sum is a complicated task. It is equal to 
y f (a+e) — — 1 = i V Res(T(a+e.a;cj),w=w ) ’ (8.54) 
L J Q) ^ 」 
as proved in the last section. Moreover, the residue of T(a+e,a;a)) 
at w = n is no longer equal to zero, because D is now given by 
5(x’y;。）= g(。’x)fU)’y) (8.55) 
W ( w ) 
for y = a < x = a + G , and this leads to 
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i Res(T(a+e:,a;…，a)=n) = - i i ^ k ^ [ g ( n . y ) - f ( o ) . ( n . y ) ] 
则 L y V n 
= - g(n,A) + 0(G) , (8.56) 
where the last equality follows from the definition of W. The sum 
of residues of iT is equal to a contour integral of T over a large 
circular path of radius — oo in the CJ plane (Fig. 8 . 2 ) : 
li () dw T(a+e,a;a)) = i ) Res(T(a+e, a; w), w ) + iRes(Ka+e, a; w ) , n ) . 
271 乙 J 
J C + C j 
1 2 , 
(8.57) 
It is shown in Appendix E that the integral can be evaluated by 
using WKB method. In the limit of small e, 
r _ n 
li () do) T ( a + e . a ; w ) = — — — g ( N . a ) + 0(E) . (8.58) 
271 „ 
n - n 
‘‘c +c + 
1 2 
Putting all these together ((8.54)’ （8.56)-(8.58))’ one obtains 
_ / g f - f g S - n 
y f (x) -i ^ ^ ― = — — — g ( n , a ) + 0(e) . (8.59) 
L 、 i(w - n) n - n 
j J - + 
Adding up the contributions from the three sums gives = 
(p{a) + 0(e), so the required result follows. To prove that v^ = v 
for X ^ a, notice that 
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1「 a f “ gf'j - f / 
-io) a = - pf -iw (p + V dy + - . (8.60) 
J J 2 j 2 I - n ) >'y=a 
''o j 
With = pfj, the first term can be integrated by parts twice 
as -
- ^ J = ^ J a dy = ^ 卜 f ; - f / ) + I ' f , dy 
z j J q J j •'o j 、 J 0 
_ X gf' - f , 「 a 
= _ i 1 - J L _ _ J J _ + -i- f cp" dy . (8.61) 
H ^ Jl i …广 n) Jy=a 2⑴ j J。 J 
So - i⑴ r e d u c e s to 
P a g f _ f 、 
-io) a = i pfiv + - ^ " I d y + (-in) ^ ^ ” ^ . (8.62) 
J J 2 "八 W J i(a) - Q) ^y=a 
Jq J 
The structure of this expression is very similar to a , here u and 
(p" take the positions of <p and v in the expression (8.35) of a」. 
With _ing(n,a) = t)(a), one can repeat the above derivation to show 
that v^ = V for X a. Hence the proof is completed. 
Consider case (b), where the outgoing wave solution has a 
frequency coincides with one QNM, say Q = The coefficients a] 
are given by (8.39). For x < a strictly, the surface term does not 
contribute to lA as can be readily proved by closing up the 
contour to inverse the transform of T. Exactly the same argument 
as before can be used to show that (p^ = <p. To prove that 
(pS(a+) = (p(a), previous derivation still applies, except that the 
structure of the surface term must be reexamined. The surface term 
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contributes to (p^  when y = a, x = a+e, e — 0+. With T and W given 
by (8.36) and (8.55) respectively, the residue of T(a+e,a;w) at 
(j) = u) is equal to 
m 
iRes(T(a+e,a;w)’w=w ) = - f (a+e) 
m m 
g(u) ,y)^\o>,y)-芸(a),y)g'(a) ’y) 
X ~ ~ ~ ~ ^ ？^ . (8.63) 
aw(w)/5cj y=a 
m 
Note that the normalization of g(w ’x = a+e) and f (y = a) has 
m m 
been interchanged. Writing the numerator as 
^ du dO) ^ y=a du) ^ ^ y=a do) du) y=a 
Cc)=Ct) 
m m m 
(8.64) 
we notice that the first term on the right hand side of (8.64) is 
aw(a) = u) )/do), and the second term is S (a) x dW(o) = O) )/d(j. So 
m mm m 
i Res(T(a+e,a;w),a) ) = - f (a)(l + S (a)) + 0(e) • (8.65) 
m m mm 
While at 0) = cjy j ^ m, 
i Res(T(a+e,a;w)’w ) = - f (a) — (w + w )S (a) + 0(e)， （8.66) 
j J j m jm 
similar to (8.38). The sum of residues of i T(a+e,a;w) is equal to 
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—()dcj T(a+e, a;a)) = i ) Res (T(a+e, a; w), w ) . (8. 67) 
27r L j 
As mentioned before, the value of the contour integral is found to 
be -f (a)n/(n -n ) + 0(e). With the expressions for the residues, 
m - + 
one obtains 
厂 -n 
- J - \ f (a)(w + w )S (a) = — f (a) + 0(e) . (8.68) 
L J J ™ Jm n - n + 、 
When this is combined with (8.52) and (8.53) for the first two 
sums, the equality <p®(a+e) = <p(a) + 0(e) follows. Then we come to 
the proof of = <p. Now 
r a 
f N 
-icj a = - pf -iw ^ + u dy + - (o) + 0) )S (a) . (8.69) 
J j 2 ^ y J 7 2 j m jm 
JQ 
With V - -Wj pfy integrating by parts twice leads to 
-丄 w「％ f ydy = 丄 「 d y = — ff f'-f f'l + ：；^  f f ,<P"dy 
2 M 。 P / y 20)」Jo J 2 0 )山 : 1 J 2⑴」J。J 
0) N p a 
= - i 1 - — (O) + 0) )S (a) + — f (p"dy , (8.70) 
21 J J m Jm 2a)j J。 j 
where <pia) = f (a), (p(a) = f'(a). As a result, 
m m 
广a 
. f i ) 1 
-io) a = i pf V + — (p" dy - (-iw ) — (w + co )S (a) . (8.71) 
j J 2 i[ 、 J m 20)^ J m jm 
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As before, one can prove that v^ = v for x ：^  a. All the proofs can 
be generalized to multi-frequencies. 
In conclusion, (p and v for x ^ a can be expressed in terms of 
QNM's if 识（a), (a) and u(a) match with a superposition of 
outgoing wave solutions outside the cavity. The frequencies of 
these solutions can be arbitrary. It is not difficult to see that 
all the results reduce to those obtained in Chapter 2 when the 
outgoing plane wave condition is satisfied. 
8.5 Uniqueness of Representation 
For the case of outgoing plane wave, <p and v are required to 
satisfy the boundary condition = a)/dx = - t)(a). Under this 
condition 0(x, t) for x ^ a can be written in terms of QNM's. One 
might be tempted to construct similar condition for the general 
case. It turns out that this is not possible, because information 
inside the cavity alone is not sufficient to determine whether (p, 
(p' and V match with a superposition of outgoing wave solutions for 
X > a. Even if this is true, amplitudes and frequencies of the 
outgoing wave solutions cannot be determined from ^(a), <p' (a) and 
u(a). In other words, there exists many combinations of outgoing 
wave solutions with different frequencies and amplitudes which can 
match with a given set of 炉（a), (p' (a) and i;(a), and without 
specifying a particular combination one cannot contruct the 
projection coefficients to describe the evolution of the system. 
This in turn implies that, beside = (p and u^ = v for x a’ 
some additional relations are required to ensure the uniqueness of 
representation. We propose that a』are unique if they serve as 
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projection coefficients for <p and u in x ：^  a, according to (8.45) 
and (8.46) respectively, and in addition they must satisfy 
厂 ， 厂 .g f - f g'. 
1 ) a (0)+ a; )S (a) = - i y C 
2 乙 J q j jq 2 ^ - I Kco - n ) iy=a 
j m q m 
+ - ) K (o) + w )S (a) , for all q. (8.72) 
2 m q m qm 
m 
when <p and v match with outgoing wave solutions in the form of 
(8.40) and (8.41). We have written g(Q ,y) as g for simplicity. 
m m 
Note that (8.72) represents a family of equations labeled by the 
index q. Therefore the coefficients a^ play three roles. They 
serve as projection coefficients for (p, v in x ^ a, and for the 
surface terms at x = a. To prove the uniqueness of -{a^  suppose 
there exists a different set of coefficients satisfying the 
same conditions, hence 
Z ( a , bj)fj(x) = 0 , X a , (8.73) 
j 
y -io) (a - b )f (x) = 0 , X a , (8.74) 
r i j J J J 
J 
Z(a - b )(w + w )S (a) = 0 , for all m, (8.75) 
j J m j jm 
j 
which imply that 
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广a 
) ( a - b )(a> + 0) )| pf f dx - S: (a)l = 0 , (8.76) 
/ , j J m j I j m jm 
J Jo 
and by orthogonality of QNM's, it gives a = b for all m. Then we 
•‘ m m 
have to prove that the given -j a^ satisfies (8.72), Using <p = <p®= 
V a f and v = V a (-iw f ) and the orthogonal relation, one 
L j j ^ J j j 
obtains 
广® 
1 pf L + — v]dy = a - — ) a (w + w (a) . (8.77) 
2 ^ j ^ 0) j 20) / q j q jq 
^ J q ‘ 
0 q 
When it is substituted into the expression (8.42) of a』，（8.72) 
follows immediately. The introduction of the series expansion for 
the surface term naturally modified the concept of completeness. 
Now the QNM’ s are complete not only with respect to (p and v, but 
also to the surface term. 
8.6 Generalization of Standard Calculations 
The method of projection, completeness, orthogonality and the 
uniqueness of representation have been derived in the last few 
sections without reference to the outgoing plane wave condition. 
Instead the more general outgoing wave condition is used, only 
requiring that QNM’s are outgoing wave solutions to the wave 
equation. Evolution inside the cavity can be described by a super-
position of QNM's if initially the wave outside the cavity consists 
only of outgoing wave solutions with arbitrary frequencies and 
amplitudes. Correspondingly, standard calculations should be 
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generalized in this framework. In this section we attempt to 
address these problems. It turns out that the results of time-
independent perturbation and diagonization are the same as the 
case of outgoing plane wave, except that the structure of the 
surface matrix in the diagonization equation must be modified. 
8.6.1 Time-Independent Perturbation 
Let /iV (|ji|《l) be the perturbation of p confined to the 
cavity. To solve the perturbed wave equation“ 
— + w (p(x) + /iV(x)) f (X) = 0 , (8.78) 
“x 2 P J P 
in terms of the unperturbed quantities 
仏⑴丨 a n d j^o)广[s where 
‘ +。（ o ) 2 p ( x ) 1f(o)(x) = 0 , (8.79) 
dx^ j ” 
one has to look for a set of coefficients \k a [• satisfying the 
• p pro 
three conditions 
f (x) = A Y oc f(。)(x) , (8.80) 
P P / . pm j 
m 
-io) f (x) = A y a (-ia)(。)f(o)(x)) , (8.81) 
p p p / 』 pm m m 
m 
for X ：^  a, and 
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- i i ^ J = i A V a a>(o))S(o)(a). (8.82) 
2 “ ： ） 2 p 乙 pm m J jm 
- j p x=a m 
where S(°)(a) is the surface matrix of the unperturbed basis and 
jm 
A is a normalization constant. The last condition is new, it is p 
an expansion of the surface term at x = a (see (8.72)). The 
relation specifies that f is a monochromatic outgoing wave 
p 
solution outside the cavity with frequency CJ^ . It is not difficult 
to see that (8.82) reduces to (8.80) at x = a when the outgoing 
plane wave condition is satisfied. In this case the derivation 
reduces to that in Chapter 3. In the general case, however, (8.82) 
is an independent condition imposed on -{a^ }-. By the uniqueness 
theorem discussed in the last section, there exists a unique set 
of JA a I" that can satisfy all three conditions ( 8 . 8 0 ) -（ 8 . 8 2 ) . ' p pj' 
Expanding (8.80)-(8.82) in powers of ^ and applying the orthogonal 
relation, we can obtain a perturbative series which gives and 
f in terms of the unperturbed quantities. This has been derived p 
in Appendix C. The results are identical to those obtained for the 
case of outgoing plane wave (Section 3.2.3). 
Alternatively, we can use the projection formula (8.35) in 
the form 
。、「'，、 . 「 f f(o)'-f;。)f' 1 
A a pf(。)fdy + _ i L J J _ . 
P PJ 4 ^(0) j P 20/⑴ （o/。）- 0,) 
j 0 j L j p x=a 
(8.83) 
Application of this formula ensures that «(A^a^^ }• satisfy the 
conditions (8.80)-(8.82). The usual manipulations of (8.78) and 
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(8.79) yield 
2 r a r a 
…⑴f'- f f(。"l + (⑴2 -⑴(。）)f(。)pf dx + f;。)pVf dx = 0, 
j p p j p j j p P J P 
、 乂 x=a Jo JQ 
(8.84) 
Equation (8.83) can be used to eliminate the first two terms in 
(8.84)， this gives the formal solution 
2 _ D 
A a = B <f(o) |iV f > . (8.85) 
p pj ^ (0) , (0)、 J P 
H … 2a) (cj - 0) ) 
j p j 
where 
<f(°) jiV f > = f dx . (8.86) 
J P Jo J P 
Hence , 
_ 2 
f (X) = fS(x)三 Y ~ ~ — <f(,。)|fxV|f > . (8.87) 
P P L 20)(。）（0) -。(。)） J P 
j j P j 
The formal solution (8.87) is identical to (3.11). The properties 
of this formal solution has been discussed in detail in Section 
3.2.2. Also it has been shown that the perturbative solution can 
be obtained by expanding (8.87) in powers of fi (Section 3.2.3). 
For the time-independent perturbation, all the results are 
identical to those obtained in Chapter 3. Numerically, the 
perturbation scheme has been verified for the TE and TM modes of 
em waves In dielectric spheres [50]. 
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8.6.2 Method of Diagonalization 
Now consider the case where the change in p is not small. 
Denote the change in p by p + V, the QNM eigenfunctions and 
eigenvalues of the old system by f」and w」respectively, and 
corresponding quantities of the new system by F and Q, without 
specifying the mode index for simplicity. The usual manipulations 
of the wave equations then lead to (c.f.(8.84)) 
P a p a 
f F'- Ff' + (n^ - u?) f pF dx + n fjVF dx = 0 . (8.88) 
J J j x=a 
Jq JQ 
The aim is to express F in terms of -If k so as to obtain a matrix 
’m ‘ 
equation. We know that there exists -{b^ }- such that F = 1}人.For 
the terms involving integrations in (8.88)’ the sum [ b^f^ can be 
substituted for F. For (f Ff ) one might be tempted to 
j J x=a 
substitute V b f, (a) for (a). However, this does not specify the 
L m m 
condition that the F we are looking for is a monochromatic out-
going wave solution Q outside the cavity with frequency. To insert 
this information into the equation one must resort to the series 
expansion of the surface term, which requires that -{b^  }• satisfy 
(c.f.(8.82)) 
「FJT _ f F, 1 广 
一 i ——J ^ — — = i \ b (o) + w )S (a) . (8.89) 
2 K c , - n ) 2 乙 m j - jm 
^ j J x=a m 
This relation can be used to eliminate the first term in (8.88). 
Using the series f = b^f^ for x :s a and the orthogonal- relation, 
one obtains the matrix equation 
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y N (⑴b = 0 , (8.90) 
Li jm m 
m 
where 
N M = (c/- (/)5 + (/v + (cj - w - 0) )S: (a) , (8.91) 
jm j jm jm j m jm 
广^  
V = f (x)V(x)f (X) dx . (8.92) 
jm J 0 j m 
The structure of this equation is exactly the same as the case of 
outgoing plane wave (4.6), except that the definition of the 
surface matrix S is modified. The equation is derived without 
jtn 
reference to the series expansion -iOF = ) b (-iw f ), so by the 
Li m m m 
uniqueness theorem proved before, -jb^ j- are not unique. In other 
words. there are infinitely many -jb J- which satisfy both 
m ‘ 
F = y b f and (8.89), but they give different values of 
Lt mm 
y b (-iw f ). The situation is very similar to that discussed in 
Lt m m m 
Section 4.2.1, except that we have the additional condition 
(8.89). Hence the eigenvalue problem is not well defined, and the 
matrix N (w) is singular due to over-completeness of -{f To 
jm m 
remove the ambiguity in representation, the condition 
-inF(x) = y b (-iw f (x)) , X ：£ a (8.93) 
La m m m 
m 
is required. When this is applied to (8.90), we obtain 
y Y (n)b = 0 , (8.94) 




Y (0)) = 2w (cj - 0) )5 + (/v . (8.95〕 
jm j j jm jm 
This is exactly the same as (4.28) for the case of outgoing plane 
wave. The derivation is exactly the same as those given in Section 
4.2.2 and need not be repeated here. The equation has unique 
solution to n and F. 
When equations (8.90) and (8.94) are truncated to finite 
dimensions, approximations to a number of n and F can be obtained 
by solving the eigenvalue problems numerically. It has been shown 
that4 (for te modes of em waves) (8.90) gives accurate values of Q 
with fast convergent rate (small matrix size), but is numerically 
unstable in the calculation of -lb For (8.94) the convergent 
m 
rate is much slower, but is numerically stable in the the 
calculation of -jb k The application reflects the importance of 
m 
the expansion formula (8.89). Without this new relation we are 
unable to arrive at the matrix equation (8.94). The numerical work 
on diagonization is an indirect verification of this relation. 
8.6.3 Remarks on Dynamical Calculations 
In deriving the method of time-dependent perturbation and 
adiabatic approximation, we have not made use of the outgoing 
plane wave condition. Hence these methods can be applied to the 
general case without modification, provided that the QNM's of the 
system concerned form a complete set. We look forward to numerical 
verification of these methods in the future. 
3 
This has been verified by S.T.Ng, private communication. 
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APPENDIX A 
A high frequency approximation to the Fourier transformed 
Green,s function D(x,y;w) can be obtained by using the WKB method. 
It is assumed that the refractive index n(x) = Vpix) — 1 as x — oo 
(this condition is weaker than the plane wave condition n(x) =-l 
for X > a used in Chapter 2-7). At sufficiently high frequency, 
1 e.丨wn(x)| » 丨^^^丨’ the leading WKB approximate solutions to 
• dy 
the wave equation 
— + w p(x) 0(x.a)) = 0 (A. 1) 
dx^ 
are given by 
F ( X ’ … 土 ’ (A . 2 ) 
WKB 。 ^ 
where 
r X 
I(c,x) H n(s) ds (A.3) 
c 
has a magnitude equal to the minimum time required for waves to 
travel from c to x, where c is an arbitrary fixed position. The 
solutions and are the outgoing and the incoming wave 
WKB WKB 
solutions respectively. The open cavity is closed at x = 0, and at 
X = a n(x) is discontinous. Denote the refractive indices just 
inside and outside the cavity by n = n(a~) and n = n(2L+) 
— + 
respectively. The regular solution f(w,x) satisfies f(w,x = 0) = 0 
and the outgoing wave solution g(ct), x) satisfies g(a), x) « e^^^ for 
X 00 (the stronger condition of outgoing plane wave requires that 
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g(w,x) <x el抓 for X > a). So they can be approximated by 
f((J.x) = ( ? :〜 - 0 " J = ~ ~ — — — s i n [ a ) I ( 0 . x ) ] . x < a, (A.4) 
2i Wlv o WKD / 
W V n(x) 
g(c.,x) ^ V = ^ e i 我 y ) ’ X > a . (A.5) 
WND / • 
0) V n(x) 
The solutions f (w, x) for x > a and g(a), x) for x < a can be also 
〜 + 〜 — 
constructed from the linear superpositions of 中 and <t> . 
WRo WK o 
Matching these solutions and their first derivatives across x = a 
(correct to ), we find 
1 ^ T f 
f(w,x) - / rT Sin[wl (a, x) ] cos[wl(0, a)] 
(J / n nixJ 
V + 
n 
+ — cos[a)I(a,x)] sin[wl (0, a) ] , x > a , (A.6) 
n _ 
, 、 1 / -iwKx.a) ^ ^ iwl(x’a) ^ . _ 
gCca.x) - ^ / i n r u T e + R e ’ X < a’ （A.7) 
V + 
vihere R and T are the reflection and transmission coefficients 
at the boundary of the cavity defined by 
n - n 
R = — (A.8) 
n + n - + 
and 
2n 
T 三 — .. (A.9) 
n + n - + 
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respectively. The Green's function D satisfying 
- — + cj p(x) D(x,y;o)) = 5(x - y) . (A. 10) 
ax^ 
is given by 
f(x ,w)g(x 
5(x’y;w) = ’ （A. 11-) 
W(£J) 
where x> = max(x,y) and x< = min(x,y), and the Wronskian 
W(a)) = g(w’x)f'(w,x) - f (w,x)g'(w’x) (A. 12) 
is independent of x. Note that D(x,y;w) is symmetric in x, y. 
Using the WKB approximation for f and g, we find that 
W(a,) . 4 ！^ f e - i州 0 , a ) +Rei0l(O’a) L (A. 13) 
w T M n 
+ ‘ 
Substituting the solutions (A.4)-(A.7) and the Wronskian (A.13) in 
〜 
into the expression (A.11) for D yields 
& 、 s i n _ ’ x ) ] ( e 一 动 ’ a) + R e 崎 , a ) ) 
D(x, y; w) = - ~ . 
. / n ( x ) n ( y ) ( e - 識 + R W ( 。 ’ a ) ) 
0 < X < y < a . (A.14) 
& 、 t / ^ s i n _ , x ) ] ei⑴I(a,y) 
D(x,y;w) ^ —：^；^：：：：：；：： ’ 
/ t 、 t 、 , -iwl(0,a) , n iwl(0,a)、 
w V n(x)n(y) ( e + R e ) 
0 < X < a < y , " (A.15) 
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〜 n_sin[wl(a,x)] cos[wl(0,a)] + n+cos[wl(a,x)] sin [wl(0,a)] 
D(x,y;a)) 
0 n- /n(x)n(y) ( e - i ^ a ) + R e ^ ' a ) ) 
X T X ei⑴I(a’y), a < X < y . (A.16) 
The criteria for closing the contour in inverting the Fourier 
transform of D can be determined from these approximations. 
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APPENDIX B 
Here the analytic property of the series 
D'(x.y;t) = iV ^ F ; ( X ) F ， （ Y ) E - i 、 t ( B . l) 
2 乙 W j j 
J -
for y ^ a, x a+ and t 0 is studied by the WKB method. The 
superscript ® denotes the series representation of D. For t > 0 we 
have proved that D = D®, but for t < 0 this is no longer valid. In 
order to construct a series representation for an arbitrary 
function by using the QNM's, it is important to study the 
behaviour of if at t = 0, especially at the boundary x y ^^  a 
characterizing the leaky properties of the system. First consider 
the following lemma. This will help us to obtain an exact form of 
D® and D^ at t = 0. 
In the complex w plane, let C and C be two semi-circular 
1 2 
paths in the upper and lower half plane respectively (Fig.B.l), X 
being the radius of the paths, and finally the limit A. oo is to 
be taken. It is not difficult to show that 
lim r — e — 遍 = 一 27rie(A) , (B.2) 
J c 。 
1 




1 . A > 0 .. 
e(A) = • 1/2 , A = 0 . (B.4) 




Fig.B.1 The semi-circular paths Ct and Cz\n 
the complex (co) plane. On C i， lm (G)) > 0，On 
C^ Im(co) < 0. The dots represent the QNM 
frequencies. On the large circle 
Z/f • 
Here we only prove (B. 2), since (B. 3) can be proved in a similar 
manner. First consider A < 0’ the integrand is dominated by e^i^, 
with = Im(w) > 0 on C^, the integral tends to zero as A ^ oo. 
When A = 0, the integral is given by 
= r idG = -iTT . (B.5) 
0) 
J c ''n 
1 
When A > 0, close the contour on the lower half plane and pick up 
the residue at w = 0, i.e., 
「 dw -iwA 「 do) -io)A ^ . ro =、 
e = - e - Zni . IB. 6) 
W U) 
J c c 
1 2 
In the limit A co, the integral on C vanishes, and since e 丄认 
2 
oc — 0 as 入 0 0 , < 0 on C^, the result follows. One may ’ 
wonder if the limit of the integral (B.2) converges for A > 0. To 
be clear, write it in terms of polar coordinates (co =入 ei〜， 




Clearly the second term vanishes, since the integrand is an odd 
function about = n/2. The integrand of the first term is a even 
function about = IT/2, S O we can have, with 专 = 办 一 n/Z, 
「 d u ) - i w A 。. r 兀 ,„ 入Asin办 … 。、 
e = -2i d办 e cos(入Acos办） 
U) . 
J c n/2 
1 .. 
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P 71/2 , . p 
= - 2 i d^ e八Acosi; cos(AAsin^) 
JQ 
= - 2 i (-si(-AA)) — -2ni , as 入—oo , (B. 8) 
(see e.g. [57] eqts. 8.230. 1, 8.231.3, 8.235.2), where si(x) is 
the sine integral defined by 
si(x) = - r d^ sing . (B.9) 
入 Aco 
It is interesting to see that although e is exponentially 
large as 入A —> oo, COSUACOST?) oscillates extremely rapidly in the 
same limit, leading to great cancellation in the integration, and 
the contributions from this two factors cancel each other, so that 
the integral tends to a finite limit. This kind of limit also 
exists for the more complicated integrals 
lim r e-i。A = -27rAe(A) , (B. 10) 
2 
X-Xx) c 0) 
1 
lim 斗 = z u k e U ) . (B.ll) 
X->oo ^c U) 
2 
As first sight one might think that these integral vanish, since 
(B.2), (B.3) converge and here the integrands have an additional 
small factor of 1/w. This is not the case. These limits can be 
proved by closing the contour on the other half plane as in (B.6), 
and picking up the residue at w = 0, which is equal to 
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, 土iwA 
d^ 二土 i A , ( B •⑵ 
(j) 0)=0 
accounting for the factor A in the result. Alternatively, consider 
(B.10) in polar form, after some obvious manipulations, 
r dw -iwA 2 r XAsin^ … <^、. « 
e = - ^ d^ e coslAAcos^j sin办 
2 入… 
c 0) 0 乂 
1 
+ sin(;VAcos办）cos办 . （B. 13) 
There are originally four terms on the right hand side of (B. 13), 
but some symmetrical considerations have been used to show that 
two of them vanish. Note that (see e.g. [57] eqt. 3.932.2) 
「 " 2 ,。 X A s i n d f^ . „、 . „ 
D ^ e COSCAACOST?) sini!> 
J-7r/2 
= F DC COS(AACOSC) SINC = ^ XA . (B .14 ) 
J 0 
with ^ = + 71/2, and since 
AAsini? 一 入Asin侈 … . o ^ AAsini? … 
- E ^ - e COSUACOSI?) sirn? e (B. 15) 
for any 办，the first integral on the right hand side of (B.13) is 
sandwiched between 
* 2 r ° 入Asini? ^ . 2 r 入Asin办 … “ . ^ 
nA - T- d^ e XX e cos(入AcosiJ). sin办 
J -71/2 J 0 
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^ TTA . i r ° dOeXAsinO . ⑴ ⑷ 
J -Tr/2 
Hence as A oo the integral tends to nk. Similarly one can show 
that the second integral in (B.13) tends to the same limit, so the 
result follow. Similar arguments can be applied to prove (B.11). 
The result can be further generalized to 
lim r 1 = -27ri e(A) , (B. 17) 入咖Jc (/ (P - 1)丨 
1 
lim r = -2Tri e(A) , (B. 18) 
A确 J c。 P (P 一 1)! 
2 
for p = 1,2,3.., as can be readily proved by the residue theorem, 
or by writing these integrals in terms of and applying similar 
argument as above. These formulas can be used to approximate an 
integral of the form 
lim exp(-iwA + iBto'"^  ) , q = 1,2,3... (B. 19) 
入">00 Jci 
In the limit of large 入，contribution from the factor e is 
not negligible. If it is expanded as 
eiBw q == 1 + iB⑴-q + i (iBcj"^)^ + .... (B.20) 
2 
then (B.17) can be applied to evaluate the integral, resulting in 
a power series of B. ” 
、Now return to the original problem. As proved before, the sum 
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D^ is equal to -i ^ Res(D, u) = w^), which is equal to the contour 
integral 
D (x,y; t) = ^ (> dw D(x’y,w) e . (B.21) 
Jc +c 
1 2 
It is in general very difficult to evaluate this integral exactly 
for arbitrary x, y and t. However, it is possible to find some 
exact expressions in the limit of |x - y| - 0(e), e — 0+, t = 0, 
by using the method discussed above. On the large semi-circle C^ 
and C , the Green's function D can be approximated by WKB method. 
2 
Recall the results of Appendix A, i.e., 
& 、 sin _ , x ) ] [ e - 崎 ’ a) ] 
D(x,y; wj a , 
r ~ r ~ 、 T V r -iwl(0,a)丄 D iwl(0’a), 
w V n(x) n(y) [ e ， + R e J 
0 < X ^ y ：£ a , (B.22) 
T J ^ • r " n … 1 � i w l ( a ’ x ) 
、 T V + sin [wl(0,yjJ e 
D(x,y; w) = 
/ m m ~ ‘ r - i w l ( 0 , a ) 丄 D i w l ( 0 , a ) , 
w V n(x)n(y)n [ e + R e J 
0 y < a ：£ X , (B. 23) 
where 
- V 
K u . v ) = n(s)ds , (B.24) 
u 
n - n 
R = — — , (B.25) 
n + n - + 
2n 
T = = , (B.26) 
、 n + n 
- + 
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n = n(a"), n = n(a+) defined as before. In the special case — + 
discussed in Chapter 2-7, we take n(x) = n+ = 1 for x > a. These 
〜 
approximations to D are only correct to 0(l/w), higher order WKB 
analysis [58] shows that the general solution to the wave equation 
takes the form 
- i — exp( ±i0l(u,x) ±iJ(u,x)w"^ + K(x)a)"^ + . . . ) , (B.27) 
Vn(x) 
where J, K, etc. , are smooth functions in x, depending on n and 
its derivatives. In the limit of large \u)\, the exponential terms 
can be expanded in a power series, and when this is applied to 
find out the higher order correction in D, the leading order 
correction is proportional to l/c/, which arises from the solution 
(B.27) and correction terms in the reflection and transmission 
coefficients. Now suppose x ：< y < a, in the limit |x - y| |t| 
0(G) , e • 0+, D is dominated by terms proportional to e ^^^ (e^^I) 
on C (C ), so we can have 
1 2 
^S, n (47ri)-i r dw -i。(t_I(x’y)) 
D (x, y; t) 二 - e 
/ ‘ I J CJ 
V n(x)n(y) S 
+ r ^ ^ia)(-t-I(x.y)) ’ (B 28) 
Jc u 
2 
which can be evaluated by the method just described. Hence 
1 ， 
D^x,y;t) ^ \ 0(t-|I(x,y)|) - e(-t-11(x,y) 1) , (B.29) 
/ n(x)n(y) 
where the absolute sign indicates that the case y ：^  x < a is also 
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included. Note that the result holds even for t < 0, when D 本 \f. 
Differentiate it with respect to t and put t = 0; this gives 
i)S(x,y;0) 二 1 5(|I(x,y)l) 二 n(x)-2 5(x - y) . (B.30) 
V n(x)n(y) 
2 
In deriving this result we have neglected 0(l/a) ) and higher order 
corrections in the expression of D. D^ given by (B. 29) is only an 
approximate result true for small |x - y| and |t|. To estimate the 
error involved, consider a term of 0(l/(/j (p 2： 2) in the WKB 
approximation of D. It contributes correction terms proportional 
to 





「 e i c o ( - I ( x ’ y ) - t ) a (_t-|I(x.y)|)P-^e(-t-|I(x.y)|) ’ (B.32) 
p 
2 
to D®, the proportional constants being smooth functions in x, y. 
The right hand side of (B.31), when differentiated with respect to 
t and evaluated at t = 0, is equal to 
(-|I(x,y)|)P-i 3(-|I(x’y)|) + (p-l) (-|I(x’y)|)P-2 0(-|I(x’y)|), 
(B.33) 
and similarly for (B.32). Obviously they are equal to zero. So all 
higher order contributions vanish at t = 0, implying that the 
delta function relation -
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D®(x,y;0) = n(x)-2 5(x - y) , x, y < a (B.34) 
is exact. This is the QNM representation of completeness relation 
free from the regulating factor t = e •> 0+. 
The result of WKB approximation to if is a power series in 
(t-|I(x,y)|) e(t-II(x,y)|) and (-t-11(x,y)|) 0(-t-11(x,y)|), with 
coefficients being smooth functions in x, y, depending on the 
refractive index n(x) and its derivatives. For t > 0, terms with 
e(-t-11(x,y)I) vanishes, the Green's function D = D® for small t 
and |x - y| becomes a power series in (t-|I(x,y)|), limited within 
a non-vanishing domain by the step function e(t-|I(x,y)丨）imposed 
by causality. Terms with non-zero power of (t-|I(x,y)|) represent 
scattering due to non-uniformity in n(x), with information on the 
spatial variation of n(x) contained in the coefficients. 
At t = 0, high order terms do not contribute to jf, and this 
is true for both x = y and x y (see (B. 31), (B. 32)). For x ^ y 
jf obviously vanishes, and for x = y the two step functions in 
(B. 29) cancel each other (note that 9(0) = - by definition), hence 
2 
D®(x,y;0) = 0 , X, y < a , (B.35) 
exactly. Equation (B.34) and (B.35) show that all properties of D 
+ S • S 
as t -> 0 can be equlvalently described by D , D at t = 0, as 
long as X, y < a. Next consider the peculiar case y ^ a ^ x and 




本 1「 d o ; i。（-t-I(y’a) + I(a’x)) 
+ R ~ i r e ’ ⑴ . 3 6 ) 
J c 
2 
with terms of higher order in 1/u) neglected. Hence 
^ > 
D^x.y; t) e(t-I(y,a)-I(a,x)) - i e(-t-I (y, a)+I (a, x)) 7 
— V. i 
(B.37) 
which shows that D® is not zero only in a small region close to a. 
At t = 0, y < a, X = a, both step functions vanish, so 
D®(a,y;0) = 0 , y < a , (B.38) 
while at t = 0, y = x = a (9(0) = i , n+ = 1), 
D^(a,a;0) = — i J： — — . (B.39) 
- 1 
It should be emphasized that, by using a similar analysis as above, 
one can prove that terms of higher order in 1/w do not contribute 
to at t = 0, so these relations are exact. 
In particular, consider (B. 37) for y ：^  a, x = a + e, e 0+. 
At t = 0 it is approximately given by 
T f ‘ 
D®(x = a + e , y ; 0 ) 这 - e ( - n (a-y)-(x-a)) 一 - e(-n (a-y) + (x-a)) 
2n_ 、 - R 
= G ( y - (a - . y ^ a , (B.40) 
— 一 
0 s 
where n(y) n is used, correct to 0(e ). Hence at 0, D is 
non-zero only in a small region a - y ^ e/n . Differentiate (B.37) 
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with respect to t and put t = 0， 
f \ 
D^(x,y;0) — 5(I(y,a) + I(a,x)) + i 5(-I (y, a) + I (a, x)) . (B.41) 
2n R 
The first term vanishes since its argument is greater than zero. 
The second term only contributes at -I (y, a) + I (a, x) = 0, where 
y a - e/n , i.e., 
D®(x = a + e,y;0) 二 j ^ - i "^ Cx - a - n (a - y)) 
— 
= n_(n:- 1 ) 叫 - ( a - * ) ) , ” a . (B.42) 
Again n(y) n + 0(e) is used. It is not difficult to show that 
the corrections to (B.40) and (B.42) due to terms of 0{!/(/) in D 
are of 0(e), and in (B. 42) this is interpreted in a distribution 
sense when ff is integrated over some continuous function up to 
I (a X) 
y = a. The reason is as follows. The factor e ’ is the only 
tsj 
exponential factor in D which dominates on the contour; when 
combined with l/tZ (p ^ 2) this will yield terms of the form 
(B. 31) or (B. 32) upon integration. For p = 2 they contribute to 
leading order correction of 0(e). “ 
In Chapter 2 and Chapter 8, relations (B.40) and (B.42) are 
used to prove that the series (p® and u® (the QNM representations 
of (p and v) are continuous at x = a, which is then verified by • 
numerical examples. Moreover, relations (B.35), (B.38) and (B.39) 
are verified numerically. 
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APPENDIX C 
In this appendix we handle the problem of time-independent 
perturbation of QNM by a direct expansion of the perturbed wave 
equation 
- ‘ 
— + (p(x) + jiV(x))w f (X) = 0 (C. 1) 
dx^ P ” 
and the expansion formulas 
f (x) = A Y a f(o)(x) , X ^ a , (C.2) 
P P pm m 
m 
-io) f (X) = A y a (-ia)(o)f(o) (x)) , x ^ a , (C.3) 
p p p p m m m 
m 
「 f f(。)'_ f(。)f' 1 „ 
- i P J (。）j P = i A y a (a/o)+a>;o))S;o)(a) (C.4) 
2 i(£j(。)- 0) ) 2 p 乙 pm m j jm 
L j p J x = a m 
in powers of fi, where -jf [ and -jw J- are the perturbed QNM wave-
• pi p 
functions and frequencies respectively. Here the perturbation jiV 
(|ji| « 1) is confined to the cavity. The unperturbed QNM wave-
functions and frequencies j^w;。)}* satisfy 
’ + p(x)a)(。)2 1f(。)(x) = 0 . (C.5) 
The equations (C.2)-(C.4) require some explanation. From the 
discussion of Chapter 2, we know that if the QNM’ s satisfy the 
outgoing plane wave condition 
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_(0). V . (0) _(0) f . f^ 
fj (X) = iWj fj (x) (C.6) 
(also true for f ) for x 2： a, then there exists a unique set of p 
constants -Ik a V such that f and -io) f can be expressed as 
p pm' P P P 
(c. 2) and (C.3) respectively for x ：£ a. The third equation (C. 4) 
is not a new relation. It can be derived from the expansion of f^ 
at X = a (C.2) by using the outgoing plane wave condition and the 
definition of the surface matrix 
-(0)f ._(o)f , 
f (a)f (a) 
S (a) s _ J ， (C.7) 
j m . f ( 0 ) 丄 （ 0 ) 、 
1(0) + CO ) 
j m 
of the uperturbed system. 
However, in view of the generalization of the formalism in 
Chapter 8, the outgoing plane wave condition (C.6) is abandoned 
and is replaced by the more general outgoing wave condition (8.4): 
f ' (x) — iw f (X) , a s X 00 . (C.8) 
P p p 
Correspondingly the definition of the surface matrix is changed to 
(8.13)-(8.16). In this context the expansion formula (C. 4) cannot 
be derived from (C. 2). It is a new condition derived from a 
dynamical point of view, representing the influence of the 
outgoing wave for x ^ a on the cavity. It specifies that the 
solution f is a monochromatic outgoing wave of frequency w 
P P 
outside the cavity. In Section 8.5, it is proved that (C.2)-(C. 4) 
serve to ensure the uniqueness of the coefficients -(A a }-. For 
p pro I 
the time being it is sufficient to treat (C. 4) as an expansion 
formula of the surface term at x = a, so that our derivation below 
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holds even for the generalized case. 
The quantities w , f and a are expanded as p p pj 
(0) L (1) • 2 (2)1 f. n、 
0) = U) + LIO) +110) + . . . , (C. 9) 
P p P P 
f = A ff(。)+ 广 + 斤 2 ) + L (C.IO) 
P pI^  p p p “ 
(0) . (1) , 2 (2)1 rn 11 ^  
a = (X + /LUX + JLI a + ... . (C. 11J 
pm pm pm pm 
The determination of the normalization constant A is discussed in p 
Section 3.2.3. Here we only concentrate on the determination of 
a(k). with the normalization convention a (⑴ = 1 and a(k) = 0 for 
pm PP PP 
k > 1. Substituting them into the perturbed wave equation leads to 
a)(o)2pf(o)= 0 , (C.12) ’ 
ax2 P P P 
0 ( 力 ： ^ f⑴ + X v f ( o ) + 2 八 ( 〜 £ ( 0 ) + :)2pf(i)= 0 ’ 
F P P P P P 卜 P P P 
(C.13) 
For illustration, it is sufficient to calculate the result up to 
Equate terms of 0(ji。）in (C.2)-(C.4), one obtains 
0(M。)： f(。）=5V。)f(。）’ (C.14) 
P L I pm ID 
m 
. ( 0 ) _(o) r (0) f . (0) _ ( o ) . fr. It；、 
-iw f = ) a (-10) f ) , tC. 15) 
p p Lt pm m m 
m 
If f - f f J 
j P P j x=a 
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((0) (0)、• (0) f (0) L (0)、e(0),、 ，….、 
= ( w - w ) ) a (w. + W )S (a) . (C. 16) 
J p Li pm j m jm 
m 
One can readily show that a ⑶ = 5 satisfies all 0(u°) equations 
pm pm ^ ‘ 
as expected from the uniqueness of representation for fj. = 0. The 
O(ji^) equations in (C.2)-(C. 4) are 
c v ) : f(i)=5yi)f(。）， (C.17) 广 p L pm m 
m 
.(O)-(l) . (l).(O) r- (1), • (O)-(O) . (^r^  10、 
-16) f -10) 1 = 》 a (-1CJ f J , (C, 1 8 ) 
P P p p Li pm m m 
m 
ff(。)f⑴二 f⑴f(叫=(。(。）-a/。))y a(i)(o/。）+。(。)） 
j P P j j P ^ pm j ro 
x=a m 
^ c(0)f。、 (1) , (0)1 (0) .^(0) f . . 
X S la) - 0) (o) + u> JS， （a) , (C. 19) 
jm P j P jp 
where a (⑴ = 6 has been used in the last equation. The usual 
pm pm 
manipulations of (C.5) and (C.13) lead to 
L(o)_(i)' , (0)^ (0) (1) r%(0) _(0) 
f f -f f + w V + 20) 0) f pi dx 
J P P J Jx=a P jp P P Jo J P 
+ U f - o/。)'] rf(o)pf⑴dx = 0 ’ （C.20) 
I J P J Jo J P 
where 
P a 
V = f:o)vf(o)dx (C.21) 
Jp Jo J P 
is a usual matrix element of V over the cavity. The series 
y a⑴f(o) can be substituted for f⑴’ so that the last term in 
L< pm m p 
(C.20) is equal to 
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(0)2 (0)2) n (1) r%(0) _(0), 
0) - 0) ) a f pf dx 
J p J ” m J。 J m 
書 ( 0 ) (o)、f r ( 1 ) , ( 0 ) ^ ( 0 ) 、 r ® _ ( 0 ) _ P ( o )〜 
=(£j - oj J ) a (w + tj J f pf dx 
j p L pm j m J j m 、m 0 
(1) -(0), -
- w f pf dx 
P J o j P 
, ( 0 ) (0) . 1 (0) (1)丄 n (1) , (0), (o)、e(o)r 、 
= ( w - w ) 2w a + ) a (w + u) jS (a) 
j p j pj L. pm j m jm 、 m 
⑴ s "⑴ c(0) “、 1 rr oo、 
-u) 8 - (j) S (a) , [C. 22) 
p jp P jp 
where (C. 17), (C. 18〕and the orthogonal relation have been used. 
The first term in (C.20) can be replaced by the right hand side of 
(C.19). Putting (C.22) into (C.20), after some manipulations we 
finally obtain 
n (0), (0) (0)、（1). (0)2 (0) (0)、(1) ^ … o :、 
Zu) (w - w )a + u) V + (w + 0) Jo) 3 = 0 IC. 26) 
j P j pj p jp P j P jp 
by virtue of the orthogonal relation. With j = p (C.26) yields the 
first order correction to the eigenvalue 
(1) 1 (0),, rr 07 1 
w = - - 0) V , IC. 27 J 
P 2 p pp 
and with j ^ p the coefficients a⑴ are found to be 
pJ 
2 
- 0)(0) V 
a ⑴ = ^ ^ . j ^ p . (C.28) 
pj o 0), (0) (0)、 ， J ^ 
2u) io) - 0) ) ^ 
j p J 
We can proceed to 0(/i ), the derivation is very tedious but the 
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basic idea is simple. The method is to reduce the manipulated 
0(/Li^ ) wave equation (c.f. (C. 20)) to a form free from the surface 
matrices by repeated applications of the O(ji^) expansion formulas 
(c.f. (C.17)-(C.19)) and the orthogonal relation. We state without 
prove the second order result 一 
(0) , (0) (0)、 (2)丄 o (0) (1) (1)丄 o (0) (1),, 丄 ( 0 ) V 
2£J (w -Ci) )a + 2a) G) a + 2o) u) V + w 》a V, 
j p j pj j P pj P P jp p L I pm jm 
m 
1 (2) . (0)1 (0) . - ^ fr^  
+ U) (w +0) J5 = 0 . IC. 29 J 
P j P - jp 
The reader can readily verify that the equation gives the correct 
0)⑵ and a⑵’ the same as the results given in chapter 3. 
P pm 
Here we have illustrated that the time-dependent perturbation 
scheme can be worked out in a very straightforward manner, like 
that in elementary quantum mechanics. The important difference 
lies on the concept of completeness. The QNM's of the open system 
are complete with respect to more than one quantity, namely, the 
functions (p = 0(x, t = 0), v = a0(x, t = 0)/at and also the surface 
term (see Section 8.5) in the general case. The modified 
orthogonal relation can be applied to solve the problem only when 
the series expansions of these quantities are clearly specified. 
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APPENDIX D 
Here we discuss an explicit numerical method to solve the 
wave equation for the open system, with the outgoing plane wave 
condition applied at the boundary of the cavity. 
Define a grid or mesh in the x-t plane as a set of points 
(Xi,tj) = (ih, jk), where i and j are integers, (x^, t^) are called 
grid points, and the positive numbers h and k are the x and t 
spacings respectively. Use 
三 0(Xi’tj) (D.l) 
to denote 0 at the grid points. The second partial derivatives of 
0 can be written as a difference quotient plus a truncation error. 
Hence the wave equation can be approximated by 
(0 - 20 + 0 )h一2 = (0 - 2 0 + 0 , 
(D.2) 
where x = ； (^x ,t ). The difference equation has a truncation 
i，J i J 
error of 0(h^ + k^). We assume that x^ is defined from x。 to 
and the boundary of the open cavity is at x = a = x , for some 
n 
positive integers M, N such that N > M. Since x is discontinuous 
at X = a, we take 
, = I ) + ； ) ) . (D.3) 
M,J J J 
This ensures that the error in each step of the iteration is of 
O(h^). The wavefunction 中 at time t^^^ can be expressed in terms 




小 = — 1 — ( 0 + 0 ) + 2 1 + — ^ 0 - 0 ’ 
(D.4) 
where s 三 k/h. By interating forward in time one can obtain an 
accurate numerical result. The method is numerically stable if 
s^/X ^ 1. However, since the equation involves 0 at two earlier 
times, 0 and 0 must be specified as initial condition. They 
110 i, 1 
should be expressed in terms of the usual initial condition 0 and 
0 at t = 0. This can be achieved by expanding <j) as 
i, 1 
0 = 0 + 0 k + - 0 (D.5) 
about t = 0’ where ^ and ^ denote t=0) and t=0) 
respectively. 0 is known, while <j> can be expressed in terms 
i, 0 i, 0 
of 0 at t = 0 as 
0 = ； ( 0 - 20 + 0 )h一2 (D.6) 
by using the wave equation. Equation (D.4) only allows +^丄 to 
be calculated from i = 1 to N; <f> and 0 must be found 
0,j+1 N+1,J+1 
by using the boundary conditions. At x = 0, we have = 0 for 
all 1. 0 can be expanded about 6 as 
J ^N+l. J+1 ^ ^ N , j 
0 = 0 + 0 k + h + - 0 k^ + kh + i 0；； k^ + ..., 
^N+l, j+1 ^ N , j ^ N , j 2 ^ N , j ^ N 」 2 
(D.7) ‘ 
where the prime (') denotes the spatial derivative. The outgoing 
plane wave condition 0 = -0' implies that (D.7) can be written as 
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0 = 0 + 0 ' (h - k) + i 0" (h - k:)2 + . . . ’ （D. 8) 
^N+i, j+i ^N, j ^ N , j 2 ^ N , j 
which can be further reduced to the difference equation 
d) = (h + 1 ( 0 - 6 )e + " ( 0 - 2 0 + 0 )专2 
(D.9) 
where ^ = (h - k:)/h. In Chapter 6 and Chapter 7, the numerical 
method is applied to solve the wave equation with a time-dependent 
and the results are compared with the perturbative solutions. 
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APPENDIX E 
The appendix is concerned with the evaluation of the integral 
r - n 
— ( ) d o ) T(a+e,a;w) = g(n, a) + 0(e) (E. 1) 
27r 
n - n 
‘‘c +c + _ 
1 2 
(Fig.B.l) for G — 0+, where 
〜 • ’ 
g(n’y)芸(x,y;w) - D(x,y;w)|§(n.y) 
Kx.yjo))三 ^ ^ , (E.2) 
i((j - Q) 
with arbitrary frequency Q. On the large circle C^ in the w 
plane, the integrand is dominated by the leading order WKB approx-
imation of D, and in the limit of |x-y| ~ 0(e), terms of higher , 
order in 1/w will only give contribution of 0(e) to the integral. 
The result can be concluded from the discussion in Appendix B. 
Obviously, for large |w| the leading WKB approximation to T is 
igw"^3D/5y, explaining why terms proportional to dg/dy or Q do not 
contribute to the Integral for e •> 0+. Recall that the WKB approx-
imation to D(x,y;w) for x>aiy is given by 
/ I T . . 、•！ iwl(a,x) 
D(x,y;a,) ^ T _ ^ + sin _ , y ) ] e , 
./n(x)n(y)n_' [ e-i 錢 識 a ) ] 
(E.3) 
with all the notations defined in chapter 1. On the semicircle C^, 
〜 - —ici)A 
Im(£t))=C(>^ >0, D is dominated by terms proportional to e , 
A > 0 , so that 
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1 aD, 、 T iwl(a,a+e) 力、 
— ^ ( a + e , a, to) ^  ——e , (E.4) 
10) dy 2iw 
which vanishes because l(a,a+e)>0. On the semicircle C , u <0, 
2 I 
~ icjA 
(j) D is dominated by terms proportional to e , A>0, hence 
1 3D,丄 、 T icjl(a,a+e) 
— - ^ ( a + G , a,a>) = e (E. 5) 
iw dy 2iWR 
which is exponentially large. The integral of this term on C^ is 
nevertheless finite, owing to a rapidly fluctuating phase factor 
in the exponent. By the method proved in Appendix B, one can 
readily show that 
* 〜 — n 
— dcj — -5—(a+e, a, o) — = , (E.6) 
271 iw 5y 2R „ 
n - n 
J c + 
2 
with error of 0(e), thus verifying that (E.1) is correct. 
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