Introduction
Let H be a Hopf algebra over a field k and A a right coideal subalgebra of H, that is, A is a subalgebra satisfying ∆(A) ⊂ A ⊗ H where ∆ is the comultiplication in H. In case when H is finitely generated commutative, the right coideal subalgebras are intimately related to the homogeneous spaces for the corresponding group scheme. The purpose of this paper is to extend the class of pairs A, H for which H is proved to be either projective or flat as a module over A. As is known the faithful flatness over Hopf subalgebras may be lacking in general. Examples given by Schauenburg [26] use some extremely big Hopf algebras coming from a universal construction of [31] . Positive results can be expected therefore only under some finiteness assumptions.
A Hopf algebra is called residually finite dimensional [19] if its ideals of finite codimension have zero intersection. Many important classes of Hopf algebras are residually finite dimensional. Among them are the finitely generated commutative Hopf algebras, the universal enveloping algebras of finite dimensional Lie algebras, and also Hopf algebras related to quantum groups.
We say that a ring R has semilocal localizations with respect to a central subring Z if for each maximal ideal m of Z the localization R m of R at the multiplicatively closed set Z m is a semilocal ring whose Jacobson radical contains mR m . For instance, this property is satisfied for any ring module-finite over a central subring. For each ring R let M R and R M denote the categories of right and left R-modules, respectively.
Theorem 0.1. Let H be a residually finite dimensional Hopf algebra, and let A be a Hopf subalgebra having semilocal localizations with respect to a central subring Z. Then H is a projective generator in M A and in A M.
Theorem 0.2. Let A ⊂ B ⊂ H where H is a residually finite dimensional Hopf algebra, B is a Hopf subalgebra, and A is a right coideal subalgebra having semilocal localizations with respect to a central subring Z. Suppose B is right module-finite over A and the antipode of B is bijective. Then H is a projective generator in M A .
In both theorems we encounter projective modules of a very special kind. In fact H ⊗ A A m is a free A m -module for any maximal ideal m of Z. When dim H < ∞, Theorem 0.2 applies to an arbitrary right coideal subalgebra A since we may take Z = k. In this case H is a free A-module, which generalizes the Nichols-Zoeller freeness theorem [22] . The investigation of the freeness over right coideal subalgebras in the finite dimensional case was initiated in [13] , [17] , and the full solution was obtained in [28] .
Over coideal subalgebras one can expect a Hopf algebra to be a flat module rather than faithfully flat or projective. If H = k[G] is the function algebra of an affine group scheme G of finite type over k then for any group subscheme K of G the function algebra A = k[K \G] on the right homogeneous space K \G is a right coideal subalgebra of H. There are many cases where K \G is quasiaffine, and so K \G may be identified with an open subscheme U of the affine scheme Spec A. Since the canonical morphism G → K \G is flat, H is always flat over A. However, the faithful flatness and projectivity are obtained precisely when U = Spec A, i.e., when K \G is affine.
Theorem 0.3. Let A ⊂ B ⊂ H where H is a directed union of residually finite dimensional Hopf subalgebras, B is any Hopf subalgebra, and A is a right coideal subalgebra contained in the center of B. Then H is flat in M A . If A is a Hopf subalgebra then H is a projective generator in M A and in A M.
Any commutative Hopf algebra H is a directed union of finitely generated Hopf subalgebras, and those are residually finite dimensional. In this case Theorem 0.3 applies to an arbitrary right coideal subalgebra A; we recover the projectivity result of Takeuchi [32] and the flatness result of Masuoka and Wigner [18] . Our result is new even when A is a central Hopf subalgebra of H. An interesting known example is the quantized function algebra at a root of unity; this Hopf algebra contains the ordinary function algebra of a semisimple algebraic group in its center. Projectivity was proved in this case by De Concini and Lyubashenko [10] ; they needed detailed information about quantized function algebras.
Several related results are known where H is not assumed to be residually finite dimensional, but there are restrictions of a different kind. As was established by Schneider [27] , any left or right noetherian Hopf algebra is a faithfully flat module over central Hopf subalgebras. More recently Wu and Zhang [33] discovered that the projectivity holds for finite extensions of finitely generated PI Hopf algebras under certain finiteness assumptions about injective or projective dimensions. Of a somewhat different flavor are results for pointed Hopf algebras [14] , [24] or Hopf algebras with cocommutative coradical [16] which impose a restriction on the coalgebra structure rather than the algebra structure.
As was emphasized in [28] , it is natural to investigate projectivity in the more general settings where A is assumed to be a (right) H-comodule algebra. Such an algebra A has a right H-comodule structure given by an algebra homomorphism ρ A : A → A⊗H. With A one associates the category of right Hopf modules M Problem 1. Let A be an H-simple H-comodule algebra, i.e., A has no H-costable ideals other than 0 and A. For what classes of algebras is every nonzero object of M H A a projective generator in M A ?
When H = k is the trivial Hopf algebra, the H-simplicity of A means that A is simple, and the question asks whether all right A-modules are projective. Certainly, this holds if and only if A is artinian. In general Problem 1 is meaningful under the assumption that A has a simple artinian factor ring. This is automatic for subalgebras of H since the counit ε : H → k makes k into a factor algebra of any subalgebra. In order to treat flatness we want to weaken the assumption about the H-simplicity of A.
Problem 2. Let A be an H-costable subalgebra of an H-comodule algebra B. Suppose that IB = B for each nonzero H-costable ideal I of A. For what classes of algebras is every object of M H B flat in M A ? There is a dual formulation for (left) H-module algebras. Here A is an algebra which has a left H-module structure compatible with the multiplication; M H A is replaced with the category H M A whose objects have a right A-module structure and a compatible left H-module structure. Working with module algebras gives some advantage since in this case the coalgebra structure on H is important, and we can use the family of finite dimensional subcoalgebras. In fact we are only able to approach Problems 1 and 2 for H-comodule algebras by making a reduction to similar questions for module algebras over the finite dual H
• of H. The correct correspondence between the H-comodule structure and the H
• -module structure is available when H is residually finite dimensional. This explains why this kind of restriction on H appears in Theorems 0.1-0.3.
An object M ∈ H M A is called A-finite if M is finitely generated as an A-module; M is locally A-finite if M is a directed union of A-finite subobjects. Theorem 5.6 provides a projectivity result for locally A-finite objects of H M A assuming that A has semilocal localizations with respect to a central subring. This unifies the cases of commutative algebras and semilocal ones considered in [28] .
The short proof of the previous result proposed in [28] for the case of commutative A and cocommutative H is based on three properties of the Fitting ideals of a finitely generated A-module M : (1) these ideals contain enough information to recognize projective modules of constant rank, (2) they behave functorially with respect to the change of ring, (3) they are stable under a compatible action of H. The definition of the Fitting ideals involves computing determinants, so it does not generalize to noncommutative rings.
In section 1 of the present article we introduce certain ideals I r (M ) of a ring R for any rational number r ≥ 0 and a finitely generated right R-module M imposing some assumptions about the localizations R m at the maximal ideals of a central subring of R. There are analogs, though less satisfactory, of the three properties mentioned above. When R = A is an H-module algebra with semilocal central localizations and M ∈ H M A , the ideals I r (M ) are not H-stable in general. Our expectation is that the normalized rank r P (M ) at a maximal ideal P of A is determined by those rational values r for which P contains the smallest H-stable ideal J r (M ) of A such that I r (M ) ⊂ J r (M ). When this holds, r P (M ) = r Q (M ) for any pair P, Q of maximal ideals of A containing the same H-stable ideals. This property can be viewed as the H-invariance of the rank function P → r P (M ) defined on the maximal spectrum Max A of A. We are able to prove it only under some technical restrictions. As a result, we gain less control over the situation in those cases where A is not H-simple. This leads to more restrictive assumptions about A when dealing with flatness.
We will use standard notation from the theory of Hopf algebras [19] , [30] . For each ring R denote by Jac(R) the Jacobson radical of R, by Max R and Spec R the maximal and prime spectra of R. A ring R is semilocal if R/ Jac(R) is artinian; a semilocal ring with a single maximal ideal is quasilocal. A semilocal ring R is semiprimary if Jac(R) is nilpotent; a semiprimary ring with a single maximal ideal is primary. Denote by Z + the semigroup of positive integers.
Construction of ideals
Let R be a ring. If M ∈ M R is generated by elements e 1 , . . . , e n , we denote by I e1,...,en the ideal of R generated by all elements of R which occur as a coefficient in a zero linear combination e 1 x 1 + · · · + e n x n = 0 with x 1 , . . . , x n ∈ R. Lemma 1.1. Suppose that e 1 , . . . , e n generate M ∈ M R . If ϕ : R → R ′ is a ring homomorphism and e
Proof. Let θ : R n → M be the epimorphism in M R sending the standard generators of the free module R n to e 1 , . . . , e n . For i = 1, . . . , n denote by π i : R n → R the projection onto the ith summand. The ideal I e1,...,en is generated by π i (K) where K = Ker θ. Tensoring with R ′ , we get an exact sequence of R ′ -modules
giving the projection onto the ith summand. Hence I e ′ 1 ,...,e ′ n coincides with the ideal of R ′ generated by
′ is equal to the image of α ⊗ id, the conclusion is clear.
Recall that R is said to be weakly finite if for each integer n > 0 every generating set for the free right R-module R n containing exactly n elements is a basis for R n ; equivalently, every R-module epimorphism R n → R n is an isomorphism. This can also be reformulated in terms of invertibility of n × n-matrices with entries in R. Proof. This follows from [28, Lemma 2.3] . By that lemma I e ′ 1 ,...,e ′ n ⊂ I e1,...,en since R/I e1,...,en is weakly n-finite. The opposite inclusion holds by symmetry.
If R has weakly finite factor rings and M is n-generated then we put
where e 1 , . . . , e n is any set of n generators for M . By Lemma 1.2 the above ideal does not depend on the choice of a generating set. The ideals I r (M ) are thus defined for all integers r ≥ µ(M ) where µ(M ) denotes the minimal number of generators for M . When M = 0 we put µ(M ) = 0 and I 0 (M ) = 0 for consistency reasons.
We do not indicate the base ring explicitly in the notation for I r (M ). Given a ring homomorphism R → R ′ , let I r (M ⊗ R R ′ ) be the ideal of R ′ corresponding to the induced R ′ -module M ⊗ R R ′ (when defined). Especially, this convention will be in force when R ′ is either a factor ring or an Ore localization of R. Lemma 1.3. Suppose that R, R ′ are two rings with weakly finite factor rings, ϕ : R → R ′ a homomorphism and M , N two finitely generated right R-modules.
(i) I r (M ) = R for all integers r > µ(M ).
(ii) M ∼ = R n if and only if M is n-generated with I n (M ) = 0.
Proof. (i) If r > µ(M ) then M can be generated by r − 1 elements, say e 1 , . . . , e r−1 . Adding another element e r = 0, we get a set of r generators for M . Now I r (M ) = I e1,...,er . However, 1 ∈ I e1,...,er since 1 is a coefficient in the relation e r = 0.
(ii) Let M be generated by e 1 , . . . , e n . Clearly, e 1 , . . . , e n is a basis for M if and only if I e1,...,en = 0.
(iii) Let us identify M and N with submodules of M ⊕ N . Pick generating sets e 1 , . . . , e r for M and e Suppose that M ∈ M R is finitely generated and r ≥ 0 is a rational number. The
holds for at least one l then we can find such an l with the property that rl ∈ Z, replacing l with a suitable multiple if necessary. We put then
which does not depend on the choice of an l with the above properties. In fact, if t ∈ Z + also satisfies rt ∈ Z and rt ≥ µ(
If r ∈ Z and r ≥ µ(M ) then the initial definition of I r (M ) agrees with the newer one since l = 1 satisfies the required properties.
We say that r is M -admissible if rl ≥ µ(M l ) for some l ∈ Z + . We have defined the ideals I r (M ) for all M -admissible rational numbers. All statements in the next lemma immediately reduce to the corresponding statements in Lemma 1.3. Lemma 1.4. Retaining the assumptions about R, R ′ , ϕ, M , N as in Lemma 1.3, let r ∈ Q be M -admissible and s ∈ Q be N -admissible.
Part (v) of this lemma is valid in a slightly more general situation where R is not assumed to have weakly finite factor rings.
with weakly finite factor rings.
Proof. There exists l ∈ Z + such that n = rl ∈ Z and n ≥ µ(M l ). Then M l is generated by n elements, say e 1 , . . . , e n . Take K = I e1,...,en . For any ϕ satisfying the hypotheses the R ′ -module M l ⊗ R R ′ is generated by e 
If M ∈ M R is finitely generated and P ∈ Max R is such that R/P is simple artinian, then we put
where length stands for the composition series length in M R . If R is semilocal then the set Max R is finite and coincides with the set of primitive ideals of R. For each P ∈ Max R the ring R/P is simple artinian, so that r P (M ) is defined. Recall that any semilocal ring is weakly finite. Moreover, all factor rings of such a ring are themselves semilocal, hence weakly finite. Lemma 1.6. Suppose R is semilocal, M ∈ M R is finitely generated and r ∈ Q.
(ii) r is M -admissible if and only if r ≥ r P (M ) for all P ∈ Max R.
Proof. (i) Let J = Jac(R). We have M/MJ ∼ = P ∈Max R M/M P since R/J is semisimple artinian. It follows from Nakayama's Lemma that M is n-generated if and only if so is M/M P for each P . Since every R/P -module is isomorphic to a direct sum of copies of the simple module, M/M P is an epimorphic image of (R/P ) n if and only if length M/M P ≤ length (R/P ) n , which can be rewritten as r P (M ) ≤ n.
(ii) Put m = max{r P (M ) | P ∈ Max R}. It was proved in (i) that µ(M l ) is equal to the smallest integer n such that n ≥ r P (M l ) = r P (M )l for all P , i.e., n ≥ ml. Thus rl ≥ µ(M l ) implies r ≥ m. If r = m then the required inequality holds for any l ∈ Z + such that ml ∈ Z.
Let Z ⊂ R be a central subring. Denote by R z and R p , respectively, the localizations of R at the multiplicatively closed subsets {z i | i = 0, 1, . . .} and Z p where z ∈ Z is any element and p a prime ideal of Z. Similarly, M z and M p will denote the respective localizations of M ∈ M R . If M is finitely generated, then M z is a finitely generated R z -module and M p a finitely generated R p -module. For each rational number r ≥ 0 put
The open subsets D(z) = {p ∈ Spec Z | z / ∈ p} with z ∈ Z give a basis for the topology on Spec Z. If p ∈ D(z) then R p is a localization of R z and
Proof. Let l > 0 be an integer such that n = rl ∈ Z and n ≥ µ(M l p ). We can find n elements e 1 , . . . , e n ∈ M l whose images in M l p generate the latter R p -module. For each x ∈ M l there exists z ∈ Z p such that xz is an R-linear combination of e 1 , . . . , e n . As M l is finitely generated, we can find a z which fulfills the required property for all x simultaneously. Then the R z -module M l z is generated by the images of e 1 , . . . , e n , whence n ≥ µ(M l z ). Thus z ∈ T r (M ) and D(z) is a neighborhood of p contained in U r (M ). l denote by a x the ideal of Z consisting of those elements z ∈ Z for which xz lies in the submodule N of M l generated by e 1 , . . . , e n . Since
So there exists z ∈ Z which lies in none of the ideals from X and satisfies xz ∈ N . As M l is finitely generated, we can find a z which fulfills that property for all x simultaneously. We obtain z ∈ T r (M ) and X ⊂ D(z).
Further on in this section we make the following assumption:
(A) R m has weakly finite factor rings and mR m ⊂ Jac(R m ) for each m ∈ Max Z.
Since R is embedded in m∈Max Z R m , the weak finiteness of R follows from the weak finiteness of all localizations R m . This observation, applied to the factor rings of R, shows that R has weakly finite factor rings provided that so do all rings R m .
Let M ∈ M R be finitely generated and r ∈ Q. When r is M -admissible, we have U r (M ) = Max Z and I r (M m ) = I r (M )R m for all m ∈ Max Z by Lemma 1.4(v). Every ideal of R is completely determined by its extensions to the rings R m . In particular, I r (M ) consists precisely of those elements a ∈ R whose image a m in R m belongs to I r (M m ) for each m ∈ Max Z.
We now extend the range of r in the definition of I r (M ) to arbitrary nonnegative values. The ideal I r (M m ) of R m has already been defined when m ∈ U r (M ). Put
Proof. The ideals of R m are extensions of ideals of R. Fixing m, we have to show that for each a ∈ R with a m ∈ I r (M m ) there exists s ∈ Z m such that as ∈ I r (M ), i.e., a n s n ∈ I r (M n ) for all n ∈ U r (M ).
Suppose that m ∈ D(z) where z ∈ T r (M ). As r is M z -admissible, Lemma 1.5 can be applied to the R z -module M z . Let K be the ideal of R z given by that lemma. For each n ∈ D(z) ∩ Max Z the ring R n is a localization of R z , whence I r (M n ) = KR n by Lemma 1.5. Applying this formula with m = n, we deduce that a z t z ∈ K for a suitable t ∈ Z m where a z , t z denote the images of a, t in R z . Passing now to R n , we see that a n t n ∈ I r (M n ) for any n as above.
Given an arbitrary n ∈ U r (M ), there exists
We have seen that for each i there exists t i ∈ Z m such that a n (
Remark. The topological space Max Z is always quasicompact. Hence Lemma 1.9 applies for any r with U r (M ) = Max Z. If Max Z is noetherian (e.g., if Z/ Jac(Z) is noetherian), then every open subset of Max Z is quasicompact. In this case any nonnegative value of r is legitimate.
′ be a ring homomorphism where R satisfies (A), while R ′ has weakly finite factor rings. Suppose that U r (M ) is quasicompact and there exists a finite subset
Proof. By Lemma 1.8 there exists z ∈ T r (M ) such that X ⊂ D(z), so that z lies in none of the ideals m ∈ X. Since ϕ(z) is invertible, ϕ extends to a homomorphism
and also I r (M m ) = KR m for each m ∈ X as in the proof of Lemma 1.9. Thus the two ideals K and I r (M )R z of R z have the same extension to each ring R m with m ∈ X. Given any a ∈ K, there exists therefore
and we are done.
Remark. Lemma 1.10 will be used in the special case where ϕ is the canonical homomorphism onto a factor ring R ′ of R. Suppose that R ′ has finitely many maximal ideals and ϕ −1 (P ) ∩ Z ∈ U r (M ) for each P ∈ Max R ′ . Take
In the former case ϕ(z) is invertible, while in the latter case z ∈ m for some m ∈ X. When U r (M ) is quasicompact and R ′ has weakly finite factor rings, the hypotheses of Lemma 1.10 are satisfied.
Lemma 1.11. Suppose R satisfies (A), M is finitely generated and r ∈ Q, r ≥ 0.
(i) I r (M ) = R whenever r > λ(M ).
(ii) If U r (M ) is quasicompact and I r (M ) = 0 then for each m ∈ U r (M ) there exist integers l > 0 and n ≥ 0 such that r = n/l and M
The conclusion is now immediate from the definition of I r (M ).
(ii) If m ∈ U r (M ), then there exists l ∈ Z + such that n = rl ∈ Z and n ≥ µ(M l m ). By Lemma 1.9 I r (M m ) = 0. Now we may apply Lemma 1.4(ii).
(iii) Note that U rt (M t ) = U r (M ) by a straightforward check and
holds for any pair of integers l > 0 and n ≥ 0 such that r = n/l.
Rings with semilocal central localizations
We will assume throughout the whole section that R has semilocal localizations with respect to a central subring Z. Thus R m is semilocal and mR m ⊂ Jac(R m ) for each m ∈ Max Z.
Note that R satisfies assumption (A) from section 1. Any factor ring R ′ of R has semilocal localizations with respect to the image of Z in R ′ . In this section several properties of the ring R will be stated for future use. Some of those are more or less known.
Lemma 2.1. For any right primitive ideal P of R the ring R/P is simple artinian and P ∩ Z ∈ Max Z. Given m ∈ Max Z, there are finitely many elements in the set
The maximal ideals of R m are precisely the ideals P m = R m P with P ∈ Max m R.
Proof. Let P be the annihilator of a simple right R-module V . Since 1 / ∈ P , there exists m ∈ Max Z such that P ∩ Z ⊂ m. The transformation z V of V afforded by an element z ∈ Z is an M R -endomorphism. Hence the image and the kernel of z V are submodules of V . If z / ∈ m, then V z = 0, whence V z = V and Ker z V = 0 by the simplicity of V . In other words, z V is invertible for any z ∈ Z m. We may now regard V as a simple R m -module. The condition mR m ⊂ Jac(R m ) entails V m = 0, i.e., m ⊂ P . The maximality of m yields P ∩ Z = m. Now P/mR is a right primitive ideal of the factor ring R/mR ∼ = R m /mR m . The latter is semilocal since so is R m . Hence R/mR has finitely many primitive ideals, and the factor algebra by any of those is simple artinian.
If P is any ideal of R such that m ⊂ P for some m ∈ Max Z, then R m /P m ∼ = (R/P ) m ∼ = R/P ; in this case P m ∈ Max R m if and only if P ∈ Max m R. Any ideal P ′ of R m coincides with P m where P is the preimage of P ′ in R; if P ′ ∈ Max R m , then Jac(R m ) ⊂ P ′ , and the assumption about R m yields m ⊂ P , so that P ∈ Max m R.
Suppose further that M is a finitely generated right R-module.
Proof. For each m ∈ Max Z the right R m -module M m is finitely generated and
, which forces M m = 0 by Nakayama's Lemma. In this case any element of M is annihilated by some element in Z m; since M is finitely generated over R and Z is in the center of R there exists z ∈ Z m such that M z = 0. Denote by b the annihilator of M in Z. We conclude that a + b cannot be contained in any maximal ideal of Z, whence a + b = Z. It follows that 1 − a ∈ b for some a ∈ a. If M is faithful, we must have a = 1.
Lemma 2.3. For any r ∈ Q, r ≥ 0, we have
Proof. Let m ∈ Max Z. Lemma 1.6(ii) together with Lemma 2.1 and the definition of U r (M ) in section 1 show that m ∈ U r (M ) if and only if r Pm (M m ) ≤ r for all P ∈ Max m R. Since the image of Z m in R/P consists of invertible elements, we
Lemma 2.4. The supremum r(M ) = sup{r P (M ) | P ∈ Max R} is attained at some maximal ideal of R.
Pick m ∈ Max Z contained in none of the subsets U s (M ) with s < r(M ). Next, in the finite set Max m R pick P with the maximum value of r P (M ). By Lemma 2.3 r P (M ) > s for any s ∈ Q with s < r(M ). Hence r P (M ) = r(M ).
Lemma 2.5. Let K be an ideal of R such that R/K is semilocal, and let r = n/l for some integers n ≥ 0, l > 0. Suppose that U r (M ) is quasicompact and r Q (M ) ≤ r for each Q ∈ Max R such that there exists P ∈ Max R satisfying P ⊃ K and
Proof. If m = P ∩ Z where P ∈ Max R, P ⊃ K, then we have r Q (M ) ≤ r for all Q ∈ Max m R by the hypothesis; hence m ∈ U r (M ) according to Lemma 2.3. The Remark following Lemma 1.10 now proves (i). Since r P (M )l ≤ n for each P ∈ Max R with P ⊃ K, the R/K-module (M/M K) l is n-generated by Lemma 1.6. Hence (ii) follows from (i) and Lemma 1.
l ∼ = (R/P ) n for any P ∈ Max R with P ⊃ K; the comparison of lengths of the two modules appearing in the latter isomorphism yields (iii). Lemma 2.6. Suppose that there is an integer n ≥ 0 such that
Proof. We first prove that M is finitely presented. Consider any M R -epimorphism ϕ : R m → M with kernel K. We have to check that K is finitely generated. For each m ∈ Max Z the localization ϕ m of ϕ at m gives rise to an exact sequence of 
The R n -module N n is generated by n elements. Since the ring R n is weakly finite and M n ∼ = R n n , the images of those elements in M n are a basis for M n over R n . In other words, ϕ n induces an isomorphism of N n onto M n . Hence K n ∩ N n = 0, and therefore
Denote by U the collection of all open subsets U of Max Z with the property that there exists a finitely generated submodule L ⊂ K, depending on U , such that K n = L n for all n ∈ U . We have just proved that each m ∈ Max Z has an open neighborhood contained in U. It is also clear that U ∪ U ′ ∈ U whenever U, U ′ ∈ U. Since the space Max Z is quasicompact, we conclude that Max Z ∈ U. This means that there exists a finitely generated submodule
For any fixed m we can find an M R -morphism ψ : R n → M whose localization R n m → M m is an isomorphism. Since M is finitely generated, there exists s ∈ Z m such that the M Rs -morphism ψ s : R n s → M s induced by ψ is surjective. Since the R s -module M s is finitely presented, Ker ψ s is finitely generated. Then Ker ψ s is annihilated by some element z ∈ Z m. We may assume that Z z is a localization of Z s , in which case ψ s induces an isomorphism R n z → M z . For V ∈ M R and m ∈ Max Z the canonical map Lemma 2.7. Let P ∈ Spec R and m ∈ Max Z. If P ∩ Z ⊂ m then P ⊂ Q for some Q ∈ Max m R.
Proof. The hypothesis implies that 1 / ∈ P m . So P m is contained in a maximal ideal of R m , that is, an ideal Q m for some Q ∈ Max m R. Then P ⊂ Q.
Recall that a Jacobson ring is a ring in which every prime ideal is an intersection of primitive ideals.
Lemma 2.8. Let P ∈ Spec R and p = P ∩ Z. Suppose that Z is a Jacobson ring and R p /pR p is an artinian ring. Then for any z ∈ Z p the intersection K of all ideals Q ∈ Max R such that P ⊂ Q and z / ∈ Q coincides with P .
Proof. Clearly P ⊂ K. In view of Lemma 2.7 K ∩ Z coincides with the intersection b of all ideals m ∈ Max Z such that p ⊂ m and z / ∈ m. Since Z is a Jacobson ring,
Since R/P is a prime ring, its central subring Z/p contains no zero divisors of R/P other than 0. Hence R/P is embedded into R ′ . The ring R ′ , as a homomorphic image of R p /pR p , is artinian. Each nonzero ideal of R ′ intersects R/P nontrivially. It follows that R ′ is prime, in which case R ′ is actually simple. If the ideal K ′ of R ′ generated by the image of K contained 1, K/P would have a nonzero intersection with Z/p, which is impossible. We must have K ′ = 0, which entails K/P = 0, i.e., K = P .
Remark. If R is module-finite over Z, then R p /pR p is a finite dimensional algebra over a field, so that the artinian hypothesis in Lemma 2.8 is fulfilled. In this case pR p ⊂ Jac(R p ) by [1, Corollary to Lemma 2] or [9, Lemma 3.1], which implies that R p is semilocal.
It is well-known that the Jacobson property goes up from Z to R in the modulefinite case. The first result of this kind, due to Curtis [9, Th. 4.3] , assumed ACC on Z-submodules of R. Subsequently several generalizations have been found, e.g. [8] , [23] , [25] . Under previous assumptions R z is module-finite over Z z and Z z is Jacobson by [4, Ch. V, §3, Th. 3]; so R z is Jacobson for any z ∈ Z. This reduces to the conclusion of Lemma 2.8.
Semilocal factor algebras of module algebras
Suppose that H is a Hopf algebra and A a left H-module algebra over the ground field k. The compatibility of the H-module structure with the algebra structure on A is expressed by means of the identities
where h ∈ H, a, b ∈ A, and 1 A is the unity element of A. For an ideal I of A and a subcoalgebra C of H put
Clearly I C is also an ideal of A. In particular, I H is the largest H-stable ideal of A contained in I. If C, C ′ are two subcoalgebras with C ⊂ C ′ then I C ⊃ I C ′ . Our subsequent arguments require the factor algebras A/I C to be semilocal. We wish to know the cases in which this property of A/I C can be established.
We always consider Hom(C, A/I) equipped with the convolution multiplication. For a ∈ A defineã ∈ Hom(C, A/I) by the rulẽ a(c) = ca + I, c ∈ C.
The map τ : A → Hom(C, A/I) given by the assignment a →ã is a homomorphism of algebras and Ker τ = I C . The inclusion k ֒→ A/I allows us to identify the dual algebra C * of C with a subalgebra of Hom(C, A/I). Remark. It is probably not true that Hom(C, A/I) is right module-finite over τ (A) in case of Hopf algebras whose antipode is not bijective. This is essentially the reason for our use of left side conditions in this section. (ii) Suppose that T is semiprimary and J = Jac(T ). Part (i) shows that the subring R/(J ∩ R) of the artinian ring T /J is left artinian. Since J ∩ R is a nilpotent ideal of R, it is clear that R is semiprimary.
(iii) A result of Camps and Dicks [6] says that a subring of a semilocal ring is itself semilocal provided that the subring is full, that is, each non-invertible element of the subring is not invertible in the ambient ring. We will check that R is a full subring of T ; it will follow then that R is semilocal whenever so is T . Let x ∈ R be invertible in T . We have to show that x −1 ∈ R. In case (a) T is a noetherian R-module on the left side. Hence the chain of submodules R ⊂ Rx −1 ⊂ Rx −2 ⊂ · · · is ultimately constant, i.e., x −n ∈ Rx 1−n for some n > 0. Multiplying by x n−1 proves the claim. In case (b) T is a finitely generated R ′ -module on the left side. The right multiplication by x −1 defines an endomorphism f of that module. Since R ′ is commutative, f satisfies an equation f n = n−1 i=0 c i f i for some n > 0 and c 0 , . . . , c n−1 ∈ R ′ . Then we have tx −n = n−1 i=0 c i tx −i for all t ∈ T . Substituting t = 1, we deduce that x −n ∈ n−1 i=0 R ′ x −i ⊂ Rx 1−n , which leads to the desired conclusion.
Lemma 3.4. Suppose that dim C < ∞ and A is either left noetherian or left modulefinite over a commutative subring. If A/I is left artinian (semiprimary, semilocal), then so too is A/I C .
Proof. We take T = Hom(C, A/I) and R = τ (A). By Lemma 3.1 T is left modulefinite over R. Let us identify T with the algebra C * ⊗ A/I by means of the canonical isomorphism. Thus T is left module-finite over the subring 1 ⊗ A/I isomorphic to A/I. If A/I is left artinian, so is T . Since the finite dimensional subalgebra C * ⊗ 1 centralizers 1 ⊗ A/I, the ideal J = C * ⊗ Jac(A/I) of T is contained in the Jacobson radical of T [15, Prop. 5.7] . If A/I is semilocal, then T /J is artinian, and it follows that T is semilocal. If A/I is semiprimary then J is nilpotent; hence T is semiprimary. Since A/I C ∼ = τ (A), an application of Lemma 3.3 yields all conclusions of Lemma 3.4.
Remark. The conclusion of Lemma 3.4 can be rephrased in the language of [20, Def. 3.4] as follows: the action of H on A is F -continuous where F is the filter consisting of those ideals I of A for which A/I is left artinian in one case, semiprimary in the second and semilocal in the third. Another result of this kind will be presented in Lemma 3.6.
Lemma 3.5. Let Z ⊂ R ⊂ T be a tower of rings where Z is central in R, the ring R has semilocal localizations with respect to Z and T is left module-finite over R. If T is semilocal then R is semilocal. If T is semiprimary then so too is Z; if also all rings R m /mR m with m ∈ Max Z are semiprimary then R is semiprimary.
Proof. Note that the version of Lemma 2.2 for left R-modules is also valid since we may replace R with the opposite ring. Take M = T regarded as an R-module with respect to left multiplications. Lemma 2.2 shows that the equality aT = T for a ∈ Z implies aZ = Z. In other words, a −1 ∈ Z whenever a is invertible in T . So Z is a full subring of T , and the Camps-Dicks Theorem ensures that Z is semilocal (cf. the proof of Lemma 3.3). Since the set Max Z is finite, by Lemma 2.1 R has finitely many right primitive factor algebras R/P , and each of those is simple artinian. Hence R is semilocal.
Suppose that T is semiprimary. Since J = Jac(T ) is nilpotent, the ring R (resp., Z) is semiprimary if and only if so is R/(R ∩ J) (resp., Z/(Z ∩ J)). Passing to the tower of rings Z/(Z ∩ J) ⊂ R/(R ∩ J) ⊂ T /J, we may assume that T is artinian. Given a ∈ Z, there exists an integer n > 0 such that a n T = a n+1 T . Now a n T is a finitely generated left R-submodule of T since aR = Ra. Applying Lemma 2.2 with M = a n T and a = aZ, we deduce that (1−b)a n T = 0 for some b ∈ aZ. If a ∈ Jac(Z), then 1 − b is invertible, whence a n T = 0, i.e., a n = 0. This shows that Jac(Z) is nil. Since nil subrings of artinian rings are nilpotent, Jac(Z) is nilpotent. This means that Z is semiprimary. Since Z is commutative, Z is the finite direct product of local rings Z m , m ∈ Max Z, with nilpotent maximal ideals mZ m . Then R ∼ = R m and mR m is a nilpotent ideal of R m for each m. If R m /mR m is semiprimary, so too is R m . When all rings R m are semiprimary, R is semiprimary. Lemma 3.6. Suppose that dim C < ∞ and A has semilocal localizations with respect to a central subring Z.
(i) If A/I is semilocal then A/I C is semilocal.
(ii) If A/I is semiprimary then Z/(Z ∩ I C ) is semiprimary. Proof. We apply Lemma 3.5 to the tower τ (Z) ⊂ τ (A) ⊂ Hom(C, A/I). As pointed out in the proof of Lemma 3.4, Hom(C, A/I) is semilocal (semiprimary) whenever so is A/I.
The orbit relation on the maximal spectrum
We continue to assume that A is an H-module algebra. For P, Q ∈ Max A define P ≤ H Q if P C ⊂ Q for some finite dimensional subcoalgebra C ⊂ H. Here P C denotes the ideal of A defined in section 3. Proof. If C = k, then P C = P . Since P ⊂ P , we get P ≤ H P . Suppose that P, P ′ , P ′′ ∈ Max A satisfy P ≤ H P ′ and P ′ ≤ H P ′′ . Then P C ⊂ P ′ and P
This shows that P CC ′ ⊂ P ′′ , and therefore P ≤ H P ′′ .
If H = kG is a group algebra, then any finite dimensional subcoalgebra C of H is spanned by a finite subset, say X, of G. Clearly P C = g∈X g −1 (P ). If Q ∈ Max A contains P C , then Q contains the product of the ideals g −1 (P ), g ∈ X, taken in any order; since Q is prime, Q ⊃ g −1 (P ) for some g ∈ X. The maximality of P ensures then that Q = g −1 (P ). Thus P ≤ H Q if and only if P and Q lie in the same G-orbit.
The previous example suggests that ≤ H may also be symmetric, that is, an equivalence relation on Max A in general. It is not clear whether this is always true. We will be able to provide a confirmation in several cases. When the relation ≤ H is symmetric, we call it the H-orbit equivalence relation.
Note that P H coincides with the intersection of the family of ideals P C with C a finite dimensional subcoalgebra. It follows that P H ⊂ Q H whenever P ≤ H Q. If P ≤ H Q and Q ≤ H P then P H = Q H , that is, P and Q belong to the same H-stratum, in the language of [5] . In general the H-stratification defines a coarser equivalence relation.
The proof of the next lemma uses essentially the same argument as given by Chin [ 
Lemma 4.2. Suppose that H
′ is a Hopf subalgebra of H containing the coradical of H. Then for P, Q ∈ Max A one has P ≤ H Q if and only if P ≤ H ′ Q. The relation ≤ H is symmetric if and only if so is ≤ H ′ .
Proof. Suppose that C is a finite dimensional subcoalgebra of H and C 0 denotes the coradical of C. Consider the coradical filtration C 0 ⊂ C 1 ⊂ · · · of C. As dim C < ∞, we have C n = C for some n. Let P ∈ Max A. We will prove by induction on i ≥ 0 that P i+1 C0 ⊂ P Ci . For i = 0 this is clear. Suppose that the claim is valid for some i ≥ 0 and c ∈ C i+1 . Since ∆(c) ∈ C 0 ⊗ C + C ⊗ C i , we deduce
showing that P i+2 C0 ⊂ P Ci+1 . In particular, P n+1 C0 ⊂ P C . It follows that for Q ∈ Max A the inclusions P C ⊂ Q and P C0 ⊂ Q are equivalent to each other. Since C 0 ⊂ H ′ , we conclude that P ≤ H Q if and only if P ≤ H ′ Q.
Corollary 4.3.
If H is pointed with the group G of grouplike elements then P ≤ H Q for P, Q ∈ Max A if and only if P and Q lie in the same G-orbit.
Proof. In this case the coradical of H coincides with the group algebra kG. Proof. If C and C ′ are two finite dimensional subcoalgebras of H, so also is C + C ′ , and P C+C ′ = P C ∩ P C ′ . Since A satisfies DCC on right ideals, the set of ideals P C with C a finite dimensional subcoalgebra of H, contains a smallest element which has to coincide with P H . Hence for P, Q ∈ Max A one has P ≤ H Q if and only if P H ⊂ Q. The right artinian H-module algebra A/P H has a maximal ideal P/P H which contains no nonzero H-stable ideals of A/P H . By [29, Lemma 4 .2] A/P H is H-simple. If P H ⊂ Q, then Q H is an H-stable ideal of A containing P H , and we must have Q H = P H . The inclusion Q H ⊂ P entails Q ≤ H P . Proposition 4.5. Suppose that X ⊂ Max A is a subset such that for each P ∈ X and each finite dimensional subcoalgebra C of H the factor ring A/P C is semiprimary and each maximal ideal of A containing P C lies in X. If either (a) dim H < ∞ or (b) H is generated by a family H of Hopf subalgebras such that the relation ≤ H ′ is symmetric on X for each H ′ ∈ H, then the relation ≤ H is symmetric on X.
Proof. In case (a) P H is the smallest element in the set of ideals P C with C a finite dimensional subcoalgebra. Hence for P, Q ∈ Max A one has P ≤ H Q if and only if P H ⊂ Q. The H-module algebra A/P H is semiprimary by the hypothesis. Its maximal ideal P/P H contains no nonzero H-stable ideals of A/P H . It follows that A/P H is H-semiprime, i.e., A/P H has no nonzero H-stable nilpotent ideals. By [29, Th. 0.3 and Lemma 4.2] A/P H is H-simple. Then the inclusion P H ⊂ Q implies P H = Q H , and so Q ≤ H P . Assume now that H satisfies condition (b). Denote by C the collection of subcoalgebras C of H such that dim C < ∞ and for any pair P, Q ∈ X satisfying P C ⊂ Q one has Q ≤ H P . By the hypothesis C contains all finite dimensional subcoalgebras of any H ′ ∈ H. We claim that C +C ′ ∈ C and CC ′ ∈ C whenever C, C ′ are both from C. Suppose that P, Q ∈ X are such that P C+C ′ ⊂ Q. Since P C+C ′ = P C ∩ P C ′ ⊃ P C P C ′ and Q is a prime ideal, we have either P C ⊂ Q or P C ′ ⊂ Q, whence Q ≤ H P . This proves the first inclusion in our claim.
We also have to show that Q ≤ H P whenever P, Q ∈ X satisfy P CC ′ ⊂ Q. Denote by Y the set of maximal ideals of A containing P C . By the hypothesis Y ⊂ X, and Y is finite since A/P C is semiprimary. If J denotes the intersection of all ideals from Y , then J/P C coincides with the Jacobson radical of A/P C , which is nilpotent. It follows that there exists a finite sequence Q 1 , . . . , Q n of ideals from Y (with repetitions allowed) such that Q 1 · · · Q n ⊂ P C . If a 1 , . . . , a n ∈ A are any elements such that
Since Q is prime, we must have (Q i ) C ′ ⊂ Q for at least one i. The inclusions C ′ , C ∈ C imply that Q ≤ H Q i and Q i ≤ H P . The transitivity of the relation ≤ H entails Q ≤ H P , as required.
It is clear now that the union U of all coalgebras from C is a subalgebra of H. If
′ is the union of its finite dimensional subcoalgebras. Since H is generated by H, we get U = H. Each finite dimensional subcoalgebra C of H is contained therefore in some C ′ ∈ C; since P C ⊃ P C ′ for any P ∈ X, it is clear that C ∈ C. Thus Q ≤ H P whenever P, Q ∈ X satisfy P C ⊂ Q.
There is a different interpretation of the relation P ≤ H Q in terms of certain operations with modules. Denote by M H the category of right H-comodules. Given U ∈ M H and V ∈ M A , we define right A-module structures on vector spaces U ⊗ V and Hom(U, V ) by the rules
where u ∈ U , v ∈ V , a ∈ A, η ∈ Hom(U, V ) and S : H → H is the antipode (see [29, section 1] ). If dim U < ∞ then U * is a right H-comodule with structure map
for all u ∈ U . Note that the evaluation map ev : U * ⊗ U → k is an M H -morphism provided k has the trivial comodule structure.
Proof. 
Since the latter is an M A -morphism by functoriality, so too is ϕ. The assumption dim U < ∞ entails the bijectivity of ϕ. Thus ϕ is an isomorphism in M A .
Lemma 4.7. Suppose that A/P and A/Q are simple artinian. Let V and W be simple right A-modules whose annihilators coincide with P and Q, respectively. (i) P ≤ H Q if and only if W is a subfactor of the right A-module Hom(U, V ) for some finite dimensional U ∈ M H .
(ii) If W is a submodule of Hom(U, V ) then both P ≤ H Q and Q ≤ H P hold.
(iii) If W is a factor module of Hom(U, V ) and the antipode of H is bijective then P ≤ H Q and Q ≤ H P too.
Proof. (i) There is an isomorphism A/P ∼ = V n in M A for some integer n > 0. Suppose that there exists a finite dimensional subcoalgebra C of H such that P C ⊂ Q. We may regard C as a right H-comodule with respect to the comultiplication. The right A-module structure on Hom(C, A/P ) derives from the algebra homomorphism τ : A → Hom(C, A/P ) defined in section 3. Since Ker τ = P C , the factor algebra A/P C is embedded in Hom(C, A/P ). As W is a simple A/P C -module, W is a subfactor of Hom(C, A/P ) as a right A-module. The latter module is the direct sum of n copies of Hom(C, V ). Hence W is a subfactor of Hom(C, V ).
Conversely, suppose that W is a subfactor of Hom(U, V ) for some finite dimensional U ∈ M H . Since H is an injective cogenerator in M H , there exists a monomorphism ϕ : U → H m in M H for some integer m > 0. Then ϕ(U ) ⊂ C m for a suitable finite dimensional subcoalgebra C ⊂ H. Hence Hom(U, V ) is a homomorphic image of the right A-module Hom(C m , V ). It follows that W is a subfactor of Hom(C, V ), and also of Hom(C, A/P ). Using again the equality Ker τ = P C from the previous paragraph, we deduce that P C annihilates W , whence P C ⊂ Q.
(ii) If there exists an M A -monomorphism W → Hom(U, V ) then there also exists a nonzero M A -morphism U ⊗ W → V by Lemma 4.6(i). The latter has to be surjective since V is simple. Lemma 4.6(ii) shows that V is a subfactor of Hom(U * , W ), whence Q ≤ H P by part (i). (iii) Suppose that the antipode is bijective. Then any
by Lemma 4.6(i). In this case V is isomorphic with a submodule of Hom(U ′ , W ), whence Q ≤ H P .
Remark. We may regard M A as a right module category over the tensor category (M H ) op , opposite to M H , with respect to the bifunctor (V, U ) → Hom(U, V ). Lemma 4.7 shows that ≤ H corresponds to a certain relation on the set of isomorphism classes of simple right A-modules defined in purely categorical terms. In case of an arbitrary left module category M over a finite tensor category C such a relation was introduced by Etingof and Ostrik [12, Lemma 3.8] . It was proved there that this relation is symmetric under the assumption that C has projective covers and P ⊗ X is projective in M for any projective object P ∈ C and any object X ∈ M. The second condition is rather nontrivial to verify.
Lemma 4.8. Suppose that A has semilocal localizations with respect to a central subring Z. Given P, Q ∈ Max A with P ≤ H Q, let n = Q ∩ Z. If either (a) A n /nA n is semiprimary or (b) the antipode of H is bijective, then there exists
Proof. Recall from Lemma 2.1 that both rings A/P and A/Q are simple artinian. Let V and W be as in Lemma 4.7. Then W is a subfactor of the right A-module M = Hom(U, V ) for some finite dimensional U ∈ M H . Denoting by ρ : U → U ⊗ H the comodule structure map, we have ρ(U ) ⊂ U ⊗ C for some finite dimensional subcoalgebra C ⊂ H. Since V P = 0, it is immediate from the definition of the Amodule structure on M that P C annihilates M . Put a = P C ∩ Z. The commutative ring Z/a is semiprimary by Lemma 3.6; it is therefore a finite direct product of primary rings. Then A/aA ∼ = m∈X A m /aA m where X is the finite set of those m ∈ Max Z for which a ⊂ m. Since M a = 0, we have M ∼ = m∈X M m , and A operates in M m via the projection onto A m /aA m . Then W is a subfactor of M m for some m ∈ X. Since W n = 0, while all elements of Z m are invertible on W , we must have n ⊂ m. As n ∈ Max Z by Lemma 2.1, this yields n = m, showing that n ∈ X and M n = 0.
Suppose that (a) holds. The primary ring Z n /aZ n has a nilpotent maximal ideal generated by n. Hence nA n /aA n is a nilpotent ideal of A n /aA n , and it follows that A n /aA n is semiprimary. Since M n is a nonzero right A n /aA n -module, it contains a simple submodule, say W ′ . Denote by Q ′ the annihilator of W ′ in A. As W ′ is a simple submodule of M , Lemma 4.7(ii) yields P ≤ H Q ′ and
M is finitely generated in M A according to [29, Lemma 1.1] . The direct summand M n of M is also finitely generated in M A . Then M n has a simple factor module, call it W ′ . We now complete the proof similarly to case (a), but using Lemma 4.7(iii) instead.
We say that A has quasilocal localizations with respect to a central subring Z if A m is quasilocal and mA m ⊂ Jac(A m ) for each m ∈ Max Z. Proposition 4.9. Suppose that A has quasilocal localizations with respect to Z. If either all rings A m /mA m , m ∈ Max Z, are primary or the antipode of H is bijective then the relation ≤ H is symmetric on Max A.
Proof. Since A n is quasilocal for any n ∈ Max Z, there is a single ideal in Max n A. Hence Q ′ = Q in the notation of Lemma 4.8.
Corollary 4.10. If A is commutative then ≤ H is symmetric on Max A.
Proof. The hypotheses of Proposition 4.9 are satisfied if we take Z = A.
Projectivity result for module algebras
Let A be an H-module algebra and M ∈ H M A . The compatibility of the two module structures on M is expressed as
Lemma 5.1. Suppose that C is a subcoalgebra of H and I an ideal of A such that A/I is weakly finite.
Proof. Pick any elements v 1 , . . . , v n generating M modulo M I C . Given m ∈ M , there exist ζ 1 , . . . , ζ n ∈ Hom(H, A) such that
and applying π I , we deducem(c) = (2) ) where the θ i 's are linear maps C → A/I defined by the formula θ i (c) = (c) c (1) ζ i (c (2) )+I. This shows thatm = n i=1ṽ i θ i . In particular, the submodule of Hom(C, M/M I) generated bỹ v 1 , . . . ,ṽ n containsê 1 , . . . ,ê n . Soṽ 1 , . . . ,ṽ n generate the whole Hom(C, M/M I). Since the algebra Hom(C, A/I) is weakly finite [28, Lemma 7 .1],ṽ 1 , . . . ,ṽ n are in fact a basis for Hom(C, M/M I) over Hom(C, A/I).
Suppose that x 1 , . . . , x n ∈ A are any elements such that
for all c ∈ C. Applying π I , we rewrite this as n i=1ṽ ixi = 0 wherex i ∈ Hom(C, A/I) is defined as in section 3, i.e.,x i (c) = cx i + I for c ∈ C. We must havex i = 0, i.e., x i ∈ I C for each i = 1, . . . , n. Hence π IC (v 1 ), . . . , π IC (v n ) are linearly independent over A/I C .
Further on we assume that A has semilocal localizations with respect to a central subring Z. For a nonnegative r ∈ Q and a finitely generated right A-module M the open subsets U r (M ) ⊂ Max Z and the ideals I r (M ) of A were defined in section 1. When M ∈ H M A , we use the same notation ignoring the H-module structure. Denote by J r (M ) the smallest H-stable ideal of A containing I r (M ).
Lemma 5.2. Let r = r P (M ) where P ∈ Max A and M ∈ H M A is an A-finite object. Suppose that r Q (M ) ≤ r for each Q ∈ Max A such that P ≤ H Q. Let r = n/l for some integers l > 0, n ≥ 0. Then:
Proof. The ring A/P is simple artinian by Lemma 2.1. Then (M/M P ) l ∼ = (A/P ) n in M A since the two A/P -modules here have equal lengths. Let C be given as in (ii). According to Lemma 3.6 A/P C is a semilocal ring. Since r Q (M )l ≤ rl = n for any Q ∈ Max A with P C ⊂ Q, it follows from Lemma 1.6(i) that the A/P Cmodule (M/M P C ) l is n-generated. Now Lemma 5.1 applied to M l ∈ H M A yields the isomorphism in (ii). Then (M/M Q) l ∼ = (A/Q) n , and so r Q (M ) = r, for any Q ∈ Max A with P C ⊂ Q. As this holds for all finite dimensional subcoalgebras C, we deduce (i).
Lemma 5.3. Let r = r P (M ) where P ∈ Max A and M ∈ H M A is an A-finite object. Suppose that U r (M ) is quasicompact and
Proof. The isomorphism in Lemma 5.2(ii) enables us to apply Lemma 2.5(ii) with R = A and K = P C . We conclude that I r (M ) ⊂ P C for each finite dimensional subcoalgebra C of H, whence I r (M ) ⊂ P H . Since P H is an H-stable ideal of A, it follows that J r (M ) ⊂ P H ⊂ P .
Recall from Lemma 2.4 that r(M ) = sup{r P (M ) | P ∈ Max A}.
Proposition 5.4. Given any A-finite object M ∈ H M A and P ∈ Max A one has r P (M ) = r(M ) if and only if P ⊃ J r(M) (M ). Moreover, J r(M) (M ) = A.
Proof. Let r = r(M ). We have r Q (M ) ≤ r for all Q ∈ Max A. So by Lemma 2.3 U r (M ) = Max Z, which is a quasicompact space. If r P (M ) = r then P satisfies the hypothesis of Lemma 5.3, whence J r (M ) ⊂ P . Conversely, if J r (M ) ⊂ P , then also I r (M ) ⊂ P , whence r P (M ) = r by Lemma 2.5(iii) (where we take R = A, K = P ). Lemma 2.4 says that r P (M ) = r for at least one P ∈ Max A. Hence J r (M ) = A.
Corollary 5.5. Suppose that M ∈ H M A is an A-finite object and A has a maximal ideal P such that r P (M ) = r(M ) and P contains no nonzero H-stable ideals of A. Let r(M ) = n/l for some integers n ≥ 0, l > 0. Then: Theorem 5.6. Suppose that A is an H-simple H-module algebra which has semilocal localizations with respect to a central subring Z. Let M be any locally A-finite Lemma 5.7. Let R be any ring. A right R-module M has to be projective provided that there exists a family F of submodules of M satisfying (a) {0} ∈ F and the union of every chain in F is again in F , (b) each N ∈ F, N = M , is properly contained in some N ′ ∈ F such that N ′ /N is projective in M R . If at least one N ∈ F is a generator of M R then M is a generator too.
Proof. Let ξ : V → W be any epimorphism and ϕ : M → W any morphism in M R . By Zorn's Lemma there exist a maximal element in the set X of all pairs (N, ψ) where N ∈ F and ψ : N → V is an M R -morphism such that ξ • ψ = ϕ| N . If N , N ′ are as in (b), then N ′ = N ⊕ G for some projective submodule G; it is then clear that any ψ occurring as a component of (N, ψ) ∈ X can be extended to an M R -morphism ψ ′ : N ′ → V with the property that (N ′ , ψ ′ ) ∈ X. Therefore every maximal element of X has to be (M, ψ) where ψ : M → V is an M R -morphism satisfying ξ•ψ = ϕ. This proves that M is projective. Moreover, the R-module M/N is projective for each N ∈ F since the family of submodules N ′ /N with N ′ ∈ F and N ′ ⊃ N satisfies (a) and (b). Hence each N ∈ F is a direct summand of M , and the final assertion of the lemma is clear.
Lemma 5.8. Let R be a semilocal ring. A right R-module M is necessarily free as long as M is not finitely generated and there is a family F of submodules satisfying (a) {0} ∈ F and the union of every chain in F is again in F ,
is a finitely generated free R-module for some l ∈ Z + .
This is a restatement of [28, Lemma 2.5].
Lemma 5.9. Let M ∈ H M A be an A-finite object. Suppose that M = 0 and A is not H-simple. Then A has a nonzero H-stable ideal I such that M I = M .
Proof. Suppose that M I = M for each nonzero H-stable ideal I of A. Since M = 0, we have r(M ) > 0. If P is any maximal ideal of A for which r P (M ) = r(M ), then M P = M , and therefore P cannot contain nonzero H-stable ideals of A. Now Corollary 5.5 shows that M is a generator in M A . Then M I = M for each proper ideal I of A. It follows that A cannot have H-stable ideals other than 0 and A, i.e.
A is H-simple.
Local projectivity and flatness
Here we consider an H-module algebra A which is not H-simple, but there is a prime ideal of A containing no nonzero H-stable ideals. We want to look at the localizations M p at a single prime of Z. In contrast to Theorem 5.6 we are able to prove the projectivity of M p only under additional restrictions. Proposition 6.1. Let A be an H-module algebra which has semilocal localizations with respect to Z. Suppose that Max Z is noetherian and either all rings A m /mA m , m ∈ Max Z, are semiprimary or the antipode of H is bijective. Let M ∈ H M A be an A-finite object whose rank function Q → r Q (M ) is constant on each fibre Max m A, m ∈ Max Z. Let r ∈ Q and P ∈ Max A. Then:
(i) r P (M ) = r if and only if P ⊃ J r (M ) and P ⊃ J s (M ) for any s > r.
(ii) r Q (M ) = r P (M ) for each Q ∈ Max A satisfying P ≤ H Q.
Assuming that P contains no nonzero H-stable ideals of A and r P (M ) = n/l for some integers n ≥ 0, l > 0, we also have:
(iii) r Q (M ) ≥ r P (M ) for all Q ∈ Max A.
(iv) M l n ∼ = A n n in M An for any n ∈ Max Z such that r Q (M ) = r P (M ) on Max n A. Proof. Since Max Z is noetherian, for any real x > 0 the open subset s<x U s (M ) is quasicompact. Hence there exists t ∈ Q, t < x, such that U s (M ) = U t (M ) for each s ∈ Q satisfying t < s < x. Given Q ∈ Max A and n = Q ∩ Z, we have, by Lemma 2.3, n ∈ U s (M ) if and only if r Q (M ) ≤ s since the rank function of M is constant on Max n A. It follows that r Q (M ) ≤ t whenever r Q (M ) < x.
The previous argument shows that for any subset X ⊂ Max A there exists P ′ ∈ X such that r Q (M ) ≤ r P ′ (M ) for all Q ∈ X. For, if we let x = sup{r Q (M ) | Q ∈ X} and take P ′ with r P ′ (M ) sufficiently close to x, we must have r P ′ (M ) = x. Now choose P ′ as above in the subset X = {Q ∈ Max A | P ≤ H Q}. Denote x = r P ′ (M ). We have P ≤ H P ′ . If Q ∈ Max A satisfies P ′ ≤ H Q, then also P ≤ H Q, i.e., Q ∈ X. By the assumption on the rank function of M we get r Q ′ (M ) = r Q (M ) ≤ x for any Q ′ ∈ Max A with Q ′ ∩ Z = Q ∩ Z. Thus P ′ satisfies the hypotheses of Lemmas 5.2, 5.3. We deduce that J x (M ) ⊂ P ′ and r Q (M ) = x for any Q ∈ Max A with P ′ ≤ H Q. By Lemma 4.8 there exists P ′′ ∈ Max A such that P ′′ ∩ Z = P ′ ∩ Z, while both P ≤ H P ′′ and P ′′ ≤ H P hold. The first condition on P ′′ shows that r P ′′ (M ) = x, while the second condition gives P ′′ ∈ X. But then we may replace P ′ with P ′′ and conclude that r Q (M ) = x for any Q ∈ Max A with P ′′ ≤ H Q. In particular, r P (M ) = x. Now we may replace P ′ with P . The earlier conclusions about P ′ yield (ii) and verify the inclusion J x (M ) ⊂ P .
If s ∈ Q is such that r P (M ) < s then r Q (M ) < s for all Q ∈ Max m A where m = P ∩ Z. Lemma 2.5(iii) applied with R = A, K = P shows that I s (M ) ⊂ P ; then also J s (M ) ⊂ P for such s. But we have checked already that J s (M ) ⊂ P for s = r P (M ). The last two statements are equivalent to (i).
Suppose that P contains no nonzero H-stable ideals of A. Then J x (M ) = 0. By (i) applied to an arbitrary Q ∈ Max A, the inclusion J x (M ) ⊂ Q yields r Q (M ) ≥ x, proving (iii). If n is as in (iv), then n ∈ U x (M ). Since I x (M ) = 0, Lemma 1.11(ii) verifies (iv).
ideal of A with z /by a the annihilator of x in A. Then x is annihilated by the ideal aB of B, and therefore aB = B. There exists Q ∈ Max B such that aB ⊂ Q. Now p = Q ∩ A is a prime ideal of A and a ⊂ p. Since pB = B, none of the nonzero H-stable ideals of A can be contained in p. Since A is commutative, we may apply Theorem 6.3 with Z = A and P = p. We deduce that M p is projective in M Ap , which implies that the map id ⊗ ϕ ⊗ id :
is injective. On the other hand, the kernel of this map coincides with K ⊗ A A p since A p is flat in M A . Thus K ⊗ A A p = 0. Then x is annihilated by an element in Z p, i.e. a ⊂ p. This contradiction shows that K = 0.
Dualization to comodule algebras
Let H be a bialgebra and A a right H-comodule algebra. An object of M H A will be called A-finite if it is finitely generated in M A . An arbitrary object M is a directed union of its A-finite subobjects. Indeed, any finite subset of M is contained in a finite dimensional H-subcomodule; the A-submodule generated by the latter is an A-finite subobject.
Lemma 7.1. Each object of M H A is flat (resp. projective) in M A provided that this is true for all A-finite objects. Each nonzero object of M H A is a projective generator in M A provided that this is true for all nonzero A-finite objects.
If M ∈ M (i) All objects of M In particular, H is a projective generator in M A . We may change both the multiplication and comultiplication in A and H to the opposite ones, obtaining another pair of Hopf algebras A op,cop ⊂ H op,cop . Theorem 7.10 applied to the latter shows that H is a projective generator in A M. Thus Theorem 0.1 is proved. Theorem 7.11. Let A ⊂ B ⊂ H where H is a residually finite dimensional Hopf algebra, B is a Hopf subalgebra, and A is a right coideal subalgebra which has semilocal localizations with respect to a central subring Z. Suppose that B is right modulefinite over A and the antipode of B is bijective. Then each nonzero object M ∈ M H A is a projective generator in M A and M p is a free A p -module for any p ∈ Spec Z.
Proof. We have BI = B for each nonzero H-costable ideal I of A. Hence we may apply Lemma 5.9 regarding M = B as an A-finite object of H • M A . It follows that A is an H-simple H-comodule algebra. Again Theorem 7.7 applies. In particular, p ∈ Spec A cannot contain nonzero H-costable ideals of A whenever pB = B. The two conclusions are therefore consequences of Theorems 7.8, 7.9. Theorem 7.13. Let A be a commutative Hopf subalgebra of a Hopf algebra H which is a directed union of residually finite dimensional Hopf subalgebras. Then each nonzero object of M H A is a projective generator in M A . Proof. If H is residually finite dimensional then the conclusion is a special case of Theorem 7.10. In general we apply this to each residually finite dimensional Hopf subalgebra H ′ of H and the right coideal subalgebra A ∩ H ′ of H ′ . Proposition 7.6(ii) completes the proof.
Remark. If A is contained in the center of H then Theorem 7.13 can be proved by first observing that H is faithfully flat in M A and then using [32, Th. 5] .
