Wave scattering problems in variously shaped waveguides with varying boundary conditions is studied with the purpose to investigate what can be done with classical Fourier methods. A set of techniques, including newly developed conformal mapping methods, wave splitting, Fourier series development where non-normal operators have non-real eigenvalues, the building block method, Dirichlet-to-Neumann operators, and reformulation of the differential equtions in terms of equations for reflections and transmission operators, are used to solve the problem. In an example from acoustics, the results are, with good correspondence in the low frequency domain, compared with a finite element method solution to the same problem.
Introduction
Wave scattering in waveguides of different shapes is a classical problem in applied mathematics. The problem appears in many applications, in acoustics, optics, electrodynamics and quantum physics.
When treating this problem mathematically, the task is to find solutions to the wave equation in some of its forms, and an essential part of this task is to solve Helmholtz equation
in different geometries and with various boundary conditions. For simple geometries, for example straight channels with hard or soft walls, the solutions are easily found in terms of Fourier series. Examples using this technique are found in any basic text on partial differential equations. For more complex geometries or boundary conditions, purely numerical methods or more precisely, finite element methods, have often during recent years, due to evolution of both the methods and the computers, become the natural choice for solving Helmholtz equation.
However, motivated by both the mathematics and applications involving inverse wave scattering problems, we find it interesting to see what can be done with the classical semi-analytic Fourier methods, even when the geometries and the boundary conditions are complex.
The purpose of this article is exactly this, to investigate and to show how Fourier methods can be used to solve wave scattering problems in a waveguide with geometry and boundary conditions that exceed the ordinary school book examples. To be able to do that, we use a toolbox containing a set of methods:
• The Building Block Method makes it possible to divide a complicated geometry into several tractable parts.
• Different conformal mapping methods are used to further simplify the geometry.
• Reformulation of (1) assuming that the field can be expressed in Fourier series.
• Determination of numerically stable differential equations for reflection and transmission operators means that these can be determined for each part of the waveguide.
• Dirichlet-to-Neumann operators make it possible to formulate and solve numerically stable differential equations for the field in the waveguide.
Additional well-known tools such as mode matching and Wiener-Hopf methods, see for example [8] , are necessary to solve general waveguide problems, but are not used in this article.
In an example taken from acoustic, i.e., the field in the waveguide is scalar, we show how these techniques can be combined, in order to get the complete solution of Helmholtz equation in a general waveguide. The results in this example are then compared with the results when using commercial finite element software to solve the problem.
The plan of the paper is as follows: In Section 2, the mathematical basis for a Fourier solution is outlined and in Section 3, it is described how the field as well as reflection and transmission operators are determined in a single "block", using conformal mappings and different reformulations of equation (1) . Section 4 shows how these blocks can be combined, using the Building Block Method. Section 5 contains the example problem and a detailed description of the techniques used to solve it. Finally, some final comments are included in Section 6.
Preliminaries
The problem under investigation is propagation of scalar harmonic waves in a waveguide V , in R 2 or R 3 , of rather general shape. Acoustic notation is used where the sound pressure p solves Helmholtz equation
in the interior V of the waveguide and fulfils a homogeneous boundary condition
on the boundary ∂V . Here, k ∈ R + is the wave number, β ∈ C, Re β ≥ 0 is the (normalised) surface admittance and n is the outward pointing normal to ∂V . Special cases of the boundary conditions are β = 0 (Neumann or hard) and β = i∞ (Dirichlet or soft). The formulation assumes the time dependence exp(− ikc 0 t) in the underlying wave equation. In addition to the sound velocity c 0 , the acoustic medium in the waveguide is characterised by the density ρ 0 . Both c 0 and ρ 0 are constant and real. The waveguide V ⊂ R n , n = 2, 3, consists of three parts: an inner bounded and connected part V i and two straight semi-infinite parts V L and V R . An axial co-ordinate u is associated to the waveguide with the positive axis aligned with V R and the negative with V L . Fig. 1 depicts this waveguide schematically. Using the notation
where Ω L and Ω R are simply connected with boundary that is piecewise of class C 1 . This means that Green's theorem is applicable. For simplicity it is assumed that the surface admittance β = 0 on ∂V L ∩ ∂V and on ∂V R ∩ ∂V , whereas β can be non-vanishing and varying on V i .
As a preparation for the definition of the scattering problem, we discuss propagation of waves in an infinite straight waveguide V s = Ω × R, where Ω is Ω L or Ω R . If p solves (2) in V s , p can be uniquely splitted into
where
Here, ϕ n and λ n ≥ 0 are solutions to the eigenvalue problem
V R open to infinity and a bounded connecting part V i .
∇ 2 ⊥ is the restriction of the Laplace operator to Ω, and
We are interested in a solution p that has a finite (real and virtual) acoustic power in the axial direction and define to this end the function space
and X = X − ⊕ X + . Then, p − ∈ X − , p + ∈ X + and p ∈ X. If p + = 0, we say that there is a source at u = −∞, and if p − = 0, there is a source at u = +∞. Assume that there is a region V 0 ⊂ V , containing sources, i.e., where (∇ 2 + k 2 )p = 0, and that this source region is confined to the interval u − < u < u + . In physical terms, there should be only outgoing waves outside the source region, i.e., left-going to the left and right-going to the right. In order to couple this requirement to our definition of p − and p + , we formulate the following
Axiom 1
For the solution to (∇ 2 + k 2 )p = −q in V s , where q = 0 for u < u − and u > u + , p = p − , when u < u − and there is no source in u = −∞ p = p + , when u > u + and there is no source in u = +∞ .
Comment 1 Axiom 1 makes it natural to denote p − as left-going and p + as right-going.
Comment 2 Axiom 1 can be derived from physical principles: (a) According to the principle of vanishing absorption, k is replaced by k + iε, ε > 0, requiring that the solution p tends to zero when the distance to the source region tends to infinity; then the limit of vanishing ε is taken. (b) According to the principle of causality, which is a fundamental physical principle, asymptotic or stationary solutions for large t to the wave equation (∇ 2 − c 
Solving the one-block problems
Wave scattering in a complicated geometry with varying boundary conditions can be treated as a series of simpler problem, using the so called Building Block Method, see Section 4. The method determines reflection and transmission operators for the waveguide, given that these operators have been determined for each part ("block") of the waveguide.
In this section, we show how reflection and transmission operators for a single block are established, but also, using a Dirichlet-to-Neumann formulation, how the acoustic wave field inside the block could be determined. When performing these calculations, interactions from the two ends of the block must be avoided, and hence, each block is assumed to be an infinitely long waveguide with parallel straight walls and constant boundary conditions outside some bounded transition region.
In each such geometry, the boundary value problem
where β varies smoothly with some boundary parameter t, should be solved. For the sake of simplicity, we assume that one of the channel walls is hard, giving a Neumann boundary condition there. We use a conformal mapping
to transform the geometry into a straight horizontal channel {u ∈ R, 0 ≤ v ≤ 1} in the (u, v)-plane, see Fig. 2 . After this transformation, Eq. (9) yields
where Following the techniques, outlined in [3] , where an electromagnetic scattering problem is treated, or [13] , where similar problems from acoustics are solved, we expand Φ(u, v) in cosine Fourier series over v, assuming that
where ϕ n (u, v) = cos(vλ n (u)) for functions λ n (u), n ∈ N. The functions λ n are determined by the boundary condition (10), from which follows that λ n (u), n = 0, 1, . . . , are solutions to the equation
By differentiating (12) , it follows that
and
where ( ) stands for differentiating with respect to u and
From the expansions
follows the infinite-dimensional ordinary differential equation
where the infinite vector Φ = (Φ 1 Φ 2 Φ 3 . . . ) T and the infinite matrices A and
Note that (ϕ m ), with ϕ m (v) = cos vλ m (u), is in general not an orthogonal system since the eigenvalue problem (10) is a regular Sturm-Liouville problem only if Y is purely imaginary. However, (ϕ m ) and (ϕ m ), with a bar · denoting the complex conjugate, form a biorthogonal system meaning that the bilinear form
vanishes if n = m. Here, for complex functions f and g, (f, g) denotes the complex scalar product and the bilinear form f, g is formally the same as the real scalar product. This means that the expansion coefficients like α mn (u), β mn (u) and µ mn (u) in (15-17), are found from
Furthermore, the system (ϕ m ) is proved to be a basis in L 2 (0, 1) [14] . An alternative proof can be given based on the existence of a sequence biorthogonal to (ϕ m ) using a theorem by Bari [4] , see [5] for a modern presentation of this theorem. It is interesting to note that the biorthogonal property (21) in a complex Hilbert space with general complex Y can be seen as an analytic continuation of the orthogonality property in a real Hilbert space with purely imaginary Y .
Conformal mapping techniques
There are two indispensable requirements on the conformal mapping. When determining reflection and transmission operators for a single waveguide block, as well as the field inside the block, we must assume no interactions from the ends of the block. This is accomplished by treating the block as an infinite waveguide which is straight and has constant cross-sections outside some bounded region. We must therefore numerically construct a conformal mapping from a straight infinite channel to an infinite channel in which the walls at both ends are (at least) asymptotically straight and parallel. Furthermore, to avoid singularities in the operators A and B 2 in the differential equation (18), it follows from (10) that the mapping must have a bounded first derivative on the boundary, and additionally, from (13), (14), (19) and (20), bounded second and third derivatives if the boundary has non-zero admittance.
In [1] and [2] , conformal mapping techniques, suitable for this situation, are developed. Both methods are built on the Schwarz-Christoffel mapping, which guarantees that the resulting channel walls are asymptotically straight and parallel towards infinity, and they both result in regions with smooth boundary curves, meaning that no singularities are introduced by the mapping. In [1] , a suitable polygon, surrounding the region under consideration, is determined, and the conformal mapping is constructed by using the Schwarz-Christoffel mapping for that polygon. In [2] , the factors in a Schwarz-Christoffel mapping are replaced by so called approximate curve factors that round the corners in a way that gives a smooth boundary curve.
Accomplishing stable equations
The differential equation (18) cannot be solved directly by numerical methods. However, there exist reformulations of (18) that are numerically stable for all but a countable set of k, i.e. for k / ∈ {k 1 , k 2 , k 3 , . . . }. In this section, we describe two such reformulations, built on two different partitions of the wave field Φ.
Recall that the block is assumed to be an infinitely long waveguide which is straight and has parallel hard boundaries outside some central transition region. Let Ω L and Ω R be the straight regions to the left and right respectively. In Ω L and Ω R , the operator A is zero, while B is constant. Assume that B = B − in Ω L and B = B + in Ω R . In Ω L and Ω R , B 2 is a real constant diagonal matrix, and to be consistent with standard theory for straight waveguides, the square roots of B 2 are chosen such that B − and B + have either positive real or negative imaginary diagonal elements.
Determining Reflection and Transmission operators (The RT method)
Inspired by the partition p = p − + p + in a straight waveguide where the two terms can be seen as representing waves marching from left to right and right to left respectively, we make the following definition: Let for all u ∈ R, the wave field
where Φ + (u) and Φ − (u) represent waves marching to the right and left respectively. Let furthermore C and D be operators, depending on u, such that
for all u ∈ R. C and D can be defined in many different ways, but they must be differentiable with respect to u, and since (18) must hold in Ω L and Ω R where A(u) = 0, it follows that
We have used the definition
where f is a smooth function that is 0 in Ω L and 1 in Ω R . Define reflection and transmission operators R + , R − , T + , T − , such that for u 1 < u 2 ,
This means that T − and R − transmits respectively reflects the left-going waves Φ − , while T + and R + transmits respectively reflects the right-going waves Φ + . From (18), (24) and (25), it is possible to derive, for details see for example [13] , the equation
For the determination of T + and R + , we consider (27) assuming that there are no sources in Ω R . Let u 2 ∈ Ω R be constant and let u = u 1 vary. This means that Φ − (u 2 ) = 0, and (27) simplifies to
By differentiating (30) with respect to u, we get
and using (28) and (30) once more, the Ricatti equations
follow. For R − and T − , we proceed similarly assuming no sources in Ω L , and deduce the equations
Using truncated matrices in place of J, K, L and M , these equations can be solved numerically with an ordinary differential equation solver. (32) and (33) are solved from right to left using R + (u 2 , u 2 ) = 0 and T + (u 2 , u 2 ) = I as initial values, while (34) and (35) are solved from left to right, using R − (u 1 , u 1 ) = 0 and T − (u 1 , u 1 ) = I as initial values.
Determining the field (The DtN method)
To determine the field inside a single block, we reformulate (18) using Dirichlet-to-Neumann operators, see also [11] and [6] . For this purpose, we make a different partition of Φ. Let
where Φ R are waves with no sources to the right (in +∞) and Φ L are waves with no sources to the left (in −∞). Define Dirichlet to Neumann (DtN) operators Λ R and Λ L such that
Φ R and Φ L are both satisfying (18), and by differentiating (37) and (38), the operator equations
follow. Since A = 0 in Ω L and Ω R ,
which means that if truncated matrices are used in place of A and B 2 , (39) and (40) can be solved numerically from right and left respectively, using the initial values Λ R (u 2 ) = B + and Λ L (u 1 ) = B − , where u 1 ∈ Ω L and u 2 ∈ Ω R . Finally, (37) and (38) are solved numerically from left and right respectively. It is worth noticing that the Riccati equations (32-35) as well as (39-40) can for a countable set of k contain singularities for certain values of u and resist a numerical solution, for details and examples see for example [6] . However, these singularities appears for k values in the DtN equations (39-40) for which the RT equations (32-35) have no problem, so the different methods complete each other well. Furthermore, there exist numerical methods by which Riccati matrix equations are integrated across singularities, even when no knowledge about existence or placements of these is at hand, see for example [10] .
Combining the Blocks -the Building Block Method
The Building Block Method (BBM), see [12] , allows the determination of reflection and transmission operators for a combination of several sections ("blocks") of the waveguide, for which these operators are known.
Assume that two subsequent blocks Ω 1 and Ω 3 , are connected by a region Ω 2 which is straight and with constant cross-section, see figure 3 . Furthermore, assume that reflection and transmission operators in matrix form for Ω 1 and Ω 3 are known.
In contrast to many descriptions of the BBM, we choose here to define Φ = Φ + + Φ − as varying with the position along the waveguide, even outside and between the blocks. The reflection and transmission operators are Let t be a parameter, measuring the distance along the central curve of the waveguide, and let t = t 0 at the beginning (left end) of Ω 1 , t = t 1 = 0 at the border between Ω 1 and Ω 2 , t = t 2 = at the border between Ω 2 and Ω 3 , assuming that the length of Ω 2 is , and finally t = t 3 at the end of Ω 3 . Following the definitions given in Eq. (27), we use the notation
For the straight part Ω 2 with length and width a, we define
where α n = k 2 − n 2 π 2 a 2 . Assume that a right-marching field Φ in = Φ + (t 0 ) is entering Ω 1 from the left, and that there are no sources to the right of Ω 3 . Define operators C ± such that at the border between Ω 1 and Ω 2 , Φ + (0) = C + Φ in and Φ − (0) = C − Φ in . Standard theory for straight waveguides gives that in Ω 2 at position t, the field is
Consequently, at the border between Ω 2 and Ω 3 , there are right-marching and left-marching waves S( )C + Φ in and S −1 ( )C − Φ in respectively. Since there are no sources to the right of
and hence
The methods has been known since the end of the 1940:s [9] and is denoted the Building Block Method [12] in acoustic theory and cascade technique [8] in electromagnetic theory.
A numerical example
To illustrate the techniques, we solve the scattering problem and determine a low-frequency field in the waveguide shown in Fig. 4 . The results, i.e., the acoustic field in the waveguide given a known field entering from the left, as well as reflection and transmission operators for the waveguide, are calculated and compared with a finite element method solution.
Boundary conditions
The boundaries are hard, i.e., have zero admittance, except for two intervals on the upper boundary. In both Ω 1 and Ω 3 , there is admittance at the upper boundary in the intervals F j ([−2, 2]+ i) for j ∈ {1, 2}, reaching the maximal level β = 0.5 + 0.5 i in the intervals F j ([−1, 1] + i), where the functions F j are the conformal mappings defined in Section 5.2.
Conformal mappings
The region is divided into three disjoint parts. Ω 1 contains the change in cross-section to the left, the middle section Ω 2 is straight with constant cross-section, and Ω 3 contains the bending to the right.
For Ω 1 , shown in Fig. 5(a) , a conformal mapping is constructed using the approximate curve factor technique developed in [2] . The conformal mapping is
In (46) For Ω 3 , shown in Fig. 5(b) , the outer polygon method [1] is used to construct the conformal mapping. The mapping function is here F 2 = f 2 •g 2 , where
with A = 0.1501 exp(3π i/4), α = 7/4, ϕ 1 = 3π/10, ϕ 2 = 7π/10, a = −0.4632, w 0 = −7 and z 0 = 4.4485 + 0.2 i.
Determination of the field, reflection and transmission operators
The acoustic fields inside Ω 1 and Ω 3 have been determined using the techniques described in Section 3.2.2. Simultaneously, reflection and transmission operators for Ω 1 and Ω 3 have been determined using the techniques in Section 3.2.1. All calculations have been made using 10 × 10 matrices in place of the operators in the differential equations (32)- (35) and (37-40) and a standard numerical ODE solver (ode45).
We have assumed a source at infinity to the left resulting in a rightmarching wave Φ in = (1 0 0 Finally, the field in Ω 2 as well as reflection and transmission operators for the whole waveguide was calculated using the Building Block Method described in Section 4.
Results
In Figure 6 , Re Φ 1 , Re Φ 2 , . . . is plotted for k = 5, k = 10 and k = 15. The measure on the horizontal axis in the plot is the distance along the central curve in the waveguide. In Figure 7 , a contour plot of Re p(x, y) is shown for k = 15. Note that in Ω 1 , Φ is calculated using the methods in Section 3.2.2, while in Ω 2 , where it is calculated using (44) and (45), Φ depends on the reflection and transmission operators found by the methods in Section 3.2.1. It is therefore interesting to compare Φ in the right end of Ω 1 with Φ in the These comparisons are given in Table 1 , and show that the correspondence between the methods is good.
A FEM solution to the problem
The Finite Element Method (FEM) is a well-established process for treating problems like the one in the example, and it is probably the most used method to solve such problems. As a comparison, we have applied a commercial FEM solver (COMSOL Multiphysics) to the problem. In Figure 8 , FEM solutions for k = 0 . . . 20 are compared with the corresponding Fourier method solutions. As is seen in the figure, the correspondence is good. The differences between the methods in the calculated k interval are all less than 4 · 10 −3 . 
Discussion and conclusion
The example problem in Section 5 is of course not a "general" waveguide. There are numerous possible boundary variations not commented so far. For example, the methods in this article seem to require smooth changes in both geometry and boundary conditions to get converging Fourier series. However, the Building Block method and well-established mode-matching techniques can overcome most such problems. Furthermore, as is illustrated in [13] where an L-bend is investigated, good results can be achieved even when the conformal mapping functions contain singularities on the boundary. It is however evident that the differential equations get stiffer and that larger truncated matrices are required.
Another simplification in this article is the assumption of a Neumann boundary condition on one of the boundaries. An iterated use of the Building Block method and lengthways partitions of the waveguide can handle twodimensional waveguides with non-hard walls on both sides.
Finally, it is possible to extend the techniques to cover three-dimensional problems, at least when variations in the geometry take place in at most two dimensions at the time. We refer to the discussion in [13] .
The most time-consuming part of the calculations is the determination of the matrices A and B 2 in (18) for a large set of u-values. For every value of u, λ n (u) for n = 0, . . . , N − 1 should be found by solving equation (12) numerically. The values of α and β in eqs. (15) and (16) can be determined analytically, but for every u, N 2 numerical integrations are needed to determine the values of µ mn (u) in Eq. (17). For values of u, corresponding to hard boundaries, λ n = nπ and the µ coefficients can be calculated using Fast Fourier Transforms, but for values of u corresponding to boundaries with admittance, a comparatively slow numerical integration must be used for each matrix element. However, as is seen in Figure 9 , for k in the low frequency domain that we have investigated, the number of required matrix elements is modest. In the figure, the calculated values of T + tot (0, 0) and T + tot (1, 0) , when using matrix sizes from 2 × 2 up to 50 × 50, are plotted. The results are stable to three significant figures already for 7 × 7 matrices.
As a reference and comparison, the problem in the example has been solved using commercial software for the finite element method (FEM). As was seen in Figure 8 , the correspondence between a FEM solution and the Fourier methods solution is good, with a small tendency to growing discrepancy with growing k. This is not surprising; to maintain a certain accuracy when k increases, both methods require enhanced numerical work. In FEM, a finer mesh is needed, for details see for example [7] , while the Fourier methods require larger matrices.
For wave scattering problems, the Fourier methods described in this article are applicable for the low frequency domain. It is beyond the scope of this paper to develop more precise bounds for this domain. We can only conclude that the combination of semi-analytic techniques evolved here is a well working alternative to different FEM-based numerical methods.
