Abstract In a multivariate nonparametric regression problem with fixed, deterministic design asymptotic, uniform confidence bands for the regression function are constructed. The construction of the bands is based on the asymptotic distribution of the maximal deviation between a suitable nonparametric estimator and the true regression function which is derived by multivariate strong approximation methods and a limit theorem for the supremum of a stationary Gaussian field over an increasing system of sets. The results are derived for a general class of estimators which includes local polynomial estimators as a special case. The finite sample properties of the proposed asymptotic bands are investigated by means of a small simulation study.
Introduction
Within the last decades, nonparametric regression has received a great deal of attention as a powerful tool for data analysis. Various different models and methods have been discussed and thoroughly investigated. Nonparametric curve estimation provides many useful applications, not only for graphical visualization but also as a basis for the development of means of statistical inference such as goodness of fit tests or the construction of confidence sets for the unknown regression function. While interval estimates can be used for its point-wise analysis, simultaneous confidence bands have to be employed to draw conclusions regarding global features of the curve under consideration and thus shed more light into the connection between dependent and independent variables.
In this paper, we develop new asymptotic uniform confidence sets in a nonparametric regression setting with a deterministic and multivariate predictor. To be precise, we consider the multivariate regression model
where i = (i 1 , . . . , i d ) is a multi-index, the {t i := (t i 1 , . . . ,
is a field of centered, independent identically distributed random variables with common variance σ 2 and f is an unknown, smooth regression function. The construction of confidence sets requires a reliable estimate of the unknown object. Often kernel smoothing techniques are applied in this context [cf., e.g., Wand and Jones (1995) ]. Alternative approaches, such as spline smoothing for instance, often show similar asymptotic behavior in the sense that corresponding estimators have approximately the same form, that is, linear in the observations and with a kerneldensity estimates, Konakov and Piterbarg (1984) investigated the convergence of the distribution of the maximal deviation for the Nadaraya-Watson estimate in a multivariate, random design regression setting and Rio (1994) investigated local invariance principles in the context of density estimation. An alternative approach was recently proposed by Hall and Horowitz (2013) who addressed the bias-difficulty explicitly and constructed confidence bands based on normal approximations and a bootstrap method that is used to adjust the level α in the normal quantiles in such a way that a coverage of a desired value of at least 1 − α 0 is attained at at least a predefined portion of values x ∈ R, where R ⊂ R d . They discuss both nonparametric density and regression estimation.
In this paper, we construct asymptotic uniform confidence bands for a regression function in a multivariate setting for a general class of nonparametric estimators of the regression function. For the sake of a transparent notation, we focus on local polynomial estimators. However, our approach is generally applicable for several other estimators in use (see Theorem 3 and Remark 2 below).
Notations and definitions as well as assumptions, required for the asymptotic theory, can be found in Sect. 2. For a clear exposition, we examine in Sect. 3 the twodimensional case, briefly discuss the properties of the estimator and state the main results. The general case of a d-dimensional predictor is discussed in Sect. 4. The finite sample properties of the proposed asymptotic bands are investigated in Sect. 5 and detailed proofs for the two-dimensional case are given in Sect. 6 while the case d > 2 is considered in Sect. 7. Our arguments heavily rely on results by Piterbarg (1996) who provided a limit theorem for the supremum
is an increasing system of sets such that λ d (T n ) → ∞ as n → ∞ and also on multivariate strong approximation methods provided by Rio (1993) .
General setup and assumptions
Let Ω := (0, 1) d and suppose that for two positive constants k ∈ N and a ∈ (0, 1) the function f : Ω → R from model (1) belongs to the Hölder class of functions
Here, we use the following notation
and 
Further, with a slight abuse of notation, we shall denote the vector
h for the sake of brevity.
Assumption 1 Assume that the following three conditions hold
(iii) All derivatives of K up to the order d exist and are continuous. Sacks and Ylvisaker (1970) ] that are bounded away from zero and continuously differentiable on (0, 1) with bounded derivatives up to order (d − 1) ∨ 1.
Assumption 2 Suppose that the design points {t
Remark 1 If for some j ∈ {1, . . . , d} g j is the uniform density, that is, g j = I [0, 1] , Assumption 2 gives
Hence, the case of equally spaced design is included in Assumption 2 as a special case.
Bivariate nonparametric regression

Notation, estimation and auxiliary results
In the following, we shall adapt the notation introduced in Tsybakov (2009) , Chapter 1.6, to the two-dimensional setting. We shall also make use of some of the results stated therein and extend the proofs, if necessary, to the case where the design only meets Assumption 2, i.e., can be but is not necessarily uniform. To define the estimator, we need to fix some notation first. For j = 1, . . . , k let U j : R 2 → R j+1 be defined as 0, j) f ) with the multi-index notation h α α α and D (α 1 ,α 2 ) as defined in (4) and (2), respectively. Let K : R 2 → R + 0 be a kernel function as specified in Assumption 1 in the previous section. Recall that, given the above notation, the quantitŷ
is called local polynomial estimator of order k of θ(x) and that the statistiĉ
is called local polynomial estimator of order k of f (x) [see Tsybakov (2009) ].
Introducing some more notation, we can rewrite the estimatorsθ n (x) andf n (x) in a perhaps more intuitive way. For x ∈ Ω let and B n,x ∈ R (k+1)(k+2)/2×(k+1)(k+2)/2 be defined as and
Now we can write , which yields the necessary condition . It is obvious that for a positive definite matrix B n,x the estimatorθ n (x) is defined by the equation and that, also for a positive definite matrix B n,x , with the definition of the weights
we obtainf
that is, the estimatorf n (x) is linear in Y i .
To conclude this section, we give some useful results regarding the estimator and its defining quantities such as the asymptotic form of the matrix B n,x , the asymptotic variance and a uniform estimate of the bias which will be needed for the subsequent considerations.
Lemma 1 Let B n,x be as defined in (6), K a kernel as specified in Assumption 1 and define the matrices B, B x ∈ R (k+1)(k+2)/2×(k+1)(k+2)/2 as
where integration is carried out component wise. Let further Assumption 2 be satisfied. Then,
(ii) and the matrix B x is positive definite.
Note that, the matrix B is independent of the variable x.
Lemma 2 (Variance of the local polynomial estimator) Let B be as defined in (9), K a kernel as specified in Assumption 1 and define 
A limit theorem and its implications
Given the notation and the auxiliary results presented in the previous Sect. 3.1, we can now state the main results for the two-dimensional regression model (1).
Theorem 1 Let Assumption 1 and Assumption 2 be satisfied. Assume that there exists a constant
, and
and
It is clear that in nonparametric curve estimation one always has to deal with the effect of bias subject to smoothing. In the context of the construction of (simultaneous) confidence bands one of two major strategies to cope with this difficulty is usually pursued, namely explicit bias correction, which allows for an "optimal" choice of smoothing parameter and slight undersmoothing, i.e., accepting a higher variability in the estimation to suppress the bias. In this paper, we shall follow the latter strategy for which Hall (1992) gave theoretical justification by showing that it results in minimal coverage error as compared to explicit bias correction. The price, however, is slightly wider asymptotic bands. As a direct consequence of Theorem 1 and the use of an undersmoothing bandwidth, we obtain the following result.
Corollary 1 Let the assumptions of Theorem 1 be satisfied and let (h
1 + h 2 ) k+a · n · h 1 h 2 log(n) = o(1). Then the set [f n (x) − Φ n,α (x),f n (x) − Φ n,α (x)] | x ∈ [δ, 1 − δ] 2 , where Φ n,α (x) := κ α /l n + l n s(x)/(n √ h 1 h 2 ) and κ α = − log(−0.5 log(1 − α)), defines an asymptotic uniform (1 − α)-confidence band for the bivariate function f ∈ C k,a (Ω) from regression model (1).
Multivariate nonparametric regression
In this section, we first introduce more notation that is needed to define the local polynomial estimator of order k for the multivariate function f. Then, we state the ddimensional versions of Theorem 1 and Corollary 1 presented in the previous section and conclude with a further generalization regarding the estimator.
where
provided the matrix B n,x,d is positive definite. Recall from definition (4) that
Theorem 2 Let Assumption 1 and Assumption 2 be satisfied. Assume that there exists a constant
.
Corollary 2 Let the assumptions of Theorem 1 be satisfied and let
The results stated above hold for general linear nonparametric kernel regression estimates with a kernel of convolution form, or a sequence of kernels even, satisfying Assumption 1. This is a consequence of the fact that those kernel estimates can all be approximated by a Gaussian process, which is stationary, where the supremum is taken with respect to a growing system of sets, which has an extreme value limit distribution. To conclude the section, we now present a further limit theorem in which this generalization is formalized.
Theorem 3 Assume that the conditions of Theorem 2 are satisfied and that
f n (x) = 1 n d h 1 · . . . · h d n i 1 ,...,i d =1 Y i K (n) t i − x h ,
with a sequence of kernels (K (n) ) n∈N meeting Assumption 1 and one of the following two conditions
(i) There exists a number M ∈ N, which is independent of n, kernels K , K 1 , . . . , K M , each satisfying Assumption 1, and sequences (a n,1 ) n∈N , . . . , (a n,M ) n∈N such that a n,
Then, Theorem 2 holds when each K B,U is to be replaced by K in the definitions of the quantities s d (x) and Λ 2 .
Remark 2 The results from Theorem 3 are relevant in several applications. For instance, in the context of spline smoothing, Silverman (1984) showed that a onedimensional cubic spline estimator is asymptotically of convolution-kernel form with a bounded, smooth kernel
The associated estimator satisfies the assumptions of Theorem 3 except for Assumption 1 (i). The results of this paper also hold in this case, even for relatively mild (polynomial) decay of the kernel function in each direction, however, the technical complexity is unproportionally greater, hence we will not include this case to our considerations.
Finite sample properties
In this section, the finite sample properties of the proposed asymptotic confidence bands are investigated. First, the simulation setup is described in Sect. 5.1 and the results are presented and discussed in Sect. 5.2.
Simulation setup
All results are based on 2500 simulation runs. We simulate data from the bivariate regression model (1) with normally distributed errors ε i, j ∼ N (0, σ 2 ) where σ = 0.3 and (n 1 , n 2 ) ∈ {1, . . . , n} 2 , n ∈ {75, 150, 250}. For the unknown regression function, we consider two different versions f 1 and f 2 of a product of trigonometric functions defined by f j (x 1 , x 2 ) = −sin(2 jπ(x 1 − 0.5)) cos(2 jπ x 2 ), j = 1, 2 with increasing complexity (see Fig. 1 , central column for a contour plot of both functions under consideration). As kernel function K , we consider a product ker-
In these settings, we compare the performances of both a local linear as well as a local quadratic estimator. The corresponding limit kernels K B,U,lin and K B,U,quad are then given by
A difference-based variance estimator is used to estimate σ 2 . Concerning the smoothing parameter h, we first determine a suitable value for each setting by a small preliminary simulation study. These fixed smoothing parameters are then used in all runs for the respective simulation setting. 
Simulation results
We now summarize the results of the simulation study. Figure 2 illustrates the confidence bands based on the local quadratic estimator for the regression function f 2 , top down for growing sample sizes. In each row, the contourplots show the lower confidence surface, the true object and the upper confidence surface (from left to right) and the improvement in the performance for growing n clearly shows. Tables 1 and 2 contain the simulated coverage probabilities and the average half widths of the bands for the local linear and the local quadratic estimator, respectively. We observe that, even for moderate sample sizes, the simulated coverage probabilities are close to the nominal values and that the bands are reasonably narrow. For n = 150 and n = 250, the widths of the asymptotic bands are clearly below the noise level of 0.3 in all cases. The bands are narrow enough to provide, for instance, lower bounds on the number of local minima and maxima, since maximal regions are clearly distinguishable from minimal regions by the fact that the lower bands in a neighborhood of the maxima are much higher than the upper bands in a neighborhood of the minima. Further, it is evident that the bands for f 1 constructed with the local linear estimator are narrower than the ones for the local quadratic estimator. This is due to the fact that the local linear estimator produces a smaller variance because the L 2 -norms of the limit kernels K B,U,lin and K B,U,quad are not equal, more precisely K B,U,lin 2 < K B,U,quad 2 . Nevertheless, the results for the local quadratic estimator are slightly better which is due to the smaller bias of this estimator as compared to its linear counterpart which guarantees a more accurate centering of the bands and results in higher coverage. We also find that, while there seems to be hardly any difference for the different settings for the local quadratic estimator, the bands for f 2 based on the local linear estimator are clearly wider. The effect is shown in Fig. 2 where plots of both cases for the local linear estimator are displayed.
Proofs
In this section, we present the proofs of the results presented in the previous sections. Those that are completely analogous to the ones presented in Tsybakov (2009) , Chapter 1.6, are omitted, only some extensions are included in this section.
Proofs of auxiliary results
Proof of Lemma 1 (i) Since each entry U
is a polynomial of degree ≤ k the smoothness properties of K transfer to the products
Hence, it follows by Assumption 2 that
Finally, again by Assumption 2
for sufficiently large n.
For v = 0 the quantity v T U (u) = 0 is a polynomial in u of degree ≤ k and it can only be equal to zero at a finite number of points. Since also D > 0 it follows that v T Bv > 0 and since the design densities g 1 and g 2 are bounded away from zero it also follows that v T B x v = g 1 (x 1 )g 2 (x 2 )v T Bv > 0,which concludes the proof of the lemma.
Proof of Lemma 2 By definition of the weights W n,i it follows that
Now, we apply Lemma 1 and obtain
By Assumption 1 and Assumption 2 we find Proof of Lemma 3 Lemma 1 implies that the matrix B n,x is positive definite for sufficiently large n ∈ N. Hence, we can use the linear representation of the local polynomial estimator which is given in (8). This also implies that there exists a positive constant λ 0 and a positive number n 0 ∈ N such that the smallest eigenvalue λ min (B n,x ) ≥ λ 0 , for all x ∈ [0, 1] 2 if n ≥ n 0 . Furthermore, we make use of the fact that the local polynomial estimator of order k reproduces polynomials of degree ≤ k. This means that for any polynomial Q with Q(x) = β β β∈{0,...,k} 2 , |β β β|≤k a β β β x β β β for x ∈ R 2 the following equality holds
and hence
since (12) implies the identity i 2 ) (x) = 0 for all multi-indices β β β ∈ {0, . . . , k} 2 , |β β β| ≤ k. By Taylor expansion and from (3) we obtain
Since t i j = G −1 (i j /(n + 1)) and G is strictly increasing the indicator functions
where the last estimate O (h 1 + h 2 ) k+a does no longer depend on x.
Proofs of Theorem 1 and Corollary 1
To prove Theorem 1, we perform several steps to approximate the quantity
, where W is a Wiener sheet on R 2 , the function K B,U is defined in (10) and the supremum is then taken over the set
Then, we apply Theorem 14.1 in Piterbarg (1996) to this stationary field which will complete the proof of the theorem. Define the process
Z n,0 can be decomposed as follows (see Lemma 8 below for details)
where the processes Z n,1 (x) and R n,x (x) are defined in an obvious manner. In a first approximation step, Z n,0 is approximated by Z n,1 . In a next step, the observation errors are replaced by their partial sums which allows to replace Z n,1 by Z n,2 :
where W is the Wiener sheet specified in Lemma 4,
. To this end, we extend an approach introduced by Stadtmüller (1986) or Eubank and Speckman (1993) for one-dimensional models with deterministic (close to) uniform design. Note that, it is not immediate how to generalize this methodology to higher dimensions as well as to a not necessarily uniform design under general design assumptions and a broader class of estimators, which is all done here. Next, the sum is approximated by the corresponding Wiener integral which gives the approximation of Z n,2 by Z n,3 , defined by
Note that, Z n,3 and Z n 4 have the same probability structure, i.e., {Z n,3 (x)} D = {Z n,4 (x)}. Hence, in a next step we replace Z n,4 by Z n,5 , defined by
In a further step, we replace the process Z n,5 by the stationary process Z n,6
and take the supremum with respect to
. Last, we show that the remainder process R n,0 is negligible, that is sup x∈[δ,1−δ] 2 |R n,0 (x)| = o P log(n) −1/2 . Each approximation step corresponds to one of the Lemmas 4 to 8 listed and proven below.
Lemma 4 There exists a Wiener sheet W on a suitable probability space such that
where ν ∈ (0, 1] is the constant defined in Theorem 1.
Proof
Here and in what follows let I denote the unit cube, i.e., I :
, . . . , n} 2 . Note that, the following identity holds:
i.e., the errors can be replaced by the respective "increments"
of the partial sum process on the grid {0, . . . , n} × {0, . . . , n}. We thus obtain
We can now re-sort the sum and obtain a sum that contains the increments of the function z → K B,U
instead of the increments of the partial sum process and obtain
The assertion of the lemma now follows from Theorem 1 in Rio (1993) , which gives the estimate sup 1≤i 1 ,i 2 ≤n
since, under the assumptions of Theorem 1,
For the next approximation step we need that 1/(nh 1 h 2 ) = o(1/log(n) 2 ) which is implied by the conditions of Theorem 1.
Lemma 5
Under the assumptions of Theorem 1 the process Z n,2 (x) can be approximated by Z n,3 (x) uniformly with respect to
By a change of variables, we further obtain
by definition of the design points. Moreover,
Next, we apply Theorem 3.2.1 in Khoshnevisan (2002) which gives a modulus of continuity for the Wiener sheet
almost surely. We also observe that
which conclude the proof of this lemma.
Lemma 6
Proof Since Z n,3 and Z n,4 have the same probability structure, we show that
almost surely which proves the assertion of the lemma. Again, by integration by parts for sufficiently large n, since K B,U is of bounded support,
By change of variables, under Assumption 2 with the modulus of continuity of the Brownian sheet (here, |u| ≤ 1, since K has support contained in the cube
For sufficiently large n ∈ N, the first four summands vanish completely and thus
which completes the proof of this lemma.
Lemma 7 Under the assumptions of Theorem 1 the following result holds
Proof A combination of integration by parts, change of variables and the scaling property of the Brownian sheet yield
With the definition of the sets The following lemma provides the last missing piece, the negligibility of the remainder R n,0 . |R n,0 (x)| = O P log(n)(h 1 + h 2 ) .
Lemma 8 Let Assumption
Proof Lemma 1 implies the decomposition B −1 n,x = B −1 x + R − n,x with a (k + 1)(k + 2)/2 × (k + 1)(k + 2)/2-matrix R − n,x that has the property 
The quantity U T (0)R − n,x = (r − n,x ) 1,1 , . . . , (r − n,x ) 1,(k+1)(k+2)/2 ∈ R 1×(k+1)(k+2)/2 is the first row of the matrix R − n,x and U With the same arguments as in the two-dimensional case, the replacement of the errors by the increments of the partial sums yields for sufficiently large n (such that all boundary terms vanish) The generalization of Lemma 7 and Lemma 8 and both proofs, as well as the further steps in the proofs of Theorem 1 and Corollary 2 are straightforward and are, therefore, omitted.
