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Introduction
Credit reporting, the collection and distribution of financial information on customers, is an important ingredient in financial markets. Although by now a lot is known on their impact on access to finance, little is known about the interplay of credit reporting and critical infrastructure such as a national identification system, which requires issuance of picture-bearing ID cards/numbers to natural persons. Customer identification, however, is needed before a borrower can be reported to a credit reporting agency and this is regulated by legislation.
With the rise of Anti-Money Laundering/Combating the Financing of Terrorism (AML/CFT) laws after September 11, 2001 , requirements for customer identification in the financial sector have become more restrictive. Since its inception in 1989, the Financial Action Task Force (FATF), an inter-governmental body at the OECD, has issued 40+9 Recommendations designed to counter the use of financial systems by criminals for money laundering and terrorism financing. These guidelines are implemented in industrialized and developing countries. For example, in Recommendation No.
5, FATF demands that financial institutions must conduct Customer Due Diligence (CDD) when establishing business relations with either natural or legal persons. It is required that financial institutions verify a customer's identity based upon reliable documents, data, or information from independent sources, such as the government (this is known as Know-Your-Customer or KYC).
The introduction of a mandatory national identification system for the general public and the distribution of unique ID numbers and cards should facilitate identification procedures and thereby positively contribute to credit reporting and financial access. Moreover, it reduces the costs of account opening by reducing paper-work. This enables monitoring, screening and risk assessment in banks, which are better able to identify agglomerated risk exposure to borrowers with a unique identity. However, there is little research on the impact of identification systems on financial access and intermediation in an economy as well as its interplay with credit reporting.
We present a new panel data set which compiles information on the introduction of compulsory identification systems, credit reporting and financial intermediation and access in 172 countries between 2000 and 2008 . We analyze the interplay by using difference-in-difference analyses (DID), while controlling for important factors which also have an impact such as property rights, rule of law and financial freedom. The data is derived from different sources, among them World Bank (Doing Business), International Labor Organization, Heritage Foundation, and Privacy International as well as the U.S. State Department.
Our hypothesis is that the introduction of identification systems has a positive effect on financial access and intermediation. The basic assumption is that identification procedures at financial institutions are less cumbersome and less prone to fraud, if identity cards (with a unique identity number) are used, which in turn enables credit reporting, facilitates access to financial services, and therefore makes financial intermediation more efficient.
Our preliminary results suggest slightly positive effects of the introduction of national identifi-cation systems on financial intermediation and access to finance, where developed credit reporting systems exist. However, these preliminary results seem to be more pronounced in OECD countries compared to developing countries and require further investigation in future.
We intensively check the robustness of our results, because of potential serial correlation in errors terms, small size of the treatment group, and/or potentially inappropriate control groups.
These problems can lead to inaccurate DID estimates. We first use a method developed by Bertrand et al. (2004) and back these results up using a method developed by Conley and Taber (2009) , in order to control for the small size of our treatment group. Finally we produce country-level evidence for a limited number of treated countries relying on a method developed by Abadie et al. (2009) in order to create proper control groups. Because of data limitations in the pre-/postintervention period, this analysis was only possible for nine countries: Chad, Cyprus, El Salvador, Lithuania, the Netherlands, Oman, Portugal, Romania, and the United Arab Emirates.
The remainder of this paper is structured as follows: Section 2 discusses recent research on identification and access to finance, and section 3 presents the international regulations on financial integrity. Section 4 provides a description of the data used in the analyses, and summary statistics; section 5 presents the econometric framework and interpretation of the results. Section 6 concludes.
Literature Discussion
In banking, it is necessary to determine a customer's identity in order to be able to conduct business, monitor transactions and to assign them to specific persons. Identification creates legal liability and it is a precondition for risk mitigation procedures such as screening and monitoring as well as reputation systems like credit reporting. In fact, the introduction of identification systems is likely to have two effects on financial intermediation, a direct and an indirect one. The first effect is that there exists a direct positive impact on access to bank services, including credit, enabled through unambiguous identification of natural persons. The second effect is that there exists an indirect impact through credit reporting systems, which in turn lead to more efficient financial intermediation. These systems are based upon unambiguous borrower identification. If unambiguous identification exists, data from different sources can be matched more reliably and assigned to a unique individual.
Identification, Monitoring and Reputation
Identification is a precondition for mechanisms that reduce information asymmetries in banking and decrease enforcement risk inherent in contracts. It is typically taken for granted in the economics literature. For example, screening and monitoring plays a critical role in the finance and banking literature, where different authors suggest that banks use devices such as collateral or loan size for inferences about credit risk (Bester (1985) ). In Dell'Ariccia (2000), a model is pro-posed, where banks compete on screening standards for applicant borrowers, who prefer not to be screened. In Gehrig (1998) banks can use creditworthiness tests to generate (imperfect) risk information about borrowers. The author discusses conditions under which screening efforts are reduced by competition and when overall loan portfolio quality may decline due to a lower quality of information produced by banks. We argue that unambiguous identification of customers enables risk assessment by banks and improves the screening abilities. Therefore, it also has an impact on credit reporting and needs to be analyzed together with it. Jappelli and Pagano (1993) show that credit reporting is positively associated with increases in loan demand, borrower mobility, and a decrease of operational costs of credit registers. In Jappelli and Pagano (2000) , bank lending increases with information sharing, whereas credit risk decreases. Identification should have a positive influence on credit reporting systems and these, in turn, contribute positively to financial sector development.
Related to our work are also theoretical works on ambiguous identification and associated problems such as identity theft. For instance, Kahn and Roberds (2008) propose a search model with imperfect identification of borrowers. Such imperfect identification leads to fraud risk, where debts can potentially not be enforced, because the identity of the borrower cannot be ascertained.
This differs from credit risk. The authors' focus is on technical identification, where identity is described as a list of attributes or vectors of zeros and ones uniquely attributable to individuals. In their model, different types of identity thefts occur in the equilibrium and these incidences represent the trade-off between costly monitoring and the control of fraud. The economics of identity theft is also discussed in the Journal of Economic Perspectives (Anderson et al. (2008) ).
Access to Finance and Identity Documentation
The literature on access to finance also increasingly focuses on documentation requirements. For example, Beck et al. (2008) analyze barriers such as geography, affordability, eligibility and its impact on the ratio of private credit to GDP and financial services penetration. The latter is measured as the percentage of adults with access to a financial institution. They present data collected from 209 banks in 62 countries. The number of documents needed to open an account is negatively associated with penetration and private credit to GDP. Our approach differs from this research, because we analyze the effects of the introduction of a national identification system on financial access over time, taking into account also credit reporting.
The results of Beck et al. (2008 ) are included in World Bank (2008 , where it is stated that "Financial institutions usually require one or more documents for identification purposes, but in many low-income countries, most people-especially those not employed in the formal sector (who are usually poor)-lack such papers." For example, banks in industrialized countries such as the Czech Republic, Spain, and Sweden demand on average only one document to open a bank account. This contrasts with banks in Bangladesh, Nepal, and Sierra Leone, which require at least four documents. Even in the U.S., more than one document is needed as the SSN card does not carry all the information needed to open a bank account. Some developing countries, such as Malawi, Uganda and Tanzania have no identification system altogether. Closely related to our paper is World Bank (2009), which finds that burdensome documentary requirements lead to a lower density of accounts in financial institutions, where one additional document required results in 153 fewer accounts per 1,000 persons. Controls used in that analysis are GDP per capita, population, and population density. Burdensome documentation is needed if other means of identification (such as identity cards) either do not exist or are easy to forge, which reduces their value for verification purposes. There is also interesting country-level evidence: Giné et al. (2009) discuss the impact of identification on borrower repayment as identification increases a lender's ability to sanction borrowers. The authors conducted a randomized field experiment in Malawi to examine the impact of fingerprinting on borrowers in rural areas, where no unique identification system exists. They show that fingerprinting led to substantially higher repayment rates for farmers with the highest ex-ante default risk, whereas it had no effect for the rest of farmers. The authors state that one of the reasons for the change in repayment rates were reductions in adverse selection (smaller loan sizes) and lower moral hazard. In Bertrand et al. (2007) , the authors study the allocation of driver's licenses in India. They discuss the extra payments that have to be made to agents in order to speed up the procedure of issuance, a kind of indirect corruption. The authors present evidence from a survey, where participants stated that agent use was prevalent in India also for other government services. For example, of 155 participants 54% who got a ration card stated that they used agents, 47% of those obtaining land titles used them, 15% of those getting a passport and 20% of those who obtained a bank account. Driver's licenses, ration cards as well as passports are used by Indian banks for identification purposes. India is introducing an identification system.
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Determinants for financial sector depth and outreach, which are also important for our research are discussed in Beck et al. (2008) , Beck et al. (2007) and Djankov et al. (2007) all of whom survey cross-country determinants of private credit to GDP. From this literature, we derive other factors to be included in our econometric analysis and which are identified as standard drivers. In Djankov et al. (2007) , for example, creditor rights as well as public and private credit registers are included in the analysis. We control for these factors when analyzing the effects of the introduction of identification systems. Credit reporting enables the building of reputation among borrowers, where financial data from different sources are merged to create credit reports. Unique identification numbers improve the efficiency of matching procedures in these data bases.
From this review, we conclude that there is currently no survey either internationally or in a given country of the interplay of the introduction of a national ID system with credit reporting and financial access and intermediation. Furthermore, whereas there is an extensive literature on credit risk and mitigating mechanisms (screening, monitoring, and reputation systems) few authors devote attention to problems arising from imperfect identification of clients.
International Guidelines on Financial Integrity
There are international guidelines on how financial institutions must identify costumers before 2 The OECD countries are a member of FATF, whereas developing countries are mostly organized in the various regional bodies. A country can be a member of FATF, but also of a FATF-style Regional Body. In Table ( 1) the membership of each country is reported.
INSERT Table ( 
Quality and Costs of Identification Systems
The quality, coverage, and technological level of identification systems differs enormously around the world. In the following, we give some selected examples of the variety associated with identification systems in large developing countries. For example, in Bangladesh and Pakistan new biometric cards are issued to the population whereas in other countries, such as Cameroon, old ID cards are paper-based and new ID cards are introduced only slowly. In Indonesia regional authorities are in charge of issuing the cards and if individuals move from one region to another, they might obtain and hold several ID cards. 4 It is also worth noting that the backbone of a identification system is the population register. Such registers are used to register births and deaths, marriages or changes of names. A civil register provides information on who lives in the country and where they live.
They are widely used in conjunction with the issuance of identity cards (Office of National Statistics 2005). In many developing countries, registries are incomplete and of poor quality, a problem that is discussed elsewhere (Mahapatra et al. (2007) ). Data on birth registration rates, which we could have used for approximation of coverage of the population with ID cards, is also not available for several years.
A number of large developing countries are currently on the verge of introducing or are planning to introduce new ID cards, among them India (Whitley and Hosein (2010)) and Bangladesh.
Another challenge associated with introduction of ID systems are the costs, which are rather high. There were heated debates in the U.S. as well as Great Britain about the introduction of national identity cards. The British Home Office estimated the average cost at 85 million pounds (96 million euros) per year over the first ten years after the introduction of an identification system in the UK. An additional 50 million pounds (57 million Euros) per year would also be necessary over the same time period for verification services. 5 The plans to introduce an identity card were stopped in 2010 by the new British government. According to the LSE Identity Project, there appear to be some significant potential benefits to the UK in adopting a harmonized system of identification. Among the many, benefits "could possibly be connected to financial control and money laundering regulations to provide a means by which the ID system can be used for a much wider range of purposes. This could include operating a bank account, using professional services such as a solicitor or accountant, applying for a permit or license, internal travel, buying property, stocks or shares, applying for credit or using large amounts of cash." However, the LSE Report concludes that these benefits might be limited since the current proposal, because of its size and complexity, miss key opportunities to establish a secure and cost-effective identify system. 
Data Description
Around the world, different types of identification systems evolved, leading to differing practices by financial institutions to identify customers. In the next subsections, we summarize statistics on national identification systems from our international sample and provide a description of the variables used in our analysis. The main advantage of our data set is its cross-sectional time series character with respect to financial variables and national identification systems, which allow us to perform various difference-in-differences analyses. The data for identification systems comes from our own compilation (described below), with the other variables sourced from the World Bank (Doing Business), the International Labor Organization, International Telecommunication Union, and the Heritage Foundation. Table ( 2) presents the variables used in our econometric analysis.
We first describe the financial and economic variables and then present some evidence on the international landscape of identification systems.
INSERT Table ( 2) here.
Data and Summary Statistics
Our main interest is how the introduction of a compulsory identification system impacts financial intermediation and access and how it interplays with credit reporting. To measure financial intermediation we use the variable bank credit to deposits. This ratio is a proxy of intermediation efficiency and gauges the extent to which banks intermediate society's savings into private sector credit: the higher the loan-deposit ratio, the higher the intermediation efficiency (Beck and Demirgüc-Kunt (2009) ). "Access to finance", however, is more difficult to define and measure as it involves multiple dimensions. Broadly, access to financial services -financial inclusion -implies an absence of price/non-price barriers for the use of the formal financial system. As banks are the gateway to most basic financial services we consider financial access as analogous to banking inclusion/exclusion. However, we acknowledge that in developing countries, the informal sector might play an important role in providing financial services. Unfortunately, there are no time-series data on informal sector development, except for a handful of countries in FinScope data.
Honohan (2008) presents a financial access indicator that is a composite measure of the percentage of adults with access to some account in a financial or micro-finance institution. This variable is only available for one year. Christen et al. (2004) and CGAP (2009) also collect data on accounts maintained in financial and micro-finance institutions to measure such access. The problem with these data sources is that they do not exist for several years in a row. Due to the lack of consistent cross-country micro-data on usage of financial services we rely on credit to the private sector to measure access to finance. In general, this indicator is a measure of financial depth and not always a perfect proxy of access to finance, although exhibits a positive, but imperfect, correlation (see World Bank 2007). However, this concern will be properly taken into account when interpreting the results -especially for the low-income country group. No time-series-cross-country data are available on the importance of different barriers of access to finance. However, using a bank level survey in 80 countries, Beck et al. (2007) shed some light on the drivers of cross-country differences in financial access and use. Indicators of access barriers -affordability, geographical access, and eligibility -are in fact negatively correlated with actual use of financial services, confirming that these barriers can exclude individuals from using bank services.
To take into account barriers of affordability we introduce in our regressions Gross National
Income per capita, which is of course only an indirect measure for affordability. Costs of accessing the services is in some countries at least 50% per cent of per capita GDP, but unfortunately these data are just available for one year and cannot be used in our analysis.
To measure different levels of technological development and to proxy of geographical barriers,
we introduce the number of fixed-line telephones as a regressor. An important aspect in our analysis is the existence of credit registries, which are also associated with lower access barriers. We consider whether a public or private credit register is operating in the country, along with the proportion of population covered by these registers. Due to the limited series of this data, the sample size is inevitably reduced when we introduce credit register coverage into the model.
We also know that creditor rights could play a potential role ; La Porta et al. (1998) ). To account for heterogeneity among country credit markets induced by origin of commercial law, we introduce a country's legal origin when constructing appropriate control groups.
Finally, the macroeconomic variables account for other market features, such as market size (population) and monetary stability (inflation) that might influence the development of the banking system. In order to capture a country's institutional environment, we additionally include an index of economic freedom from the Heritage Foundation. It is composed of ten scored economic freedoms, among them freedom from corruption, financial freedom and property rights protection.
We choose to rely on this indicator since it is available for the all years of the analysis, and it is highly correlated with other important indexes already identified in the literature (e.g. 0.80 with rule of law index from World Resources Institute).
Lastly, one of the innovations presented in this paper is our panel data set on the existence of mandatory and voluntary identification systems for the 172 countries included in our survey.
We compiled this data using material from U. INSERT Table ( 3) here.
INSERT Table ( 4) here.
A number of variables cannot be introduced into the analysis. For example, there are no internationally comparable data on identity theft or fraud in bank services. Therefore, we cannot analyze the interplay of mandatory identification systems with these factors. In addition, there are no time series on the costs of bank services, eligibility requirements or the number of accounts in financial institutions. Unfortunately, there is also no data on the number and types of identification cards and passports issued to the population, let alone how much the introduction of such systems cost, apart from anecdotal evidence. These questions must be left for further research.
International Evidence on Identification Systems
We identified three groups of countries in our sample. The first group comprises 97 countries that have a compulsory national identification system, where the population is required to hold an identity card from a specific age on. The second group, which represents our treated sample, comprises of 17 countries that introduced a compulsory identification system between 2000 and
2008 (see Table (5) ). Finally, in 58 countries, which comprises our (restricted) pool of control countries, no compulsory ID system exists.
INSERT Table (5) here.
However, these countries might have a voluntary ID card system, where the population can apply for an identity card, if needed. In some countries substitutes are used, such as passports, driver's licenses, or other government-issued documents. In developing countries, personal documents might not be available to the general population, especially not to the poor. As a substitute salary slips and reference letters are used as proof of domicile and for identification (Beck et al. (2008) ). Note that in the U.S., there is no identification system as defined in our study. In the U.S., no identification cards are issued to the population which bears a unique number as well as a photo of the individual. While Social Security Numbers are used as substitutes they are not comparable to photo-bearing mandatory ID cards. In addition, some banks may require more documents in order to open a bank account. This is also the case for the U.S., were apart from the SSN card, a picture-bearing ID needs to be presented. 7 In the last section of the paper, where we discuss the results of different estimators, we return to a discussion on alternative identification systems.
Tests for the mean, computed for each year (not reported), suggest that there are no significant differences in the share of private credit to GDP between the treated group and those countries that never introduced an ID-system. However, there are significant differences in the share of bank credit to deposits. Concerning credit reporting systems, significant differences exist across the three groups, when looking at public registers, both in term of existence and coverage; whereas there is less difference when looking at private registers, especially in terms of coverage.
The existence of an identification system does not automatically indicate the legal origin of a country. Table ( 5) shows that many countries with English legal origin never introduced an ID system, whereas there are much more countries of French and Socialist legal origin that introduced such systems. This feature is taken into account in the matching procedure of Abadie et al. (2007) where we use this variable to construct an appropriate control group.
Above we claim that the introduction of a national identification system should lead to more secure and efficient identification, by requiring just one document for identity verification, in com- 
Econometric Models
In this section, we study the effects of the introduction of a mandatory identification system on financial access and intermediation relying on a difference-in-difference analysis (DID). The evaluation of the effect of a binary treatment (or program) is an intensively studied problem (see for a review, Imbens and Wooldridge (2009) ). To check the robustness of our results, we account for three main problems associated with applying a standard DID analysis to a data set like ours:
positive serial correlation in error terms; asymmetric sizes of control and treatment group (with the latter being small); and selection of appropriate control groups. In all these cases, standard DID estimates and associated standard errors may lead to wrong conclusions about the significance levels of the treatment effects. Specifically, in the following, we first apply the methodology suggested by Bertrand et al. (2004) , henceforth abbreviated with BDM, we then back up our results using a method developed by Conley and Taber (2009) 
Difference-in-Difference Analysis
A lot of attention in the literature is devoted to the concern that Ordinary Least Squares (OLS) standard errors for the DID estimator may not be accurate in the presence of correlation between outcomes within groups and between time periods (Bertrand et al. (2004) ; Wooldridge (2006); Donald and Lang (2007) ). This is especially present in cross-country analyses where the regressor of interest (the dummy variable for the treatment) does not vary within clusters (i.e. countries).
BDM were concerned with multiple groups and time periods, where there may be correlation in the group/time component errors leading to a multi-period version of the Moulton problem where the failure to account for the presence of common group errors generates biased standard errors.
The authors show that ignoring this autocorrelation can have effects on the properties of standard procedure such as OLS and may lead researchers to erroneously conclude that there are effects of policy changes, where there are not. Assume S + 1 time periods (T), and K + 1 countries (G), and let I be the policy variable (that is, a dummy equal to one after the introduction of an ID-system).
The DID model used is
where the coefficient δ is the treatment parameter (DID) and Y it is our variable of interest (i.e.
alternatively bank credit to deposit and private credit to GDP).
The error structure BDM suggest is
allowing for an individual error term v i , and a group/time specific component η gt . The simpler method suggested by BDM is to ignore time-series information, when computing standard errors.
We first regress Y it on country fixed-effects, year dummies, and other covariates. We then divide the residuals of the treated countries into two groups: average residuals from years before the introduction of an ID-system, and average residuals from years after the introduction of an IDsystem. The estimate of the ID-system effect is obtained from an OLS regression in this panel of length of two (before and after). Results suggest a positive and significant effect of the introduction of a compulsory identification system on financial intermediation (bank credit over deposit) as well as on the share of access measured as private credit over GDP (see Table ( 6)). Standard DID analysis (not reported), on the other hand, suggest a positive effect only on bank credit to deposit.
INSERT Table (6) here.
In particular, and consistent with previous studies, these analyses confirm a positive and significant effect of credit reporting systems. Specifically, private register dummy and private coverage are positive and highly significant. Evidence for public registers is less strong, but it should be noted that it is difficult to properly estimate the effect of slowly changing variables in fixed-effect regressions (Plumper and Troeger (2007) ).
However, overall these results suggest synergies between the introduction of a national compulsory identification system and credit registers as outlined above. In fact, the treatment effect (i.e.
introduction of an ID sytstem) is more significant whenever we introduce the full set of variables accounting for credit reporting among the regressors, which in most cases are jointly significant. In addition, comparisons in column (a) with the size of estimates in column (b) suggest that countries with a credit register and identification system tend to have higher levels of financial intermediation and share of private credit to GDP. The coefficient on the treatment variable is in fact smaller, indicating a positive correlation between the two systems. The change in the sign of the public register dummy is instead due to its negative correlation with the variable accounting for private coverage. As stated above, therefore, the existence of compulsory identification systems may facilitate file matching from different sources in order to unambiguously identify to one single borrower. Importantly, these positive effects are net of other constant country characteristics (e.g. legal origin), which are captured by country-fixed effects, and country institutional environment, which is measured by the economic freedom index (Overall score). Finally, we checked that these results are not driven by country sample selection from (a) to (b). To summarize, these preliminary regressions suggest a slightly positive effect of the introduction of a compulsory identification system, especially in countries where there are credit registers.
Difference-in-Difference with a Small Number of Treated Countries
Conley and Taber (2009) that is the number of treated groups is smaller compared to the number of control groups (i.e.
countries that do not change their policy). This method is particularly suited for our data, where a small number of countries (that is 17) introduced an identification system during the period under study (see again Table (5)).
The Conley and Taber (2009) approach is based on the hypothesis that the distribution of the error term, which affects inference of the parameter of interest, is the same for treated and control groups. In order to have a common distribution of error terms for treatment and control groups, a sufficient condition is random assignment of treatment conditional on group and time dummy variables. Consequently, under this assumption, the residuals from control groups can be used to learn about the limiting distribution of the error in the treatment group, and to construct confidence intervals for the treatment-effect parameter using the related empirical distribution. For example, a 95% acceptance region could be estimated as [δ lower , δ upper ]with these bounds being the 2.5th and 97.5th of this empirical distribution under the null hypothesis (i.e. the effect of treatment is equal to zero). The null hypothesis that the treatment parameter is zero can then be rejected when it is unlikely according to this distribution. This method can be used when classical model does not apply (e.g. due to non-Normal or serially correlated errors), and accommodate many forms of cross-sectional dependence and heteroskedasticity.
We identify 117 countries that did not change status during the period under investigation and for which it is possible to collect the variables of interest. Table (7) reports 95% confidence intervals for the treatment parameter based on 3000 simulations. We also computed confidence intervals (not reported) only relying on countries that never introduced a compulsory ID-system (with and without time dummies). In both cases results confirm a positive and significant effect by the introduction of an identification system on financial intermediation (bank credit over deposits) and private credit to GDP in the specification accounting for credit registers coverage.
INSERT Table (7) here. Abadie et al. (2007) develop a method for constructing a synthetic control group from multiple non-exposed groups, relying on a data-driven procedure. The idea behind the synthetic control group approach is to construct the control as weighted average of the available control units, and that it is a generalization of the usual DID analysis. Assuming that country 1 is exposed to the intervention at time t the parameter of interest (the treatment effect parameter δ) can be obtained
Synthethic Controls Groups: Country Evidence
where J+1 j=2 w * j Y jt is an estimator for the outcome that would be observed in country 1 after t in the absence of intervention, Y jt are the outcomes for j control groups, and w * j are the associated weights. The main advantage of this estimator is to allow the presence of unobserved confounders to vary across time (whereas it is assumed to be constant in traditional DID) while making explicit the relative contribution of each control unit to the counterfactual. In Figure (1) , we report the synthetic control groups using the bank credit to deposits variable and for the treated countries where it is possible to perform such an analysis, namely Chad, Cyprus, El Salvador, Lithuania, the Netherlands, Oman, Portugal, Romania, and the United Arab Emirates. We focus on this variable as it presents robust evidence across different approaches. Below we discuss results for the private credit to GDP as well. For all other treated countries it is not possible to perform this analysis as there are not enough observations, either for the variables of interest or in the pre-post intervention period.
INSERT Figure (1) here.
For each treated country, the synthetic control is constructed by estimating the missing counterfactual ( J+1 j=2 w * j Y jt ) as a weighted average of the outcomes of potential comparison countries, where the weights are chosen relying on the same variables used in previous analyses so that the pre-treatment outcome and the covariates of the synthetic control are, on average, very similar. In order to construct a better synthetic control, we additionally introduce country legal origin among the covariates, which was left out in previous regressions as it is a time-invariant variable. Therefore, each country has its own synthetic control, which is unique and comprises different countries from the worldwide pool of control countries according to the matching procedure (weights and country lists of synthetic control groups are available upon request).
Results mainly suggest a positive effect for countries in the upper to high income class such as the Netherlands, while such an effect cannot be observed for developing countries like Chad. These results are consistent with DID analyses, which distinguish the effect for the low-income group (i.e. difference-in-difference-in-differences). We do not report these estimations as the sample size does not always allow the estimation of the coefficient of interest when using credit register coverage among the regressors, as this variable is available for a shorter period of time. However, these results tentatively suggest a positive effect for high-income group of countries, and a negative for the low-income group. The latter result merits further investigation and could be due to several factors, including the weak enforcement of KYC, the limited and slow distribution of new identity cards, a large informal sector in the country, or affordability of banking services, something we could only indirectly account for.
The main limitation of the ADH estimator is that it does not allow us to assess the significance of the results using standard (large-sample) inferential techniques, as the number of units in the control pool and the number of periods covered by the sample are quite small (see also Conley and Taber 2009 ). However, placebo experiments can be implemented to draw inference, which consist in applying the ADH estimator to control countries as if they introduced an identification system in order to assess whether the estimated effect for the treated country is large relative to the effect for a country chosen at random. That is, in each iteration, we randomly assign the date of the introduction of a compulsory ID system to one of the countries in the restricted control group, one that never introduced an ID-system. If the estimated effect in the treated country is larger than in most of the fictitious cases, it is reasonable to conclude that results are not just driven by chance.
For example, in the placebo experiment for the Netherlands, we proceed as if each country in the donor pool introduced a compulsory ID-system in 2005. We then compute the estimated effect associated with each placebo run in order to have a distribution of estimated gaps with respect to the countries in which no intervention took place. If the placebo experiment shows that the gap estimated for the Netherlands is unusually large, relative to the gaps for the countries that did not introduce an ID-system, we interpret that our analysis provides significant evidence of the effect of the introduction of such a system. Overall, these results suggest a sharp and positive effect for the Netherlands, Romania, Portugal and Lithuania, a mild effect for the United Arab Emirates, whereas the effect is not significant for El Salvador, Cyprus, Chad, and Oman. In line with the BDM analysis, results (not reported, but available upon request) are substantially analogous, when looking at the share of private credit to GPD. The only exception is a stronger positive effect for Cyprus.
Discussion
The evidence from these different methods indicates that the introduction of an identification system has a slightly positive effect on financial access and intermediation. Some remarks, however, are needed. We will first discuss some of the econometric issues and then some other issues, which may affect the interpretation of our results.
Magnitude of benefits:
First of all, we cannot say anything about the magnitude of these benefits in relation to the cost of the introduction of an identification system. As noted above, the cost of the introduction of such a system is high, and merits further analysis in order to obtain insights on the net benefits. There are no international statistics on these costs, which is rather surprising given the importance of these systems.
Omitted variable bias and the parameter of interest:
The comparison of the identification coefficient across specifications suggests that countries with both a credit register and identification system tend to have higher levels of financial intermediation and greater shares of private credit to GDP. In fact the coefficient is always smaller and significant, whenever we introduce credit coverage variables, indicating a positive correlation between the two systems. It is important to notice that these positive effects are net of other constant country characteristics (e.g. legal origin), and country institutional drivers already identified in the literature (e.g. rule of law).
Effects interplaying with credit bureau existence/coverage:
The interplay of the introduction of a mandatory national identification system and credit registers is rather intuitive. The effect of such a system particularly unfolds if there is an institution which can generate scale effects by using the national identifier for its activity. In the case of credit bureaus this leads to a more efficient consolidation of information on borrowers, for example, improving financial intermediation in downstream banking and reducing costs of banking.
Comparison with voluntary ID systems:
We cannot compare the benefits of the introduction of a compulsory identification system with any voluntary ID system. For example, such a system exists in Austria, Finland and France. However, we can clearly identify the effect of the introduction of compulsory identification system for the group of switchers introducing such a system (17 countries).
Classification of the U.S. as not having a compulsory system: As stated the U.S. has not a compulsory ID system. There is no law in the U.S. that mandates that persons must be issued an ID card and a single identification number. The SSN card does not contain a picture ID and must latest be issued at the first job as it is related to social security taxes. At a bank a person must present SSN card as well as a driver's license or passport for the reason that SSN does not show the picture of the person. Capturing the additional document increases the costs of banking.
Re-classification of the U.S.: Even if we would reclassify the U.S. and similar countries such as
Canada and Ireland as having a compulsory systems -this does would not affect our results. This holds for the Conley Taber's estimator as long as the Anglo-Saxon countries are not switchers in the period of the analysis. Moreover, the way we current classify them reduces the size of the effect of the introduction in BDM estimations, because we are using countries with the most efficient financial markets as a control group. In summary, results are robust and suggest a slightly positive effect. However, we admit that further information on such systems should be sought to get a complete picture about the costs and benefits of different identification systems.
Conclusions
We present preliminary evidence on the interplay of credit reporting and identification systems on financial access and intermediation. Although we used a number of robustness checks, our results should not be over-interpreted. The evidence is only preliminary and can only be seen as a first step towards better understanding of unambiguous identification of customers and access to finance. We show that the positive impact of the introduction of a mandatory identification system exists independent from other factors that could potentially influence financial access and intermediation. The positive impact exists if there are institutions such as credit registers, which indicates a stronger indirect effect of mandatory identification systems, which primarily unfolds through credit reporting.
We base our research on empirical work regarding access to finance as well as the theoretical work on information asymmetries and risk-mitigating mechanisms such as screening and monitoring. Whereas the empirical literature acknowledges cumbersome documentation as an obstacle to access to finance, it remains silent on the issue of national identification systems.
By relying on a new international dataset, we used different econometric techniques to account for problems arising from difference-in-difference analyses in our setting. One of technique adopted allows us also to provide additional country-level evidence for a limited number of countries (Chad, Cyprus, El Salvador, Lithuania, the Netherlands, Oman, Portugal, Romania, and the United Arab Emirates). The selection of these countries was based on a data-driven procedure, as they introduced the mandatory identification systems during the middle of the observation period.
We acknowledge that many open questions remain for future research: For example, the estimations revealed that the establishment of a national identification system does not have pronounced effects in low-income countries. This merits further investigation. Possible explanations are that FATF guidelines are not well implemented and/or identity cards are not widely distributed. Limited geographical outreach of traditional banking services also plays a role. Moreover, even a roll-out of new cards in a developing country could have incomplete population coverage, as the provision of cards might be a costly and lengthy process. Another reason could be the unchanged demand for bank services, where the population might be too poor to afford such services. Further, informal sectors might play an important role, but there is a lack of international time series information on the subject matter.
In addition, we currently face a number of limitations with regards to the information available for further investigation of the effects of identification systems. For example, there are no time-series on access to finance variables, other than those that we use. As noted, we also lack internationally comparable data on the distribution of identity cards as well as whether countries have introduced biometric cards. We regard this lack of information as a further field of action by policy makers and international institutions. 
Gdp_deflator
Inflation as measured by the annual growth rate of the GDP implicit deflator. The GDP implicit deflator is the ratio of GDP in current local currency to GDP in constant local currency. Source: World Development Indicators. Source: World Development Indicators.
Gni_pcap
GNI per capita based on purchasing power parity (PPP). PPP-GNI is Gross National Income (GNI) converted to international dollars using PPP rates. Source: World Development Indicators.
Identification
The variable indicates the existence of a compulsory identification system between 2000 and 2010. It equals 1 in case there is a national compulsory identification system, 0 otherwise. Source: U.S. State Department, Privacy International and United Nations.
Income class
A dummy variable that indicates the income class of each country (which might be either a high income OECD country, high income non-OECD, upper middle country, low middle, or a low Income country). Source: Djankov et al. 2007 and the CIA World Factbook 2008.
Legal origin
A dummy variable that indicates the origin of each country's company law or commercial code, which may be of English, French, German, Scandinavian or Socialist origin. Source: Djankov et al. 2007 and the CIA World Factbook 2008.
Overall score
It is the average of 10 scored economic freedoms: business freedom, trade freedom, fiscal freedom, government size, monetary freedom, investment freedom, financial freedom, property rights freedom from corruption, labor freedom (covers 2000-2010) . Source: Heritage Foundation.
Private coverage
The variable indicates the extent of population covered by a private credit bureau between 2004 and 2008. It assumes value 0 if there is no population coverage, value 1 if at most 10% of the population is covered, value 2 if at most 25% is covered, value 3 if at most 50% is covered, and value 4 is a share greater than 50% is covered. Source: World Bank Doing Business.
Private credit_gdp
Ratio of credit from deposit taking financial institutions to the private sector in relation to GDP, expressed as a percentage. Source: World Bank.
Private register
The variable indicates the existence of a private credit bureau between 2000 and 2010. It equals 1 in case a private credit bureau is operating, 0 otherwise Source: Own compilation from public sources, World Bank.
Population
Country population. Source: ILO.
Public coverage
The variable indicates the extent of population covered by a public credit register bureau between 2004 and 2008. It assumes value 0 if there is no population coverage, value 1 if at most 10% of the population is covered, value 2 if at most 25% is covered, value 3 if at most 50% is covered, and value 4 is a share greater than 50% is covered. Source: World Bank Doing Business.
Public register
The variable indicates the existence of a public credit register between 2000 and 2010. It equals 1 in case a public credit register is operating, 0 otherwise. Source: Own compilation from public sources, World Bank. 
