Abstract. We show the existence of Yang-Mills-Higgs (YMH) fields over a Riemann surface with boundary where a free boundary condition is imposed on the section and a Neumann boundary condition on the connection. In technical terms, we study the convergence and blowup behavior of a sequence of Sacks-Uhlenbeck type α-YMH fields as α → 1. For α > 1, each α-YMH field is shown to be smooth up to the boundary under some gauge transformation. This is achieved by showing a regularity theorem for more general coupled systems, which extends the classical results of Ladyzhenskaya-Ural'ceva and Morrey.
Introduction
The Yang-Mills-Higgs (YMH) theory arises from the research of electromagnetic phenomena and plays a fundamental role in modern physics, especially in quantum field theories. Due to its remarkable applications in both geometry and topology, the YMH theory has been extensively studied by mathematicians in the last several decades.
The general YMH theory can be modeled in the following setting. Suppose Σ is a closed Riemannian manifold, G is a compact Lie group with Lie algebra g, which is endowed with a left-invariant metric, and P is a G-principal bundle on Σ. Let F be a compact Riemannian manifold admitting a G-action, and F = P × G F be the associated fiber bundle. Suppose there is a generalized Higgs potential µ which is a smooth gauge invariant vector-valued function on F. Let S denote the space of smooth sections of F, and A denote the affine space of smooth connections on P. Then the YMH functional is defined for a pair (A, φ) ∈ A × S by (1.1)
As the Lie groups and the manifolds differ, the above YMH framework covers many variants. For example, if F is a point, then the YMH theory reduces to the usual Yang-Mills theory. If the Lie group G is trivial, then the YMH fields are just harmonic maps (with potential). A particular interesting case is when both Σ and F are (almost) Kähler manifolds and there is a holomorphic structure on F, then the minimal points of the YMH functional satisfies a first-order equation and are usually called vortices. The existence of vortices has deep relations with the notion of stability of the fiber bundle, which is now known as the Hitchin-Kobayashi correspondence (see for example [AB83, Hit87, MiR00] ). Moreover, the moduli space of vortices can be used to construct symplectic invariants of F with respect to the group action [MiR03, CGS00] .
In this paper, we assume Σ is a compact Riemann surface with non-empty boundary ∂Σ and F is a compact Riemannian manifold, and we study the general YMH fields satisfying the
where ξ ∈ T A A , ψ ∈ T φ S , ν ⊥ is the tangent vector obtained by rotating ν 90 degrees counterclockwise. Therefore, a critical point (A, φ) ∈ A × S of L satisfies the system (1.1) in the interior of Σ and satisfies the following boundary condition on ∂Σ,
To investigate the existence of YMH fields subject to the boundary condition (N ), we follow the scheme of [SU81, Son11] by considering the following perturbed α-functional for α > 1:
where A 2 1 and S 2α 1 denote the corresponding Sobolev spaces which are defined as follows: for a fixed smooth connection A 0 ∈ A, the affine Sobolev space of L p 1 connections is defined as The spaces A p 1 defined via different choices of A 0 are isomorphic to each other. Note that for A ∈ A p 1 , F A is in L 2 (Σ, Ω 2 (g P )) in general, and ν F A = 0 holds in the distribution sense. The Sobolev space of sections S 2α 1 is defined by
1 (E) : φ(x) ∈ F for a.e. x ∈ Σ and φ(x) ∈ K for a.e. x ∈ ∂Σ , where we embed F into a vector bundle E = P × G R l for some large enough l such that F ֒→ R l is an equivariant isometrical embedding (see [MS80, Main Theorem] ), and we view sections of F as sections of E, where the covariant differential is defined. We refer to [Weh04, Appx. B] for the definition of Sobolev norms on vector bundles and fiber bundles (e.g., the gauge group of
, where c is the conjugation). It turns out that, the perturbed functional L α with α > 1 satisfies the Palais-Smale condition on A 2 1 × S 2α 1 (see Sect. 2.1), hence it admits critical points, which we call α-YMH fields with free boundary on the section and Neumann boundary on the connection, by classical theory of calculus of variation. The Euler-Lagrange equation for a critical point (A, φ) of L α is given by
(1.2)
Our first result is the following regularity theorem for α-YMH fields under our boundary condition (N ).
Theorem A. For α > 1, the critical points of L α in A 2 1 × S 2α 1 are smooth up to the boundary under some gauge transformationS ∈ G 2 2 . For α-harmonic maps, which can be regarded as a special kind of α-YMH fields, such regularity result was proved by Sacks can not be applied to the coupled system of α-YMH field (A, φ) ∈ A 2 1 × S 2α 1 , because the corresponding ellipticity condition in (1.10.8 ′′ ) in [Mor08, Thm. 1.11.1 ′ ] cannot be verified, due to the feature of the non-trivial coupling between the two fields. Therefore, we need to develop a new regularity theorem to handle coupled systems of more general type, in particular, to include the system of α-YMH fields.
In this paper, we succeed in deriving such a more general regularity result, which itself is interesting and might lead to applications to various other coupled systems emerging from geometry and physics.
is a weak solution of the following 2-coupled system
3)
. The coefficients of (1.3) satisfy the following weakly coupled conditions on Ω except on a subset of measure zero,
Here we give a few remarks about the notations used in Theorem B. |·| is the maximum norm, and for two 2× 2 block non-symmetric real matrices
for all a, b = 1, 2. In particular, the first condition for |q p | implies that
a block diagonal matrix, the second condition for |q p | is the ellipticity.
Remark. On one hand, taking z 1 = 0 or taking z 2 = 0 and ] for a coupled system of z = (z 1 , z 2 ). In fact, there are two main differences. The first one is that the coupling relation in conditions (1.4) is expressed in terms of w 1 , w 1x , w z , q z and w p , which will produce cross terms as expressed by the terms of the last parentheses in (2.9), see Sect. 2.2. To control these extra terms, we need to make additional regularity assumption for z 1 . The second one is that, the conditions (1.4) are only required to be held almost everywhere in Ω. The latter is useful when dealing with some coupled systems with non-smooth coefficients.
Remark. The coupling relation expressed by w 1 , w 1x , w z , q z and w p in conditions (1.4) is sharp and delicate in some sense. From the coupled condition of w 1 , w 1x , w z , it seems that one can add some lower order perturbed terms such as V
, however, the coupled condition of q z and w p shows that this principle is not true anymore. This is because if we change the upper corner 0 to V k 2 −2 2 or any other nonzero lower order term of V 2 , it will then produce some new coupled terms, which cannot be analytically controlled anymore. For the same reason, the transpose of w p is also crucial here.
To get the regularity up to the boundary for α-YMH fields satisfying the boundary condition (N ), we shall locally reflect both the section φ and the connection A across the free boundary naturally and derive a new coupled system for the reflected fields, then we apply the regularity results in Theorem B to this new coupled system to get the interior regularity of the reflected fields, which gives the regularity up to the boundary for the original fields.
Next we study the existence of YMH fields under our boundary condition (N ) by exploring the limiting behavior of a sequence of α-YMH fields as α → 1. Since the Dirichlet energy ∇ A φ 2 L 2 is conformally invariant in dimension two, energy concentration and bubbling phenomena can possibly occur, which is similar to various harmonic map type problems. Actually, Song [Son11, Son16] has shown that when the surface Σ is closed, a sub-sequence of the α-YMH fields converges to a YMH fields away from at most finitely many blow-up points, where the energies concentrate. At each blow-up point, a harmonic sphere can split off. In the situation considered in this paper, where Σ has non-empty boundary, it is sufficient to focus on the blow-up behavior near the boundary ∂Σ. For α-harmonic maps with free boundary, we refer to [Fra00] .
To state our main result, in analogy to the closed case, we define the blow-up set of a sequence of α-YMH fields (A α , φ α ) ∈ A × S as follows:
where ǫ 0 > 0 is a constant depending on the geometry of the bundle (see Lemma 3.2) and U r (x) is a geodesic ball of radius r centered at x in Σ. Then we have the following bubbling convergence theorem for a sequence of α-YMH fields under our boundary conditions.
Then the following facts hold: 
The rest of the paper is organized as follows. In Sect. 2, we study the perturbed YMH functional and α-YMH fields. We start with the verification of Palais-Smale condition in Sect. 2.1, then prove the regularity Theorem B in Sect. 2.2, from which Theorem A follows in Sect. 2.3. In Sect. 3, we derive local estimates for both the connection and the section. The blow-up argument is demonstrated in Sect. 4, which is the content of Theorem C. Finally, we collect some classical boundary estimates and regularity theorems of free boundary problems in Appx. A.
The α-YMH functional
We first show in Sect. 2.1 that L α satisfies the Palais-Smale condition so that there exist critical points of L α which solve the Euler-Lagrange equation of L α weakly. To improve the regularity of the weak solution, we generalize a classical regularity result for coupled systems in Sect. 2.2 and then rewrite the weak solution into strong form, from which the smoothness of the solution when α > 1 follows from classical elliptic estimate (up to the boundary) and bootstrap as sketched in Sect. 2.3. Recall the following weak compactness theorem of connections on manifolds with boundary. Proof. In what follows, for simplicity, we don't distinguish a sequence and its sub-sequences.
Step 1. We first show that {A n } converges strongly in A 2 1 to some
L 2 (Σ) ≤ Λ and we can apply Theorem 2.1 to show that {S * n A n } converges weakly to A ∞ in A 2 1 for some sequence {S n } ⊂ G 2 2 . For simplicity, we still denote {S * n A n } by {A n }, then
Similar to the computation of Euler-Lagrange equation of L α , we have
for any 1 ≤ q < +∞ by the Sobolev embedding theorems. Now, by Hölder's inequality
as n → ∞. For I, we can compute
L 2 < Λ, and (2.1) implies that A n ∧A n L 2 < C A n L 4 < C ′ by the Sobolev embedding. Thus, by the definition of weak convergence and the Hölder's inequality, we know that the last two terms in I tends to 0 as n → ∞ and
Inserting the estimates of I and II into (2.2), we obtain that
1 (note that the boundary condition ν A ∞ = 0 is preserved).
Step 2. Next, we show that for fixed
1 (E) : φ(x) ∈ F for a.e. x ∈ Σ and φ(x) ∈ K for a.e. x ∈ ∂Σ ,
We note the following facts:
• As a closed sub-manifold of Banach manifold L 2α 1 (E), S 2α 1 can be given a structure of smooth Banach manifold. In particular, S 2α 1 is complete under the pull-back Finsler metric · L 2α 1 (E) .
• The tangent space of S 2α 1 is given by
Now define
where we extend µ to the sections of E byμ(φ):
, here π N is the nearest projection from a neighborhood N of F in E to F, and η is a cutoff function supported on N and equals to 1 when restricted to F. Clearly, E (φ) = L α (A ∞ , φ) when we restrict φ to S 2α 1 , and we denote it by J (φ). We can imitate the argument of [Ura93, Sect. 3.2, p. 105ff] to show
(c) There exists a sub-sequence of {φ n }, such that
1 is a bounded sequence under the norm of L 2α 1 (E), then there exists a sub-sequence such that
where Id is the identity map, and Π φn is the fiber-wise orthogonal projection from E to F at φ n .
Now, we continue the verification of Palais-Smale condition of
Note also that {φ n } is bounded in L 2α 1 (E), the weak compactness of this Sobolev space implies that there is a convergent sub-sequence and so, for such a sequence we have
Thus, (2.3) implies that
i.e., {φ n } is a Cauchy sequence in S 2α 1 . It is convergent because S 2α 1 is complete. A diagonal argument shows that L α satisfies the Palais-Smale condition.
2.2.
A regularity theorem for coupled equations. We prove in this section a regularity theorem for continuous weak solution of some coupled equations, which is an extension of the classical regularity results by Ladyzhenskaya-Ural'ceva and Morrey. The idea is that, when the coupling relations of the coupled system satisfies the conditions in (1.4), then the bad terms appeared due to the coupling relations are controllable.
Proof of Theorem B. By the relation between weak derivatives and difference quotients, we only need to show the uniform boundedness of ∇z h L 2 (Ωr) , where Ω r : = {x ∈ Ω : dist(x, ∂Ω) ≥ r}, z h is the difference quotient defined as follows: for any fixed coordinate direction e γ and h, 0 < |h| < r,
Now let ξ be a test function with supp ξ ⊂ D ′ ⊂Ω r . We denote by ξ h the difference quotient of ξ and substitute ξ in (
If we set ∆x:
where
Therefore, we can rewrite (2.5) in matrix form as
By (2.6), and note that we did not assume q p is symmetric (i.e., ∂ p j bβ
To simplify the notation, let us set
Clearly,
ah ≤ Q ah . Although our condition (1.4) is only satisfied almost everywhere on Ω, we essentially use these conditions in integral form and the value on a subset of measure zero will not affect the result. The ellipticity condition in (1.4) implies
The right-hand side terms of (2.7) can be controlled by condition (1.4) and Cauchy-Schwarz inequality. Here we demonstrate the estimates of the terms of q z and w p , which explains that the coupling structure of q z and w p in (1.4) is crucial.
Therefore,
We need the following claim to handle the term
, where k a ≥ 2, is a solution of (1.3) with coefficients satisfy (1.4). Then for any δ > 0, there exists ρ > 0 depending on δ and the solution z, such that for B ρ ⊂⊂ Ω,
we conclude that, for some constants
Also, from (1.4)
The claim follows from the fact that z a ∈ C 0 (B ρ ) and sup Bρ |z − z(x 0 )| can be chosen as small as we need, provided that ρ is small enough. To apply the above claim, we take D ′ = B R+r , D = B R and if we take R + r small such that B R+2r ⊂⊂ Ω, thenz a : = z(· + he γ ) ∈ C 0 (B R+r ) for any 0 < |h| < r. Moreover,z = (z 1 ,z 2 ) solves (1.3) withq: = q(x + he γ , ·, ·) andw: = w(x + he γ , ·, ·) and as coefficients they satisfy the condition (1.4) on B R+r . Thus, we can apply the above claim in B R+r forz to obtain (for R + r small depending on δ)
Now, we can estimate
where in the second and fourth lines, we used the following elementary inequalities (see [Mor08,  p. 189, (5.9.4)]). For q = k a /2 or q = k a /2 − 1, there exist some constants c, C such that
Thus, by (2.8), if we take δ small enough
(2.9) Since p aγ = z a,γ ∈ L ka (B R+r ) by assumption, the relation of weak derivatives and differential quotients implies
. Apply Hölder's inequality, we know that the right-hand side of (2.9) is uniformly bounded (independent of h). Here, we need the additional assumption z 1 ∈ L 2k 2 1 (B R+2r ) to conclude that the terms in the second parentheses of (2.9) are uniformly bounded. Since A ah ≥ 1, we conclude from (2.
Since γ is arbitrary, it shows that z a ∈ L 2 2 (B R ) and thus completing the proof.
2.3. The smoothness of perturbed solution. We first write down the Euler-Lagrange equation of L α locally in terms of Fermi coordinates, then extend the solution to the whole disc via a reflection argument. It turns out that such reflected solution satisfies an equation that is similar to the original one (with coefficients extended properly), c.f. Lemma 2.4. The verification of this fact is given by decomposing the test function through parity and check the parity of each coefficient. The L 2 2 -regularity of extended solution is obtained by applying Theorem B, and the smoothness up to the boundary of critical points of L α for α − 1 small follows from bootstrap of the L 2 2 -strong solution. Locally, we take coordinate systems near the boundary as {U ; x = (x 1 , x 2 )} with ∂Σ ∩ U = {x 2 = 0} and for any (x 1 , 0) ∈ ∂Σ ∩ U , let x 2 → (x 1 , x 2 ) be a regular geodesic orthogonal to ∂Σ. Let B = {x ∈ Σ : |x| < 1} be the unit disc in Σ, D = {x ∈ Σ : |x| < 1, x 2 ≥ 0} be the unit upper half disc in Σ, ∂ 0 D = {x ∈ ∂D : x 2 = 0} and ∂ + D = {x ∈ ∂D : |x| = 1}. For simplicity, we use U to denote either B or D. The following theorem implies that locally we can always choose Coulomb gauge as a representation. 
Suppose σ: U × F → π −1 (U ) is a local trivialization of F. Under this trivialization, we write the section φ(x) = (x, u(x)) ∈ U × F and identify φ with u, ∇ A φ with ∇ A u and µ(φ) with µ(u), since their values are determined by u. With these notations, when the metric on U is Euclidean and u is regular enough, we can rewrite (1.2) as (under Coulomb gauge)
10) where ∂ 0 U : = ∂Σ ∩ U , and we use
. Therefore, the local equation is given by
∆ Σ is the Laplace-Beltrami operator on functions over Σ, ∆ = dd * + d * d is the Laplace operator of 1-forms, Γ(u) is the second fundamental form of F ֒→ R l , A # is the vector field corresponding to A by music isomorphism and
The boundary condition is localized as follows: let {e 1 , e 2 }, e 2 | ∂Σ = ν, be a moving frame near the boundary and ω 1 , ω 2 be the dual frame. If we write A = A i ω i , then
The boundary condition for the section φ is given by
which is equivalent to ∂u ∂ν ⊥ T u K, x ∈ ∂ 0 U, * Here, we should remark that the compatibility of the connection with the metric is applied to ∇A (product with tensor) rather than the exterior extension DA (product with wedge).
Remark. The boundary condition imposed on ∂ 0 U in (2.11) is empty if U is an interior neighborhood B. For the boundary neighborhood, the free-boundary is only prescribed at the flat part ∂ 0 U . We should remark also that A 2 = 0 is exact the local Coulomb gauge boundary condition given by ν A = 0 as in Theorem 2.3.
Before we get involved into the proof of Theorem A, we state the doubling technique in what follows, which will be needed in the boundary regularity. For x 0 ∈ ∂Σ, without loss of generality, we assume the local trivialization chart U of x 0 is an upper disc D ρ centered at x 0 = 0 and the flat boundary is settled on ∂Σ. Moreover, since u ∈ L 2α 1 (Σ, R l ) ֒→ C 0 (Σ, R l ), we can take ρ small enough such that the following reflection is well-defined. A more geometric way can be found in [Sch06, Sect. 3] . Compared with the analytical reflection described here, the advantage of geometric reflection is that the regularity of the coefficients after reflection is higher. For p = u(x 0 ) ∈ K, we choose Fermi coordinates f 1 , . . . , f n on an open neighborhood V of p in F , such that
• The free boundary is described by
• For any fixed q ∈ K and a ∈ {k + 1, . . . , n}, the f a -coordinate curve start from q is the geodesic in V ⊂ F , which is perpendicular to K. In order to keep the extension as smooth as possible, it turns out that the reflection depends on the "type" of boundary condition. More precisely, for homogeneous Neumann boundary we use the even reflection and for Dirichlet boundary, we use the odd reflection. These two types of boundary conditions root in the free boundary condition, the n − k Dirichlet conditions come from the fact that u(∂ 0 U ) ⊂ K. The remaining k boundary conditions come from the constraint in calculus of variation. To write down these boundary conditions in Fermi coordinates, we note first that ∂u ∂ν
∂f a , where (r, θ) is the polar coordinates on U and u a : = f a • u. Then, the local boundary condition in (2.11) of u is given by ∂u a ∂r (x) = 0, x ∈ ∂ 0 U, a ∈ I 1 : = {1, . . . , k} .
Next, we extend various quantities from D ρ to B ρ . Let us illustrate the basic idea by the extension of u. Firstly, for x * = (x 1 , −x 2 ) ∈ D ρ (the reflection of x = (x 1 , x 2 ) respect to ∂ 0 D ρ ), we define the coordinates basis
Then the extension of u is given bỹ
It is clear that the above extension of basis gives the following extension of (symmetric) metrich
We extend the Christoffel symbols toΓ(u) * by the extended metrich(ũ). We also need to extend the connection one form A from D ρ to the whole disc B ρ . The basic idea is the same as above. Locally, A is a g-valued matrix, the components are defined by
The extension is given by (compare to the extension of basis)
Since the connection A is metric,Ã is also metric. The extension of µ is given byμ
It is easy to show, for b ∈ I 2 ,
We should remark that, the above extension gives multi-valued maps,ũ,Ã,h,Γ andμ. But they can be viewed as single-valued maps of x and we can apply Theorem B to improve the regularity. This fact is already observed by [Fra00, p. 941].
The following lemma asserts that under the above extension, (Ã,ũ) solves weakly an equation that is similar to (2.10).
Lemma 2.4. Suppose that (Ã,ũ) is the extension of (A, u) defined as above, where
equivalently, Proof. The weak form of (2.10) is given by, for any 
That is
Thus,
and for any fix b, if we take
, then by the first equation of (2.15), then by the second equation of (2.15),
where we have use the definition of induced connection to get
Recall also that 
We only need to check that when b ∈ I 2 , (2.16) ′ holds for any ϕ ∈ C ∞ 0 (B ρ ). Write
clearly,
and note that for b ∈ I 2 , it is easy to check the parity of the component in (2.16) ′
Now, we can compute the extended weak equation (2.16) ′ as
the last equality follows from (2.16) and the fact that ϕ o = 0 on ∂ 0 D ρ . This shows that the extended solution (Ã,ũ) solves (2.16) ′ weakly. Lastly, we verify (2.17) ′ for extended (Ã,ũ). It is easy to show
With these parities in hand, we can decompose ϑ into even part and odd part as ϕ and the verification of (2.17) ′ is the same. Now, we are ready to prove Theorem A. We first rewrite the extended weak equation to standard form, and then check the condition (1.4) is satisifed. Theorem B shows that the weak solution is strong, and we can bootstrap the regularity of the strong solution to show the smoothness up to the boundary. 
(2.18)
To apply Theorem B, let Ω = B ρ and
then the weak extended equation (2.18) is of form (1.3) with coefficients
The verification of condition (1.4) is tedious but straightforward. We illustrate by the computation of w z . A direct computation shows that for some Λ(R) depending on α, the geometry of F and µ,
2 . We should remark that, the above computation only holds for x ∈ B ρ \ ∂ 0 D ρ , since on the flat boundary, our extension of h is only Lipschitz, so Γ is only bounded, and we cannot control its derivatives. But fortunately, the generalized Theorem B can be applied to this case. It is clear that, for any vector π = (π 1 , π 2 ), we have
The verification of other conditions is more or less the same. Moreover, the additional regularity assumption in Theorem B can be shown as follows:
weakly, and note that
1 when α − 1 > 0 is small enough. Finally, we apply Theorem B to conclude that (Ã,ũ) ∈ L 2 2 (B ρ ), and the original map (A, u) ∈ L 2 2 (D ρ ). As long as we show the L 2 2 -regularity, (2.11) holds strongly. If α − 1 is small, then the linear operator
. Now the smoothness of weak solution can be proved by standard bootstrap argument with up to the boundary estimates. In fact, du
4 (U, g). Iterating like this again and again, we can show that (A, u) is smooth in U up to the boundary.
We should note that the above smoothness requires that A is under some L 2 2 -Coulomb gauge. Since the α-YMH functional is invariant under gauge transformation, we can patch these local gauges together to obtain a global gaugeS ∈ G 2 2 in the same way as [Son11, Sect. 3] . This finishes the proof of Theorem A.
The main estimates
In this section we give some local uniform (independent of α) estimates for critical points of L α , which server as a preparation of blow-up analysis. We focus on the local boundary estimates, because the corresponding interior one follows as in [Son11, Sect. 4] . Suppose U is a domain in Σ and under a fixed trivialization we write φ(x) = (x, u(x)) and ∇ A = d+A as before.
Take polar coordinates (r, θ) on U , we always assume A is in Coulomb gauge with estimate (c) in Theorem 2.3 holds. Under these assumptions, the Euler-Lagrange equation of L α is given by (see (2.11)),
where Φ α and Ψ α are defined by (2.12) and (2.13) respectively. Similarly, the local equation for critical points of L is given in the following lemma.
the Euler-Lagrange equation can be written as:
and
3.1. ǫ-regularity estimates. The main estimates in Sacks-Uhlenbeck's method is the so-called ǫ-regularity theorem. Here we prove an analogy for φ with small energy ∇ A φ L 2 (U ) .
Lemma 3.2 (ǫ-regularity). There exist ǫ 0 > 0 and
is a smooth pair satisfies (3.1) with ∇ A u L 2 (U,Ω 1 (F )) < ǫ 0 and L α (A, u; U ) ≤ Λ < +∞, then for any U ′ ⊂⊂ U and p > 1, the following estimate holds uniformly in
whereū is the integral mean over U and C > 0 is a constant depending on
Remark. Note that (3.1) and (3.2) require that A is in Coulomb gauge. We remark that when the radius of U is small enough, this is always satisfied.
In fact,
Thus, there exists a small constant r 0 (depending only on Λ, the geometry of Σ and δ 0 ), such that F A L 1 (U ) ≤ δ 0 , provided that the radius of U is smaller than r 0 , so we may assume A is in Coulomb gauge by Theorem 2.3.
Proof. Since the interior case can be proved by a minor modification of the following boundary case, we assume U is the upper half disc centered at x 0 = 0 ∈ ∂Σ. As F is compact and embedded into Euclidean space, we can assumeū = 0 without loss of generality. In particular, we have the following Poincaré inequality,
Suppose η is a cutoff function supported on U , ∂ r η = 0 on ∂Σ ∩ U and η| U ′ ≡ 1. Multiply the equation of u in (3.1) by η, a direct computation shows
Now, note that the boundary condition of ηu is either of homogeneous Dirichlet or Neumann type
Since A is in Coulomb gauge in U , by (c) of Theorem 2.3
. Plugging these estimates into (3.4), when α 0 − 1 is small enough,
, p and α 0 . Therefore, if we take ∇ A u L 2 (U ) ≤ ǫ 0 small enough (in particular, it depends on α 0 ), then we can employ the estimate of Coulomb gauge again to conclude
The general case of p follows from a bootstrap argument. We only illustrate the case for p = 2 in what follows. Firstly, apply the above estimate for p = 4/3, then the Sobolev embedding
, α 0 and ǫ 0 . Now, the standard L 2 estimate gives similar to (3.4),
and we can proceed as before to show the required estimate holds for p = 2.
Since the equation of the connection A is sub-critical in dimension 2, we can prove
Proof. Note that the equation for A in (3.1) is given by,
By Hölder's inequality and the Sobolev embedding, for any 1 < p < 2, let p
As we already assumed that A is in Coulomb gauge, by Theorem 2.3,
. It is easy to show, for α * with
Thus, for any 1 < p < 2, we can take α(p) = 2p/(3p−2) ∈ (1, 2), such that for any 1 < α ≤ α(p), we have p ≤ α * and
The L p -estimate (see Lemma A.2) implies that, for any
In application, we also need the scaled version of small energy estimate. For any r, 0 < r < r 0 < 1 (such that A is in Coulomb gauge over U r ), and any fixed point x 0 ∈ U r , define the scaling map λ r :
is a smooth pair which satisfies (3.1) with L α (A, u; U r ) ≤ Λ < +∞, then it is easy to show, the pullback connection A: = λ * r A (which is in Coulomb gauge over U ) and the pullback sectionû: = λ * r u = u • λ r are locally given byÂ
respectively. Therefore, (Â,û) satisfies
Corollary 3.4. There exist ǫ 0 > 0 and α 0 > 0, such that for any smooth (Â,û) ∈ A (U ) × S (U ) which solves (3.6) and any p > 1, if 1 < α < α 0 andÂ,û satisfies
then for any k = 2, 3, . . .,
Proof. Recall that harmonic maps are scaling invariant in dimension 2, although our coupled equation is not scaling invariant anymore, it behaves well under scaling. We only prove the case 1 < p < 2 and k = 2, the general case follows from bootstrap argument as illustrated at the end of Sect. 2.3.
For the estimate ofû, the proof is almost the same as Lemma 3.2. Note that
Multiplying the equation ofû by the cutoff function defined in Lemma 3.2 (note that |∇η| ≤ C(diamU )), it is easy to show
Thus, we can control ∆ Σ (ηû) as in Lemma 3.2 and show the required estimate. Next, we prove the required estimate forÂ. The proof is almost the same as Lemma 3.3, by noting that
3.2. Removable of singularity for approximated harmonic maps. The following lemma is an extension of the classical singularity removability theorem for harmonic maps (see [SU81,  Thm. 3.6; Fra00, Thm. 1.10]), which will be applied to the weak limit in the blow-up process to show that the isolated singularities are all removable. The proof given here is based on the regularity theorem of weak solution instead, comparing to the classical method involving energy decay estimates [SU81, Fra00] . Here we only state the boundary version, the interior case can be found in [Son11, Thm. 4.3]. 
Convergence and blow-up
The following bubbling convergence argument is almost standard, the main difference is the possible phenomenon of boundary blow-ups.
Proof of Theorem C. Suppose {x 1 , . . . , x L } ⊂ S. By the definition of S, for r > 0 small enough such that {U r (x j )} L j=1 are mutually disjoint and for some sub-sequence {α k }, α k → 1,
which clearly implies the finiteness of S.
To show the strong convergence over regular points in Σ \S, we note first that, by the remark of Lemma 3.3, there exists r 0 > 0 independent of α, such that A α is in Coulomb gauge over U r , provided that r ≤ r 0 . Then Lemma 3.3 implies, for 1 < p < 2, there exists α(p) > 1, such that for any 1 < α < α(p), A α L p 2 (Ur,Ω 1 (g)) are uniformly bounded. Next, we show the C 0 convergence of A α → A ∞ . For that purpose, covering Σ with discs or half-discs with radius less than r 0 /2, denote them by {U i }. The above discussion shows that under some local trivialization in C 0 sense. In fact, we can improve the regularity of S α , A α and show that S * α A α → A ∞ subsequently in C ∞ sense as α → 1.
To show the strong convergence of sections {φ α } over Σ \ S, we note first that, by the definition of regular set, for any x ∈ Σ \ S, there exist r 0 ∈ (0, r 0 ) and α 0 ∈ (0, α 0 ), such that for any U r (x) ⊂ Σ (note that U r (x) may contain singular points in S) centered at x with radius r ≤ r 0 , we have
If we modify the local trivializations {σ α,i } such that the radii of {U i } are less than r 0 ≤ r 0 , and write φ α,i (x) = σ α,i • φ α (x) = (x, u α,i (x)), then we can apply Lemma 3.2 to conclude that, for any 1 < p ≤ 2,
Also, from the above discussion, {A α,i } are in Coulomb gauge with estimate (4.1). Since (A α,i , u α,i ) satisfies (3.1), we can bootstrap the regularity as in the proof of smoothness of critical points of α-YMH functional (see the end of Sect. 2.3) and conclude that {u α,i } converges to some u i in C ∞ (U ′ i ) as α → 1. Without loss of generality, we assume that {U ′ i } is still a covering of Σ \ S. Since the consistence condition u j = τ ij u i is preserved on each U ′ i ∩ U ′ j , {u i } represents a section φ ∞ ∈ S ∞ over Σ \ S. A patching argument as before shows that φ α → φ ∞ over C ∞ (Σ \ S). Clearly, by taking α → 1 in (3.1), φ ∞ satisfies the first equation of (3.2) locally and the corresponding boundary condition over some neighborhood U \ {x}, x ∈ S. The removable of regularity theorem (see Lemma 3.5) asserts that φ ∞ extends to a smooth section over Σ and we finish the first part of the theorem.
To show the second part, suppose that x 0 = 0 ∈ S and U is a neighborhood of x 0 such that x 0 is the unique isolated singularity in U . Let σ α be the local trivialization over U and {u α } be the local representation of {φ α } as before. Without loss of generality, we may assume that the radius of U is less than r 0 , such that A α is in Coulomb gauge. Set 1/r α = max U |∇ Aα u α | = |∇ Aα u α |(x α ), and let λ rα : x → x α + r α x be the scaling mapping. We already shown that the pullback connection and pullback section are locally given by (see (3.5))
A α (x): = λ * rα A α (x) = r α A α (x α + r α x), u α (x): = λ * rα u α (x) = u α • λ rα (x) = u α (x α + r α x). The following blow-up argument is standard, and we summarize it in the following claim as complement.
Claim. With the above notation and assumption, we have (a) r α → 0 as α → 1; (b) x α → x 0 = 0 as α → 1; (c) Define (Â α ,û α ) as above, then there are two cases, where harmonic spheres and harmonic discs split off respectively.
• Harmonic spheres: dist(x α , U ∩ ∂Σ)/r α → ∞;
• Harmonic discs: dist(x α , U ∩ ∂Σ)/r α → ρ < +∞.
If (a) is not true, then ∇ Aα u α L ∞ (U ) are uniformly bounded. This contradict to the fact that x 0 = 0 is a singularity of {u α } in U .
For (b), suppose that x α → x 0 = x 0 = 0 as α → 1, then since x 0 is a regular point, there exist δ > 0 and α 0 ∈ (1, α 0 ), such that we can apply Lemma 3.2 and Lemma 3.3 to show that, 1
take α → 1 we see that it contradicts to (a). For (c), we only show the case of splitting-off of harmonic discs with free boundary. Firstly, we can take a proper coordinates system with origin at x 0 = 0 and x 1 -axis pointing to the interior of Σ, x 2 -axis tangent to ∂Σ at 0. The scaled maps (Â α ,û α ) satisfy (3.6) with r replaced by r α . Since ∇Â by the choice of r α , we can apply Corollary 3.4 on eachŨ ⊂ U 1/(2rα) to (Â,û α ) and show that, for k = 1, 2, . . .,
Moreover, sinceÂ is in Coulomb gauge, by Theorem 2.3, By the removable of singularity theorem for harmonic maps, w extends to a harmonic map on the disc B 1 with free boundary w(∂B) ⊂ K. By the construction of bubble tree (see [DT95, p. 552] and [Par96, Sect. 3]), we can do the blow-up analysis for {û α } in a similar way and obtain at most finitely many bubbling solutions, i.e., harmonic spheres {ω i } k 1 i=1 and harmonic discs {w j } l 1 j=1 with free boundary on K. Clearly, the energy inequality holds and the finiteness of harmonic spheres and harmonic discs follows from the energy gap theorem (see [SU81, Thm. 3.3] and [JLZ16, Lem. 4.2] ). This finishes the proof of Theorem C.
