This article introduces the class of the constrained M-estimators for ARCH models. The new estimators are defined based on the minimization of a bounded function of the squared residuals standardized by a robust scale. Their robustness and efficiency properties are derived. Using Monte Carlo experiments, it is shown that under small percentages of contaminations the robust estimates are still able to capture the dynamics of the process. The robust procedure is used to estimate the volatility of four Brazilian fi nancial series.
Introduction
The Autoregressive Conditional Heteroscedastic (ARCH) pro cesses (Engle, 1982) and their subsequent generalizations (Boller slev, 1986 , Engle et al., 1987 are very useful when modeling heteroscedasticity in financial data.
Empirical evidence that the unconditional distribution of the re turns of assets/indexes may have third and fourth moments not com patible with those implied by a conditional Gaussian specification was found in many applications. In those cases, the concern about deviations from normality was often translated into the use of a con ditional t-student. Examples where high skewness and kurtosis were modeled using a conditional t-student distribution include Bollerslev (1987) , Badrinath and Chatergee (1988) , Gallant et al. (1989) , Engle and Gonza.lez-Rivera (1991) and Nelson (1991) .
Financial data typically possess heavy tails, present volatility clusters and occasionally show unexpected extreme data points. These events may be explained by GARCH-type models such as the EGARCH (Nelson, 1991) or the TGARCH (Rabemananjara and Zakoian, 1993, and Zakoian, 1991) . Figure 1 gives an example of a financial series possessing these characteristics. This figure shows the daily returns of one of the series used in section 6, the Brazilian Brady bond C-bond.
In Finance, a great importance is certainly given to extreme out lying points. However, these points may distort the maximum like lihood estimates (Huber, 1981) . For example, Engle and Gonzalez Rivera (1991) reported the loss of efficiency of the quasi-maximum likelihood estimator (QMLE) of GARCH models. Evidence of bias on the QMLE in small samples was studied in Engle et al. (1985) , Bollerslev and Wooldridge (1992) and Lumsdaine (1995) . Mendes (1996) quantified the lack of robustness of the QMLE for ARCH models. Deb (1996) examined the finite sample properties of the maximum likelihood estimator (MLE) and the QMLE of EGARCH processes using Monte Carlo methods. Linton (1997) proposed meth ods for bias reduction. The efficiency loss and/or bias of classical estimators result in poor estimates, unreliable forecasts and large confidence intervals. Thus, it is important to search for alternatives which do not assume a particular conditional distribution.
------�-----
Figure 1 Daily returns of the Brazilian C-bond.
We introduce here a bias-robust and efficient estimation pro cedure resistant to outliers, which give more reliable estimates for (contaminated or not) GARCH processes. The new estimators are defined as the solutions to an optimization problem where the focus is to minimize a bounded function of the squared residuals standard ized by a robust scale. This is the typical approach when obtaining the M-estimators and their extensions (Huber, 1981) . We note that the objective function does not have to be a log-likelihood function.
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In the ARCH literature, related approaches focusing on the estima tion of the conditional scale of the residuals rather than on the condi tional variance already exist. For example, Koenker and Zhao (1996) proposed quantile regression methods for a class of ARCH models, and Schwert (1989) and Nelson and Foster (1994) proposed ARCH models for conditional scale under the assumption of normality.
This paper is organized as follows. In section 2 we define the constrained M-estimators for ARCH models. In sections 3 and 4 we obtain their robustness properties and show how to tune the estima tors to obtain high efficiency under the core process. In section 5 we compare the bias of the classical and robust estimators using Monte Carlo methods. In section 6 we apply the robust procedure to esti mate the volatility of four Brazilian series. Conclusions are given in section 7. All proofs may be found in the Appendix.
Constrained M-Estimation for ARCH Models

The ARCH model and the classical estimators
The Gaussian ARCH process of order p assumes that (1) for t = 1, 2, ... , n , where O"'f = (Yo + (YIXF-l + ... + (Ypx�_ p, and Xt" !t l = ( Xt-l, ... , Xl, Xo, ... , X-pH ) represents the information avail able up to time t. Conditionally on the first p observations, the
n t= l 2 0"t n t = l 2
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( 2) and is the solution of the (p + 1) first order estimating equations (3) h.
The robustness measures of the QMLE were obtained in Mendes (1996) by expressing this estimator as a {j;-estimator (Martin and Yo hai, 1986) . According to Hampel et al. (1986) , an estimator may be considered robust if (i) it is highly efficient under a core process and reasonably efficient in a neighborhood of this process, (ii) it does not give distorted estimates in the presence of a few outliers, and (iii) it possess a bounded and continuous influence curve. In spite of the consistency and efficiency of maximum likelihood estimators under the correct specification, the QMLE of misspecified or contaminated ARCH processes lacks (i) (see Engle and Gonzalez-Rivera, 1991) ; lacks (ii) (see section 5); and lacks (iii) (see Mendes, 1996) . The next subsection formalizes the concepts of contamination neighborhoods and contaminated models.
The general contamination model
The serious effects of outliers on classical estimation procedures in general pass undetected by formal tests and analysis of residuals (Rousseeuw and Leroy, 1987) . In the time series context, extra dif ficulties also arise due to the joint effect of the time configuration of the contaminating points (isolated, or in patches, or both) mixed with the structure of the model. To model the effect of innovations outliers and additive effects outliers (Fox, 1972) on ARCH processes we assume that the observations yi follow the general replacement model (Martin and Yohai, 1986): where Xt '" fl"" is the ARCH core process, Wt '" flw, is a contaminating process, zi '" flJ, is a 0-1 process, (4) (5) with 0::; 1 ::; 1 and P(zi = 1) = I, and where yi '" fl� with fl � = flx in the case of no contamination.
The general replacement model may produce isolated and/or patches of outliers from the innovations and the additive models. The innovations outliers reflect the structure of the data generating process and may be obtained from (4) and (5), for example, by using a contaminating (conditional) distribution with heavier tails than the normal distribution.
The additive outliers (AO) model allows dependence between Xt and Wt and may be obtained from (4) by putting Wt = Xt + Vt =} yi = Xt + zi Vt, where v has some specific distribution, and letting zi be independent of Xt and Vt.
The AO model seems to be a very realistic representation of various types of contamination occurring in practice. For example, isolated outliers may occur in stock markets as a result of news not confirmed in the next business day. This type of outliers may be obtained from the AO model, for example, by letting the zi be Li.d., and Wt being a constant (. Throughout the paper we shall work with the AO model.
The constrained M-estimators for ARCH models
The M-estimators were proposed in Huber (1964) and may be considered one of the most important contributions to the robust theory. They may be understood as a generalization of the maximum likelihood estimator (Kent and Tyler, 1991) and, in the case of the ARCH models, this means to replace the objective function (2) by other loss function such as (6) where p : R+ -+ R+ is a monotone nondecreasing function with a unique minimum at zero. If p is differentiable, the solutions to (refeq10) must satisfy the system of estimating equations (7) obtained by taking the derivatives of (6) with respect to (aQ, ... , a p ), and where u(s) = 8p(s)j8s.
Notice that (2) and (3) may be obtained from (6) and (7) by taking p(s) = !s. Better results in terms of robustness against the influence of outliers may be obtained if we assume p(.) bounded. In this case u(· ) is redescending, i.e., u(s) -+ 0 as s -+ 00. We assume that 30 < r < 00 such that u( s) = 0 for s 2': r. We would like to observe that this procedure may be viewed as the first step in the robustification of the classical estimates for ARCH models. A possible second step (that we will address in future research) is to also bound the parcel � L ! log ur by means of some weight function.
It turns out that, when p( . ) is bounded, it is not meaningful to minimize (refeq10) unconditionally. To bound the scale ur away from zero, the constrained M-estimators (Kent and Tyler, 1996, Mendes and , or CM-estimators for short, introduce the restric tion 1 n 2 -L:>(X;) ::; Ep(OO), n t =l crt (8) where 0 ::; E ::; 1 is a fixed number. The introduction of this con strain will produce estimators that possess good local robustness properties at the core ARCH process and have a better chance to re sist to outliers. Likewise the CM-estimators proposed for other sta tistical models, whenever the solutions are obtained under equality constrain they correspond to an S-estimator. For details concerning the concept of CM-estimation and its relationship to the concept of S-estimation we refer the reader to Kent and Tyler (1996) .
The CM-estimators (T n ) for ARCH(P) models may be expressed as {ff estimators (Martin and Yo hai, 1986) . This means that they satisfy a system of equations
where the function q[t : R t +p X RP+ 1 -+ RP+1 is bounded. More specifically, the CM -estimators satisfy
where the first equation in the system of (p + 1) equations (10) is either replaced by (11) in the case of strict inequality constrain, when they correspond to the critical points of the objective function (6); or it is replaced by 1 n 2 -I:>(X;) -Ep(OO)=0 n t =l a t
under equality constrain. In the latter case they are the Lagrange multiplier solutions to the equality constrained minimization prob lem.
In the following section we obtain some robustness measures for the the CM-estimators for ARCH models.
The Robustness Properties of the CM-Estimatores
To obtain the robustness properties of the CM-estimators T n it is convenient to define first their asymptotic version, the CM functionals (T). To obtain the related asymptotic theory we first assume. Under suitable regularity conditions (Martin and Yo hai, 1986) , the CM-functionals defined through a p function satisfying Condi tion 3.1, are the solutions to the system of (p + 1) equations (13) where the limit function {j; satisfies for each t E !Rp+1 Here, X l represent dummy arguments, possible since we work with stationary measures, and zi = (1, x5, X=-l l"" X=-p+ l)' We denote by to = T(J.L) the unique root of (13) at J.L = J.L"" and assume that the CM-functionals are defined not just for J.L", but also for the contam ination measures f.LJ. It is assumed that there exists a subset of all stationary measures for which the expectation in (13) exists and is finite.
For the CM-functionals the estimating equations are given by
where either we have (15) under strict inequality constrain, or the first entry of (14) is replaced
under equality constrain.
Under the core Gaussian process the random variable xi/ut has conditionally a chi-square distribution with one degree of freedom.
Let S = xi/ut and let AL represent the unique solution of Ep(SjA) = €p( (0) , the asymptotic version of the constrain. By the definition of the CM-estimators and Condition 3.1, we conclude that the CMfunctionals minimize subject to
The tuning constant A is used to tune the CM-estimators for good local properties at the Gaussian process.
Asymptotic properties obtained in Martin and Yo hai (1986) for the .p estimators, and in Kent and Tyler (1996) for the CM estimators also hold in the case of ARCH models. It can be shown that the CM-estimators are continuous, Fisher consistent, and asymptotically normally distributed. We leave this problem open, but it may not be difficult to obtain these results by applying the maximum likelihood approach used by Weiss (1986) in section 3. Under the assumption that the process have finite fourth moment, the existence of the CM-estimators may be proved by showing that the limit of the objective function (6) as n -t 00 exists almost sure for all T n in the parameter space, and is uniquely minimized at to.
Then, consistency and asymptotic normality can be proved follow ing the lines of the proof of Theorem 3.2 and Theorem 3.3 of Weiss (1986) and the results found in Basawa, Feigin and Heyde (1976) . This means that the CM-estimators T n converge almost sure to their asymptotic value T which estimates the true parameters a multi plied by the constant A, that is,
To obtain the asymptotic covariance matrix and other asymptotic properties of the CM-estimators we assume .p is odd in each variable, and We first compute for the CM-estimators the Hampel's (1974) concept of influence curve (ICH), originally proposed for LLd. ob servations. Let J.k 'Y = (1-'Y ) J.k", +'YOY I be a measure associated with a contaminated process, where 0Y l represen�s a unit mass at Y1 E �oo, and 0 :":= 'Y :":= 1. The ICH for time series !Ii estimators is defined as
'Y for all Y1 E �oo for which this limit exists. Given Conditions 3.1 and 3.2 and under regularity conditions, the ICH(Yd for a functional T at the core process J.k", may be computed using the relation
The influence curve of the CM-estimators for ARCH models is given in Theorem 3.1.
T heorem 3.1. Assume that the CM-functionals are defined by (13) for the nominal process with measure J.k", and for the contaminating measure J.k ey-The influence curves of the CM-estimators for ARCH models are given by A. Under strict inequality constrain
Under equality constrain
-4u(xI/u?)(xVuf) + 1, B(.j;; to ) = E[-b(.j;)] at to, b(.j;) is a diagonal matrix with diagonal (-u(xVuf)(xI/ur lcr r, b*, b*, ... , b*), where b* = -2u'(xVui)(xVur) 2 -4u(xVuf)(xVur) + A, and
The asymptotic covariance V(.j;, /.Lx) of the CM-estimators under the nominal Gaussian process and the efficiency relative to the maximum likelihood estimator are easily obtained using the results in Martin and Yohai (1986) and in Mendes (1996) .
Theorem 3.2. Under regularity conditions the asymptotic variance covariance matrix of the CM-estimators for ARCH models at the core Gaussian process /.L x is given by
, ... , (2u(xi/crf)(xi/crr) -A)(x�p+ 1 / crm. All other quantities are as previously defined.
Proof. See Appendix.
Under strict inequality constrain, the asymptotic efficiency relative to the maximum likelihood estimator is the ratio (22) and under equality constrain it is equal to 2 [E(Z)rlB2(q;.; to)M( a) .
In section 4 we show that the CM-estimators may be tuned to possess high efficiency at the nominal process, and we exemplify the tuning procedure by computing (22) using the Biweighted Tukey p function.
The influence functional (IF) is a more general concept which includes Hampel ' s definition of influence curve based on point mass contamination as a particular case. It was introduced by Martin and Yohai (1986) and takes into account the time-configuration of the contaminating points. The influence functional of a time series functional T is defined as Theorem 3.3. Assume the AO model, and suppose that f.l xwz = f.lXyJ.t� , "" y = f.l xf.lyf.1�'""Y The influence functionals IF AO , k(f.ly, T, a) of the constrained M-functionals for ARCH models (T) are given by:
A. Under strict inequality constrain:
where M(a) and B (�; to) are as previously defined.
-For patches of outliers of length k :::: 2 B . Under equality constrain: where all quantities have already been defined.
Under strict inequality, it is very interesting to observe the role of the bounded redescending function u( · ) taking care of the effect of a single outlier, and the role of the ARCH structure also bounding the influence of a sequence of outliers. This means that if k > 1 the ARCH structure takes advantage of the "temporal clustering of outliers, and minimize their effects" . This approach taken by the ARCH model was predicted in Engle (1982) , page 992.
Martin and Yo hai (1986) define the gross error sensitivity (GES) of a functional T at a family P of arcs {p,J}, {p,J} = {p,J ; 0 :::: : "I < I}, as GES(P,T) = sup IIF(p,w,p, {p, ml.
{I'� }EP
For the CM-functionals, the GES for isolated and patches of outliers are the supremum of the absolute value of each coordinate of (23) 
multiplied by a constant matrix. Note that the form of the influence functionals are independent of the order p of the ARCH process, which affects just the number of coordinates. We show in the next section that, given a p function, the IF and therefore the GES de pend upon a constant A, which may be chosen such that the resulting CM-estimators have a small GES.
Tuning the eM-Estimators
The CM-estimators may be tuned by the introduction of a multi plicative constant c and a corresponding constant A in the definition of the p function (see Kent and Tyler, 1996 , for details). To illus trate the tuning process for the CM-estimators for Gaussian ARCH models we now set the � in equation (8) equal to 1/2 and select the Biweighted p function defined as
where S = xV a f is as previously defined. The corresponding Bi weighted !P function under strict inequality is where I is the indicator function. In this section we change slightly the notation to represent the effects of the tuning constant c and the value).. . The constant c is an increasing function of ).. and given a value for .>.., for this choice of p function the constant c is calculated (see (14) and (15)) using
For the Biweighted CM-estimators the expression for their influ ence curve in the strict inequality case is
The asymptotic efficiency of the Biweighted CM-estimators (un der strict inequality constrain) for Gaussian ARCH models, relative to the MLE (see Mendes, 1996) , computed using expression (22), is Figure 2 these quantities against the contaminating value (, for the QMLE and for the Biweighted CM-estimators. In this figure the tuning constant). was set equal to 26 resulting in 91% efficient estimates under the core Gaussian process. The functions plotted in figure 2 were obtained after standardizing the influence functionals of each estimator by a commom factor, and therefore they represent any coordinate of the IF AD,I. That is, we just compare the QMLE quadratically unbounded curve ((? -1), and the CM-estimators bounded curve (6c/B)((2/), -2((2/),) 2 + ((2/),) 3 )1((2<,\) -1. Note that both curves reflect the form of their correspondi;g .'it functions.
We now address the problem of tuning the CM-estimators for ARCH models. The approach used here is the same previously used to tune the CM-estimators for other statistical models. The idea is to find a value for the tuning constant ), which will balance bias robustness and efficiency robustness at a chosen core process.
Given a p function, our method for choosing a value for the tuning constant c such that our estimators would have good lo cal robustness properties, consist in choosing the constant).. which would imply in a reasonable asymptotic relative efficiency at the Gaussian process and a small GESA O,l based on the special case of contaminating measures {ad. We note that it is sufficient to tune the OM-estimator of 0<0 since we may write the condi- The tunIna CClnllant Figure 3 The OM-estimators relative efficiency and GES under isolated outliers plotted against the tuning constant )..
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Robust Estimation for AROH Models 
Bias under Contaminations
Outliers are observations which may have not been generated by the true process that have generated the majority of the data (Hu ber, 1981, Hampel et al., 1986). As we have already stressed, even though GARCH-type models can handle very well data presenting volatility clusters, these (important) extreme observations will cer tainly distort the estimates and the forecasts provided by classical estimates. Such spurious observations may produce heavily biased estimates and, as illustrated by our simulations, the QMLE of ARCH models seem to be very sensitive to these atypical observations. The main message of this section is that whether or not we are able to explain the unusual data points, we do need robust procedures to resist to them.
We show here the results of a small Monte Carlo experiment carried out to investigate the bias robustness of the 91% efficient Biweighted CM-estimators. The data yi, t = 1,2, ... , n, were gen erated according to a Gaussian ARCH(l) model contaminated with additive outliers:
as given in section 2, and where ( is the contaminating value. We use the notation A1(uo,Ul,'Y,() to represent the model (27). The true parameters were set either equal to (ao = 1, a l = 0.3), or equal to (ao = 1, al = 0.9). The proportion of contamination 'Y was set equal to 0% and 3%. The magnitudes of the additive outliers (" were set equal to 12 and 32, corresponding approximately to 10 times the unconditional standard deviation associated with models Al(1.0,0.3,0,·) and Al(1.0,0.9,0,·). For each model we generated 200 series of size n = 500 representing each approximately two years of financial data. For each series we computed the classical and the robust estimates. All calculations were done using the S language and the S-Plus package (Statistical Sciences, 1995) . Table 2 reports the means and the standard deviations (inside parentheses) of the estimates. The results in the left side of table 2 correspond to the model Al(1.0,0.3,·,·). The right side of table 2 contains the results related to the model Al(1.0,0.9,·,·). We first observe that the classical and the robust estimators gave basically the same results under no contamination for both models.
However, under just the little proportion of 3% of contamination, the QMLE broke down while the CM-estimators remained fairly stable.
Under the model A1(1.0,0.3,3 ,12) the classical estimates of 000 increased and those of 001 decreased to zero. In fact, a small per centage (11%) of the QMLE estimates of a1 went to the boundary 1 (mean 1.1 and standard error 0.6). The numbers given in table 2 for the QMLE of 001 are the averages over the set of results which went to zero. We believe that we should not mix the two behaviors. On the other hand, the robust estimates of ao showed small bias while the estimates of a1 were still able to capture the dynamics of the process.
For the model A1(1.0,0.9,3,32) the results were more dramatic. The classical estimates of ao exploded and those of 001 again either went to zero (94%) or to 1 (6%, mean 1.3 and standard error 1.9). Not surprisingly, the robust estimators provided very good estimates: the average CM-estimates of ao and a1 were respectively 1.069756 and 0.685921.
It is also of interest to investigate an estimator ability to esti mate the unconditional variance of the process. Let 0" ; represent the estimator of the unconditional variance of an ARCH process. For example, in the case of a Gaussian ARCH(l) model and the CM-estimators, 0"; is obtained by computing 1�� 1 using the CM estimates. Table 3 shows the means and standard deviations of the classical and robust estimates of 0"; of model A1(1.0,0.3,·,·). Note that under the nominal process, when the true unconditional vari ance is equal to 1.4286, both estimators provided good answers. However, under the contaminated model just the CM-estimators were able to provide a good estimate. In this section we make use of four Brazilian financial series to show the usefulness of the robust procedure proposed and to compare its performance to the classical procedure for GARCH models. We focus on the accurate estimation and prediction of the conditional volatility of the series. In other words, we want to obtain reliable estimates for the parameters of the GARCH model, which can resist to extreme data points (as illustrated in figure 1 ) and can adequately express the dynamics existing in the data.
For each of the four series analyzed in this section, we consider the estimation of the model
where Yt are the observations and Xt follows a GARCH(I,I) model. We estimate the model using the QMLE with the standard normal and the t-student densities. The number of degrees of freedom of the t-student distribution is jointly estimated.
The four data sets used are daily returns of a stock or index. They were obtained by taking the percentages of the logarithm of the ratio of two consecutive closing prices.
Analysis of the C-bond
The first data set contains observations of a Brazilian Brady bond, the C-bond, and consists in 1066 observations from April/1994 to July /1998. Figure 1 shows the series. We observe at least two extreme observations just after the Mexican crisis of 1994, and two other spikes at the end of 1997, both followed by periods of high volatility.
The estimated values for (000, 001, /31) under the three esti mation procedures (QMLE-Normal, QMLE-t-student, and Robust) are respectively (0.000008808,0.1689,0.8149), (0.000002734, 0.0513, 0.8906), and (0.000004683, 0.0708, 0.6748).
The robust estimates are not so affected by the extreme points. This fact can be better appreciated by examining the figure 4, where we plot the anualized volatilities obtained from the three estimation procedures. We observe that the conditional volatility estimated by the robust method possess a lower level and seems to reflect bet ter the effects of typical days. This fact occurs probably because the estimators downweight the effect of outliers which is exactly the behavior expected from an estimator which tries to reflect the dy namics contained in the majority of the data. This figure gives us a better idea of the effects of the different estimation procedures and give more information than just the examination of the estimated values of the parameters.
The goodness of fit test of Ljung -Box (Ljung e Box, 1978) can be used to test the null hypotheses that the squared standardized residuals (standardized using the estimated conditional volatility at) are free of volatility clusters. The test statistic should be compared to a percentil of a chi-squared random variable. The number of de grees of freedom depend upon the data and should be set a priori. Here we used 12 lags and for a test with 5% significance level the cor-responding critical value is 21.02. These results are given in table 4 for the three fits. Figure 4 Anualized volatilities from the classical and robust fits Table 4 gives the values of the kurtosis, the Ljung-Box statistics (L Br 2 ) and the corresponding p-value for the squared original data and for the squared standardized residuals from the three fits. We observe that the null hypothesis is rejected for the normal and t student fits, but it is not rejected for the robust fit. This means that there is still some dynamics in the data which were not captured by the classical fits. This fact is also supported by the large kurtosis values found for these residuals. Finally, we note that the value of L B r 2 for the squared original data is much higher before the fits, indicating the appropriateness of the GARCH model. Since we cannot observe the conditional volatility, it is not pos sible to check the reliability of the estimates provided by the three methods. However, we can compare some measures derived from the fact that the conditional expectation of Y r is C 2 + or Then, an es timate for the next squared observation may be computed using an estimate ;r for or, the estimated parameters and the observations up to day t -1. We can interpret the quantity yr -C 2 -or as a prediction error. If positive at time t, it means that the procedure underestimated the volatility at time t. If negative, it means that the volatility was overestimated.
In table 5 we give some descriptive statistics for the prediction error (times 100) for the three fits. We note in table 5 that the classical prediction errors possess negative median and thus systematically overestimate the volatility. In fact, this behavior was expected since the classical estimators give the same weight to all observations, including the outliers. On the other hand, the statistics for the prediction error from the robust fit indicate a distribution much more concentrated around its median which is very close to zero.
We can also compute the more important -2
quantity � E (y t -C 2 -aD , which should be small if the estimates are accurate. However, if there is an outlier at some time
t, say t = K, the corresponding squared error (Yk -C 2 -a k) may be very large. From the robust perspective, this is the correct thing to do. A better statistic may be either a trimmed (5%) mean or the median of the absolute values of (yt -C 2 -;1). Table 6 shows these statistics for the three fits.
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Normal T-student Robust We observe that using the two robust statistics the robust proce dure stands out as the method producing the smaller long run error for the majority (here 90%) of the data. This means that the robust procedure gets the right information given by most of the data. We would like to observe that we do not consider as a measure of good ness of fit the number of observations falling outside of an interval defined by ±2 conditional standard deviations for this measure is also misleading by the same reasoning just given.
Analysis of the Cocoa
The results obtained when estimating the volatility of the other three data sets were very similar to those obtained for the C-bond. Typically, the classical estimates provided inflated volatilities caused by the presence of atypical points, while the robust volatility pre sented always a smaller level. Thus, for the other series we give just the more important results.
The second data set contains daily returns of Cocoa, and consists in 2117 observations.
The estimated values for (O!o, 0!1, f3d under the three estimation procedures (QMLE-Normal, QMLE-t-student, and Robust) are re spectively (0.00000159, 0.030771, 0.964242), (0.00000122, 0.018760, 0.954500), and (0.00000432, 0.036584, 0.596881) .
The plot the anualized volatilities obtained from the three es timation procedures presented the same behavior shown by the fit of the first data. The conditional volatility estimated by the robust method showed a lower level, followed by the t-student and then the normal, reflecting better the effects of typical days.
The goodness of fit test of Ljung -Box (Ljung e Box, 1978) are given in table 7 for the three fits. We observe that the null hypothesis is rejected for the normal and t-student fits, but it is not rejected for the robust fit. Normal T-student Robust We observe that the 5% trimmed mean squared error chose the t-student QMLE as the best fit, whereas the median of absolute erros chose the robust procedure.
Analysis of Telebras-PN
The second data set are returns of the stock Telebras-PN which contains 988 observations.
The estimated values for (ao, aI, (h) under the three estima tion procedures (QMLE-Normal, QMLE-t-student, and Robust) are respectively (00003463, 0.174199, 0.795329), (0.00002191, 0.137564, 0.806156), and (0.0, 0.0708, 0.6748) .
The plot the anualized volatilities obtained from the three esti mation procedures presented the same behavior previously observed. For this data set the two classical volatilities were very close, whereas the robust one lied at a smaller level, well separated from the others.
The goodness of fit test of Ljung -Box (Ljung e Box, 1978) are not given, but we report that the null hypothesis is not rejected for all three fits with p-values of 0.1853 (normal), 0.1689 (t-student), and 0.2074 (robust). The statistics involving the prediction error are given in table 9. Normal T-student Robust We observe that the two robust statistics chose the robust CM estimators as the method producing the smaller long run error for the vast majority of the trading days.
Analysis of the US Dollar/Real exchange rate
The fourth data set contains observations of the US dollars to Brazilian Real exchange rate, and consists in 996 observations.
The estimated values for (ao, a1, f3d under the three estima tion procedures (QMLE-Normal, QMLE-t-student, and Robust) are respectively (0.0000000067, 0.13, 0.87), (0.0000000049, 0.06, 0.84), and (0.0000000000011, 0.138, 0.805) .
The plot the anualized volatilities obtained from the three esti mation procedures were closer for this data. The conditional volatil ity estimated by the t-student method lied in between the other two.
In table 10 we give some the statistics based on the the prediction error for the three fits. There is not much difference between the t student and the robust fit. In fact, the number of degrees of freedom estimated for the t-student was just 2. Normal T-student Robust Financial data are fat tailed, possess volatility clusters, and present occasional extreme observations. Even though GARCH models provide a very good description of the underlying process generating the data, the Gaussian maximum likelihood estimates become distorted and show large variability under misspecifications. We proposed a new robust and efficient estimator which does not as sume a particular likelihood function to maximize and no additional parameters to estimate. On the contrary, the user is free to choose a loss function better suited for the data at hand. In this sense it has no chance to be misspecified.
We obtained their robustness properties and showed how to tune the estimates to obtain high efficiency at the core process. Estimates for the standard errors of the estimates can be constructed using the asymptotic variance. We showed using simulations that the robust estimates perform very well under no contaminations and that the gains in bias under small percentages of contamination of moderate size are considerable.
Four sets of real data were used to compare the classical and the robust estimates when estimating and forecasting the volatility of the series. Typically the estimated conditional volatilities, classical and robust, differ in level and in the identification of the dynamics of the series. The robust procedure provided estimates not inflated by the presence of a few outliers.
Likewise all robust estimates their computations are more time consuming, and more research on algorithms to compute the esti mates are needed. We plan further research on extending the concept of the CM-estimation to generalizations of GARCH models.
Let B (!P-; to) represent the unconditional expectation E[-b(!P-)) = -E[E[b(!P-) I Io) at to, where (Io ) represents all past information. Since C = E [ % tfP(x1, t) ] , the result follows from t=to (17).
B. Un der equality constrain.
Let A = [ J 2u(xVO"�)(xVO"m1/aD dj.t ( X 1 ) )/ [ J 1 /0"� dj.t ( X1 ) ) . 
