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Abstract
In this paper, the general existence and uniqueness result is proved which exhibits the idea of comparison principle. This result
is also valid for fractional differential equations in a Banach space. The well-known monotone iterative technique is then extended
for fractional differential equations which provides computable monotone sequences that converge to the extremal solutions in a
sector generated by upper and lower solutions.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Recently [9,10], we have investigated the basic theory of fractional differential equations involving
Riemann–Liouville differential operators of arbitrary order 0 < q < 1, by the classical approach of differential
equations [8], employing equivalent Volterra integral equations of fractional order and utilizing directly fractional
differential equations. The local and global existence results, including the existence of extremal solutions, are
discussed developing necessary tools in both frameworks. Naturally each approach needs different conditions and
provides suitable mechanisms. The approach via fractional differential inequalities is clearly better suited as in the
case of classical results of differential equations and therefore we choose to proceed in that setup.
In this paper, we discuss first the general uniqueness result which exhibits the idea of comparison principle
as well as shows the convergence of successive approximations to the unique solution. The necessary results for
accomplishing this approach are developed. We then proceed to extend the monotone iterative technique, which is a
constructive method of existence results in a closed set generated by the upper and lower solutions. It yields monotone
sequences that converge to the extremal solutions and since each member of the sequences happens to be the unique
solution of a certain linear fractional differential equation, the advantage and importance of the technique needs no
special emphasis [7].
For the development of fractional calculus and its applications to various fields of study see [1–6,11–13].
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2. General uniqueness result
Let us consider the initial value problem (IVP) for fractional differential equations given by
Dq(x − x(0)) = f (t, x), x(0) = x0, (1)
where f ∈ C[R0, R] where R0 = [(t, x) : 0 ≤ t ≤ a and |x − x0| ≤ b], Dq x is the fractional derivative of x of order
0 < q < 1. Since f is assumed to be continuous, the IVP (1) is equivalent to the following Volterra fractional integral
x(t) = x0 + 1
0(q)
∫ t
0
(t − s)q−1 f (s, x(s))ds, 0 ≤ t ≤ a, (2)
that is, every solution of (2) is also a solution of (1) and vice versa. Here and elsewhere 0 denotes the Gamma function.
Let us begin by stating the result for the existence of extremal solutions of IVP (1) proved in [10].
Theorem 2.1. Assume that f ∈ C[R0, R] and let | f (t, x)| ≤ M on R0. Then there exists extremal solutions for the
IVP (1) on 0 ≤ t ≤ α0, where α0 = min(a, [ b0(1+q)2M+b ]
1
q ).
The following lemma is useful in several situations.
Lemma 2.2. Assume that f ∈ C[Ω , R], where Ω is an open (t, x)-set in R2 and (0, x0) ∈ Ω . Suppose that [0, a) is
the largest interval of existence of the maximal solution η(t) of (1) with f as defined here. Assume that [0, t1] is a
compact interval of [0, a). Then there is an 0 > 0 such that, for 0 <  < 0, the maximal solution η(t, ) of
Dq(x − (x(0)+ )) = f (t, x)+ , x(0) = x0 + , (3)
exists on [0, t1] and lim→0 η(t, ) = η(t) uniformly on [0, t1].
Proof. Let Ω0 be an open bounded set, Ω0 ⊂ Ω , and (t, η(t)) ∈ Ω for t ∈ [0, t1]. We can choose a b > 0 such that,
for t ∈ [0, t1], the rectangle
Rt = [(t, x) : [t, t + t1] and |x − (η(t)+ )| ≤ b],
is included in Ω0 for  ≤ b2 . Let | f (t, x)| ≤ M on Ω0. Then it is evident that
| f (t, x)+ | ≤ b
2
+ M,
on Rt , for t ∈ [0, t1] and 0 <  ≤ b2 . Consider the rectangle R0 . It follows from Theorem 2.1 that the maximal
solution η(t, ) of (3) exists on [0, γ ], γ = min(b, [ 2b0(1+q)2M+b ]
1
q ). We note that γ is independent of . Moreover,
proceeding as in Theorem 2.1, we can conclude, in view of the uniqueness of the maximal solution η(t) of (1) that
lim→0 η(t, ) = η(t) uniformly on [0, γ ]. This implies that
lim
→0 η(γ, ) = η(γ ).
Consequently, there is an 1 ≤ b2 such that, for 0 <  ≤ 1, we have
η(γ, ) ≤ η(γ )+ .
We can now repeat the foregoing argument with respect to the rectangle Rγ ,  < 1, to show that there exists an
2 < 1 such that for  < 2, the maximal solution ηˆ(t, ) of
Dq(x − x(γ )) = f (t, x)+ , x(γ ) = η(γ )+ , (4)
exists on [γ, 2γ ] and lim→0 ηˆ(t, ) = η(t) uniformly on [γ, 2γ ]. For  < 2, we can extend the function η(t, ) by
defining
η(t, ) = ηˆ(t, ), t ∈ [γ, 2γ ].
It is clear that η(t, ) is the maximal solution of (1) on [0, 2γ ] and lim→0 η(t, ) = η(t) uniformly on [0, 2γ ].
830 V. Lakshmikantham, A.S. Vatsala / Applied Mathematics Letters 21 (2008) 828–834
By induction, one can show that there is an 0 = n such that [0, t1] ⊂ [0, ηγ ], that the maximal solution η(t, )
of (1) exists on [0, nγ ] for 0 <  < 0, and that lim→0 η(t, ) = η(t) uniformly on [0, nγ ]. The proof of the Lemma
is thus complete. 
Remark. We note the lower limit of the integral in (2) would change if the initial value of the IVP changes from zero
to any positive constant as in (4).
We require also the following comparison theorem proved in [10].
Theorem 2.3. Assume that m ∈ C([0, a], R+), locally Ho¨lder continuous, g ∈ C([0, a] × R+, R+) and
D+q(m(t)− m(0)) ≤ g(t,m(t)), 0 ≤ t ≤ a.
Let η(t) be the maximal solution of
Dq(u(t)− u(0)) = g(t, u), u(0) = u0 ≥ 0,
existing on [0, a] such that m(0) ≤ u0. Then we have
m(t) ≤ η(t) 0 ≤ t ≤ a.
Now we are in a position to prove the existence and uniqueness result under assumptions more general than the
Lipschitz type condition, which exhibits the idea of the comparison principle. Moreover, the result also shows that the
convergence of successive approximations converge to the unique solution.
Theorem 2.4. Assume that
(a) f ∈ C(R0, R) and | f (t, x)| ≤ M0 on R0,
(b) g ∈ C([0, a] × [0, 2b], R+), g(t, u) ≤ M1 on [0, a] × [0, 2b], g(t, 0) ≡ 0, g(t, u) is nondecreasing in u for each
t ∈ [0, a] and u(t) ≡ 0 is the only solution of
Dqu = g(t, u), u(0) = 0, (5)
on [0, a],
(c) | f (t, x)− f (t, y)| ≤ g(t, |x − y|) on R0.
Then, the successive approximations defined by
xn+1(t) = x0 + 1
0(q)
∫ t
0
(t − s)q−1 f (s, xn(s))ds, n = 0, 1, 2, . . . , (6)
on [0, α], where α = min(a, [ b0(q+1)M ]
1
q ), M = max[M0,M1], are continuous functions and converge uniformly to
the unique solution x(t) of the IVP (1) on [0, α].
Proof. For 0 ≤ t1 ≤ t2 ≤ α, we find
|x1(t1)− x1(t2)| ≤ M
0(q)
∣∣∣∣∫ t1
0
[(t1 − s)q−1 − (t2 − s)q−1]ds +
∫ t2
t1
(t2 − s)q−1ds
∣∣∣∣
≤ M
0(q + 1) [t
q
1 − tq2 + 2(t2 − t1)q ] ≤
2M
0(q + 1) (t2 − t1)
q < ,
provided |t2 − t1| < δ = [ 0(q+1)2M ]
1
q , proving that x1(t) is continuous on [0, α]. Similarly,
|x1(t)− x0| ≤ 1
0(q)
∫ t
0
(t − s)q−1| f (s, x0)|ds ≤ Mt
q
0(q + 1) ≤
Mαq
0(q + 1) ≤ b.
Hence, it is easily seen, by induction that the successive approximations are continuous and satisfy |xn(t)− x0| ≤ b,
n = 0, 1, 2, 3, . . . .
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We shall next define the successive approximations for the IVP (5) as follows:u0(t) =
Mtq
0(q + 1) ,
un+1(t) = 1
0(q)
∫ t
0
(t − s)q−1g(s, un(s))ds, 0 ≤ t ≤ α.
(7)
Since g(t, u) is assumed to be nondecreasing in u for each t , an easy induction as before shows that the successive
approximations (7) are well defined and satisfy
0 ≤ un+1(t) ≤ un(t), 0 ≤ t ≤ α.
Moreover, |Dqun(t)| = g(t, un−1(t)) ≤ M and therefore, we can conclude by Ascoli–Arzela theorem and the
monotonicity of the sequence {un(t)} that limn→∞ un(t) = u(t) uniformly on [0, α]. It is also clear that u(t) satisfies
the IVP (5) and hence by (b) u(t) ≡ 0 on [0, α]. To get the equicontinuity of the sequence {un(t)}, one can use
Lemma 2.2 in [10] or the argument similar to the proof at the beginning.
Now from the earlier estimate,
|x1(t)− x0| ≤ Mt
q
0(q + 1) ≡ u0(t).
Assume that |xk(t)− xk−1(t)| ≤ uk−1(t) for some given k. Since
|xk+1(t)− xk(t)| = 1
0(q)
∣∣∣∣∫ t
0
(t − s)q−1 f (s, xk(s))ds −
∫ t
0
(t − s)q−1 f (s, xk−1(s))ds
∣∣∣∣
≤ 1
0(q)
∫ t
0
(t − s)q−1| f (s, xk(s))− f (s, xk−1(s))|ds,
using the condition (c) and the monotone nondecreasing nature of g(t, u), in u, we get
|xk+1(t)− xk(t)| ≤ 1
0(q)
∫ t
0
(t − s)q−1g(s, |xk(s)− xk−1(s)|)ds = uk(t).
Thus by induction, the inequality
|xn+1(t)− xn(t)| ≤ un(t), 0 ≤ t ≤ α,
for all n. Also,
|Dq xn+1(t)− Dq xn(t)| ≤ | f (t, xn(t))− f (t, xn−1(t))| ≤ g(t, |xn(t)− xn−1(t)|) ≤ g(t, un(t)).
Let n ≤ m. Then we can easily obtain
D+q |xn(t)− xm(t)| ≤ |Dq xn(t)− Dq xm(t)| ≤ g(t, un−1(t))+ g(t, um−1(t))+ g(t, |xn(t)− xm(t)|).
Since un+1(t) ≤ un(t) for all n, it follows that
D+q |xn(t)− xm(t)| ≤ g(t, |xn(t)− xm(t)|)+ 2g(t, un−1(t)),
where D+q is the corresponding Dini derivative to D+. An application of comparison Theorem 2.3 gives
|xn(t)− xm(t)| ≤ ηn(t) 0 ≤ t ≤ α,
where ηn(t) is the maximal solution of the IVP
Dqv = g(t, v)+ 2g(t, un−1(t)), v(0) = 0,
for each n. Since, as n → ∞, 2g(t, un−1(t)) → 0 uniformly on [0, α], it follows by Lemma 2.2 that ηn(t) → 0
uniformly on [0, α]. This implies that {xn(t)} converges uniformly to x(t) and it is now easy to show that x(t) is a
solution of the IVP (1).
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To show that this solution is unique, let y(t) be another solution of the IVP (1) on [0, α]. Definem(t) = |x(t)−y(t)|
and note that m(0) = 0. Then D+qm(t) ≤ |Dq x(t) − Dq y(t)| = | f (t, x(t)) − f (t, y(t))| ≤ g(t,m(t)), using the
assumption (c). Again applying the comparison Theorem 2.3, we have
m(t) ≤ η(t), 0 ≤ t ≤ α,
where η(t) is the maximal solution of IVP (5). By assumption (b) η(t) ≡ 0 and this proves that x(t) ≡ y(t) on
[0, α]. Hence the uniform limit of the successive approximations is the unique solution of the IVP (1). The proof is
complete. 
Corollary. The function g(t, u) = Lu, L > 0 is admissible in Theorem 2.4 which is known as the Lipschitz function.
Remark. It is interesting to note that Theorem 2.4 is valid, when f ∈ C[R0, E] and Dq(x(t) − x(0)) ∈ E for each
t , where E is a real Banach space with norm | · |. Since R0 need not be compact in this case, one needs to assume
that | f (t, x)| ≤ M0 on R0, where the absolute value is replaced by the norm | · |. With these minor changes, the proof
remains the same, and as a result, we have an existence and uniqueness theorem for fractional differential equations
in a Banach space.
3. Monotone iterative technique
We need the following nonstrict inequalities’ results proved in [10].
Theorem 3.1. Let v,w : [0, T ] → R, be locally Ho¨lder continuous, f ∈ C([0, T ] × R, R) and
Dq(v(t)− v(0)) ≤ f (t, v(t)), Dq(w(t)− w(0)) ≥ f (t, w(t)), 0 ≤ t ≤ T . (8)
Suppose further that
f (t, x)− f (t, y) ≤ L(x − y), wherever x ≥ y, (9)
and 0 < L < 1T q0(1−q) . Then v(0) ≤ w(0) implies that v(t) ≤ w(t), 0 ≤ t ≤ T .
Remark. Although Theorem 3.1 was proved in [10] under stronger conditions than (9), the conclusion remains the
same with (9) and the choice w(t) = w(t)+ ,  > 0. We shall use this variant of Theorem 3.1.
We are now in a position to prove the monotone iterative technique.
Theorem 3.2. Let f ∈ ([0, T ] × R, R), v0, w0 : [0, T ] → R be locally Ho¨lder continuous and satisfy
Dq(v0(t)− v0(0)) ≤ f (t, v0(t)), Dq(w0(t)− w0(0)) ≥ f (t, w0(t)), (10)
such that v0(t) ≤ w0(t), 0 ≤ t ≤ T . Suppose further that
f (t, x)− f (t, y) ≥ −M(x − y), wherever v0 ≤ y ≤ x ≤ w0 (11)
and 0 ≤ M ≤ 1T q0(1−q) . Then there exist monotone sequences {vn}, {wn} such that vn → ϕ, wn → η as n → ∞
uniformly and monotonically on 0 ≤ t ≤ T and (ϕ, η) are the extremal solutions of IVP (1) on 0 ≤ t ≤ T .
Proof. For any σ ∈ C([0, T ], R) such that v0 ≤ σ ≤ w0, we consider the linear fractional differential equation
Dq(x(t)− x(0)) = f (t, σ )− M(x − σ), x(0) = x0. (12)
Since the RHS of (12) satisfies a Lipschitz condition for any σ , there exists a unique solution for the IVP (12) on
0 ≤ t ≤ T . Define a mapping A by Aσ = x . This mapping will be utilized to define two sequences {vn}, {wn}. Let us
prove that
(a) v0 ≤ Av0, w0 ≥ Aw0;
(b) A is a monotone operator on the segment
[v0, w0] = [x ∈ C([0, T ], R) : v0 ≤ x ≤ w0].
V. Lakshmikantham, A.S. Vatsala / Applied Mathematics Letters 21 (2008) 828–834 833
To prove (a), we set Av0 = v1, where v1 is the unique solution of (12) with σ = v0. Setting p = v1 − v0, we see
that
Dq(p − p(0)) = Dq(v1 − v1(0))− Dq(v0 − v0(0))
≥ f (t, v0)− M(v1 − v0)− f (t, v0) = −Mp and p(0) ≥ 0.
Since Dq x = 0, x(0) = 0 has the unique solution x(t) ≡ 0, 0 ≤ t ≤ T , we get by Theorem 3.1, p(t) ≥ 0, which
implies that v1 ≥ v0 or equivalently v0 ≤ Av0. One can show similarly, w0 ≥ Aw0.
To prove (b), let σ1, σ2 ∈ [v0, w0] such that σ1 ≤ σ2. Suppose that x1 = Aσ1 and x2 = Aσ2. Set p = x2 − x1 so
that
Dq p = f (t, σ2)− M(x2 − σ2)− f (t, σ1)+ M(x1 − σ1)
≥ −M(σ2 − σ1)− M(x2 − σ2)+ M(x1 − σ1) = −Mp and p(0) = 0.
As before, Theorem 3.1 yields Aσ1 ≤ Aσ2, proving (b).
We can now define the sequences vn = Avn−1, wn = Awn−1 and conclude from the previous arguments that
v0 ≤ v1 ≤ v2 ≤ · · · ≤ vn ≤ wn ≤ · · · ≤ w2 ≤ w1 ≤ w0, 0 ≤ t ≤ T . (13)
Since the sequences {vn}, {wn} are uniformly bounded by (13), we find that |Dqvn|, |Dqwn| are also uniformly
bounded for 0 ≤ t ≤ T , in view of the fact vn , wn satisfy vn(0) = wn(0) = x0 and
Dq(vn − x(0)) = f (t, vn−1)− M(vn − vn−1), Dq(wn − x(0)) = f (t, wn−1)− M(wn − wn−1).
One can use Lemma 2.2 in [10] to get the equicontinuity of the sequences {vn}, {wn}. By Ascoli–Arzela’s theorem
and (13), it follows that
vn → ϕ, wn → η, as n →∞ uniformly on 0 ≤ t ≤ T .
Clearly ϕ, η are solutions of IVP (1).
To prove that ϕ, η are the minimal and maximal solutions of the IVP (1), we have to show that if x is any solution
of (1) such that v0 ≤ x ≤ w0, 0 ≤ t ≤ T , then v0 ≤ ϕ ≤ x ≤ η ≤ w0 for 0 ≤ t ≤ T . To do this, suppose that for
some n, vn ≤ u ≤ wn on [0, T ] and set p = x − vn+1 so that
Dq p = f (t, x)− f (t, vn)+ M(vn+1 − vn)
≥ −M(x − vn)+ M(vn+1 − vn) = −Mp and p(0) = 0.
This implies by Theorem 3.1 that p(t) ≥ 0 or vn+1 ≤ x on [0, T ]. Similarly, we can show that x ≤ wn+1 for
0 ≤ t ≤ T . Since v0 ≤ x ≤ w0, by induction, this proves that vn ≤ x ≤ wn for all n. Taking the limit as n →∞, we
conclude that ϕ ≤ x ≤ η on [0, T ] and the proof is complete. 
Corollary 3.3. If, in addition to the assumptions of Theorem 3.2, we assume that f (t, x) − f (t, y) ≤ M(x − y),
x ≥ y, then ϕ = η = x is the unique solution of IVP (1) on 0 ≤ t ≤ T .
The proof is immediate, since by setting p = η − ϕ, we get
Dq p = f (t, η)− f (t, ϕ) ≤ M(η − ϕ) ≤ Mp and p(0) = 0,
and Theorem 3.1 yields p ≤ 0, 0 ≤ t ≤ T , proving ϕ = η = x as claimed.
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