Introduction
Let p be a fixed prime number, N * the set {1, 2, 3, . . . } of positive integers, q := p k with a fixed k ∈ N * , F q the finite field with q elements, and A n (q) (n ∈ N * ) the group of upper unitriangular n×n-matrices over F q . Thus A n (q) is a Sylow p-subgroup of the general linear group GL n (q) and also a Sylow p-subgroup [8] of the Chevalley group of Lie type A n−1 over F q if n ≥ 2. Classifying the conjugacy classes of A n (q) and hence the complex irreducible characters is known to be a "wild" problem, see e.g. [11, 15, 18] .
The notion of supercharacter theory (see 8.2) for an arbitrary finite group was introduced by P. Diaconis and I.M. Isaacs [10] , which is a coarser approximation of the character theory. Roughly, a supercharacter theory replaces irreducible characters by supercharacters which are pairwise orthogonal and have the property that each irreducible characters is a constituent of precisely one supercharacter, conjugacy classes by superclasses such that the number of different supercharacters equals the number of superclasses and that supercharacters are constant on superclasses, and irreducible modules by supermodules. In such a way, a supercharacter table is constructed as a replacement for the character table. C.A.M. André [1] using the Kirillov orbit method, and later but independently N. Yan [19] using a more elementary method determined a supercharacter theory for A n (q), the André-Yan supercharacter theory, which has beautiful combinatorial properties. P. Diaconis and I.M. Isaacs [10] extended this theory to so-called algebra groups. The supercharacter theory for A n (q) is based on the observation that u → u − 1 defines a bijection from A n (q) to an F q -vector space of nilpotent upper triangular matrices which is the Lie algebra associated with A n (q). Unfortunately, this does not work in general for Sylow p-subgroups of the other finite groups of Lie type. C.A.M. André and A.M. Neto studied in [2, 3, 4] supercharacter theories for Sylow psubgroups of untwisted Chevalley groups of types B n , C n and D n which are finite classical groups of untwisted Lie type. This has been extended by S. Andrews [5, 6] to unitary groups as well. Supercharacters of those groups arise as restrictions of supercharacters of overlying full upper unitriangular groups A N (q) to the Sylow p-subgroups of classical type, and superclasses arise as intersections of superclasses of A N (q) with these groups.
As mentioned above the André-Yan supercharacter theory for A n (q) relies on the map u → u − 1 from A n (q) onto the Lie algebra. M. Jedlitschky generalised this by a procedure called monomial linearisation (see [13, §2.1] ) for a finite group, and decomposed André-Neto supercharacters for Sylow p-subgroups of Lie type D into much smaller characters [13] . The smaller characters are determined by certain monomial transitive representations of the group, which are pairwise orthogonal and have the property that each irreducible characters is a constituent of exactly one of those. Thus these characters look like supercharacters for a much finer supercharacter theory for the Sylow p-subgroups of Lie type D. One may ask, if there exist corresponding superclasses producing a full supercharacter theory for the group which is much finer than the one defined by André and Neto. So far there are no corresponding finer superclasses for the Sylow p-subgroups of type D. On the other hand, the André-Yan supercharacters for A n (q) are special cases of Jedlitschky's construction. Thus one might ask if there is a supercharacter theory for Sylow p-subgroups of all finite groups of Lie type behind this specialising to the André-Yan theory in type A and to the characters defined by Jedlitschky in type D.
Finite groups of exceptional Lie type are series of matrix groups of fixed size, and only the prime power q of the underlying field is varied. Hence it seems to be reasonable to try the exceptional types first, apply Jedlitschky's monomial linearisation to obtain supercharacters and then supplement it to construct superclasses as well in order to exhibit a full supercharacter theory. This will be done in this paper in the special case of the twisted Lie type 3 D 4 : the Sylow p-subgroup 3 D syl 4 (q 3 ) of the Steinberg triality group D syl 4 (q 3 ). For this group, irreducible characters have been classified by T. Le [14] and their character tables have been given by the author explicitly in [17] . In particular, as opposed to the case A n (q), the problem of determing the irreducible characers for all q is not "wild". Thus for 3 D syl 4 (q 3 ) we can in addition explicitly decompose the supercharacters into irreducible characters. The method of the this paper seems to work for more exceptional Lie types, indeed in forthcoming papers we shall obtain similar results for the cases of type G 2 and twisted type 2 G 2 . Thus we have some evidence that there is indeed a general supercharacter theory for all Lie types behind this.
For the matrix Sylow p-subgroup 3 D syl 4 (q 3 ) (see Section 2) of the Steinberg triality group we shall proceed as follows: the set {0, 1, 2, . . . } of all non-negative integers, N * the set {1, 2, . . . } of all positive integers. Let Mat 8×8 (K) be the set of all 8 × 8 matrices with entries in the field K, the general linear group GL 8 (K) be the subset of Mat 8×8 (K) consisting of all invertible matrices. Let m ∈ Mat 8×8 (K), then set m := (m i,j ), where m i,j ∈ K denotes the (i, j)-entry of m (the entry in the i-th row and j-th column). For simplicity, we write m ij := m i,j if there is no ambiguity. Denote by e i,j ∈ Mat 8×8 (K) the matrix unit with 1 in the (i, j)-position and 0 elsewhere. Denote by A ⊤ the transpose of A ∈ Mat 8×8 (K). Let O 8 be the zero 8×8-matrix O 8×8 , and 1 denote the identity element of a finite group. [8, 9] .
Let J
be the dual space of H D 4 , and
We choose the following Chevalley basis of L D 4 to keep the description of the Steinberg triality group as simple as possible.
Lemma (Chevalley basis of L D 4 )
. Let r 1 := ε 1 − ε 2 , r 2 := ε 2 − ε 3 , r 3 := ε 3 − ε 4 , r 4 := ε 3 + ε 4 , r 5 := r 1 + r 2 , r 6 := r 2 + r 3 , r 7 := r 2 + r 4 , r 8 := r 1 + r 2 + r 3 , r 9 := r 1 + r 2 + r 4 , r 10 := r 2 + r 3 + r 4 r 11 := r 1 + r 2 + r 3 + r 4 , and r 12 := r 1 + 2r 2 + r 3 + r 4 , h r := [e r , e −r ] = e r e −r − e −r e r for all r ∈ ∆ D 4 .
Set the matrix groupD 4 (q) := exp(t e r ) | r ∈ Φ D 4 , t ∈ F q . The Chevalley group D 4 (q) of type L D 4 over the field F q is denoted by D 4 (q) := exp(t ad e r ) | r ∈ Φ D 4 , t ∈ F q . By the adaption of [8, 11.3 
, and D 4 (q) is isomorphic to the projective group
We set x r (t) := exp(te r ) = I 8 + t · e r for all r ∈ Φ D 4 and t ∈ F q , and the root subgroups X r := {x r (t) | t ∈ F q } for all r ∈ Φ D 4 .
Define the sets of matrix entry coordinates:
The following result is well known. 2.2 Lemma. For (i, j) ∈ ½ and t ∈ F q , setx i,j (t) := I n + te i,j . Let n ∈ N * , then A n (q) = (i,j)∈½x i,j (t i,j ) t i,j ∈ F q , where the product can be taken in an arbitrary, but fixed, order. In
A good expression for each element of D x r (t r ) | t r ∈ F q }, where the product can be taken in an arbitrary, but fixed, order. In particular, 
. Let an automorphism of the Lie algebra L D 4 be determined by: h r → h ρ(r) , e r → e ρ(r) , e −r → e −ρ(r) for all r ∈ ∆ D 4 , and for every r ∈ Φ D 4 satisfying e r → γ r e ρ(r) . For the Chevalley basis in 2.1, we have γ r = 1 for all r ∈ Φ D 4 .
The Chevalley group D 4 (q 3 ) has a field automorphism F q sending x r (t) to x r (t q ), and a graph automorphism ρ sending x r (t) to x ρ(r) (t) (r ∈ Φ D 4 ) (see [8, 12.2.3] 
and t ∈ F q 3 , set
In particular,
Definition/Lemma
(in 3 D syl 4 (q 3 )). For t ∈ F q 3 , set x 1 (t) : = x r 1 1 (t) = x r 1 3 (t q ) = x r 1 4 (t q 2 ) = x r 1 (t) · x r 3 (t q ) · x r 4 (t q 2 ), x 3 (t) : = x r 1 5 (t) = x r 1 6 (t q ) = x r 1 7 (t q 2 ) = x r 5 (t) · x r 6 (t q ) · x r 7 (t q 2 ), x 4 (t) : = x r 1 8 (t) = x r 1 10 (t q ) = x r 1 9 (t q 2 ) = x r 8 (t) · x r 10 (t q ) · x r 9 (t q 2 ). For t ∈ F q , set x 2 (t) := x r 1 2 (t) = x r 2 (t), x 5 (t) := x r 1
11
(t) = x r 11 (t), x 6 (t) := x r 1
12
(t) = x r 12 (t). 
Then the non-trivial commutators of 3 D syl 4 (q 3 ) are determined as follows:
Proposition
, where
. By calculation, we obtain the matrix form from 2.4.
Comparison (Sylow p-subgroups). (1)
There exists an order of
(2) There exists an order of (i,j)∈¾ 
)
In this section, we construct a group
. Then we determine a monomial G 8 (q 3 )-module to imitate the D n case in Section 4. In Section 7, we use the group G 8 (q 3 ) to calculate the superclasses of 3 D syl 4 (q 3 ).
Definition/Lemma
Proof. By direct calculation.
Notation.
WriteJ := ½\{(2,5), (3, 5) , (4, 5) , (4, 6) ,(4,7)}. For (i, j) ∈J and t ∈ F q 3 , seṫ
the product can be taken in an arbitrary, but fixed, order.
Proof. Let S denote the right side, then [13, 3.1 
Comparison (Intermediate groups). (1) The intermediate group of
A n (q) is A n (q) itself. (2) The intermediate group of D syl n (q) is A 2n (q) (see
.2]). (3) The intermediate group of
. In this section, we construct an F q -subspace V of V 0 (4.4), a projection π : V 0 → V (4.5 and 4.7) and a non-degenerate bilinear form κ q | V ×V (4.8). Then we determine an F q -linear group action − • − (4.14) and a surjective 1-cocycle f of G in V (4.21). Thus the monomial linearisation (f, [17, 3.3] ). From now on, we fix an element η ∈ F q 3 \F q such that η q 2 + η q + η = 1. Then 1 + η 1−q 2 = 0 (see [17, 3.4] ).
Notation/Lemma
4.2 Corollary. Let x ∈ F q 3 , then π q (xy) = 0 for all y ∈ F q 3 if and only if x = 0.
Proposition. The map κ
Proof. We know that κ is a symmetric bilinear map, and that π q is an F q -epimorphism (4.1), then the claim is proved.
Notation/Lemma. Let
omitting all zero entries in the matrices, in paticular at positions (1, 1) and (1, 8) . Then V is a 12-dimensional subspace of V J over F q and supp(V ) = J.
We define the following map π, which plays a crucial role in our later statement. 
and π(kA) = kπ(A) by straightforward calculation. By 4.1 and 4.4, π| V = id V . Thus π is an F q -epimorphism.
Lemma.
Let V ⊥ denote the orthogonal complement of the subspace V of V 0 with respect to κ q , i.e. V ⊥ := {B ∈ V 0 | κ q (A, B) = 0 for all A ∈ V }, and
F q 3 e ij + ker π q e 16 + ker π q e 17 + ker π q e 23 + {xe 15 
Proof. Let A ∈ V 0 , the π(A) depends on the entries of π(B) ). (A, π(B) ).
Proof. We have
κ q (A, B)=π q • κ(A, B)=π q • κ(π J (A), B) = κ q (π J (A), B) 4.9 = κ q (π(A), B) 4.7 = κ q (π(A), π(B))=κ q | V ×V (π(A), π(B)) π(B)∈V = κ q
Lemma. Let
Proof. Let A ∈ V and g ∈ G. It is sufficient to prove that (Ag ⊤ ) 
Proof. Every h ∈ A 8 (q 3 ) acts on V from the right by a sequence of elementary column operations from left to right, and h ⊤ acts on V from the right by a series of elementary column operations from right to left. Then the statements are obtained.
4.13
Corollary. Let A, B ∈ V and g ∈ G, then
Proof. Let A, B ∈ V and g ∈ G, then κ q (A, Bg) 4.10 & 4.12 = κ q (A, π(Bg)), and κ q (A, Bg) =
Proposition (Group action of G on V ). The map
is a group action, and the elements of the group G act as F q -automorphisms.
Thus the proof is completed.
Corollary. Let
. 
Proposition
(Bijective 1-cocycle of 3 D syl 4 (q 3 )). Let U = 3 D syl 4 (q 3 ), then f | U := π| U : U → V is a bijection. In particular, f | U is a bijective 1-cocycle of U in V . Proof. Let x := x(t 1 , t 2 , t 3 , t 4 , t 5 , t 6 ) ∈ U , then f | U (x) = π(x(t 1 , t 2 , t 3 , t 4 , t 5 , t 6 )) = à t 1 −t 3 ( t q 2 1 t 3 +t 1 t q 2 3 η 1−q 2 1+η 1−q 2 ) q +t 4 t q 2 1 t 3 +t 1 t q 2 3 η 1−q 2 1+η 1−q 2 +t q 2 4 π q (t 1 t q 4 ) +t 5 π q (−t 1 t q 2 +q 3 + t 3 t q 4 ) +t 6 t 2 í Since f : G → V is well defined, f | U is well defined. For all A = (A ij ) ∈ V , there exists an element x := x(t 1 , t 2 , t 3 , t 4 , t 5 , t 6 ) ∈ U such that f | U (x) = A, where t 1 = A 12 , t 2 = A 23 ∈ F q , t 3 = −A 13 , t 4 = A q 15 + A 12 A q 13 +A q 12 A 13 η q−1 1+η q−1 , t 5 = A 16 − π q (A 12 (A
Theorem (Fundamental theorem for
Then the set {[A] | A ∈ V } forms a C-basis for the complex group algebra CU . For all
CU is a monomial CG-module. The restriction of the * -operation to U is given by the usual right multiplication of U on CU , i.e.
[A]
Proof. 
Comparison (Monomial linearisations). Let
From now on, we mainly consider the regular right module (CU, * ) CU = CU CU .
, A ∈ V and x i (t i ) ∈ U (i = 1, 2, . . . , 6, t 1 , t 3 , t 4 ∈ F q 3 , t 2 , t 5 , t 6 ∈ F q ). In this section, we classify the U -orbit modules (5.9), and determine the stabilizers Stab U (A) for all A ∈ V (5.11). Let A ∈ V , then the U -orbit module associated to A is
) and CO U ([B]) are identical (if A.u = B for some u ∈ U ) or their intersection is {0}. Two CU -modules having no nontrivial CU -homomorphism between them are called orthogonal.
Lemma.
Let A ∈ V and x i (t i ) ∈ U with i ∈ {1, 2, . . . , 6}, t 1 , t 3 , t 4 ∈ F q 3 and t 2 , t 5 , t 6 ∈ F q . Then A.x i (t i ) and the corresponding figures of moves are obtained as follows:
A.x 5 (t 5 ) =A, A.x 6 (t 6 ) =A.
A.x 4 (t 4 )
A.x 5 (t 5 )
A.x 6 (t 6 ) 5.2 Lemma. Let u ∈ F * q 3 , then the map ζ u : F q 3 → F q 3 : t → ut q 2 + u q t q is an F q -automorphism. Proof. c.f. Lemma 3.6 of [17].
Corollary.
The map F q 3 → F q 3 : t → t + t q is an F q -automorphism.
Lemma (U -orbit modules). Let
is obtained as follows: 
Proof. By 5.1, we calculate the orbit modules directly. 
Notation. Define the families of U -orbit modules as follows:
F 6 := {CO U (A) | A ∈ V, A 17 = 0}, F 5 := {CO U (A) | A ∈ V, A 16 = 0, A 17 = 0}, F 4 := {CO U (A) | A ∈ V, A 15 = 0, A 16 = A 17 = 0}, F 3 := {CO U (A) | A ∈ V, A 13 = 0, A 15 = A 16 = A 17 = 0}, F 1,2 := {CO U (A) | A ∈ V, A 13 = A 15 = A 16 = A 17 = 0}. Let A ∈ V , we also say A ∈ F i , if CO U ([A]) ∈ F i .
Notation.
Let a * ∈ F * q 3 = F q 3 \{0}, then denote by T a * a complete set of coset representatives (i.e. a transversal) of (a * F + q ) in F + q 3 . Thus |T a * | = q 2 . Ift 0 ∈ T a * andt 0 ∈ a * F + q , we sett 0 = 0. Proof. Let A = (A ij ) ∈ V with A 17 = A * 17 ∈ F * q , then 
Proposition (Classification of U -orbit modules). Every U -orbit module is contained in one of
). Since C only depends on A, the staircase core pattern is determined uniquely. Thus
Similarly, all of the statements are proved.
Remark. Let
is not a staircase orbit module. In all the other families, the orbit modules CO U ([A]) are staircase orbit modules.
Proposition (U -stabilizer). Let
Stab U (A) = x(0, t 2 , t 3 , t 4 , t 5 , t 6 ) t 3 , t 4 ∈ F q 3 , t 2 , t 5 , t 6 ∈ F q , A * 15
(5) Let A ∈ F 6 and A 17 = A * 17 ∈ F * q , then
Proof. Let A ∈ F 4 (i.e. A 17 = A 16 = 0, A 15 = 0) and x := x(t 1 , t 2 , t 3 , t 4 , t 5 , t 6 ) ∈ U , then
Thus (4) is proved. Similarly, all the other stabilizers are obtained.
Comparison. (1) (Classification of orbit modules). Every (staircase)
A n (q)-orbit module has precisely one (staircase) verge pattern (see [19, Theorem 3.2] ). Every (staircase) D syl n (q)-orbit module has one and only one (staircase) core pattern (see [13, 3.2.29] 
Homomorphisms between orbit modules
. In this section, we define a truncated row operation of U on V (6.3). Then we show that every U -orbit module is isomorphic to a staircase orbit module (6.10). After that, some irreducible modules are determined, and any two orbit modules are shown to be orthogonal when the 1st verges are different (6.15) .
The following property is well known: every ϕ ∈ End CU (CU ) is of the form λ a : CU → CU : x → ax for a unique a ∈ CU . Let g ∈ U and A ∈ V , then
Lemma. Let
A = (A ij ) ∈ V and x := x(t 1 , t 2 , t 3 , t 4 , t 5 , t 6 ) ∈ U , then π(x −⊤ A)) = A − π q (t 1 A 13 )e 23 .
Definition/Lemma
defines a (left) group action, which is called the truncated row operation. Note that the elements of U act as F q -automorphisms on V .
Proof. Since π is an F q -linear map by 4.5, it is enough to prove that (gh).A = g.(h.A) for all g := x(t 1 , t 2 , t 3 , t 4 , t 5 , t 6 ) ∈ U , h := x(s 1 , s 2 , s 3 , s 4 , s 5 , s 6 ) ∈ U and A = (A ij ) ∈ V . Let gh := x(r 1 , r 2 , r 3 , r 4 , r 5 , r 6 ), then r 1 = t 1 +s 1 by 2.9. By 6.2, we have g.(h.A) = g.(A−π q (s 1 A 13 )e 23 ) = A − (π q (t 1 A 13 ) + π q (s 1 A 13 ))e 23 = A − π q (r 1 A 13 )e 23 = (gh).A.
Corollary.
Let A ∈ V and x := x(t 1 , t 2 , t 3 , t 4 , t 5 , t 6 ) ∈ U , then x.A = A − π q (t 1 A 13 )e 23 . In particular, x 1 (t 1 ).A = A − π q (t 1 A 13 )e 23 and x i (t i ).A = A for all i ∈ {2, 3, 4, 5, 6}. 
Remark. Let
Proof. Let B := B 12 e 12 + B 13 e 13 + B 23 e 23 ∈ V , g := x(t 1 , t 2 , t 3 , t 4 , t 5 , t 6 ) ∈ U and y ∈ U , then ϑκ q (g −⊤ B, y − 1)=ϑκ q (B − t 1 B 12 e 22 − t 1 B 13 e 23 , y − 1)
6.7 Proposition. Let g ∈ U and A := A 12 e 12 + A 13 e 13 + A 23 e 23 ∈ V , then
Proof. Let B ∈ O U (A), then main(B) = main(A). Thus
.
We have χ g.B (g) 
6.9 Corollary. Let A := A 12 e 12 + A 23 e 23 + A * 13 e 13 ∈ V , A * 13 ∈ F * q 3 , and
Corollary. Every U -orbit module is isomorphic to a (not necessarily unique) staircase module, and the isomorphism is given by the left multiplication by a group element.
Proof. Let A ∈ V and (1, 3), (2, 3) ∈ main(A), then (2, 3) is deleted by 6.9. By 5.10, the claim is proved. 
We have H 7 = {(1, 7), (2, 3)}. Let A ∈ V be a pattern, then A is called hook-separated, if on every hook H i of J lies at most one main condition of A. Note that hook-separated patterns are always staircase patterns. Let A ∈ V be hook-separated, then CO U ([A]) is called a hook-separated staircase module.
Corollary. Every U -orbit module is isomorphic to a certain hook-separated staircase module.
Proof. By 6.10, every U -orbit module is isomorphic to a staircase module. By 6.12, we get the desired conclusion. Table 1 , and they satisfy the following properties. 
Proposition. Every U -orbit module is isomorphic to a hook-separated staircase module in
. We calculate the inner product: 
We get
) and ψ B denote the character of CO U ([B]). In a similar way, we calculate ψ A , ψ B U . Then the statements of (1) are proved.
The q 4 hook-separated staircase modules of F 1,2 are of dimension 1, so they are irreducible, and pairwise orthogonal by calculating inner product.
Let A, B ∈ V be hook-separated staircase patterns of the family F 3 and A = B, then ψ A , ψ A U = 1 and ψ A , ψ B U = 0, thus the statements of (3) are proved.
Let A ∈ V be a hook-separated staircase core pattern of the family F 4 , then the orbit module CO U ([A]) is reducible. Suppose it is irreducible, then by (1) and (2) we get (dim C CO U ([A])) 2 = q 12 < |U | − q 4 = q 12 − q 4 . This is a contradiction. Thus the orbit modules of the family F 4 are reducible. Similarly, (5) and (6) [13, 3.3.19 and 3.3.43] 7.1 Lemma. Let 1 denote I 8 ∈ G, then V G := G − 1 = {g − 1 | g ∈ G} is a nilpotent associative F q -algebra (G is an algebra group).
7.2 Notation/Lemma. Let 1 denote I 8 ∈ G, g ∈ G and u ∈ U , then set G(g − 1)G := {x(g − 1)y | x, y ∈ G} ⊆ V G , C G g := {1+x(g−1)y | x, y ∈ G} = 1+G(g−1)G ⊆ G, and C U u := {1+x(u−1)y | x, y ∈ G} ∩ U ⊆ C G u . 7.3 Lemma. Let 1 denote I 8 ∈ G and g, h ∈ G, then the following statements are equivalent: there exist x, y ∈ G such that g − 1 = x(h − 1)y, C G g = C G h , and g ∈ C G h . 7.4 Corollary. The set {C G g | g ∈ G} forms a partition of G with respect to the equivalence relations of 7.3. Let g ∈ G, then C G g is a union of conjugacy classes of G. 7.5 Lemma. Let u, v ∈ U , then the following statements are equivalent: there exist x, y ∈ G such that u − 1 = x(v − 1)y, C U u = C U v , and u ∈ C U v . 7.6 Corollary. The set {C U u | u ∈ U } forms a partition of U with respect to the equivalence relations of 7.5. Let u ∈ U , then C U u is a union of conjugacy classes of U . We obtain a partition of 3 D syl 4 (q 3 ) by straightforward calculation. 7.7 Proposition (A partition of 3 D syl 4 (q 3 )). Let T t * 1 (t * 1 ∈ F q 3 ) be the transversal for t * 1 F + q in F + q 3 . Then the C U u with u ∈ U are given in Table 2 : χ C (y).
If y = x(0, 0, 0, t 4 , t 5 , t 6 ) ∈ C 0 ∪ C 4 (t * 4 ) ∪ C 5 (t * 5 ) ∪ C 6 (t * 6 ) ⊆ K, we have y ∈ Stab U (C) for all C ∈ B 15 
