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Abstract  
The occurrence of Barotrauma is identified as a major concern for health professionals, since it can be fatal for patients. In order 
to support the decision process and to predict the risk of occurring barotrauma Data Mining models were induced. Based on this 
principle, the present study addresses the Data Mining process aiming to provide hourly probability of a patient has Barotrauma. 
The process of discovering implicit knowledge in data collected from Intensive Care Units patients was achieved through the 
standard process Cross Industry Standard Process for Data Mining. With the goal of making predictions according to the 
classification approach they several DM techniques were selected: Decision Trees, Naive Bayes and Support Vector Machine. 
The study was focused on identifying the validity and viability to predict a composite variable. To predict the Barotrauma two 
classes were created: "risk" and “no risk". Such target come from combining two variables: Plateau Pressure andܲܥܱଶ. The best 
models presented a sensitivity between 96.19% and 100%. In terms of accuracy the values varied between 87.5% and 100%. This 
study and the achieved results demonstrated the feasibility of predicting the risk of a patient having Barotrauma by presenting the 
probability associated. 
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1. Introduction 
It is commonly recognized that the data provided by organization can be a source of implicit knowledge. Since 
technological advances have provided mechanisms to acquire data from several processes / business areas. The 
organizations have been able to extract knowledge using their database tools in order to provide it with better 
working practices or even assist in restructuring processes [1]. Hospitals also follow the principle that their database 
can be important knowledge source in several areas. Forecasting or diagnosing possible complications of their 
patients are examples of what hospitals can achieve from their databases. The use of data mining process (DM) has 
been adopted in hospitals [2] to predict patients conditions. Health professionals are able to identify more effective 
treatments, and more appropriate practices providing to the patient a better healthcare with a focus on their health 
problems. The DM provides not only the methodology but also the technology which is able to transform datasets 
into useful knowledge capable of assisting decision-making process [3]. Taking into account the potential presented 
by the DM process, this study follows the respective process, in order to identify the feasibility of conducting hourly 
forecasts based on a target. The target (binary variable) is set as a combination of two variables values: Plateau 
Pressure andܲܥܱଶ. Being very difficult to have totally sure if a patient had or not barotrauma, the risk of a patient 
have barotrauma was identified based in the values collected. This new variable helped to identify if a patient had 
"risk" or not "no risk” of having Barotrauma. All the work was performed using real data provided by Centro 
Hospitalar do Porto. The achieved results (sensitivity upper than 96% and accuracy upper than 85%) help to hourly 
predict the probability of a patient has barotrauma. This results helps to early detect a possible barotrauma 
occurrence and prevent their occurrence in a patient. By focusing the work in the patient it is possible provide best 
care in the patient best interest.  
This paper consists of five sections. The first section addresses the problem presented. In the following chapter 
are addressed some aspects related to the issue studied, as also the concepts and the technology used. Then in 
chapter three it is presented the work made following CRISP-DM methodology. The fourth chapter presents and 
discusses the most important aspects identified throughout the development process component of practice.  Finally, 
the next chapter presents the most relevant conclusions. 
2. Background 
2.1. Barotrauma and related variables  
Barotrauma terminology is used to identify patients who have complications arising from mechanical ventilation. 
This type of patients are essentially admitted in Intensive Care Units (ICU). The occurrence of Barotrauma is also 
associated to respiratory diseases. It is most common in patients who have severe pulmonary diseases, especially in 
patients with Acute Respiratory Distress Syndrome (ARDS) or with chronic lung disease (e.g. pneumonia 
obstructive pulmonary) [4]. Although mechanical ventilation is able of supporting and assist the survival of patients, 
it also can damage patient lungs. Barotrauma results from a high pressures of lung volumes. Its occurrence is often 
responsible for morbidity and mortality. In patients with acute respiratory distress syndrome (ARDS) and incidence 
of Pneumothorax or Barotrauma, the mortality varies between 0% and 76% [5]. Several researchers argue that there 
is a relationship between PEEP and the occurrence of Barotrauma, however there are other researchers who do not 
defend this point [4]. In this case the intensivist knowledge should be considered as the most important. The 
occurrence of Barotrauma may vary with the severity of lung disease, however the mechanical ventilation pattern 
also could explain this occurrence. This happens especially when the Plateau Pressure is higher than 35 ܪଶ [5]. 
Plateau pressure or static elastic recoil pressure of the respiratory system is useful for carrying out the elastic 
recoil of the respiratory system of patients with respiratory failure. Plateau pressure provides relevant diagnostic 
information and it is important to maintain its value <= 30 ܪଶ for lung protection of patients [6]. 
In a study [7] was found that peak values of inspiratory pressure, positive pressure levels at the end of expiration, 
respiratory rate and tidal volume were significantly higher in patients who developed Barotrauma. In the opposite 
are the patients who did not develop Barotrauma and had lower values of the respective variables. In fact high 
values reflect the high incidence of Barotrauma in patients with ARDS [7]. 
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2.2. Related Work 
Due to the importance of detecting Barotrauma in the patients, being able to make probability predictions, is the 
natural next step for the research. There is already a study where it was demonstrated the feasibility of predicting 
correlated variables using only variables collected from the ventilation system [8]. In this previous study Barotrauma 
was predicted by analyzing if a patient had a Plateau pressure higher or equal to 30 ܪଶ. The study demonstrated 
the viability of predicting Barotrauma using Plateau pressure variable. Taking as reference the results of the 
forecasts made for the two classes created < 30 ܪଶ and >= 30 ܪଶ, the accuracy was between 95.52% and 
98.71%. Besides the good results was also identified a set of variables that it is correlated with the generated classes: 
Dynamic Compliance, Means Airways Pressure and Peak Pressure. Based on the results achieved, the set of 
variables correlated with the target, the approach used in the early study revealed the need of continuing the study in 
order to create a better target able to identify the feasibility of conducting hourly forecasts to Barotrauma risk. The 
study performed and the results achieved gave origin to the present work. This new work added a new variable 
(ܲܥܱଶሻ to the target and uses more variables (e.g. laboratory results) as input. These new variables were identified 
by the intensivists. 
2.3. INTCare 
This study was developed under the research project called INTCare. INTCare gave origin to an Intelligent 
Decision Support System (IDSS) [9]. The second phase of the project is focused in predicting ventilation and 
respiratory diseases as is barotrauma. The respective system is in operation at ICU of Hospital Santo António – 
Centro Hospitalar do Porto (CHP). INTCare is able to monitoring the conditions in which the patient is and is also 
able to make predictions related to the patient's condition, patient’s organ failures, readmissions, length of stay and 
suggests procedures of therapies and treatments. 
2.4. Data Mining 
Data Mining (DM) is presented as a process that uses artificial intelligence techniques, the statistics and 
mathematics to extract information and useful knowledge from large volumes of data. The discovery of patterns in 
the data may be in the form of business rules, affinities, correlations or terms of prediction models [10].  
In this study the application of DM process was achieved by the statistical system R. R is a programming 
language oriented to solve problems in statistical environments [11]. To the development of the practical component 
of the study several packages geared to the DM process were used. The e1071 library [12] was used to completed 
the implementation of the techniques used: Support Vector Machine (SVM), Decision Trees (DT) and Naive Bayes 
(NB). The DM models evaluation was carried out using the library rminer [13]. 
3. Knowledge Discovering Process 
Cross Industry Standard Process for Data Mining (CRISP-DM) [14] methodology assists the process of 
knowledge discovery, becoming easier to develop solutions that best suits the goals. As such, the need for a 
methodology to study the inherent senses is obvious and CRISP-DM methodology was followed to carry out the 
present study. 
3.1. Business Understanding 
This first phase of the methodology was mainly focused on understanding the project goals and requirements. 
The aim of this work is to provide useful and timely information for health-care workers to make decisions 
supported by relevant information. In the previous study [8] the Plateau pressure was used as a relevant factor for 
predict the occurrence of Barotrauma. After a meeting with the physicians it was identified another variable that can 
be related with the presence of barotrauma. The present study used a new variable ܲܥܱଶ , to create the target 
variable. At same time this study is totally different from the previous because the data frame used (contents and 
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format) is not the same. Now the goal is to predict the probability by hour. In this context it was defined the data 
mining goal: identify the feasibility of predict barotrauma probability using as target Plateau Pressure andܲܥܱଶ. 
The data used for the study are from the ICU of CHP. Data Mining models were induced by a set of variables 
collected by ventilators, laboratory and Electronic Health Record. The target was defined according to the values of 
the Plateau and ܲܥܱଶ pressure. The class "risk" corresponds to Plateau pressure >= 30 ܪଶ and the ܲܥܱଶ > 45 
mmHg. The target is equal to "no risk" when the Plateau pressure value is <30 ܪଶ and the ܲܥܱଶ <= 45 mmHg. 
It is important to highlight that the main goal is not to predict if a patient will have or not barotrauma, but the 
probability [0-100%] of it occurring. It happens because in the dataset this fact is not obvious (there is not a single 
variable to easily identify barotrauma). For that reason the target is a combination of two variables that represents if 
the patient is or not in risk. Finally being the goal predicting the risk, both variables also were used as input in order 
to improve the final results when combined with the other patient variables. Case the purpose of the study was to 
predict if the patient will have barotrauma (yes or no), these variables are discarded from the input dataset. 
3.2. Data Understanding 
The implementation of data mining models is dependent from a dataset. As such, the sample used to make this 
work covers the period from 01.09.2014 to 31.10.2014, about two months were used. This sample was composed by 
3362 records. The records were organized by hour and patient, i.e., for each hour a new data line was created: 
x CDYN – (F_1): Dynamic compliance in mL/ܪଶ; 
x CSTAT – (F_2): Static compliance from inspiratory pause measured in mL/ܪଶ; 
x FIO2 – (F_3): Fraction of inspired oxygen (%); 
x Flow – (F_4): Peak flow setting in litters per minute; 
x RR – (F_5): Respiratory rate setting in berths per minute; 
x PEEP – (F_6): Positive End-Expiratory Pressure in ܪଶ; 
x PMVA – (F_7): Mean airway pressure in ܪଶ; 
x Plateau Pressure – (F_8): End inspiratory in ܪଶ; 
x Peak Pressure – (F_9): Maximum circuit pressure in ܪଶ; 
x RDYN – (F_10): Dynamic resistance in ܪଶ; 
x RSTAT – (F_11): Static resistance from inspiratory pause measured in ܪଶ/L/s; 
x Volume EXP – (F_12): Exhaled tidal volume in litters; 
x Volume  INS – (F_13): Tidal volume settings in litters; 
x Volume  Minute – (F_14): Exhaled minute volume litters; 
x Age – (F_15): Patient Age; 
x Gender – (F_16): The sex of the patient;  
x ܲܥܱଶ– (F_17): CO2 partial pressure; 
x Hours ventilation – (F_18): The number of hours the patient was ventilated until the model was induced; 
x Days of hospitalization – (F_19): Number of days the patient was hospitalized until the model was induced. 
 
Table 1 presents a statistical analysis for each field collected from the ventilators. For each one of the numeric 
values it was analyzed the minimum (MIN) and maximum (MAX) value collected, their average (MEAN), standard 
deviation (stDev) and coefficient of variation (CFV). 
Table 1. Distribution of variables. 
 MAX MIN MEAN stDEV CFV   MAX MIN MEAN stDEV CFV 
F_1 200 0 39.60 27.12 68.49 F_10 100 0 14.36 7.53 52.43 
F_2 126 0 23.31 24.76 106.25 F_11 51 0 9.67 9.46 97.73 
F_3 100 22 55.59 14.52 26.12 F_12 1.98 0 0.53 0.16 31.86 
F_4 80 0 36.45 18.84 51.70 F_13 0.71 0 0.39 0.19 49.36 
F_5 29 0 11.90 8.06 67.72 F_14 23.1 0 9.57 2.41 25.23 
F_6 10 3 5.65 1.50 26.57 F_19 43 1 10.87 9.36 86.07 
F_7 34 0 11.96 2.82 23.64 F_18 72 0 32.04 21.32 66.54 
F_8 85 0 22.29 7.61 34.13 F_16 88 33 64.21 13.57 21.14 
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F_9 85 0 29.38 9.51 32.39 F_17 62.70 15.60 39.34 6.00 15.26 
 
The sample is also composed by two qualitative variables: gender (F_16) and the target, due to its properties 
could not be performed the distributions shown in Table 1. About 98.36% of the records have the target with the 
value of "no risk" and 1.64% with a value of "risk". In order to maintain the dataset integrity and although the 
number of risk cases be very lower it was not applied any sampling method (e.g. oversampling). In medicine this 
technique normally has a strong effect in the data significance. Approximately 61.45% of the cases correspond to 
male patients and 33.65% of cases are owned by female patients. 
3.3. Data Preparation 
Once the data mining approach of this study is the classification for forecasting, there was the need to make some 
changes in the data. The most significant change was made according to clinical knowledge to determine the rules 
that would give rise to the target. It was necessary to create a variable that could only have two different values, and 
this would have to be a qualitative variable. Their values may be "risk" or "no risk", where "risk" represents an 
instance in which the patient has higher values of Plateau Pressure andܲܥܱଶ. When the value of the target is "no 
risk" corresponds to an instance where the patient does have normal values of Plateau Pressure andܲܥܱଶ. At this 
stage performing tasks were performed. Based on the clinical knowledge, some records with values outside of the 
default values were eliminated in particular bad values monitored by the ventilator. 
3.4. Modelling 
At this stage it was important to select the Data Mining techniques that will best suit rating approach. The 
techniques selected to solve this classification problem were: Support Vector Machine (SVM), Decision Tree (DT) 
and Naive Bayes (NB). The choice of these techniques was based on two characteristics: interpretability and 
efficiency. The SVM reaches the second characteristic, but the DTs and NBs meet the two characteristics. One 
important aspect in modelling stage is the implementation of test mechanisms. The models was induced using the 
sampling method 10 Folds Cross Validation. Literature refers goods results of using of the 10 Folds Cross 
Validation [15]. 
The selected techniques underwent tuning function. The respective function is integrated in the library e1071. 
This generic function tunes hyperparameters of statistical methods using a grid search over supplied parameter 
ranges [12]. Two Kernels for SVM technique were used: Linear Kernel and Radial-Basic Function. The use of 
Kernels implies different parameterization, because each parameter has hyperparameters that differ from those used 
Kernels. Both for the Linear Kernel and Radial Basic Function Kernel, a range of values was defined for the 
parameterܥ. Their values vary a power ofʹሺଵǡǤǤǡସሻ ൌ ሾʹǡ Ǥ Ǥ ǡͳ͸ሿ, where ܥ > 0. The possible values for this range have 
some parameter introduces some flexibility in the separation of categories in order to control the trade-off between 
training errors and the stiffness of the edges [16] the hyperparameter Gamma ሺݕሻ is also defined according to a 
second output ʹሺିଵǡ଴ǡଵሻ ൌ ሾͲǤͷǡͳǡʹሿ , wherein the gamma curve determines the decision boundary of [17]. The 
variable ݕ was only configured in Radial Basic Function Kernel. 
The DT technique was implemented according to the CART algorithm. Two rules of decomposition were used, 
Information Gain (IG) and the Gini Index (GI). In the implementation of NBs, it was not performed 
parameterization, however it was necessary to use the tuning function to identify the sampling method. The 
developed models can be represented by the following expression:  
 
ܯ௡ ൌ ሼܣ௔Ǣ ܨ௕Ǣ ܶ ௖ܸǢ ܶܦܯ஽Ǣ ܵܯ௘ሽ 
The model ୬belongs to an approach (A) and it is composed by Fields (F), a type of variable (TV) a DM 
technique (TDM) and a sampling method (SM):  
 
x ܣ௔ ൌ ሼܥ݈ܽݏݏ݂݅݅ܿܽݐ݅݋݊ଵሽ 
x ܨ௕ ൌ ሼܨ̴ͳଵǡ ܨ̴ʹଶǡ ܨ̴͵ଷǡ ܨ̴Ͷସǡ ܨ̴ͷହǡ ܨ̴͸଺ǡ ܨ̴͹଻ǡ ܨ̴ͺ଼ǡ ܨ̴ͻଽǡ ܨ̴ͳͲଵ଴ǡ ܨ̴ͳͳଵଵǡ 
ܨ̴ͳʹଵଶǡ ܨ̴ͳ͵ଵଷǡ ܨ̴ͳͶଵସǡ ܨ̴ͳͷଵହǡ ܨ̴ͳ͸ଵ଺ǡ ܨ̴ͳ͹ଵ଻ǡ ܨ̴ͳͺଵ଼ǡ ܨ̴ͳͻଵଽǡ ܨ̴ʹͲଶ଴ሽ 
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x ܶ ௖ܸ ൌ ሼܳݑ݈ܽ݅ݐܽݐ݅ݒ݁ݒܽݎܾ݈݅ܽ݁ݏ݊݋݈݉݅݊ܽଵǡ ܳݑܽݐ݅ݐܽݐ݅ݒ݁ݒܽݎܾ݈݅ܽ݁ݏܿ݋݊ݐ݅݊ݑ݋ݑݏଶሽ 
x ܶܦܯௗ ൌ ሼܸܵܯ̴ܮଵǡ ܸܵܯ̴ܴଶǡܦ̴ܶܫܩଷǡ ܦ̴ܶܩܫସǡ ܰܤହሽ 
x ܵܯ௘ ൌ ሼͳͲ െ ܨ݋݈݀ݏܥݎ݋ݏݏܸ݈ܽ݅݀ܽݐ݅݋݊ଵሽ 
With descriptive notation is possible to represent an example of DM model: 
 
ܯଵ ൌ ሼܣଵǢ ܨଵሼଵǡଶǡଷǡସǡହǡ଺ǡ଻ǡ଼ǡଽǡଵ଴ǡଵଵǡଵଶǡଵଷǡଵସǡଵହǡଵ଺ǡଵ଻ǡଵ଼ǡଵଽሽǢ ܶ ଵܸǢ ܶܦܯଶǢ ܵܯଵሽ 
The ܯଵ is a model that follows the classification approach, input attributes have two types of qualitative and 
quantitative variables, the DM technique used was the SVM with Radial-Basic Function Kernel and the sampling 
method used was 10-Folds Cross Validation. 
3.5. Evaluation 
The evaluation of the models was performed according to three rating metrics: accuracy, specificity and 
sensitivity. The separation method of datasets for training and testing was carried out by 10-Folds Cross Validation. 
In the implementation of the respective dividing procedures, ten executions were performed for each one of them. A 
hundred tests experiences was accomplished in each model. Table 2 has the best models (ܤܯ௠) generated by each 
DM techniques. The valuation metrics used to conduct the evaluation of the models were: accuracy (ACU), 
sensitivity (SEN) and specificity (SPE). 
Table 2. Valuation models. 
Model Fields TDM ACU SPE SEN 
ܤܯଵ 
ܨ
்௏భ൝
ଵǡଶǡଷǡସǡହǡ଺ǡ଻ǡ଼ǡ
ଽǡଵ଴ǡଵଵǡଵଶǡଵଷǡ
ଵସǡଵହǡଵ଻ǡଵ଼ǡଵଽ
ൡ
൅ ܨ்௏మሼଵ଺ሽ 
ܶܦܯଷ 100% 100% 100% 
ܤܯଶ 
ܨ
்௏భ൝
ଵǡଶǡଷǡସǡହǡ଺ǡ଻ǡ଼ǡ
ଽǡଵ଴ǡଵଵǡଵଶǡଵଷǡ
ଵସǡଵହǡଵ଻ǡଵ଼
ൡ
൅ ܨ்௏మሼଵ଺ሽ 
ܶܦܯଶ 99.76% 99.82% 96.18% 
ܤܯଷ 
ܨ
்௏భ൝
ଵǡଶǡଷǡସǡହǡ଺ǡ଻ǡ଼ǡ
ଽǡଵ଴ǡଵଵǡଵଶǡଵଷǡ
ଵସǡଵହǡଵ଻ǡଵ଼ǡଵଽ
ൡ
൅ ܨ்௏మሼଵ଺ሽ 
ܶܦܯହ 96.19% 99.94% 29.61% 
 
Model Fields TDM ACU SPE SEN 
ܤܯ ଵܲ 
ܨ
்௏భ൝
ଵǡଶǡଷǡସǡହǡ଺ǡ଻ǡ଼ǡ
ଽǡଵ଴ǡଵଵǡଵଶǡଵଷǡ
ଵସǡଵହǡଵ଻ǡଵ଼
ൡ
൅ ܨ்௏మሼଵ଺ሽ 
ܶܦܯଷ 100% 100% 100% 
ܤܯ ଶܲ 
ܨ
்௏భ൝
ଵǡଶǡଷǡସǡହǡ଺ǡ଻ǡ଼ǡ
ଽǡଵ଴ǡଵଵǡଵଶǡଵଷǡ
ଵସǡଵହǡଵ଻ǡଵ଼
ൡ
൅ ܨ்௏మሼଵ଺ሽ 
ܶܦܯଵ 87.5% 86.49% 100% 
ܤܯ ଷܲ 
ܨ
்௏భ൝
ଵǡଶǡଷǡସǡହǡ଺ǡ଻ǡ଼ǡ
ଽǡଵ଴ǡଵଵǡଵଶǡଵଷǡ
ଵସǡଵହǡଵ଻ǡଵ଼
ൡ
൅ ܨ்௏మሼଵ଺ሽ 
ܶܦܯହ 95% 94.12% 100% 
 
 
In the present study the negative value corresponds to "risk and it is the event that indicate great potential of a 
patient has Barotrauma. The DM technique which presented better results was DT, where the results were 100% for 
all the used metrics. This happens due to the fact that the target is a composite variable and DT create a rule using 
only those variables. The DT can then identify the limits of the input variables that cause the target. The SVM and 
NB also had quite satisfactory results as the accuracy and specificity. However the application of NB results 
presented low sensitivity inܤܯ͵. It is then shown that in this case the NB cannot predict the negative values. Using 
ܤܯ͵ is possible concluded that the model is not able to properly predict patients who have Barotrauma indicator as 
"risk”. 
After talking with health professionals, it became evident that there was great concern in performing individual 
forecasts by patient. So some forecast models for several patients not present in the initial dataset were created. 
Table 2 also show the best prediction models for a chosen patientܤܯ ௣ܲ. This patient had 40 records. These 
records correspond to the number of hours that the patient was with mechanical ventilation. From the 40 records 8 of 
them were related with the risk of the patient has Barotrauma. 
The results of the presented models were very satisfactory. In general all models were excellent to predict the 
class “risk”. In both cases the sensitivity was equal to 100%, however onlyܤܯ ଵܲ were able to predict both classes. 
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3.5. Deployment 
Since this is the last phase of the methodology is intended the implementation of the models generated in a 
decision support system. As such, data acquisition and transformation and models inducing and assessment are 
running in real-time. However the models only were included in INTCare system if they are an asset to support 
medical decision. 
4. Discussion 
Several prediction models were induced and the results were quite satisfactory. The best models presented results 
with accuracy higher than 96%. Also the displayed values corresponding to sensitivity and specificity were 
satisfactory. A relevant fact which show that the results are totally dependent of the test dataset is the case of NB. In 
this case the best model did not presented a satisfactory sensitivity (29.61%) but when it was induced using a 
different patient it was the best model (100%). This means that every time a new patient arrives it is important to run 
the models again because probably there is a better model to predict their probability. 
In order to help to choose the best model a threshold that the models need to achieve before be chosen was 
defined: Accuracy and specificity >=85% and sensitivity >= 90%. Additionally and as was proved DT presented 
always 100%. Being our goal to predict the probability of the patient be in risk, using DT the probability will be 
always 0% or 100%. In this case this technique is not useful for our study therefore it was discarded. 
After execute the best model the probability of a patient be in risk of having a barotrauma will be higher and 
totally sure upper than 50%. For example if the prediction is 0, the probability of the patient be in risk is from 0 to 
50% in the case of the prediction be 1, the probability of the patient be in risk is situated between 51% and 100%. 
Table 3 shows the resulting forecast to the best model chosen:ܤܯ ଷܲ. 
Table 3. Confusion Matrix. 
Target 
Predictive 
“no risk” “risk” 
“no risk” 32 2 
“risk” 0 6 
 
Confusion matrix (table 3) can provide certain useful information. The number of false negatives is 2/32 and 
most important is the number of risk patient classified correctly: 100%. It can be argued that the model is able to 
predict all the risk cases. Although the DT not be used in the final assessment, it proven be very useful. It was 
possible to identify the variables with the greatest influence (F_17, F_8, F_13 and F_9) to the risk class. The Peak 
Pressure (F_9) once again demonstrates its importance in the implementation of forecasting models related to 
ventilation data.  
The following graph (Fig. 1.) is presenting the probability of the patient used in the evaluation phase be in risk of 
occurring Barotrauma usingܤܯ ଷܲ. In this figure were considered only the risk cases (six cases). 
The blue line corresponds to the predict point "risk", the red line represents the probability of occurring "risk" 
and the black line represents the probabilities of occurring "no risk". There is only one case where the probability of 
occurrence of Barotrauma is low – the third hour. For the remaining hours this patient is in risk and has a high 
probability of having Barotrauma (probability very close to 100%). 
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Fig. 1. Hour probability to occur "risk". 
5. Conclusion 
After assessing the results presented by DM models was possible to conclude that it is feasible to carry out hourly 
forecasts for each patient representing if the patient is in risk or not of suffering Barotrauma. The achieved results by 
the prediction models following the classification approach were quite satisfactory as well for a particular patient.  
The threshold created allows a better understanding about which is the best model. Being the main goal to predict 
the risk (probability), the models should be sensitive, however and in order to avoid the high number of false 
negatives the other two metrics also were considered. These models are viable and are able to predict the probability 
of patients who are at risk of having Barotrauma. The achieved results gave a very good confidence to conclude this 
INTCare goal.  
In the future it will be performed the last phase of this work (predicting barotrauma). The data will be processed 
in real-time and the models will be induced automatically. Additionally the inclusion of other variables that can be 
calculated for the next hours (e.g. accumulated critical events and ratios) will be considered in order to be possible 
predict barotrauma probability for the next 24 hours. 
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