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摘 要 聚类在数据挖掘、模式识别等许多领域有着重要的应用 提出了一种新颖的聚类算法: 一种基于最大不相含核
心点集的聚类算法 LSNCCP( a clustering algor ithm based on the larg est set of not covered cor e points) 在密度定义的基础
上,考察核心点之间的距离关系,定义相含、相交、相离这 3 种核心点之间的关系 ,最后找出一个最大不相含核心点集 ,在
此基础上进行聚类, 并且找到解决丢失点问题的快速方法 该最大不相含核心点集只是全部核心点集合的一个很小的子
集, 因此有效地缩减了同类算法中搜寻核心点的时间 理论和实验上证明了这种算法的可行性和优越性
关键词 数据挖掘; 聚类;密度; 核心点;最大不相含核心点集
中图法分类号 TP311 13
LSNCCP:A Clustering Algorithm Based on the Largest Set of Not Covered Core
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Abstract Clustering is an important application area for many fields including data mining, pat tern recog
nit ion, etc In this paper, a novel clustering algorithm LSNCCP( a clustering algorithm based on the largest
set of not covered core points) is proposed On the basis of the def init ion of density, the distance betw een
the core points is discussed And then, the three essent ial distance relat ion: covered core points, intersec
tant core points, and separate core points F inally , the largest set of not covered core points is found and
based on the set the data can cluster very well Because the largest set of not covered core points is a lesser
subset of the all core points, the new alg orithm cuts short the time of searching all core points in the sim ilar
algorithms The feasibility and the advantage or the new algorithm are proved in theory and experiment
Key words data mining; clustering; density; core points; largest set of not covered core points
1 引 言
数据挖掘( data mining )就是从大量的数据中发
现隐含的、先前未知的、对决策有潜在价值的规则的






























类的时间和 I/ O开销 该算法必须对可能因为简化
而丢失的对象进行处理 文献 [ 6]提出了一种基于
参考点和密度的快速聚类算法 CURD( clustering us














类算法 LSNCCP( a clustering algorithm based on the
largest set of not covered core points) 在定义密度的
基础上,通过考察核心点之间的 3种关系,进而选出
所有核心点的一个子集, 该子集满足特定的关系, 称
为最大不相含核心点集 ( largest set of not covered








定义 1 点的密度 给定空间中任意的一个点
p 和半径Ep s ,以点 p 为中心,以 Ep s 为半径的区域
内的点的个数称为点 p 基于距离Ep s 的密度(den
sity) , 记做 Densi ty ( p , Ep s)
定义 2 代表区域 以点 p 为圆心、半径为 Ep s
的圆形区域, 我们称该区域为核心点 p 的代表区
域,该区域内的点集合记做 N Eps( p )
定义 3 核心点 给定空间任意一个点 p ,距离
Ep s 和阈值 MinPts, 如果满足 N Eps ( p )  MinPts,
则称 p 为核心点 ( core points) , 同时我们称为
MinPts 为密度阈值( density threshold)
下面给出核心点之间的 3种关系的定义
定义 4 相含核心点 如果两个核心点 p , q ,有
Dist( p , q ) ! Ep s, 则称 p , q 互为相含核心点( cover
core points)
定义 5 相交核心点 如果两个核心点 p , q ,有
Ep s< Dist ( p , q ) ! 2Eps , 则称 p , q 互为相交核心
点( intersectant core points)
定义 6 相离核心点 如果两个核心点 p , q ,有
Dist ( p , q )> 2Ep s ,则称 p , q 互为相离核心点( sep
arate core points)
定义 7 不相含核心点 如果两个点 p , q 不是
相含核心点, 则就称 p , q 互为不相含核心点 也就
是 p , q 要么是相交核心点,要么是相离核心点
定义 8 噪音 不在任何核心点的代表区域内
的点称为噪音 显然噪音不能聚集到任何一个类中
为了下文算法描述的方便性,用 Ep s 表示设定
的半径 另外, 设定一个密度阈值 M inPts 同时我
们用 Add ( S , p )表示把点 p 加到集合 S 中去, 用
Delect ( S , p )表示把点 p 从集合S 中删除
3 算法描述
算法流程如图 1所示:













个子集 Ref er enceSet , 在该子集中任何两个点均不
相含,并且不存在其他的核心点 r , r  Ref erenceSet ,







Gener ateRef er ence ( PointSet , Ep s , M inPts ,
Ref erenceSet )
∀ For i= 1 to PointSet siz e{
# If dist ( Ref erenceSet , P i ) > Eps Then
∃ A dd ( Ref erenceSet , P i ) ;
%End If }
& For j = 1 to Ref er enceSet siz e{
∋Resul t= PointSet RegionQuery ( P j , Eps ) ;
( If Resul t S ize  MinPts Then
) PointSet ChangeClI ds ( Resul t , j ) ;
∗ Else Delete( Ref erenceSet , Pj ) ; }
+ For k= 1 to PointSet siz e{
If Pk ClIds= 0 and dist ( Ref erenceSet , Pk)
> Eps Then{
 Resul t= PointSet RegionQuery (Pk , Ep s) ;
! If Resul t Siz e  M inPts Then{
∀ PointSet ChangeClIds( Result , k ) ;
# Add ( Ref erenceSet , Pk) ; }
∃ } }
算法 1最大不相含核心点生成并建立数据到核
心点的映射算法开始时, 核心点集合 Ref erenceSet
是空的 语句∀ ~ %用来选取候选核心点 该步骤
对所有待聚类数据进行逐个检查: 对于任何一个数
据(点) P i ,一旦发现与候选核心点集合中的任意点
R j 的距离都大于预先设定的半径 Ep s, 则把点 P i
加入到该集合之中 这个循环结束后, 对集合 Ref




示;否则,在集合 Ref er enceSet 中删除该点 此时,集






之间的距离是否大于 Ep s, 若大于 Eps 则在语句 
中进行区域查询, 在语句!中判断该点的代表区域
中的点如果不小于 M inPts , 表明该点是一个核心








语句 &~ ∗得出的核心点的数目有少量偏差 在此
做了实验验证 我们对 700个二维数据运行上述两
个算法 该 700个点中每个点的 x 坐标范围是(0,
4) , y 坐标范围也同样是( 0, 4) 我们在 Ep s= 0 1,
MinPts= 3的情况下以不同顺序输入数据共做了 4
次实验,结果如表 1所示(第 3行相应聚类点个数是




次序 候选核心点个数 核心点的个数 相应聚类点个数
第 1次 205 97 545
第 2次 212 101 543
第 3次 205 101 551















中的每一个点 P i 看成是一个类C i , 即Ci = { P i } , 然
后,如果类 C i 中有一个点 p 与类C j 中一个点 q 互
为相交核心点, 则合并这两个类成一个类 C, 既C=
C i , C j 然后,对输入的整个数据,逐一查看每一个
点与某个类中的核心点的距离, 一旦发现距离小于













另一方面,已聚类的点 p , 只可能分配到一个类
中 反之,设点 p 既可以分配到类 C i 中,又可以分配
到类 Cj 中,则在类 C i中有一核心点 q, p − N Eps( q ) ,
同理,在类 Cj 中有一个核心点 r , p − N Eps( r ) 则由
点 p , q 和 r 形成的三角形中, 边 pq ! Ep s, 边 p r !
Ep s ,故边 qr ! ( p q+ p r ) ! 2Ep s, 这样, 类 C i 与类




失一些点 显然最大不相含核心点集 Ref erenceSet
中任何一个点都被聚类 对于被丢失的点 p , 有下
面的定理
定理 2 丢失点 p 一定不是核心点
证明 用反证法 反设该点 p 是核心点 此时
一定有 p  Ref er enceSet , Ref er enceSet 是选出的最
大不相含核心点集 因此, p 至少有一个相含核心
点 q , q − Ref erenceSet 否则,根据最大不相含核心
点集的定义, p 应选进集合 Ref erenceSet 中去 既然
这样,由于 Dist ( p , q ) ! Ep s, p 应当被聚类 此与
题设矛盾 故丢失的点 p 一定不是核心点 证毕
定理 2提供了一种找出丢失点的简单的方法
可以把一个没有得到聚集的点 p 的代表区域内的








Cluster ing ( PointSet , Ref erenceSet , Ep s , out
l iersSet )
∀ Cluster [ 1] = { Ref er enceSet get (1) ; }
# K = 1;
∃ For i = 2 to Ref erenceSet si ze Do{
% Curr entP= Ref erenceSet get ( i ) ;
& If Curr entP IsClassif i ed = false Then{
∋ bool= 0;
( For j = 1 to k Do{
) If Dist ( Cluster [ j ] , CurrentP ) !
2Ep s T hen{
∗ If bool= 0 Then{
+ bool= j ;
Add ( Cluster [ j ] , CurrentP ) ; }
 Else{
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! union ( Cluster [ bool ] , Cluster [ j ] ) ;
∀ Delete( Cluster [ j ] ) ;
# k= k- 1; }
∃ } }
& If bool= 0 T hen{
∋ k= k+ 1;
( Cluster [ k ] = { CurrentP } ; } }
)% For i= 1 to PointSet siz e Do{
) If P i ClI d − Cluster [ id ] T hen
) P i ClId = id;
)! Else
)∀ Add ( outl iersSet , P i ) ; }
)# For j = 1 to out liersSet siz e Do{
)∃ For each R in N Eps( Qj ) , If R ClId < > 0
and R is a core point Then
)& Add Qj in the cluster which R is in it }
在算法 2中,我们在语句 ∀ ~ (对最大不相含
核心点集进行划分, 最后形成几个划分,即表示最终
可以聚成几个类 语句 )%~ )∀对每一个点进行检
查,如果该点的映射标志在某个划分中则重新映射
到该划分中去; 否则暂时视为噪音 语句 )#~ )&识
别出丢失点并聚类它们
4 实验分析
首先, 利用本文提出的算法, 对图 2 ( a) 中的
1100个点进行聚类,聚类结果在图 2( b) ( c)中 图 2
( b)表示得到的一个最大不相含核心点集, 共有 99
个点;图 2( c)为聚类结果,共有 933个点 从结果中
可以看出,该算法的结果跟人的直觉一样,能够进行
正确的聚类











表 2 700 个点聚类的正确结果
次序 最大不相含核心点的个数 聚类点的个数
第 1次 110 593
第 2次 108 593
第 3次 106 593
第 4次 106 593
为了进一步说明问题,我们做了一个实验比较
了 DBSCAN 算法和本文提出的算法的时间效率
实验环境为 P . 1 6 GHz CPU, 物理内存
256MB,可用内存 100MB, 硬盘空间 40GB, 操作系
统Windows 2000 Server, 程序用 VB6 0 语言编写
所有数据读入内存, 每条记录仅仅只有每一维度上
的值,不使用任何索引机制,区域查询时的距离信息
是即时求出 图 3是对 DBSCAN, LSNCCP 性能测
试的结果:
图 3 LSNCCP 算法与 DBSCAN 算法的比较
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