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1. EINF~~HRUNG 
Unter einem linearen Approximationsschema (vgl. z.B. Browder [9]) zur 
angenaherten Losung einer Gleichung 
Ax =f U-1) 
in einem Banach-Raum X werde eine Folge (X,) von endlichdimensionalen 
Teilraumen und eine Folge {P,> von linearen Projektionsoperatoren 
P,, : D(A) -+ X, verstanden. Fragt man nach der Approximierbarkeit fi.ir alle x 
einer Menge X c D(A) von Liisungen von (1. l), so stellt 
ein unteres Fehlermass dar. Gilt mit einer von n unabhangigen Konstanten K 
;tg Ix - P”Xl G mz &I, (1.3) 
so wird das Verfahren, charakterisiert durch (P,}, quasioptimal genannt 
(vgl. z.B. Lorentz [12], S. 120). Besteht (1.3) elementweis, d.h. ist 
1 x - P, XI < KE(x, X,), (l-4) 
so werde (P,} nach Alexits [4] fast-best-approximierend genannt, im folgen- 
den mit f.b.a. abgekiirzt. Offenbar impliziert (1.4) stets (1.3), wahrend die 
Umkehrung nicht richtig zu sein braucht. 
In vielen Fallen wird die Folge der Projektionsoperatoren aus Minimal- 
prinzipien in einem Hilbert-Raum festgelegt. Sei etwa Hein solcher Raum mit 
Skalarprodukt (. , .) und Norm Il. 11, der zumindest x und X, enthalte. Dann ist 
durch die Orthogonalprojektion auf X, in H: 
(1.5) 
ein linearer Operator P,,: X n H -+ X, definiert. Werden die X, speziell von 
den rz ersten Elementen einer Folge {TilTi E X fl H) aufgespannt, die 0.B.d.A. 
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als ortho-normiert angenommen werden kann, so ist P,,x gerade die rz-te 
Partialsumme der Fourier-Reihe 
Der Fall X = C(0, l), H = L2(0, 1) ist eingehend, insbesondere fur die trigono- 
metrischen Funktionen, untersucht (vgl. z.B. Alexits [3]). 
Zur angenaherten Berechnung einer Liisung von (1 .l) ist die Orthogonal-, 
reihen-Entwicklung (1.5) nicht brauchbar, da ja dann die Losung ni 
explizit bekannt ist. In dem Fall ist das Ritzsche Verfahren als Orthogon 
Projektion beztiglich der weiteren Hilbert-Norm (A positiv~definit u 
selbstadjungiert in H) 
II& = 6, M1’2 
wohl die einfachste Orthogonalreihen-Entwicklung, zu deren Berechnung nur 
die gegebenen Daten A undfbenijtigt werden. 
Die Folge {P,> ist genau dann in ganz X f.b.a., wenn die Normen ]Pnl 
gleichmbsig beschrankt sind (Alexits [4]). Es ist bekannt, class bei X = 
die Teilraume der trigonometrischen Polynome n-ten Grades als X, ke~~e 
solche Folge existiert (vgl. z.B. Lorentz [22], S. 96). Insofern kann die Wahl 
von X, wesentlich sein. Von Haar [ll] wurde erstmals eine in ganz C f. 
Orthogonalreihen-Entwicklung angegeben.’ Die Teilraume lu;, werden dabei 
van den sttickweise konstanten Funktionen mit vorgegebenen Sprungstellen 
erzeugt. Durch ein- oder mehrmaliges Integrieren ergeben sick Funktionen- 
systeme, die mit dem Namen Polynom-Spline-Funktionen bezeichnet werden. 
Derartige Funktionen sind in den letzten 20 Jahren vielfach untersucbt 
worden, allerdings wohl unabhangig von Haar im Zusammenhan~ mit 
Interpolationsproblemen. Nach dem Ergebnis von Ahlberg-Nilson-Walsh 
minimiert die durch Interpolation gewonnene Spline-Funktion JX gerade 
Abweichung x - Jx in der Pseudo-Hilbert-Norm 
wenn mit Spline-Funktionen (2m-l)-ten Grades ((2m-l)-malige Integratio 
Haarschen Funktionen) gearbeitet wird. Insofern kann die Spline-Interpolatron 
als Orthogonalprojektion beztiglich N2. m aufgefasst werden. Von Birkhoff un 
de Boor ([A und [S]) wurde gezeigt, dass Jim kubischen Fall (wl = 2) in C stet 
ist und somit such f.b.a. Weitere Untersuchengen, d-h. fur andere X,, andere 
Wahl von X und insbesondere andere Normen als (l-7), stehen aus. 
’ Haar beweist die gleichmksige Konvergenz P,,x + x fi.ir jedes x E C, woraus nach dem 
Uniform-Boundedness-Principle die Aussage folgt. 
i * Hinsichtlich Literatur sei auf das Buch von Ahlberg-Niison-Walsh i.21 wie such die 
Zusammenstellung in der Arbeit von Schultz-Varga [IS] verwiesen. 
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In der vorliegenden Arbeit wird der einfachste Fall m = 1, also lineare 
Spline-Funktionen bzw. Polygonztige, behandelt. Neben der Wahl N = L2 
werden wir such den Raum HA mit der Norm 
Ibll.4 = (Ji (PX’2 + qx*)dsy* 
heranziehen, was (1.6) fur das Randwertproblem 
Ax = -(px’)’ + qx =f(s) s E (0,l) 
x(0) = x( 1) = 0 (1.9) 
(Pq>o,q>o) 
entspricht, sofern die zugelassenen Funktionen gem&s den Randbedingungen 
(1.9,) eingeschrankt sind. Die lineare Spline-Interpolation ist darin bei p = 1 
und 4 = 0 enthalten. Wie sich zeigt, sind diese Projektionen unter geringen 
Voraussetzungen an die Koeffizientenp, q f.b.a., und zwar in C als such in C,, 
dem Raum der Funktionen mit beschrankter messbarer 1. Ableitung. Daraus 
ergeben sich Fehlerabschatzungen der Gestalt (R gibt den Projektions- 
operator bei der Norm (1 .S) an) 
Ix - Rx1 < kl IfIn-*, 
b-W, &lfln-’ 
allein unter der Voraussetzung p’, q, fbeschrankt und messbar. 
(1.10) 
(1.11) 
Wie such schon von Birkhoff und de Boor [S] bemerkt, fiihrt das Ritz- 
Verfahren bei Verwenden linearer Spline-Funktionen auf Differenzen- 
gleichungen fur die Funktionswerte der Naherung in den Sttitzstellen. 
Fehlerabschatzungen der obigen Art waren bislang nur unter der Voraussetz- 
ung beschrankter 4. Ableitungen anstelle der zweiten hier bekannt (vgl. z.B. 
Aziz und Hubbard [5] ; Babuska, Prager und Vitasek [6], S. 154; Collatz [IO], 
S. 178; Zlamal [Id]. Die Untersuchung von Schultz und Varga [25] liefert bei 
den Voraussetzungen von oben an p, q und bei quadratisch integrierbarem f 
den Konvergenzfaktor n-i in (l.lO), in [13] wurde der Exponent auf 3/2 
verbessert. 
2. BEZEICHNUNGEN 
Im folgenden sei C = C, der Raum der in [0, l] stetigen und am Rande 
verschwindenden Funktionen und Ci der Teilraum der totalstetigen Funk- 
tionen, versehen mit den Normen 
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aneben ftihren wir Hilbert-Raume, H, H, mit den Skalar~rodukteil 
k v> = 1: 4MS>~~, (4 Y)* = 1: xw VW 
ein; es gilt dann C, c Hi c Cc H = L2(0, l)* 
Mit 7~ wollen wir eine Unterteilung 
Tr=(s,~O=so<s, <“‘<S”<S,,~ = 1) 
bezeichnen und mit ii bzw. 9 das Maximum bzw. Minimum der ~itterbreite~ 
A i s si+l - Si. Eine Menge von Unterteilungen heisse c-regular, wenn 5 G CUT 
fiir alle z der Menge gilt. 
Die Elemente von C, die in den Teilintervallen (Si, si+r) sttickweise linear 
sind, bilden den n-dimensionalen Raum3 S(n) der linearen Spline-~~nktio~e~ 
zur Unterteilung rr, wobei S(n) c Cr gilt. Die Funktionen 
qi = 
L 
ATI~(s- si-1) s E [st-I,sij( 
A;‘tsitl -s> s E Isi,si+ll W6 
0 sonst 
bilden eine Basis in S(n). Jedem x E S(r) l&t sich tiber die Darstell~~~4 
x = ,226, vi umkehrbar eindeutig ein Vektor x = {tl) zuordnen, Dabei gilt 
PXi%l z lx19 c-J.9 
wobei wir mit 1 x 1 oder spater such 1’31 die Tschebyscheff-Normen fur Vekt~re~ 
und Matrizen 
1x1 =Max Ifi\, PI = y T l%l 
bentitzen. 
Indizierte Normen wie I T Ik. I geben die Operatornorm 7: C, -+ 
1st P, : C, -+ 5’(n) (k = 0,l) ftir jedes w ein linearer Projektionsoperator, s 
ist nach Alexits [#] wie erwahnt die Bedingung 
IP*lk.kGKk.k 
notwendig und hinreichend dafiir, dass P, in Ch f.b.a. ist, dh. dass fur alle 
x E CR 
lx--Pp,xlk~Kk inf (X--Y/~ 
Yes(n) 
3 Oltne die Randbedingungen w&e die Dimension  + 2. 
4 Soweit bei .Z oder au& bei Max die Grenzen 1 und R sind, wird deren Angabe. unter- 
driickt. 
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gilt. Speziell kann dann 
gewahlt werden. 
&=1-F&.* (2.8) 
3. ORTHOGONALPROJEKTION IN DER METRIK H 
In diesem Paragraphen wollen wir die Approximationseigenschaften des 
durch 
bzw. 
/lx-Pxll= inf Ijx--~~ll (3.1) 
YsS(n) 
(x-Px,y)=O fury ES(n) 
definierten Operators P r= P, untersuchen. Die Koeffizienten si bei Px = Z & tpi 
berechnen sich aus dem linearen Gleichungssystem 
z 4k 6 = 78 = (939 xl (3.2) 
mit 
1 2(At-,+A*) 
aik=g A, 
l 
A,-, k-i-l 
k==i 
k=i+ 1 (3.3) 
0 sonst. 
Nach (2.4) sind zum Berechnen von /Px/ die & abzuschatzen. Da die Matrix 
(a#.) eine iiberwiegende Hauptdiagonale besitzt, es ist 
gilt 
Weiter ist 
(3.4) 
IQI x I(Fi,X>I i 1x1 /:~ids=HAt-, +AJjxl. 
Daher erhalten wir 
(Pxl Q 31x1. 
Hinsichtlich der 1. Ableitung istJ 
(3.5) 
(3.6) 
5 Komponenten fi usw. sind bei =z 0 bnu. i a n -t- 1 durch 0 zu ersetzm. 
Aus (3.2) kann durch Multiplikation der Zeilen mit 6(4,-r $ d&r 
i= 1,2, . . . n und Subtraktion benachbarter Zeilen em Gleichungssystem 
die Differenzen pi’ - el+r - [i hergeleitet werden, das wieder eine tiberwiege 
HauRtdiagonale besitzL6 
t1 - &> G-1 + C2 - hi + h+l)ti + &+I 
(h = di/(di-1 + di), pi =I 6/(4,-i $ Jj))- 
Die analoge Schlussweise ftihrt hier zu 
Max Iei’I G oy~n l~t+t ~t+l --Ural. 
OSi-3 
Mit Hilfe der Darstellung 
x(s) = x(si) + j-1, x’du 
lasst sich daraus nach kurzer Rechnung 
ableiten. Schliesslich ist d, > 2, so dass (3.6) 
lPxl,<8fjxl~ 
liefert. Damit ist gezeigt 
(3.79 
KATZ 1. Die Orthogonalprojektion i  H ist in G stets~b.a.,~~r gleichm~ss~~ 
c-reguliire Unterteilungen gilt dasselbe in ~7,. 
4. ORTHOGONALPROJEKTI~N IN 
Unter den Voraussetzungen 
(i) p>p>O,q>Oin [O,l], 
(ii) p, q messbar undp G p’, q G d in [O, l] 
ist der durch (1.8) festgelegte Hilbert-Raum HA identisch mit Hr, die unter- 
schiedliche Bezeichnung deutet auf die verschiedenen Normen hin. 
Fiir den durch 
6 Wr i = 1 und i = n sind die Gleichungen abzu%ndern, was bier nicht angeg&en ist. 
Formel (3.7) bleibt richtig. 
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definierten Ritz-Operator R = R, machen wir wieder den Ansatz Rx = Z pi vi 
und erhalten jetzt das System 
z (@k + bik) fk = ?li + Si (4.2) 
mit 
btk = /@?‘i 9)k &, wt x ds. 
(4.3) 
Fiir (4.2) wollen wir such 
(%+B)x=q+3 (4.4) 
schreiben. 
Es ist zu erwarten, dass die Beitrage von 93 gegentiber denen von ?I wie die 
von 3 gegentiber denen von t) gering sind. Jedenfalls Iasst sich unmittelbar 
abschatzen 
I~I=M~/P?‘i(~‘$‘k)~~@‘, 
131 G Q44. 
Ausgerechnet ergibt sich ftir die Elemente von ‘$I: 
(4.5) 
(4.6) 
-A;Al,pt-, k=i-1 
Azlpi-l+ AF’pi k = i 
aik = -A;‘pi k=i-tl (4.7) 
b sonst 
mit 
p1 = A,’ f l+ ’ p(s) ds. 
Daraus ist erkennbar, dass ‘?I von monotoner Art ist, vgl. dazu Collatz [IO], 
S. 42 ff. Da ausserdem 58 eine positive Matrix ist, kann auf 
I(% -I- %.3)-‘1 < p-‘1 
geschlossen werden. Fur die Losung 3 von (4.4) gilt dann 
I4 GO + 1~-‘11ww-%1+- l~-‘31). (4.8) 
Analog zur Konstruktion der Greenschen Funktion des Randwertproblems 
(1.9) kann hier die Inverse 6 = a-’ explizit angegeben werden. Wir finden 
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mit 
i-l 
xi = C A,PL’, 
0 
Y -I = $ A,p;‘. 
Fiir splter merken wir 0 < xi, yGi und xi + & = y-r sowie p < y G ji an. Dann 
ist 
und somit 
1 + I%-‘!\B] < 1+4” 
PIE 
(4.10) 
erkennbar. Zur Abschgtzung des noch ausstehenden Termes X = ‘u-r g mit den 
Komponenten 5, beriicksichtigen wir die Darstehung 
qi = Pi-1 - Pi mit pi = A;’ s, a;+ i px” ds. 
Mit (4.9) ergibt sich so 
51 = f gik ?k 
i-l 
(4. B2) 
Eine erste Moglichkeit zum Abschatzen von ‘B-l t) beruht auf der Beziehung 
IPil ~PIxI*3 
woraus in Verbindung mit (4.12) 
Urn in (4.13) eine Abschatzung mit 1x1 anstelle von 1x1 f zu gewinnen, 
machen wir nun die weitere Voraussetzung 
(iii) p’ messbar und Ip’(s)j <PI in [0, 11. 
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Dann I&t sich schreiben 
Pk = Pk’ + Pk2 
= dkl{i+k+l)+k+l) -axe - h-’ ~;;+bfxds. 
Die obige ijberlegung liefert fiir die 2. Komponenten von ki = fir + 5,’ 
unmittelbar 
Ifi’ <’ 1x1 
P - 
(4.14) 
Fiir die 1. Komponente ergibt (4.12) 
4,’ = P71P(sJ x(si) 
und daher 
l[ill <p(p-’ +n Max IpiJl -P~‘/)~x/. 
Schliesslich ist bei *jr GP ohne Schwierigkeit 
Ip& --p-y < 4iifi k 
P2 
zu erkennen, so dass wir mit (4.14) und (4.15) 
,%-‘,,e{;(p+4fP,)+$] 1x1 
(4.15) 
(4.16) 
gewonnen haben. Damit liefert (4.8) in Verbindung mit (4.10), (4.11) und 
(4.13) bzw. (4.16) den 
SATZ 2. Fiir c-reguliive Unterteilungen existieren nur von c undp, j, 4 bzw. 
zu&zlich vonp, abhiingige Konstante K o. , und KO . O, so dassfiir alle x E C, die 
Abschiitzungen 
w-4 G&.*lXl, (4.17) 
WI ~&.ol4 (4.18) 
giiltig sind. 
Der Operator R ist zunachst nur in C, definiert. Da aber K,, . 0 von x unabhiingig 
ist und Cr dicht in C ist, kann R in eindeutiger Weise zu einem in C stetigen 
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Operator fortgesetzt werden. Fiir diesen Operator, wir behalten den 
staben R bei, gilt dann lR/,. 0 < KO.O, so dass also (4.18) au& in der 
ausgesprochen werden kann. 
ZUSATZ 2. Bei den Voraussetzungen (i)-(iii) ist a’er ~~tz-~~e~at~~~~~ c- 
reguliire Untertei1ungenf.b.a. in C. 
Beim Nachweis der Beschranktheit von IRI r. 1 wird uns (4.1‘7) von Nutzen 
sein, da wir dann ohne die Voraussetzung (iii) auksommen kbnnen. Mit 
Lbsung (&> von (4.3) gilt namlich jedenfalls 
IL/ <q+l <4+-l*. 
Die Ableitung (RX)’ ist stiickweise konstant und zwar ist 
(RX)’ = ti’ = AFl(fi+l - fi) fur S E (Siy Si+l). 
Diese Griissen er’ geniigen den Gleichungen 
Pi-l C-1 -Pi 51’ = Pi-1 - Pi - yip 
(4.2OjJ 
(4.21) 
Daher ist 
mit einem Parameter h, der sich aus der Bedingung 
0=&l+, -ta=$AtCi’ 
errechnet. Mit (4.19) und (4.20) ergibt eine einfache Rechnung 
und damit such 
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SAT2 3. Fiir c-regukire Unterteilungen existiert eine nur von c undp, p, 4 
abhiingige Konstante KI . ,, so dass fiir alle x E C, die Abschiitzung 
IR4 dG.~lxl, (4.22) 
giiltig ist. 
Wieder k&men wir das Resultat durch IRI 1. 1 G KI., bzw. in dem Zusatz 
ausdriicken. 
ZUSATZ 3. Bei den Voraussetzungen (i), (ii) ist Rfiir c-regukire Unterteilungen 
f.b.a. in C’, . 
In den obigen Abschgtzungen ist bei p = 1, q = 0 der Fall der Spline- 
Interpolation enthalten. Dann ist K,, . ,, = 1, was sich nicht verbessern lbst, 
entsprechend kann in (2.7) K = 2 gewahlt werden. Wie sich etwa durch 
Betrachtung konvexer Funktionen x iiberlegen l&St, kann diese Konstante 
bei Spline-Interpolation icht verbessert werden. 
5. FEHLERABSCHXTZUNGEN BEI RANDWERTPROBLEMEN 
Wir wenden uns nun der Aufstellung von Fehlerabschgtzungen beim Ritz- 
Verfahren fiir das Sturm-Liouville-Randwertproblem (1.9) zu. Unter den 
Voraussetzungen (i)-(iii) aus $4 besitzt die L6sung von (1.9) fast iiberall eine 
beschrgnkte 2. Ableitung, jedenfalls ist die 1. Ableitung Lipschitz-beschrgnkt, 
wenn f beschrgnkt und messbar ist. Wir wollen die Konstante explizit ab- 
schgtzen. Aus 
lla42 = (m 
folgt zunzchst 
und daraus 
Weiter hat X’ wegen der Randbedingungen (1.9,) in (0,l) mindestens eine 
Nullstelle, es sei x’(u) = 0. Dann kann wegen 
x’(s) = p+ s’ (-f-b qx) dt 
d 
fiir den Stetigkeitsmodul q(x’, h) auf 
q(x’,h) GKolfl h 
geschlossen werden. Die Beziehung 
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zwischen dem 2. Stetigkeitsmodul von x und dem 1 s von x’ liefert daher 
Die Beziehung 
EocGS(4) =,;;t, Ix-Yl GKLj t-l w&x, t) dt 
aus [14] gibt uns daher fur den Approximationsgrad EO 
und daher haben wir 
Ix- Rx1 < j&(1 +Ko.o>Kolfl ff2. 
Entsprechend finden wir 
IX-W, ~(1 +K,.Molfl*. 
Fur c-regular-e Unterteilungen ist 3 G c~ Q en-“. 
Wir beachten noch, dass [i den Wert von Rx an der Stiitzstelle si angibt. 
Wegen yi 9)k = 0 bei Ii - kl > 1 hat das Gleichungssystem (4.2) nur in der 
Haupt- und den 1. Nebendiagonalen von Null verscbiedene Elemeute. 
Schliesslich ist die rechte Seite in (4.2) 
TJi + si = I ; cpiC-(~x’Y + qx> ds = 
als Integralmittel iiberfdarstellbar. Zusammengefasst haben wir gefunden 
SATZ 4. Es seien die Voraussetzungen (i)-(iii) erftilt. arm Iassen sich die 
Liisungen des Randwertproblems (1.9) fiir beschriinkte messbare Funktionen f 
durch Polygonziige mit n Stiitzstellen derart approximieren, dass die maxima~e 
Abweichung der Funktionswerte durch kt I f I n2 unddie der 1. Ableitungen durch 
kZI f I n-t abgeschdtzt werden kiinnen .-Die Funktionswerte der Niiherungen an 
den Stiitzstellen bestimmen sich aus einem tridiagonalen System van Dl~erenze~- 
gleichungen, dessen Koefizienten Integralmittel iiber p, q, f sind. 
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