INTRODUCTION
This chapter discusses the essentials of cloud computing security, one of the main challenges of the field. It starts with an overview of computer security, discussing its three pillars-confidentiality, integrity, and availabilityand other important concepts such as authenticity and non-repudiation. The chapter also discusses the concepts of vulnerabilities, threats, and attacks in general, and, in the context of cloud computing, is followed by a review of the most common mitigations for cloud computing threats. This chapter also considers privacy and security in cloud storage services and multiclouds and cloud accountability. The chapter concludes with a summary and a discussion of research challenges.
AN OVERVIEW OF COMPUTER SECURITY
Computer security comprises three main pillars, which are well-known by the CIA acronym: confidentiality, integrity, and availability. Confidentiality involves the concealment of sensitive information from unauthorized parties. There are three mechanisms that help enforce confidentiality. The first is cryptography, which conceals plain text information using mathematical transformations. The second is access control, which defines the parties permitted access to certain parts of the system or certain pieces of information. The third is authorization, which determines what actions each authorized party is allowed to do with a piece of data or a system module [1] [2] [3] . The integrity pillar means that a system and its data were not altered by unauthorized parties. Mechanisms protecting integrity usually try to prevent an alteration or tampering from occurring in the first place or to detect an intrusion after it has happened.
The third pillar, availability, refers to the property that a system and its data should be available to authorized parties in a timely manner. There are other important concepts such as authenticity, which is the property of data and transactions being genuine, and non-repudiation, which is the assurance that a party cannot deny a transaction, a statement, or a signature.
Software, firmware, and hardware design and implementation processes have errors or corner cases that can be exploited by an adversary. In computer security we call these weaknesses vulnerabilities. Computer systems will never be free from vulnerabilities because they are designed, implemented, and tested by humans, who always make mistakes. A vulnerability is thus a threat to security. We call an attack a threat that is realized by an adversary, usually exploiting one or more of a system's vulnerabilities.
The security challenges in cloud computing are not very different from those in traditional computing, except the cloud environment exacerbates the number of vulnerabilities and the impact of attacks. As the cloud environment comprises all layers of abstraction-application, operating system, architecture, and network-an attacker has several avenues for compromising the security of a cloud service. For example, a vulnerability in a web-based cloud application that does not sanitize inputs might cause the disclosure of sensitive data stored in a data center.
VULNERABILITIES AND ATTACKS
As we have mentioned, cloud computing services can present vulnerabilities in all layers of abstraction [4] . Figure 3 .1 shows cloud security vulnerabilities according to the layer of abstraction where they can occur.
Application Layer
At the application level, a cloud application might have several weaknesses that allow an adversary to compromise a system. Many cloud applications are web based and have classic web vulnerabilities such as insufficient user input sanitation, which allows attacks such as SQL injection [5] . An SQL injection vulnerability allows an attacker to inject external code into a web scripting engine to be executed by a SQL query interpreter. It is still commonly reported in vulnerability databases even though it has been researched since the mid-2000s.
To understand this vulnerability, first consider a typical scenario of a user interacting with a web server hosting a web application that stores its data in a database. Usually the code for the web application and the database are stored in different machines. In a typical scenario, a web application deployed by a book retailer (e.g., Amazon) allows users to search for books based on their author, title, publisher, etc. The entire book catalog is held in a database and the application uses SQL queries to retrieve book details. Suppose a user searches for all books published by Wiley. The web scripting engine at the web application side receives, manipulates, and acts upon these data interpreting them as user-supplied data. The web scripting engine then constructs a SQL command that is a mix of instructions written by the application developer and the user input. This query causes the database to check every row within the books table, extract each of the records where the publisher column has the value "Wiley", and return the set of all these records. This record set is processed by the web application and presented to the user within an HTML page. Now, consider a scenario in which an attacker could cause a fracture in the interpretation of the data and break out of the data context. String data in SQL queries must be encapsulated within single quotation marks, to separate it from the rest of the query. In this scenario, an attacker supplies input containing a quotation mark to terminate the string (') that she controls, plus a new SQL command modifying the query that the developer intended the application to execute. There is a clear fracture in how the input is interpreted at the boundary between the web scripting language and the SQL query interpreter. The double hyphen (--) in the attacker's input tells the query interpreter to ignore the remainder of the line even though there could be other commands included by the application developer. In this case, the consequence of this attack is the deletion of the entire "books" table from the database as illustrated in Figure 3 .2.
Other web-based vulnerabilities include cross-site scripting (XSS) [6] and cross-site request forgery [7] . Further, the application code might be vulnerable to remote code injection via buffer overflows [8] if it is coded in a programming language that does not verify array bounds, such as C or C++. The application might also be vulnerable to sensitive data disclosure if it does not employ cryptography to maintain the confidentiality of the data it manipulates. The application code might also be vulnerable to compromise if its authentication and access control procedures have flaws. Another source of vulnerability at the application layer is flawed application programming interface (API) functions. The TOCTTOU vulnerability is caused by changes in a system that occur between the checking of a condition (such as a security credential) and the use of the results of that check. TOCTTOU consists of a check phase, which establishes an invariant precondition (e.g., access permission), and a use phase, which operates on the object assuming the invariant is still valid. TOCTTOU usually occurs in SETUID processes, which have administrator privileges but can be invoked by unprivileged users so the process can perform tasks on the user's behalf. For example, a printing program is usually SETUID-root in order to access the printer device, which is an operation that requires administrative privileges. Running as if the user had the root privileges, the printer program discovers whether a user invoking its execution has permission to read and print a certain file by using the access function from the operating system. A classic example of TOCTTOU is given by the sequence of system calls * access() followed by open(). Processes are executed by OSs in an interleaved way, as the OS schedules one process at a time per CPU. Thus, a process does not execute at the CPU from start to finish without being interrupted. The CPU executes a process for a certain amount of time, then the OS pauses the current process and resumes the execution of a suspended process. Suppose that the process whose code given in Figure 3 .3 is suspended before fopen() is executed after access is granted to access the file /home/bob/ symlink. Then suppose an adversary's process is selected for execution and changes the symbolic link to point to /etc/ passwords. When the first process is executed again, it will open a file (passwords) it did not have permission to do.
* Operating system API to user applications.
Operating systems are also vulnerable to installations of malicious drivers and extensions. Kernel extensions, especially device drivers, currently make up a large part of modern kernel code bases (approximately 70% in Linux and a larger percentage in Windows) [9] . Most of these extensions are benign and allow the system to communicate with an increasing number of diverse I/O devices without the need of OS reboot or recompilation. However, they pose a threat to system trustworthiness because they run with the highest level of privileges and can be vulnerable or malicious. Detection of malicious extensions is very challenging and most of the proposals in the literature have not been adopted by modern operating systems [10] [11] [12] .
Hypervisor, Storage, Hardware, and Network
Because cloud computing depends on virtualization technology, vulnerabilities in hypervisors and virtual machine (VM) images can also compromise security. Any weakness or flaw in the hypervisor complex code might compromise the isolation between VMs residing in the same server. Cloud computing is also vulnerable to flaws in code performing migration of VMs among servers, and VM snapshot and rollback [13] . These vulnerabilities can lead to integrity compromises, data disclosure, and denial of service (DoS) attacks. VM images in public repositories might contain malware, or vulnerable or unpatched code.
There are several vulnerabilities regarding data that are unique to cloud computing. Data may be located in different countries which have different laws about the ownership of data [14] . Also, data disclosure might happen if data are not properly cleaned from secondary storage when moved or deleted [13] .
At the architecture layer, just like in traditional computing, cloud computing is vulnerable to hardware Trojans, that introduce malicious functionality at the gate level [15] . At the network layer, cloud computing is also susceptible to vulnerabilities found in network protocols, usually causing a DoS attack such as a TCP-SYN flood, where an adversary sends more connection request packets (SYN packets) than a server can process, and consequently makes it unavailable to legitimate clients [16] . Cloud computing is also vulnerable to sniffing and snooping in virtual networks: a malicious VM can listen to the virtual network or even use address resolution protocol (ARP) spoofing to redirect packets from/ to other VMs [17] . 
Cloud Security Mechanisms
There are many security mechanisms that when applied to the cloud environment can help mitigate several of the vulnerabilities described in the previous section. In this section we discuss some of them including mechanisms for data and virtualization security.
Data Security
Encryption is commonly used to protect the confidentiality of cloud data. It involves the transformation (encryption) of information using mathematical methods and a secret key, called an encryption key. Encrypted information can only be revealed to authorized parties with the use of a decryption key. Encryption prevents an adversary from eavesdropping cloud-sensitive data when it is stored in a data center and in transit over the network. There are two types of encryption techniques: symmetric and asymmetric [18, 19] .
Symmetric cryptography uses identical keys to both encrypt and decrypt the data, which makes the algorithms less complex than their asymmetric counterparts. Thus, they have better performance than asymmetric cryptography algorithms, usually 100 to 1000 times faster [19] . The level of security depends on the length of the key. The U.S. National Institute of Standards and Technology (NIST) recommends 160-512 bits. Symmetric cryptography is usually adopted for bulk encryption of data and is applied in protocols like Internet protocol security (IPSec) and transport layer security (TLS). A challenge for symmetric cryptography is how to securely distribute keys.
Asymmetric cryptography uses two different keys: a private key for encryption and a public key for decryption. For example, suppose that Alice wants to send a secret message to Bob using asymmetric cryptography. Alice first encrypts the plaintext message using Bob's public key, which is public and available to anyone. For example, Bob can make his public key available in a directory in his organization or in a public website. Bob also has a private key known only to him, which is different from his public key. In spite of being different, these keys are complimentary in function because Bob will use his private key to decrypt Alice's message. In other words, information in plaintext that is encrypted with a public key can only be decrypted with the correspondent private key. Asymmetric cryptography is used to solve the challenge of key distribution in symmetric cryptography and also as a mechanism to implement digital signatures.
Digital Signature
A digital signature is a way for a party to assure the authenticity of a message. Digital signatures should achieve non-repudiation; that is, it should be difficult for a party to forge a digital signature and to use a valid signature for a different message. Asymmetric cryptography is commonly used as a digital signature mechanism in cloud environments. In public/private key cryptography, data encrypted with someone's private key can only be decrypted with that person's public key. So, if for example, Bob has Alice's public key and wants her trusted digital signature in a document sent over the network (a usually untrusted channel), he can ask Alice to "sign" or encrypt the data or document with her private key. If Bob is able to decrypt the data with Alice's public key, he can be sure that only Alice could have encrypted the document because only she knows her private key. Now let us consider a typical web application in the cloud environment. SSL is a network protocol used to secure data between two machines with encryption. To understand the importance of SSL for the security of web applications, consider a scenario when you wanted to buy a book from Amazon. While you are browsing the site, your web browser and the Amazon server are connected through the standard TCP protocol. Through this type of connection, the data exchanged between your browser (i.e., the items being searched) and the Amazon server (i.e., data about Amazon's items) are not encrypted. Because this exchange is not encrypted, an adversary that is situated in your local network can leverage network-sniffing programs that inspect the raw data in the network packets exchanged between your browser and Amazon's server. For example, an adversary could learn that the user of a specific machine is interested in books about Julius Caesar. Clearly, the user needs to prevent an adversary from being able to "sniff" her sensitive data such as credit card numbers and shipping information. Another challenge is that your browser has no guarantee that the server it is "talking to" is actually Amazon.com. For example, a user could have typed Amazom.com by mistake and could be communicating with a fake browser. So, the user would also need to be sure that the server taking the information is actually Amazon.com.
The SSL protocol accomplishes both needs by using cryptographic methods to hide what is being sent from one computer to another and by employing identification techniques that ensure the computer a browser is talking to can be trusted. In other words, by using SSL to purchase a book from Amazon, the user can be sure that no adversary will discover his/her credit card information and that any shared information is exclusively exchanged with the real Amazon.com.
As shown in Figure 3 .4, when a user makes a financial transaction with Amazon.com, the browser and the server establish an SSL connection under HTTP (https). Notice how the lock becomes green showing that it is a trusted connection. Also notice that it reads https and not http.
When the user presses the sign-in or login" button in e-commerce servers (e.g., Amazon), his browser and the server will establish an SSL connection through a "handshake" and then a subsequent validation phase. In the handshake phase, the browser and the server agree on a particular encryption algorithm and the server sends a certificate to the client. This certificate is a piece of data issued by a trusted certification authority (CA) that binds a cryptographic public key to a particular entity (e.g., Amazon.com) and is designed to legitimate that the server is actually who it is claiming to be.
Hashing
Hashing is used to generate a one-way non-reversible representation of data for security [3, 16, 20] . A hash function converts a plain text message m into a fixed-size hash code, H(m), that is usually called hash. An interesting property of a hash function is that no two different messages have the same hash. Also, once a piece of information is hashed there is no way to reverse it, as there is no "unhash key." Hashing can inform whether data stored in a data center or in transit were compromised [20] . For example, one can derive a fixed-length hashing code or message digest for some data. The message digest is usually smaller than the message itself. If a party needs to send the message over the network to another party, it can attach the message digest to the message. The receiving party verifies the integrity of the message by applying the same hash function to the message and verifying that the message digest is the same as the message. If an adversary tampered with the data, the message digest will differ.
Virtualization Security
There are many works in the literature addressing the security of VMs running in the cloud environment. Wang and Jiang introduced HyperSafe [21] , an approach providing control flow integrity for hypervisors. It locks down write-protected memory pages and prevents them from being manipulated at runtime, which protects the integrity of hypervisor's code.
Santos et al. [22] proposed an approach for a trusted cloud computing platform (TCCP) that enables infrastructure as a service (IaaS) services such as Amazon EC2 to provide a closed-box execution environment. TCCP assures confidential execution of guest VMs and allows users to attest to the IaaS provider and determine if the service is secure before they launch their VMs.
Zhang et al. [23] introduced PALM, a VM live migration framework. This strategy consists of three modules for the privacy and integrity protection of the sensitive data, the metadata, and the live migration process itself.
PRIVACY AND SECURITY IN CLOUD STORAGE SERVICES
Nowadays more and more organizations have been adopting public cloud services to store their data (e.g., Microsoft Skydrive and Dropbox), as well as Amazon EC2 and MapReduce Framework, to process their data. Survey results have shown a steady increase of cloud adoption whereby 75% of those surveyed in 2013 used cloud platforms compared to 67% in 2012 [24] . The use of cloud technology will also be instrumental in pushing data sharing across multiple organizations (e.g., government organizations), which will be beneficial for many societal critical applications, such as homeland protection, cybersecurity, disease spreading control, and the green economy. However, critical issues of data confidentiality [25] [26] [27] [28] hinder the wide adoption of cloud technology, especially public clouds. It is critical that sensitive data stored and shared in the cloud be strongly secured from unauthorized access. That means data stored in the cloud should be selectively shared among different users, possibly within different organizations, based on access control policies. When enforcing access control, it is also important to protect authorized users' profile information (e.g., user role and location), which otherwise may lead to inferences about data contents. This is because advanced access control systems, such as the well-known attribute-based access control model [29] , require disclosing enforcement system information about users to the access control. Moreover, data in the cloud may be transferred between data centers which may be located in different regions (or even countries), where cloud users do not have much information about where their data are stored and processed. Thus, ensuring privacy compliance during day-today operations is a very challenging task for both cloud service providers (CSPs) and their customers. There is a clear need to develop cloud-specific data securing techniques. The following section first presents a generic cloud data protection model and then reviews the state-of-theart cloud data protection techniques. The section concludes with a discussion of some other possible causes of data leakage in the cloud.
Cloud Data Protection Models
In the cloud, we observe the following two important characteristics that impose challenges to the development of data protection techniques. A cloud service can be provided through a chain of service providers [27] . Let us denote the direct service provider as S and its direct and indirect contractors as S1, S2 … Sn.
As shown in Figure 3 .5, the direct service provider is connected with six other service providers, whereby P1, P2, P3 denote the respective policies within the subgroups of service providers. For a user to select a service provider, the candidate service providers' privacy policies need to be checked to ensure they conform to users' privacy preferences. More strictly, indirect contractors' policies may need to be verified to satisfy the users' privacy requirements. When establishing the service relationship, policy agreement needs to be achieved not only between the user and S, but also between S and S1, S1 and S2, and so on. It is even more challenging to guarantee and enforce user's privacy requirements across multiple parties through the entire service period.
Some possible changes to the parties involved in a cloud service need to be considered as discussed in the literature [26] : a participating party may need to update its privacy policies, or a service provider may need to transfer its operations together with users' data to someone else because of the sale of company, a merger, seizure by the government, etc. All these events can affect the current policies agreed by all parties. The challenge is how to efficiently and effectively reflect such a change so the impact of the change on achieving policy agreement and policy enforcement can be minimized. Based on the above observations, a cohesive data protection framework has been proposed [29] . The framework, as illustrated in Figure 3 .6, consists of three major components: policy ranking, policy integration, and policy enforcement. In particular, a user joins the cloud and faces several CSPs, each of them able to provide the service he needs. In order to find the service provider whose privacy policies best fit the user's privacy requirements, the user's privacy requirements and service providers' current privacy policies are fed into the policy ranking module together. The ranking module helps the user select the service provider that has the most compatible privacy policies. Since the selected service provider still may not have policies that exactly match the user's requirements, the second step is to send their policies to the policy integration module which will automatically generate an integrated policy as agreed by both parties. The integrated policy will be in two formats. One is in an actual policy format, i.e., a policy written in a certain policy language. The other is in an executable format (like a Java JAR file) which will be used for the subsequent policy enforcement. Throughout the service, the user's data privacy will be protected by the executable policy, and the executable policy may also travel among contractors associated with the direct service provider.
Enforcing Access Control Policies in the Cloud
As shown in the above data protection model, the policy enforcement component is critical to the overall security of the data in the cloud [25, 26] . There have been some existing efforts that aim to address this issue.
Some approaches [30] [31] [32] employ broadcast key management schemes to provide access control on the cloud data. Such kind of approaches group data items based on access control polices and encrypt each group with a different key. Users are then given only the keys for the data items they are allowed to access. All these encryption activities have to be performed at the owner's premises, thus incurring high communication and computation costs. For example, if a user is revoked, the owner must download the data affected by this change from the cloud, generate a new encryption key, re-encrypt the downloaded data with the new key, and then upload the re-encrypted data to the cloud. Besides broadcast key management, attribute-based encryption (ABE) [33] has also been applied to preserve data privacy in the cloud. However, this approach is not efficient either in handling frequent user joins and departures.
To improve the performance, some work introduces a third party called "proxy" [28] to conduct re-encryption in case of the change of data recipients. However, they do not protect the identity attributes of the users.
Another interesting category of work [34] aims to tightly bind data with access control policies to ensure that policies will be automatically enforced whenever and wherever the data are accessed. The basic idea is to leverage Java archives (JARs). The advantages of using Java techniques are mainly twofold. First, JARs provide a lightweight and portable container for the data as well as the enforcement engine. Second, JARs have minimal infrastructure requirements (i.e., a valid Java runtime environment (JRE) running at the remote end) which allow our approach to be easily adopted. The cage is a nested JAR consisting of one outer JAR and one or more inner JARs as shown in Figure 3 .7. User data items regarding different policies will be stored in different inner JARs in encrypted format along with encrypted log files. The outer JAR contains the authentication module and policy enforcement engine. It is responsible for authenticating entities who want to access the data, selecting the correct inner JAR and enforcing the corresponding policies. The cage will be sealed and signed at the construction.
Other Possible Causes of Data Leakage in the Cloud
Besides enforcing users' privacy policies on their actual data file, there is another interesting and very important privacy problem caused by data indexing. Indexes may contain a great amount of information concerning the data itself. Since indexes are usually constructed after the service provider receives the user's data and decides to build indexes to improve search performance, users may not even be aware of such usage of their data which probably leaks much more information than that intended by the users. More detailed discussion is the following. The most common scheme for supporting efficient search over distributed content is to build a centralized inverted index. The index maps each term to a set of documents that contain the term and is queried by the searcher to obtain a list of matching documents. This scheme is usually adopted by web search engines and mediators. As suggested in [35] , the scheme can be extended to support access-controlled search by propagating access control policies along with content to the indexing host. The index host must apply these policies for each searcher to filter search results appropriately. Since only the indexing host needs to be contacted to completely execute a search, searches are highly efficient. A centralized index however exposes content providers to anyone who has access to the index structure. This violation of access control may not be tolerable in the cloud, where assumptions on the trust of the indexing server no longer hold. Further, compromise of the index host by hackers could lead to a complete and devastating privacy loss. Decentralized indexing is an alternative architecture used to identify a set of documents (or hosts of documents) matching the searcher's query. These hosts are then contacted directly by the searcher to retrieve the matching documents. Access control can be supported by simply having the providers enforce their access policies before providing the documents. However, indexes are still hosted by untrusted machines over which providers themselves have no control.
In order to overcome the aforementioned issues, some works have explored the possibility of creating private indexes by relying on predicate-based cryptography [36, 37] .
While notable, these works lack concrete applicability due to the key management requirements and the computational overhead. Bawa et al. [35] proposed an interesting approach to private indexing by introducing a distributed access control enforcing protocol. A more recent work [38] deals with the privacy problem from a different perspective by empowering the users to gain better control over the indexes. In particular, a three-tier data protection framework was proposed, which provides strong, medium, and low protection according to the data owner's needs. This is achieved by building a similar JAR file as discussed in the previous section. The JAR file encloses both data and policies, and implements the different levels of protection as follows:
• Strong protection: The service provider is not allowed to read the sensitive portion of the user's file, so as to negate the risk of indexing being conducted on a sensitive portion of the document that could lead to privacy leaks. Users need to provide sensitive fields regarding their data files. Then the JAR performs the function of selecting which fields • Medium protection: This option disables random access to the data file in order to prevent effective indexing over the file. The CSP will be enforced to read the file in a sequential order before it can locate the content that it needs.
• Low protection: The user specifies clearly in the policy the usage of his data file and the usage of indexing. The service provider is assumed trusted and will inform and negotiate with the user the keywords to be used for indexing purposes.
PRIVACY AND SECURITY IN MULTICLOUDS
Cloud computing is growing exponentially, whereby there are now hundreds of CSPs of various sizes [39] . A concept of a cloud-of-clouds (also called an intercloud) is proposed and has been studied in recent years [39, 40] . In a cloud-of-clouds, we disperse data, with a certain degree of redundancy, across multiple independent clouds managed by different vendors, such that the stored data can always be available even if a subset of clouds becomes inaccessible. The multicloud environment (Figure 3 .8) [40] offers plenty of new opportunities and avenues to cloud consumers. Cloud consumers will be able to leverage not just one cloud provider, but many, to solve their diverse needs and switch providers if one ceases service. To promote the multiple clouds, IEEE has initiated the Intercloud Testbed project [39] that helps make interactions among multiple clouds a reality.
Desired Security and Privacy Properties in Multiclouds
While cloud consumers may enjoy cheaper data storage and powerful computation capabilities offered by multiple clouds, consumers also face more complicated reliability issues and privacy preservation problems of their outsourced data. More specifically, as it is difficult to obtain clear guarantees on the trustworthiness of each CSP [41] , cloud consumers are typically advised to adopt searchable encryption techniques [42, 43] to encrypt their outsourced data in a way that the encrypted data can be directly searched by the CSPs without decryption. Despite many efforts devoted to improving the efficiency and security of the searchable encryption, there is little consideration for ensuring the reliability of the searchable encrypted data. Though cloud storage provides an on-demand remote backup solution, it inevitably raises dependability concerns related to having a single point of failure and to possible storage crash. An ideal multicloud environment should possess the following properties:
• Reliability: Given n CSPs, the system should still function if at least t (t < n) CSPs are available, where t is a predefined threshold value for the system.
• Semantic security: The system should be semantically secure [44] by satisfying the following two requirements. First, given the file index and the collection of encrypted files, no adversary can learn any information about the original files except the file lengths. Second, given a set of trapdoors for a sequence of keyword queries, no adversary can learn any information about the original files except the access pattern (i.e., the identifiers of the files that contain the query keyword) and the search pattern (i.e., whether two searches are looking for the same keyword or not).
• Trapdoor security: This requires that any information about the query keyword-including the search pattern-should not be leaked before the multiple CSPs' collaborative search. The requirement holds even if t − 1 CSPs are compromised by an adversary.
• Robustness: When the protocol successfully completes, the correct files are returned and reconstructed by the users. When the protocol aborts, even in the collaborative search stage, nothing is returned and CSPs learn nothing about the file collection or the underlying searched keyword.
Ensuring Security, Privacy, and Reliability in Multiclouds
It is worth noting that very few works consider the issue of simultaneously ensuring searchability, privacy, and reliability on data outsourced to multiple clouds. Existing reliability guarantees solely rely on each CSP's own backup solution, which however could be a single point of failure. For example, the crash of Amazon's elastic computing service in 2011 took some popular social media sites offline for a day and one energy department collaboration site unavailable for nearly 2 days. More seriously, this crash has permanently destroyed many customers' data with serious consequences for some users [45] . Recent studies [46, 47] proposed regenerating codes for data reliability in distributed storage like the cloud. Regenerating codes built on the concept of network coding aim at intelligently mixing data blocks that are stored in existing storage nodes, and then generating data at a new storage node. It is shown that regenerating codes reduce the data repair/recovery traffic over traditional erasure codes subject to the same fault tolerance level.
One naïve approach to achieve searchability, privacy, and reliability on data outsourced to multiple clouds is the trivial replication. In particular, we can replicate the single-user searchable encryption scheme to n CSPs. Each CSP stores the same searchable ciphertexts. Thus, even if n − 1 CSPs are unavailable, the remote files are still accessible. However, this approach is not space efficient as it takes a lot of capacity to save the replicas. To reduce redundancy while tolerating CSP failures, another possible approach is to use erasure coding. Specifically, we can employ secret sharing techniques to encode the files into a set of shares and distribute the shares to n CSPs so that if a certain number of CSPs are unavailable, the shares from the rest of the CSPs can be used for reconstructing the original files. Compared with the first approach, the second approach saves storage space by reducing the reliability guarantee from n − 1 to n − t. Besides the downgrade of the reliability guarantee, the second approach is also more time consuming due to the multiple rounds of communications needed among CSPs to complete the protocol.
In order to achieve both space and time efficiency, a recent work called the privacy-preserving STorage and REtrieval (STRE) mechanism has been proposed [48] . The STRE mechanism enables cloud users to distribute and search their encrypted data in CSPs residing in multiple clouds while obtaining reliability guarantees. The STRE mechanism follows a similar spirit to the second naïve approach and proposes more efficient secret sharing-based protocols. Moreover, the STRE mechanism also offers better protection on the user's search pattern. Specifically, many works [44, 49] on searchable encryption would completely disclose the user's search pattern that indicates whether two searches are for the same query keyword or not. In the STRE mechanism, this kind of pattern leak risk is reduced because the search is conducted on a distributed basis and the search pattern will be revealed only if more than t CSPs collude. An overview of the STRE mechanism is given below.
The STRE mechanism consists of three major phases: the setup phase, storage phase, and retrieval phase. During the setup phase, a master secret key is generated from a security parameter and assigned to the cloud user. During the storage phase, the user takes a collection of input files and the master secret key, and generates a set of file shares and a file index. The file shares and file index are uploaded to the corresponding CSP. The retrieval phase is to search the files containing a certain keyword. The user generates a set of trapdoor shares based on the query keyword and his/her master secret key. The trapdoor share is sent to the respective CSP. Then, the CSPs collaborate to search with their individual trapdoor share, and relay the search results back to the user. Finally, the user reconstructs and decrypts the results and obtains the clear files, each of which contains the query keyword.
CLOUD ACCOUNTABILITY
One of the main motivations underlying cloud computing systems is the possibility to outsource complex computation and to store large amounts of data. However, to this date users have few, if any, technical ways to actually check resource consumption and data storage status, once they are "shipped" to the cloud providers. Cloud providers do not allow users to observe their inner workings, and users have no reliable information about their data whereabouts or the status of their actual computation. While encryption can ensure confidentiality of outsourced data, and access control can enhance these guarantees by controlling who is accessing what portion of data (or, more generally, resources), ensuring integrity and verifying data usage are difficult.
To cope with these issues, accountability is an important security requirement in cloud systems. Accountability aims at providing a detective, rather than preventive solution to cloud users [50] . The goal is not to protect data privacy or control resource usage, but rather to verify who has obtained access to resources, and how. According to Ruebsamen and Reich [51] , cloud accountability can help "make data processing in the cloud more transparent", so that "captured data-lifecycle events can be matched against policies in audits and thereby show the customer, that his data are handled appropriately". Unlike privacy protection technologies, which are built on the hide-it-or-lose-it perspective, accountability focuses on keeping the data usage transparent and trackable. Traditional accountability methods focus on data collection and post-mortem analysis, and third-party audits. Typically, an accountability system will include data collection, through log collection and event monitoring, followed by auditing and analysis of the collected evidence to detected possible anomalies or simply check actual data lineage. However, as stated by Ko et al. [50] , cloud computing's promise of elasticity empowered by virtualization introduces several new complexities in accountability, related to the ability of processing and monitoring multiple virtual and physical resources, connected in a highly dynamic fashion. Further, log collection becomes a challenging task in itself, due to the potentially limited trust assumed at remote nodes, which may not be reliable enough to collect the evidence required for effective accountability.
Though the current industry practice is based on regulatory and contractual agreements between clients and cloud providers to ensure resource and data accountability [52] , researchers have investigated ways to overcome the above challenges through technical means. A common approach is to rely on logs produced as part of the computation and storage process, possibly augmented with ad-hoc information necessary to track access and other actions against the data. Recent work has proposed doing so by using digital evidence bags to address interoperability and evidence integrity, while additional metadata can be used to facilitate evidence processing [51] . Others have proposed using agents to facilitate distributed data collection and provide a more dynamic infrastructure [26, 53] .
A related body of work, aiming at addressing similar security issues, is the growing literature on cloud provenance. Cloud provenance focuses on recording ownership and processing history of data objects, and it is considered a vital component to the success of data forensics in cloud computing [54, 55] . In particular, researchers have highlighted that provenance can be a way to derive the so-called chain of custody, which should clearly depict how the data were collected, analyzed, and preserved. This is particularly important for cloud forensics, i.e., in case of legal dispute, to ensure that provenance information is admissible as evidence in court. Among existing proposals, a recent proposal on provenance relies on the notion of provable data possession (PDP) [26] , which essentially builds cryptographic proofs of data possession that can be verified at the client end.
SUMMARY
This chapter discussed the security baselines for cloud computing and how its distributed and networked environment can scale the number of security threats cloud software and data face. The same vulnerabilities, threats, and attacks from traditional computing apply to cloud computing, with additional threats coming from the use of virtualized resources and hypervisors. This chapter also discussed countermeasures for threats at several layers of abstraction. Finally, this chapter addressed privacy and security in cloud storage services and multiclouds, and cloud accountability.
