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Abstract
This paper is intended to discuss the problems of solving system of linear operator equations and a kind of
nonlinear operator equation AuBu+Cu = f . For system of linear operator equations, we obtain a criterion
about the existence of solutions. If it has solutions, we get the analytic representation of its minimum norm
solution and the structure of its solution space; for nonlinear operator equation AuBu + Cu = f , with the
help of the discussion on how to solve the system of linear operator equations, the exact solution is given.
Besides, we obtain the representation of all its solutions.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Solving operator equation is a difficult but meaningful problem, including how to solve linear
operator equation and nonlinear operator equation.
With regard to linear operator equation Au = f , by supposing the equation has solutions,
Cui Ming-gen [1] discuss the structure of its solution space. In this paper, without supposing
anything, we discuss the structure of the solution space of system of linear operator equations
Aiu = fi where i = 1,2, . . . , n and n is a positive integer. And we get an easy-to-compute
* Corresponding author.
E-mail address: cmgyfs@263.net (M.-g. Cui).0022-247X/$ – see front matter  2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2005.10.071
114 M.-g. Cui, Z. Chen / J. Math. Anal. Appl. 317 (2006) 113–126criterion about the existence of solutions. If the system of equations has solutions, we obtain
the analytic representation of its minimum norm solution u0. At the same time, we represent
its solution space as u0 +⋂ni=1 N(Ai), where N(Ai) is the zero space of operator Ai , that is,
N(Ai) = {x | Aix = 0}. Thus we have a complete understanding about linear operator equation.
As to a general nonlinear operator equation, no analytic algorithm on how to get its exact
solution is obtained until now. Only some papers [2,3] give the exact solution of some special
nonlinear equation; some papers [4–8] discuss the existence and uniqueness of solutions of some
kind of operator equation. In Ref. [9], the authors give the minimal norm solution of linear
operator equation. In this paper, by using methods which is completely different with Ref. [9],
we obtain the analytic representation of the minimal norm solution of system of linear operator
equations. Further, we get the representation of all its solutions. With the help of the discussion on
how to solve system of linear operator equations, we obtain the representation of all the solutions
of nonlinear operator equation AuBu + Cu = f . Further, by supposing something, we get the
analytic representation of one of its solutions. At the end of this paper, we give two examples.
They show our methods converge quickly to their exact solutions.
2. The representation of solutions of system of linear operator equations
Throughout this section, we suppose that H,H1 are separable Hilbert spaces, for every i =
1,2, . . . , n, Ai is a bounded linear operator of H → H1, N(Ai) is the zero space of operator Ai ,
namely, N(Ai) = {x ∈ H | Aix = 0}. For a set M ⊂ H1, we denote spanM by [M] and the
closure of M by M .
With respect to N(Ai) and A∗i , we have the following properties.
Property 1. N(Ai) is a closed linear space of space H .
Property 2. If {ϕi}∞i=1 satisfies [{ϕi}∞i=1] = H1, then[
n⋃
i=1
{
A∗i ϕj
}∞
j=1
]
= A∗1H1 +A∗2H1 + · · · +A∗nH1.
Property 3. A∗1H1 +A∗2H1 + · · · +A∗nH1⊥ =
⋂n
i=1 N(Ai).
Proof.
x ∈ A∗1H1 +A∗2H1 + · · · +A∗nH1⊥
⇔ (x,A∗1z1 +A∗2z2 + · · · +A∗nzn)= 0, ∀zi ∈ H1, i = 1,2, . . . , n,
⇔ (x,A∗i zi)= 0, ∀zi ∈ H1, i = 1,2, . . . , n,
⇔ x ∈ N(Ai), ∀zi ∈ H1, i = 1,2, . . . , n,
⇔ x ∈
n⋂
N(Ai). 
i=1
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(I)


A1u = f1,
A2u = f2,
...
Anu = fn,
u ∈ H, fi ∈ H1, i = 1,2, . . . , n.
From here to the end of this section, we suppose that[{ϕi}∞i=1]= H1. (1)
Write
rn(i−1)+m = A∗mϕi, ln(i−1)+m = (fm,ϕi) (2)
for every m = 1,2, . . . , n and i = 1,2, . . . . Denote by {r¯i}∞i=1 the result that is obtained from{ri}∞i=1 ⊂ H by Gram–Schmidt process, namely
r¯i =
i∑
k=1
βikrk, βii > 0, i = 1,2, . . . . (3)
In order to get the main results, we first give a lemma.
Lemma 2.1. u is one solution of Eqs. (I) if and only if u satisfies
(u, r¯i ) =
i∑
k=1
βiklk
for every i = 1,2, . . . , where r¯i , βik, lk are defined in (2), (3).
Proof. From hypothesis (1), it follows that {ϕi}∞i=1 is complete in H1. Hence equation A1u = f1
is valid if and only if (A1u,ϕi) = (f1, ϕi) is valid for every i = 1,2, . . . , namely, (u,A∗1ϕi) =
(f1, ϕi) for every i = 1,2, . . . .
Similarly, for every 1 l  n, equation Alu = fl is valid if and only if (u,A∗l ϕi) = (fl, ϕi) for
every i = 1,2, . . . . Therefore, u is one solution of Eqs. (I) if and only if u satisfies (u,A∗l ϕi) =
(fl, ϕi) for every i = 1,2, . . . and l = 1,2, . . . , n. By notation (2), the last equation is (u, ri) = li ,
where i = 1,2, . . . . Then the conclusion follows from the fact that (u, ri) = li is valid for every
i = 1,2, . . . if and only if (u, r¯i ) =∑ik=1 βiklk for every i = 1,2, . . . , where r¯i , βik and lk are
defined in (2), (3). 
Next we will give the main results of this section.
Theorem 2.1 (Existence). In order that Eqs. (I) have a solution u ∈ H , it is necessary and
sufficient that
∞∑
i=1
[
i∑
k=1
βiklk
]2
< +∞ (4)
is valid, where βik and lk are defined in (2), (3). Moreover, if Eqs. (I) have solutions, then u0 =∑∞
i=1
[∑i
k=1 βiklk
]
r¯i is one solution of Eqs. (I), where r¯i is defined in (3).
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H2 ⊂ H . Decompose u = u′0 +u1, where u′0 ∈ H2, u1 ∈ H⊥2 and H⊥2 is the space which satisfies
H = H2 ⊕H⊥2 . Property 2 shows [{ri}∞i=1] = H2. Therefore, {r¯i}∞i=1 is complete in H2. Hence
u′0 =
∞∑
i=1
(u′0, r¯i )r¯i =
∞∑
i=1
(u′0, r¯i )r¯i +
∞∑
i=1
(u1, r¯i )r¯i =
∞∑
i=1
(u, r¯i )r¯i .
On the other hand, Lemma 2.1 shows for every i = 1,2, . . . , the equality (u, r¯i ) =∑ik=1 βiklk
is valid. Consequently,
∑∞
i=1[
∑i
k=1 βiklk]r¯i = u′0 ∈ H2. It follows that
∑∞
i=1[
∑i
k=1 βiklk]2 =
‖u′0‖2 < +∞.
Sufficiency. If (4) is valid, then u0 =∑∞i=1[∑ik=1 βiklk]r¯i ∈ H2. It follows that
(u0, r¯i ) =
∞∑
j=1
[
j∑
k=1
βjklk
]
(r¯j , r¯i ) =
i∑
k=1
βiklk
for every i = 1,2, . . . . By Lemma 2.1, u0 is one solution of Eqs. (I). 
Theorem 2.2 (The representation of solutions). If system of Eqs. (I) has solutions, then
u0 = ∑∞i=1[∑ik=1 βiklk]r¯i is its minimal norm solution. And the solution set of Eqs. (I) is
u0 +A∗1H1 +A∗2H1 + · · · +A∗nH1⊥ = u0 +
⋂n
i=1 N(Ai).
Proof. Property 3 shows the last equality in this theorem is valid. Next we will prove the other
assertions. By Theorem 2.1, u0 is one solution of Eqs. (I). Denote by A the solution set of Eqs. (I).
Write
u0 +A∗1H1 +A∗2H1 + · · · +A∗nH1⊥ = B and
A∗1H1 +A∗2H1 + · · · +A∗nH1 = H2 ⊂ H.
Then it is sufficient to prove that A = B .
First, prove A ⊂ B . Suppose u ∈ A, namely, u is one solution of Eqs. (I). Then u = u′0 + u1,
where u′0 ∈ H2, u1 ∈ H⊥2 and H⊥2 satisfied H = H2 ⊕H⊥2 . Since {r¯i}∞i=1 is complete in H2 (this
has been proved in Theorem 2.1), by Lemma 2.1, we have
u′0 =
∞∑
i=1
(
u′0, r¯i
)
r¯i =
∞∑
i=1
(
u′0, r¯i
)
r¯i +
∞∑
i=1
(u1, r¯i )r¯i
=
∞∑
i=1
(u, r¯i )r¯i =
∞∑
i=1
(
i∑
k=1
βiklk
)
r¯i = u0.
It follows that u = u0 + u1,where u1 ∈ H⊥2 . Therefore, A ⊂ B .
Next, prove B ⊂ A. If u ∈ B , then u = u0 + u1, u1 ∈ H⊥2 . It follows that
(u, r¯i ) = (u0, r¯i )+ (u1, r¯i ) = (u0, r¯i ) =
∞∑
j=1
[
j∑
k=1
βjklk
]
(r¯j , r¯i ) =
i∑
k=1
βiklk
for every i = 1,2, . . . . By Lemma 2.1, u is a solution of Eqs. (I), namely, u ∈ A. Thus B ⊂ A.
So, A = B . Besides, if u is a solution of Eqs. (I), then u = u0 + u1, where u0 ∈ H2
and u1 ∈ H⊥2 . It follows that ‖u‖2 = ‖u0‖2 + ‖u1‖2  ‖u0‖2. Therefore, u0 has the smallest
norm. 
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In this section, we will discuss how to solve the following quadratic nonlinear operator equa-
tion:
AuBu+Cu = f, f,u ∈ W 12 [a, b], (5)
in reproducing kernel space W 12 [a, b], where A,B and C are bounded linear operators of
W 12 [a, b] → W 12 [a, b] and we obtain the representation of the exact solution of it.
Suppose u(a) = 0, or we will replace u(x) in (5) by u(a) + u1(x). Then we will get
Au1Bu1 + C′u1 = f ′, where u1, f ′ ∈ W 12 [a, b], u1(a) = 0, A,B,C′ are bounded linear op-
erators of W 12 [a, b] → W 12 [a, b]. Further, we suppose that at some point y0 ∈ [a, b], u(y0) = 1.
Since we want to find a nontrivial solution u(x) ∈ W 12 [a, b], there exists one point y0 ∈ [a, b],
such that u(y0) = 0. Replacing u(x) in (5) by u(y0)u2(x), Eq. (5) becomes A′u2B ′u2 +
C′u2 = f , where u2, f ∈ W 12 [a, b], u2(y0) = 1 and A′,B ′,C′ are bounded linear operators of
W 12 [a, b] → W 12 [a, b].
3.1. Preliminary knowledge
(i) Space W 12 [a, b] is defined by
W 12 [a, b] =
{
u | u is one-variable absolutely continuous function and u′ ∈ L2[a, b]}.
And we define the inner product and the norm by
〈u,v〉W 12
def=
b∫
a
uv dx +
b∫
a
u′v′ dx, u, v ∈ W 12 [a, b],
‖u‖W 12
def=
√
〈u,u〉W 12
in W 12 [a, b]. In [10], the authors have proved that W 12 [a, b] is a complete reproducing kernel
space and the expression of its reproducing kernel is
Rξ (x) = 12 sh(b − a)
[
ch(x + ξ − a − b)+ ch(|x − ξ | − b + a)].
By the definition of reproducing kernel, for any u ∈ W 12 [a, b] and a fixed x, we have
u(x) = 〈u(ξ),Rx(ξ)〉W 12 .
(ii) The definition of W {[a, b] × [a, b]}.
In this paper, we always regard sequence {gk(t)}∞k=1 as a complete orthonormal system in the
space W 12 [a, b].
Space W {[a, b] × [a, b]} is defined by
W
{[a, b] × [a, b]}= W 12 [a, b] ⊗W 12 [a, b].
By [11], we know the direct product W 12 ⊗ W 12 of Hilbert space W 12 has a reproducing ker-
nel Rx(ξ)Ry(η) and the representation for W 12 ⊗ W 12 = {
∑∞
k,l=1 αk,lgk(t)gl(τ ) | real sequence
{αk,l}∞ ∈ l2}. Besides, for ∀u1, u2, v1, v2 ∈ W 1[a, b], we havek,l=1 2
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(iii) The definition of W0[a, b] and W1{[a, b] × [a, b]}.
W0[a, b] is defined by
W0[a, b] =
{
u ∈ W 12 [a, b] | u(a) = 0
}
.
It is easy to prove that W0[a, b] is a closed linear subspace of W 12 [a, b]. Therefore, W0[a, b]
is a reproducing kernel space. And we denote by R∗x(y) its reproducing kernel.
W1{[a, b] × [a, b]} is defined by W1 = W0 ⊗W0 and its reproducing kernel is R∗x(ξ)R∗y(η).
(iv) The expression of the reproducing kernel of W0[a, b].
Theorem 3.1.
R∗x(y) =
1
2 ch(b − a)
[
sh(x + y − a − b)− sh(|x − y| + a − b)].
Proof. For each u ∈ W0[a, b], we have
〈
u(y),R∗x(y)
〉=
b∫
a
u(y)R∗x(y) dy +
b∫
a
u′(y)
(
R∗x(y)
)′
y
dy.
By using the formula of integrating by parts and u(a) = 0, we have
〈
u(y),R∗x(y)
〉=
b∫
a
u(y)
(
R∗x(y)−
(
R∗x(y)
)′′
y
)
dy + u(y)(R∗x(y))′y∣∣y=b.
In order to make R∗x(y) the reproducing kernel of W0[a, b] it is sufficient that

R∗x(y)− (R∗x(y))′′y = δ(y − x),
Rx(a) = 0, (R∗x(y))′y |y=b = 0,
Rx(x − 0) = Rx(x + 0).
This is equivalent to the following equations:

R∗x(y)− (R∗x(y))′′y = 0, y = x,
dR∗x (y)
dy
∣∣
y=x−0 − dR
∗
x (y)
dy
∣∣
y=x+0 = 1,
Rx(a) = 0, (R∗x(y))′y |y=b = 0,
Rx(x − 0) = Rx(x + 0).
By solving the above equations, we obtain
R∗x(y) =
{
c1(x)[ey − e2a−y], y < x,
c3(x)[ey + e2b−y], y  x,
where c3(x) = ex−e2a−x2(e2a+e2b) , c1(x) = c3(x) + 12e−x = e
x+e2b−x
2(e2a+e2b) . After simplification, the conclu-
sion follows. 
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In symbol (Lxf (x))(z), the subscript x by operator Lx indicates that the operator L applies
to functions of x. And z represents that it is the function of z after the operator L applies to the
function f (x). Sometimes we use symbols 〈·,·〉x,W 12 and (·,·)M,W ,where the subscript x and M
by the inner product indicate that the inner product applies to functions of x in space W 12 and
functions of M in space W . Correspondingly, we have the forms ‖ · ‖x,W 12 and ‖ · ‖M,W .
3.3. Solving Eq. (5) can be turned into solving system of two-variable linear operator
equations (12)
Let A,B,C be bounded linear operators of W 12 [a, b] → W 12 [a, b]. In order to obtain the so-
lution of Eq. (5), at first we study the property of operator K which is defined by
Ku(t, τ )(x) ≡ (Lu)(x)+ (Hu)(x), u ∈ W{[a, b] × [a, b]}, (6)
(Lu)(x)
def= (u(t, τ ), [B∗ηRx(η)](τ )[A∗ξRx(ξ)](t))(t,τ ),W , (7)
(Hu)(x)
def= (u(t, τ ),Ry0(t)[C∗ηRx(η)](τ ))W, (8)
where A∗ is the conjugate operator of A.
(i) H defined by (8) is a bounded linear operator of W → W 12 .
Lemma 3.1. Suppose u(t, τ ) belongs to space W , then u(t, τ ) as function of t or τ belongs
to W 12 . If write u(t, τ ) = ut (τ ) ∈ W 12 , then we get∥∥ut (τ )∥∥τ,W 12 Rt(t) 12 ‖u‖W .
Proof. Since W = W 12 ⊗W 12 , we obtain a representation for u(t, τ ) as a double series:
u(t, τ ) =
∞∑
k=1
[ ∞∑
l=1
αk,lgl(τ )
]
gk(t) =
∞∑
k=1
fk(τ )gk(t) ∈ W,
where real sequence {αk,l}∞k,l=1 ∈ l2, fk(τ ) =
∑∞
l=1 αk,lgl(τ ) ∈ W 12 , ‖fk(τ )‖W 12 =(∑∞
l=1 α2k,l
)1/2
.
Fix t and let un(τ) =∑nk=1 fk(τ )gk(t) ∈ W 12 , n >m; we consider
‖un − um‖τ,W 12 =
∥∥∥∥∥
n∑
k=m+1
fk(τ )gk(t)
∥∥∥∥∥
n∑
k=m+1
∣∣gk(t)∣∣ · ∥∥fk(τ )∥∥W 12
=
n∑ ( ∞∑
α2k,l
) 1
2 ∣∣gk(t)∣∣.k=m+1 l=1
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is an orthonormal system in F , then for every sequence {αn}∞n=1 of numbers satisfying∑∞
n=1 |αn|2 < ∞, we have
∑∞
n=1 |αn||gn(x)|K(x,x)1/2(
∑∞
n=1 |αn|2)1/2), we have
‖un − um‖W 12 Rt(t)
1
2
(
n∑
k=m+1
∞∑
l=1
α2k,l
) 1
2
→ 0 (n,m → ∞)
hence, the sequence {un(τ)}∞n=1 is a Cauchy sequence in W 12 . From the completeness of space
W 12 it follows ut (τ ) =
∑∞
k=1 fk(τ )gk(t) ∈ W 12 and ‖un‖W 12 → ‖ut (τ )‖τ,W 12 . Repeating the above
approximate procedure, we have
∥∥un(τ)∥∥W 12 Rt(t) 12
(
n∑
k=1
∞∑
l=1
α2k,l
) 1
2
Rt(t)
1
2 ‖u‖W .
Let n → ∞, we get∥∥ut (τ )∥∥τ,W 12 Rt(t) 12 ‖u‖W . 
Theorem 3.2. Suppose that C is a bounded linear operator of W 12 [a, b] → W 12 [a, b], then oper-
ator H defined in (8) is a bounded linear operator of W {[a, b] × [a, b]} → W 12 [a, b].
Proof. For any u ∈ W , there exists a real sequence {αk,l}∞k,l=1 ∈ l2 such that
u(t, τ ) =
∞∑
k=1
[ ∞∑
l=1
αk,lgl(τ )
]
gk(t).
On the one hand, we have
(Hu)(x) = (u(t, τ ),Ry0(t)[C∗ηRx(η)](τ ))(t,τ ),W
=
∞∑
k=1
∞∑
l=1
αk,l
〈
gk(t),Ry0(t)
〉
t,W 12
〈
gl(τ ),
[
C
∗
ηRx(η)
]
(τ )
〉
τ,W 12
=
∞∑
k=1
[ ∞∑
l=1
αk,l
[
Cgl(τ )
]
(x)
]
gk(y0).
On the other hand, we have
C
[
u(y0, τ )
]=C
[ ∞∑
k=1
∞∑
l=1
αk,lgl(τ )gk(y0)
]
=
∞∑
k=1
[ ∞∑
l=1
αk,l
[
Cgl(τ )
]
(x)
]
gk(y0)
as C is a bounded linear operator of W 12 [a, b] → W 12 [a, b] and u(y0, τ ) belongs to W 12 [a, b]
which is derived from Lemma 3.1. So (Hu)(x) = {C[u(y0, τ )]}(x) ∈ W 12 . Hence, H is a linear
operator of W → W 12 . Using Lemma 3.1 and the bounded property of operator C again, we get
‖Hu‖W 12 =
∥∥{C[u(y0, τ )]}(x)∥∥W 12  ‖C‖W 12
∥∥uy0(τ )∥∥W 12  ‖C‖W 12 Ry0(y0) 12 ‖u‖W .
Consequently, ‖H‖ 1  ‖C‖ 1Ry0(y0)1/2, where y0 is a fixed point of interval [a, b]. W→W2 W2
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Theorem 3.3. Suppose that A,B are bounded linear operators of W 12 [a, b] → W 12 [a, b]. If for
any u ∈ W {[a, b] × [a, b]}, the following conditions hold:
(a) the function of x: ‖ ∂
∂x
[A∗ξRx(ξ)](t)‖t,W 12 ∈ L
2[a, b];
(b) the function of x: ‖ ∂
∂x
[B∗ηRx(η)](τ )‖τ,W 12 ∈ L
2[a, b],
then L is a bounded linear operator of W {[a, b] × [a, b]} → W 12 [a, b].
Proof. (1) First, we prove L is a bounded linear operator of W → W 12 , if (Lu)(x) ∈ W 12 [a, b] is
valid for every u ∈ W .
The continuity of Rx(x) shows that there exists a constant M > 0, such that∥∥Rx(ξ)∥∥ξ,W 12 = {〈Rx(ξ),Rx(ξ)〉ξ,W 12 }
1
2 = (Rx(x)) 12 M.
For any u ∈ W , we have∣∣(Lu)(x)∣∣= ∣∣u(t, τ ), [B∗ηRx(η)](τ )[A∗ξRx(ξ)](t)(t,τ ),W ∣∣
 ‖A‖‖B‖∥∥Rx(η)∥∥η,W 12
∥∥Rx(ξ)∥∥ξ,W 12 ‖u‖W,
therefore, |(Lu)(x)|M2‖A‖‖B‖‖u‖W .
Similarly,∣∣∣∣ ddx (Lu)(x)
∣∣∣∣=
∣∣∣∣
(
u(t, τ ),
∂
∂x
{[
B
∗
ηRx(η)
]
(τ )
[
A
∗
ξRx(ξ)
]
(t)
})
(t,τ ),W
∣∣∣∣

∣∣∣∣
(
u(t, τ ),
[
B
∗
ηRx(η)
]
(τ )
∂
∂x
[
A
∗
ξRx(ξ)
]
(t)
)
(t,τ ),W
∣∣∣∣
+
∣∣∣∣
(
u(t, τ ),
[
A
∗
ξRx(ξ)
]
(t)
∂
∂x
[
B
∗
ηRx(η)
]
(τ )
)
(t,τ ),W
∣∣∣∣
M‖u‖
{
‖B‖
∥∥∥∥ ∂∂x [A∗ξRx(ξ)](t)
∥∥∥∥
t,W 12
+ ‖A‖
∥∥∥∥ ∂∂x
[
B
∗
ηRx(η)
]
(τ )
∥∥∥∥
t,W 12
}
.
Combining conditions (a), (b) and noticing the inequality (a + b)2  2(a2 + b2) is valid for any
real number a, b, we have∥∥(Lu)(x)∥∥
x,W 12
 const‖u‖W,
where
const =
{
M4‖A‖2‖B‖2(b − a)+ 2M2
{
‖B‖2
b∫
a
∥∥∥∥ ∂∂x
[
A
∗
ξRx(ξ)
]
(t)
∥∥∥∥
2
t,W 12
dx
+ ‖A‖2
b∫ ∥∥∥∥ ∂∂x
[
B
∗
ηRx(η)
]
(τ )
∥∥∥∥
2
τ,W 12
dx
}} 1
2
.a
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For any u ∈ W , we obtain a representation for u(t, τ ) as a double series:
u(t, τ ) =
∞∑
k=1
[ ∞∑
l=1
gl(τ )
]
gk(t) =
∞∑
k=1
fk(τ )gk(t) ∈ W,
where real sequence {αk,l}∞k,l=1 ∈ l2,
fk(τ ) =
∞∑
k=1
αk,lgl(τ ) ∈ W 12 ,
∥∥fk(τ )∥∥τ,W 12 =
( ∞∑
l=1
α2k,l
) 1
2
.
Since u =∑∞k=1 fk(τ )gk(t) converges in space W , the sequence {un}∞n=1, un =∑nk=1 fk(τ )gk(t),
is a Cauchy sequence and converges to u in W . Let zn = (Lun)(x) = (un(t, τ ), [B∗ηRx(η)](τ )×
[A∗ξRx(ξ)](t))(t,τ ),W =
∑n
k=1(Bfk)(x)(Agk)(x). By the following Lemma 3.2, zn belongs to
W 12 [a, b]. In the proof of the above (1), replacing (Lu)(x) by zn − zm, u by un − um, we get
‖zn − zm‖ const‖un − um‖W .
Therefore, {zn}∞n=1 is a Cauchy sequence of W 12 [a, b]. From the completeness of W 12 [a, b] it
follows that
∞∑
k=1
(Bfk)(x)(Agk)(x) ∈ W 12 [a, b].
So by the continuity of inner product of W , we have
(Lu)(x) = (u(t, τ ), [B∗ηRx(η)](τ )[A∗ξRx(ξ)](t))(t,τ ),W
= lim
n→∞
(
un(t, τ ),
[
B∗ηRx(η)
]
(τ )
[
A∗ξRx(ξ)
]
(t)
)
(t,τ ),W
=
∞∑
k=1
(Bfk)(x)(Agk)(x) ∈ W 12 [a, b],
namely, (Lu)(x) ∈ W 12 [a, b]. Thus we finish our proof. 
We can easily obtain the following lemma.
Lemma 3.2. If u,v ∈ W 12 [a, b], then u(x)v(x) ∈ W 12 [a, b].
(iii) K defined in (6) is a bounded linear operator of W → W 12 .
Summing up (i) and (ii), we know: under the conditions of Theorems 3.2, 3.3, K is the
bounded linear operator of W → W 12 .
(iv) Solving Eq. (5) is turned into solving the system of Eqs. (12).
Rewrite Eq. (5) as follows:{
AuBu+Cu = f,
u(a) = 0, u(y0) = 1, u, f ∈ W
1
2 [a, b], (9)
where A,B,C are bounded linear operators of W 12 [a, b] → W 12 [a, b] and y0 is a fixed point of
interval [a, b].
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(K1u)(x) =
(
u(t, τ ),
[
B∗ηRx(η)
]
(τ )
[
A∗ξRx(ξ)
]
(t)+Ry0(t)
[
C∗ηRx(η)
]
(τ )
)
(t,τ ),W
, (10)
(K2u)(x) =
(
u(t, τ ),
[
A∗ηRx(η)
]
(τ )
[
B∗ξ Rx(ξ)
]
(t)+ [C∗ξ Rx(ξ)](t)Ry0(τ ))(t,τ ),W . (11)
By Theorems 3.2, 3.3, we get the following theorem.
Theorem 3.4. Suppose that A,B,C are bounded linear operators of W 12 [a, b] → W 12 [a, b].
If ‖ ∂
∂x
[A∗ξRx(ξ)](t)‖t,W 12 ∈ L
2[a, b], ‖ ∂
∂x
[B∗ηRx(η)](τ )‖τ,W 12 ∈ L
2[a, b], then K1,K2 defined
in (10), (11) are bounded linear operators of W → W 12 . Thus they are bounded linear opera-
tors of W1 → W 12 , where W1 is defined by
W1 = W0 ⊗W0.
The following theorem shows that solving Eq. (9) can be turned into solving Eqs. (12).
Theorem 3.5. Suppose nonzero function u(x) ∈ W 12 [a, b]. In order that u(x) is one solution
of (9), it is necessary and sufficient that u(y0) = 1 and u(x)u(y) is one solution of equations{
K1u = f,
K2u = f, u ∈ W1, f ∈ W
1
2 , (12)
where K1,K2 defined by (10), (11) are linear operators of W1 → W 12 .
Proof.[
K1u(t)u(τ )
]
(x) = [K2u(t)u(τ )](x) = (Au)(x)(Bu)(x) + u(y0)(Cu)(x). (13)
Necessity. If u(x) is one solution of (9), then u(a) = 0, u(y0) = 1,
(Au)(x)(Bu)(x) + (Cu)(x) = f (x). (14)
Write u(x)u(y) = u(x, y). By equalities (13), (14), it follows that u(x, y) is one solution of
Eqs. (12).
Sufficiency. By equality (13) and u(y0) = 1, we obtain (14). From u(x)u(y) ∈ W1 it follows
u(a)u(y) = 0. By hypothesis, u(a) = 0. That means u(x) is one solution of Eq. (9). 
3.4. Solving Eq. (9)
We first discuss the problem of solving Eqs. (12). We need a property of Rx(y). Write
ϕi(x) = Rzi (x)
for every i = 1,2, . . . , where {zi}∞i=1 is dense in interval [a, b]. Then {ϕ¯i}∞i=1 is a complete
orthonormal system of W 12 [a, b], where {ϕ¯i}∞i=1 is the result that is obtained from {ϕi}∞i=1 by
Gram–Schmidt process.
From here to the end of this paper, we suppose that
{zi}∞i=1 (15)
is dense in interval [a, b].
In Eqs. (I), we set n = 2,H = W1,H1 = W 1, f1 = f2 = f and rewrite (2), (3) as (16), (17).2
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l2i = l2i−1 = (f,ϕi) = f (xi), i = 1,2, . . . , (16)
r¯i =
i∑
k=1
βiklk, βii > 0, i = 1,2, . . . . (17)
That is, {r¯i}∞i=1 is the result that is obtained from {ri}∞i=1 by Gram–Schmidt process. Then by
Theorems 2.1, 2.2 and 3.5, we have:
Theorem 3.6. If ∑∞i=1[∑ik=1 βiklk]2 = +∞, then Eq. (9) has no solution, where βik, lk are
defined by (17), (16) separately.
Theorem 3.7. If Eq. (9) has solutions, then Eqs. (12) have solutions and its solution space is
u0 +K∗1W 12 +K∗2W 12 ⊥ = u0 +N(K1)∩N(K2),
where N(Ki) = {x ∈ W1 | Kix = 0}, i = 1,2, u0 =∑∞i=1[∑ik=1 βiklk]r¯i is its minimum norm
solution, for each i = 1,2, . . . , l2i = l2i−1 = f (xi), βik, r¯i are defined by (17).
The following Theorems 3.8, 3.9, are the main results of this paper.
In order to get the solution set of Eq. (9), we first give a lemma.
Lemma 3.3. Let u ∈ W and y0 be a fixed point in interval [a, b]. Then the following conditions
are equivalent:
(a) There exists a function v(x) ∈ W 12 , such that v(y0) = 1 and u(x, y) = v(x)v(y).
(b) 0 = u(x, y) = u(x, y0)u(y, y0).
Moreover, if condition (b) is valid, then function v(x) in condition (a) equals to u(x, y0).
Proof. (a) implies (b). If u(x, y) = 0, then from 0 = u(x, x) = v2(x), it follows that v(x) = 0.
Thus v(y0) = 0. This is a contradiction with v(y0) = 1. Further, from v(y0) = 1 and u(x, y) =
v(x)v(y), condition (b) follows.
To show (b) implies (a), write u(x, y0) = v(x). Then v(x) ∈ W 12 and condition (b) changed
into
0 = u(x, y) = v(x)v(y). (18)
By formula (18), we have v(x) = 0. Replacing y by y0 in formula (18), we get v(x) = v(x)v(y0).
Therefore v(y0) = 1. Besides, the last assertion in this theorem follows from the fact that v(x) =
v(x)v(y0) = u(x, y0). 
Theorem 3.8. Suppose that Eq. (9) has solutions and denote by U the solution set of Eqs. (12).
Then the solution set of Eq. (9) is
N = {u(x, y0) | 0 = u(x, y) = u(x, y0)u(y, y0), u ∈ U}. (19)
Proof. Denote by M the solution set of Eq. (9). Then it is sufficient to prove that M = N .
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rem 3.5, it follows v(y0) = 1 and u(x, y) = v(x)v(y) is one solution of Eqs. (12), namely, u ∈ U .
Further, by Lemma 3.3 we have 0 = u(x, y) = u(x, y0)u(y, y0). Therefore, v(x) = v(x)v(y0) =
u(x, y0) ∈ N .
Let us prove N ⊂ M . Suppose that w ∈ N . From the definition of set N , it follows that
there exists u ∈ U , such that w(x) = u(x, y0) ∈ W 12 and 0 = u(x, y) = u(x, y0)u(y, y0). By
Lemma 3.3, we get w(y0) = 1 and w(x)w(y) = u(x, y) ∈ U , namely, w(x)w(y) is one solution
of Eqs. (12). Then it follows from Theorem 3.5 that w(x) is one solution of Eq. (9), namely,
w ∈ M .
Thus, M = N . 
Theorem 3.9. If Eq. (9) has solutions and if Eqs. (12) have a unique solution on space W1, then
Eq. (9) has a unique solution on space W 12 [a, b]. And its solution u can be denoted by
u(x) =
∞∑
i=1
[
i∑
k=1
βiklk
]
r¯i (x, y0), (20)
where for each i = 1,2, . . . , l2i = l2i−1 = f (xi), r¯i and βik are defined by (17).
Proof. Suppose that u is a solution of Eq. (9). By Theorem 3.5, u(y0) = 1 and u(x)u(y) is one
solution of Eqs. (12). By assumption,
u(x)u(y) = u0(x, y) =
∞∑
i=1
[
i∑
k=1
βiklk
]
r¯i .
From equality u(x) = u(x)u(y0) = u0(x, y0) the equality (20) follows.
Let us prove the uniqueness. If u(x), v(x) are both solutions of Eq. (9) and u(x) = v(x),
then u(y0) = v(y0) = 1 and u(x)u(y), v(x)v(y) are both solutions of Eqs. (12). By assump-
tion, u(x)u(y) = v(x)v(y). Let y = y0, we get u(x) = v(x). This is a contradiction with
u(x) = v(x). 
3.5. Some examples
Find the approximate solution of the following equations in space W 12 [0,2π]. Write rn =‖un − u‖, where un is the approximate solution of Eq. (9), which is obtained by computing the
front n terms of formula (20), maxn = maxt∈[0,2π] |un(t)− u(t)| ≈ max0im1 |un(xi)− u(xi)|,
where xi = 2πim1 , i = 0,1,2, . . . ,m1. The front m2 + 1 terms of {zi}∞i=1 defined in (15) are taken
as zi = 2πim2 , i = 0,1,2, . . . ,m2.
Example 1. Solving integral equation
2π∫
0
K1(x, y)u(y) dy
2π∫
0
K2(x, y)u(y) dy +
2π∫
0
K3(x, y)u(y) dy = f (x),
where u(y) = cos(y)−ch(2π−y) sech(2π)1−sech(2π) , y0 = 2π , K1(x, y) = cos(3x+y), K2(x, y) = cos(5x+y),
K3(x, y) = cos(4x + y) and ch(x) = ex+e−x2 , sech(x) = 1ch(x) .
126 M.-g. Cui, Z. Chen / J. Math. Anal. Appl. 317 (2006) 113–126Table 1
Iterate n Maximum error maxn Error norm rn
1 6.4E–01 1.1416
2 5.8E–01 1.1357
4 5.4E–01 1.0610
6 8.55E–02 1.88E–01
8 2.97E–08 6.75E–08
11 9.38E–10 2.37E–09
Table 2
Iterate n Maximum error maxn Error norm rn
1 2.30E–04 2.55E–04
12 2.03E–04 2.23E–04
24 2.01E–04 2.04E–04
36 1.75E–04 1.82E–04
48 1.28E–04 1.36E–04
60 9.43E–05 1.01E–04
Solution. Take m1 = 200, m2 = 100. And the program stop after computing 11 times. The
numerical results are given in Table 1.
Example 2. Solving equation
AuBu+Cu = f,
where Au = 71 ∫ 2π0 cos(4x+y)u(y) dy+u(x), Bu = 100 ∫ 2π0 cos(6x+y)u(y) dy+u(x), Cu =∫ 2π
0 cos(4x+y)u(y) dy, u(y) = cos(y)−ch(2π−y) sech(2π)1−sech(2π) , y0 = 2π and ch(x) = e
x+e−x
2 , sech(x) =
1
ch(x) .
Solution. Take m1 = 200, m2 = 100. And the program stop after computing 60 times. The
numerical results are given in Table 2.
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