Expectation Propagation Detector for Extra-Large Scale Massive MIMO by Wang, Hanqing et al.
ar
X
iv
:1
90
6.
01
92
1v
1 
 [e
es
s.S
P]
  5
 Ju
n 2
01
9
1
Expectation Propagation Detector for
Extra-Large Scale Massive MIMO
Hanqing Wang, Alva Kosasih, Chao-Kai Wen, Shi Jin and Wibowo Hardjawana
Abstract
The deployment of extremely large-scale antenna array at the base station, which is referred to as
extra-large-scale massive multiple-input-multiple-output (MIMO) system, is a brand new communication
paradigm allowing for significant performance gain at the cost of excessively large amount of fronthaul
data and ultra-high computational complexity. These practical challenges inspire the subarray-based
processing architecture. Moreover, the spatial no-stationarity occurs and different portions of array
observe different channel properties. Therefore, the aforementioned aspects should be considered into
detector design for extra-large-scale massive MIMO systems. In this paper, the iterative detector is
developed leveraging the expectation propagation (EP) principle based on the factor graph describing
the subarray-based architecture. Its convergence is intuitively verified from the evolution analysis. We
also demonstrate that different sizes and numbers of subarrays yield similar performance. In addition,
we consider various implementation related aspects. We show that the non-stationary property can be
exploited to reduce complexity. To avoid excessively high-complexity matrix inversion, we propose a
hierarchical implementation architecture to enable parallel computation of simple-form matrix inversion.
Moreover, we modify the proposed EP-based detector which requires only one feedforward from each
subarray to the central processing unit to minimize the transfer latency. Simulation results demonstrate
that the proposed detector outperforms its counterparts and verify the validity of our analyses.
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2I. INTRODUCTION
Massive multi-user multiple-input multiple-output (MU-MIMO) is widely believed to be one
of the key techniques for the fifth-generation wireless systems [1]. This technique is proposed
to equip the base station (BS) with a large-scale antenna array (in the order of hundreds or
thousands) and simultaneously serve a relatively small number of mobile users on the same
time-frequency resource [2]. A great number of advantages, including substantial improvement
in spectral efficiency, energy efficiency, and spatial resolution, are promised by increasing the
antenna array dimension [3]. This approach is expected to facilitate ultra-high data rate and
system throughput. These advantages can be achieved by using a simple linear transceiver [4].
Massive MIMO communication systems have recently been implemented in academia and various
industries, and many prototyping systems have been constructed [5], [6], implying the potential
of its future commercial success.
Current cellular networks commonly adopt compact and co-located antenna deployment on
the top of a tower or roof, with relatively small antenna separation, such as in the order of
the wavelength. However, the conventional compact antenna deployment encounters numerous
practical challenges, such as the size and weight of the array and wind load, when the array
dimension expands to the number of several thousands or even tens of thousands. Moreover, the
compact deployment does not fully exploit the spatial dimension, thus, distributing antennas over
a substantially large area is desirable [7]. These conditions motivate us to embrace new types of
antenna deployment for arrays with extremely large dimension. For example, we can integrate
the antenna array into large structures, such as along the walls of tall buildings, airports, or large
shopping malls, or along the structure of a stadium [8]. Another way is to cooperate antennas or
arrays of antenna elements placed at distant geographical locations yielding distributed antenna
systems [9]. We refer to MIMO systems with an extremely large-scale antenna array as extra-
large-scale massive MIMO.
In the deployment of extremely large-scale antenna arrays, users are typically in the near-field
of the array, and spatial nonstationary properties appear along it [10]. The term ’nonstationary’
means that the different parts of the array may observe the same channel paths with varying power
or distinct channel paths [11], [12]. Specifically, the received energy from each user to different
portions of the array varies, and large received energy from a specific user can be observed on
a small part of the array only, which introduces an inherent sparsity in the channel matrix [13].
3By contrast, spatial stationary property means that the whole array receives approximately the
same from each user, which usually features MU-MIMO channels where a medium number of
(several tens of) antennas are deployed compactly at the BS. The nonstationary property can be
exploited to reduce the computational cost of data detection. Specifically, signal detection from
a specific user can be performed with the received signal from those antennas with sufficiently
large received energy from this user, thereby facilitating reducing the dimension of matrices to
be processed.
On the other hand, in extra-large-scale massive MIMO systems, especially in crowded sce-
narios, conventional processing architecture, where received signals from all antennas and full
channel matrix are involved in the centralized processing, faces many significant challenges. An
obvious one is the significant computation complexity due to the large number of antennas and
users. Even simple linear transceivers involve high-dimensional matrix operations and a great
number of complex value computations. Another prominent challenge is the need to transfer
excessively high amounts of baseband samples of extra-large-scale antenna array to the baseband
processing unit [14]. A promising solution is to divide the whole antenna array into a few disjoint
units, referred to as subarrays, each of which is associated with an individual processing unit
that accesses only its local signals [10]. In addition, a central processing unit is required to
produce the final output. This subarray-based architecture facilitates parallel processing of a few
low-complexity operations, which can be implemented by using parallel computation supporting
components (such as graphics processing unit) and parallel interconnections between subar-
rays and their local processing units, thereby reducing the interconnect bandwidth requirement.
In practical systems, subarrays may correspond to separate hardware entities or, alternatively,
software defined logical interconnections between different portions of a signal array and their
flexibly assigned processing resource [13]. In the former case, the number and size of subarrays
are fixed, whereas they are adaptable in the latter case. When spatial non-stationarity occurs,
the aforementioned subarray-based processing architecture appears particularly favorable. First,
significant received power from a specific user exists on only a small portion of subarrays due
to spatial nonstationarity, or alternatively, each subarray can be viewed to serve a small set of
users only. Each subarray only needs to process the signals from the users it serves, enabling
further complexity reduction. Moreover, near-field channel properties involving extremely large
arrays necessitate spherical wave channel modeling, thereby complicating the channel estimation.
Fortunately, a simplification of channel acquisition can be reached by decomposing the whole
4array in subarrays in which the channel is approximated as stationary [15], further inspiring
detector development based on subarrays.
This paper mainly focuses on efficient uplink multi-user detector development for the extra-
large-scale massive MIMO systems. Few initial studies have been conducted on this topic. Ref.
[16] examined the linear receiver for such a scenario. The work in [13] followed the successive
interference cancellation (SIC) principle, which detects the signal from a specific user from
the subarray with favorable interference conditions and then removes its contributions from the
other subarrays, to pursue performance improvement. The main drawback of this work is that the
detection of a certain user is from one subarray only, without combining the output from other
subarrays that also serve this user to improve performance. Moreover, the detection of different
users is performed in a serial manner, which does not fully exploit the parallel computation
potential of subarray-based architecture. Evidently, this topic still presents many spaces for
advancement. This work aims to extend one of the techniques developed for MIMO detec-
tion with conventional processing architecture, which performs well and already has reported
integrated circuit design, for fitting the subarray-based architecture and exploiting nonstationary
property. Expectation propagation (EP) is a good candidate technique that was first applied in
[17] to develop a MIMO detector. EP is a powerful iterative method for constructing tractable
approximations to a complex probability distribution involving high-dimensional summation or
integral [18], which is proven to converge to a Gaussian distribution with close mean and
covariance matrix to the corresponding moments of the original distribution. Ref. [17] shows
that an EP-based MIMO detector outperforms many classic and state-of-the-art solutions with
moderate computational complexity. Ref. [19] recently presented an integrated circuit design for
the EP MIMO detector, showing its potential in practical implementation in commercial systems.
Firstly, we describe the subarray-based architecture using a graphic model called factor graph
and then derive the iterative detector based on the basic principle of EP presented in [18], [20],
[21]. We find that many former studies, such as [17], [22], can be unified by the exploitation
of this principle for different forms of factor graph. This algorithm development idea will be a
promising solution for a variety of other applications. In addition, we derive a few properties
related to the proposed algorithm. For example, the convergence is intuitively verified through
evolution analysis, which is justified by simulation results. We also prove that the proposed
EP-based detector performs the same as the centralized one [17] when the channel matrix
presents i.i.d. entries, with any size and number of subarra
5under a non-i.i.d. channel matrix, different sizes and numbers of subarrays also yield similar
performances. This finding enables the complexity reduction of matrix inversion by including a
small number of antennas in each subarray. In addition to these signal processing aspects, we
discuss several aspects related to efficient implementation of the proposed detector. We first show
that the non-stationary property can be exploited to reduce complexity. Subsequently, we propose
a hierarchical implementation architecture to enable parallel computation of simple-form matrix
inversion for alleviating computational burden of its centralized computation. Finally, we modify
the proposed EP-based detector which requires only one feedforward from each subarray to the
central processing unit in the whole iterative procedure. This modification enables to minimize
the transfer latency caused by multiple information exchanges among different subarrays.
Notations: In this paper, we use lowercase and uppercase boldface letters to represent vectors
and matrices, respectively. For vector a, aj denotes the j-th entry of a; ℜa and ℑa denote its
real and imaginary parts respectively; and [a]A denotes the vector comprised by the elements
of a indexed by A. For matrix A, we indicate its conjugate transpose, trace and inverse by
AH , tr(A) and A−1 respectively. The operator ⊙ denotes the element-wise (Hadamard) product
between two vectors or matrices with identical sizes. The notation IN is used to denote the
N ×N identity matrix. For set A, |A| denotes its cardinality. For random variable x, E(x) and
Var(x) denote the expectation and variance of x respectively, while E(x | y) and Var(x | y)
denote the expectation and variance of x conditioned on y respectively. Lastly, the distribution
of a proper complex Gaussian random variable z with mean µ and variance ν is expressed by
z ∼ CN (z;µ, ν) =
1
piν
exp
[
−
|z − µ|2
ν
]
.
II. SYSTEM MODEL
We consider a MU-MIMO system where K single-antenna users are served by a BS equipped
with N ≥ K antennas in the same time frequency resource. Specifically, we study the design
of the multi-user detector at the BS side for the uplink. In the considered scenario, each user
encodes its own information bit stream and modulates it to be a sequence of constellation points
in X (e.g., 16-QAM). For a certain time slot, we denote the transmit symbol of the k-th user
by xk, and stack the transmit symbols of K users by the vector x = [x1, x2, · · · , xK ]T , where
x ∈ XK . The average energy of the transmit symbols of different users is assumed to be the
6same and denoted by Ex. The narrowband
1 equivalent baseband input-output relationship of the
uplink channel is given by
y = Hx+ n, (1)
where y ∈ CN denotes the received vector at the BS, H ∈ CN×K is the uplink channel matrix,
and n ∈ CN represents the additive white Gaussian noise (AWGN) vector with distribution
CN (0, σ2IN). The detector design aims to construct a reliable estimate of x with the knowledge
of received signals y and the channel matrix H for hard or soft decision.
A promising way to deal with a large data load and computational complexity caused by the
application of extremely large-scale antenna array (in the order of several thousands or tens of
thousands) is to partition the antenna array into a certain number of subarrays, each associated
with an independent processing entity. Following this idea, we partition the whole array of N
antennas into C ≥ 1 subarrays. Let Nc denote the number of antennas in c ∈ C = {1, 2, · · · , C},
and thus N =
∑C
c=1Nc. Correspondingly, the received and AWGN vectors and channel matrix
can be blocked in a row-wise manner as y = [yT1 ,y
T
2 , · · · ,y
T
C ]
T , H = [HT1 ,H
T
2 , · · · ,H
T
C ]
T , and
n = [nT1 ,n
T
2 , . . . ,n
T
C ]
T . Then, the received vector corresponding to the c-th subarray is given by
yc = Hcx+ nc, (2)
where Hc ∈ CNc×K denotes the channel matrix between K users and antennas in c-th subarray,
and nc ∈ CNc is noise vector corresponding to the c-th subarray.
We call (2) the full subarray model in the subsequent sections because it involves full channel
matrices. However, in extra-large-scale massive MIMO systems, detectors based on this full
subarray model involve high-dimensional matrix operations. The non-stationary property can
be exploited to pursue further complexity reduction. When non-stationarity occurs, the received
energy of each user is considered to be predominantly concentrated on a portion of subarrays,
which is usually significantly smaller than C. Specifically, only a limited portion of users can
be viewed as being served by a specific subarray. Therefore, the channel matrices {Hc}Cc=1 are
approximately vector sparse, that is, the columns of Hc corresponding the users with sufficiently
large received energy on the c-th subarray have major values, while other columns are close
1Although the detector is proposed for narrowband channel, its use in wideband channel can be supported by aligning it with
orthogonal frequency division multiplexing (OFDM) technique, which decomposes the convolutive multipath channels into a
bank of parallel flat-fading subchannels.
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Fig. 1: Block diagram of uplink baseband processing for subarray-based architecture (Enc. =
Encoder, Mod. = Modulator, CEst. = Channel Estimator, Equ. = Equalizer and Dec. = Decoder).
to zero. Then the channel estimator may trim the channel matrix by removing these columns
with values close to zero. The reduction in the channel matrix dimension will lead to reduced
complexity in various matrix computations in data detection. Following this idea, we define Kc
as the subset of users in K whose received signals have major energies on the c-th subarray,
and let Kc = |Kc| and xc = [x]Kc . Typically, Kc can be viewed to be much smaller than K.
We denote the trimmed local channel matrix H˜c as a Nc × Kc submatrix that comprises Kc
columns of the full local channel matrix Hc indexed by Kc. With the above trimmed notations,
the received model for each subarray is approximated by
yc = H˜cxc + nc, (3)
which will be called as trimmed subarray model.
Corresponding to this subarray-based architecture, the baseband processing framework can be
developed in the way shown in Fig. 1. Each subarray is associated with its local processing
module (LPM), which accesses only their individual channel matrix and received vector. In
particular, the c-th subarray produces the estimate of x on basis of yc and Hc or H˜c only
2, which
is feedforward to the central processing module (CPM). The CPM is used to process consensus
information delivered by each subarray (solid blue lines) that is exchanged among subarrays
2This paper mainly focuses on the detector development so we assume the local channel matrix, Hc or H˜c, is perfectly known
at each subarray. In practical systems, the local channel matrix of each subarray can be acquired by the transmission of uplink
pilot and the application of various efficient channel estimators, summarized in, e.g., [4].
8(dash green lines), and produce the final output. The blue and green lines may correspond to
dedicated fronthaul links, implemented by cables or optic fibers, or the data interfaces among
chips or software modules depending on different ways of subarray partitioning. In the subsequent
sections, we focus on detector design based on this subarray-based architecture.
III. EP DETECTOR FOR SUBARRAY-BASED ARCHITECTURE
In this section, we exploit the EP principle to develop the detector for subarray-based architec-
ture. We consider the fundamental full subarray model (2) to establish the technical foundation
and facilitate a few theoretical analyses from the signal processing perspective. We start by
providing detailed interpretations of the proposed detector, followed by intuitive convergence
justification and fixed point characterization. Discussions related to efficient implementation of
the proposed algorithm will be presented in the next section.
A. Algorithm Derivation
We develop a detector by constructing a reliable estimate of x on the basis of the classical
Bayesian inference framework [23], which is initiated by calculating the a posteriori distribution
as follows:
p(x|y,H) ∝ exp
(
−
‖y −Hx‖2
σ2
)
︸ ︷︷ ︸
∝p(y|x,H)
K∏
k=1
p(xk)︸ ︷︷ ︸
=p(x)
, (4)
where p(y|x,H) denotes the likelihood function with the known channel matrix H and p(x)
represents the a priori distribution of x. Without loss of generality, we consider the case where
{xk}Kk=1 are drawn independently from X with equal probabilities, namely, p(xk = x) = 1/|X |
for ∀x ∈ X . We can then attain excellent inference in accordance with several optimal criteria.
For example, we can achieve the minimum mean-square error (MMSE) criterion by computing
the a posteriori distribution of x. We can also achieve the maximum a posteriori (MAP) criterion
by searching x over XN which maximizes the a posteriori distribution in (4). However, direct
computation of the aforementioned estimates is intractable because of the calculation of the high-
dimensional integral or exponential complexity. This situation motivates us to pursue advanced
mathematical tools to effectively approximate (4) with tractable complexity and appropriately fit
the subarray-based architecture.
EP is an effective tool that can be used approximate complicated distributions, such as (4),
fitting appropriately the subarray-based architecture. The basic idea is to represent (4) using
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Fig. 2: Factor graph used for algorithm derivation. The hollow circles represent the variable
nodes and the solid squares represent the factor nodes.
a graphical model called factor graph associated with a certain factorization of (4). Compared
with the conventional EP-based MIMO detector [17], the factorization of (4) in this work further
considers the subarray-based architecture (2), which is given by
p(x|y,H) ∝ f0(x)
∏
c∈C
fc(x), (5)
with f0 (x) = p(x) and fc (x) = exp (−‖yc −Hcx‖2/σ2) for c ∈ C. In this manner, we represent
(4) as a non-loopy factor graph with vector-valued nodes in Fig. 2a. This factor graph contains
C + 1 factor nodes {f0, f1, · · · , fC} , and one variable node x. Then, we restrict messages
updated and transfered between nodes on the factor graph as Gaussian distributions. In principle,
Gaussian distributions can be fully characterized by their expectations and variances. Thus, we
only need to compute and propagate the expectations and variances of these messages. On this
basis, this process is named as expectation propagation. Then, we approximate the a posteriori
distribution (4) by computing and passing messages among the nodes in the factor graph (Fig.
2a) in an iterative manner based on certain rules, and we obtain Algorithm 1. We elaborate the
derivation of Algorithm 1 in Appendix A, while provide in the next subsection some operational
explanations for the proposed detector.
Remark 1: Various previously proposed algorithms can be verified to derive exploiting the EP
principle for certain forms of factor graph, in the same manner as the framework presented in
Appendix A. For example, the procedure in Appendix A can be followed to derive the original
centralized EP MIMO detector [17] with the factor graph shown in Fig. 2b by alternating between
the selection of the factors p(y|x,H) and p(x). Algorithms proposed in [22], [24]–[26] can also
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be derived on the basis of the EP principle for a factor graph similar to Fig. 2b. By introducing an
auxiliary variable and a factor node corresponding to the linear transformation, the EP principle
can be exploited to develop nonlinear estimation algorithms, such as [27]–[30]. Therefore, the
EP principle will continue to help in developing effective algorithms for a great number of other
applications, if we can describe the particular application scenario properly with a factor graph
allowing for feasible computation of messages.
B. Proposed Detector
The proposed EP-based detector is presented in Algorithm 1. The algorithm alternates between
the parallel LPMs for each subarray and the CPM iteratively. For the LPMs, coarse estimates
of x are produced based on their associated received vector, channel matrix, and inputs from
the CPM, followed by the calculation of their extrinsic information. The extrinsic information
of each subarray is fedforward (shown by the blue solid arrow in Fig. 1) as the consensus
information to the CPM to be combined. Subsequently, the CPM produces a refined estimate
of x in consideration of the a priori distribution of x, which is broadcasted back to each LPM
(shown by the green dotted arrow in Fig. 1) for their input of the next iteration. Then, we explain
in detail the operations of the proposed algorithm.
We start by explaining the operations performed in the LPMs of each subarray. At the
beginning of the iterative process, τc and γc are initialized to be 0 and E
−1
x respectively. At this
moment, no extra information about x is available except the mean and covariance of x. Then,
we compute the LMMSE estimation of x with respect to (w.r.t.) the linear model in (2) with
the a priori mean and covariance matrix given by γc and τ
−1
c IK respectively. Following [23,
Theorem 12.1] with some manipulations on the basis of the matrix inversion lemma, we can
obtain the a posteriori covariance matrix and mean of x by (7a) and (7b), respectively. Next, we
calculate the average a posteriori variance and take its reciprocal as ωc in (7c). Subsequently, we
calculate the extrinsic information, which can be obtained by excluding the a priori distribution
of x from its a posteriori distribution. Following the Gaussian message combining rule [31, (54)
and (55)], the extrinsic variance and mean can be given by (8a) and (8b) respectively. They are
then transferred to the CPM via the feedforward link.
Subsequently, we turn to the operations performed by the CPM. After collecting all extrinsic
means and variances from each subarray, the CPM performs the maximum-ratio combining
11
Algorithm 1: EP-based Detector for subarray-based architecture
Input: yc and Hc for c ∈ C;
Initialization:
→
xc= 0 and ηc = 0 for c ∈ C, ω0 = E−1x and xˆ0 = 0;
repeat
Parallel processing performed by each subarray (c ∈ C)
(1) The a priori mean and variance of x for c-th subarray
τc = ω0 − ηc (6a)
γc =
1
τc
(
ω0xˆ0 − ηc
→
xc
)
(6b)
(2) The a posteriorii mean and variance of x for c-th subarray
Σc =
(
σ−2HHc Hc + τcIK
)−1
(7a)
xˆc = Σc
(
σ−2HHc yc + τcγc
)
(7b)
ωc =
(
1
K
tr (Σc)
)−1
(7c)
(3) The extrinsic mean and variance of x for c-th subarray
ηc = ωc − τc (8a)
→
xc=
1
ηc
(ωcxˆc − τcγc) (8b)
Combination and processing performed at CPM
(4) MRC combination:
τ0 =
C∑
c=1
ηc (9a)
γ
0
=
1
τ0
C∑
c=1
ηc
→
xc (9b)
(5) MMSE estimation of x:
xˆ0,k = E{xk|γ0,k, τ0}, for k ∈ K (10a)
v0,k = Var{xk|γ0,k, τ0}, for k ∈ K (10b)
ω0 =
(
1
K
K∑
k=1
v0,k
)−1
(10c)
until a certain termination criteria holds;
Output: xˆk = argmin
x′∈X
|x′ − γ0,k|
2
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(MRC) expressed by (9a) and (9b). The above MRC forms γ0 as an AWGN observation of x
with noise power τ−10 , that is
γ0 = x+ n0, (11)
where n0 ∼ CN (0, τ
−1
0 I). Together with the knowledge that each entry of x are equi-probably
taken from the constellation X , we prepare to calculate the MMSE estimation of x from (11).
Equivalently, we compute the a posteriori mean and variance of xk for k ∈ K w.r.t. the posterior
probability
P(xk|γ0,k, τ0) =
CN (γ0,k; xk, τ
−1
0 )P(xk)∑
x∈X
CN (γ0,k; xk, τ
−1
0 )P(x)
,
Then the explicit expressions of xˆ0,k and v0,k can be given by
xˆ0,k =
∑
x∈X
x CN
(
x; γ0,k, τ
−1
0
)
∑
x∈X
CN
(
x; γ0,k, τ
−1
0
) , (12a)
v0,k =
∑
x∈X
|x|2CN
(
x; γ0,k, τ
−1
0
)
∑
x∈X
CN
(
x; γ0,k, τ
−1
0
) − |xˆ0,k|2. (12b)
Finally, the estimate xˆ0 and its corresponding average MSE computed in (10c) are sent back
to the LPMs of each subarray through the feedback link. Next, each subarray calculates their a
priori mean and variance of x as (6b) and (6a) respectively, thereby starting the next iteration.
The above process is performed iteratively until a certain iteration stopping criterion is met. The
most convenient stopping criterion is the maximum iteration numbers. After the convergence
of the iteration, we obtain the approximated marginal posterior probability P(xk | y,H) ≈
CN (xk; xˆ0,k, v0,k).
When computing
→
xc in (8b), ηc is divided. The subsequent operations in (9b) and (6b) include
ηc
→
xc. To avoid redundant division and multiplication of ηc, in practical applications, we can
compute
→
xc by
→
xc= ωcxˆc − τcγc. Accordingly, the computation of γ0 and γc in (8b) and (6b)
can be simplified to be
γ0 =
1
τ0
C∑
c=1
→
xc, γc =
1
τc
(
ω0xˆ0−
→
xc
)
.
C. Intuitive Verification of Convergence
Firstly, we characterize the performance for the proposed EP-based detector based on the
evolution technique. Its basic idea is to select a few key parameters, which can be applied to
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characterize the statistical behavior of the iterative process and then to calculate the so-called
transfer functions to track their evolution via iterations. We can observe from Algorithm 1 that
the final estimate of x is produced from their AWGN observation γ0 and that its performance can
be determined by the average noise power τ−10 from well-established formulas. Therefore, the
first parameter is selected as ρ = τ−10 . In addition, from (8a) and (9a), we find that τ0 and {τc}
C
c=0
are mutually related in a recursive manner. Hence they should also be selected as the parameters
to be examined. To enable concise expression, we denote νc = τ
−1
c for c ∈ C. Subsequently, we
calculate transfer functions ρ and νc’s to show their evolution with the iteration, thereby inducing
the following proposition.
Lemma 1: The evolution of parameters ρ and νc’s can be characterized recursively by
ρt =
(
C∑
c=1
(
1
msec (νtc)
−
1
νtc
))−1
, (13a)
νt+1c =
(
1
mse0 (ρt)
−
(
1
msec (νtc)
−
1
νtc
))−1
for c ∈ C, (13b)
which is initiated by ν1c = Ex for ∀c ∈ C, where the subscript t denotes the iteration index, λi,c
is the ith eigenvalue of the matrix HHc Hc, msec (ν
t
c) denotes the average MSE of the estimator
(7c) given Hc and ν
t
c for each subarray c ∈ C, which is given by
msec
(
νtc
)
=
1
K
K∑
i=1
σ2νtc
λi,cνtc + σ
2
, (14)
with and mse0 (ρ
t) denotes the average MSE of the MMSE estimation of x given its AWGN
observation r with average noise power ρt, which is given by
mse0
(
ρt
)
= Er
{∣∣x− Ex|r [x|r]∣∣2} . (15)
Proof: The transfer function of ρ from νc’s in (13a) can be calculated straightforwardly by
substituting (8a) into (9a). Note that here we compute the average a posteriorii variance ωc of the
estimator (7c) by applying the singular-value decomposition (SVD) of Hc. The transfer functions
of νc’s from ρ can be calculated similarly by substituting (8a) into (6a). For a sufficiently large
N , the average a posteriorii variance ω0 in (10c) can be computed compactly by (15) from the
central limit theorem.
The above evolution analysis has many interesting applications, such as intuitive convergence
verification. Proving the overall convergence of the proposed EP-based detector is generally
difficult [20]. However, the result of the evolution analysis provides us with the possibility to
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justify the convergence intuitively if we can show that the sequences {ρt} and {νtc}
C
c=1 w.r.t. t
are bounded and monotonous, as shown in the proposition below. Later in Section V, we will
show through simulation results that the evolution analysis can provide precise performance
prediction, and that the proposed algorithm converges.
Proposition 1: The sequences {ρt} and {νtc}
C
c=1 w.r.t. t are bounded and monotonically de-
creasing.
Proof: See Appendix B.
D. Fixed Point Characterization
In this subsection, we characterize the fixed points of the proposed EP-based detector. In
particular, we show that the fixed points are stationary points of a relaxed version of the KL
divergence minimization distribution approximation problem. We then clarify the relation of the
fixed points to the replica prediction of the asymptotic MMSE performance. Before proceeding,
a simple consistency result, which is needed by subsequent discussions, is given by Lemma 2.
Lemma 2: For any fixed point of proposed EP-based algorithm with τ0 +
∑C
c=1 τc > 0, we
have
ω0 = ω1 = · · · = ωC := ω =
1
C
(
τ0 +
C∑
c=1
τc
)
, (16a)
xˆ0 = xˆ1 = · · · = xˆC := xˆ =
1
C
·
τ0γ0 +
∑C
c=1 τcγc
τ0 +
∑C
c=1 τc
. (16b)
Proof: Substituting (8a) into (6a), we have ω0 = ωc for c ∈ C. Similarly, substituting (8b)
into (6b), and together with the fact that ω0 = ωc, we have xˆ0 = xˆc for c ∈ C. Then, (16a) and
(16b) can be proved by combining (8a) with (9a), and combining (8b) with (9b) respectively.
The typical task of approximating a complicated distribution, such as (4), is to minimize the
Kullback-Leibler (KL) divergence between the approximated distribution and the original one
over a given distribution family. However, this minimization is generally intractable as it involves
a search over a family of K-dimension distributions. However, exploiting certain relaxations
of the aforementioned KL divergence minimization problem allows for feasible solutions. The
following proposition reveals that the fixed points of the proposed detector characterizes the
stationary point of a particular relaxed version of the KL divergence minimization problem.
15
Proposition 2: Denote the probability density functions b0(x), {bc(x)}
C
c=1, and q(x) parame-
terized by the common values ω and xˆ of the fixed points shown in (16a) and (16b) as
b0(x) :=
1
Z0 (γ0)
p(x) exp
[
−τ0‖x− γ0‖
2
]
, (17a)
bc(x) :=
1
Zc (γc)
exp
[
−
1
σ2
‖yc −Hcx‖
2 − τc‖x− γc‖
2
]
, (17b)
q(x) :=
1
Zq (xˆ)
exp
[
−ω‖x− xˆ‖2
]
, (17c)
where Z0 (γ0), {Zc (γc)}
C
c=1, and Zq (xˆ) are the normalization factor for their corresponding
density functions. Then, b0(x), {bc(x)}Cc=1 and q(x) are the stationary points of the optimization
of the Bethe free energy subject to the moment-matching constraints, which is expressed as
min
b0,b1,··· ,bC
max
q
J (b0, b1, · · · , bC , q) :=
C∑
c=0
KL
(
bc‖e
log fc(x)
)
+ CH(q) (18a)
s.t. Ebc(x) = Eq(x) for c = 0, 1, · · · , C, (18b)
1
K
∑
k∈K
Ebc(|xk|
2) =
1
K
∑
k∈K
Eq(|xk|
2) for c = 0, 1, · · · , C. (18c)
where KL (· ‖·) denotes the KL divergence of two distributions and H(·) denotes the differential
entropy. In addition, ω and xˆ satisfy that
xˆ = Eb0(x) = Eb1(x) = · · · = EbC (x) = Eq(x), (19a)
ω−1 =
1
K
∑
k∈K
Eb0(|xk|
2) =
1
K
∑
k∈K
Eb1(|xk|
2) = · · · =
1
K
∑
k∈K
EbC (|xk|
2) =
1
K
∑
k∈K
Eq(|xk|
2).
(19b)
Proof: See Appendix C.
Now, we show how the KL divergence minimization problem is relaxed to be problem (18).
Under the constraint that b1(x) = · · · = bC(x) = q(x), the minimization of J (b1, · · · , bC , q)
in (18a) is equivalent to approximate p(x|y,H) in (4) by a distribution with minimum KL
divergence with p(x|y,H), which is still intractable. We further relax the constraint b1(x) =
· · · = bC(x) = q(x) to be the moment-matching constraint in (18b) and (18c), which requires a
match in their first moments and average in their second moments. Then, we provide an intuitive
explanation of (11) as follows.
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Remark 2: Consider the belief estimate b0(x) given by (17a). If γ0 is modeled as a random
vector, then (17a) implies that b0(x) represents the a posteriori of x given γ0, namely, p (x|γ0).
Then, from the Bayes rule, we can express the likelihood function as
p (γ0|x) =
p (γ0)
Z0 (γ0)
exp
[
τ0‖x− γ0‖
2
]
,
where p (γ0) denotes the marginal distribution p (γ0) =
∫
p (x|γ0) p (x) dx. An admissible
choice of p (γ0) that satisfies p (γ0) ≥ 0,
∫
p (γ0) dγ0 = 1, and
∫
p (γ0|x) dγ0 = 1 is p (γ0) =
pi−NτN0 Z0 (γ0). Then, we have p (γ0|x) = CN (γ0;x, τ0I). In this case, we can interpret γ0
as an unbiased estimate of x Gaussian estimation error of variance τ0. On this basis, we can
calculate the log-likelihood ratio (LLR) through γ0 and τ0 for soft decoding. In addition, the
hard decision can also be performed by determining xk ∈ X for each k ∈ K with the shortest
distance to γ0,k, as we do in Algorithm 1.
Next, we characterize the asymptotic performance of the proposed EP-based detector as the
following proposition.
Proposition 3: When H is a random matrix with i.i.d. elements, for any fixed point ω and τ0
of proposed EP-based detector, it holds that
τ0 = Rσ2HHH(−ω
−1), ω−1 =
1
K
∑
k∈K
Eb0(|xk|
2), (20)
under the large system regime where N,N1, N2, · · · , NC , K → ∞ with K/N being a fixed
constant.
Proof: See Appendix D.
Remark 3: We find that (20) is identical to the fixed-point equation characterization of the
asymptotic MSE performance for (4) derived from the replica method [32][Eq. (17)]. Therefore,
when the channel matrix H contains i.i.d. entries, the proposed EP detector can potentially
achieve the MMSE performance in certain asymptotic and random regimes. In other words,
under any number and size of subarray, the proposed detector will produce similar performance.
Furthermore, simulation results show that even when H is non-i.i.d., reducing Nc does not result
in significant performance loss. As discussed in Section IV-B, including a small number of
antennas in each subarray allows for simple-form computation of matrix inversion required in
LMMSE estimation in each iteration. The above observations inspire us to parallelize the matrix
inversion into several parallel simple computations, giving rise to the hierarchical implementation
architecture proposed in Section IV-B.
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IV. EFFICIENT IMPLEMENTATION-RELATED ISSUES
In this section, we shift our discussion from an engineering perspective and focus on how
to make the proposed EP-based detector hardware friendly. In Subsection IV-A, we exploit the
non-stationarity to reduce the computational complexity and the amount of data required to
interchange through the interface between subarrays and the CPM. Then, in Subsection IV-B,
we propose a hierarchical architecture that enables parallel computation of matrix inversion with
low complexity. Finally in Subsection IV-C, we modify the proposed EP-based detector so that
only one feedforward from subarrays to the CPM is contained in the whole iteration procedure.
A. EP-based detector exploiting non-stationarity
In this subsection, the non-stationarity is exploited in the EP-based detector. Specifically, we
derive the iterative procedure based on a factor graph describing the trimmed subarray model
(3) employing the framework shown in Appendix A. In consideration of the non-stationarity,
each subarray can be viewed to serve only a small portion of users rather than all users. Then,
we modify the factor graph by using individual variable nodes to represent each user instead of
using a single variable node to represent all users. Factor nodes corresponding to the subarray,
such as the c-th array have connections only to variable nodes corresponding to users in Kc. Fig.
3 gives an example of such a factor graph describing a system with K = 5 users and C = 4
subarrays where K1 = {1, 2, 3}, K2 = {2, 4}, K3 = {3, 5} and K4 = {1, 4, 5}.
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Fig. 3: Factor graph corresponding to the trimmed subarray model.
Using the same way as in Appendix A for the factor graph in Fig. 3, the EP-based detector w.r.t.
the trimmed subarray model can be constructed in the same form of Algorithm 1. The principal
advantage of exploiting the trimmed subarray model is the reduction in matrix computations
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and the amount of data needed to transfer through the interface between the subarray and the
CPM. This reduction occurs because factor nodes {f1, · · · , fC} connect only to variable nodes
corresponding to users in the sets {K1, · · · ,KC} instead of all. Then, the dimension of the
message from the factor, such as fc, to the variable nodes,
→
xc is reduced from K to Kc. This
reduction also occurs in the dimension of the message from the variable nodes to the factor,
such as fc
3. Accordingly, the LMMSE estimation in each subarray is performed for xc rather
than x. In this case, Step (2) in Algorithm 1 is given by
Σc =
(
σ−2H˜Hc H˜c + τcIKc
)−1
, (21a)
xˆc = Σc
(
σ−2H˜Hc yc + τcγc
)
, (21b)
ωc =
(
1
Kc
tr (Σc)
)−1
.
Then, the number of complex-value multiplication required in (21b) is reduced from K(Nc+K)
to Kc(Nc + Kc), and the number of complex-value multiplication required in (21a) using the
strategy in Algorithm 2 is reduced from NcK(2K + 1) to NcKc(2Kc + 1). Typically, Kc is
much smaller than K, which results in considerably reduced complexity in matrix computations.
Moreover, corresponding to the change of factor graph in the connections between factors
{f1, · · · , fC} and variable nodes, we need to modify the MRC combination in Step (4) of
Algorithm 1 by
τ0,k =
∑
c∈Ck
ηc, γ0,k =
1
τ0,k
∑
c∈Ck
ηc
→
xc,k
for k ∈ K, where Ck denotes the set of subarray in which the k-th user is served. When computing
xˆ0,k and v0,k in (12a) and (12b), we substitute τ0 by τ0,k.
B. Hierarchical Implementation Architecture
The primary bottleneck in the practical implementation of the proposed EP-based detector
is that the matrix inversion in (7a), whose complexity is in the order of K3 considering full
subarray model, or K3c considering trimmed subarray model, is required in every iteration. Under
a crowded scenario, this complexity is unaffordable. However, when the antenna number in each
subarray is small, a simple computation of the matrix inversion can be performed. Consider
the extreme case, Nc = 1, in which a computationally efficient formula ia available for the
3Here, the c-th subarray only needs [xˆ0]Kc for the next iteration
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matrix inversion. In this case, Hc is the c-th row of H. The matrix H
H can be blocked as
HH = [h¯1, h¯2, · · · , h¯C ]. Then Σc in (7a) can be calculated in a very simple form shown below,
Σc = τ
−1
c I−
τ−2c σ
−2h¯ch¯
H
c
1 + τ−1c σ
−2h¯Hc h¯c
, (22)
which involves the multiplication of a column and a row vector divided by a scalar. When Nc is
adequately small4, the matrix inversion can be computed by recursively using the above formula
for Nc times by exploiting the following observation:
Σc =
(
τcIK + σ
−2
Nc∑
j=1
h¯j,ch¯
H
j,c
)−1
.
We let Ac,0 = τcIK and Ac,j = τcIK + σ
−2
∑j
i=1 h¯i,ch¯
H
i,c. Evidently, Σc = A
−1
c,Nc
and Ac,j =
Ac,j−1 + σ
−2h¯j,ch¯
H
j,c. If A
−1
c,j−1 is given, A
−1
c,j can be then obtained in the same manner as (22).
On the basis of the above observation, Σc can be calculated recursively using the procedure
given by Algorithm 2.
Algorithm 2: Recursive computation of Σc
Input: τc, σ
2 and Hc;
Initialization: Ac,0 = τcIK ;
for j = 1, 2, · · · , Nc do
A−1c,j = A
−1
c,j−1 −
σ−2A−1c,j−1h¯c,jh¯
H
c,jA
−1
c,j−1
1 + σ−2h¯Hc,jA
−1
c,j−1h¯c,j
end
Output: Σc = A
−1
c,Nc
If Nc is a very small number, such as 1, 2, or 4, and N is relatively large, such as 512,
the number of subarrays is excessive. In this condition, the amount of data that needs to be
interchanged through the interface between subarrays and the CPM will be large. In some cases,
Nc is fixed by hardware constraint, which cannot be adapted flexibly. Then, the above strategy
to make Nc small is not feasible. To keep C a reasonable number but let the above strategy
work, we propose to implement the proposed algorithm in a hierarchical manner by further
dividing each subarray into several secondary subarrays. For example, we divide Nc antennas
4What number of Nc can be called adequately small depends on the computational speed of the component in which the
algorithm is implemented.
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in the c-th subarray into Mc secondary subarrays. Then, we denote the antenna number in the
c′-th secondary subarray by Nc,c′. Although Nc may be a relatively large number, we can set
Nc,c′ to be small numbers such as 1, 2, or 4. The LPM of each subarray assigns Mc parallel
computation units for each secondary subarray. Then yc and Hc can be further blocked as
yc = [y
T
c,1,y
T
c,2, · · · ,y
T
c,Mc
]T and Hc = [H
T
c,1,H
T
c,2, · · · ,H
T
c,Mc
]T respectively. In each iteration,
each secondary subarray performs Steps (1) - (3) of Algorithm 1, substituting the subscripts
of all variables with subscript ’c’ by ’c,c′’. After the extrinsic information of each secondary
subarray ηc,c′ and
→
xc,c′ are obtained, each subarray combines them as its extrinsic information
to deliver to the CPM as
ηc =
Mc∑
c′=1
ηc,c′,
→
xc=
1
ηc
Mc∑
c′=1
ηc,c′
→
xc,c′ .
After ω0 and xˆ0 are fe dback from the CPM, each subarray broadcasts them to its secondary
subarrays to start the next iteration. The above hierarchical operation is equivalent to ensure a
small number Nc of antennas in each subarray. Notably, the above discussion is for the algorithm
corresponding to the full subarray model and the same way can be directly applied for the
algorithm for trimmed subarray model.
C. Modified EP-based detector requiring one feedforward
Another practical challenge is that multiple feedforwards and feedbacks need to be performed
in every iteration for the information exchange between subarrays and the CPM. However, in
some application cases where the hardware of the subarrays and the CPM are placed distantly and
connected by dedicated fronthaul links, such frequent iterative information exchange suffers from
high interconnect latency. To address this issue, we expect a modified version of the proposed
EP-based detector that requires only one feedforward in the whole iterative procedure. The most
straightforward idea for this is to perform the proposed detector with one iteration. Nonetheless,
it prevents performance improvement via iterations inherently provided by EP-based algorithms.
Notably, when non-stationary occurs, each subarray serves only a small portion of active users,
and the overlap among sets of users served by different subarray is considerably small. Therefore,
disabling information among subarrays may not result in a significant performance loss. Follow-
ing this observation, we propose to conduct in parallel the process of the centralized EP-based
detector proposed in [17] or Algorithm 1 in each subarray for the input-output relationship (3).
After the iterative procedure converges in each subarray, they transfer their extrinsic information
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ηc and
→
xc of to the CPM for performing MRC (Step (4) in Algorithm 1) and producing the final
estimate of x.
V. SIMULATION RESULTS
In this section, we demonstrate numerical results for performance evaluation and comparison.
We take the uncoded bit error rate (BER) as the performance metric using Monte Carlo sim-
ulations of 10,000 independent channel realizations. Without the loss of generality, we set the
number of antennas in each subarray Nc to be identical in our simulations. In addition, we mark
the iteration numbers in the figures below to provide clues about the computational delays of
each algorithm.
A. Stationary Case
In this subsection, we simulate the basic stationary case where a moderate number of antennas
are compactly installed. Various algorithms proposed for the full subarray model (2) are evaluated
and compared to examine their lossless performance and verify the validity of our analysis.
The stationary case corresponds to compact antenna deployment. Hence, the correlation among
antennas are considered. Since stationary case corresponds to compact antenna deployment, we
will consider correlation among antennas here. We generate the channel matrix in our simulations
as H = Σ
1
2
RHR, where HR is the Rayleigh fading matrix with i.i.d. Gaussian entries with zero
mean and variance K−1, and ΣR characterizes the correlation among the elements of the antenna
array, whose (i, j)-th entry is set to be κ|i−j|, where κ will be called correlation coefficients
subsequently. Moreover, we set the number of antennas N = 64 and the number of users K = 16
and elements of x are drawn independently from the equiprobable 16-QAM constellation.
We first present the uncoded BER provided by Algorithm 1 versus the iteration numbers under
different numbers of Nc in Figs. 4a - 4d. The results of Rayleigh channel (κ = 0) and correlated
channel (κ = 0.5) are shown. We observe from these figures that in all cases, the values of BER
initially reduce and then remain stable with only minor fluctuations. This observation alleviates
our worries about the possible numerical instability of the proposed algorithm with a small
number of antennas in each subarray (Nc =1,2 and 4) and the correlated channel. The results
in Fig. 4 justify our analysis in Section III-B. From Fig. 4, we also find that, with smaller
number of antennas in each subarray, one or two more iterations are required to attain the
numerical stability. Specifically, when Nc = 1, 2, or 4, the numerical stability is attained with
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Fig. 4: BERs versus the iteration numbers of the proposed EP detector (namely, Algorithm 1)
under different values of Nc and κ and SNR of 0 and 5 dB.
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(b) Performance after numerical stability
Fig. 5: BERs versus the size of each subarray Nc of the proposed EP detector (namely, Algorithm
1) under κ of 0 and 0.5, and SNR of 0 and 5 dB.
5 or 6 iterations, whereas with larger Nc = 16, 4 iterations are enough to attain the numerical
stability. The decrease in BER is minor in the last few iterations. Therefore, we recommend
performing 3 or 4 iterations rather than waiting until stability is achieved completely in the
practical applications.
To examine the impacts of the value of Nc on the performance of one iteration and that
after stability, we provide BER versus Nc with different iteration numbers in Fig. 5, where we
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Fig. 6: Comparison of the BER performances of various detectors proposed for the full subarray
model under Nc = 2, and κ = 0 and 0.5.
include the performance of seven iterations as that after stability. As implied by Fig. 5a, larger Nc
leads to better BER performance when one iteration is performed. It finding is natural because
one iteration of Algorithm 1 is equivalent to conducting MRC for the LMMSE detection for
each subarray without any information exchange among different clusters, thereby improving
the performance. Then, in the application scenario where only one iteration is allowed, having
more antennas in each subarray is favorable. However, different results can be observed for the
performance after stability. For the Rayleigh channel, the partition into subarrays does not result
in performance loss compared with centralized case, namely, Nc = 64, thereby justifying the
results revealed in Proposition 3. Meanwhile, in the correlated channel, small Nc values give
rise to slight performance loss compared with larger value of Nc. We can conclude from the
above observations that the computational complexity of matrix inversion can be alleviated by
partitioning into subarrays with a small number of antennas in each of them at a low cost of
performance degradation.
Then, in Fig. 6, we compare the performance of Algorithm 1 with that of various algorithms
under full subarray model, including decentralized conjugate gradient (DeCG) and alternating
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direction method of multipliers (DeADMM) proposed in [33]5, and the original centralized EP
MIMO detector proposed in [17]. To facilitate parallel simple computation of matrix inversion
using Algorithm 2, we set Nc = 2, which yields a similar performance as that under larger Nc
as shown in Fig. 5b. In particular, the performances achieved with one iteration are emphasized
because performing one iteration takes up the least computational resource and requires only one
feedforward. We find from Fig. 6 that with one iteration, Algorithm 1 performs better than DeGC
and DeADMM. Similarly, after attaining numerical stability, Algorithm 1 also outperforms DeGC
and DeADMM. Moreover, we observe that the performance of Algorithm 1 approaches that of
the centralized EP MIMO detector. This observation is consistent with the results shown in Fig.
5. Finally, when implementing DeADMM, we tend to choose larger Nc, as we observe that when
Nc = 2, DeADMM requires several times number of iterations to attain the same performance
as that when Nc = 16. Therefore, choosing smaller Nc gives rise to further computational delay.
B. Non-stationary Case
In this subsection, we consider a linear antenna array for our simulation setup, where the length
of array is 250 meters with N = 512 antennas, and K = 16 active users have the same distance
to the array and are uniformly distributed along the array. Under this setting, the received energy
from each user varies among different portions of the antenna array, and spatial non-stationarity
occurs. We then compare the performances of the algorithms that are proposed for the trimmed
subarray model. On this basis, we generate the channel matrix as H = D⊙HR, where HR is
the Rayleigh fading matrix, and D contains the large-scale fading factors whose (i, j)-th entry
is given by d−1ij with dij denoting the distance between i-th antenna and j-th user. The process
of channel matrix acquisition is not simulated, therefore, we utilize [13, Algorithm 2] for the
full channel matrix H with the power threshold set to 0.9 to determine which part of users is
served by each subarray. In this manner, we generate trimmed channel matrices {H˜c} used in
our simulations.
Fig. 7 shows the BER versus the iteration numbers for the EP-based detector derived for the
trimmed subarray model (Section IV-A) under different Nc and SNRs. In all cases, the reductions
in the BER values are minor after two iterations, meaning that numerical stability is reached.
Thus, in the practical application, we recommend to perform two or three iterations. In addition,
5In our simulation, we used part of the code downloaded from https://github.com/VIP-Group/DBP
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Fig. 7: BERs versus iteration numbers of the proposed EP detector (namely, Algorithm 2) under
different values of Nc and SNR of -5 and 0 dB.
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Fig. 8: Comparison of the BER performances of various detectors considering the trimmed
subarray model under different values of Nc and SNR.
as the value of Nc decreases, slight performance loss can be observed (this finding can also be
observed in Fig. 8a). Hence, in practical scenario with non-i.i.d. channel matrix, implementing
the hierarchical implementation architecture proposed in Section IV-B is only at a minor cost of
BER performance.
As shown in Fig. 8, we compare the BER performances of different algorithms that are
proposed for the trimmed subarray model, including the EP-based detector derived for the
trimmed subarray model (Section IV-A), the modified EP-based detector requiring one feed-
forward (Section IV-B), and the benchmark algorithm following the principle of SIC proposed
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in [13, Algorithm 3]. Fig. 8a shows the curve of BER versus Nc, and Fig. 8b shows that of BER
versus SNR. In general, the EP-based algorithms outperform SIC-based algorithm proposed in
[13, Algorithm 3]. When applying EP-based algorithms, we prefer to set a smaller Nc because
doing so allows us to parallelize the matrix inversion to reduce complexity. However, when
applying [13, Algorithm 3], we tend to set larger Nc because setting smaller Nc suffers from
significant performance loss. In addition, in the small SNR regime, the performance degradation
of the modified EP-based detector requiring one feedforward is minor. As SNR increases, this
performance degradation further increases. Therefore, the one feedforward method is favorable
in the small SNR regime.
VI. CONCLUSION
In this paper, the EP principle was exploited for the derivation of an efficient detector of
extra-large-scale massive MIMO systems with the subarray-based processing architecture. We
described the a posteriori distribution as a factor graph and developed the iterative algorithm by
computing and transferring messages among different nodes on the factor graph. We intuitively
verified the convergence of the proposed algorithm via the evolution analysis. We also charac-
terized the fixed points of the algorithm. We proved that these fixed points are the stationary
points of the Bethe free energy optimization subject to the moment-matching constraints and are
identical to the fixed point equations derived from the replica method. We also discussed many
implementation-related aspects, such as how to exploit non-stationarity for complexity reduction,
the hierarchical implementation architecture to allow for parallel simple computation of matrix
inversion, and the design of an algorithm with only one feedforward. Finally, we demonstrated
through simulation results that the proposed detector outperforms its counterparts and verified
the validity of our analysis.
APPENDIX A
MESSAGE-PASSING DERIVATION OF ALGORITHM 1
In this appendix, we present the message-passing derivation of Algorithm. Following the EP
principle [18], [20], [21], we constrain the messages to dwell in the family F of Gaussian-
distributed vectors with independent elements, which can be represented by CN (x;m, diag(v)),
and the messages are computed and updated iteratively by performing the steps below.
1) Factor selection: One or a set of factors is selected from {f0, f1, · · · , fC}.
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2) Variable-to-factor messages: The message(s) from the variable node x to the selected factor
node(s), such as fi, is computed by
µx→fi (x) =
∏
j 6=i
µfj→x (x). (23)
3) Factor-to-variable messages: To compute the message(s) from the selected factor node(s),
such as fi, to the variable node x, the approximate belief bfi(x) is initially computed at fi,
which is given by
bfi(x) = arg min
b(x)∈F
D1 [µx→fi (x) fi (x)‖b(x)] , (24)
where the divergence measure for two distributions, such as p(x) and q(x), D1 [p (x) ‖q (x) ]
is defined by
D1 [p (x) ‖q (x) ] =
∫
p (x) log
p (x)
q (x)
dx+
∫
(q (x)− p (x))dx,
Then we set the message µfi→x (x) as µfi→x (x) ∝ bfi(x)/µx→fi(x).
Remark 4: Now, we consider the minimization in (24). Following the result in [20], the belief
bfi(x) ∈ F minimizing D1 in (24) is obtained as CN (x;mq, diag(vq)), where mq and vq
denote the vectors comprising the mean and variance of each element of x w.r.t. the distribution
µx→fi (x) fi (x) respectively. In addition, similar to many practical applications of EP, such as
[22], [24]–[26], we take the average of vq as the variance for the belief, which yield bfi(x) ∝
CN (x;mq, K
−1tr(diag(vq))IK), to save the computational resources when implementing the
algorithms.
Then, we elaborate how to construct Algorithm 1 from the aforementioned rules. In accordance
to the decentralized processing architecture in Fig. 1, we alternate the associated Steps (2) and
(3) between the selection of factors {f1, · · · , fC} and that of factor f0, which corresponds to
the processing in each LPM and that at the CPM. At the first iteration, we skip the Step (2)
and initialize the message from the variable node x to factors {f1, f2, · · · , fC} by µx→fc (x) =
CN (x; 0, ExI) for c ∈ C. Notably, in Algorithm 1, τc and γc denote the reciprocal of the
variance and mean of messages {µx→fc}
C
c=0 respectively, namely µx→fc(x) = CN (x;γc, τ
−1
c I).
Therefore, the initialization of Algorithm 1 along with (6a) and (6b) yield the above initializations
for µx→fc (x)’s. Then, we proceed to Step (3), which starts by computing the approximate
belief {bfc(x)}
C
c=0 for c ∈ C. To solve the D1-minimization problem in (23), we compute the a
posteriori mean and covariance matrix w.r.t. the likelihood functions fc (x) = CN (y;Hcx, σ2I)
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and the Gaussian a priori µx→fc (x). From [23, Theorem 12.1], this a posteriori distribution is
Gaussian with covariance matrix Σc and mean xˆc derived as (7a) and (7b), respectively. Then
we take the reciprocal of the average diagonal elements for Σc as ωc in (7c). Finally, we have
bfc(x) = CN (x; xˆc, ω
−1
c I). Next, we set the message µfc→x (x) to be the ratio of the approximate
belief bfc(x) to the most recent message µx→fc (x), which is given by
µfc→x (x) =
bfc(x)
µx→fc (x)
=
CN (x; xˆc, ω−1c I)
CN (x;γc, τ
−1
c I)
∝ CN
(
x;
ωcxˆc − τcγc
ωc − τc
, (ωc − τc)
−1I
)
. (25)
Then, we have µfc→x (x) ∝ CN
(
x;
→
xc, η
−1
c I
)
with ηc = ωc − τc and
→
xc= (ωcxˆc − τcγc) /ηc,
which yields (8a) and (8b).
Subsequently, we select the factor f0. In accordance with Step (2), we set the message
µx→f0 (x) to be the product of messages passing from factors {f1, f2, · · · , fC} to x, then
µx→f0 (x) =
∏
c∈C
µfc→x (x) =
∏
c∈C
CN
(
x;
→
xc, η
−1
c I
)
∝ CN

x;∑c∈C ηc →xc∑
c∈C ηc
,
(∑
c∈C
ηc
)−1
I

 .
(26)
Then, we have µx→f0 (x) ∝ CN
(
x;γ0, τ
−1
0 I
)
with τ0 =
∑
c∈C ηc and γ0 =
∑
c∈C ηc
→
xc /τ0,
which yields (9a) and (9b). Following Step (3), we set the approximate belief on f0 as bf0(x) ∝
CN
(
x; xˆ0, ω
−1
0 I
)
with ω0 =
∑
k∈K v0,k/K, where xˆ0,k and v0,k denote the MMSE estimate and
its corresponding MSE of xk from its AWGN observation modeled by (11), whose explicit
expression are given by (12a) and (12b) respectively. Similar to (25), we set the message
µf0→x (x) as
µf0→x (x) =
bf0(x)
µx→f0 (x)
=
CN
(
x; xˆ0, ω
−1
0 I
)
CN
(
x;γ0, τ
−1
0 I
) ∝ CN (x; ω0xˆc − τ0γ0
ω0 − τ0
, (ω0 − τ0)
−1I
)
.
Finally, we denote η0 = ω0 − τ0 and
←
x0= (ω0xˆ0 − τ0γ0) /η0, and the current iteration is
completed.
Afterwards, the next iteration begins, and the factors {f1, · · · , fC} are selected again. From
Step (2) and similar to (26), we compute the message µx→fc(x) by
µx→fc (x) = µf0→x (x)
∏
c′∈C,c′ 6=c
µf ′c→x (x)
∝ CN

x; η0 ←x0 +∑c′∈C,c′ 6=c ηc′ →xc′
η0 +
∑
c′∈C,c′ 6=c ηc′
,
(
η0 +
∑
c′∈C,c′ 6=c
ηc′
)−1
I


= CN
(
x;γc, τ
−1
c I
)
.
(27)
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Then, we can simply the expression of τc as
τc = η0 +
∑
c′∈C,c′ 6=c
ηc′ = ω0 − τ0 + τ0 − ηc = ω0 − ηc,
which is identical to (6a). In the similar manner, we can simplify γc as (6b). Repeating the
above message update procedure yields Algorithm 1.
APPENDIX B
PROOF OF PROPOSITION 1
We start by defining the following auxiliary functions:
Φc (ν) =
1
msec (ν)
−
1
ν
for c ∈ C, (28a)
Ψ (ρ) =
1
mse0 (ρ)
−
1
ρ
. (28b)
Then, we can rewrite the evolution equations in (13a) and (13b) w.r.t. {Φc}Cc=0 and Ψ as follows
can be re written
ρt =
(
C∑
c=1
Φc
(
νtc
))−1
, (29a)
νt+1c =
(
Ψ
(
ρt
)
+
∑
c′ 6=c
Φc′
(
νtc′
))−1
for c ∈ C, (29b)
where (29b) follows from the manipulation of (13b) shown as
νt+1c =
(
1
mse0 (ρt)
−
1
ρt
+
1
ρt
−
(
1
msec (νtc)
−
1
νtc
))−1
=
(
1
mse0 (ρt)
−
1
ρt
+
∑
c′ 6=c
(
1
msec′ (ν
t
c′)
−
1
νtc′
))−1
.
We learn from the appendices in [22] that Φc’s and Ψ are monotonically decreasing for nonneg-
ative ν and ρ and that
lim
ρ→∞
Ψ (ρ) = E−1x =
1
ν11
= · · · =
1
ν1C
,
As Ψ (ρ) is monotonically decreasing, we conclude that for ρ > 0,
Ψ (ρ) ≥ lim
ρ→∞
Ψ (ρ) = E−1x , (30)
and evidently, Ψ (ρ) > 0. We also notice that
msec (νc) =
1
Nc
Nc∑
i=1
σ2νc
λi,cνc + σ2
=
1
Nc
Nc∑
i=1
1
λi,c
σ2
+ 1
νc
≤ νc
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recalling that λi,c ≥ 0, which follows directly that Φc (ν) ≥ 0 for ν ≥ 0 and ∀c ∈ C.
On the basis of the above results, we prove the monotonicity of the sequences {ρt} and
{νtc}
C
c=1 by induction. The monotonicity of {ν
t
c} can be proved by induction. Initially, we have
ν2c =
(
Ψ
(
ρ1
)
+
∑
c′ 6=c
Φc′
(
ν1c′
))−1
> Ex = ν
1
c ,
where the inequality follows from (30) and the non-negativity of Φc’s. Then, we proceed by
supposing that νtc < ν
t−1
c . As {Φc}
C
c=1 are monotonically decreasing, we have Φc (ν
t
c) > Φc (ν
t−1
c ),
which follows directly that
ρt =
(
C∑
c=1
Φc
(
νtc
))−1
<
(
C∑
c=1
Φc
(
νt−1c
))−1
= ρt−1. (31)
Then from the monotonicity of Ψ, we have Ψ (ρt) > Ψ (ρt−1). Integrating the fact that Φc (ν
t
c) >
Φc (ν
t−1
c ), we find that
νt+1c =
(
Ψ
(
ρt
)
+
∑
c′ 6=c
Φc′
(
νtc′
))−1
<
(
Ψ
(
ρt−1
)
+
∑
c′ 6=c
Φc′
(
νt−1c′
))−1
= νtc.
Hence, {νtc}
C
c=1 are monotonically decreasing sequences. In addition, the monotonicity of {ρ
t}
can directly follow from (31).
For their boundedness, the non-negativity of Φc’s and Ψ implies that the sequences {ρt} and
{νtc}’s have the lower bound 0. Meanwhile, their monotonicity implies they have upper bound
ν1c and ρ
0, respectively.
APPENDIX C
PROOF OF PROPOSITION 2
In this appendix, we prove Proposition 2 via optimality condition for the equality constrained
problem [34, Sec. 3.1]. We define the Lagrangian function corresponding to the optimization
problem in (18) as
L(b0, b1, · · · , bC , q,α,β,µ) = J (b0, b1, · · · , bC , q) +
C∑
c=0
µc
K
(∑
k∈K
Ebc(|xk|
2)−
∑
k∈K
Eq(|xk|
2)
)
+
C∑
c=0
αTc ℜ (Ebc(x)− Eq(x)) +
C∑
c=0
βTc ℑ (Ebc(x)− Eq(x)) .
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To show that b0(x), b1(x), · · · , bC(x) and q(x) in (17) are the stationary points of the problem
(18), we show that there exists Lagrange multipliers α0,α1, · · · ,αC ,β0,β1, · · · ,βC and µ =
[µ0, µ1, · · · , µC ]T such that b0(x), b1(x), · · · , bC(x) and q(x) in (17) satisfy
bc = argmin
bc
L(b0, b1, · · · , bC , q,α,β,µ) for c = 0, 1, · · · , C, (32a)
q = argmin
q
L(b0, b1, · · · , bC , q,α,β,µ). (32b)
Let αc = −ℜ(τcγc), βc = −ℑ(τcγc), and µc = Kτc, we can write the Lagrangian function
w.r.t. bc as follows
L(b0, b1, · · · , bC , q,α,β,µ) = KL
(
bc‖e
log fc(x)
)
− 2ℜ
(
τcγ
H
c Ebc(x)
)
+ τcEbc(‖x‖
2) + const
= −H(bc) + Ebc
[
log fc(x) + τc‖x− γc‖
2
]
+ const
= KL
(
bc
∥∥∥∥ 1Zc (γc) exp
[
log fc(x)− τc‖x− γc‖
2
])
+ const,
where the constant terms are independent on bc, and the last two equalities follow directly from
the definition of KL divergence. Therefore, b0(x), b1(x), · · · , bC(x) defined in (17) achieves the
minimization in (32a).
Similarly, we can obtain the maximization in (32b)by rewriting the Lagrangian function w.r.t.
q as follows
L(b0, b1, · · · , bC , q,α,β,µ)
(∗)
= C
{
H(q) + 2ℜ
(
ωxˆHEq(x)
)
− ωEq(‖x‖
2)
}
+ const
= C
{
H(q) + Eq
[
ω‖x− xˆ‖2
]}
+ const
= −CKL
(
q
∥∥∥∥ 1Zq (xˆ) exp [−ω‖x− xˆ‖2]
)
+ const,
where (∗) follows from Lemma 2 that
∑C
c=0 τc = Cω and
∑C
c=0 τcγc = Cωxˆ. Hence, the
maximization in (32b) can be attained by q(x) defined in (17).
In addition, the moment-matching constraints in (19) can be justified to satisfy by not-
ing that xˆ and Kω−1 are just the mean and trace of covariance matrices of the densities
b0(x), b1(x), · · · , bC(x) from (7b), (7c), (10a), and (10b) and that q(x) is Gaussian with mean
x and covariance matrix w−1IK .
APPENDIX D
PROOF OF PROPOSITION 3
From the definition of the Stieltjes transform [35, Sec. 2.2.1], when K →∞,
ω−1c =
1
K
tr
((
σ−2HHc Hc + τcI
)−1)
→ Sσ−2HHc Hc(−τc).
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Then, we have τc = −S
−1
σ−2HHc Hc
(ω−1c ), where S
−1
σ−2HHc Hc
(·) denotes the inverse function of
Sσ−2HHc Hc(·). Hence, from (8a) and the definition of R-transform [35, Sec. 2.2.5], we have
ηc = ωc − τc = ωc + S
−1
σ−2HHc Hc
(ω−1c ) = Rσ−2HHc Hc(−ω
−1
c ).
According to Lemma 2, for any fixed point, Rσ−2HHc Hc(−ω
−1
c ) = Rσ−2HHc Hc(−ω
−1) for ∀c ∈ C.
We use hˆc,i and hˆi to denote the i-th column of the matrix H
H
c and H
H respectively. Then,
following the argument in [35, Sec. 2.4.2] and from (9a), we can prove that when H is a random
matrix with i.i.d. elements,
τ0 =
C∑
c=1
ηc =
C∑
c=1
Rσ−2HHc Hc(−ω
−1)
=
C∑
c=1
(
lim
Nc→∞
Nc∑
i=1
Rσ−2hˆc,ihˆHc,i
(−ω−1)
)
= lim
N→∞
N∑
i=1
Rσ−2hˆihˆHi
(−ω−1)
= Rσ−2HHH (−ω
−1).
The above arguments are derived from the asymptotic freeness of the relevant matrices, which
also requires K →∞. As such, we complete the proof of (20).
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