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Abstract
In this paper we are concerned with some p-Kirchhoff type problems involving sign-
changing weight functions. We prove the existence of multiple positive solutions of the
problem via the Nehari manifold approach.
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1 Introduction
The aim of this paper is to prove some existence and multiplicity results of solutions to
the following problem:{
−M
( ∫
Ω
(|∇u|p) dx
)
∆pu = λf(x)|u|q−2u+ g(x)|u|r−2u, x ∈ Ω,
u = 0, x ∈ ∂Ω,
(1)
where Ω is a smooth bounded domain in RN , 1 < q < p < r ≤ p∗(p∗ = pN
N−p
if N ≥
2p − 1; p∗ = ∞ if N = 1, p), M(s) = asp−1 + b and a, b, λ > 0. The weight functions
f, g ∈ C(Ω¯) satisfy the following conditions:
(i) f+ = max{f, 0} 6= 0,
1
(ii) g+ = max{g, 0} 6= 0.
Problem (1) is a general version of a model presented by Kirchhoff [14]. More precisely,
Kirchhoff introduced a model
ρ
∂2u
∂t2
−
(ρ0
h
+
E
2L
∫ L
0
|∂u
∂x
|2dx
)∂2u
∂x2
= 0, (2)
where ρ, ρ0, h, E, L are constants, which extends the classical D’Alembert’s wave equation
by considering the effects of the changes in the length of the strings during the vibrations.
The problem
−
(
a+ b
∫
Ω
|∇u|2dx
)
∆u = f(x, u) in Ω
u = 0 on ∂Ω
(3)
received much attention, mainly after the article by Lions [15]. Problems like (3) are also
introduced as models for other physical phenomena as, for example, biological systems where
u describes a process which depends on the average of itself (for example, population den-
sity). See [2] and its references therein. For a more detailed reference on this subject we
refer the interested reader to [3, 8, 10, 11, 16, 17].
See [9] where the authors discussed the problem (1) when p = 2. Here we focus on extend-
ing the study in [9]. In fact This paper is motivated, in part, by the mathematical difficulty
posed by the degenerate quasilinear elliptic operator compared to the Laplacian operator
(p = 2). This extension is nontrivial and requires more careful analysis of the nonlinearity.
Our approach is based on the Nehari manifold, see [1, 5, 6, 7, 12, 18, 20, 21].
2 Variational setting
We define
‖u‖zL ≤ S
− z
p
z ‖u‖1,pW , for all u ∈ W 1,p0 (Ω) \ {0},
where Sz is a best sobolev constant for the embedding ofW
1,p
0 (Ω) in L
z(Ω) with 1 < z < p∗.
The energy functional corresponding to equation (1), for u ∈ W 10 (Ω) is defined by
Jλ,M(u) = 1
p
Mˆ(‖u‖p
W 1,p
)− λ
q
∫
Ω
f |u|q dx− 1
r
∫
Ω
g|u|r dx,
2
where Mˆ(s) =
∫ t
0
M(t) dt and M : R→ R+ is any function that is differentiable everywhere
except at some finite points. It is well known the weak solutions of equation (1) are the
critical points of the energy functional Jλ,M . By taking M(s) = asp−1 + b and using the
Sobolev inequality, we can write
Jλ,M(u) = 1
p
Mˆ(‖u‖p
W 1,p
)− λ
q
∫
Ω
f |u|q dx− 1
r
∫
Ω
g|u|r dx
≥ a
p2
‖u‖p2
W 1,p
+
b
p
‖u‖p
W 1,p
− λS
−q
p
q ‖f+‖∞
q
‖u‖q
W 1,p
− S
−r
p
r ‖g+‖∞
r
‖u‖rW 1,p
=
( a
p2
‖u‖p2−r
W 1,p
− S
−r
p
r ‖g+‖∞
r
)
‖u‖rW 1,p +
( b
p
‖u‖p−q
W 1,p
− λS
−q
p
q ‖f+‖∞
q
)
‖u‖q
W 1,p
,
for all u ∈ W 1,p0 (Ω) \ {0}, and so Jλ,M (u) is bounded below on W 1,p0 (Ω) when r < p2 and,
when r > p2, Jλ,M is no longer bounded below on W 1,p0 (Ω), because limt→∞ Jλ,M (tu) =
−∞, so it is useful to consider the functional on the Nehari manifold
Nλ,M = {u ∈ W 1,p0 (Ω)\{0} : 〈J ′λ,M(u), u〉 = 0},
where 〈, 〉 denote the usual duality. Thus,u ∈ Nλ,M if and only if
M(‖u‖p
W 1,p
) ‖u‖p
W 1,p
− λ
∫
Ω
f |u|q dx−
∫
Ω
g|u|r dx = 0.
The Nehari manifold Nλ,M is closely linked to the behavior of functions of the form Iu,M :
t→ Jλ,M(tu) for t > 0 that named fibering maps. If u ∈ W 1,p0 , we have
Iu,M(t) =
1
p
Mˆ(tp ‖u‖p
W 1,p
)− λt
q
q
∫
Ω
f |u|q dx− t
r
r
∫
Ω
g|u|r dx,
I ′u,M(t) = t
p−1M(tp ‖u‖p
W 1,p
) ‖u‖p
W 1,p
− λ tq−1
∫
Ω
f |u|q dx− tr−1
∫
Ω
g|u|r dx,
I ′′u,M(t) = (p− 1) tp−2M(tp ‖u‖pW 1,p) ‖u‖pW 1,p + p t2p−2M ′(tp ‖u‖pW 1,p) ‖u‖2pW 1,p
− λ (q − 1) tq−2
∫
Ω
f |u|q dx− (r − 1) tr−2
∫
Ω
g|u|r dx.
Clearly,
t I ′u,M(t) = M(‖tu‖pW 1,p) ‖tu‖pW 1,p − λ
∫
Ω
f |tu|q dx−
∫
Ω
g|tu|r dx;
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and so, for u ∈ W 1,p0 (Ω)\{0} and t > 0, I ′u,M(t) = 0 if and only if tu ∈ Nλ,M , i.e., positive
critical points of Iu,M correspond to points on the Nehari manifold. Hence, I
′
u,M(1) = 0 if
and only if u ∈ Nλ,M . We have,
N+λ,M = {u ∈ Nλ,M : I ′′u,M(1) > 0};
N 0λ,M = {u ∈ Nλ,M : I ′′u,M(1) = 0};
N−λ,M = {u ∈ Nλ,M : I ′′u,M(1) < 0}.
Thus, for each u ∈ Nλ,M ,
I ′′u,M(1) = (p− 1)M(‖u‖pW 1,p) ‖u‖pW 1,p + pM ′(‖u‖pW 1,p) ‖u‖2pW 1,p − λ (q − 1)
∫
Ω
f |u|q dx
− (r − 1)
∫
Ω
g|u|r dx
= pM ′(‖u‖p
W 1,p
) ‖u‖2p
W 1,p
+ (p− q)M(‖u‖p
W 1,p
) ‖u‖p
W 1,p
− (r − q)
∫
Ω
g|u|r dx (4)
= pM ′(‖u‖p
W 1,p
) ‖u‖2p
W 1,p
− (r − p)M(‖u‖p
W 1,p
) ‖u‖p
W 1,p
+ λ (r − q)
∫
Ω
f |u|q dx. (5)
Define
ψλ,M(u) = 〈 J ′λ,M(u), u〉 =M(‖u‖pW 1,p) ‖u‖pW 1,p − λ
∫
Ω
f |u|q dx−
∫
Ω
g|u|r dx. (6)
Then for u ∈ Nλ,M ,
〈ψ′λ,M(u), u〉 = (p− 1)M(‖u‖pW 1,p) ‖u‖pW 1,p + pM ′(‖u‖pW 1,p) ‖u‖2pW 1,p − λ (q − 1)
∫
Ω
f |u|q dx
− (r − 1)
∫
Ω
g|u|r dx
= I ′′u,M(1). (7)
Also, as proved in Binding, Drabek and Huang [4] or in Brown and Zhang [7], we have the
following lemma.
Lemma 2.1. Suppose that u0 is a local minimizer for Jλ,M on Nλ,M and that u0 /∈ N 0λ,M .
Then J ′λ,M(u0) = 0 in W−1,p′(Ω).
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Letλ0(a) = max{ q λ1(a)
p
2p−1
p
, q λ2
p
}, where λ1(a) and λ2are given by
λ1(a) =
p S
q
p
q
p
√
a bp−1 (r − p2) (r − p)p−1
(r − q) ‖f+‖∞
(p S rpr p√a bp−1 (p2 − q) (p− q)p−1
(r − q)‖g+‖∞
) 2p−1−q
r−2p+1
and
λ2 =
b S
q
p
q (r − p)
(r − q) ‖f+‖∞
( b S rpr (p− q)
(r − q) ‖g+‖∞
)p−q
r−p
,
then we will state the main theorems.
Theorem 2.1. Suppose that N is any one of 1, p, 2p − 1 and that r > p2. Then for each
a < 0 and 0 < λ < λ0(a), Eq. (1) has two positive solutions u
+
λ,M ∈ N+λ,M and u−λ,M ∈ N−λ,M .
We define
Λ = inf{‖u‖p2
W 1,p
: u ∈ W 1,p0 (Ω),
∫
Ω
g|u|p2 dx = 1}. (8)
then Λ > 0 is achieved by some φΛ ∈ W 1,p0 (Ω) with
∫
Ω
g|φΛ|p2 dx = 1 and φΛ > 0 a.e. in Ω
according to the compactness of Sobolev embedding from W 1,p0 (Ω) into L
p2(Ω) and Fatou’s
lemma. So,
Λ
∫
Ω
g|u|p2 dx ≤ ‖u‖p2
W 1,p
for all u ∈ W 1,p0 (Ω), (9)
and
{
−‖u‖p
W 1,p
∆pu = µ‖u‖pW 1,p u, x ∈ Ω,
u = 0, x ∈ ∂Ω. (10)
where µ is an eigenvalue of Eq. (10), u ∈ W 1,p0 (Ω) is nonzero and eigenvector corresponding
to eigenvalue µ such that
‖u‖p
W 1,p
∫
Ω
|∇u|p−2∇u∇(u.ϕ) dx = µ
∫
Ω
|u|p uϕ dx, for all ϕ ∈ W 1,p0 (Ω),
we writhe
I(u) = ‖u‖p2
W 1,p
, for u ∈ SW = {u ∈ W 1,p0 (Ω) :
∫
Ω
|u|p2 dx = 1},
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and all distinct eigenvalues of Eq. (10) denoted by 0 < µ1 < µ2 < ..., we have
µ1 = inf
u∈S
W1,p
I(u) > 0,
where µ1 is simple, isolated and can be achieved at some ψ1 ∈ SW and ψ1 > 0 in Ω ( see [22]).
Let
λˆ0(a) =
p b S
q
p
q
(p2 − q) ‖f+‖∞
( bΛ (p− q)
(1− aλ)(p2 − q)
)p−q
p
Then we have the following result.
Theorem 2.2. Suppose that N = 1, p, 2p− 1 and r = p2. Then
• (i) for each a ≥ 1
Λ
and λ > 0,N+λ,M = Nλ,M and Eq. (1) has at least one positive
solution;
• (ii) for each a < 1
Λ
and 0 < λ < 1
p
λˆ0(a), Eq. (1) has two positive solutions u
+
λ,M ∈ N+λ,M
and u−λ,M ∈ N−λ,M , and lima→ 1
Λ
− infu∈N−
λ,M
Jλ,M(u) =∞.
For the next result, we note that if g ≥ 0, then using Lemma 2 from Alves et al. [2],
there exists C∗ > 0 independent of M and λ such that
‖u‖p
W 1,p
(λCq∗ ‖f+‖∞ + Cr∗ ‖g+‖∞) |Ω|
≤ max{M(‖u‖p
W 1,p
)
(p−r+q)
(r−p) ,M(‖u‖p
W 1,p
)
p
(r−p)}. (11)
Let
L(λ) = (λCq∗ ‖f+‖∞ + Cr∗ ‖g+‖∞) |Ω|,
Aˆ0 =
b (p− q) (r − p)
p(p2 − q) (
p S
r
p
r
b (p− q) (r − q) (p2 − r) ‖g+‖∞ )
p2−r
r−p ,
and
A0 = max{(b(2r − p)
r
)
(p−r+q)
(r−p) , (
b r
p
)
(p−r+q)
(r−p) , (
br
p
)
p
(r−p)}.
Then we have:
Theorem 2.3. Suppose that r < p2. Then
• (i) for each a, λ > 0, Eq. (1) has a positive solution ua,λ. And, for each a > Aˆ0 and
λ > 0,ua,λ ∈ N+λ,M = Nλ,M ;
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• (ii) if g ≥ 0,then for each θ > 0 and 0 < a < b(r−p)
rA0L(θ)
there exists λ˜0 ∈ (0, θ] such that
for 0 < λ < λ˜0, Eq. (1) has two positive u
+
λ,M and u
−
λ,Msuch that u
±
λ,M ∈ N±λ,Mand
‖u±λ,M‖pW 1,p < b(r−p)pa .
Finally, let
A∗ =
p
r
(p−r) (r − p)p
rS
(2p− r
b
) (p2−r)
(r−p)
,
and
Λˆ = a
( b(r − p)
a(p2 − r)
) (p2−q)
p ‖f‖−1∞ S
q
p
q ,
where S > 0 given by (36), we state our last theorem.
Theorem 2.4. Suppose that r < p2 and f, g > 0. Then for each θ > 0and 0 < a <
{ b(r−p)
rA0L(θ)
, A∗} there exists a positive number λ˜∗ ≤ min{θ, Λˆ}such that for 0 < λ < λ˜∗, Eq.
(1) has three positive solutions u
(1),+
λ,M ,u
(p),+
λ,M and u
−
λ,M such that u
(i),+
λ,M ∈ N+λ,M ,u−λ,M ∈ N−λ,M
and
‖u(1),+λ,M ‖pW 1,p < (
pλ (r − q)‖f‖∞S
−q
p
q
b(r − p)p )
p
(p−q) ,
S
r
p(r−p)
r (
pb(r − 1)(p− q)
r(r − q)‖g+‖∞ )
1
(r−p) < ‖u−λ,M‖pW 1,p <
b(r − p)
pa
< ‖u(p),+λ,M ‖pW 1,p.
3 Preliminary Results
The sequence {un} is a Palais-Smale sequence for Jλ,M on W 1,p0 (Ω) if
Jλ,M(un) is bounded and J ′λ,M(un) = o(1) in W−1,p
′
(Ω).
Furthermore, if every Palais-Smale sequence for Jλ,M on W 1,p0 (Ω) has a strongly convergent
subsequence, then Jλ,M satisfies the Palais-Smale condition. Now we have the following
results.
Lemma 3.1. Suppose that M(s) ≥ m0 for all s ≥ 0 and for some m0 > 0. Then each
bounded Palais-Smale sequence for Jλ,M on W 1,p0 (Ω) has a strongly convergent subsequence.
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Proof. Let {un} be a bounded Palais-Smale sequence for Jλ,M on W 1,p0 (Ω). Then by
the compact embedding theorem, there exist subsequences {un} and u0 ∈ W 1,p0 (Ω) such that
un ⇀ u0 Weakly in W
1,p
0 (Ω)
and
un → u0 strongly in Lz(Ω) for 1 < z < p∗.
then ∫
Ω
(λ f |un|q−2 un + g|un|r−2 un) (un − u0) dx→ 0,
and since
J ′λ,M(up−1n )(un − u0)→ 0,
We have
M(un)
∫
Ω
∇up−1n ∇(un − u0)→ 0.
Thus, un → u0 strongly in W 1,p0 (Ω). This completes the proof. 
Lemma 3.2. Suppose that M(s) = asp−1 + b. Then,
• (i) If r ≥ p2, then energy functional Jλ,M is coercive and below on Nλ,M ;
• (ii) If r < p2, then energy functional Jλ,M is coercive and bounded below on W 1,p0 (Ω).
Proof. (i) For u ∈ Nλ,M , we have M(‖u‖pW 1,p)‖u‖pW 1,p = λ
∫
Ω
f |u|q dx+ ∫
Ω
g|u|r dx. By the
Sobolev inequality,
Jλ,M(u) = 1
p
Mˆ(‖u‖p
W 1,p
)− λ
q
∫
Ω
f |u|q dx− 1
r
∫
Ω
g|u|r dx
=
1
p
Mˆ(‖u‖p
W 1,p
)− 1
p
M(‖u‖p
W 1,p
) ‖u‖p
W 1,p
− λ (r − q
rq
)
∫
Ω
f |u|q dx
≥ ‖u‖
p
W 1,p
rp
(
a(r − p2)
p
‖u‖p2−p
W 1,p
+ b(r − p))− λ(r − q
rq
)‖f+‖∞S
−q
p
q ‖u‖qW 1,p.
and,
Jλ(u) ≥ b(r − p)
rp
‖u‖p
W 1,p
− λ(r − q
rq
)‖f+‖∞ S
−q
p
q ‖u‖qW 1,p.
Thus, Jλ,M is coercive and bounded below on Nλ,M .
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(ii) We have,
Jλ,M(u) = 1
p
Mˆ(‖u‖p
W 1,p
)− λ
q
∫
Ω
f |u|q dx− 1
r
∫
Ω
g|u|r dx
≥ a
p2
‖u‖p2
W 1,p
+
b
p
‖u‖p
W 1,p
− λ‖f
+‖∞ S
−q
p
q
q
‖u‖q
W 1,p
− ‖g
+‖∞ S
−r
p
r
q
‖u‖rW 1,p
= (
a
p2
‖u‖p2−r
W 1,p
− S
−r
p
r ‖g+‖∞
r
)‖u‖rW 1,p + (
b
p
‖u‖p−q
W 1,p
− λ‖f
+‖∞ S
−q
p
q
q
)‖u‖q
W 1,p
,
for all u ∈ W 1,p0 (Ω)\{0}. Thus, Jλ,M is coercive and bounded below on W 1,p0 (Ω). 
Lemma 3.3. Suppose that M(s) = asp−1 + b. Then we have
• (i) If r > p2 and 0 < λ < max{λ1(a), λ2}, then for all a > 0, N 0λ,M = ∅.
• (ii) if r = p2 and a ≥ 1
Λ
, then for allλ > 0, N+λ,M = Nλ,M .
• (iii) if r = p2,a < 1
Λ
and 0 < λ < λˆ0(a), then N 0λ,M = ∅.
• (iv) if r < p2 and a > Aˆ0, then for all λ > 0, N+λ,M = Nλ,M .
Proof. (i) If r > p2 and u ∈ N 0λ,M , then
(r − q)‖g+‖∞S
−r
p
r ‖u‖rW 1,p ≥ a(p2 − q)‖u‖p
2
W 1,p
+ b(p− q)(p− 1)‖u‖p
W 1,p
≥

p
p
√
abp−1(p2 − q)(p− q)p−1‖u‖2p−1
W 1,p
,
b(r − p)‖u‖p
W 1,p
,
(12)
and
λ(r − q)‖f+‖∞S
−q
p
q ‖u‖qW 1,p ≥ a(r − p2)‖u‖p
2
W 1,p
+ b(r − p)(p− 1)‖u‖p
W 1,p
≥

p
p
√
abp−1(r − p2)(r − p)p−1‖u‖2p−1
W 1,p
,
b(r − p)‖u‖p
W 1,p
.
(13)
By (12) and (13) for all u ∈ N 0λ,M , we have
(
pS
r
p
r
p
√
abp−1(p2 − q)(p− q)p−1
(r − q)‖g+‖∞ )
1
r−2p+1 ≤ ‖u‖W 1,p ≤ ( λ(r − q) ‖f
+‖∞
pS
q
p
q
p
√
abp−1(r − p2) (r − p)p−1
)
1
2p−q−1
9
and
(
bS
r
p
r (p− q)
(r − q)‖g+‖∞ )
1
(r−p) ≤ ‖u‖W 1,p ≤ (λ(r − q)‖f
+‖∞
S
−q
p
q b(r − p)
)
1
p−q .
Hence, if N 0λ,M is nonempty, then the inequality λ ≥ max{λ1(a), λ2} must hold.
(ii) If r = p2 and a ≥ 1
Λ
, then for all u ∈ Nλ,M we have
I ′′λ,M(1) = a (p
2 − q) ‖u‖p2
W 1,p
+ b(p− q) ‖u‖p
W 1,p
− (p2 − q)
∫
Ω
g|u|r dx
≥ (aΛ− 1)(p
2 − q)
Λ
‖u‖p2
W 1,p
+ b(p− q) ‖u‖p
W 1,p
> 0,
Thus, N+λ,M = Nλ,M for all λ > 0.
(iii) If r = p2, a < 1
Λ
and u ∈ N 0λ,M , then
b(p− q) ‖u‖p
W 1,p
= (p2 − q)(
∫
Ω
g|u|r dx− a ‖u‖p2
W 1,p
)
≤ (1− aΛ)(p
2 − q)
Λ
‖u‖p2
W 1,p
, (14)
and
‖u‖p
W 1,p
≤ λ(p
2 − q)‖f+‖∞
b(p2 − p)S
q
p
q
‖u‖q
W 1,p
. (15)
By (14) and (15) for all u ∈ N 0λ,M , we have
(
bΛ (p− q)
(1− aΛ)(p2 − q))
1
p2−p ≤ ‖u‖W 1,p ≤ (λ(p
2 − q)‖f+‖∞
b(p2 − p)S
q
p
q
)
1
p−q
Hence, if N 0λ,M is nonempty, then the inequality λ ≥ λˆ0(a) must be hold.
(iv) If r < p2 and u ∈ Nλ,M , then
I ′′λ,M(1) = a(p
2 − q) ‖u‖p2
W 1,p
+ b(p− q) ‖u‖p
W 1,p
− (r − q)
∫
Ω
g|u|r dx
≥ a(p2 − q) ‖u‖p2
W 1,p
+ b(p− q) ‖u‖p
W 1,p
− (r − q)‖g+‖∞ S
−r
p
r ‖u‖rW 1,p
= ‖u‖p
W 1,p
[a(p2 − q) ‖u‖p2−p
W 1,p
+ b(p− q)− (r − q)‖g+‖∞ S
−r
p
r ‖u‖r−pW 1,p].
Hence, if a > Aˆ0, then we have
a(p2 − q) ‖u‖p2−p
W 1,p
+ b(p− q)− (r − q) ‖g+‖∞ S
−r
p
r ‖u‖r−pW 1,p for all u ∈ Nλ,M ,
and so
I ′′λ,M(1) > 0 for all a > A0 and u ∈ Nλ,M .
Thus, N+λ,M = Nλ,M for all λ > 0.
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4 Non-emptiness of submanifolds
Now we state the results for N 0λ,M ,N−λ,M and N+λ,M that are non-empty for various r, a
and λ.
Theorem 4.1.
• (i) If r > p2 and 0 < λ < max{λ1(a), λ2}, then Nλ,M = N+λ,M ∪ N−λ,M and N±λ,M 6= ∅
for all a > 0.
• (ii) If r = p2, a < 1
Λ
and 0 < λ < λˆ0(a), then Nλ,M = N+λ,M ∪ N−λ,M and N±λ,M 6= ∅.
• (iii)If r = p2, a ≥ 1
Λ
, then for all λ > 0, N+λ,M = Nλ,M 6= ∅.
• (iv)If r < p2 and a > Aˆ0, then for all λ > 0, N+λ,M = Nλ,M 6= ∅.
To prove Theorem 4.1. (i) we state the following lemmas:
Lemma 4.2. Suppose that r > p2 and 0 < λ < max{λ1(a), λ2}. Then for each u ∈ W01,p(Ω)
with
∫
Ω
g|u|r dx > 0, there exists ta,max > 0 such that
• (i) If ∫
Ω
f |u|q dx ≤ 0, then there is a unique t− > ta,max such that t−u ∈ N−λ,M and
Jλ,M(t−u) = sup
t≥0
Jλ,M(tu);
• (ii) If∫
Ω
f |u|q dx > 0, then there are unique t+ and t− with 0 < t+ < ta,max < t−such
that t±u ∈ N±λ,M and
Jλ,M(t+u) = inf
0≤t≤ta,max
Jλ,M(tu); and Jλ,M(t−u) = sup
t≥ta,max
Jλ,M(tu).
Proof. Case (A): λ0 = λ2.
Fix u ∈ W01,p(Ω) with
∫
Ω
g|u|r dx > 0. Let
ha(t) = at
p2−q‖u‖p2
W 1,p
+ btp−q ‖u‖p
W 1,p
− tr−q
∫
Ω
g|u|r dx fora, t ≥ 0.
Clearly, tu ∈ Nλ,M if and only if ha(t) = λ
∫
Ω
f |u|q dx. We have ha(0) = 0 and ha(t)→ −∞
as t→∞. Since ∫
Ω
g|u|r dx > 0, r > p2 and
h′a(t) = t
p−q−1
(
a (p2 − q)tp2−p ‖u‖p2
W 1,p
+ b(p− q) ‖u‖p
W 1,p
− (r − q) tr−p
∫
Ω
g|u|r dx
)
,
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there is a unique ta,max > 0 such that ha(t) achieves its maximum at ta,max, increasing
for t ∈ [0, ta,max) and decreasing for t ∈ (ta,max,∞) with limt→∞ ha(t) = −∞. Clearly, if
tu ∈ Nλ,M , then tq−1 h′a(t) = I ′′u,M(t). Hence tu ∈ N+λ,M(orN−λ,M)if and only if h′a(t) > 0 (or
< 0). Moreover,
t0,max = (
b(p− q)‖u‖p
W 1,p
(r − q) ∫
Ω
g|u|r dx)
1
(r−p) ,
and
h0(t0,max) = b
( b(p− q)‖u‖p
W 1,p
(r − q) ∫
Ω
g|u|r dx
) (p−q)
(r−p) ‖u‖p
W 1,p
− ( b(p− q)‖u‖
p
W 1,p
(r − q) ∫
Ω
g|u|r dx)
r−q
(r−p)
∫
Ω
g|u|r dx
= ‖u‖q
W 1,p
[(
p− q
r − q )
p−q
r−p − (p− q
r − q )
r−q
r−p ] (
‖u‖rW 1,p∫
Ω
g|u|r dx)
p−q
r−p b
(r−q)
(r−p)
≥ ‖u‖q
W 1,p
b(r − p)
(r − q) (
bS
r
p
r (p− q)
(r − q)‖g+‖∞ )
(p−q)
(r−p) . (16)
Case (A-i):
∫
Ω
f |u|q dx ≤ 0.
There is a unique t− > ta,max such that ha(t
−) = λ
∫
Ω
f |u|q dx and h′a(t−) < 0. Now,
I ′t−u,M(1) = t
−I ′u,M(t
−)
= M(‖t−u‖p
W 1,p
)‖t−u‖p
W 1,p
− λ
∫
Ω
f |t−u|q dx−
∫
Ω
g|t−u|r dx
= (t−)q[ha(t
−)− λ
∫
Ω
f |t−u|q dx] = 0,
and
I ′′t−u,M(1) = (t
−)2I ′u,M(t
−) = (t−)q+1h′a(t
−) < 0.
Thus t−u ∈ N−λ,M . Since for t > ta,max, we have h′a(t) < 0 and h′′a(t) < 0. Subsequently,
Jλ,M(t−u) = Iu,M(t−) = sup
t≥0
Iu,M(t) = sup
t≥0
Jλ,M(tu).
Case (A-ii):
∫
Ω
f |u|q dx > 0. By (16) and
ha(0) = 0 < λ
∫
Ω
f |u|q dx
≤ λ‖f+‖∞S
−q
p
q ‖u‖qW 1,p
< ‖u‖q
W 1,p
b(r − p)
(r − q) (
bS
r
p
r (p− q)
(r − q)‖g+‖∞ )
(r−q)
(r−p)
≤ h0(t0,max) < ha(ta,max).
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there are unique t+ and t− such that 0 < t+ < ta,max < t
−,
ha(t
+) = λ
∫
Ω
f |u|q dx = ha(t−),
and
h′a(t
+) > 0 > h′a(t
−).
Similar to the argument in part (A − i), we conclude that t+u ∈ N+λ,M and t−u ∈ N−λ,M .
Moreover,
Jλ,M(t−u) ≥ Jλ,M(tu) ≥ Jλ,M(t+u) for each t ∈ [t+, t−],
and Jλ,M(t+u) ≤ Jλ,M(tu) for each t ∈ [0, t+]. Thus,
Jλ,M(t+u) = inf
0≤t≤ta,max
Jλ,M(t+u) and Jλ,M(t−u) = sup
t≥ta,max
Jλ,M(tu).
Case (B): λ0 = λ1(a).
Fix u ∈ W 1,p0 (Ω) with
∫
Ω
g|u|p dx > 0. Let
ma(t) = p
p
√
abt2p−q−1‖u‖2p−1
W 1,p
− tr−q
∫
Ω
g|u|r dx fort ≥ 0.
Then, ma(t) ≤ ha(t) for all a > 0 and t ≥ 0. We have ma(0) = 0 and ma(t) → −∞ as
t→∞. Since ∫
Ω
g|u|p dx > 0,r > p2 and
m′a(t) = t
1−q(p
p
√
ab(2p− q − 1)t2p−3‖u‖2p−1
W 1,p
− (r − q)tr−2
∫
Ω
g|u|r dx),
there is a unique
t˜a,max = (
p p
√
ab(2p− q − 1)t2p−3‖u‖2p−1
W 1,p
(r − q) ∫
Ω
g|u|r dx )
1
r−2p+1 > 0
such that ma(t) achives its maximum at t˜a,max, increasing for t ∈ [0, t˜a,max) and decreasing
for t ∈ (t˜a,max,∞). Moreover,
ma(t˜a,max) = p
p
√
ab‖u‖q
W 1,p
(
p
p
√
ab(2p− q − 1)‖u‖r
W 1,p
(r − q) ∫
Ω
g|u|r dx )
(2p−q−1)
(r−2p+1)
− p p
√
ab‖u‖q
W 1,p
2p− q − 1
r − q (
p p
√
ab(2p− q − 1)‖u‖r
W 1,p
(r − q) ∫
Ω
g|u|r dx )
(2p−q−1)
(r−2p+1)
= ‖u‖q
W 1,p
p(r − 2p+ 1) p√ab
(r − q) (
p p
√
ab(2p− q − 1)‖u‖r
W 1,p
(r − q) ∫
Ω
g|u|r dx )
(2p−q−1)
(r−2p+1)
≥ ‖u‖q
W 1,p
p(r − 2p+ 1) p√ab
(r − q) (
p p
√
ab(2p− q − 1)S
r
p
r
(r − q)‖g+‖∞ )
(2p−q−1)
(r−2p+1) .
(17)
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Case (B-i):
∫
Ω
f |u|q dx ≤ 0.
By ha(0) = 0 and ha(t) → −∞ as t→ ∞, there is a unique t− > ta,max such that ha(t−) =
λ
∫
Ω
f |u|q dx and h′a(t−) < 0. Repeating the argument in part (A− i), we have t−u ∈ N−λ,M
and
Jλ,M(t−u) = Iu,M(t−) = sup
t≥0
Iu,M(t) = sup
t≥0
Jλ,M(tu).
Case (B-ii):
∫
Ω
f |u|q dx > 0. By (16) and
ha(0) = 0 < λ
∫
Ω
f |u|q dx ≤ λ‖f+‖∞S
−q
p
q ‖u‖qW 1,p
< ‖u‖q
W 1,p
p p
√
abp−1(r − p2)(r − p)p−1
(r − q) (
pS
r
p
r
p
√
abp−1(p2 − q)(p− q)p−1
(r − q)‖g+‖∞ )
(2p−q−1)
(r−2p+1)
≤ ‖u‖q
W 1,p
p p
√
ab(r − 2p+ 1)
(r − q) (
p(2p− q − 1)S
r
p
r
p
√
ab
(r − q)‖g+‖∞ )
(2p−q−1)
(r−2p+1)
≤ ma(t˜a,max) < ha(ta,max),
there are unique t+ and t− such that 0 < t+ < ta,max < t
−,
ha(t
+) = λ
∫
Ω
f |u|q dx = ha(t−),
and
h′a(t
+) > 0 > h′a(t
−).
Repeating the same argument of part (A−i), we conclude that t+u ∈ N+λ,M and t−u ∈ N−λ,M .
Moreover,
Jλ,M(t−u) ≥ Jλ,M(tu) ≥ Jλ,M(t+u) for each t ∈ [t+, t−],
and Jλ,M(t+u) ≤ Jλ,M(tu) for each t ∈ [0, t+]. Thus,
Jλ,M(t+u) = inf
0≤t≤ ta,max
Jλ,M(tu) and Jλ,M(t−u) = sup
t≥ta,max
Jλ,M(tu).
This completes the proof. 
Lemma 4.3. Suppose that r > p2 and 0 < λ < max{λ1(a), λ2}. Then for each W 1,p0 (Ω)
with u ∈ ∫
Ω
f |u|q dx > 0, there exists t¯a,max > 0 such that
• (i) If ∫
Ω
g|u|r dx ≤ 0 then there is a unique 0 < t+ < t¯a,max such that t+u ∈ N+λ,M and
Jλ,M(t+u) = inf
t≥0
Jλ,M(tu);
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• (ii) If ∫
Ω
g|u|r dx > 0 then there are unique t+ and t− with 0 < t+ < t¯max < t− such
that t±u ∈ N±λ,M and
Jλ,M(t+u) = inf
0≤t≤ ta,max
Jλ,M(tu) and Jλ,M(t−u) = sup
t≥ta,max
Jλ,M(tu).
Proof. Fix u ∈ W 1,p0 (Ω) with
∫
Ω
f |u|q dx > 0. Let
h¯a(t) = at
p2−r‖u‖p2
W 1,p
+ btp−r‖u‖p
W 1,p
− tq−rλ
∫
Ω
f |u|q dx for t > 0 anda ≥ 0.
Clearly, h¯a(t)→ −∞ as t→ 0+ and h¯a(t)→ 0 as t→∞. Since
h¯a
′
(t) = tp−r−1(a(p2 − r)tp2−p‖u‖p2
W 1,p
+ b(p− r)‖u‖p
W 1,p
− (q − r)tq−pλ
∫
Ω
f |u|q dx,
there is a unique t¯a,max > 0 such that h¯a(t) achives its maximum at t¯a,max, increasing for
t ∈ [0, t¯a,max) and decreasing for t ∈ (t¯a,max,∞). Moreover,
t¯0,max = (
(r − q)λ ∫
Ω
f |u|q dx
b(r − p)‖u‖p
W 1,p
)
1
(p−q) ,
and
h¯0(t¯0,max) = b(
b(r − p)‖u‖p
W 1,p
(r − q)λ ∫
Ω
f |u|q dx)
r−p
p−q ‖u‖p
W 1,p
− ( b(r − p)‖u‖
p
W 1,p
(r − q)λ ∫
Ω
f |u|q dx)
r−q
p−q λ
∫
Ω
f |u|q dx
= ‖u‖rW 1,p
b(p− q)
(r − q) (
b(r − p)‖u‖q
W 1,p
(r − q)λ ∫
Ω
f |u|q dx)
r−p
p−q
≥ ‖u‖rW 1,p
b(p− q)
(r − q) (
b(r − p)S
q
p
q
λ (r − q)‖f+‖∞ )
r−p
p−q .
The results of Lemma 4.3 are obtained by repeating the same argument of Lemma 4.2.
For the proof of Theorem 4.1(ii), we require the following two lemmas:
Lemma 4.4. Suppose that r = p2, a < 1
λ
and 0 < λ < λˆ0(a). Let φΛ > 0 as in (8).
Then, there exists tˆmax > 0 such that
• (i) If ∫
Ω
f |φΛ|q dx ≤ 0 then there is a unique t− > tˆa,max such that t−φΛ ∈ N−λ,M and
Jλ,M(t−φΛ) = sup
t≥0
Jλ,M(tφΛ);
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• (ii) If ∫
Ω
f |φΛ|q dx > 0, then there are unique t+ and t− with 0 < t+ < tˆmax < t− such
that t±φΛ ∈ N±λ,M and
Jλ,M(t+φΛ) = inf
0≤t≤ta,max
Jλ,M(tφΛ) and Jλ,M(t−φΛ) = sup
t≥ta,max
Jλ,M(tφΛ).
Proof. Let
hˆ(t) = atp
2−q‖φΛ‖p2W 1,p + btp−q‖φΛ‖pW 1,p − tp
2−q
∫
Ω
g|φΛ|p2 dx
= btp−q‖φΛ‖pW 1,p − tp
2−q(
∫
Ω
g|φΛ|p2 dx− a‖φΛ‖p2W 1,p) fort ≥ 0.
Then by (8) and (9), ∫
Ω
g|φΛ|p2 dx− a‖φΛ‖p2W 1,p = 1− aΛ > 0,
we have hˆ(0) = 0 and hˆ(t)→ −∞ as t→∞. Since
hˆ′(t) = b(p− q)tp−q−1‖φΛ‖pW 1,p − (p2 − q)tp
2−q−1(
∫
Ω
g|φΛ|p2 dx− a‖φΛ‖p2W 1,p)
= b(p− q)tp−q−1Λ 1p − (p2 − q)tp2−q−1(1− aΛ),
there is a unique tˆmax > 0 such that hˆ(t) achieves its maximum at tˆmax, increasing for
t ∈ [0, tˆmax) and decreasing for t ∈ (tˆmax,∞). Moreover,
hˆ(tˆmax) = b(
b(p− q)Λ 1p
(p2 − q)(1− aΛ))
p−q
p2−q Λ
1
p − (1− aΛ)( b(p− q)Λ
1
p
(p2 − q)(1− aΛ))
p2−q
p2−p
= Λ
pq−q
p3−p2 [
b
p2−q
p2−p (p− q) p−qp2−p
(p2 − q) p−qp2−p
(
Λ
1− aΛ)
p−q
p2−p ]
− Λ pq−qp3−p2 [b
p2−q
p2−p (p− q) p
2
−q
p2−p
(p2 − q) p
2−q
p2−p
(
Λ
1− aΛ)
p−q
p2−p
]
= Λ
pq−q
p3−p2 b
p2−q
p2−p [(
p− q
p2 − q )
p−q
p2−p − ( p− q
2p− q )
2p−q
p )] (
Λ
1− aΛ)
p−q
p2−p
≥ (p
2 − p)Λ qp2 b p
2
−q
p2−p
p2 − q
( Λ (p− q)
(p2 − q) (1− aΛ)
) p−q
p2−p
.
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Similar to the argument in Lemma 4.2, we can obtain the results of Lemma 4.4. 
By f+ 6= 0, there exists at least one u ∈ W 1,p0 (Ω)\{0} such that
∫
Ω
f |u|q dx > 0.
Let
t¯max =
((2p− q)λ ∫
Ω
f |u|q dx
pb‖u‖p
W 1,p
) 1
p−q
.
Then we have the following result.
Lemma 4.5. Let r = 2p, a < 1
Λ
and 0 < λ < λˆ0(a). Then for each u ∈ W 1,p0 (Ω) with∫
Ω
f |u|q dx > 0, there is a unique 0 < t+ < t¯max such that t+u ∈ N+λ,M and
Jλ,M(t+u) = inf
0<t<t¯max
Jλ,M(tu)
Proof. Fix u ∈ W 1,p0 (Ω) with
∫
Ω
(f |u|q) dx > 0. Let
h¯(t) = bt−p‖u‖p
W 1,p
− tq−2p
∫
Ω
f |u|q dx fort > 0.
Clearly, h¯(t)→ −∞ as t→ 0+ and h¯(t)→ 0 as t→∞. Since
h¯′(t) = −pbt−p−1‖u‖p
W 1,p
+ (2p− q)tq−2p−1
∫
Ω
f |u|q dx,
h¯′(t) = 0 at t = t¯max,h¯
′(t) > 0 for t ∈ [0, t¯max) and h¯′(t) < 0 for t ∈ (t¯max,∞). Then h¯(t)
achieves its maximum at t¯max, increasing for t ∈ (0, t¯max) and decreasing for t ∈ (t¯max,∞).
Furthermore,
h¯(t¯max) = ‖u‖2pW 1,pb(
p− q
2p− q )(
pb‖u‖q
W 1,p
(2p− q) ∫
Ω
f |u|q dx)
p
p−q
≥ = ‖u‖2p
W 1,p
b(
p− q
2p− q )(
pb‖u‖q
W 1,p
(2p− q)‖f+‖∞ )
p
p−q
≥ (1− Λa
Λ
)‖u‖2p
W 1,p
.
Since ∫
Ω
g|u|2p dx− a‖u‖2p
W 1,p
≤ (1− Λa
Λ
)‖u‖2p
W 1,p
≤ h¯(t¯max),
and h¯(t) → −∞ as t → 0+, we can conclude that there is a unique t+ < t¯max such that
h¯(t+) =
∫
Ω
g|u|2p dx − a‖u‖2p
W 1,p
and h¯′(t+) > 0. The results of Lemma 4.5 can be obtained
by repeating the argument of Lemma 4.2. 
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To prove Theorem 4.1(iii), we require the following lemma:
Lemma 4.6. Suppose that r = p2 and a ≥ 1
Λ
. Then for each u ∈ W 1,p0 (Ω) with∫
Ω
f |u|q dx > 0, there is unique 0 < t+ < t¯max such that t+u ∈ N+λ,M and
Jλ,M(t+u) = inf
t≥0
Jλ,M(tu).
Proof. Similar to the argument in Lemma 4.5, we can obtain the results of lemma 4.6. 
To prove Theorem 4.1(iv), we use the following lemma:
Lemma 4.7. Suppose that r < p2 and a > Aˆ0. Then for each u ∈ W 1,p0 (Ω) with∫
Ω
f |u|q dx > 0 and λ > 0, there is a unique tλ > 0 such that tλu ∈ N+λ,M and
Jλ,M(tλu) = inf
t≥0
Jλ,M(tu).
Proof. Fix u ∈ W 1,p0 (Ω) with
∫
Ω
f |u|q dx > 0. Let
h˜(t) = atp
2−q‖u‖p2
W 1,p
+ btp−q‖u‖p
W 1,p
− tr−q
∫
Ω
g|u|r dx, for t > 0.
Then by q < p and r < p2, we haveh˜(0) = 0 and h˜(t)→∞ ast→∞. Since a > Aˆ0, we have
h˜′(t) = a(p2 − q)tp2−q−1‖u‖p2
W 1,p
+ b(p− q)tp−q−1‖u‖p
W 1,p
− (r − q)tr−q−1
∫
Ω
g|u|r dx
≥ tp−q−1‖u‖p
W 1,p
(a(p2 − q)tp2−p + b(p− q)− (r − q)tr−q
∫
Ω
g|u|r dx)
> 0, for all t > 0,
and so h˜(t) increases for t ∈ [0,∞). Moreover, for each λ > 0, there is a unique tλ > 0 such
that
h˜(tλ) = λ
∫
Ω
f |u|q dx.
Again, the proof is completed by repeating the argument of Lemma 4.2.
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5 Proofs of Theorems 2.1, 2.2
We write Nλ,M = N+λ,M ∪N−λ,M and define
α+λ = inf
u∈N+
λ,M
Jλ,M(u); α−λ = inf
u∈N−
λ,M
Jλ,M(u).
Then we have the following result.
Theorem 5.1. Suppose that r > p2 and 0 < λ < λ0(a). Then we have
• (i) α+λ < 0;
• (ii) α−λ > c0 for some c0 > 0.
In particular α+λ = infu∈Nλ,M Jλ,M(u).
Proof. (i) Let u ∈ N+λ,M . Since
λ(r − q)
∫
Ω
f |u|q dx > a(r − p2)‖u‖p2
W 1,p
+ b(r − p)‖u‖p
W 1,p
≥ b(r − p)‖u‖p
W 1,p
,
then
Jλ,M(u) = 1
p
Mˆ(‖u‖p
W 1,p
)− λ
q
∫
Ω
f |u|q dx− 1
r
∫
Ω
g|u|r dx
=
1
p
Mˆ(‖u‖p
W 1,p
)− 1
p
M(‖u‖p
W 1,p
) ‖u‖p
W 1,p
− λ(r − q
rq
)
∫
Ω
f |u|q dx
≤ b(r − p)
pr
‖u‖p
W 1,p
− λ(r − q
rq
)
∫
Ω
f |u|q dx
≤ −b(r − p)(p− q)
rpq
‖u‖p
W 1,p
< 0.
Thus, α+λ < 0.
(ii) Let u ∈ N−λ,M . We divide the proof into the following two cases.
Case (A): r > p2 and λ0(a) =
qλ2
p
. By (4) and the Sobolev inequality,
b(p− q)‖u‖p
W 1,p
≤ a(p2 − q) ‖u‖p2
W 1,p
+ b(p− q)‖u‖p
W 1,p
< (r − q)S
−r
p
r ‖g+‖∞ ‖u‖rW 1,p,
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this implies
‖u‖W 1,p > ( b(p− q)S
r
p
r
(r − q)‖g+‖∞ )
1
r−p for allu ∈ N−λ,M .
Subsequently,
Jλ(u) ≥
‖u‖p
W 1,p
rp
(
a(r − p2)
p
‖u‖p2−p
W 1,p
+ b(r − p))− λ(r − q
rq
)‖f+‖∞S−
q
p
q ‖u‖qW 1,p
≥ ‖u‖q
W 1,p
(
b(r − p)
rp
‖u‖p−q
W 1,p
− λ(r − q
rq
)‖f+‖∞S−
q
p
q )
> (
b(p− q)S
r
p
r
(r − p)‖g+‖∞ )
q
r−p (
b(r − p)
rp
(
b(p− q)S
r
p
r
(r − p)‖g+‖∞ )
p−q
r−p − λ(r − q)‖f
+‖∞
rqS
q
p
q
).
Thus, if λ < q
p
λ2, then α
−
λ > c0 for c0 > 0.
Case (B): r > p2 and λ0(a) =
qλ1(a)
p
2p−1
p
. By (3) and the sobolev inequality,
p p
√
abp−1(p2 − q)(p− q)p−1‖u‖2p−1
W 1,p
≤ a(p2 − q)‖u‖p2
W 1,p
+ b(p− q)(p− 1)‖u‖p
W 1,p
< (r − q)‖g+‖∞S
−r
p
r ‖u‖rW 1,p,
this implies
‖u‖W 1,p > (pS
r
p
r
p
√
abp−1(p2 − q)(p− q)p−1
(r − q)‖g+‖∞ )
1
(r−2p+1) for all u ∈ N−λ,M .
Repeating the argument of part (A), we conclude that if λ < qλ1(a)
p
2p−1
p
, then α−λ > c0 for some
c0 > 0. this completes the proof. 
Now, we proceed to the proof of Theorem 2.1. By Lemma 3.2 and the Ekeland variational
principle [13], there exist a minimizing sequence {u±n } for Jλ,M on N±λ,M such that
Jλ,M(u±n ) = α±λ,M + o(1) and J ′λ,M(u±n ) = o(1) in W−1,p
′
(Ω).
It follows, by Lemma 3.1, that there exists a subsequence {u±n } and u±0 ∈ W 1,p0 (Ω) are
solutions of Eq. (1) such that u±n → u±0 strongly in W 1,p0 (Ω) and so u±0 ∈ N±λ,M and
Jλ,M(u±0 ) = αˆ±λ,M . Since Jλ,M(u±0 ) = Jλ,M(|u±0 |) and |u±0 | ∈ N±λ,M , by Lemma 2.1, we
may assume that u±0 are positive solutions of Eq. (1). Moreover, N+λ,M ∩ N−λ,M = Ø, this
indicates that u+0 and u
−
0 are two distinct solutions.This completes the proof.
To prove Theorem 2.2, we need the following.
By Theorem 4.3, we write Nλ,M = N+λ,M ∪N−λ,M and define
αˆ+λ,M = inf
u∈N+
λ,M
Jλ,M(u); αˆ−λ,M = inf
u∈N−
λ,M
Jλ,M(u).
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Then we have the following result.
Theorem 5.2. Suppose that r = p2, a < 1
Λ
and 0 < λ < 1
p
λˆ0(a). Then we have
• (i) αˆ+λ,M < 0;
• (ii) αˆ−λ,M > c0 for some c0 > 0.
In particular, αˆ+λ,M = infu∈Nλ,M Jλ,M(u).
Proof. (i) Let u ∈ N+λ,M . Since
λ(p2 − q)
∫
Ω
f |u|q dx > b(p2 − p)‖u‖p
W 1,p
,
then
Jλ,M(u) = 1
p
Mˆ(‖u‖p
W 1,p
)− λ
q
∫
Ω
f |u|q dx− 1
r
∫
Ω
g|u|r dx
=
1
p
Mˆ(‖u‖p
W 1,p
)− 1
r
M(‖u‖p
W 1,p
) ‖u‖p
W 1,p
− λ(r − q
rq
)
∫
Ω
f |u|q dx
=
b(p− 1)
p2
‖u‖p
W 1,p
− λ(p
2 − q
p2q
)
∫
Ω
f |u|q dx
< −b(p− 1)(p− q)
p2q
‖u‖p
W 1,p
< 0.
Thus, αˆ+λ,M < 0.
(ii) Let u ∈ N−λ,M . By (4),
b(p− q)‖u‖p
W 1,p
< (p2 − q)
∫
Ω
g|u|r dx− a(p2 − q)‖u‖p2
W 1,p
≤ (p
2 − q)(1− aΛ)
Λ
‖u‖p2
W 1,p
,
which implies that
‖u‖W 1,p > ( bΛ (p− q)
(1− aΛ)(p2 − q))
1
p2−p for allu ∈ N−λ,M . (18)
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Subsequently,
Jλ,M(u) = 1
p
Mˆ(‖u‖p
W 1,p
)− λ
q
∫
Ω
f |u|q dx− 1
r
∫
Ω
g|u|r dx
≥ b(p− 1)
p2
‖u‖p
W 1,p
− λ(p
2 − q
p2q
)‖f+‖∞S
−q
p
q ‖u‖qW 1,p
≥ ‖u‖q
W 1,p
(
b(p− 1)
p2
‖u‖p−q
W 1,p
− λ(p
2 − q
p2q
)‖f+‖∞S
−q
p
q )
>
( bΛ(p− q)
(1− aΛ)(p2 − q)
) q
p2−p
(b(p− 1)
p2
( bΛ(p− q)
(1− aΛ)(p2 − q))
) p−q
p2−p − λ(p
2 − q
p2q
)‖f+‖∞S
−q
p
q
)
.
(19)
Thus, if λ < 1
p
λˆ0(a), then α
−
λ > c0 for some c0 > 0. This completes the proof.
Now, we proceed to the proof of Theorem 2.2.(i) By Theorem 4.1(iii), we define
αˆλ,M = inf
u∈N+
λ,M
Jλ,M(u).
Similar to the argument in Theorem 5.3, we can conclude αˆλ,M < 0. Moreover, by Lemma
3.2(i) and the Ekeland variational principle [13], there exist a minimizing sequence {un} for
Jλ,M on N+λ,M such that
Jλ,M(un) = αλ,M + o(1)andJ ′λ,M(un) = o(1)inW−1,p
′
(Ω).
It follows, by Lemma 3.1, that there exists a subsequence {un} and u0 ∈ W 1,p0 (Ω) is a solution
of Eq. (2) such that un → u0 strongly in W 1,p0 (Ω) and so u0 ∈ N+λ,M and Jλ,M(u0) = αˆλ.
Since Jλ,M(u0) = Jλ,M(|u0|) and |u0| ∈ N+λ,M , by lemma 2.1, we may assume that u0 is a
positive solution of Eq. (1).
(ii) Similar to the argument in Theorem 2.1, Eq. (1) thus has two positive solutions u+λ,M ∈
N+λ,M and u−λ,M ∈ N−λ,M . Moreover, by (18) and (19),
‖u−λ,M‖W 1,p →∞ as a→
1−
Λ
,
and
lim
a→ 1
−
Λ
inf
u∈N−
λ,M
Jλ,M(u) =∞.
This completes the proof.
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6 Proof of Theorem 2.3
First, we consider the following truncated equation (1),
{
−Mkp−1
( ∫
Ω
|∇u|p dx
)
∆pu = λf(x)|u|q−2u+ g(x)|u|r−2u, ∈ Ω,
u = 0, ∈ ∂Ω.
(20)
where kp−1 ∈ ( b(r−p)
ra
, b(r−p)
pa
) and
Mkp−1(s) =

M(s), ifs ≤ k
p−1,
M(kp−1) ifs > kp−1,
is a truncated function ofM(s). The positive solutions of truncated equation (20) are critical
points of the functional
Jλ,M
kp−1
(u) =
1
p
Mˆp−1k (‖u‖pW 1,p)−
λ
q
∫
Ω
f |u|q dx− 1
r
∫
Ω
g|u|r dx,
where Mˆkp−1(‖u‖pW 1,p) =
∫ t
0
Mkp−1 ds. We have the following results.
Lemma 6.1. The energy functional Jλ,M
kp−1
is coercive and bounded below on Nλ,M
kp−1
.
Proof. For u ∈ Nλ,M
kp−1
, we have Mkp−1 (‖u‖pW 1,p) = λ
∫
Ω
f |u|q dx + ∫
Ω
g|u|r dx. By the
sobolev inequality,
Jλ,M
kp−1
(u) =
1
p
Mˆkp−1(‖u‖pW 1,p)−
λ
q
∫
Ω
f |u|q dx− 1
r
∫
Ω
g|u|r dx
=
1
p
Mˆkp−1(‖u‖pW 1,p)−
1
r
Mkp−1 (‖u‖pW 1,p) ‖u‖pW 1,p − λ(
r − q
rq
)
∫
Ω
f |u|q dx
≥ ( b
p
− Mkp−1
r
)‖u‖p
W 1,p
− λ(r − q
rq
)‖f+‖∞S
−q
p
q ‖u‖qW 1,p, (21)
and since kp−1 < b(r−p)
pa
, this gives b
p
− M(kp−1)
r
> 0. Thus, Jλ,kp−1 is coercive and bounded
below on Nλ,M
kp−1
. 
By (4) and (5), if u ∈ Nλ,M
kp−1
with ‖u‖p
W 1,p
≤ kp−1, then
I ′′u,M
kp−1
(1) = a(p2 − 1) ‖u‖p2
W 1,p
+ (p− 1)b‖u‖p
W 1,p
− λ (q − 1)
∫
Ω
f |u|q dx− (r − 1)
∫
Ω
g|u|r dx
23
= [a(p2 − q)‖u‖p2−p
W 1,p
+ b(p− q)] ‖u‖p
W 1,p
− (r − q)
∫
Ω
g|u|r dx (22)
= [a(p2 − r)‖u‖p2−p
W 1,p
+ b(p− r)] ‖u‖p
W 1,p
+ λ
∫
Ω
f |u|q dx, (23)
and if u ∈ Nλ,M
kp−1
with ‖u‖p
W 1,p
> kp−1, then
I ′′u,M
kp−1
(1) = (p− 1)M(kp−1) ‖u‖p
W 1,p
− λ (q − 1)
∫
Ω
f |u|q dx− (r − 1)
∫
Ω
g|u|r dx
= (p− q)M(kp−1) ‖u‖p
W 1,p
− (r − q)
∫
Ω
g|u|r dx (24)
= −(r − p)M(kp−1) ‖u‖p
W 1,p
+ λ (r − q)
∫
Ω
f |u|q dx. (25)
Furthermore, if u ∈ N 0λ,M
kp−1
, by (22)-(25) and the Sobolev inequality, then
C˜1‖u‖pW 1,p ≤ (r − q)
∫
Ω
g|u|r dx ≤ (r − q)S
−r
p
r ‖g+‖∞‖u‖rW 1,p, (26)
where C˜1 = (p− q) min{b,M(kp−1)}, and
((r − p)b− a(p2 − r)kp−1)‖u‖p
W 1,p
≤ [a(r − p2)‖u‖p2−p
W 1,p
+ (r − p)] ‖u‖p
W 1,p
≤ λ (r − q)‖f+‖∞S
−q
p
q ‖u‖qW 1,p, if ‖u‖pW 1,p ≤ kp−1.
(27)
Note that b(r − p)− a(p2 − r)kp−1 > 0 since kp−1 < b(r−p)
pa
< b(r−p)
a(p2−r) , and so with (27),
(b(r − p)− a(p2 − r)kp−1)‖u‖p
W 1,p
≤ λ (r − q)‖f+‖∞ S
−q
p
q ‖u‖qW 1,p if‖u‖pW 1,p ≤ kp−1. (28)
Moreover, by (25),
M(kp−1)(r − p)‖u‖p
W 1,p
= λ (r − q)
∫
Ω
f |u|q dx
≤ λ (r − q)‖f+‖∞ S
−q
p
q ‖u‖qW 1,p, if ‖u‖pW 1,p > kp−1.
(29)
It follows that, by (28) and (29),
C˜2‖u‖pW 1,p ≤ λ(r − q)‖f+‖∞S
−q
p
q ‖u‖qW 1,p, (30)
where C˜2 = min{M(kp−1) (r − p), [b(r − p)− a(p2 − p)kp−1]}. Hence, by (26) and (30),
(
S
r
p
r C˜1
(r − q)‖g+‖∞ )
1
r−p ≤ ‖u‖W 1,p ≤ (λ (r − q)‖f
+‖∞
S
q
p
q C˜2
)
1
p−q ,
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for all u ∈ N 0λ,M
kp−1
. Thus, if the submanifold N 0λ,M
kp−1
is nonempty, then the inequality
λ ≥ C˜2 C˜3 where C˜3 = ( S
r
p
r C˜1
(r − q)‖g+‖∞ )
p−q
r−p
S
q
p
q
(r − q)‖f+‖∞ ,
must be hold. Subsequently, we have the following result.
Lemma 6.2. If 0 < λ < C˜2 C˜3,then the submanifold N 0λ,M
kp−1
= ∅.
By Lemma (6.2), we write Nλ,M
kp−1
= N+λ,M
kp−1
∪ N−λ,M
kp−1
. Using a similar argument to
that of Lemma 4.3, it can be deduced that N±λ,M
kp−1
6= ∅. Define
α+λ,M
kp−1
= inf
u∈N+
λ,M
kp−1
Jλ,M
kp−1
(u); α−λ,M
kp−1
= inf
u∈N−
λ,M
kp−1
Jλ,M
kp−1
(u),
then we have the following result.
Theorem 6.3. We have
(i) α+λ,M
kp−1
< 0 for all λ ∈ (0, C˜2C˜3);
(ii) if 0 < λ < C˜3C˜4, then α
−
λ,kp−1
> c0 for some c0 > 0, where C˜4 =
q(rb−pM(kp−1))
p
.
In particular, for each 0 < λ < C˜3 min{C˜2, C˜4}, we have
α+
λ,kp−1
= inf
u∈Nλ,M
kp−1
Jλ,M
kp−1
(u)
.
Proof. (i) Let u ∈ N+λ,M
kp−1
. We divide the proof into the following three cases.
Case (A): ‖u‖p
W 1,p
≤ kp−1. By (23),
0 < (b(r − p)− a(p2 − r)kp−1)‖u‖p
W 1,p
≤ [a (r − p2) ‖u‖p2−p
W 1,p
+ b(r − p)] ‖u‖p
W 1,p
< λ (r − q)
∫
Ω
f |u|q dx.
(31)
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Since b (r − p) − a (p2 − r) kp−1 > 0, it follows that
Jλ,M
kp−1
(u) =
1
p
Mˆkp−1(‖u‖pW 1,p)−
1
r
Mkp−1 (‖u‖pW 1,p) ‖u‖pW 1,p − λ(
r − q
rq
)
∫
Ω
f |u|q dx
=
a(r − p2)
rp2
‖u‖p2
W 1,p
+
b(r − p)
rp
‖u‖p
W 1,p
λ(
r − q
rq
)
∫
Ω
f |u|q dx
<
‖u‖p
W 1,p
rpq
[
a(p2 − q)(p2 − r)
p
‖u‖p2−p
W 1,p
− b(r − p)(p− q)]
≤ −k
p−1
prq
[b(p− q)(r − p)− a(p
2 − q)(p2 − r)
p
kp−1]
< −k
p−1
prq
[b(r − p)− a(p2 − r) kp−1] < 0.
Case (B): ‖u‖p
W 1,p
> kp−1. By (25),
M(kp−1) (r − p) ‖u‖p
W 1,p
< λ (r − q)
∫
Ω
f |u|q dx.
Moreover,
Mˆkp−1(t) =
∫ t
0
Mkp−1(s) ds =
∫ kp−1
0
Mkp−1(s) ds+
∫ t
kp−1
Mkp−1(s) ds
=
∫ kp−1
0
M(s) ds+
∫ t
kp−1
M(s) ds
= Mˆ(kp−1) +M(kp−1)(t− kp−1) fort > kp−1,
and thus,
Jλ,M
kp−1
(u) =
1
p
Mˆkp−1(‖u‖pW 1,p)−
1
r
Mkp−1 (‖u‖pW 1,p) ‖u‖pW 1,p − λ(
r − q
rq
)
∫
Ω
f |u|q dx
=
1
p
( ˆM(kp−1) − M (kp−1) kp−1) + M (k
p−1) (r − p)
rp
‖u‖p
W 1,p
− λ(r − q
rq
)
∫
Ω
f |u|q dx
<
1
p
(
1
p
a kp(p−1) + b kp−1 − a k2(p−1) − b kp−1) + λ(r − q)
rp
∫
Ω
f |u|q dx
− λ(r − q
rq
)
∫
Ω
f |u|q dx
= − 1
p2
a kp−1 (p kp−1 − k(p−1)2)− λ (p− q)(r − q)
rpq
∫
Ω
f |u|q dx < 0.
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Consequently, α+λ,M
kp−1
< 0.
(ii) Let u ∈ N−
λM(kp−1). By (22),(24) and the Sobolev inequality,
min{b,M(kp−1)} (p− q) ‖u‖p
W 1,p
< (r − q)
∫
Ω
g|u|r dx ≤ (r − q) ‖g+‖∞ S
−r
p
r ‖u‖rW 1,p,
this implies
‖u‖W 1,p > S
r
p(r−p)
r
(min{b,M(kp−1)} (p− q)
‖g+‖∞(r − q)
) 1
(r−p)
for all u ∈ N−λM
kp−1
. (32)
By (20) from the proof of Lemma 6.3,
Jλ,M
kp−1
(u) ≥ ‖u‖q
W 1,p
[br − pM(kp−1)
pr
‖u‖p−q
W 1,p
− λ (r − q)
rqS
q
p
q
‖f+‖∞
]
> S
rq
p(r−p)
r
(min{b,M(kp−1)} (p− q)
‖g+‖∞(r − q)
) q
(r−p)
((br − pM(kp−1))S r(p−q)p(r−p)r )
pr
(
min{b,M(kp−1)} (p− q)
‖g+‖∞(r − q) )
p−q
(r−p) − λ (r − q)
rqS
q
p
q
‖f+‖∞
)
.
Thus, if λ < C˜3 C˜4, then α
−
λ,M
kp−1
> c0. This completes the proof. 
Now, we proceed to the proof of Theorem 2.3.(i) By Lemma 3.2 (ii) and the Ekeland
variational principle [13], there exists a minimizing sequence {un} for Jλ,M on W 1,p0 (Ω) such
that
JλM (un) = βλ + o(1) andJ ′λM (un) = o(1) in W−1,p
′
,
where βλ = infu∈W 1,p0 (Ω)
Jλ,M(u). Clearly, βλ < 0. Then by Lemma 3.1, there exist a
subsequence {un} and ua,λ ∈ W 1,p0 (Ω) is a nonzero solution of Eq. (1) such that un → u0
strongly in W 1,p0 (Ω) and Jλ,M (ua,λ) = Jλ,M (|ua,λ|), by Lemma 2.1 we may assume that ua,λ
is a positive solution of Eq. (1).
(ii) Let θ > 0 and take λ < λ˜0 = min{θ, C˜3 min{C˜2, C˜4}}. Then by Lemma 6.1 and the
Ekeland variational principle [13], there exist two minimizing sequences {u±n } for Jλ,Mkp−1
on N±λ,M
kp−1
such that
Jλ,M
kp−1
(u±n ) = α
±
λ,kp−1
+ o(1) and J ′λ,M
kp−1
(u±n ) = o(1) in W
−1,p′.
Using a similar argument to that in Lemma 3.1, there exist subsequences {u±n } and u±λ,M
kp−1
∈
W 1,p0 (Ω) are nonzero solutions of Eq. (20) such that u
±
n ⇀ u
±
λ strongly in W
1,p
0 (Ω) and
so u±λ,M
kp−1
∈ N±λ,M
kp−1
and Jλ,M
kp−1
(u±λ,M
kp−1
) = α±
λ kp−1
. Since JλM
kp−1
, (uλ,M
kp−1
±) =
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Jλ,M
kp−1
(|uλ,M
kp−1
±|) and |u±λM
kp−1
| ∈ N±λ,M
kp−1
, by Lemma 2.1, it can be deduced that
u±λ,M
kp−1
are positive solutions of Eq. (20). Moreover, N+λ,M
kp−1
∩ N−λ,M
kp−1
= ∅, this implies
that u+λ,M
kp−1
and u−λ,M
kp−1
are two distinct solutions. Now, we claim that ‖u±λ,M
kp−1
‖p
W 1,p
≤
kp−1; if this is not the case, then by (11) and k ∈ ( b(r−p)
ra
, b(r−p)
pa
),
b(r − p)
ar L(θ)
=
b(r − p)
ra(θ Cq∗ ‖f+‖∞ + Cr∗ ‖g+‖∞) |Ω|
<
kp−1
(λCq∗ ‖f+‖∞ + Cr∗ ‖g+‖∞) |Ω|
< max{(b(2r − p)
r
)
(p−r+q)
(r−p) , (
br
p
)
(p−r+q)
(r−p) , (
br
p
)
p
(r−p)} = A0,
which implies a > b(r−p)
r A0 L(θ)
a contradiction. Thus, u±λ,M
kp−1
= u±λ,M ∈ N±λ,M and Jλ,M (u±λM
kp−1
) =
Jλ,M
kp−1
(u±λ,M
kp−1
) = α±
λ,(kp−1). Moreover,u
+
λ,M and u
−
λ,M are positive solutions of Eq. (1).
7 Proof of Theorem 2.4
First, we consider a modified version of Eq. (1) as follows,{
−Mkˆ
( ∫
Ω
|∇u|pdx
)
∆pu = λf(x)|u|q−2u+ g(x)|u|r−2u, ∈ Ω,
u = 0, ∈ ∂Ω.
(33)
where kˆ = b(r−p)
a(2p−r) and
Mkˆ(s) =

akˆ
p2−q
p s
q−p
p + b, ifs ≤ kˆ,
M(s) ifs > k,
is a modified function of M(s) = asp−1 + b. The positive solutions of the modified Eq. (33)
are critical points of the functional
Jλ,M
kˆ
(u) =
1
p
Mˆkˆ (‖u‖pW 1,p)−
λ
q
∫
Ω
f |u|q dx− 1
r
∫
Ω
g|u|r dx,
where Mˆkˆ(s) =
∫ s
0
Mkˆ(t) dt. Note that by (4), if u ∈ Nλ,Mkˆ with ‖u‖
p
W 1,p
≤ kˆ, it can be
deduced that
I ′′u,M
kˆ
(1) = −a(r − q)kˆ p
2
−q
p ‖u‖q
W 1,p
− b(r − p) ‖u‖p
W 1,p
+ λ (r − q)
∫
Ω
f |u|q dx
≤ −a(r − q)kˆ p
2
−q
p ‖u‖q
W 1,p
− b(r − p) ‖u‖p
W 1,p
+ λ (r − q)S
−q
p
q ‖f+‖∞ ‖u‖qW 1,p
= (r − q)(λS
−q
p
q ‖f+‖∞ − a kˆ
p2−q
p )‖u‖q
W 1,p
− b(r − p) ‖u‖p
W 1,p
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< 0, if λ ≤ akˆ p
2
−q
p ‖f+‖−1∞ S
q
p
q , (34)
and for u ∈ Nλ,M
kˆ
with ‖u‖p
W 1,p
≥ kˆ,
I ′′u,M
kˆ
(1) = [a(p2 − r) ‖u‖p2−r
W 1,p
− b(r − q)
∫
Ω
f |u|q dx]
≥ λ (r − q)
∫
Ω
f |u|q dx > 0. (35)
it follows that, by (33), N 0λ,M
kˆ
= N+λ,M
kˆ
= ∅ for all λ ≤ akˆ p
2
−q
p ‖f+‖−1∞ S
q
p
q and u ∈ Nλ,M
kˆ
with ‖u‖p
W 1,p
≤ kˆ; while by (34),N 0λ,M
kˆ
= N−λ,M
kˆ
= ∅ for all u ∈ Nλ,M
kˆ
with ‖u‖p
W 1,p
≥ kˆ.
consequently, if 0 < λ ≤ akˆ p
2
−q
p ‖f+‖−1∞ S
q
p
q , the following results are obtained.
Lemma 7.1.
(i) Nλ,M
kˆ
= N+λ,M
kˆ
∪ N−λ,M
kˆ
(i.e.N 0λ,M
kˆ
= ∅);
(ii) Nλ,M
kˆ
∩ {u ∈ W 1,p0 (Ω) : ‖u‖pW 1,p = kˆ} = ∅;
(iii) N−λ,M
kˆ
⊂ {u ∈ W 1,p0 (Ω) : ‖u‖pW 1,p < kˆ};
(iv) N+λ,M
kˆ
⊂ {u ∈ W 1,p0 (Ω) : ‖u‖pW 1,p > kˆ}.
It is well known that the minimum problem
S = inf
u∈M
K(u) > 0 (36)
can be achieved at positive function u0 ∈M such that K(u0) = S ( see [19]), where K(u) =
1
p
‖u‖p
W 1,p
− 1
r
∫
Ω
g|u|r dx and
M = {u ∈ W 1,p0 (Ω)\{0} : ‖u‖pW 1,p =
∫
Ω
g|u|r dx}.
Let v0 =
kˆ
1
p u0
‖u0‖W1,p
. Then ‖v0‖pW 1,p = kˆ and∫
Ω
g|v0|r dx = kˆ
r
p ‖u0‖p−rW 1,p = kˆ
r
p (
r − p
prS
)
(r−p)
p >
pb2 (r − p)
a(2p− r)2 ,
provided that a < A∗ =
p
r
(p−r) (r−p)p
rS
(2p−r
b
)
(p2−r)
(r−p) .
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Lemma 7.2. For each a < A∗ there exists 0 < λ˜∗ ≤ akˆ
p2−q
p ‖f+‖−1∞ S
q
p
q such that for
λ < λ∗ there exists t¯λ > 1 such that t¯λ v0 ∈ N+λ,M
kˆ
.
Proof. Let
m¯(λ, t) = a t2p−r‖v0‖2pW 1,p + btp−r ‖v0‖pW 1,p − tq−r λ
∫
Ω
f |v0|q dx
= a t2p−r kˆ2 + b tp−r kˆ − tq−r λ
∫
Ω
f |v0|q dx fort > 0.
Clearly, m¯(λ, t)→ −∞ as t→ 0+ and m¯(λ, t)→∞ as t→∞. Since
m¯′(0, t) = b(r − p) kˆ tp−r−1 (tp − 1),
m¯′(0, t) = 0 at t = 1,m¯′, (0, t) < 0 for t ∈ (0, 1) and m¯′(0, t) > 0 for t ∈ (1,∞). Then m¯(0, t)
achieves its minimum at 1, decreasing for t ∈ (0, 1) and increasing for t ∈ (1,∞). Thus,
min
t>0
m¯(0, t) = m¯(0, 1) =
pb2 (r − p)
a(2p− r)2 <
∫
Ω
g|v0|r dx,
it follows that there exists t¯0 > 1 such that
m¯0(0, t¯0) =
∫
Ω
g|v0|r dx andm¯′0(0, t¯0) > 0.
By the implicit function theorem, there exists a positive number
λ˜∗ < akˆ
p2−q
p ‖f+‖−1∞ S
q
p
q ,
such that for every λ < λ˜∗ there exists t¯λ > 1 such that
m¯′(λ, t¯λ) = 0, m¯(λ, t¯λ) =
∫
Ω
g|v0|r dx.
Now,
〈J ′λ(t¯λv0), t¯λv0〉 = at¯2pλ ‖v0‖2pW 1,p + b t¯pλ ‖v0‖pW 1,p − t¯qλ λ
∫
Ω
f |v0|q dx− t¯rλ
∫
Ω
g|v0|r dx
= t¯rλ[m¯(λ, t¯λ)−
∫
Ω
g|v0|r dx] = 0 (i.e.t¯λv0 ∈ Nλ,M
kˆ
),
and
‖t¯λv0‖pW 1,p = t¯pλ kˆ > kˆ.
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Thus, by Lemma 7.1 (iV), t¯λ v0 ∈ N+λ,M
kˆ
. 
Theorem 7.3. For each a < A∗ there exists 0 < λ˜∗ ≤ akˆ
p2−q
p ‖f+‖−1∞ S
q
p
q such that for
0 < λ < λ∗,Eq. (2) has a positive solution uˆλ with ‖uˆλ‖pW 1,p > kˆ.
Proof. By Lemma 3.2 (ii) and Lemma 7.1 (iV), we have the energy functional Jλ,kˆ which is
coercive and bounded below onN+λ,M
kˆ
. Then the minimum problem α+λ,M
kˆ
= infu∈N+
λ,M
kˆ
Jλ,M
kˆ
(u)
is well defined. Moreover, by (6), Lemma 7.1 (iV) and N+λ,M
kˆ
is a nonempty natural con-
straint. Thus, by the Ekeland variational principle [13], there exists a minimizing sequence
{un} for Jλ,M
kˆ
on N+λ,M
kˆ
such that
Jλ,M
kˆ
(un) = α
+
λ,kˆ
+ o(1) andJ ′λ,M
kˆ
(un) = o(1) inW
−1,p′.
Using a similar argument to that in Lemma 3.1, there exists subsequence {un} and uˆλ ∈ W01,p (Ω)
is a nonzero solution of Eq. (32) such that un → uˆλ strongly in W 1,p0 (Ω), with ‖uˆλ‖pW 1,p ≥ kˆ
and Jλ,kˆ (uˆλ) = α+λ,kˆ. Since Jλ,Mkˆ (uˆλ) = Jλ,Mkˆ (|uˆλ|), by Lemma 2.1, we may assume that
u0 is a positive solution of Eq. (34). By lemma 7.1(i) ‖uˆλ‖pW 1,p > kˆ. Thus, uˆλ is a positive
solution of Eq. (2). 
Now, we complete the proof of Theorem 2.4. For each θ > 0 and 0 < a < { b(r−p)
rA0L(θ)
, A∗},
there exists a positive number λ˜∗ ≤ min{θ, Λˆ} such that for 0 < λ < λ˜∗, Eq. (2) has three
positive solutions u
(1),+
λ,M ,u
(p),+
λ,M and u
−
λ,M such that u
(i),+
λ,M ∈ N+λ,M and u−λ,M ∈ N−λ,M . Moreover,
by k ∈ ( b(r−p)
ra
, b(r−p)
pa
), (30)-(31) and Theorem 2.3 and 7.3, we can conclude that
‖u(1),+λ,M ‖pW 1,p < (
pλ (r − q) ‖f‖∞s
−q
p
q
b(r − p)p )
p
(p−q) ,
S
r
p(r−p)
r (
pb(r − 1)(p− q)
r(r − q)‖g+‖∞ )
1
r−p < ‖u−λ,M‖pW 1,p <
b(r − p)
pa
< ‖u(p),+λ,M ‖pW 1,p,
also this complete the proof of Theorem 2.4.
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