We examine apparent motion carried by textural properties. The texture stimuli consist of a sequence of grating patches of various spatial frequencies and amplitudes. Phases are randomized between frames to insure that first-order motion mechanisms direct@ applied to stimulus luminance are not systematically engaged. We use ambiguous apparent motion displays in which a heterogeneous motion path defined by alternating patches of texture s (standard) and texture v (variable) competes with a homogeneous motion path defined solely by patches of texture s. Our results support a one-dimensional (single-channel) model of motion-from-texture in which motion strength is computed from a single spatial transformation of the stimulus--an ucfiuity transformation. The value assigned to a point in space-time by this activity transformation is directly proportional to the modulation amplitude of the local texture and inversely proportional to local spatial frequency (within the range of spatial frequencies examined). The activity transformation is modeled as the rectified output of a low-pass spatial filter applied to stimulus contrast. Our data further suggest that the strength of texture-defined motion between a patch of texture s and a patch of texture v is proportional to the product of the activities of s and v. A strongly counterintuitive prediction of this model borne out in our data is that motion between patches of different texture can be stronger than motion between patches of similar texture (e.g. motion between patches of a low contrast, low frequency texture 1 and patches of high contrast, high frequency texture h can be stronger than motion between patches of similar texture h).
INTRODUCTION

First -order motion extraction
Drifting spatiotemporal modulations of various sorts of optical stuff (such as luminance, contrast, texture, binocular disparity, etc.) can induce vivid motion percepts; in each case "something" appears to move from one place to another. This introspective description, however, does not necessarily reflect the underlying processes in human visual motion processing.
The study of visual motion extraction mechanisms has traditionally focused on rigidly moving objects, projecting drifting modulations of luminance. Several physiologically plausible computational models have been proposed to extract motion information from drifting luminance modulations. Examples are the gradient detector (see Moulden & Begg, 1986) and the Reichardt or correlator detector (see Reichardt, 1961) . These detectors are designed to detect drifting luminance modulations (or their linear transformations) and are Koenderink, 1990b) have shown that motion perception of drifting modulations of luminance is well explained by a first-order computation called motion energy extraction. Indeed, most current models of first-order motion detection (e.g. Reichardt detectors and gradient detectors) have now been shown to be equivalent or approximately equivalent to some variant of motion energy extraction (Adelson & Bergen, 1986; van Santen & Sperling, 1985) . A standard approach to first-order motion energy extraction (e.g. Heeger, 1987; Adelson & Bergen, 1985) proposes that the visual system uses a battery of spatiotemporally oriented filters, each of which yields a realvalued function of the visual field over time. The output of each filter is squared at each location in space to obtain a measure of local energy at the spatiotemporal frequency to which that filter is tuned. The squared outputs of these filters (motion energies) comprise the input to a higher order process that computes a velocity flow field. For example, Heeger's (1987) model is built on the observation that the Fourier transform of a rigidly translating pattern has all its energy contained in a plane through the origin in frequency space. Each motion energy detector (narrow-band, spatiotemporal linear
