Abstract. In this paper we introduce a new subspace of Jacobi forms of higher degree via certain relations among Fourier coefficients. We prove that this space can also be characterized by duality properties of certain distinguished embedded Hecke operators. We then show that this space is Hecke invariant with respect to all good Hecke operators. As explicit examples we give Eisenstein series. Conversely we show the existence of forms that are not contained in this space.
Introduction and statement of results
In this paper we prove the existence of a non-trivial Hecke invariant proper subspace of the space of Jacobi forms on H 2 × C 2 which satisfies Hecke duality relations.
Thirty years ago Saito und Kurokawa [11] conjectured the existence of a distinguished subspace of M 2 k , the vector space of Siegel modular forms of degree 2 and weight k ∈ N. From the degeneration of the spinor L-function of Hecke eigenforms they conjectured that there exists a correspondence to a space of elliptic modular forms. At the same time, Maass studied the Fourier coefficients of Eisenstein series of degree 2 and discovered interesting relations among them. He introduced the Spezialschar [12, 13, 14] , which is a subspace of Siegel modular forms of degree 2 that is defined via certain relations among Fourier coefficients. A Siegel modular form F ∈ M 2 k is in the Maass Spezialschar if for all positive definite half-integral 2 × 2 matrices T the Fourier coefficients A(T ) of F satisfy the relation with the quadratic form [n, r, m]. Relation (1.1) is equivalent to the fact that A(T ) only depends on the discriminant of T and the greatest common divisor of its entries. Explicit examples for elements in the Spezialschar are given by Eisenstein series. Moreover the Maass Spezialschar is Hecke invariant and provides an example of forms that do not satisfy an analogue of the Ramanujan-Petersson conjecture in higher dimensions [19] .
At the end of the last century Duke and Imamoglu generalized the Saito-Kurokawa conjecture to higher degree. Let M n k be the space of Siegel modular forms of weight k and degree n ∈ N. Duke and Imamoglu conjectured that if n + k ≡ 0 (mod 2), then there exists a Hecke invariant isomorphism between the space of the elliptic forms of weight 2k and a subspace of M 2n k+n . Note that M 2n k+n has even degree. In 2001 this conjecture was proven by Ikeda [8] and subsequently Kohnen and Kojima [10] gave a linearization of this lift. Recently the second author characterized these lift via Hecke operators [7] .
It would be interesting to construct lifts and formulas also in the case of Siegel modular forms of odd degree. Here we make a first step towards this goal and investigate Jacobi forms of degree 2 since these arise for example as Fourier Jacobi coefficients of Siegel modular forms of degree 3. Let Φ ∈ J 2 k,m (the vector space of Jacobi forms of weight k, degree 2, and index m) with Fourier coefficients C(N, R). We use the parametrization N = n 11 n 12 2 n 12 2 n 22
and R = (r 1 , r 2 ), and define the invariants:
m .
It will turn out that C(N, R) only depends upon D 1 , D 2 , D, and r 1 and r 2 modulo 2m. Therefore the following is well-defined:
where r 1 and r 2 are defined modulo 2m. Moreover if m is either 1 or a prime, then C(N, R) only depends upon D 1 , D 2 , and D. In this case we set
Next define the space E k,m of "distinguished" Jacobi forms.
Definition (Hecke duality relation).
k,m if the following relation is satisfied:
Here pp ≡ 1 (mod 2m) and χ * := * p . Furthermore we define
Since we show that this relation is equivalent to a property involving Hecke Jacobi operators, we refer to it as Hecke duality relation. For m = 1 it is known by work of Ibukiyama [9] that the space J 2 k,1 is isomorphic to a space of Siegel modular forms of degree 2 and half-integral weight. In this case he conjectured the existence of a certain distinguished subspace which seems to be different from the space considered here. It would be interesting to determine the connection between those.
k,m and that p is a prime with (p, 2m) = 1. Then the following two conditions are equivalent:
Here T J (p) ↑ and T J (p) ↓ are two canonical Hecke Jacobi operators obtained by embedding the classical Hecke Jacobi operator T J (p) in two different ways (see Section 3.2) .
The spaces E (p) k,m are invariant with respect to all "good" Hecke operators. 
To show that E k,m is not in general equal to the whole space of Jacobi forms, we give in the last section explicit examples which do not satisfy the Hecke duality relations. In particular if k ≥ 10 is even, then we have E k,1 J 2 k,1 .
Basic facts about Automorphic forms
In this section we recall some basic facts about automorphic forms with respect to the symplectic and to the Jacobi group. Throughout we let R be a commutative ring. The symplectic group Sp n (R) acts on the Siegel upper half-space H n by
, and Φ is a complex-valued function on H n , then define
where J(g, T ) := (CT + D). We let M n k be the vector space of Siegel modular forms of weight k and degree n with respect to the Siegel modular group Γ n := Sp n (Z), i.e., the space of holomorphic functions F : H n → C that satisfy F | k g = F for all g ∈ Γ n and that have a Fourier expansion
where S runs through the set of half-integral semi-definite matrices. We next consider Jacobi forms. The Heisenberg group of degree n H n (R) := {(λ, µ, κ) | λ, µ ∈ R n and κ ∈ R} has the group law
. This group can be viewed as a subgroup of Sp n+1 (R) via the embedding :
Here λ ′ , µ ′ are uniquely determined. Moreover we have
We define the cocycle J k,m by
where
Here A[B] := B t AB for matrices of suitable sizes and e(x) := e 2πix for x ∈ C. For all γ 2 , γ 2 ∈ G J n (R), the cocyle J k,m has the property
Define the Petersson slash operator | k,m for complex-valued functions F on H J n and γ ∈ G J n (R) by
For positive integers k, m, and n we let J n k,m be the space of Jacobi forms of degree n, weight k, and index m, i.e., the space of complex-valued functions Φ on H J n that satisfy Φ| k,m γ = Φ for γ ∈ Γ J n := G J n (Z) and that have a Fourier expansion of the form
Here the sum runs over all N and R such that
is a half-integral semi-definite matrix of size n + 1. Examples of Jacobi forms are given by Fourier Jacobi coefficients of Siegel modular forms. If we write for n > 1 an element of H n as T Z t Z ω 0 with ω 0 ∈ H, then F ∈ M n k has a Fourier Jacobi expansion of the form
We drop the index n = 1 to simplify notation. For Φ ∈ J n k,m we define
which has the property
We next embed Sp n × Sp n into Sp 2n by
and identify this image with Sp n × Sp n . Further we embed
In the following we use the symbols γ ↑ and γ ↓ to indicate the embeddings of γ × I 2 and I 2 × γ.
Hecke Theory and the lifting operator
3.1. The symplectic Hecke algebra. Let us first consider the symplectic Hecke algebra H n of the Hecke pair (Γ n , Sp n (Q)) [1, 16] which decomposes as H n = ⊗ p H n p . Here the local Hecke algebra H n p is generated by T (n)
, where
We need an explicit left coset decomposition of the generators of the Hecke operators for n = 1 and n = 2. Since T (n)
n (p) = I 2n , we can omit the case i = n.
If n = 1 we can choose as a Γ-left coset decomposition of p T (1) 0 (p):
where a runs through (Z/pZ) * , b through Z/p 2 Z , and where
If n = 2 the generators of the Hecke algebra are given by:
2 (p) = Γ 2 .
Representatives can be choosen of the form
Each of the double cosets related to D 1 , D 3 , and D 6 decompose into one left coset. From the decomposition of Γ\ΓD 4 Γ in (3.1) and the identity pD 2 = D 5 , it is sufficient to consider
Next we calculate the corresponding representatives M ∈ Sp 2 (Q). If a representative D ∈ Mat(2, Z) is fixed, then B ∈ Mat(2, Z) runs through a set of representatives modulo D, i.e., B satisfies D t B = B t D and the congruence relation ∼. Here B 1 ∼ B 2 if and only if (
Using the algorithm given in [18] we obtain the following representatives:
3.2. Hecke Jacobi operators. In the setting of Jacobi forms complications arise since the Jacobi group is not reductive. It is well known that the related Hecke Jacobi algebra in not commutative and does not decompose into local Hecke algebras. For our purpose it will be sufficient to consider double cosets attached to the symplectic part of the Jacobi group G J n (Q) which includes the Hecke operators introduced in [4, 15] .
For l ∈ N we define X(l) := Γ J l 0 0 l −1 Γ J . We have X(l 1 l 2 ) = X(l 1 )·X(l 2 ) for all positive coprime integers l 1 and l 2 . Let H J be the Hecke Jacobi algebra generated by {X(l)| l ∈ N} over Q and H J p the local Hecke Jacobi algebra generated by {X(p n )| n ∈ N 0 } over Q. Then we have H J = ⊗ p H J p . In the following we identify the Hecke Jacobi algebra and the related Hecke Jacobi operators.
For Φ ∈ J k,m define the Hecke operator T J (ℓ) as For S ∈ Sp n (Q) and Φ ∈ J n k,m , we define the Hecke Jacobi operators T J n (S):
where l is the smallest integer such that lS ∈ M at(2n, Z) and M (l) is the set of all M (λ, µ) with λ, µ ∈ Z n /lZ n . We note that T J 1 ( 1 0 0 1 ) and T J 
Throughout we write T = ( τ u u ζ ) and Z = (z 1 , z 2 ). We note that the involved theta series are linear independent (see Section 3 of [20] ).
Proof of Theorem 1.1. We start with the Γ-left coset decomposition of Γ 1 0 0 p 2 Γ stated in (3.1). We first consider N 1 and define
One computes that
We make the change of variables Since (p, 2m) = 1 the condition n 11 , n 12 , n 22 , r 1 , r 2 ∈ Z is equivalent to r ′ 1 ≡ 2λm (mod p), D ′ 1 ≡ 0 (mod p 2 ), and D ′ ≡ 0 (mod p). Then we obtain the new invariants
, and r ′ 2 = r 2 . This yields independent of λ and µ
Therefore we obtain
We next consider N 2 (a), and define
One can prove that
11 p e 2πi((n 11 +λr 1 +λ 2 m)τ +(n 12 +λr 2 )u+(r 1 +2λm)z 1 +r 2 z 2 +n 22 ζ) .
We consider Φ * 2 which arises from Φ 2 by completing the sum over a into a sum over a modulo p. The new sum over a vanishes unless p|n 11 in which case it equals p. We make the change of variables The new invariants are
, and r ′ 2 = r 2 . The condition r 1 , r 2 , n 11 , n 12 , n 22 ∈ Z is equivalent to r ′ 1 , r ′ 2 , n ′ 11 , n ′ 12 , n ′ 22 ∈ Z. Moreover the congruence n 11 ≡ 0 (mod p) is equivalent to the congruence
The number of solutions λ of the congruence (4.2) equals 1 + χ D 1 (p). Hence
We next consider N 3 (b), and set
One can show that Φ 3 equals
The sum over b vanishes unless p 2 |n 11 in which case it equals p 2 . Moreover the sum over µ vanishes unless p|r 1 in which case it equals p. We make the change of variables
The restrictions p 2 |n 11 , p|r 1 , and r 2 , n 12 , n 22 ∈ Z are equivalent to n ′ 11 , n ′ 12 , n ′ 22 , r ′ 1 , r ′ 2 ∈ Z. In particular r ′ 1 runs through Z for each λ. We obtain the invariants
This yields
In a similar manner we treat Φ| k,m T J (p) ↓ . Now the claim of the theorem follows by comparing Fourier coefficients and by using the linear independence of the theta series Θ r 1 ,r 2 .
Proof of Theorem 1.2
Throughout we let Φ ∈ E (q) k,m . We show that for all S i as defined in (3.4) we have Φ|T J 2 (S i ) ∈ E (q) k,m . We actually show that each package of representatives M i which correspond to one of the S i already preserves the Hecke duality. As a by-product we explicitly determine this action on the Fourier coefficients of Φ.
We first consider the action of the Heisenberg group on Φ| k,m g with g ∈ Γ 2 \Γ 2 SΓ 2 . For this we define M := λ,µ (mod p) M (λ, µ), where λ := (λ 1 , λ 2 ), µ := (µ 1 , µ 2 ), and where
It will turn out that Φ| k,m g has a Fourier expansion with n 11 , n 12 , n 22 ∈ Z and r 1 , r 2 ∈ 1 p Z. The sum over µ vanishes unless p|r 1 , r 2 in which case it equals p 2 . We make the change of variables n ′ 11
We next consider the action of the matrices M i (1 ≤ i ≤ 12). We start with
The sum over x, y, and z vanishes unless p 2 |n 11 , n 12 , and n 22 in which case it equals p 6 . We make the change of variables n ′ 11 := n 11
From the above considerations we see that applying the Heisenberg part reduces the summation to r 1 and r 2 ∈ Z, multiplies the sum by p 2 , and leaves the invariants unchanged. Thus
ζ+ r 1 r 2 2m
where here in the following we have as before D 1 = r 2 1 − 4n 11 m, D 2 = r 2 2 − 4n 22 m, and
We show that this function satisfies (1.5) using that Φ satisfies (1.5) and that
as claimed. The matrices M 2 , M 3 , M 4 , and M 5 are treated in a similar way. We next consider
Since we will see later that M 11 preserves (1.5) we may complete the sum over b into a sum over all b modulo p which we denote by M * 6 . The sum over b vanishes unless p|n 22 in which case it equals p. We make the change of variables We compute the invariants
Applying the Heisenberg transformation preserves those invariants. We denote the new variables with tildes. We have the following equivalent conditions:
We let
and show that this function satisfies (1.5). First observe that in the sum over a in (5.1) we may choose as a set of representatives elements that are divisible by q. Using this we have
This yields that (χ
Using (1.5) gives that this equals
We rewrite the occuring summands on the right hand side. Since (p, q) = 1, we may change in the first sum a into aq and in the second a into aq and λ into λq. The other summands are treated similarly. This gives that χ
as claimed. We next deal with the action of
The sum over b vanishes unless n 22 ≡ 0 (mod p). Moreover the sum over c vanishes unless
We make the change of variables
We again denote the variables after the Heisenberg transformation with tildes. As before we see that the condition n 22 ≡ 0 (mod p) is equivalent to
Similarly we have the equivalence In the following we restrict to n = 2 and analyze the decomposition of Γ ∞ \Γ 2 with respect to Γ × Γ. Work of Garrett [5] implies that Denoting by λ E and λ Φ the eigenvalues of E J k,m and Φ with respect to the Hecke Jacobi operator T J (p) gives that (7.1) equals
where G ′ ∈ Sym 2 J cusp k,m . There exists at least one prime p such that λ E is different from λ Φ , since these eigenvalues correspond to Eisenstein series and cusp forms of weight 2k − 2 (see [17] ).
