It is well known that network function virtualization will be a key enabler to meet the stringent requirements of 5G networks. However, fully centralized approaches, such as Cloud Radio Access Network (C-RAN), might not be feasible, considering the particular needs of the fronthaul links and the large cost of implementing such architectural shift. In this sense, flexible functional split brings a practical solution, which trades off performance and practicability. In spite of the growing interest in flexible functional split, little attention has been paid to the interaction of split selection and scheduling. In this paper, we analyze joint strategies that minimize traffic delay. We compare the global optimum solution with partial optimizations, that can be more suitable in practical implementations, using different scenarios. According to our results, fixed scheduling behaves alike the global optimum in heterogeneous RAN scenarios. Furthermore, we observe that it is usually better to optimize the split degree for fixed scheduling setups, than deciding a scheduling policy for a particular split configuration.
I. INTRODUCTION
One of the architectural evolutions that will characterize 5G networks comes from exploiting Software Defined Networking (SDN) techniques, leading to the so-called Network Function Virtualization (NFV) paradigm. While in prior cellular technologies, such as 4G, flat and decentralized architectures were proposed, the challenging 5G requirements call for tighter coordination of the access network elements, which can only be tackled by means of centralized solutions. This is done by decoupling functionalities belonging to the Radio Access Network (RAN), such that part of them are virtualized and centralized, while the remaining ones stay closer to the Access Point (AP). Initially, fully centralized architectures, C-RAN, were proposed, where the AP, known as Remote Radio Head (RRH), performs only basic Radio Frequency (RF) functions. However, this approach demands high communication capacities between the RRHs and their corresponding Base-Band Unit (BBU), which may not be affordable in real scenarios. For that reason, academia, industry, and standardization bodies [1] [2] are working together to define solutions that permit a flexible selection of the centralization level, or functional split.
This paradigm shift does not only allow a notable cost reduction, but it also brings the possibility of fostering a closer cooperation between RRHs, which is mandatory, given the high density that is expected for the forthcoming cellular network deployments. When virtualizing network functions, one key decision that needs to be taken is the functional split to be used, that is to say, the particular functions moved to the processing units at the BBU and which ones remain close to the RRH. On the other hand, transmission scheduling at the BBU, to the various RRH it might manage, has also a strong impact on the delay, which needs to be kept low, in order to fulfill the stringent requirements of 5G.
In this paper we jointly analyze split configuration and scheduling of a flexible functional-split based architecture. We start from the work of Koutsopoulos [3] , where a theoretical description of the problem was given. Shifting more functions to the BBU would imply higher computational load, while it might also lead to different traffic loads over the so-called fronthaul links, which connect the BBU with its corresponding RRHs. Koutsopoulos characterized the complexity of targeting the combined problem, and gave some hints to solve two particular cases, where either the functional split or the scheduling policy were fixed. However, no practical solution was given to any of the different problems.
Hence, the contributions of this paper are:
• We provide an implementation of the solutions that were briefly presented in [3] to minimize delay. • We evaluate such solutions in different scenarios, and we study their performance using practical values. • We study whether the use of partial optimization, which is computationally more efficient, would yield a performance similar to the optimum solution.
The paper is structured as follows: in Section II we discuss related works, and we point out the main difference with the work we present herewith. Section III introduces our system model, depicting the various problems that we pose to find the optimum split/scheduling combination. In Section IV we analyze the performance of the different strategies over various scenarios. Finally, we conclude the paper in Section V, which also provides an outlook of our future work.
II. RELATED WORK
As mentioned earlier, C-RAN [4] [5] is currently deemed as one of the key enablers to meet the stringent requirements of 5G technology. In a nutshell, the main idea behind this paradigm shift is to move some of the functions that were traditionally placed at the base station to a central controller, which might be even deployed over general purpose computing nodes. However, fully centralized approaches may be unpractical in real networks, due to the high fronthaul capacity demand, which can only be met with fiber links [6] [7] . In light of it, different initiatives are proposing the re-design of the fronthaul [8] , where different splitting configurations can be chosen. The reader may refer to [9] and the references therein for a thorough review of the splits that have been proposed for 5G Networks.
One step forward was the possibility to actually use flexible functional splits. In this case, the idea is to dynamically adapt the functional split, based on the particular delay requirements of the traffic, and the fronthaul conditions. The authors of [10] [11] describe the main characteristics of this approach. On the other hand, a 5G architecture based on flexible splitting is introduced in [12] , and an assessment of this concept over a lab-based testbed is discussed in [13] .
Exploiting the concept of flexible functional split selection, some works, such as [14] [15], have proposed solutions that seek energy harvesting, or combining it with schemes to manage optical transport, for instance [16] [17] . Furthermore, some studies [18] [19] have highlighted the interaction of flexible functional split and scheduling. In spite of it, little attention has been paid to the joint optimization of scheduling and split selection, which is where the main contribution of this work lies.
III. SYSTEM MODEL
As mentioned before, we adopt the system model defined in [3] , which we reproduce herewith for completeness.
We consider a functional split architecture where a set of RRHs, R, are connected to a single pool of BBUs through a set of links L. We assume that the BBU is equipped with a single-thread processor, with computational capacity C B , so that only one frame can be concurrently processed. Similarly, C i denotes the computational capacity of the RRH i, and L i is the communication capacity of the link between RRH i and the BBU. Additionally, we just consider downlink communications, although the model can be straightforwardly adapted for uplink.
We assume a slotted-time scenario where, at the beginning of each time-slot, a new frame arrives for every RRH. At the BBU, there is a central controller that globally decides the split for each frame, as well as the order in which frames are scheduled. It is assumed that all RRHs can convey the same set of splits F.
We define S as the set of possible split configurations. At each slot, the controller selects a split vector s s s := {s 1 , ...s |R| }, where s i ∈ F is the split decision for RRH i ∈ R. It is worth noting that the number of possible split configurations (cardinality of S) exponentially grows with the number of split options, |S| = |F| |R| .
For a given split decision of frame i, s i , let ω i,si andω i,si be the computational load required to process the frame at the BBU and RRH, respectively. Similarly, we define the function d i,si as the amount of data to be transmitted over the link L i , which depends on the particular split selection.
Similarly, we define the set of possible scheduling policies Π. A particular policy π ∈ Π is defined as a vector, π π π = {π 1 , ..., π |R| }, of integer positive numbers (π π π ∈ N |R| + ), where π i indicates the serving order of frame i. For instance, in a scenario with 4 frames, the scheduling decision π π π = {3, 4, 2, 1} would mean that frame 4 is the first to be served, then frames 3, 1 and 2. Note that the space of the scheduling solution set |Π| = |R| !.
As mentioned earlier, we assume that all the BBU computational resources are devoted to processing the current frame. Hence, the processing delay of a frame i at the BBU can be calculated as:
Similarly, considering the bits to be transmitted after applying the selected functional split to frame i, the transport delay is defined as:
Finally, the delay associated to the processing at the base station is defined as follows:
Altogether, we can define the overall delay suffered by a frame i as:
where j:πj <πi δ B j,sj holds for the time that frame i is waiting in the BBU to be served. Bearing this in mind, we can define the overall system delay D as:
The global delay defined in Eq. 5 can be reformulated to account for the delay induced by each scheduled frame in the subsequent ones. Then, we can group the delays associated to the processing at the BBU as follows:
This way, we can define the system delay in terms of the delay caused by the transmission of each frame i, g i si,πi , instead of that experienced by the frames: Src.
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A. Problem formulation and decision policies
Over the system model that was depicted above, we aim to minimize the overall system delay. Other objectives may be as well considered, such as minimizing the maximum delay, or maximizing the delay fairness over the different frames.
Following the model proposed in [3] , the global delay minimization problem can be posed by representing the system as a Directed Acyclic Graph (DAG). The nodes in the graph form a regular grid with |R| columns and |R| × |F| rows, where each node corresponds to one split/scheduling decision for one frame, and the nodes are connected by arcs whose weight is the delay due to such decision. Furthermore, the columns represent scheduling order, while the rows correspond to the split and frame selection. In addition, two virtual nodes are added, Source and Destination, so that the global minimization problem boils down to finding the shortest route between such virtual nodes.
As an example, Figure 1 depicts the resulting graph of a system with 3 RRHs and 2 split levels. As can be observed, two rows are used for all the possible split/scheduling decision for every RRH. In the figure we highlight a possible solution with solid arrows, where the cost of each link corresponds to the delay associated to the decision represented by the source vertex. In the example, frame 3 is first scheduled with split 2, then frame 1 with split 1 and finally frame 2 with split 2. It is worth noting that, after first selecting frame 3, constraints need to be added, to ensure that such frame is not scheduled again. This aspect is reflected in Figure 1 with dotted arrows.
Let G(V, A) be the equivalent system graph, where A is the set of arcs, and V the set of vertices, being v 0 and v |R|+1 the Source and Destination virtual nodes, respectively (|V| = |R| + 2). In addition, we define V i ⊆ V as the subset of nodes that correspond to a particular RRH i. We define a binary decision variable x i,j , which takes value 1 if link between nodes i and j is selected, and 0 otherwise. For simplicity, we use w ij to denote the cost of the arc connecting any pair of nodes (i, j). Then, the global delay minimization problem can be defined as:
Problem 1 (Joint scheduling and split decision).
i∈V/Vi
where Eq. 9 is the flow conservation constraint. The constant T k indicates the net incoming and outgoing traffic for each node, which equals 1 and −1 for the Source and Destination, respectively (T 0 = 1; T |R|+1 = −1), and 0 for all other nodes. Then, Eq. 10 ensures that only one decision is taken for each RRH, as shown in Figure 1 by the dotted arrows. The value of w ij follows the same pattern depicted in Figure 1 , taking infinite value for the those cases that are not represented. As can be observed, the resulting problem is a Binary Linear Program (BLP), which is known to be np-complete and so difficult to solve. Furthermore, the size of the joint problem grows exponentially with both the number of RRHs and possible splits, being the space of candidate solutions |F| |R| × |R|! and the number of variables 2|R||F| + (|R| − 1) × |F ||R| × (|F||R| − |F|) 1 .
In the following, we elaborate how the general joint problem can be simplified when either scheduling or split configuration are fixed.
B. Fixed split selection
If we fix the split of each RRH, we can know the delay values, so the objective is to minimize the product of the delay in the BBU by the multiplicative factor associated with the scheduling. It can be observed that the global minimization is achieved with the shortest-job-first policy.
C. Fixed scheduling
When the scheduling is fixed, the problem dimension is reduced, so it boils down to select the split that minimizes the expression δ L i,si + δ R i,si + δ B i,si (|R| − π i + 1), where π i is known, for each RRH. Considering that, in practice, the number of possible splits is low, this task can be efficiently accomplished by regular search algorithms.
IV. PERFORMANCE EVALUATION
As we have seen before, the complexity of the minimum delay problem, in particular for large networks, may actually hinder its practical use. For that reason, it becomes necessary to explore alternative approaches and to analyze under which circumstances those could be applied.
In this section we analyze the performance of the global delay minimization posed in Problem 1, and we compare it with the partial solutions described in the previous section. In this sense, we deploy 3 different scenarios where we vary the two main parameters that affect the underlying optimization problem: computational capacity of the RRHs compared to that of the BBU, and frame lengths.
To better understand the impact that the scenario characteristics play in the behavior of the optimization schemes, we define them relative to the computational capacity of the BBU, C B . For that, we use the ratio between RRH and BBU processing capacities, r R i = C i /C B , and the BBU processing delay, δ B i,si , to model the scenario. As for the transport delay, we assume that high capacity links are used [20] , and we thus neglect the communication delay, compared to others.
In general, the scenarios are made of 1 BBU and 10 RRHs, and for each configuration and optimization scheme we run 1000 independent experiments. Network element computational capacities are based on real models described in [21] , [22] , while we used typical distributions of Internet packets [23] , [24] to establish frame lenghts. In addition, the split or centralization level is defined as the relation of the computational load required to process the frames. We thus define the centralization degree of RRH i for a particular split s, as w i,si /(w i,si +ŵ i,si ), see [25] , [26] for further details. The joint optimization described in Problem 1 is solved using the GLPK library [27] , and for each scenario its outcome is compared with:
• Fixed scheduling scheme where frames are scheduled according to their length, from shortest to largest. • Fixed split solutions, applying centralization degree of 0, 50, and 100%.
A. Homogeneous RRH and heterogeneous traffic
In the first scenario we consider a homogeneous access network where the computational capacity of the RRHs is the same for all the access components (r R i = r R ∀i ∈ R), while the BBU processing delay, δ B , is uniformly distributed within the range [1, 1000] µs in each experiment. Figure 2 depicts the average total delay of the frames, as well as the 95% confidence interval, for different relative computational capacity of the RRHs. As can be seen, the fixed scheduling scheme (shortest to largest) yields results similar to the global optimum, regardless of r B . On the other hand, the fixed split solution needs to be tailored to the ratio of RRH and BBU computational capacities. In this sense, when the RRHs are less capable, the best behavior is observed for the highest centralization degree (i.e. c-RAN solution), while more functionalities should be shifted to the RRHs as they become more capable. 10 20 As for the split selection, Figure 3 shows the centralization degree obtained by both the global optimum and the fixed scheduling approaches. As can be observed, both solutions have a very close behavior, and they are able to adapt the split choice according to the particular scenario characteristics.
While the overall trend leading to less centralization as the RRHs become more capable was expected, the results also indicate that a fixed scheduling policy migth indeed be used in scenarios where the access elements are similar, in terms of computational capacity.
B. Heterogeneous RRH and homogeneous traffic
In the second scenario we fix the frame length, leading to a homogeneous traffic setup, which we represent by means of a fixed value of the BBU computational delay, δ B . On the other hand, we randomly select the relative computational capacity of the RRHs, r R i , in each deployment, following a uniform distribution within the range [0. 1, 1] .
First, in Figure 4 we illustrate the average delay affecting the frames, along with the confidence interval for each setup and optimization scheme. As could have been expected, the average frame delay increases with the size of the frames, regardless the algorithm applied. In addition, we can clearly see that the fixed scheduling policy always outperforms all the fixed centralization setups.
Similarly to the previous scenario, Figure 5 depicts the average centralization degree chosen by the global optimization and the fixed scheduling solutions. As can be seen, for shorter frames (lower value of δ B ) the optimum solution leads to higher centralization degree, while the behavior is the opposite one as the frame length increases.
C. Heterogeneous RRH and heterogeneous traffic
In the last scenario we randomly choose both the frame length and RRH computational capacity for each experiment. We use the distributions of the previous scenarios, so that the relative computational capacity of the RRH, r R i , and the BBU processing delay, δ B , are within the intervals [0.1, 1] and [1, 1000] µs, respectively.
In Figure 6a we depict the average delay experienced by the frames when using the different optimization schemes. Similarly to the heterogeneous RRH scenario, we can observe that the fixed scheduling policy, although far from the optimum behavior, always outperforms the fixed centralization alternatives.
In addition, Figure 6b shows that, in average, the optimum behavior tends to higher centralization degrees.
V. CONCLUSION
We have analyzed global delay minimization algorithms for flexible functional split scenarios, where both split selection and frame scheduling have a strong impact on traffic delay. Hence it becomes necessary to jointly consider both aspects to yield the best possible performance in terms of delay. However, the underlying optimization problem results in a BLP, which hinders its applicability in practical scenarios, since it is known to be np-complete. We have thus considered some alternatives that, thanks to some assumptions, notably simplify the previous problem. Based on the work of Koutsopoulos [3] , we implemented the joint problem, as well as partial optimization alternatives, where either the scheduling or the functional split are fixed. We then analyzed the performance of the simplified alternatives in different scenarios, by comparing the observed delays with those offered by the global optimum. The results show that, in scenarios where the access network is homogeneous in terms of computational capacity, the delay obtained when using a fixed scheduling policy is statistically similar to that brought by the global optimum. In addition, we also saw that the particular split configuration that was found when the scheduling was fixed is also rather close to the optimum one. On the other hand, fixed split policies yield worse performances, and they are not able to adapt to different scenario setups.
We also studied the performance of the different alternatives in heterogeneous networking scenarios. In this case, the performance obtained by the partial optimizations are not as good as those yielded by the global optimization approach. Nevertheless, our results show that fixed scheduling policies always lead to lower delays than alternatives where the degree of centralization is constant.
In the future we will analyze additional alternatives to the global optimization approach, specially in scenarios with access elements having different computational capacities. In particular, clusterization techniques, where frames or access elements with similar properties are grouped together, may simplify the corresponding problem. Furthermore, we will tackle more complex scenarios, considering the temporary evolution of frame arrival at the BBU. In this case, we will need to use online solutions, exploiting results from queueing theory.
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