We show the polynomial solvability of the PERT-COST project scheduling problem in the case of: (i) the objective being a piecewise-linear, convex (possibly, non-monotone) function of the job durations as well as of job start/finish times, and (ii) the precedence relations between jobs being presented in the form of a general (not necessary, acyclic) directed graph with arc lengths of any sign.
Introduction
This work contributes to the mathematical analysis of a PERT-COST project scheduling problem with the "just-in-time"-oriented objective/constraints (JIT-PSP). The latter problem can be used as an auxiliary bounding problem within the branch-and-bound and Lagrangian relaxation computational schemes for solving more general resource-constrained project scheduling problems (see, e.g., [3] , [12] ) and, besides, it is of interest on its own, being a mathematical model of "just-in-time" scheduling, very important for contemporary flexible manufacturing.
Several studies have been reported in the literature related to some restricted cases of our project scheduling problem.
In their pioneering papers, Kelley [8] and Fulkerson [6] have employed linear programming duality for solving the linear project scheduling problem (PSP) in the (acyclic) PERT network and found out the following fundamental fact: the linear PSP is dual to the problem of finding the minimum cost flow in a network. Kelley [8] has also showed how to reduce the piecewise-linear PSP to the linear one by adding into the original network as many new arcs as the total amount of linear pieces in all piecewise-linear components of the objective function.
Adelson-Velsky, Voropaev and Kalinovska [1] , and Kerbosch and Schell [9] have treated the so-called generalized PERT networks (with negative arc lengths and negative cycles), however they considered only temporal network characteristics, not touching upon the costs. Levner [10] has extended the latter approach by considering the case of the cost objectve linearly depending both on the job durations as well as on the job start/finish times, and has shown that the problem of finding the optimal project cost of this type in the generalized PERT nerworks is reducible (in polynomial time) to a min-cost network flow problem.
Elmaghraby and Pulat [4] (see, also, [12] ) have extended the Kelley-Fulkerson project scheduling model introducing deadlines for certain 'milestone' events and developing an adequate modification of the Kelley-Fulkerson network flow algorithm. In [11] , we have given a general description of the problem and algorithm to be considered in more detail in the present paper. In [5] , Foldes and
Soumis have described another, Lagrangian, approach to solving a similar network scheduling problem, in their model the PERT networks being acyclic and the convex objective functions depending only on the job durations.
The main result of this paper is to show the existence of an efficient network flow algorithm for solving the PERT-COST scheduling problem in the case if:
the objective is a piecewise-linear, convex (possibly, non-monotone) function of job durations as well as of job start/finish times, and (ii) the precedence relations between jobs are presented in the form of a general (not necessarily, acyclic) directed graph with arc lengths of any sign.
We start, in Section 2, by presenting a piecewise-linear programming formulation of our scheduling problem. Next, in Section 3, we show its polynomial solvability by reducing it to a minimum cost flow problem (in an extended network with cycles and with the cost coefficients of any sign). Finally, in Section 4, we present a network flow algorithm which does not require the excessive growth of the network size and escape calculations of flows in negative cycles. Each its iteration consists in finding maximal flow in a network of the same size as the original one;
this algorithm has pseudo-polynomial (in fact, pseudo-linear)
complexity. In Appendix we give the proof of the validity of the algorithm.
2.
Problem for.mulation
The project scheduling problem can be formulated as follows:
There is a set T of jobs ("tasks", "activities") constituting a project, and there is a set E of events (starting and finishing points of various jobs of the project) . being the given set of ordered pairs of related events.
The NOT LATER relations denote that some job is to be started (and/or, equally possible, to be finished) not later than the given time
before some other job will start (finish): is equivalent to an inequality
hus, we can delete the arc (j,i) and modify the bounds Thus, from now on we assume that
The problem, which we call the "just-in-time" version of a project scheduling problem, JIT-PSP, is: by the choice of job durations t(i,j) and event occurence times t., to find the minimal total cost of the project subject to the precedence and arrival/deadline constraints:
4.
It is quite clear that any variable t (i, j) in the latter formulation may be substituted by a difference of variables of the form t -t., where u is a node added into arc (i,j), and after that uõ ur piecewise-linear programming problem may be rewritten in terms of variables t. only (the proof is given in Appendix 1):
Let us characterize now the difference between our JIT-PSP model and the conventional PSP. 
JI'f-PSP and network flows
Now we show that even in the presence: (i) of the (nonnegative) cycles in the PERT networks, and (ii) of the terms in the project cost (3) depending not only on the job durations but also on the event ocurrence times, our scheduling problem (3)- (4) can be reduced to a minimum cost network flow problem. The reduction is done just in the same way as it has been performed by Kelley [8] (see, also, [13]) for the restricted case of the acyclic network and the objective depending only on the job durations.
Let us fix (i,j)EV. Let the piecewise-linear function t/J(T)= 6.
t/J • • (T)
] be equal to
where
<TR=b(i,j) (all the parameters depending on ( i , j ) .
Let us replace the arc (i, j) of the PERT network N by a set of sequential arcs (uO=i,u 1 ) , (ul,u2 )"", (uR_l,uR=j) , with the event occurance times subjected to the constraints
The corresponding cost functions are defined as follows:
Observe that the linear JIT-PSP on the extended network obtained in the described above manner is equivalent to the initial JIT-PSP, the equivalence following from the convexity of the initial cost functions. We see that P is a minimum cost network flow problem (with infinite capacities of the arcs). The coefficients -a(i,j) can be negative as well as positive (observe that in the Kelley-Fulkerson formulation of PSP these coefficients are nonnegative) .
Thus, one evident way to solve efficiently JIT-PSP is to reformulate it as a linear JIT-PSP on an extended network and then apply to its dual a flow network algorithm which is able to cope with cycles and negative cost coefficients. Such algorithms (for example, the so called "Out-of-Kilter Method") have been presented, e.g., in [4] , [6] , [8] (see, also, surveys [2] , [7] ). These network flow algorithms are not discussed in this paper.
On the other hand, in some practical applications, when the extended network turns out to be inadmissibly large, it is desirable to solve JIT-PSP without extending the original network.
In the next section, we present the corresponding algorithm which reduces the solution of JIT-PSP to a series of calculations of maximal flow in a network of the same size as the original (not-extended) network. The computational complexity of the algorithm is 0 (R*c), where c is a (polynomial) complexity of finding the maximal network flow (see, e.g. , [2] , [7] for further datails), and integer values at integer points, their breakpoints being also integer.
Notice that the integrality condition (B) is important for providing the pseudo-polynomiality property of the algorithm to be presented below.
(C) For all (i,j)eV, a(i,j)<b(i,j) (see (2) 
9.
Proof.
The set of inequalities (2) can 
Constructing the £10w network
Each iteration of the algorithm to be described below, * consists of finding the maximum flow in a flow network N (t) depending on the feasible solution {t}.
Let us describe now how we construct the auxiliary network * N(t) and then extend it to the network N (t).
The node set of the network N(t) is E.
The arc set, V(t), of N (t) will be constructed from V and for each arc (i,j)eV, V(t) will contain one and only one of two arcs {(i, j), (j, i)}. In order to define V(t), we need to observe that for the given (i,j)eVand our {t,}, one and only one case, 
{~~, (t ,-t ,-0), in the cases A (i, j) and C(i,j),
] ]p (i,j) -~'., (t .
-t .+0), in the case B(j,i).
]~~]
Let us for keE define (6) tr (k)
L p(i,k) -i: (i,k)eV(t) L p(k,i). i: (k,i)eV(t)
The nodes 
Description of the algorithm
Our algorithm works as follows. At the beginning of each iteration of the algorithm there is an integer feasible solution to 
subject to
and divkA=~A(i,k)
. . +
Notice that, by (B) and the integrality of t, the values of * sources and sinks in the network N (t) are integers, and the capacities of all arcs are integers or ±~.
Let us solve P (t) (there is a lot of appropriate alorithrns are be its value. Since the capacities in P (t) solving the problem with the complexity polynomial in the size of the * [2] , [7] ), and let A be the corresponding flow network, see, e.g. .
.
(where the first equality holds by virtue of (11) , the second by virt ue of~(1' (k) =0, the latter being a corollary of (7)). keE If the inequality in (12) turns out to be an equality, we claim that t is an optimal solution to our JIT-PSP and terminate. 
Under Assumptions (A)-(e), the above procedure, being applied to an arbitrary integer feasible solution to (3) - (4) (3)- (4) such that (8) holds.
These theorems justifying the above algorithm are proved in Appendix 2. (3)- (4) is ** either inconsistent, or possesses an integer optimal solution t
Corollary. Under Assumptions (A)-(C), JIT-PSP
One can find out, in no more than O(nl) running time, which of the * cases takes place by seeking for the feasible solution t described **
in Proposition, and then one can obtain the optimal t (if it * ** exists) in no more than R=¢ (t ) -¢ (t ) iterations of the above algorithm, each consisting in solving the max-flow problem P(t).
Concluding remarks
The algorithm presented in the paper is "pseudo-polynomial", (in fact, pseudo-linear) though not polynomial (recall that this means that the complexity of the algorithm is bounded by a polynomial in the length of input and in the magnitude of the residual R though not in the length of problem's input only).
12.
Apparently, this complexity bound for JIT-PSP is theoretically improvable. Indeed, JIT-PSP can be reduced to the minimum cost network flow problem, and, the latter problem admits polynomial and even strongly polynomial algorithms (the latter term means that the complexity of the algorithm is polynomial in the problem size, (n,l); see [2] , [7] for further details).
However, if compared with the Ednmonds-Karp-Dinic scaling technique as well as with the strongly polynomial Tardos method, our algorithm has evident, practically important, advantages: it is very easy to implement and it behaves good if the objective values grow slowly with the growth of the problem size, while the number of breakpoints in (3) grows fast. More thorough experimental study of this algorithm seems to be rather useful; moreover, apparently, it can be transformed into the polynomial one (using techniques described, e. g., in [2] , [7] ), however, these questions fallout of limits of this paper and may be considered to be possible directions for further research.
Appendix 1
In this appendix we prove the reducibility of the conventional project scheduling problem, PSP, to JIT-PSP. Recall the formulation of PSP as presented in [6] and [8] :
By the choice of durations of activities T(i,j) and 
As for the inequality T (f) -T (s) ST, by including the arc (s, f)
into the network representing the project, we can make it to become a JIT-PSP type inequality.
It remains to take the functions~, (T)=C • • (B(i,j)-T),~.=0
u~J UJ as the cost functions in the JIT-PSP reformulation of (3) - (6), and the reduction of PSP to JIT-PSP is completed.
Notice that we can easily include into the JIT-PSP model the resulting JIT-PSP, then {t, -t } is also feasible (and of the samẽ s cost as the initial one); so the optimal solution to JIT-PSP can be found in the set of feasible solutions with t =0, and these s solutions are exactly those which, besides the precedence conditions, satisfy the deadline constraints.
15.
(we have used in turn (10), (6) 
] lead to the conclusion of (A7).
Assume that the case B(j,i) takes place. Then we have
(due to (10) and (6». Since { }1 is nonnegative due to Lemma, it suffices to verify that
o V10US y, 1n the network Proof of Theorem 2. Assume that (All) We are going to verify that t'is well defined, feasible for the problem (3)-(4), and that (B) holds. The latter quantity is a negative integer due to (All) and therefore (A13) holds. The proof is over.
