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1 はじめに
マルチエージェント環境下における協調行動の獲得に関して







グが挙げられる [4, 5, 6]．また，特定の推薦問題に対して，様々





































式 (1)とする．よって，目標価値 GV の更新式は式 (2)となる．
e(
  !
GP t;g) = (1  )e1(  !GP t;g) +   e2(Pret;g); (1)
GVt;g = (1  )GVt 1;g




は時刻 tにおけるアイテム g の嗜好データ，e1 は優先度 GP に
対する任意の関数，e2 は嗜好に関する任意の関数である．ただ
し，0  e1(  !GP t;g)  1，0  e2(Pret;g)  1である．意図推定
法の各エージェント同士の”協調”を決める要素である任意の評























評価関数 e()中の二つの評価関数 e1(); e2()はそれぞれ式 (3)，
式 (4)とする．式 (3)は全エージェントの栄養量の総和を目標値
へと最適化し，式 (4)は嗜好データをそのまま使用している．
























e2(Preg) = Preg (4)
ここで，Gは全ゴールの集合，AO は他エージェントの集合，a
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は他エージェントの集合のある要素，GPg はゴール g に対する
全エージェントの優先度， !T は栄養量の目標値ベクトル， !E は
全エージェントが得る栄養量の期待値ベクトル， は分散， !E a
はエージェント a の得る栄養量の期待値ベクトル， !C g はゴー
ル g の持つ N次元の特徴ベクトルである．















学習環境として用いる二次元グリッド空間は 20  20，エピ




















目標値 14.0 16.0 14.0
平均値 14.1 16.8 16.2
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