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Abstract
We extend the improved Milne’s (Milne-spline) method for obtaining eigenvalues and eigenfunctions to
the cases of long-range and singular potentials, for which we have conjectured that it is di7cult to apply
the method. Contrary to our conjecture it turned out that the method is valid also for Coulomb potential
and repulsive 1=xn (n = 2; 3; : : :) type potential. Further we applied the method for two cases, for which the
solutions are not known, in order to investigate the stability of the multi-dimensional universe. It has been
shown that the extra-dimensional (internal) space of our universe is not stable in classical Einstein gravity
as well as canonically quantized one. Two possibilities for stabilization were investigated: (i) noncanonically
quantized Einstein gravity and (ii) canonically quantized higher curvature gravity. It has been suggested that
the space is stable by qualitative and approximate methods. Exact analytical treatment is very di7cult, so
that numerical investigation is highly desirable. Numerical investigation shows that the space is stable with
su7cient reliability.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
In 1930 Milne devised a method for obtaining eigenvalues for Sturm–Liouville (S–L) diAerential
equations and applied his method to SchrBodinger equation [6]. In 1968 Nakamura, Yamamoto and one
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of us (HE) used Milne’s method to one-dimensional SchrBodinger equation successfully to
determine the minute spacings of the energy levels almost degenerate in double well potentials
[3,4].
Since 1990, we have been trying to improve the method by making use of spline interpolations,
obtaining good results for one-dimensional SchrBodinger equations with symmetric and unsymmetric
potentials as well as Sturm–Liouville equations [9–13].
In 1992 we conjectured, however, that Milne’s method may not work for SchrBodinger equations
with long-range potentials such as the Coulomb potential, since the cutoA values of x must be taken
to be extremely large [12]. Further it was also remarked that our procedure might not work for
singular potentials such as 1=xn, n = 1; 2; 3; : : : ; even if eigenstates exist for such potentials. In this
paper we address primarily these cases.
Furthermore there are many similar unsolved problems which appear in physics. Here we take
up the problem which two of us (YE and TY) and others have investigated: the stability of
extra-dimensional (hereafter we call internal) spaces after inKationary period at the early stage of
our universe [2,5].
It is di7cult to stabilize the internal spaces, if we use Einstein gravity and quantizing it canonically.
There exist two natural ways out of this di7culty: (i) to adopt noncanonical quantization or (ii) to
adopt non-Einstein gravity, e.g., higher-curvature one. For the Lrst possibility, which is along the
line of quantum group or noncommutative geometry, the resulting equation [5], is reduced to the
S–L diAerential equation
d
dx
[
p(x)
du
dx
]
+ [Er(x)− q(x)]u= 0:
For the second possibility, semi-classical approximation to the Wheeler–De Witt equation for a higher
curvature gravity [2] leads to the SchrBodinger equation
d2u
dx2
+ [− V (x)]u= 0;
where V (x) is a rather complicated potential. We have only made a qualitative analysis for the
noncanonical quantization (Lrst possibility) [2] and approximate one for the non-Einstein gravity
(second possibility) [5] so that numerical study are highly desirable for both cases. In order to
examine more precisely whether both equations have the ground state or not, we can use Milne’s
method.
2. Method of calculation and models
In this section we Lrst describe the Milne-spline method brieKy, since we have already presented
it elsewhere [9–13]. Second, we present the equations and solutions to examine the conjectures in
1992 on the long-range potentials and singular ones. Third, we present models and equations for
unsolved problems of investigating the internal spaces of our universe.
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2.1. Brief description of the Milne-spline method
Here we describe how to calculate the eigenvalues for the S–L diAerential equations numerically.
The S–L diAerential equations can be written as
d
dx
[
p(x)
du
dx
]
+ [r(x)− q(x)]u= 0; a¡x¡b: (1)
The lower and upper boundaries, a and b, need not be Lnite. Here p(x) is a positive and continuously
di5erentiable function, q(x) is continuous and r(x) positive and continuous in the domain.  is the
eigenvalue which takes discrete values if appropriate boundary conditions are imposed. The solution
to (1) for a given value of  and for the initial conditions
u(x0; ) = 0; u′(x0; ) = 1 (2)
is denoted by u1(x; ), while the solution for the initial conditions
u(x0; ) = 1; u′(x0; ) = 0 (3)
is denoted as u2(x; ), where x0 is an arbitrary point in the domain of deLnition and the prime
signiLes the diAerentiation with respect to x. These two solutions, u1(x; ) and u2(x; ), are linearly
independent since the Wronskian does not vanish. Let us deLne a function w(x) by
w(x) =
√
u21(x) + u
2
2(x): (4)
By using (1), we obtain a supplementary diAerential equation for w(x) as
d
dx
[
p(x)
dw
dx
]
+ [r(x)− q(x)]w = 1
p(x)w3
: (5)
The general solution of (1) is given as
u(x) = Cw(x; ) sin
(∫ x
x0
dx
p(x)w2(x; )
− 
)
; (6)
where C and  are constants of integration. We treat in the present paper singular Sturm–Liouville
problem, especially for open domain of deLnition and/or function p(x) = 0 at a few points in the
interval. For the SchrBodinger equation with boundary conditions u(x) = 0 at x = 0 and x =∞ the
eigenvalues are determined by the conditions [6]
M () = n for n= 1; 2; 3; : : : ; (7)
while for the S–L equations with conditions p(0)=0 and p(∞) = 0 the eigenvalues are determined
by the conditions [10]
M () = n+ 12 for n= 1; 2; 3; : : : ; (8)
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where
M () =
1

∫ b
a
dx
p(x)w2(x; )
: (9)
One of the improvements in Milne-spline method is the use of spline function to calculate
1=p(x)w2(x; ). In every subinterval, if we determine the spline function as a piecewise cubic func-
tion, we can estimate deLnite integral without numerical integration, since the piecewise cubic func-
tion is integrated analytically. Another improved point is the use of spline functions of M () for
obtaining eigenvalues. Details of Milne-spline method have been described in the references [9–13].
2.2. The cases of long-range and singular potentials
Here we present the equations which we take up to examine the conjectures in 1992 on the
long-range potentials and singular ones.
(i) The case of the Coulomb potential
For the Lrst conjecture in 1992 [12], we take the SchrBodinger equation for radial part with the
Coulomb potential. This equation is presented as
d2u
dx2
+ (− V (x))u= 0;
V (x) =
‘(‘ + 1)
x2
− 2
x
; (10)
where we used the units, ˝=1 and m=1=2, in which ˝ is the reduced Planck constant, m the mass
of the electron. In the units the Bohr radius a0 is represented as a0 = 2=, where  = 1=137 is the
Lne structure constant. For simplicity we consider only s-wave. In the case of the s-wave the Lrst
term in the potential V (x) vanishes and exact eigenvalues  are given by
=− 1
n2
; (11)
where n is the principal quantum number [1, pp. 32, 71–74].
(ii) The case of diatomic molecule
For the second conjecture we take the vibrational and rotational spectra of diatomic molecule. In
this case potential V (x) between two atoms is presented as
V (x) = 
(
1
x2
− 2
x
)
; where  = constant(¿ 0): (12)
After separating angular part of wave functions we obtain the SchrBodinger equation for radial part
in terms of nondimensional variable x(=r=a) as
d2u
dx2
+ [− V (x)]u= 0; (13)
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where
V (x) =
 + K(K + 1)
x2
− 2
x
: (14)
Here a is a constant with dimension of length [L] and r the distance between two atoms which
constitute diatomic molecule. For this problem the exact eigenvalues  are given by
=− 
2
(s+ v)2
; s=
1
2
+
√
 +
(
K +
1
2
)2
; (15)
where v is the vibrational quantum number and K the rotational one [1, pp. 323, 334–336]. In this
case we also use the units of ˝ = 1, M = 1=2 and a = 1, in which M is the reduced mass of two
atoms.
2.3. Stability of extra-dimensional spaces
Third we present models and equations to investigate the stability of the internal spaces of our
universe. In the following we take our three-dimensional space to be homogeneous and isotropic
and four-dimensional universe is described by the Robertson–Walker (RW) metric.
(iii) The case of noncanonical quantization
We take the standard higher-dimensional Einstein–Hilbert action [5]. If we restrict the numbers
of internal spaces to one and assume scale factor of the internal space to be homogeneous, i.e.,
b(x) = b(t), as that of the external one, we obtain classical Hamiltonian for these spaces as
H = 12(xp)
2 + V (x); (16)
V (x) =− k
xs
; s= d+ 2; (17)
where x is the coordinate and t the time, d represents the dimension of the internal space,
k the curvature of the internal space, x is used for b(t) and p is the momentum canonically
conjugate to x.
This system is unstable in classical as well as in canonically quantized theory. In order to stabilize
the system, we assume noncanonical quantization by the following commutation relation:
[xˆ; pˆ] = i˝f(xˆ); f(x) = 1 + x−#: (18)
This form of commutation relation is motivated to make the uncertainty of momentum x-dependent
and increasing as x decreases. In the coordinate representation, the momentum operator is given as
pˆ=−i˝
[
f(x)
9
9x +
1
2
df
dx
]
(19)
and the Hamiltonian operator Hˆ is taken as
Hˆ = 12(xpˆ)
2 + V (x): (20)
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Consequently the energy eigenvalue equation takes the following form:
Hˆ  (x) = Ef(x) (x); (21)
which is not a S–L diAerential equation. But if we put  (x)=x%(x), it is transformed to the following
S–L type in unit of ˝= 1
d
dx
[
p
d%(x)
dx
]
+ [E˜r − q]%(x) = 0; (22)
where
p(x) = x3f2; r(x) = 2xf;
q(x) =−
[
xf2 +
5
2
x2f
df
dx
+
1
2
x3f
d2f
dx2
+
1
4
x3
(
df
dx
)2
− 2xV (x)
]
:
Here E˜ is deLned as E = ˝E˜ and E˜ = E holds numerically in unit of ˝= 1.
A close examination of the behavior of p(x), q(x) and r(x) shows that the ground state exists
provided that 2#¿ s and 2(#2 − 1)6 12 [5]. Thus there should exist the minimum value of the
eigenvalue E˜. In the following calculations the values of parameters , # and s are taken to satisfy
these two conditions.
(iv) The case of higher-curvature gravity
In the second possibility of non-Einstein gravity, we take into account a quadratic term in scalar
curvature as a higher curvature eAect, so that the Lagrangian density is taken to be proportional to
f(R)=−2'+R+R2 [2]. Here ' is the cosmological constant, R a scalar curvature. Neglecting the
third term reduces to Einstein gravity. We assume only one internal space and denote the dimension
of the space as d. The equation for the state of internal spaces is represented in units of ˝=c=‘p=1
as [
d2
dx2
+ (− V (x))
]
u(x) = 0; (23)
where
V (x) =
2a9
S
(c0 + c1x + c2x2); S =
16(d+ 1)
(d+ 4)2
[
1 +
8
(d− 4)2
]
:
Here
c0 = (c01 + c02)Q2; c01 =
1
2
(
'+
1
8
)
; c02 = c20'2;
c1 = (c11 − c12)'Q; c11 = 12 ; c12 = c20(2'+ gR);
c2 = c21 + c22; c21 = 18 (2'− g2R); c22 = 14 c20(2'+ gR)2;
c20 =
a3P
2'− R; P =
(5d+ 16)(5d2 + 40d+ 48)
4(d− 4)2(d+ 3) ; g=
d+ 2
d
:
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Here  represents a small parameter in unit of ‘2p, R the scalar curvature of internal space in unit
of ‘−2p , ' the cosmological constant in unit of 1=. Q is the generalized coordinate introduced in
higher derivative theories in unit of 1=-, a a nondimensional scale factor, - =
√
8G and G the
gravitational constant, ‘p the Planck length deLned by ‘p ≡
√
G˝=c3, c the velocity of light in the
vacuum.
As is seen from (23), the equation for the state of internal spaces has been expressed as the
SchrBodinger one. Since the potential V (x) is a quadratic function of x, the equation has the ground
state provided that the coe7cient c2 of quadratic term of x be positive. The condition c2 ¿ 0 is
satisLed provided that 2' − R¿ 0. The last condition, 2' − R¿ 0, is satisLed with the values of
parameters taken in the present paper. Recent observations [7,8] suggest that '¿ 0 and, in addition,
in the radiation dominated RW universe R= 0. Therefore c2 ¿ 0 is a reasonable assumption for the
realistic case as well as more general case taken here.
3. Results and discussions
In this section we present the results of our calculation on the four problems, the outlines of
which were described in the preceding section.
(i) The eigenvalues for the Schr;odinger equation with Coulomb potential
The results are shown in Table 1 with their relative errors. In this case the exact eigenvalues are
given as t = −1=n2, n = 1; 2; 3; : : : ; where n is the principal quantum number and  the calculated
eigenvalue, E the relative error, x‘ cutoA value of x at large distance in the unit of Bohr radius.
The relative errors E are of the order of 10−7. This shows good enough accuracy, since the allowed
error is set at 10−8 for the Runge–Kutta–Fehlberg fourth-order method to solve (5) and is set at
10−8 for the bisection method to solve M () = n.
It should be noted that the cutoA value of x must be taken large as x‘ = 80:0 for n= 4 in order
to assure the accuracy of eigenvalues.
The Lrst conjecture we made in the paper [12] is not correct, so that Milne-spline method works
also well for long-range potentials. We guess that this success comes from mainly the use of the
Runge–Kutta–Fehlberg method for solving Eq. (5).
(ii) The case of the diatomic molecule
The results are shown in Table 2. In this case the exact eigenvalues are given as t=−2=(s+v)2,
v= 0; 1; 2; : : : ; where s= 1=2 +
√
 + (K + 1=2)2 (see Eq. (15)). Here v is the vibrational quantum
number and K the rotational one. We take the strength of potential  = 10. For  = 10 the relative
errors are lesser than 10−7 as is easily seen from Table 2. For  = 20 the numerical calculations
have also been performed and the relative errors obtained turned out to be of the order from 10−7
to 10−5.
From these results we can easily see that the second conjecture is not always correct, since we
have obtained good results for a linear combination of singular potentials 1=x and 1=x2. Since 1=x2 is
a repulsive potential and 1=x is attractive one in the present case, it is considered that no problems
occur. But in case of both potentials to be attractive, no bound states might exist. In any case the
applicability of Milne’s method seems to be wider than we expected.
With these experiences of two problems exactly solved we proceed to the unknown problems,
stability of extra-dimensional (internal) spaces of our universe.
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Table 1
The eigenvalues for the SchrBodinger equation with Coulomb potential. The allowed error is set
at 10−8 for the Runge–Kutta–Fehlberg fourth-order method to solve (5) and is set at 10−8 for
the bisection method to solve M () = n. Here n represents the principal quantum number, t
the exact eigenvalue,  the calculated eigenvalue, E the relative error, x‘ the cutoA value of x
at large distance in the unit of Bohr radius. The cutoA value of x near x = 0 is taken to be
1:0× 10−15 in unit of Bohr radius
n t  E x‘
1 −1:000000000 −0:9999995000 −5:000× 10−7 30.0
2 −0:250000000 −0:2499999500 −2:000× 10−7 40.0
3 −0:111111111 −0:1111110900 −1:890× 10−7 60.0
4 −0:062500000 −0:0624999800 −3:200× 10−7 80.0
Table 2
The eigenvalues for diatomic molecule. The potential is given as V (x)=[+K(K+1)]=x2−2=x.
Here we take the strength of potential  = 10 and v represents the vibrational quantum number
and K the rotational one. The other quantities are the same as in Table 1. In the case of K=0 the
calculated range of x is taken to be 1:0×10−86 x6 15:0 for v=0; 1; 2 and 1:0×10−86 x6 30:0
for v = 5. In the case of K = 1 the calculated range of x is taken to be 1:0× 10−66 x6 20:0
for v = 0; 1; 2 and 1:0 × 10−66 x6 50:0 for v = 5. In the case of K = 2 the calculated range
of x is taken to be 1:0× 10−66 x6 15:0 for v= 0; 1, and 1:0× 10−66 x6 20:0 for v= 2 and
1:0× 10−66 x6 40:0 for v = 5
v K t  E
0 0 −7:29843788 −7:298438300 −5:74× 10−8
1 0 −4:52392757 −4:523927500 −1:53× 10−8
2 0 −3:07618379 −3:076183448 −1:11× 10−7
5 0 −1:32070417 −1:32070373 −3:36× 10−7
0 1 −6:25000000 −6:250000300 −4:80× 10−8
1 1 −4:00000000 −3:99999998 −5:00× 10−9
2 1 −2:77777778 −2:77777766 −4:21× 10−8
5 1 −1:23456790 −1:234567752 −1:21× 10−7
0 2 −4:87065278 −4:870652980 −4:02× 10−8
1 2 −3:26868030 −3:268680380 −2:60× 10−8
2 2 −2:34435563 −2:344355630 −4:27× 10−10
5 2 −1:10080734 −1:100807260 −7:18× 10−8
(iii) The case of a noncanonical quantization
At Lrst we begin with noncanonical quantization (Lrst possibility). The calculated eigenvalues of
ground state are given in Table 3 with the values of parameters used. Since these eigenvalues are
corresponding to n= 1 in Eq. (7), they are just the ones of ground state. In Table 3 the calculated
range of x is taken to be 10−76 x6 10. Calculation shows that the calculated eigenvalues are
independent on cutoA values of x near x = 0 except the case of s= 4, #= 2 if the cutoA values of
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Table 3
The eigenvalues of ground state of internal space for noncanonical quantization. Here the pa-
rameters # and  appear in the function f(x)=1+ x−#, s in the potential V (x)=−k=xs, where
k = 1 is taken. The calculated eigenvalues are represented by E. The calculated range of x is
taken to be 10−76 x6 10. The values of parameters #,  and s satisfy the conditions 2#¿ s
and 2(#2 − 1)6 12
#  s E
2 1.0 3 0.351275900
0.5 −1:183127200
0.1 −25:35681305
2 1.0 4 −45:35930449
0.5 −37:66058386
0.1 −39:13979281
3 1.0 3 0.232708400
0.5 0.200449750
0.1 −2:401992700
3 1.0 4 0.276484760
0.5 0.224686120
0.1 −14:761680340
x are taken to be 10−5–10−7. In the case of s = 4, # = 2 slight dependence of eigenvalues on the
cutoA values of x near x = 0 is observed so that the eigenvalues are presented for cutoA values of
x to be 10−7.
The function q(x) in (22) is shown for s=4, #=3 with =1:0; 0:5; 0:1 in Fig. 1. It is generally
expressed as
q(x) =−
[
q0(x) +

2
(#− 2)2x−#+1 + 
2
4
(#− 2)(3#− 2)x−2#+1
]
; (24)
where q0(x)=(x+2kx−s+1), so that values of q(x) increase as the values of  decrease unless #=2.
In order to show the strong falloA of values of q(x) near x=0, the values of −log10 |q(x)| instead of
q(x) are shown as the ordinate for the range of 0:016 x6 0:5 in Fig. 2. It is noted that the function
q(x) is negative for all positive values of x. From (24) q(x) =−q0(x) for #= 2 is independent on
the values of . For # = 2 the dependency of eigenvalues on the values of  is evident despite of
independence of  in q(x). This fact comes from the dependence of p(x) and r(x) on . The eAect
originates from the commutation relation (18) we assume.
From Table 3 it seems strange that the large negative eigenvalues are obtained for s = 4, #= 2,
while such large ones are not obtained for s = 4, # = 3, since the values of q(x) for s = 4, # = 3
are much smaller than the ones for s = 4, # = 2. This can be understood as follows: the values of
p(x) for s= 4, #= 3, = 1:0 are much more larger than the ones for s= 4, #= 2 (e.g., the value
of p(x) for s = 4, # = 3,  = 1:0 at x = 0:1 is about 100 times larger than that for s = 4, # = 2),
while the values of q(x) are not changed with the same proportion for the values of # (e.g., the
value of q(x) for s = 4, #= 3,  = 1:0 at x = 0:1 is only about 90 times smaller than the ones for
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Fig. 1. The function q(x) expressed by (24) versus x. We take the values of parameters s= 4, #= 3 and = 1:0; 0:5; 0:1.
Note that  here is not the eigenvalue, but the parameter which appeared in the function f(x)=1+x−#. Here the values
of q(x) are shown for the range of 0:56 x6 2:0, but the ones for the range of 0:016 x6 0:5 are presented in Fig. 2.
Fig. 2. The function −log10 |q(x)| versus x. We take the values of parameters s = 4, # = 3 and  = 1:0; 0:5; 0:1. In this
Lgure the values of −log10 |q(x)| are shown for the range of 0:016 x6 0:5, for which the ones of q(x) are not presented
in Fig. 1.
s = 4, # = 2). We can say that the contribution of p(x) (and r(x)) to the eigenvalues increase as
the values of # increase. The adequate balance of kinetic part, p(x), and potential part, q(x), occurs
in the case of s= 4, #= 3 in the S–L equation, but it does not in the case of s= 4, #= 2 so that
the large negative eigenvalues are obtained for the latter case. This might, however, come from the
accidental independence of q(x) on # and  at #= 2.
In any case we can conclude that numerical calculations of eigenvalues for ground state of in-
ternal space guarantee qualitative analysis given in [5]. Although the relative errors in the present
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Table 4
The eigenvalues of the state of internal space for non-Einstein gravity. Here d represents the
dimension of internal space,  the small parameter in unit of ‘2p , R the scalar curvature of internal
space in unit of ‘−2p , ' the cosmological constant in unit of 1=,  the calculated eigenvalues, Q
the generalized coordinate in unit of 1=-, where -=
√
8G and G the gravitational constant. The
calculated range of x is taken to be 10−86 x6 x‘. The values of x‘ are given in the seventh
column
d  R ' Q  x‘
1 0.1 1.0 1 1 18.36343672 3.0
2.0 21.64835393 3.0
3.0 25.06655199 3.0
1.0 2 23.04232069 3.0
2.0 24.94864302 3.0
3.0 26.94757022 3.0
1.0 3 26.55103377 3.0
2.0 28.04371890 3.0
3.0 29.54381182 3.0
2 0.1 1.0 1 1 23.44948315 3.0
2.0 26.54963322 3.0
3.0 29.84691349 3.0
1.0 2 28.84558378 2.8
2.0 30.74608073 2.8
3.0 32.74627629 2.8
1.0 3 32.94614157 2.7
2.0 34.34661740 2.7
3.0 35.84957716 2.6
calculations have not been known up to yet, they would not change essentially the conclusion that
there exists a ground state of internal space. From our experiences, we conjecture that the relative
errors are of the orders 10−5 or much smaller.
(iv) The case of higher curvature gravity
Next we proceed to the non-Einstein gravity (second possibility). In this case there are seven
parameters so that some of them are Lxed for simplicity, say k =0 and a=1, where k is a quantity
which represents the curvature of our three-dimensional space and a is the scale factor. We take
=0:1 primarily in order to satisfy the condition 1, although some other values are also used in
the calculations. Since we are concerned with the scalar curvature dependence of eigenvalues, the
results are given in Table 4. The potential V (x) is shown for d= 2,  = 0:1, '= 1:0, Q = 1:0 and
R= 1:0 in Fig. 3.
From Table 4 and Fig. 4 it is easily seen that as the scalar curvature goes larger, the eigenvalue
goes larger. This tendency remains the same for other values of .
In Fig. 5 we show the eigenvalues  versus the cosmological constant '. The eigenvalue increases
as the cosmological constant increases for the values of scalar curvature R= 1:0, 2.0 and 3.0.
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Fig. 3. The potential V (x) versus x. Here we take the values of parameters to be d = 2,  = 0:1, ' = 1:0, Q = 1:0 and
R= 1:0 in the units described in Section 3.
Fig. 4. The eigenvalue  versus the scalar curvature R.
In Fig. 6 the Q dependence of eigenvalue is presented. From the Lgure we see that the eigen-
value decreases as the values of Q increase. In Fig. 7 we present the  dependence of eigen-
value. This dependence is interesting, because in case R = 1:0 the eigenvalue decreases, but in
case R= 3:0 the eigenvalue increases, while in case R= 2:0 dependence of eigenvalue on  shows
transient.
We have not attempted to vary the values of all the parameters simultaneously, since we are
interested in how each parameter contributes to eigenvalue. At any rate there exists the stable
ground state, so that internal space of our universe is stable and does not collapse to singularity.
Thus the previous analyses on internal spaces of our universe [2] are conLrmed quantitatively to be
correct.
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Fig. 5. The eigenvalue  versus the cosmological constant '. Here we take the values of scalar curvature R=1:0; 2:0; 3:0.
Fig. 6. The Q dependence of eigenvalue .
Here it should be noted that the Milne-spline method does not need any information in advance
about approximate values of eigenvalues on its estimation. This is an advantage of Milne-spline
method.
In our point of view numerical errors come mainly from the integration of M () given by (9).
The numerical errors of integration M () are good to be 10−8 unless peaks in the integrand 1=pw2
exist. In the presence of peaks numerical errors of eigenvalues depends on how steep the peaks are
and it is di7cult to guess the order. For the case of noncanonical quantization and higher curvature
gravity, it is conjectured that no sharp peaks exist.
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Fig. 7. The  dependence of eigenvalues . We take the values of scalar curvature R= 1:0; 2:0; 3:0.
4. Conclusion
In the present paper we showed that Milne-spline method works well for the Coulomb potential
and 1=x2 potential. For the Coulomb potential the relative errors are of the order of 10−7. For
diatomic molecule with potential V (x) = [+K(K +1)]=x2− 2=x the relative errors are lesser than
10−7. These results are contrary to our conjectures and show the eAectiveness and wide applicability
of Milne-spline method.
With these experiences we applied the method to equations investigating whether internal spaces
of our universe are stable or not, and we showed them to be stable. In the case of noncanonical
quantization, despite of singularity of functions such as 1=x2, 1=x3, 1=x5 the ground state exists.
Consequently we concluded that internal space of our universe is stable in this case. In the case of
non-Einstein gravity, potential, the positive quadratic function of x, has a minimum value, so that
ground state exists within the range of parameters taken here.
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