Algorithms to compute the quantum Fourier transform over a cyclic group are fundamental to many quantum algorithms. This paper describes such an algorithm and gives a proof of its correctness, tightening some claimed performance bounds given earlier. Exact bounds are given for the number of qubits needed to achieve a desired tolerance, allowing simulation of the algorithm.
Introduction
Most quantum algorithms giving an exponential speedup over classical algorithms rely on efficiently computing Fourier transforms over some finite group [2, 4, 6, 10, 11, 12] . The Abelian group case depends on fast quantum algorithms for doing Fourier transforms over cyclic groups [7, 13, 14] . The thesis [7] and the paper [8] describe such a quantum algorithm, but the proofs are incorrect. This note attempts to correct those proofs, and in the process obtains stronger bounds for many of their results, and a few weaker ones. The end result is a proof of the correctness of their algorithm, with concrete bounds suitable for quantum simulation instead of the asymptotic bounds listed in their papers. Our final result is theorem 16.
Preliminaries
Efficient algorithms for the quantum Fourier transform over finite Abelian groups are constructed from the algorithms for the transform over cyclic groups, which in turn reduce to computing the transform efficiently over prime order groups [7, 13] . Efficient algorithms for computing the quantum Fourier transform over a cyclic group of order 2 m for a positive integer m are well known, and are used in Shor's factoring algorithm: see Coppersmith [5] and Shor [15, 16] for example. We will show an algorithm for computing the quantum Fourier transform over an odd order cyclic group. The algorithm (containing minor errors) is given in [7] and [8] , but their proofs of the correctness of the algorithm and subsequent performance bounds are incorrect. This paper corrects those proofs and obtains new bounds. For applications of this algorithm, see [7] and [8] . A proof of similar ideas using a different method is in [9] .
2.1. Notation and basic facts. We fix three integers: an odd integer N ≥ 3, L ≥ 2 a power of 2, and M ≥ LN a power of 2. This gives (M, N ) = 1, which we need later.
Some notation and facts to clarify the presentation: • √ −1 will be written explicitly, as i will always denote an index. • For an integer n > 1, let ω n = e 2π √ −1/n denote a primitive n th root of unity.
• Fact: 1 − e θ √ −1 ≤ |θ| as can be seen from arc length on the unit circle.
If −π ≤ θ ≤ π we also 1 have θ 2 ≤ 1 − e θ √ −1 . Thus for real values α we have |1 − ω α M | ≤ 2πα M , etc. • log n denotes log base 2, while ln n is the natural log. Since M and L are powers of two, log M = log M = log M = log M , and similarly for L, but we often leave the symbols to emphasize expressions are integral. • For a real number x, x is the smallest integer greater than or equal to
x, x is the largest integer less than or equal to x, and x is the nearest integer, with ties rounding up 2 . We often use the three relations:
• Indices: i and s will be indices from 0, 1, . . . , N − 1. j will index from 0, 1, . . . , L − 1. k will index from 0, 1, . . . , M − 1. a and b will be arbitrary indices. t will index from a set C s , defined in definition 2 below. • Given i ∈ {0, 1, . . . , N − 1}, let i = M N i denote the nearest integer to M N i with ties broken as above. Similarly for s and s . Note 0 ≤ i ≤ M − 1.
• For a real number x and positive real number n, let x mod n denote the real number y such that 0 ≤ y < n and y = x + mn for an integer m. Note that we do not think of x mod n as an equivalence class, but as a real number in [0, n). • |u and |v are vectors in spaces defined later, and given a vector |u denote its coefficients relative to the standard (orthonormal) basis {|0 , |1 , . . . , |n− 1 } by u 0 , u 1 , . . . , u n−1 , etc. • For a real number x, let
Properties of this function are easiest to see by noting it is a sawtooth function, with period M , and height M/2.
The majority of the errors in [7] and [8] resulted from misunderstanding the consequences of their versions of the following two definitions. The first defines sets of integers which will play an important role:
The second definition we make precise is a division and remainder operation:
We extend this definition to a transform of basis elements |k via ∆|k = |s |t + α and extend to all vectors by linearity.
Finally, from the image of ∆, define C s = { t (s, t) ∈ Image ∆} to be those values of t appearing for a fixed s. Thus
t∈Cs |s |t + α .
We will show the integers {−β, . . . , β} ⊆ C s ⊆ {−α, . . . , α} for all s, which is why we defined β with the ∆ definition. α and β remain fixed throughout the paper.
For the proofs to work, we need that the sets (i) are disjoint and have the same cardinality. Neither [7] nor [8] define these sets mod M , although perhaps it is implied. [7] makes a similar definition without the 1 2 terms, but the resulting sets are not then disjoint. [8] makes a similar definition, but uses M N i instead of i and drops the 1 2 terms, which results in sets of varying cardinality. To see the differences, check the three definitions using M = 32 and N = 5. Both [7] and [8] implicitely assume their resulting sets are disjoint and of constant cardinality in numerous places, invalidating many proofs. Note also that the mod M condition gives M − 1, 0 ∈ (0) when M > 3N . We now show that the sets defined here have the required properties:
Proof. Each set is defined using an interval of constant width, centered at an integer, so the sets will have the same cardinality. To show disjointness, for any integer a, take the rightmost bound R a = M N a + M 2N − 1 2 of an interval and compare it to the leftmost bound L a+1 = M N (a + 1) − M 2N + 1 2 of the next interval:
= 0 (5) giving that the open intervals are disjoint. Thus taking the integers in the intervals mod M remains disjoint (which requires i 1 , i 2 ≤ N − 1).
The second error which propagates throughout the proofs in [7] and [8] stems from misconceptions about the division operation ∆. Both papers treat the image of the ∆ map as a cartesian product, that is, the range on t is the same for all values s (M = 32 and N = 5 illustrates how this fails to give a bijection with their definitions). However, the image is not a cartesian product; the values t assumes depend on s, otherwise we would have that M is a multiple of N . In other words, the cardinality of C s depends on s, with bounds given in the following lemma, where we show that our definition works and list some properties: Lemma 4. Using the notation from definition 2, 1) the map ∆ is well defined, and a bijection with its image,
and t integral allows the rounding operation. Thus the definition makes sense. Next we check that both forms of ∆ in the definition are bijections. Suppose
a contradiction. So we are left with the case k 1 = k 2 . In order for s 1 = s 2 we have (without loss of generality) k 1 = 0, k 2 = N . But then t 1 = k 1 ≥ 0 and t 2 = k 2 − M ≤ M − 1 − M = −1, a contradiction. Thus ∆ in the first sense is a bijection.
The second interpretation follows easily, since −α ≤ t ≤ α gives 0 ≤ t + α ≤ 2α. So the second register needs to have a basis with at least 2α + 1 elements, which causes the number of qubits needed 3 to implement the algorithm to be log M + 2 instead of log M .
To see α = β + 1, bound α − β using the methods above, and 4 one obtains 2 > α − β > 0.
All integers between M N (s + 1) and M N s inclusive must be of the form
∆ is efficient to implement as a quantum operation, since it is efficient classically [3, Chapter 4 ]. Finally we note that ∆, being a bijection, can be extended to a permutation of basis vectors |k , thus can be considered an efficiently implementable unitary operation.
We define some vectors we will need. For i ∈ {0, 1, . . . , N − 1} define
Think A i for actual values, B i for bump functions, and T i for tail functions. Note that the coefficients B i b and T i b are just A i b for b in the proper ranges. We also define three equivalent shifted versions of |B 0 . Note that to make these definitions equivalent we require the sets (i) to have the same cardinality. Let
The |S i have disjoint support, which follows from lemma 3, and will be important for proving theorem 13.
The Algorithm
The algorithm takes a unit vector (quantum state) |u on log N qubits 5 , does a Fourier transform F L , L a power of two, on another register containing |0 with log M − log N +2 qubits, to create 6 a superposition, and then reindexes the basis to create L (normalized) copies of the coefficients of |u , resulting in |u L . Then another power of two Fourier transform F M is applied. The division ∆ results in a vector very close to the desired output F N |u in the first register, with garbage in the second register (with some slight entanglement). The point of this paper is to show how close the output is to this tensor product. We use log M + 2 qubits, viewed in two ways: as a single register |k , or as a log N qubit first register, with the remaining qubits in the second register, written |s |t . We note that merely log M qubits may not be enough qubits to hold some of the intermediate results.
The algorithm is:
3.1. The odd cyclic quantum Fourier transform algorithm.
|u |0
|u L is the vector that is L copies of the coefficients from |u , normalized. |v is the algorithm output.
Notice that F N |u appears in the output in line 15, but the rest is unfortunately dependent on s and i. However the dependence is small: if C s were the same for all s, if the δ s , which are bounded in magnitude by 1 2 , were actually zero, and if the i dependence were dropped, then the output would leave F N |u in the first register. The paper shows this is approximately true, and quantifies the error.
Initial bounds
We need many bounds to reach the final theorem, which we now begin proving. [7] makes the mistake of missing the −1 in the following lemma 7 ; [8], using a 5 Recall logs are base 2. 6 Note it may be more efficient to apply the Hadamard operator H to each qubit in |0 . 7 Using the definitions in [7] , a − 1 2 instead of -1 is sufficient. Even then, however, M = 128, N = 37, i = 12, and k = 40 shows the error. Compare our lemma 5 to the proof of claim 4, section 9.2.3, in [7] . different definition for the (i), is correct in dropping the −1. To avoid these subtle errors we thus prove
Proof. The sets (i) are disjoint, so we do two cases. If i = 0, then k ∈ (0) implies
If i = 0, then either k is less than the integers in (i) or greater than the integers in (i), giving two subcases. Subcase 1:
giving the bound and the proof.
We now bound many of the |A i coefficients. Our bound has a factor of π not in [7] and [8] , making it somewhat tighter, and we avoid special cases 8 where the statement would not be true.
We rewrite from the definition which is a geometric series. By hypothesis, ω (k− M N i) M = 1, so we can sum as 9
The numerator is bounded above by 2, and the denominator satisfies
These together give
Note our initial requirement that (M, N ) = 1 is strong enough to satisfy the non-integral hypothesis in lemma 6, except for the case i = k = 0, which we will avoid.
Next we bound a sum of these terms. We fix γ = 1 2 − N M for the rest of this paper. 
Proof. The minimum value of the denominator is at least M 2N − 1 by lemma 5, and the rest are spaced out by M N , but can occur twice 10 since the denominator is a sawtooth function going over one period, giving that 9 Without this requirement, the sum would be LN , much different than the claimed sum. The hypotheses avoid the resulting divide by zero. 10 Both [7] and [8] appear to overlook this fact.
The generality of the above lemma would be useful where physically adding more qubits than necessary would be costly, since the lemma lets the bound tighten as N M decreases. However the following corollary is what we will use in the final theorem. Next we prove a bound on a sum of the above terms, weighted with a real unit vector. This will lead to a bound on the tails iû i |T i . Our bound has an extra term compared to the claimed bounds in [7] and [8] , but corrects an error in their proofs.
Lemma 9. Given integers N ≥ 13 and M ≥ 16N , with N odd. For any unit vector
Proof. We split the expression into three parts, the first of which we can bound using methods from [7] and [8] , and the other two terms we bound separately.
Using the ∆ operator from definition 2, along with the values α and β defined there, and using lemma 4, we can rewrite each k with k = t + M N k = t + M N k + δ s . Since s differs from k by a multiple of N , and the |x| M function has period M , in M N (k − i) + t + δ s M we can replace k with s. Rewrite the left hand side of inequality 41 as
s =i Letting ∆k = (s, t), note that k ∈ (i) if and only if s = i, which can be shown from the definitions and the rounding rules used earlier. To simplify notation, write q t i,s = M N (s − i) + t + δ s . We have not changed the values of the denominators, so |q t i,s | M ≥ M 2N − 1 by lemma 5 for all i, (s, t) in this proof. We want to swap the s and t sums, but we need to remove the t dependence on s. Again using lemma 4, we can split the expression into the three terms 12 :
Next we bound the first term 43. For a unit vector x and fixed t we rewrite the s, i sum as the norm of a square matrix P t acting on x, so that the sum over s and i becomes
We also define similarly to each P t a matrix Q t which is the same except for minor modifications to the denominator:
Note this matrix is circulant 13 , since each entry in the matrix only depends on s − i. Also each entry is nonnegative 14 . Thus the expression is maximized by the vector y = 1 √ N (1, 1, . . . , 1) as shown in each of [7] , [8] , and [9] . Now we relate these matrix expressions. Recall |q t i,s | M ≥ M 2N − 1 and |δ s | ≤ 1 2 . Set λ = N M −2N . Then we find lower and upper bounds
and 12 The second two terms are missed in [7] and [8] . 13 That is, each row after the first is the cyclic shift by one from the previous row. 14 
and using the bounds gives
Then since y maximizes Q t x 2 , takes on values between 1 and 225 169 ≈ 1.33 for M ≥ 16N , better than the constant 4 in [7] and [8] .
Combined with corollary 8 this allows us to bound term 43: Now we bound the other two terms, 44 and 45. We need the following fact, which can be shown with calculus: the expression N −1 i=0 a i x i subject to the condition N −1 i=0 x 2 i = 1, has maximum value N −1 i=0 a 2 i . Then term 44 can be bounded using a similar technique as in the proof of lemma 8. Again we take
Term 45 is bound with the same method and result, and adding these three bounds gives the desired inequality 41.
Similar to the proof of the previous lemma, Both [7] and [8] claim the following bound (61)
leading to (in their papers)
So our bound tightens their 64 to a 22, but has a new term accounting for the extra pieces in the proof. However, both [7] (section 9.2.4) and [8] (appendix C) had the following flaws their proofs. Both proofs rearranged the left expression to be bounded by a matrix norm, and then "rearranged" the matrix to be square. This fails due to the subtle nature of the ∆ operation they implicitly used. They claimed the resulting matrix differed only slightly from their previous one, which is false, since many terms may have to be changed from 0 to a large value. They relied on the resulting matrix being circulant and being close to the to their initial expression, which it is not due to these extra terms. Our proof above is based on their methods, but avoids the errors they made by pulling out the incorrect terms and bounding them separately, resulting in the extra term in our bound.
We now use these lemmata to bound the tails iû i |T i . The bound 8 ln N √ L was claimed in [7] , section 9.2.3, and [8] , section 3.1, but our new terms from lemma 9 give us a more complicated bound:
Lemma 10. Given three integers: an odd integer N ≥ 13, L ≥ 2 a power of two, and M ≥ 16N a power of two, then (63)
Taking square roots gives the result. Note that the requirements of lemma 6 are satisfied when obtaining line 65, since we avoid the k = i = 0 case, and (M, N ) = 1.
Next we show that the shifted |S i are close to the |B i , which will allow us to show the algorithm output is close to a tensor product. This mirrors [7] claim 5, section 9.2.1, and [8] claim 2, section 3. In both cases their constant was 4, where we obtain the better bound π √ 3 . Lemma 11.
(67)
It is important these are supported on the same indices! Also recall that |A i = F M F −1 LN |Li and that F M is unitary. Then (dropping mod M throughout for brevity)
and this can be bounded by
Taking square roots gives the bound.
In the above proof, to obtain line 69 we needed that |S i and |B i have the same support, but |S i is a shifted version of |B 0 , so we implicitly needed all the sets (i) to have the same cardinality. This is not satisfied in [8] (although it is needed) but is met in [7] .
For the rest of he paper we need a set which is (0) without mod M applied: let Λ be those integers in the closed interval − M 2N − 1 2 , M 2N − 1 2 . Then Lemma 12. uses (M, N ) = 1) , and ∆ a bijection implies ∆|b + M N i mod M = |i |b + α . The rest follows 15 .
Main results
Now we are ready to use the above lemmata to prove the main theorem.
Theorem 13. Given three integers: an odd integer N ≥ 13, L ≥ 16 a power of two, and M ≥ LN a power of two. Then the output |v of the algorithm in section 3.1 satisfies
Proof. Note
Using lemma 12 and that ∆ is unitary allows us to rewrite the left hand side as 
The last expression has |û = 1, which gives the result. Note that to obtain line 81 we needed the supports of the |B s disjoint, and that the |S i and |B i have the same support 16 .
This shows that the output of the algorithm in section 3.1 is close to a tensor product of the desired output F N |u and another vector (which is not in general a unit vector). Since a quantum state is a unit vector, we compare the output to a unit vector in the direction of our approximation via: Proof. Simple geometry shows the distance is bounded by 2(1 − √ 1 − 2 ), and this expression divided by has maximum value √ 2 on (0, 1]. The = 0 case is direct.
So we only need a √ 2 factor to compare the algorithm output with a unit vector which is F N |u tensor another unit vector. We let |ψ denote the unit length vector in the direction of t∈Λ A 0 t |t + α for the rest of this paper 17 . For completeness, we repeat arguments from [8, 9] to obtain the operation complexity and probability distribution, and we show concrete choices for M and L achieving a desired error bound.
To show that measuring the first register gives measurement statistics which are very close to the desired distribution, we need some notation. Given two probability distributions D and D over {0, 1, . . . , M − 1}, let |D − D | = M −1 k=0 |D(k) − D (k)| denote the total variation distance. Then a result 18 of Bernstein and Vazirani [1] states that if the distance between any two states is small, then so are the induced 19 probability distributions: (86) 17 The subscripts in A 0 t are taken modM . 18 Their statement is a bound of 4 , but their proof gives the stronger result listed above. We choose the stronger form to help minimize the number of qubits needed for simulations.
19
The induced distribution from a state |φ is D(k) = | k|φ | 2 .
for some constants c 1 , c 2 satisfying
3) The algorithm requires log M + 2 qubits. By claim 2 a sufficient number of qubits is then 12.53 + 3 log 
The left hand side is largest when = √ 2 and N = 55, so it is enough to find constants c 1 and c 2 such that 4 π 11 ln 2 55
Ultimately we want L and M to be powers of two, so we find a range for each of c 1 and c 2 such that the upper bound is at least twice the lower bound, and such that all pairs of values (c 1 , c 2 ) in these ranges satisfy inequality 92. To check that the claimed ranges work, note that for a fixed c 1 , the expression increases as c 2 decreases, so it is enough to check the bound for c 2 = 735. After replacing c 2 in the expression with 735, the resulting expression has first and second derivatives with respect to c 1 over the claimed range, and the second derivative is positive, giving that the maximum value is assumed at an endpoint. So we only need to check inequality 92 at two points: (c 1 , c 2 ) = (65, 735) and (2 × 65, 735), both of which work. Thus the bound is met for all (c 1 , c 2 ) in the ranges claimed. With these choices for M and L, note that L ≥ 16 and M ≥ LN ⇔ c 2 ≥ c 1 , which is met over the claimed range, so all the hypothesis for claim 1 are satisfied.
Finally, to prove claim 3, algorithm 3.1 and the proof of lemma 4 give that we need log N qubits in the first register and max{ log L , log(2α + 1) } qubits in the second register. L ≤ M N < 2α + 1 gives that it is enough to have log(2α + 1) qubits in the second register. Then 2α + 1 ≤ M 2N + 2 gives log(2α + 1) ≤ 1 + log M − log N = 2 + log M − log N (93) Thus log M + 2 is enough qubits 20 for the algorithm. By claim 2, we can take M ≤ 2 × 735 N 3/2 3 giving log M + 2 ≤ 12.53 + 3 log √ N .
As noted in [7] and [8] , the most time consuming step in algorithm 3.1 is the F M Fourier computation. Coppersmith [5] shows how to approximate the quantum Fourier transform 21 for order M = 2 m with operation complexity of O(log M (log log M +log 1/ )). Using this to approximate our approximation within error gives the time complexities in claim 3, finishing the proof.
Conclusion
These bounds allow simulation for many choices of N and . However the choices for M and L given in theorem 16 can usually be improved, and were merely given to show such values can be found. For example, the following table shows, for different N and combinations, a triple (g, m, l) of integers, with the choice from line 86 being M = 2 g ; yet in each case M = 2 m and L = 2 l is the pair with minimal m satisfying the hypotheses for theorem 16. Thus choosing M and L carefully may allow lower qubit counts, such as the N = 13, = 0.10 case. We also simulated this algorithm for the combinations above requiring 22 or fewer qubits. The first test computed the algorithm error on random input vectors (states) 22 . The middle set of columns in table 2, where (M, L) = (2 m , 2 l ), shows the maximal error observed in the column labelled "observed " over 100 random vectors. Note that the observed error is much smaller than the required bound; for example, with N = 25, = 0.3 the max observed error is actually 0.0182. This led to the second set of experiments, with results in the third set of columns in table 2, where we tried all legal M, L combinations until we found the one with smallest M value that met the desired error bound, when tested over 5000 random vectors. This seemed to show that the qubit cost could almost be cut in half in practice. As a final test, for N = 501 and = 0.2, the theorem requires 30 qubits, but empirical testing showed 15 suffices for our 5000 test vectors, which had a maximal error of 0.18. These results show that it is likely that significant tightening of the bounds presented here is possible, resulting in qubit savings. 
