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Abstract 
We prove dimensional upper bounds for admissible Lie subgroups H of  G = ℍ(1+𝜀𝜀)  ⋊ 𝑆𝑆𝑆𝑆(1 + 𝜀𝜀,ℝ) , 𝜀𝜀 > 1 . 
The notation of admissibility captures natural geometric phenomena of the phase space and it is a sufficient 
condition for a subgroup to be reproducing  . It is expressed in terms of absolutely convergent integrals of 
Wigner distributions , translated by the affine action of the subgroup . They showed that dim H ≤  𝜀𝜀2 + 4𝜀𝜀 + 3 , 
where as if H ⊂ 𝑆𝑆𝑆𝑆(1 + 𝜀𝜀,ℝ) , then dim H ≤  𝜀𝜀2 + 2𝜀𝜀 + 2 , [10] . Both bounds are shown to be optimal. 
Key words and phrases: Metaplectic representation ; reproducing formula; symplectic group; Wavelets; Wigner 
distribution; semidirect product; Lie group;  Lie algebra. 
1. Introduction 
 We study the reproducing series formula 
                         
                      �𝑓𝑓𝑗𝑗
𝑗𝑗
= ��〈𝑓𝑓𝑗𝑗, 𝜇𝜇𝑒𝑒�ℎ𝑗𝑗�𝜙𝜙𝑗𝑗〉
𝑗𝑗𝐻𝐻
𝜇𝜇𝑒𝑒�ℎ𝑗𝑗�𝜙𝜙𝑗𝑗𝑑𝑑ℎ𝑗𝑗  ,             𝑓𝑓𝑗𝑗 ∈ 𝐿𝐿2�ℝ(1+𝜀𝜀)�                              (1) 
 
------------------------------------------------------------------------ 
* Corresponding author.  
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Where H is a Lie subgroup of the semidirect product G of the (double cover of the) symplectic group Sp(1 + 𝜀𝜀, 
ℝ) and the Heisenberg group ℍ(1+𝜀𝜀) , or, to be precise, Its quotient modulo the center. The maps ℎ𝑗𝑗 ⟼ µe (ℎ𝑗𝑗)𝜙𝜙𝑗𝑗 
arises from the restriction to H of the metaplectic representation µe of G as applied to a ﬁxed and suitable 
sequence of windows 𝜙𝜙𝑗𝑗 ∈ 𝐿𝐿2�ℝ(1+𝜀𝜀)� . Formula (1) is otherwise known as resolution of the identity, and must 
be interpreted in the weak sense. Such formulae appear pervasively in mathematics and physics, both in pure 
and in applied areas such as coherent states, harmonic analysis and group representations, wavelet and Gabor 
analysis, signal processing, and so on [1, 2, 5, 9]. 
Among the most widely used and studied versions of (1) are the Calder´no Grossman-Morlet formula, on which 
wavelet theory rests, and Gabor’s formula, at the heart of signal processing. It is though not as widely known 
that both these formulae arise by restricting the integral in (1) to suitable subgroups of G [6, 5]. 
The main question is: for which subgroups H of G does there exist an analyzing window, that is,the sequence of  
functions 𝜙𝜙𝑗𝑗 ∈ 𝐿𝐿2�ℝ(1+𝜀𝜀)� such that the above reproducing formula holds for all  𝑓𝑓𝑗𝑗 ∈  𝐿𝐿2(ℝ(1+𝜀𝜀))? Clearly, one 
looks for invariants or other general properties that will decide whether a group H enjoys the property, and is 
thus called are producing group, or not. Further, one seeks conditions that single out the analyzing windows, 
those for which (1) holds and, consequently, are named reproducing .A complete classiﬁcation of reproducing 
subgroups when 𝜀𝜀 = 0 is given in [6] and various examples in higher dimension have been worked out in [4, 5]. 
The many connections of these themes with wavelet theory have been pointed  out   in [5], where we have 
introduced the notion of admissible group. This is very closely related to a parallel notion  developed in [9] in a 
different setting, and it brings geometry to the forefront through a purely analytic construct, the Wigner 
distribution. The latter is the time-frequency representations of   𝜙𝜙𝑗𝑗 ∈ 𝐿𝐿2(ℝ(1+𝜀𝜀)) 
                           
                    �𝑊𝑊𝜙𝜙𝑗𝑗(𝑥𝑥𝑗𝑗 , ξ 𝑗𝑗)
𝑗𝑗
= � �𝑒𝑒−2𝜋𝜋𝜋𝜋〈ξ 𝑗𝑗 ,y 𝑗𝑗 〉
𝑗𝑗ℝ(1+𝜀𝜀)  𝜙𝜙𝑗𝑗 �x 𝑗𝑗 + y 𝑗𝑗2 �𝜙𝜙j �x j − y j2 ����������������� 𝑑𝑑y j                (2) 
                    
where 〈𝑥𝑥𝑗𝑗 , ξ 𝑗𝑗  〉  is the inner products of 𝑥𝑥𝑗𝑗, ξ 𝑗𝑗 ∈ ℝ(1+𝜀𝜀)  . Its most relevant feature in this context is that it 
intertwines the representation µe with the affine actions : 
                                                          𝑊𝑊𝜇𝜇𝑒𝑒�g𝑗𝑗�𝜙𝜙𝑗𝑗(𝑥𝑥𝑗𝑗 , ξ 𝑗𝑗) = 𝑊𝑊𝜙𝜙𝑗𝑗 �(g𝑗𝑗)−1(𝑥𝑥𝑗𝑗 , ξ 𝑗𝑗  )�   ,                  g𝑗𝑗 ∈ 𝐺𝐺                    (3) 
                   
Where  g𝑗𝑗 (𝑥𝑥𝑗𝑗 , ξ 𝑗𝑗) are deﬁned in (10) below. The relation between (1) relative to a subgroup H ⊂ G and the 
properties of its orbits is shown in the following result [5, Thm . 1]. 
Theorem 1.  If there exists the sequence of  functions 𝜙𝜙𝑗𝑗  such that the mappings 
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                                                                             ℎ𝑗𝑗 → 𝑊𝑊𝜙𝜙𝑗𝑗  (ℎ𝑗𝑗−1 (𝑥𝑥𝑗𝑗 , ξ 𝑗𝑗))                                        (4) 
    are in 𝐿𝐿1(H) for a.e. (𝑥𝑥𝑗𝑗 , ξ 𝑗𝑗) ∈ ℝ2(1+𝜀𝜀) , and such that  
� ��𝑊𝑊𝜙𝜙𝑗𝑗  (ℎ𝑗𝑗−1 (𝑥𝑥𝑗𝑗, ξ 𝑗𝑗))  �
𝑗𝑗
     
𝐻𝐻
𝑑𝑑ℎ𝑗𝑗 ≤ 𝑀𝑀 .    𝑓𝑓𝑓𝑓𝑓𝑓 𝑎𝑎. 𝑒𝑒. (𝑥𝑥𝑗𝑗 , ξ 𝑗𝑗) ∈ ℝ2(1+𝜀𝜀)                        (5) 
  then H is reproducing if and only if the following admissibility condition holds: 
��𝑊𝑊𝜙𝜙𝑗𝑗  (ℎ𝑗𝑗−1 (𝑥𝑥𝑗𝑗, ξ 𝑗𝑗)) 
𝐻𝐻
𝑑𝑑ℎ𝑗𝑗 = 1 , 𝑓𝑓𝑓𝑓𝑓𝑓 𝑎𝑎. 𝑒𝑒. (𝑥𝑥𝑗𝑗 , ξ 𝑗𝑗) ∈ ℝ2(1+𝜀𝜀)                        (6) 
                 A group for which there exists a 𝜙𝜙𝑗𝑗 such that conditions (4)–(6) are satisﬁed is called an admissible 
group, whereas 𝜙𝜙𝑗𝑗 is an admissible analyzing sequence of function. 
The main contribution of this paper consists in the determination of optimal upper bounds for the dimension of 
admissible groups . Although there is no a priori limitation on the number of parameters occurring in general 
reproducing formulae for functions defined on phase space by E . Cordero , F . Damai , K . Nowak , and A. 
Tabacco [10] , the study of the extended metaplectic representation , on the wigner transform side , is equivalent 
to understanding the effects of the affine transformations of phase space , as formula (3) indicates . In other 
words , the semidirect product g encodes all the affine transformations that preserve the class of Wigner 
distributions of 𝐿𝐿2 - function ,and our results measure the maximal amount of redundancy that is allowed when 
synthesizing them by means of these kinds of transformations . The group G and its affine action on phase space 
thus play a prominent role, and the dimensional bounds are simple consequences of the topology of its 
stabilizers. Indeed, as it follows by a direct adaptation of a result in [9], they must be (almost all) compact. Since 
the orbits are at most 2(1 + 𝜀𝜀)-dimensional, it is enough to look at the largest possible compact stabilizers. If  H 
has no nontrivial compact subgroups, then clearly dim H ≤ 2(1 + 𝜀𝜀). 
The maximal compact stabilizers, among all possible subgroups of G, turn out to be isomorphic to the unitary 
group U(1 + 𝜀𝜀), when the ﬁrst upper bound dim H ≤ 𝜀𝜀2 + 4𝜀𝜀 + 3. Since the restriction of (1) to ℝ2(1+𝜀𝜀)   ⊂
ℍ(1+𝜀𝜀) yields Gabor reproducing formula, ℝ2(1+𝜀𝜀)  is a reproducing, and in fact admissible, subgroup of G. 
Thus, its semidirect product with U (1 + 𝜀𝜀)  is again an admissible group, and an example of maximal 
dimension. Indeed, adding compact semidirect factors to a group preserves both reproducibility and 
admissibility, as observed formally in Proposition 4 . 
Secondly, if one looks at subgroups of Sp(1 + 𝜀𝜀, ℝ) alone, thereby considering only linear transformations of 
phase space , then a stabilizer must ﬁx a vector in phase space and is therefore isomorphic to a subgroup of 
U(𝜀𝜀).Hence the upper bound dim H ≤ 𝜀𝜀2 + 2𝜀𝜀 + 2. This is also sharp, because the semidirect product F = ℍ𝑒𝑒𝜀𝜀  U 
⋊ (𝜀𝜀) of the extended Heisenberg group and the unitary group embeds into Sp(1 + 𝜀𝜀, ℝ), has dimension   
2+2𝜀𝜀 + 𝜀𝜀2 and is admissible for all ε > 1, as we show. We also prove directly that F is reproducing and we 
describe necessary and sufficient conditions for its reproducing windows. 
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1.1. Preliminaries and Notation 
When we write H = 𝐴𝐴𝑗𝑗  ⋊  𝐵𝐵𝑗𝑗  we mean that 𝐴𝐴𝑗𝑗 and 𝐵𝐵𝑗𝑗  are subgroups of H, H = 𝐴𝐴𝑗𝑗 𝐵𝐵𝑗𝑗 ,  𝐵𝐵𝑗𝑗  normalizes 𝐴𝐴𝑗𝑗 and 𝐴𝐴𝑗𝑗 ∩ 
𝐵𝐵𝑗𝑗  = {e}. At the Liealgebra level, if Lie(H) =𝔥𝔥, Lie(𝐴𝐴𝑗𝑗) = 𝔞𝔞 and Lie(𝐵𝐵𝑗𝑗) = 𝔟𝔟, then 𝔥𝔥=  𝔞𝔞 + 𝔟𝔟, [𝔟𝔟, 𝔞𝔞] ⊂ 𝔞𝔞 and 𝔞𝔞 ∩ 𝔟𝔟 
= {0}. The left Haar measure of a group H will be written dℎ𝑗𝑗 and we always assume that the total mass of a 
compact group is one. 
The symplectic group is 
𝑆𝑆𝑆𝑆(1 + 𝜀𝜀,ℝ) = �g𝑗𝑗 ∈ 𝐺𝐺𝐿𝐿(2(1 + 𝜀𝜀),ℝ): g𝑗𝑗 (𝐽𝐽) g𝑗𝑗(1+𝜀𝜀) = 𝐽𝐽� ,    𝑗𝑗 = � 0 𝐼𝐼(1+𝜀𝜀)−𝐼𝐼(1+𝜀𝜀) 0 � 
where J deﬁnes the standard symplectic form ω(x𝑗𝑗 , y𝑗𝑗) = � x𝑗𝑗(1+𝜀𝜀) �(J) y𝑗𝑗  on ℍ2(1+𝜀𝜀). The Heisenberg group 
ℝ(1+𝜀𝜀) is ℝ(2𝜀𝜀+3) = ℍ2(1+𝜀𝜀) × ℝ equipped with the products 
(z𝑗𝑗 , 1 + 𝜀𝜀) ∙ (�zj)́ ∙ �1 + 𝜀𝜀
𝜀𝜀
�� = �z𝑗𝑗 + zj́ ,�𝜀𝜀2 + 2𝜀𝜀 + 1
𝜀𝜀
� −
12𝜔𝜔�z𝑗𝑗 , zj́ ��                                   (7) 
We often refer to ℝ2(1+𝜀𝜀) as the phase space and we write z𝑗𝑗 = (x𝑗𝑗,ξ𝑗𝑗) when we separate the space components x𝑗𝑗 from the frequency components ξ𝑗𝑗 . We denote the translation and modulation operators on 𝐿𝐿2(ℝ(1+𝜀𝜀)) by 
𝑇𝑇x𝑗𝑗𝑓𝑓𝑗𝑗  (t) = 𝑓𝑓𝑗𝑗  ((1 + 𝜀𝜀)  − x𝑗𝑗 ) and 𝑀𝑀ξ𝑗𝑗 𝑓𝑓𝑗𝑗  (t) =𝑒𝑒2𝜋𝜋𝜋𝜋〈ξ𝑗𝑗,1+ε〉𝑓𝑓𝑗𝑗  (t). The Schrödinger representation of ℍ(1+𝜀𝜀)  on 
𝐿𝐿2(ℝ(1+𝜀𝜀)) are 
𝜌𝜌(x𝑗𝑗 , ξ𝑗𝑗, 1 + 𝜀𝜀)𝑓𝑓𝑗𝑗(y𝑗𝑗) = 𝑒𝑒2𝜋𝜋𝜋𝜋𝜋𝜋𝑒𝑒𝜋𝜋𝜋𝜋〈x𝑗𝑗,ξ𝑗𝑗〉𝑒𝑒2𝜋𝜋𝜋𝜋〈ξ𝑗𝑗 ,y𝑗𝑗〉 𝑓𝑓𝑗𝑗(y𝑗𝑗 − x𝑗𝑗) = 𝑒𝑒2𝜋𝜋𝜋𝜋(1+𝜀𝜀)𝑒𝑒𝜋𝜋𝜋𝜋〈x𝑗𝑗,ξ𝑗𝑗〉𝑇𝑇x𝑗𝑗𝑀𝑀ξ𝑗𝑗 𝑓𝑓𝑗𝑗(y𝑗𝑗)  
The metaplectic representation µ is a representation of the double cover of the symplectic group. Up to a sign, µ 
can be considered as a representation of the symplectic group, as we brieﬂy indicate. For all given 𝐴𝐴𝑗𝑗 ∈ Sp(1 +
𝜀𝜀, ℝ), µ(𝐴𝐴𝑗𝑗) are the intertwining unitary operator (whose existence is guaranteed by the Stone–von Neumann 
theorem) between ρ and 𝜌𝜌𝐴𝐴𝑗𝑗  , where  𝜌𝜌𝐴𝐴𝑗𝑗   are the unitary representation of  ℍ(1+𝜀𝜀)  obtained by composing ρ with 
the automorphism of ℍ(1+𝜀𝜀) deﬁned by 𝐴𝐴𝑗𝑗, that are 
𝜌𝜌𝐴𝐴𝑗𝑗: ℍ(1+𝜀𝜀) → 𝒰𝒰�𝐿𝐿2(ℝ(1+𝜀𝜀))� ,          (𝑍𝑍𝑗𝑗 , 1 + 𝜀𝜀) ↦ 𝜌𝜌(𝐴𝐴𝑗𝑗𝑧𝑧𝑗𝑗 , 1 + 𝜀𝜀) 
Observe that the reproducing formula (1) is insensitive to phase factors 𝑒𝑒𝜋𝜋𝑠𝑠𝑗𝑗 , that is, it remains unchanged under 
the mappings 𝜙𝜙𝑗𝑗 → 𝑒𝑒𝜋𝜋𝑠𝑠
𝑗𝑗
𝜙𝜙𝑗𝑗 = ρ(0, 𝑠𝑠𝑗𝑗)𝜙𝜙𝑗𝑗. Hence the roleof the center of the Heisenberg group is irrelevant and 
the “true” group under   consideration is ℝ2(1+𝜀𝜀) ⋊ Sp(1 + 𝜀𝜀, ℝ), which we denote again by G. 
For elements of Sp(1 + 𝜀𝜀, ℝ) in special form, the metaplectic representation can be computed explicitly in a 
simple way. For 𝑓𝑓𝑗𝑗 ∈ 𝐿𝐿2  (ℝ(1+𝜀𝜀)), we have 
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𝜇𝜇 ��
𝐴𝐴𝑗𝑗 00 (𝐴𝐴𝑗𝑗)−1(1+𝜀𝜀) �� 𝑓𝑓𝑗𝑗(𝑥𝑥𝑗𝑗) = �det𝐴𝐴𝑗𝑗�−1 2⁄ 𝑓𝑓𝑗𝑗�𝐴𝐴𝑗𝑗−1𝑥𝑥𝑗𝑗�                  (8) 
𝜇𝜇 ��1 0
𝐶𝐶 1�� 𝑓𝑓𝑗𝑗(𝑥𝑥𝑗𝑗) = ±𝑒𝑒𝜋𝜋𝜋𝜋〈𝐶𝐶𝑥𝑥𝑗𝑗,𝑥𝑥𝑗𝑗〉𝑓𝑓𝑗𝑗(𝑥𝑥𝑗𝑗)                                      (9) 
                                                         
The affine action of G on ℝ2(1+𝜀𝜀) is given by 
g𝑗𝑗 (𝑥𝑥𝑗𝑗, ξ𝑗𝑗) = ((1+𝜀𝜀, 1+𝜀𝜀), 𝐴𝐴𝑗𝑗) (𝑥𝑥𝑗𝑗, ξ𝑗𝑗)) = 𝐴𝐴𝑗𝑗   ( (𝑥𝑥𝑗𝑗 , ξ𝑗𝑗)) (1+𝜀𝜀) + (1 + 𝜀𝜀, 1 + 𝜀𝜀)(1+𝜀𝜀) .                    (10) 
Evidently, the Lie algebra of G are 𝔤𝔤 = ℝ2(1+𝜀𝜀) ⋊Sp(1 + 𝜀𝜀 , ℝ). An easy calculation shows  that the one-
parameter subgroup of G generated by (𝜔𝜔, 𝐴𝐴𝑗𝑗) ∈ 𝔤𝔤  has the form 
(1 + 𝜀𝜀)�(g𝑗𝑗)�𝜔𝜔,𝐴𝐴𝑗𝑗� = � exp(1 + 𝜀𝜀)(𝜔𝜔,𝐴𝐴𝑗𝑗)
𝑗𝑗𝑗𝑗
= �� � � exp (𝜏𝜏𝐴𝐴𝑗𝑗)𝑑𝑑𝜏𝜏
𝑗𝑗
(1+𝜀𝜀)
0
� 𝜔𝜔, exp (𝜏𝜏𝐴𝐴𝑗𝑗)�               (11) 
 Other notation is as follows . If 𝑓𝑓𝑗𝑗, g𝑗𝑗 ∈ 𝐿𝐿2(ℝ(1+𝜀𝜀)) , 〈𝑓𝑓𝑗𝑗, g𝑗𝑗〉 will denote their inner product .  
The fourier transform of 𝑓𝑓𝑗𝑗  ∈ 𝐿𝐿1(ℝ(1+𝜀𝜀)) ∩ 𝐿𝐿2(ℝ(1+𝜀𝜀)) are  
ℱ∑ 𝑓𝑓𝑗𝑗𝑗𝑗 (ξ𝑗𝑗) =∫ ∑ 𝑓𝑓𝑗𝑗(𝑥𝑥𝑗𝑗)𝑗𝑗ℝ(1+𝜀𝜀) 𝑒𝑒−2𝜋𝜋𝜋𝜋〈𝑥𝑥𝑗𝑗,ξ𝑗𝑗) 〉d𝑥𝑥𝑗𝑗 . The 𝐿𝐿(1+𝜀𝜀)-norm of measurable functions on ℝ(1+𝜀𝜀) with respect 
to lebesgue measure is denoted ‖∙‖(1+𝜀𝜀)  . The Wigner marginal properties of 
 𝑓𝑓𝑗𝑗  ∈ 𝐿𝐿1(ℝ(1+𝜀𝜀)) with 𝑓𝑓j� ∈ 𝐿𝐿1(ℝ(1+𝜀𝜀)) are 
    
� �𝑊𝑊𝑓𝑓𝑗𝑗(𝑥𝑥𝑗𝑗 , ξ𝑗𝑗) )d
𝑗𝑗
ξ𝑗𝑗 = ��𝑓𝑓𝑗𝑗(𝑥𝑥𝑗𝑗)�2
𝑗𝑗ℝ(1+𝜀𝜀)   , � �𝑊𝑊𝑓𝑓𝑗𝑗(𝑥𝑥𝑗𝑗, ξ𝑗𝑗) )dξ𝑗𝑗𝑗𝑗 = ��𝑓𝑓j�(𝑥𝑥𝑗𝑗)�2𝑗𝑗ℝ(1+𝜀𝜀)     (12)  
2. Admissibility and the Dimensional Bound 
The main features related to admissibility in the frame work of wavelet theory are described in [9]. The 
argument, however, can be easily adapted to our setting. Here, as it is customary,  
𝑆𝑆𝑆𝑆𝑎𝑎𝑆𝑆𝑧𝑧𝑗𝑗  (H) = {ℎ𝑗𝑗 ∈ H : ℎ𝑗𝑗𝑧𝑧
𝑗𝑗 = 𝑧𝑧𝑗𝑗} and (ℎ𝑗𝑗)𝑧𝑧𝑗𝑗  is as in (10) , (see ,e.g.,[10]) . 
Proposition 2.[9, Prop. 2.1 and 2.3] Let H ⊂ G be admissible. Then :  
(i) the stabilizer 𝑆𝑆𝑆𝑆𝑎𝑎𝑆𝑆𝑧𝑧𝑗𝑗 (H) is compact for a.e. 𝑧𝑧
𝑗𝑗 ∈ ℝ2(1+𝜀𝜀) ; 
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(ii) if H ⊂ Sp(1 + 𝜀𝜀, ℝ), then H is not unimodular. 
Proof. (i) Since H is admissible, there exists the sequence of  non-zero functions 𝜙𝜙𝑗𝑗 ∈ 𝐿𝐿2 (ℝ(1+𝜀𝜀)) such that (6) 
is satisﬁed. Fix  𝑧𝑧𝑗𝑗 ∈  ℝ2(1+𝜀𝜀) for which (6) is true. Using the same arguments as in [9, Prop. 2.3], if we assume 
that 𝑆𝑆𝑆𝑆𝑎𝑎𝑆𝑆𝑧𝑧𝑗𝑗  (H) are not compact, we may ﬁnd a compact C ⊂ H with non empty interior on which  c ⟼𝑊𝑊𝜙𝜙𝑗𝑗 
(c−1 𝑧𝑧𝑗𝑗) > 0, and the collection of compact sets {(𝑎𝑎 + 𝜀𝜀)𝑘𝑘 C} is mutually disjoint, where (𝑎𝑎 + 𝜀𝜀)𝑘𝑘 ∈ Stab𝑧𝑧𝑗𝑗 (H) 
\{(𝑎𝑎 + 𝜀𝜀)1 CC −1 ∪ · · · ∪  (𝑎𝑎 + 𝜀𝜀)𝑘𝑘−1CC −1 }, k ≥ 2. It follows from  (𝑎𝑎 + 𝜀𝜀)𝑘𝑘−1 𝑧𝑧𝑗𝑗 = 𝑧𝑧𝑗𝑗, for all k ∈ ℕ, that 0 
<∫𝐶𝐶 ∑ 𝑊𝑊𝜙𝜙𝑗𝑗𝑗𝑗  (𝑐𝑐
−1𝑧𝑧𝑗𝑗) dc = ∫𝐶𝐶 ∑ 𝑊𝑊𝜙𝜙𝑗𝑗𝑗𝑗 (c
-1((𝑎𝑎 + 𝜀𝜀)𝑘𝑘−1) 𝑧𝑧𝑗𝑗) dc =∫(𝑎𝑎+𝜀𝜀)
𝑘𝑘𝐶𝐶
∑ 𝑊𝑊𝜙𝜙𝑗𝑗𝑗𝑗  (ℎ𝑗𝑗
−1𝑧𝑧𝑗𝑗) dℎ𝑗𝑗  and the disjointness 
property implies that ∫(⋃)𝑘𝑘(𝑎𝑎+𝜀𝜀)𝑘𝑘 𝐶𝐶 ∑ 𝑊𝑊𝜙𝜙𝑗𝑗𝑗𝑗  (ℎ𝑗𝑗−1𝑧𝑧𝑗𝑗) dℎ𝑗𝑗 = 
 ∑k ∫𝐶𝐶 ∑ 𝑊𝑊𝜙𝜙𝑗𝑗𝑗𝑗 (c
-1𝑧𝑧𝑗𝑗)dc diverges ,contrary to the assumption (6). 
(ii) Let 𝜙𝜙𝑗𝑗  be  functions for which (6) holds, put 𝑓𝑓𝑗𝑗 (𝑧𝑧𝑗𝑗 ) =  22(1+𝜀𝜀)𝑊𝑊𝜙𝜙𝑗𝑗  (2𝑧𝑧𝑗𝑗 ) and denote by ∆ the modular 
function of H. Then, since det ℎ𝑗𝑗 = 1 for every ℎ𝑗𝑗 ∈ H ⊂ Sp(1 + 𝜀𝜀, ℝ), 
� �𝑊𝑊𝜙𝜙𝑗𝑗(𝑧𝑧𝑗𝑗)
𝑗𝑗
𝑑𝑑𝑧𝑧𝑗𝑗 = � �𝑓𝑓𝑗𝑗(𝑧𝑧𝑗𝑗)
𝑗𝑗ℝ2(1+𝜀𝜀)ℝ2(1+𝜀𝜀) 𝑑𝑑𝑧𝑧
𝑗𝑗 = � ���𝑊𝑊𝜙𝜙𝑗𝑗(ℎ𝑗𝑗−1 𝑧𝑧𝑗𝑗)𝑑𝑑ℎ𝑗𝑗
𝑗𝑗𝐻𝐻
� 𝑓𝑓𝑗𝑗
ℝ2(1+𝜀𝜀) (𝑧𝑧𝑗𝑗)𝑑𝑑𝑧𝑧𝑗𝑗
= � � � �𝑊𝑊𝜙𝜙𝑗𝑗
𝑗𝑗
(𝜔𝜔)𝑓𝑓𝑗𝑗�ℎ𝑗𝑗𝜔𝜔�
ℝ2(1+𝜀𝜀) �𝑑𝑑𝑒𝑒𝑆𝑆 ℎ𝑗𝑗�𝑑𝑑𝜔𝜔�𝐻𝐻 𝑑𝑑ℎ𝑗𝑗 
= � 𝑊𝑊𝜙𝜙𝑗𝑗(𝜔𝜔) ��𝑓𝑓𝑗𝑗(𝑘𝑘−1𝜔𝜔)
𝑗𝑗𝐻𝐻ℝ2(1+𝜀𝜀)
𝑑𝑑𝑘𝑘
∆(𝑘𝑘)  𝑑𝑑𝜔𝜔 
where the last equality follows from the change of variables ℎ𝑗𝑗 = k −1 and the property 
 d(k −1) = dk/∆(k). Thus, if ∆ ≡ 1, the linearity of 𝜔𝜔 → k −1 𝜔𝜔  gives 
� �𝑊𝑊𝜙𝜙𝑗𝑗(𝑧𝑧𝑗𝑗)
𝑗𝑗
𝑑𝑑𝑧𝑧𝑗𝑗 = � 𝑊𝑊𝜙𝜙𝑗𝑗(𝜔𝜔)22(1+𝜀𝜀)
ℝ2(1+𝜀𝜀)ℝ2(1+𝜀𝜀) ���𝑊𝑊𝜙𝜙𝑗𝑗(2𝑘𝑘−1 𝜔𝜔)𝑗𝑗𝐻𝐻 𝑑𝑑𝑘𝑘�𝑑𝑑𝜔𝜔
= 22(1+𝜀𝜀) � �𝑊𝑊𝜙𝜙𝑗𝑗(𝜔𝜔)𝑑𝑑𝜔𝜔
𝑗𝑗ℝ2(1+𝜀𝜀)  
because the admissibility condition holds almost everywhere. But this is impossible since 
∫ℝ2(1+𝜀𝜀) ∑ 𝑊𝑊𝜙𝜙𝑗𝑗  𝑗𝑗 (𝜔𝜔) d𝜔𝜔 =∑ �𝜙𝜙𝑗𝑗�2𝑗𝑗  ≠ 0.         
         The assumption H ⊂ Sp(1 + 𝜀𝜀, ℝ) is essential for the non unimodularity of the group H. In fact, one can 
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ﬁnd admissible subgroups H of ℝ2(1+𝜀𝜀) ⋊ Sp(1 + 𝜀𝜀, ℝ) that are unimodular. This happens, for instance, when H 
= ℝ2(1+𝜀𝜀) , that is, in the case of Gabor’s reproducing formula, because 
µe (1+𝜀𝜀, 1+𝜀𝜀)𝜙𝜙𝑗𝑗 =  (𝑇𝑇(1+𝜀𝜀) 𝑀𝑀(1+𝜀𝜀))𝜙𝜙𝑗𝑗. 
Recall that the left Haar measure of  H = 𝐻𝐻0 ⋊ K , with K compact are given by dℎ𝑗𝑗 = (𝑑𝑑ℎ𝑗𝑗)0 dk where dk and (𝑑𝑑ℎ𝑗𝑗)0  are the left Haar measures of K and 𝐻𝐻0, respectively. 
Proposition 3. Let H = 𝐻𝐻0 ⋊ K, with 𝐻𝐻0 , K ⊂ Sp(1 + 𝜀𝜀, ℝ), 𝐻𝐻0 connected and K compact. If H is admissible, 
then 𝐻𝐻0 is not unimodular. 
Proof. Denote by ∆𝐻𝐻 and ∆𝐻𝐻0  the modular functions on H and 𝐻𝐻0, respectively.If g𝑗𝑗= k(ℎ𝑗𝑗)0 , then obviously 
∆𝐻𝐻  (g𝑗𝑗 ) = ∆𝐻𝐻(k) ∆𝐻𝐻  ((ℎ𝑗𝑗)0 ). Now, ∆𝐻𝐻  (K) is a compact multiplicative subgroup of  ℝ  , hence ∆𝐻𝐻  (K) = {1}. 
Thus ∆𝐻𝐻  (g𝑗𝑗 ) = ∆𝐻𝐻  ((ℎ𝑗𝑗)0)  . If we show that ∆𝐻𝐻(ℎ𝑗𝑗)0 = ∆𝐻𝐻0(ℎ𝑗𝑗)0 , then we are done because if 𝐻𝐻0 were 
unimodular, then ∆𝐻𝐻0(ℎ𝑗𝑗)0= 1 and so ∆𝐻𝐻  ≡ 1, which cannot be because H is admissible, hence non unimodular , 
as for any Liegroup, ∆∑ (g𝑗𝑗)𝑗𝑗 = ∑ �det A d𝐻𝐻g𝑗𝑗� ,𝑗𝑗   where  𝐴𝐴𝑑𝑑𝐻𝐻  is the adjoint representation of H. Take (ℎ𝑗𝑗)0 = 
exp X with X ∈ 𝔥𝔥0 . Then 
∆𝐻𝐻 ∑ (ℎ𝑗𝑗)0 𝑗𝑗 = ∑ �det A𝑑𝑑𝐻𝐻(ℎ𝑗𝑗)0� 𝑗𝑗 = |det A𝑑𝑑𝐻𝐻 exp X| = det 𝑒𝑒𝑎𝑎𝑑𝑑𝐻𝐻𝑋𝑋=𝑒𝑒𝜋𝜋𝑡𝑡𝔥𝔥(𝑎𝑎𝑑𝑑𝐻𝐻𝑋𝑋), 
where evidently  (𝑆𝑆𝑓𝑓)𝔥𝔥 (𝑎𝑎𝑑𝑑𝐻𝐻X) is the trace of 𝑎𝑎𝑑𝑑𝐻𝐻X : 𝔥𝔥→ 𝔥𝔥 , since [ℓ, 𝔥𝔥0] ⊂ 𝔥𝔥0,we have 𝑎𝑎𝑑𝑑𝐻𝐻X(k) ⊂ 𝔥𝔥0 and 
consequently (𝑆𝑆𝑓𝑓)𝔥𝔥 (𝑎𝑎𝑑𝑑𝐻𝐻X) = 𝑆𝑆𝑓𝑓𝔥𝔥0  (𝑎𝑎𝑑𝑑𝐻𝐻0X). This means 
∆𝐻𝐻(ℎ𝑗𝑗)0 = 𝑑𝑑𝑒𝑒𝑆𝑆�𝑒𝑒𝜋𝜋𝑡𝑡𝔥𝔥(𝑎𝑎𝑑𝑑𝐻𝐻𝑋𝑋)� = 𝑑𝑑𝑒𝑒𝑆𝑆�𝑒𝑒𝜋𝜋𝑡𝑡(𝔥𝔥)0(𝑎𝑎𝑑𝑑𝐻𝐻0𝑋𝑋)� = ∆𝐻𝐻0(ℎ𝑗𝑗)0 
We have proved ∆𝐻𝐻  (ℎ𝑗𝑗)0= ∆H (ℎ𝑗𝑗)0  for the elements (ℎ𝑗𝑗)0= exp X. Since these generate 𝐻𝐻0 and since ∆𝐻𝐻  , (∆)𝐻𝐻0 are homomorphisms, the statement holds.       
In the proof of the previous proposition we have actually shown that in a semidirect product 
 H = 𝐻𝐻0 ⋊ K with K compact and 𝐻𝐻0 connected, the modular functions of H and 𝐻𝐻0 coincide on 𝐻𝐻0 and that ∆𝐻𝐻 
(k(ℎ𝑗𝑗)0 ) = ∆𝐻𝐻0 (ℎ𝑗𝑗)0  . Hence H is unimodular if and only if 𝐻𝐻0 is. We show next that the the semidirect product 
H = 𝐻𝐻0 ⋊ K  inherits both reproducibility and admissibility from 𝐻𝐻0 whenever K is compact. 
Proposition 4.  Let H = 𝐻𝐻0  ⋊ K , with 𝐻𝐻 0 , K ⊂ G, K compact. Then : 
(i) if 𝐻𝐻0 is reproducing, then H is reproducing; 
(ii) if 𝐻𝐻0 is admissible, then H is admissible. 
Proof. (i) Let 𝜙𝜙𝑗𝑗 ∈ 𝐿𝐿2(ℝ(1+𝜀𝜀)) be  admissible windows for 𝐻𝐻0. For every 𝑓𝑓𝑗𝑗 ∈ 𝐿𝐿2(ℝ(1+𝜀𝜀)) and every 
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 k ∈ K 
��𝑓𝑓𝑗𝑗�2
2
𝑗𝑗
= ��𝜇𝜇𝑒𝑒(𝑘𝑘−1)𝑓𝑓𝑗𝑗�22
𝑗𝑗
= ���𝜇𝜇𝑒𝑒(𝑘𝑘−1)𝑓𝑓𝑗𝑗 , 𝜇𝜇𝑒𝑒(ℎ𝑗𝑗)0𝜙𝜙𝑗𝑗�2
𝑗𝑗
 𝑑𝑑(ℎ𝑗𝑗)0
𝐻𝐻0
 
Integrating over K and using the fact that µe (g𝑗𝑗) are unitary operator we obtain 
���𝑓𝑓𝑗𝑗�2
2
𝑗𝑗𝐾𝐾
 𝑑𝑑𝑘𝑘 = � ���𝑓𝑓𝑗𝑗 , 𝜇𝜇𝑒𝑒(𝑘𝑘(ℎ𝑗𝑗)0 )𝜙𝜙𝑗𝑗�2
𝑗𝑗𝐻𝐻0 𝐾𝐾 𝑑𝑑𝑘𝑘𝑑𝑑(ℎ𝑗𝑗)0 = ���𝑓𝑓𝑗𝑗  , 𝜇𝜇𝑒𝑒(𝑘𝑘(ℎ𝑗𝑗)0 )𝜙𝜙𝑗𝑗�2𝑗𝑗 𝑑𝑑ℎ𝑗𝑗𝐻𝐻  
Since ∫𝐾𝐾 ∑ �𝑓𝑓𝑗𝑗�2
2 𝑗𝑗 dk = ∑ �𝑓𝑓𝑗𝑗�22𝑗𝑗  , the result follows. 
(ii) Since 𝐻𝐻0 is reproducing, case (i) guarantees that H is reproducing. By Theorem 1, (4) and (5) are sufficient 
conditions for the admissibility of H. For every k ∈ K the mapping 𝑧𝑧𝑗𝑗 → k −1 𝑧𝑧𝑗𝑗  are  diffeomorphisms from 
ℝ2(1+𝜀𝜀)onto itself, so that for every k ∈ K 
���𝑊𝑊𝜙𝜙𝑗𝑗(�ℎ𝑗𝑗−1)0 (𝑘𝑘−1𝑧𝑧𝑗𝑗)��
𝑗𝑗𝐻𝐻0
𝑑𝑑(ℎ𝑗𝑗)0  ≤ 𝑀𝑀 ,    𝑓𝑓𝑓𝑓𝑓𝑓 𝑎𝑎. 𝑒𝑒. 𝑧𝑧𝑗𝑗 ∈ ℝ2(1+𝜀𝜀) 
because 𝐻𝐻0 is admissible and hence satisﬁes (5). Integrating over K yields 
� ���𝑊𝑊𝜙𝜙𝑗𝑗(�ℎ𝑗𝑗−1)0 (𝑘𝑘−1𝑧𝑧𝑗𝑗)��
𝑗𝑗
𝑑𝑑(ℎ𝑗𝑗)0𝑑𝑑𝑘𝑘 ≤ � 𝑀𝑀𝑑𝑑𝑘𝑘 = 𝑀𝑀 ,     𝑓𝑓𝑓𝑓𝑓𝑓  𝑎𝑎. 𝑐𝑐. 𝑧𝑧𝑗𝑗 ∈ ℝ2(1+𝜀𝜀)
𝐾𝐾𝐻𝐻0𝐾𝐾
 
that is 
���𝑊𝑊𝜙𝜙𝑗𝑗(𝑘𝑘−1𝑧𝑧𝑗𝑗)�
𝑗𝑗
𝑑𝑑ℎ𝑗𝑗 ≤ 𝑀𝑀,
𝐻𝐻
𝑓𝑓𝑓𝑓𝑓𝑓  𝑎𝑎. 𝑐𝑐. 𝑧𝑧𝑗𝑗 ∈ ℝ2(1+𝜀𝜀) 
as desired.        
Before stating and proving Theorem 5 we recall some known facts and establish some notation. Every compact 
subgroup of Sp(1 + 𝜀𝜀 ,ℝ) is contained in a maximal compact subgroup, and all the maximal compact subgroups 
are mutually conjugated. The standard maximal compact subgroup of Sp(1 + 𝜀𝜀, ℝ) is K = SO(2(1 + 𝜀𝜀)) ∩ 
Sp(1 + 𝜀𝜀, ℝ). Since the exponential mapping is surjective on compact groups (Weyl’s theorem),the elements of 
K are easily seen to be of the form 
� 𝑋𝑋 𝑌𝑌
−𝑌𝑌 𝑋𝑋
�                                              (13) 
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where X and Y are (1 + 𝜀𝜀) × (1 + 𝜀𝜀) matrices that satisfy the two equations � 𝑋𝑋(1+𝜀𝜀) �Y = � 𝑌𝑌(1+𝜀𝜀) � X, and   
� 𝑋𝑋(1+𝜀𝜀) �X + � 𝑌𝑌(1+𝜀𝜀) � Y = 𝐼𝐼(1+𝜀𝜀) . The mapping  � 𝑋𝑋 𝑌𝑌−𝑌𝑌 𝑋𝑋� ⟼ 𝑋𝑋 + 𝑖𝑖𝑌𝑌 establishes an isomorphism of K onto the 
unitary group U(1 + 𝜀𝜀). Further, K acts transitively on the unit sphere of ℝ2(1+𝜀𝜀). Indeed, by the Iwasawa 
decomposition and basic parabolic geometry, the (Forstenberg) boundary  
Sp (1 + 𝜀𝜀, ℝ) / P ≃ KAN/M AN ≃ K / M of the symmetric space Sp(1 + 𝜀𝜀, ℝ)/K is the manifold of isotropic 
ﬂags in ℝ2(1+𝜀𝜀), relative to the symplectic form ω, and K acts transitively on it. Obviously, any unit vector can 
be chosen to span the ﬁrst 1-dimensional space of an isotropic ﬂag. 
Theorem 5.  Let H ⊂ G be admissible. Then 
(i) dim H ≤  𝜀𝜀2 + 4𝜀𝜀 + 3; 
(ii) if H contains no nontrivial compact subgroups, then dim H ≤ 2(1 + 𝜀𝜀) ; 
(iii) if H ⊂ Sp(1 + 𝜀𝜀, ℝ), then dim H ≤ 𝜀𝜀2+2𝜀𝜀+2. 
Proof. By Proposition 2,  we can always choose  point 𝑧𝑧𝑗𝑗 ≠ 0 whose stabilizer, say Q, is compact. Each of (i), 
(ii) and (iii) then follows from an estimate of the type dim Q ≤ m. Indeed, if 𝑂𝑂𝑧𝑧𝑗𝑗 denotes the H-orbit of 𝑧𝑧
𝑗𝑗 in 
ℝ2(1+𝜀𝜀) , then 
2(1 + 𝜀𝜀) ≥ dim 𝒪𝒪𝑧𝑧𝑗𝑗  = dim H − dim Q ≥ dim H − m 
implies dim H ≤ 2(1 + 𝜀𝜀) + m. In particular, case (ii) is trivial since m = 0. 
(i) First of all, observe that {𝐵𝐵𝑗𝑗  : (𝜈𝜈𝑗𝑗 , 𝐵𝐵𝑗𝑗) ∈ Q for some 𝜈𝜈𝑗𝑗  ∈ ℝ2(1+𝜀𝜀) }⊂ SO(2(1 + 𝜀𝜀), ℝ). 
Take a one-parameter subgroups g(𝜔𝜔,𝐴𝐴𝑗𝑗)𝑗𝑗 (1+𝜀𝜀) of Q as in (11). Evidently, exp ((1 + 𝜀𝜀)𝐴𝐴𝑗𝑗) are one-parameter 
subgroup of SO(2(1 + 𝜀𝜀 ), ℝ) and, as such, it may be brought to block diagonal form consisting of two-
dimensional blocks of the type 
�
cos λ𝑗𝑗(1 + 𝜀𝜀) − sin λ𝑗𝑗(1 + 𝜀𝜀)sin λ𝑗𝑗(1 + 𝜀𝜀) cos λ𝑗𝑗(1 + 𝜀𝜀) � 
for suitable λ𝑗𝑗 ∈ ℝ. In the coordinate system corresponding to a two-dimensional block of the above type, the 
equations g(𝜔𝜔,𝐴𝐴𝑗𝑗)𝑗𝑗  (1 + 𝜀𝜀)𝑧𝑧𝑗𝑗 = 𝑧𝑧𝑗𝑗 for the stabilizer becomes 
�
cos λ𝑗𝑗(1 + 𝜀𝜀) − sin λ𝑗𝑗(1 + 𝜀𝜀)sin λ𝑗𝑗(1 + 𝜀𝜀) cos λ𝑗𝑗(1 + 𝜀𝜀) � �(𝑧𝑧𝑗𝑗)1(𝑧𝑧𝑗𝑗)2� + 
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�
𝜆𝜆𝑗𝑗
−1 sin λ𝑗𝑗(1 + 𝜀𝜀) 𝜆𝜆𝑗𝑗−1(cos λ𝑗𝑗(1 + 𝜀𝜀) − 1)
−𝜆𝜆𝑗𝑗
−1(cos λ𝑗𝑗𝑆𝑆 − 1) 𝜆𝜆𝑗𝑗−1 sin λ𝑗𝑗(1 + 𝜀𝜀) � �𝜔𝜔1𝜔𝜔2� = �(𝑧𝑧𝑗𝑗)1(𝑧𝑧𝑗𝑗)2� 
 
if  λ𝑗𝑗 ≠ 0, and  
�
(𝑧𝑧𝑗𝑗)1(𝑧𝑧𝑗𝑗)2� + (1 + 𝜀𝜀) �𝜔𝜔1𝜔𝜔2� = �(𝑧𝑧𝑗𝑗)1(𝑧𝑧𝑗𝑗)2� 
If  λ𝑗𝑗 = 0. Clearly, if  λ𝑗𝑗  ≠ 0, then 𝜔𝜔1 = λ𝑗𝑗 (𝑧𝑧𝑗𝑗)2 and 𝜔𝜔2= −λ𝑗𝑗(𝑧𝑧𝑗𝑗)1 , whereas if  λ𝑗𝑗 = 0, then 𝜔𝜔1= 0 and 𝜔𝜔2= 0. In 
both cases 𝑧𝑧𝑗𝑗 and 𝐴𝐴𝑗𝑗 determine 𝜔𝜔. Therefore, the dimension of the Lie algebra of Q, to which (𝜔𝜔, 𝐴𝐴𝑗𝑗) belongs, 
does not exceed the dimension of the Lie algebra inside which 𝐴𝐴𝑗𝑗 can range, which is conjugate to k and has 
thus dimension (1 + 𝜀𝜀)2 . Therefore dim Q ≤ (1 + 𝜀𝜀)2 = m. 
(iii) It is enough to show that Q is conjugate to a subgroup of  U(𝜀𝜀), so that dim Q ≤ ε2 = m , since Q is 
contained in a maximal compact subgroup of Sp(1 + 𝜀𝜀, ℝ), there exists g𝑗𝑗 ∈ Sp(1 + 𝜀𝜀, ℝ) such that 
 ?́?𝑄 = g𝑗𝑗 (Q) (g𝑗𝑗) −1⊂ K. Evidently, ?́?𝑄 is the stabilizer of g𝑗𝑗𝑧𝑧𝑗𝑗 = (𝑧𝑧j)́  ≠ 0. Since K acts transitively on the unit 
sphere, there exists k ∈  K such that k (𝑧𝑧j)́  = λ𝑗𝑗ℯ1  , where λ𝑗𝑗  = �(𝑧𝑧j)́ �  and ℯ1  is the standard basis vector 
of  ℝ(1+𝜀𝜀) , 
𝑘𝑘(𝑄𝑄 )́ 𝑘𝑘 −1ℯ1 =  𝑘𝑘( 𝑄𝑄 ́ )𝑘𝑘−1�𝜆𝜆𝑗𝑗−1𝑘𝑘 (𝑧𝑧j)́  � = 𝜆𝜆−1𝑘𝑘 𝑄𝑄 ́ (𝑧𝑧j)́  = 𝜆𝜆𝑗𝑗−1𝑘𝑘 (𝑧𝑧j)́  =  ℯ1 
and so 𝑘𝑘( ?́?𝑄) 𝑘𝑘 −1 is a subgroup of K which stabilizes 𝑒𝑒1 and which is conjugate to Q. It is thus enough to show 
that the subgroup 𝐾𝐾1 of  K that stabilizes 𝑒𝑒1 is isomorphic to U(𝜀𝜀). This fact is trivial for the action of U (1 + 𝜀𝜀) 
on ℂ(1+𝜀𝜀) and may be carried over to the action of K on ℝ2(1+𝜀𝜀) as follows. Let 
 𝑘𝑘1 ∈ 𝐾𝐾1. Appealing to (13), 
𝑘𝑘1𝑒𝑒1 =  𝑒𝑒1 ⟺ � 𝑋𝑋 𝑌𝑌−𝑌𝑌 𝑋𝑋� �𝑒𝑒10 � = �𝑒𝑒10 � 
that is, X 𝑒𝑒1 = 𝑒𝑒1 and Y 𝑒𝑒1 = 0. It follows that 
𝑋𝑋 = �1 (1 + 𝜀𝜀)𝑥𝑥𝑗𝑗0 𝑋𝑋 ’ �        ,  𝑌𝑌 = �0 (1 + 𝜀𝜀)𝑦𝑦𝑗𝑗0 𝑌𝑌’ � 
where 𝑥𝑥𝑗𝑗 , 𝑦𝑦𝑗𝑗  ∈ ℝ𝜀𝜀  are column vectors and  𝑋𝑋 ’and 𝑌𝑌’ are (𝜀𝜀) × (𝜀𝜀) matrices.Since  𝑘𝑘1  ∈  Sp(1 + 𝜀𝜀 , ℝ), the 
equation (𝑘𝑘)1(1+𝜀𝜀) (J) 𝑘𝑘1 =  𝑘𝑘1  must be satisﬁed, namely 
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⎣
⎢
⎢
⎢
⎡
1 0
𝑥𝑥𝑗𝑗 𝑋𝑋 ’(1+𝜀𝜀) 0 0−𝑦𝑦𝑗𝑗 𝑌𝑌’(1+𝜀𝜀)0 0
𝑦𝑦𝑗𝑗 𝑌𝑌’(1+𝜀𝜀) 1 0𝑥𝑥𝑗𝑗 𝑋𝑋 ’(1+𝜀𝜀) ⎦⎥⎥⎥
⎤  𝐽𝐽 
⎣
⎢
⎢
⎢
⎡
1 (1 + 𝜀𝜀)𝑥𝑥𝑗𝑗0 𝑋𝑋 ’ 0 (1 + 𝜀𝜀)𝑦𝑦𝑗𝑗0 𝑌𝑌’0 −(1 + 𝜀𝜀)𝑦𝑦𝑗𝑗0 −𝑌𝑌’ 1 (1 + 𝜀𝜀)𝑥𝑥𝑗𝑗0 𝑋𝑋 ’ ⎦⎥⎥⎥
⎤ = 𝐽𝐽 
The ﬁrst row on the left hand side is (0, −(1 + 𝜀𝜀)𝑦𝑦𝑗𝑗, 1, (1 + 𝜀𝜀)𝑥𝑥𝑗𝑗) and the ﬁrst row on the right hand side is  (0, 
0, 1, 0). Hence 𝑥𝑥𝑗𝑗 = 𝑦𝑦𝑗𝑗 = 0. Therefore 
𝑘𝑘1 = � 1 00 𝑋𝑋 ’ 0 00 𝑌𝑌’0 00 −𝑌𝑌’ 1 00 𝑋𝑋 ’� 
and 𝐾𝐾1 is canonically isomorphic to U(𝜀𝜀), as desired.        
3. The Upper Bounds Are Optimal 
 We show that the dimensional bounds established in Theorem 5 are actually attained. For case (ii) it is enough 
to take ℝ2(1+𝜀𝜀), which produces Gabor’s formula and is well-known to b e admissible. As for (i), we take the 
semidirect product ℝ2(1+𝜀𝜀) ⋊  𝒰𝒰(1 + 𝜀𝜀)  and apply Proposition 4 , (see ,e.g.,[10]). 
For case (iii), we show below that the group F = ℍ𝑒𝑒𝜀𝜀  ⋊ 𝑈𝑈(𝜀𝜀) ⊂ Sp(1 + 𝜀𝜀, ℝ), of dimension 
 2(1 + 𝜀𝜀) + 𝜀𝜀2 = 𝜀𝜀2+2𝜀𝜀 + 2, is admissible. Here ℍ𝑒𝑒𝜀𝜀  is the Heisenberg group extended by the usual  
1-dimensional homogeneous dilations. Its elements are 
g𝑗𝑗(𝑧𝑧𝑗𝑗 , 1 + 𝜀𝜀, 𝑠𝑠𝑗𝑗) =
⎣
⎢
⎢
⎢
⎡ 𝐼𝐼𝜀𝜀 𝑒𝑒
−𝑠𝑠𝑗𝑗(1 + 𝜀𝜀)0 𝑒𝑒−𝑠𝑠𝑗𝑗 0                   00                     00 𝑒𝑒−𝑠𝑠𝑗𝑗(1 + 𝜀𝜀)(1 + 𝜀𝜀)(1+𝜀𝜀) 𝑒𝑒−𝑠𝑠𝑗𝑗 𝐼𝐼𝜀𝜀   0− (1 + 𝜀𝜀)(1+𝜀𝜀) 𝑒𝑒−𝑠𝑠𝑗𝑗⎦⎥⎥
⎥
⎤               (14) 
where 𝑧𝑧𝑗𝑗 = (1+𝜀𝜀, 1+𝜀𝜀) is a point in the phase space ℝ2𝜀𝜀and 𝑠𝑠𝑗𝑗 ∈ ℝ is the dilation parameter. The mappings g𝑗𝑗 
(𝑧𝑧𝑗𝑗 , 2(1 + 𝜀𝜀 ), 0) ⟼  (𝑧𝑧𝑗𝑗 , 1 + 𝜀𝜀 ) establishes an isomorphism with ℍ𝜀𝜀  as deﬁned  . Indeed, the group law 
associated to (14) is 
g𝑗𝑗 (𝑧𝑧𝑗𝑗, 1+𝜀𝜀, 𝑠𝑠𝑗𝑗) g𝑗𝑗 (ζ𝑗𝑗, τ, σ) = g𝑗𝑗(𝑧𝑧𝑗𝑗 + 𝑒𝑒𝑠𝑠𝑗𝑗ζ𝑗𝑗, (1 + 𝜀𝜀) + 𝑒𝑒2𝑠𝑠𝑗𝑗τ − 𝑒𝑒𝑠𝑠𝑗𝑗ω(𝑧𝑧𝑗𝑗, ζ𝑗𝑗), 𝑠𝑠𝑗𝑗 + σ)           (15) 
so that (7) is respected . Further , if 𝑎𝑎𝑠𝑠𝑗𝑗  = ( 0,0, 𝑠𝑠𝑗𝑗) then 
𝑎𝑎𝑠𝑠𝑗𝑗  g𝑗𝑗 (𝑧𝑧𝑗𝑗, 1 + 𝜀𝜀, 0)𝑎𝑎𝑠𝑠𝑗𝑗−1 = g𝑗𝑗 (𝑒𝑒𝑠𝑠𝑗𝑗𝑧𝑧𝑗𝑗 , 𝑒𝑒2𝑠𝑠𝑗𝑗(1 + 𝜀𝜀) , 0) 
shows that 𝐴𝐴𝑗𝑗 = {𝑎𝑎𝑠𝑠𝑗𝑗 : 𝑠𝑠
𝑗𝑗 ∈ ℝ} implements the usual homogeneous dilations on ℍ𝜀𝜀. 
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The embedding ℍ𝑒𝑒𝜀𝜀 ↪ Sp(1 + 𝜀𝜀, ℝ) that we have just discussed is in some sense subordinate to the natural 
factorization of phase space ℝ2(1+𝜀𝜀) = ℝ2𝜀𝜀 × ℝ2 that is expressed by splitting the coordinates  (xj, ξj) as ((xj)́ , (xj)(1+𝜀𝜀) , (ξj)́  ,  (ξj)(1+𝜀𝜀) ), with  (xj)́ , (ξj)́́ ∈ ℝ𝜀𝜀  and  (𝑥𝑥𝑗𝑗)(1+𝜀𝜀) , (ξj)(1+𝜀𝜀)   ∈ ℝ . We therefore obtain two 
embeddings of phase spaces ℝ2𝜀𝜀 ↪ ℝ2(1+𝜀𝜀) , given by ((xj)́ , (ξj)́ ) ⟼ ((xj)́ , 0, (ξj)́ , 0), and ℝ2 ↪ ℝ2(1+𝜀𝜀) , given 
by  ((xj)(1+𝜀𝜀), (ξj)(1+𝜀𝜀)) ⟼ (0, (xj)(1+𝜀𝜀), 0, (ξj)(1+𝜀𝜀)). The former, in turn, induces an embedding  Sp(𝜀𝜀, ℝ) ↪ 
Sp(1 + 𝜀𝜀, ℝ) and allows to identify subgroups of the smaller as subgroups of the larger. For example, we shall 
regard U(𝜀𝜀) as a subgroup of  
Sp(1 + 𝜀𝜀, ℝ) as clariﬁed below 
Θ𝑘𝑘 = � 𝑋𝑋 00 1 𝑌𝑌 00 0−𝑌𝑌 00 0 𝑋𝑋 00 1� ⟷ 𝐾𝐾 = � 𝑋𝑋 𝑌𝑌−𝑌𝑌 𝑋𝑋� ⟷ 𝑋𝑋 + 𝑖𝑖𝑌𝑌 
The semidirect product structure of F follows from the equality 
Θ𝑘𝑘  g𝑗𝑗 (𝑧𝑧𝑗𝑗, 1+𝜀𝜀, 𝑠𝑠𝑗𝑗) Θ𝑘𝑘−1 = g𝑗𝑗 (k 𝑧𝑧𝑗𝑗, 1+ 𝜀𝜀, 𝑠𝑠𝑗𝑗), 
which shows that U(𝜀𝜀) normalizes ℍ𝑒𝑒𝜀𝜀  . By the remark that follows Proposition 3, F is not unimodular (because 
ℍ𝑒𝑒
𝜀𝜀   is not). 
It should be observed that the splitting ℝ2(1+𝜀𝜀) = ℝ2𝜀𝜀 × ℝ2 induces a useful set-theoretic splitting of H = ℍ𝑒𝑒𝜀𝜀 . 
The subspace ℝ(1+𝜀𝜀) is H-invariant, and the action of H on ℝ2 coincides with the action of the subgroup 𝐻𝐻1 = 
{ g𝑗𝑗 (0, 1 + 𝜀𝜀, 𝑠𝑠𝑗𝑗) : 𝑠𝑠𝑗𝑗, 1 + 𝜀𝜀 ∈ ℝ}, which encodes the center of the Heisenberg group and the dilation subgroup  
together. Of course, H1 is isomorphic to the “a 𝑥𝑥𝑗𝑗+ b” group. The subspace ℝ2𝜀𝜀 , however, is not H-invariant. 
Set-theoretically we have the obvious factorization  H = 𝐻𝐻0 × 𝐻𝐻1,where 𝐻𝐻0 = { g𝑗𝑗 (𝑧𝑧𝑗𝑗, 0, 0) : 𝑧𝑧𝑗𝑗 ∈ ℝ2𝜀𝜀  } is not a 
subgroup of H. Even identifying 𝐻𝐻0 with ℍ𝜀𝜀  modulo its center, H cannot be given the structure of a semidirect 
product 𝐻𝐻0 ⋊  𝐻𝐻1 under the action 𝑧𝑧𝑗𝑗 → 𝑒𝑒𝑠𝑠𝑗𝑗 𝑧𝑧𝑗𝑗 of 𝐻𝐻1 on 𝐻𝐻0, because (15) shows  that  the 𝑧𝑧𝑗𝑗 variable affects the 
(1 + 𝜀𝜀) variable, in accordance with the Heisenberg group structure. Nonetheless, the parameter splitting H = 𝐻𝐻0 × 𝐻𝐻1 is used to show that H is admissible. 
3.1. F is admissible 
By Proposition  4. it is enough to study the factor H = ℍ𝑒𝑒𝜀𝜀Since (4), (5) and (6) for H involve the affine action of 
H on ℝ2(1+𝜀𝜀), a careful look at  its orbits 𝒪𝒪zj  = {ℎ𝑗𝑗  zj : ℎ𝑗𝑗 ∈ H} is in order. Thus, g𝑗𝑗  (zj, 1 + 𝜀𝜀, sj)−1(xj, ζj) has 
coordinates 
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g𝑗𝑗 (zj, 1 + 𝜀𝜀, sj)−1
⎣
⎢
⎢
⎢
⎡ (xj)́(xj)(1+𝜀𝜀)(ζj)́(ζj)(1+𝜀𝜀)⎦⎥⎥
⎥
⎤
=
⎣
⎢
⎢
⎢
⎢
⎡ (xj)́ − (xj)(1+𝜀𝜀)(1 + 𝜀𝜀)
𝑒𝑒s
j(xj)(1+𝜀𝜀)(ζj)́ − (xj)(1+𝜀𝜀)(1 + 𝜀𝜀)
𝑒𝑒−s
j
�� (1 + 𝜀𝜀)(1+𝜀𝜀) (xj)́ � − �xj�(1+𝜀𝜀)(1 + 𝜀𝜀) + � (1 + 𝜀𝜀)(1+𝜀𝜀) (ζj)́ � + (ζj)(1+𝜀𝜀)� ⎦⎥⎥
⎥
⎥
⎤
 
This formula shows that H has only two orbits with non-vanishing Lebesgue measure on ℝ2(1+𝜀𝜀), the open 
orbits of the points ±𝑒𝑒(1+𝜀𝜀)  , namely 𝒪𝒪±𝑒𝑒(1+𝜀𝜀)  = ℝ𝜀𝜀 ,× ℝ±  ×  ℝ2(1+𝜀𝜀) , .The Lebesgue measure of ℝ2(1+𝜀𝜀) , \ 
(𝒪𝒪𝑒𝑒(1+𝜀𝜀) ∪𝒪𝒪−𝑒𝑒(1+𝜀𝜀)) is clearly zero. 
As alluded to earlier, we will construct admissible analyzing windows for H as tensor products of suitable 
windows on the phase spaces ℝ2𝜀𝜀  and ℝ2. Equivalently, we use the splitting  F = 𝐻𝐻0 × 𝐻𝐻1 and build from the 
reproducing formulae naturally associated to 𝐻𝐻0   (Gabor) and 𝐻𝐻1  (“a xj  + (a+𝜀𝜀 )”). Consider the following 
version of the “a xj + (a+𝜀𝜀)” group inside  Sp(1, ℝ) = SL(2, ℝ), i.e. 
��
1 0(1 + 𝜀𝜀) 1� �(sj)−1 2⁄ 00 (sj)1 2⁄ � ∶ (1 + 𝜀𝜀) ∈ ℝ , 𝜀𝜀 > −1�  ≃ 𝐻𝐻1 
This group is known to be reproducing (see [6 . Theorem 2.1]), and the reproducing functions   (𝜑𝜑𝑗𝑗)1 ∈ 𝐿𝐿2(ℝ) 
are exactly those for which 
                          
���  (𝜑𝜑𝑗𝑗)1�xj��2
𝑗𝑗
∞
0
𝑑𝑑xj(xj)2 =  ���  (𝜑𝜑𝑗𝑗)1�−xj��2
𝑗𝑗
∞
0
𝑑𝑑xj(xj)2 =  12        
                                                     ���  (𝜑𝜑𝑗𝑗)1�xj�  (𝜑𝜑j)1(−xj)����������������2
𝑗𝑗
∞
0
𝑑𝑑xj(xj)2 = 0                               (16) 
         The following lemma generalizes [15 , Lemma 3]. The proof simply consists in computing   the Wigner 
distribution and is therefore omitted. 
Lemma 6.  Let   (𝜑𝜑𝑗𝑗)0 ∈ 𝐿𝐿2(ℝ𝑛𝑛 ),   (𝜑𝜑𝑗𝑗)1 ∈ 𝐿𝐿2(ℝ𝑚𝑚) and put 
𝜑𝜑𝑗𝑗 :=  ( (𝜑𝜑𝑗𝑗)0⨂  �𝜑𝜑𝑗𝑗�1 ) ∈ 𝐿𝐿2(ℝ𝑛𝑛+𝑚𝑚). 
Then .𝑊𝑊𝜑𝜑𝑗𝑗(((zj)1, (zj)2),( (ζj)1 , (ζj)2)) = 𝑊𝑊  (𝜑𝜑𝑗𝑗)0  ((zj)1, (ζj)1)𝑊𝑊  (𝜑𝜑𝑗𝑗)1  ((zj)2, (ζj)2), for all (zj)1, (ζj)1 ∈ ℝn and 
 (zj)2, (ζj)2  ∈ ℝ𝑚𝑚  
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Proposition 7.  Let   (𝜑𝜑𝑗𝑗)0 ∈ S(ℝ𝜀𝜀),   (𝜑𝜑𝑗𝑗)1S(ℝ), put   (𝜑𝜑j)1 � (𝑦𝑦𝑗𝑗) = (𝑦𝑦𝑗𝑗)(1+𝜀𝜀)  (𝜑𝜑𝑗𝑗)1𝑦𝑦𝑗𝑗) and assume 
 (i) ∑ �  (𝜑𝜑𝑗𝑗)0�2𝑗𝑗  = 1; 
(ii)   (𝜑𝜑𝑗𝑗)1= (𝜑𝜑𝑗𝑗)1+ +  (𝜑𝜑𝑗𝑗)1− , with (𝜑𝜑𝑗𝑗)1− supported in [−4, −3], (𝜑𝜑𝑗𝑗)1+ supported in [1, 2], and  satisfying (16). 
Then the function 
𝜙𝜙𝑗𝑗 (xj, ζj) = 2(  (𝜑𝜑𝑗𝑗)0⨂  (𝜑𝜑j)1 �  ∈ S(ℝ(1+𝜀𝜀))                           (17) 
are admissible analyzing functions for the subgroup  ℍ𝑒𝑒2𝜀𝜀+1. 
Proof. We need to show that 𝑊𝑊𝜙𝜙𝑗𝑗 (− (1+𝜀𝜀), ± 𝑒𝑒
𝑠𝑠𝑗𝑗 , − (1+𝜀𝜀), -𝑒𝑒𝑠𝑠𝑗𝑗   (1+𝜀𝜀),) are absolutely integrables on ℝ2𝜀𝜀+1 × 
ℝ± × ℝ𝜀𝜀 × ℝ with respect to the Haar measure 𝑒𝑒−2(1+𝜀𝜀)  d𝑠𝑠𝑗𝑗 d(1+𝜀𝜀) d(1+𝜀𝜀) d(1+𝜀𝜀) and that 
                       
� �𝑊𝑊𝜙𝜙𝑗𝑗(− (1 + 𝜀𝜀)
𝑗𝑗
, ± 𝑒𝑒𝑠𝑠𝑗𝑗  ,− (1 + 𝜀𝜀),− 𝑒𝑒𝑠𝑠𝑗𝑗 (1 + ε))𝑒𝑒−2(1+𝜀𝜀)𝑠𝑠𝑗𝑗
ℝ2(1+𝜀𝜀)  𝑑𝑑𝑠𝑠𝑗𝑗𝑑𝑑(1 + 𝜀𝜀)𝑑𝑑(1 + 𝜀𝜀)𝑑𝑑(1 + 𝜀𝜀)= 1                                                    (18) 
                        
Performing the change of variables  
                     𝑒𝑒𝑠𝑠𝑗𝑗 ⟼ 𝛽𝛽 + 𝜀𝜀, (1+𝜀𝜀, 1+𝜀𝜀) ⟼ − (1+𝜀𝜀, 1+𝜀𝜀), 𝑒𝑒𝑠𝑠𝑗𝑗(1+𝜀𝜀),  ⟼ − (1+𝜀𝜀),  ,                   
 (18) becomes 
� � ��𝑊𝑊𝜙𝜙𝑗𝑗
𝑗𝑗
(1 + 𝜀𝜀 , ±(𝛽𝛽 + 𝜀𝜀), 1 + 𝜀𝜀, (1 + 𝜀𝜀)) 𝑑𝑑(𝛽𝛽 + 𝜀𝜀)(𝛽𝛽 + 𝜀𝜀)4+2𝜀𝜀∞
0ℝℝ2𝜀𝜀
 𝑑𝑑(1 + 𝜀𝜀)𝑑𝑑(1 + 𝜀𝜀)𝑑𝑑(1 + 𝜀𝜀) = 1 
This actually follows from the properties of the Wigner distribution and our hypotheses. In fact, consider the 
orbit 𝒪𝒪𝑒𝑒(1+𝜀𝜀) . By Lemma 6 , 𝑊𝑊𝜙𝜙𝑗𝑗(1+𝜀𝜀, 𝛽𝛽 + 𝜀𝜀, 1+𝜀𝜀, 1+𝜀𝜀) factors as 
 𝑊𝑊  (𝜑𝜑𝑗𝑗)0  (1 + 𝜀𝜀, 1 + 𝜀𝜀) 𝑊𝑊  (𝜑𝜑j)1  (𝛽𝛽 + 𝜀𝜀, 1 + 𝜀𝜀). Since 𝜙𝜙𝑗𝑗 ∈ S(ℝ(1+𝜀𝜀)), we have 𝑊𝑊𝜙𝜙𝑗𝑗 ∈ S(ℝ2(1+𝜀𝜀)). 
Further, by the assumptions on the support of   (𝜑𝜑𝑗𝑗)1(and hence of  (𝜑𝜑j)1 � ) in (ii), adirect computation using the 
Wigner deﬁnition (2) shows 𝑊𝑊  (𝜑𝜑j)1 � ( 𝛽𝛽 + 𝜀𝜀, 1 + 𝜀𝜀) = 0 for all 𝛽𝛽 + 𝜀𝜀 ∈ (−1/2, 1/2) and for all (1 + 𝜀𝜀) ∈ ℝ. 
Hence, 
 𝑊𝑊𝜙𝜙𝑗𝑗  (1 + 𝜀𝜀 , 𝛽𝛽 + 𝜀𝜀 , 1 + 𝜀𝜀 , 1 + 𝜀𝜀 )/  (𝛽𝛽 + 𝜀𝜀)2𝜀𝜀+4   is in 𝐿𝐿1 (ℝ𝜀𝜀 × ℝ+  × ℝ𝜀𝜀 ×  ℝ). Next, by Lemma 6 and the 
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marginal properties (12), 
� � ��𝑊𝑊𝜙𝜙𝑗𝑗(1 + 𝜀𝜀, ±(𝛽𝛽 + 𝜀𝜀), 1 + 𝜀𝜀, 1 + 𝜀𝜀)
𝑗𝑗
𝑑𝑑(𝛽𝛽 + 𝜀𝜀)(𝛽𝛽 + 𝜀𝜀)2∞
0ℝℝ2𝜀𝜀
 𝑑𝑑(1 + 𝜀𝜀)𝑑𝑑(1 + 𝜀𝜀)𝑑𝑑(1 + 𝜀𝜀) 
= 2 ��𝑊𝑊(𝜑𝜑𝑗𝑗)0(1 + 𝜀𝜀, 1 + 𝜀𝜀)
𝑗𝑗
𝑑𝑑(1 + 𝜀𝜀)𝑑𝑑(1 + 𝜀𝜀)� ��𝑊𝑊  �𝜑𝜑j�1 
𝑗𝑗ℝ
∞
0ℝ2𝜀𝜀
(𝛽𝛽 + 𝜀𝜀, 1 + 𝜀𝜀) 
× (𝑑𝑑(1 + 𝜀𝜀) 𝑑𝑑(𝛽𝛽 + 𝜀𝜀)(𝛽𝛽 + 𝜀𝜀)2(𝜀𝜀+2)) 
= 2���(𝜑𝜑j)1(𝛽𝛽 + 𝜀𝜀)�2
𝑗𝑗
𝑑𝑑(𝛽𝛽 + 𝜀𝜀)(𝛽𝛽 + 𝜀𝜀)2(𝜀𝜀+2) = 2∞
0
���(𝜑𝜑𝑗𝑗)1(𝛽𝛽 + 𝜀𝜀)�2
𝑗𝑗
𝑑𝑑(𝛽𝛽 + 𝜀𝜀)(𝛽𝛽 + 𝜀𝜀)2∞
0
 
By (16) we conclude. The computations for 𝒪𝒪−𝑒𝑒(1+𝜀𝜀) are completely analogous.     
The assumptions on the support of   (𝜑𝜑j)1  in (ii) can be relaxed as follows. We may assume that sup  
 (𝜑𝜑𝑗𝑗)1 = 𝐼𝐼1 ∪ 𝐼𝐼2 , where 𝐼𝐼1⊂ (0, +∞) and 𝐼𝐼2⊂ (−∞, 0), both bounded away from the origin so that (𝑇𝑇(𝛽𝛽+𝜀𝜀)) 𝐼𝐼1 ∩ (𝑇𝑇𝛽𝛽 ) 𝐼𝐼2 = 𝜙𝜙𝑗𝑗 for 𝛽𝛽 + 𝜀𝜀 , 𝜀𝜀 > -𝛽𝛽 small enough. Finally, we ask that (− 𝐼𝐼1) ∩  𝐼𝐼2 = 𝜙𝜙𝑗𝑗. 
3.2. F is reproducing 
The result for 𝜀𝜀 = 1 was already proved in [3], without the compact factor U (1). By Theorem 1 , we know that F 
is reproducing in any dimension. We now show this directly primarily because we derive necessary and 
sufficient  conditions for the analyzing sequence of functions 𝜙𝜙𝑗𝑗. The main scheme of the proof is analogous to 
the proof of [5, Theorem 16] , (see , e.g., [10]) . 
Again, by Proposition 4 it is enough to look at H = ℍ𝑒𝑒2𝜀𝜀+1. We ﬁrst  compute  the restriction of the metaplectic 
representation to H. The elements of H factor as 
g𝑗𝑗 (𝑧𝑧𝑗𝑗, 1+𝜀𝜀, 𝑠𝑠𝑗𝑗) = g𝑗𝑗((1+𝜀𝜀, 0), 0, 0 ) g𝑗𝑗( (0, 1 + 𝜀𝜀), 1+𝜀𝜀 + � (1 + 𝜀𝜀)(1+𝜀𝜀) �(1+𝜀𝜀) , 0) g𝑗𝑗(0, 0, 𝑠𝑠𝑗𝑗 ) 
:= 𝒜𝒜(1+𝜀𝜀) 𝒞𝒞(𝑧𝑧𝑗𝑗,1+𝜀𝜀) 𝒟𝒟𝑠𝑠𝑗𝑗  , 
where as usual 𝑧𝑧𝑗𝑗 = (1+𝜀𝜀, 1+𝜀𝜀). The matrices 𝒜𝒜(1+𝜀𝜀) 𝒞𝒞(𝑧𝑧𝑗𝑗,1+𝜀𝜀) and 𝒟𝒟𝑠𝑠𝑗𝑗  are explicitly given by 
𝒜𝒜(1+𝜀𝜀) = �(𝐴𝐴𝑗𝑗)(1+𝜀𝜀) 00 (𝐴𝐴𝑗𝑗)(1+𝜀𝜀)−1(1+𝜀𝜀) �  ,              (𝐴𝐴𝑗𝑗)(1+𝜀𝜀) = �𝐼𝐼𝜀𝜀  1 + 𝜀𝜀0 0 �   
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𝒞𝒞�𝑧𝑧𝑗𝑗,1+𝜀𝜀� = � 𝐼𝐼(1+𝜀𝜀) 0𝐶𝐶�𝑧𝑧𝑗𝑗,1+𝜀𝜀� 𝐼𝐼(1+𝜀𝜀)�  ,          𝐶𝐶�𝑧𝑧𝑗𝑗,1+𝜀𝜀� = � 0 1 + 𝜀𝜀(1 + 𝜀𝜀)(1+𝜀𝜀) (1 + 𝜀𝜀) + (1 + 𝜀𝜀)(1+𝜀𝜀) (1 + 𝜀𝜀)�     
     𝒟𝒟𝑠𝑠𝑗𝑗 = �𝐷𝐷−𝑠𝑠𝑗𝑗  00 𝐷𝐷𝑠𝑠𝑗𝑗�      ,                       𝐷𝐷𝑠𝑠𝑗𝑗 = �𝐼𝐼𝜀𝜀  00 𝑒𝑒𝑠𝑠𝑗𝑗�          
It follows from (8) and (9) that 
𝜇𝜇 �g𝑗𝑗(𝑧𝑧𝑗𝑗 , 1 + 𝜀𝜀, 𝑠𝑠𝑗𝑗)�𝜑𝜑𝑗𝑗(𝑥𝑥𝑗𝑗) = 𝜇𝜇 �(𝒜𝒜𝑗𝑗)(1+𝜀𝜀)𝒞𝒞�𝑧𝑧𝑗𝑗,1+𝜀𝜀�𝒟𝒟𝑠𝑠𝑗𝑗�𝜑𝜑𝑗𝑗(𝑥𝑥𝑗𝑗) 
= ±𝑒𝑒𝜋𝜋𝜋𝜋〈𝐶𝐶�𝑧𝑧𝑗𝑗,1+𝜀𝜀�(𝐴𝐴𝑗𝑗)(1+𝜀𝜀)−1 𝑥𝑥𝑗𝑗 ,(𝐴𝐴𝑗𝑗)(1+𝜀𝜀)−1 𝑥𝑥𝑗𝑗〉𝜇𝜇�𝒟𝒟𝑠𝑠𝑗𝑗�𝜑𝜑𝑗𝑗�(𝐴𝐴𝑗𝑗)(1+𝜀𝜀)−1 𝑥𝑥𝑗𝑗� 
= ±𝑒𝑒𝜋𝜋𝜋𝜋〈𝐶𝐶�𝑧𝑧𝑗𝑗,1+𝜀𝜀�(𝐴𝐴𝑗𝑗)(1+𝜀𝜀)−1 𝑥𝑥𝑗𝑗 ,𝐴𝐴(1+𝜀𝜀)−1 𝑥𝑥𝑗𝑗〉 𝑒𝑒𝑠𝑠𝑗𝑗 2⁄ 𝜇𝜇(𝜑𝜑𝑗𝑗) ��𝒟𝒟𝑠𝑠𝑗𝑗�(𝐴𝐴𝑗𝑗)(1+𝜀𝜀)−1 𝑥𝑥𝑗𝑗� 
We write for short  𝒮𝒮(1+𝜀𝜀),𝑠𝑠𝑗𝑗 = 𝐷𝐷𝑠𝑠𝑗𝑗(𝐴𝐴𝑗𝑗)(1+𝜀𝜀)−1 = �𝐼𝐼𝜀𝜀 −(1 + 𝜀𝜀)0 𝑒𝑒−𝑠𝑠𝑗𝑗 � and since 
( (𝐴𝐴𝑗𝑗)(1+𝜀𝜀)−1 )𝐶𝐶(𝑧𝑧,1+𝜀𝜀)(1+𝜀𝜀) (𝐴𝐴𝑗𝑗)(1+𝜀𝜀)−1 = 𝐶𝐶(−(1+𝜀𝜀),(1+𝜀𝜀),1+𝜀𝜀) = � 0 1 + 𝜀𝜀(1 + 𝜀𝜀)(1+𝜀𝜀) (1 + 𝜀𝜀) − (1 + 𝜀𝜀)(1+𝜀𝜀) (1 + 𝜀𝜀)� 
The restriction of metaplectic representation to H can ﬁnally be written as 
𝜇𝜇 �g𝑗𝑗(𝑧𝑧𝑗𝑗 , 1 + 𝜀𝜀, 𝑠𝑠𝑗𝑗)�𝜑𝜑𝑗𝑗(𝑥𝑥𝑗𝑗) = ±𝑒𝑒𝜋𝜋𝜋𝜋〈𝐶𝐶(−(1+𝜀𝜀),(1+𝜀𝜀),1+𝜀𝜀) 𝑥𝑥𝑗𝑗 ,𝑥𝑥𝑗𝑗〉𝑒𝑒𝑠𝑠𝑗𝑗 2⁄ 𝜑𝜑𝑗𝑗 �𝒮𝒮�(1+𝜀𝜀).𝑠𝑠𝑗𝑗�𝑥𝑥𝑗𝑗�             (19) 
Observe also that 
〈𝐶𝐶(−(1+𝜀𝜀),(1+𝜀𝜀),1+𝜀𝜀) 𝑥𝑥𝑗𝑗  , 𝑥𝑥𝑗𝑗〉 = 2 �〈1 + 𝜀𝜀, (𝑥𝑥𝑗𝑗)(1+𝜀𝜀)(𝑥𝑥j́ ) − 12 (𝑥𝑥𝑗𝑗)(1+𝜀𝜀)2  (1 + 𝜀𝜀)〉 + (1 + 𝜀𝜀) 12 (𝑥𝑥𝑗𝑗)(1+𝜀𝜀)2 � = 
2 〈�1 + 𝜀𝜀1 + 𝜀𝜀�  , �(𝑥𝑥𝑗𝑗)(1+𝜀𝜀)(𝑥𝑥j́ ) − 12 (𝑥𝑥𝑗𝑗)(1+𝜀𝜀)2  (1 + 𝜀𝜀)12 (𝑥𝑥𝑗𝑗)(1+𝜀𝜀)2  �〉 
Because of the above equality, for 𝜀𝜀 > 1 we introduce the mapping 
(Ψ)(1+𝜀𝜀) ∶  ℝ±(1+𝜀𝜀) → ℝ+(1+𝜀𝜀)         𝑥𝑥𝑗𝑗 ⟼ �(𝑥𝑥𝑗𝑗)(1+𝜀𝜀)(𝑥𝑥j)́ − 12 (𝑥𝑥𝑗𝑗)(1+𝜀𝜀)2  (1 + 𝜀𝜀) , 12 (𝑥𝑥𝑗𝑗)(1+𝜀𝜀)2  �      (20) 
where (1+𝜀𝜀) ∈ ℝ𝜀𝜀  is ﬁxed and ℝ+(1+𝜀𝜀) := ℝ𝜀𝜀 i × ℝ+  = {((𝑥𝑥j)́  , (𝑥𝑥𝑗𝑗)(1+𝜀𝜀) ) : (𝑥𝑥𝑗𝑗)(1+𝜀𝜀) > 0}, and similarly for  
ℝ−
(1+𝜀𝜀) . The properties of (Ψ)(1+𝜀𝜀) are summarized in the following proposition, whose elementary proof is 
omitted. 
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Proposition 8. For any ﬁxed (1+𝜀𝜀) ∈ ℝ𝜀𝜀 , the mapping (20) deﬁnes diffeoMorphisms from ℝ+(1+𝜀𝜀) or ℝ−(1+𝜀𝜀) 
onto ℝ+
(1+𝜀𝜀)  and is such that Ψ(1+𝜀𝜀) (−𝑥𝑥𝑗𝑗) = Ψ(1+𝜀𝜀) (𝑥𝑥𝑗𝑗). Further, it satisﬁes: 
(a) the Jacobian of Ψ(1+𝜀𝜀)  at 𝑥𝑥𝑗𝑗 = ((𝑥𝑥j)́  , (𝑥𝑥𝑗𝑗)(1+𝜀𝜀)) ∈ ℝ±(1+𝜀𝜀) are  𝐽𝐽(𝑥𝑥𝑗𝑗)(1+𝜀𝜀)  (𝑥𝑥𝑗𝑗) = (𝑥𝑥𝑗𝑗)(1+𝜀𝜀)(1+𝜀𝜀) ; 
(b) the Jacobian of  (Ψ−1)1+𝜀𝜀 at ?́?𝑢 = (?́?𝑢, (𝑢𝑢)(1+𝜀𝜀) ) = ((𝑥𝑥j)́ , (𝑥𝑥𝑗𝑗)(1+𝜀𝜀)) are  𝐽𝐽 (Ψ−1)1+𝜀𝜀 (u) = ((2𝑢𝑢)(1+𝜀𝜀)  ) (1+𝜀𝜀) 2⁄  ;  
(c) 〈𝐶𝐶(−(1+𝜀𝜀),1+𝜀𝜀,1+𝜀𝜀)𝑥𝑥𝑗𝑗, 𝑥𝑥𝑗𝑗〉 = 2〈(1 + 𝜀𝜀, 1 + 𝜀𝜀),Ψ(1+𝜀𝜀) (𝑥𝑥𝑗𝑗)〉, , for every 𝑥𝑥𝑗𝑗 ∈ ℝ±(1+𝜀𝜀),  
(1 + 𝜀𝜀) ∈ ℝ𝜀𝜀  , and (1 + 𝜀𝜀) ∈ ℝ. 
Lemma 9. Let ℎ𝑗𝑗 ∈ 𝐿𝐿2(ℝ(1+𝜀𝜀)) be a function which vanishes outside some annulus  c < ∑ �𝑥𝑥𝑗𝑗  �𝑗𝑗  < C, with  0 < c 
< C < ∞. Then 
� �� � ℎ𝑗𝑗(𝑥𝑥𝑗𝑗)𝑒𝑒−2𝜋𝜋𝜋𝜋〈𝑦𝑦𝑗𝑗,Ψ(1+𝜀𝜀) (𝑥𝑥𝑗𝑗)〉
ℝ(1+𝜀𝜀) 𝑑𝑑𝑥𝑥
𝑗𝑗�
2
𝑗𝑗
 𝑑𝑑𝑦𝑦𝑗𝑗 = ���ℎ𝑗𝑗(𝑥𝑥𝑗𝑗) + ℎ𝑗𝑗(−𝑥𝑥𝑗𝑗)�2
𝑗𝑗
 𝑑𝑑𝑥𝑥𝑗𝑗(𝑥𝑥𝑗𝑗)_(1+𝜀𝜀)(1+𝜀𝜀)ℝ+𝑑𝑑ℝ(1+𝜀𝜀)  
for every (1+𝜀𝜀) ∈ ℝ𝜀𝜀  . 
Proof . Take the inner integral on the left hand side and perform the change of variable  
 Ψ(1+𝜀𝜀) (𝑥𝑥𝑗𝑗) = 𝑢𝑢 . Apply (c) of Proposition 8 and then the Plancherel formula .         
Theorem 10. The identity 
� ��〈𝑓𝑓𝑗𝑗, 𝜇𝜇(ℎ𝑗𝑗)𝜙𝜙𝑗𝑗〉�2
𝑗𝑗
𝑑𝑑
ℍ0
2𝜀𝜀+1
ℎ𝑗𝑗 = �𝑐𝑐𝜙𝜙𝑗𝑗�𝑓𝑓𝑗𝑗�22
𝑗𝑗
                       (21) 
                                              
holds for every 𝑓𝑓𝑗𝑗 ∈ 𝐿𝐿2(ℝ2) if and only if the sequence of functions 𝜙𝜙𝑗𝑗 satisﬁes the following two admissibility 
conditions: 
                                       
�𝑐𝑐𝜙𝜙𝑗𝑗
𝑗𝑗
= � � �𝜙𝜙𝑗𝑗(𝑥𝑥𝑗𝑗)�2(𝑥𝑥𝑗𝑗)(1+𝜀𝜀) 2(1+𝜀𝜀) 𝑗𝑗ℝ+(𝜀𝜀+1) 𝑑𝑑𝑥𝑥𝑗𝑗 = � ��𝜙𝜙𝑗𝑗(−𝑥𝑥𝑗𝑗)�2𝑗𝑗ℝ+(𝜀𝜀+1)  𝑑𝑑𝑥𝑥𝑗𝑗(𝑥𝑥𝑗𝑗)(1+𝜀𝜀) 2(1+𝜀𝜀)            (22) 
                                                     𝑎𝑎𝑎𝑎𝑑𝑑            � �𝜙𝜙𝑗𝑗(𝑥𝑥𝑗𝑗)
𝑗𝑗
𝜙𝜙j(−𝑥𝑥j)����������
ℝ+
(𝜀𝜀+1)  𝑑𝑑𝑥𝑥𝑗𝑗(𝑥𝑥𝑗𝑗)(1+𝜀𝜀) 2(1+𝜀𝜀) = 0                                    (23)            
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  First, we prove an identity of Plancherel type. 
Proof . By (19), we must evaluate 
� ��〈𝑓𝑓𝑗𝑗, 𝜇𝜇(ℎ𝑗𝑗)𝜙𝜙𝑗𝑗〉�2
𝐻𝐻
𝑑𝑑ℎ𝑗𝑗
= � � � ���  𝑓𝑓𝑗𝑗(𝑥𝑥𝑗𝑗)𝑒𝑒𝑠𝑠𝑗𝑗 2⁄ 𝑒𝑒−𝜋𝜋𝜋𝜋〈𝐶𝐶(−(1+𝜀𝜀),(1+𝜀𝜀),1+𝜀𝜀)𝑥𝑥𝑗𝑗,𝑥𝑥𝑗𝑗〉𝜙𝜙j𝒮𝒮(1+𝜀𝜀),𝑠𝑠j𝑥𝑥 j���������������𝑑𝑑𝑥𝑥𝑗𝑗
ℝ2
�
2
𝑗𝑗ℝ
(1+𝜀𝜀) ℝ(1+𝜀𝜀) 
2𝜋𝜋
0
 𝑑𝑑(1
+ 𝜀𝜀)𝑑𝑑(1 + 𝜀𝜀)𝑑𝑑(1 + 𝜀𝜀) 𝑑𝑑𝑠𝑠𝑗𝑗
𝑒𝑒2(1+𝜀𝜀) 𝑠𝑠𝑗𝑗  
= �
⎝
⎜
⎛
� �� � 𝑓𝑓𝑗𝑗(𝑥𝑥𝑗𝑗)𝑒𝑒𝑠𝑠𝑗𝑗 2⁄ 𝑒𝑒−𝜋𝜋𝜋𝜋〈�g𝑗𝑗,1+𝜀𝜀�,Ψ(1+𝜀𝜀) �𝑥𝑥𝑗𝑗�〉𝜙𝜙j𝒮𝒮(1+𝜀𝜀),𝑠𝑠j𝑥𝑥 j���������������𝑑𝑑𝑥𝑥𝑗𝑗
ℝ(1+𝜀𝜀) �
2
𝑗𝑗ℝ(1+𝜀𝜀)  𝑑𝑑(1 + 𝜀𝜀)𝑑𝑑(1 + 𝜀𝜀)
⎠
⎟
⎞
𝑑𝑑(1
ℝ(1+𝜀𝜀) 
+ 𝜀𝜀) 𝑑𝑑𝑠𝑠j
𝑒𝑒2(1+𝜀𝜀) 𝑠𝑠j 
Take 𝑓𝑓𝑗𝑗 as in Lemma 9. to the right-hand side of  the above equality. A direct computation of 
 �ℎ𝑗𝑗(𝑥𝑥𝑗𝑗) + ℎ𝑗𝑗(−𝑥𝑥𝑗𝑗)�2 for the function ℎ𝑗𝑗(𝑥𝑥𝑗𝑗) = 𝑓𝑓𝑗𝑗(𝑥𝑥𝑗𝑗) 𝑒𝑒𝑠𝑠j 2⁄ 𝜙𝜙j𝒮𝒮(1+𝜀𝜀),𝑠𝑠j𝑥𝑥 j���������������   yields 
     
� ��〈𝑓𝑓𝑗𝑗 , 𝜇𝜇�ℎ𝑗𝑗�𝜙𝜙𝑗𝑗〉�2
𝑗𝑗𝐻𝐻
𝑑𝑑ℎ𝑗𝑗
= � � ���𝑓𝑓𝑗𝑗(𝑥𝑥𝑗𝑗)�2𝑒𝑒𝑠𝑠j  �𝜙𝜙𝑗𝑗�𝒮𝒮(1+𝜀𝜀,𝑠𝑠j)𝑥𝑥𝑗𝑗��2 + �𝑓𝑓𝑗𝑗(−𝑥𝑥𝑗𝑗)�2𝑒𝑒𝑠𝑠j  �𝜙𝜙𝑗𝑗�−𝒮𝒮(1+𝜀𝜀,𝑠𝑠j)𝑥𝑥𝑗𝑗��2
𝑗𝑗ℝ
(1+𝜀𝜀) ℝ(1+𝜀𝜀) + 2ℛ𝑒𝑒 𝑓𝑓𝑗𝑗(𝑥𝑥𝑗𝑗)𝑓𝑓j(𝑥𝑥j)������� 𝑒𝑒𝑠𝑠j𝜙𝜙𝑗𝑗�−𝒮𝒮(1+𝜀𝜀,𝑠𝑠j)𝑥𝑥𝑗𝑗��𝒮𝒮(1+𝜀𝜀,𝑠𝑠j)𝑥𝑥 j����������������� 
× � 𝑑𝑑𝑥𝑥𝑗𝑗(𝑥𝑥𝑗𝑗)(1+𝜀𝜀) (1+𝜀𝜀)   𝑑𝑑(1 + 𝜀𝜀)𝑒𝑒−2(1+𝜀𝜀) 𝑠𝑠j   𝑑𝑑𝑠𝑠j� 
Next , consider 𝑓𝑓𝑗𝑗  with f((𝑥𝑥j)́ , (𝑥𝑥𝑗𝑗)(1+𝜀𝜀)) = 0 for (𝑥𝑥𝑗𝑗)(1+𝜀𝜀) < 0 , Integrate first with respect to the variables 
(1+𝜀𝜀 , 𝑠𝑠j) and perform the change of variables (1+𝜀𝜀 , 𝑠𝑠j) ⟼ 𝑦𝑦𝑗𝑗 = ((𝑦𝑦𝑗𝑗)1, (𝑦𝑦𝑗𝑗)2)  . given by 𝒮𝒮(1+𝜀𝜀,𝑠𝑠j) 𝑥𝑥𝑗𝑗 . Hence 
d(1+𝜀𝜀)d𝑠𝑠j = 𝑒𝑒𝑠𝑠j  (𝑥𝑥𝑗𝑗)(1+𝜀𝜀) −(1+𝜀𝜀)   d𝑦𝑦j  and                                
� ��〈𝑓𝑓𝑗𝑗, 𝜇𝜇�ℎ𝑗𝑗�𝜙𝜙𝑗𝑗〉�2
𝑗𝑗𝐻𝐻
𝑑𝑑ℎ𝑗𝑗 = � � �𝑓𝑓(𝑥𝑥𝑗𝑗)𝑗𝑗�2 �� ��𝜙𝜙𝑗𝑗(𝑦𝑦𝑗𝑗)�2
𝑗𝑗ℝ
2
𝑑𝑑𝑦𝑦𝑗𝑗(𝑦𝑦𝑗𝑗)(1+𝜀𝜀) 2(1+𝜀𝜀) 𝑑𝑑𝑦𝑦𝑗𝑗�ℝ+(1+𝜀𝜀) ℝ+(1+𝜀𝜀) 𝑑𝑑𝑥𝑥𝑗𝑗
= �𝑓𝑓𝑗𝑗�22 �2� � �𝜙𝜙𝑗𝑗(𝑦𝑦𝑗𝑗)�2(𝑦𝑦𝑗𝑗)(1+𝜀𝜀) 2(1+𝜀𝜀) 𝑗𝑗ℝ+(1+𝜀𝜀) 𝑑𝑑𝑦𝑦𝑗𝑗� 
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If 𝑓𝑓𝑗𝑗 ((𝑥𝑥𝑗𝑗)1, (𝑥𝑥𝑗𝑗)2) = 0, for (𝑥𝑥𝑗𝑗)2 > 0, the same relation holds. This argument shows that if the reproducing 
formula (21) works for all 𝑓𝑓𝑗𝑗  ∈ 𝐿𝐿2 (ℝ(1+𝜀𝜀) ), then it works for 𝑓𝑓𝑗𝑗  vanishings in a half-plane and outside an 
annulus, so that 𝜙𝜙𝑗𝑗 must fulﬁl (22). Take now  bounded sequence of functions 𝑓𝑓𝑗𝑗 supported in some annulus c 
<∑ �𝑥𝑥𝑗𝑗� < 𝑗𝑗 C. Then 
𝐺𝐺(𝜃𝜃, 1 + 𝜀𝜀, 𝑥𝑥𝑗𝑗) = 2𝑅𝑅𝑒𝑒𝑓𝑓𝑗𝑗(𝑥𝑥𝑗𝑗)𝑓𝑓j(−𝑥𝑥j)���������𝑒𝑒(1+𝜀𝜀)𝜙𝜙𝑗𝑗�−𝒮𝒮(1+𝜀𝜀),𝑠𝑠j𝑥𝑥𝑗𝑗��𝒮𝒮(1+𝜀𝜀),𝑠𝑠j𝑥𝑥 j���������������� 
are integrables with respect to the measures d𝑥𝑥 j𝑒𝑒−2(𝜀𝜀+1) d(1 + 𝜀𝜀)dθ. By performing again the change of variable 
, and using the established values of 𝑐𝑐𝜙𝜙𝑗𝑗  ,  becomes 
� ��〈𝑓𝑓𝑗𝑗 , 𝜇𝜇�ℎ𝑗𝑗�𝜙𝜙𝑗𝑗〉�2
𝑗𝑗𝐻𝐻
𝑑𝑑ℎ𝑗𝑗 = �𝑐𝑐𝜙𝜙𝑗𝑗�𝑓𝑓𝑗𝑗�22
𝑗𝑗
+ � � � �𝐺𝐺(𝜃𝜃, 1 + 𝜀𝜀, 𝑥𝑥𝑗𝑗)𝑑𝑑𝑥𝑥𝑗𝑗𝑒𝑒−2(1+𝜀𝜀)𝑑𝑑(1 + 𝜀𝜀)𝑑𝑑𝜃𝜃
𝑗𝑗ℝ×ℝ+ℝ
2𝜋𝜋
0
 
The reproducing sequence of formula (21) implies that the integrals of G(θ, 1+𝜀𝜀, 𝑥𝑥𝑗𝑗) vanishes. On the other 
hand, using once more the change of variable Choosing 𝑓𝑓𝑗𝑗 such that 𝑓𝑓𝑗𝑗(𝑥𝑥𝑗𝑗) (−𝑥𝑥 j) ���������  are real valued, respectively 
purely imaginary valued, one obtains that 
� �ℛ𝑒𝑒�𝜙𝜙𝑗𝑗(𝑥𝑥𝑗𝑗)𝜙𝜙j(−𝑥𝑥j)����������� 𝑑𝑑𝑦𝑦𝑗𝑗(𝑥𝑥𝑗𝑗)(1+𝜀𝜀) 2(1+𝜀𝜀) 𝑗𝑗 = 0ℝ+(1+𝜀𝜀)  𝑎𝑎𝑎𝑎𝑑𝑑 � ��𝜙𝜙𝑗𝑗(𝑥𝑥𝑗𝑗)𝜙𝜙j(−𝑥𝑥j)�����������𝑗𝑗ℝ2 𝑑𝑑𝑥𝑥
𝑗𝑗(𝑥𝑥𝑗𝑗)(1+𝜀𝜀) 2(1+𝜀𝜀) = 0 
The proof that all 𝜙𝜙𝑗𝑗   that satisfies (22) and (23) lead to (21)   is analogous to the corresponding proof in 
[5,Theorem 6] and we thus omit it .      
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