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Abstract
We prove local existence and uniqueness of static spherically symmetric solutions of the
Einstein-Yang-Mills equations for an arbitrary compact semisimple gauge group in the so-called
regular case. By this we mean the equations obtained when the rotation group acts on the
principal bundle on which the Yang-Mills connection takes its values in a particularly simple
way (the only one ever considered in the literature). The boundary value problem that results for
possible asymptotically flat soliton or black hole solutions is very singular and just establishing
that local power series solutions exist at the center and asymptotic solutions at infinity amounts
to a nontrivial algebraic problem. We discuss the possible field equations obtained for different
group actions and solve the algebraic problem on how the local solutions depend on initial data
at the center and at infinity.
1 Introduction
Over the last dozen years much has been learned about the classical interaction of Yang-Mills fields
with the gravitational field of Einstein’s general relativity. Most investigations have concentrated on
Yang-Mills-fields with the gauge group SU(2) starting with Bartnik and Mckinnon’s [3] discovery of
globally regular and asymptotically flat numerical solutions. Their global existence was analytically
proved [4, 25] and many further properties like stability of these particle-like or soliton solutions
and the corresponding black hole solutions were investigated numerically as well as analytically.
Moreover, many different matter fields can be minimally coupled to the gravitational and Yang-
Mills fields, and corresponding spherically symmetric solutions have been, mostly numerically, but
sometimes also analytically studied. We refer for the (hundreds of) references to the review article
[26].
Some similar phenomena were found for special models with gauge groups SU(n) for n > 2 [11,
15,16,18], and the general static spherically symmetric equations for general compact gauge groups
were derived already quite early [1, 6].
For larger gauge groups than SU(2) the notion of spherical symmetry is no longer straight forward
enough for a simple ansatz to work. Instead one needs to consider the possible actions of the symme-
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try group SO(3) or SU(2) by automorphisms of principal bundles over space-times whose structure
group G is the gauge group of the Yang-Mills field. A conjugacy class of such automorphisms is
characterized by a generator Λ0 which is an element of a Cartan subalgebra h of the complexified Lie
algebra g of G [1, 6]. Mostly one restricts consideration to fields which are regular at the center or,
for black hole fields, to those for which the Yang-Mills-curvature falls off sufficiently fast at infinity.
In [2] these are called these regular models. They also correspond to the “no magnetic charge” case
in [7]. For these group actions the element Λ0 of h must be an A1-vector or defining vector of an
sl(2)-subalgebra of g.
That there is a remarkable variety of possible actions was shown by Bartnik [2] for the case where
G is any group with Lie algebra su(n). More generally, for arbitrary semisimple Lie algebras these
A1-vectors were classified by Mal’cev [20] and Dynkin [10] and can now also be obtained more
conveniently from the theory of nilpotent orbits [9].
One of these classes of actions of the symmetry group is somewhat distinguished. It corresponds to a
principal A1-vector in Dynkin’s terminology and we will call it a principal action. To our knowledge
almost all work for larger gauge groups has been done for this case [13, 16, 19, 22]. For a slightly
bigger class of actions, the “generic” class in [7] which we will call regular, the A1-vector lies in the
interior of a fundamental Weyl chamber. Brodbeck and Straumann [7, 8] proved that all regular
static asymptotically flat solutions are unstable against time dependent perturbations. They were
able to do this without establishing existence or any properties of these solutions.
While it is easy to show that, at least for the regular case, some global solutions exist, namely
those which arise by scaling from some imbedded SU(2) solutions, only isolated, mostly numerical,
results have been obtained about more general global solutions for the principal SU(n) actions for
n = 3, 4, 5 [13, 14, 16, 19, 22].
The purpose of this paper is to discuss the classification of all the regular actions of SU(2) by auto-
morphisms of G-principal bundles over spherically symmetric static space-times and to analyze the
resulting Einstein-Yang-Mills field equations to the extent of establishing that the singular bound-
ary value problem obtained for the globally regular and asymptotically flat solutions is well defined
“at both ends”, namely at the center or the black hole horizon and at infinity. The local solutions
that we obtain near these points are actually analytic. Consequently, there exists convergent pow-
erseries representations for these solutions at least for small distances from the center, the black
hole horizon and infinity. Essentially we generalize the results of [19] from the principal action on
SU(n)-bundles to regular actions on bundles with (simply connected) semisimple compact structure
groups. Although this represents only a first step in an analysis of possible (non scaled) global so-
lutions establishing these local existence theorems is already quite complicated. It is worthwhile to
note, that if any of the local solutions can be extended to a global one, then the results of Brodbeck
and Straumann [8] apply and show that the solution must be unstable.
For all these regular models it turns out that the Yang-Mills potential can be chosen (i.e. suitably
gauged) to depend only on ℓ real-valued functions of a radial coordinate r where ℓ is the rank of
the Lie algebra of the gauge group. In addition, the metric will be given by two more functions of
r. These (ℓ + 2) functions satisfy a nonlinear system of ordinary differential equations which has
singularities at r = 0, when r → ∞, and at the horizon where r = rH , say. We need to analyze
these singularities to determine the “initial conditions” for these functions and the number of free
parameters that can be chosen when solving the equations numerically, for example, by the method
of shooting to a meeting point. In this paper we will only establish what these parameters are, we
will not solve the equations numerically.
There are many models for which the A1-vector Λ0 is on the boundary of a Weyl chamber. To our
knowledge almost no results have been obtained for them, but we have reason to believe that some
of our methods may also be useful for these irregular models.
In section 2 we review the description of the class of static spherically symmetric models and in
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section 3 we show, starting from the field equations, that the special class of models we call regular
can be reduced to the principal case for imbedded semisimple groups. We discuss the initial value
problems somewhat informally in section 4 where we derive the relatively complicated way in which
a solution depends on parameters chosen at the endpoints of the r-interval. In section 5 we extend
some elementary facts that are well known for SU(2)-solutions to general compact G. Finally, the
major part of this paper consists of the proofs, divided into section 6 containing algebraic lemmas
and the proof of the local existence theorems for the differential equation system in section 7.
2 Classes of spherically symmetric Yang-Mills connections
Since there is no natural action of the symmetry group on the principal bundle we need to consider
all possibilities, i.e. all conjugacy classes of actions of SO(3), or for simplicity, SU(2) by automor-
phisms on principal G-bundles P over space-time M which project onto isometries of M with orbits
diffeomorphic to 2-spheres. We assume throughout that G is a compact semisimple connected and
simply connected Lie group.
Then these conjugacy classes are in one-to-one correspondence with integral elements Λ0 of the
closed fundamental Weyl chamber W (S) belonging to some basis S of the roots of g for some chosen
Cartan subalgebra h [1, 2, 6]. Here g = (g0)C stands for the complexification of the Lie algebra
g0 of the structure group G of P . If {τi} is a standard basis of the Lie algebra su(2) such that
[τi, τj ] = ǫ
k
ij τk then Λ0 may be chosen such that
Λ0 = 2i λ(τ3)
where λ is the (induced Lie algebra) homomorphism from the isotropy group Ix0 of the SU(2)-action
on M at x0 ∈M determined by k · u0 = u0 · λ(k) ∀k ∈ Ix0 if u0 ∈ π
−1(x0).
Wang’s theorem [17, 27] on connections that are invariant under actions transitive on the base
manifold has been adapted to spherically symmetric space-time manifolds by Brodbeck and Strau-
mann [6]. They show that in a Schwarzschild type coordinate system (t, r, θ, φ) and the metric
g = −NS2dt2 +N−1dr2 + r2(dθ2 + sin2 θdφ2) (2.1)
a gauge can always be chosen such that the Yang-Mills-connection form is locally given by
A = A˜+ Aˆ
where A˜ is a 1-form on the quotient space parametrized by the r and t coordinates and
Aˆ = Λ1dθ + (Λ2 sin θ + Λ3 cos θ)dφ (2.2)
where Λ3 = −
i
2Λ0 is the constant isotropy generator and Λ1 and Λ2 are functions of r and t that
satisfy
[Λ2,Λ3] = Λ1 and [Λ3,Λ1] = Λ2. (2.3)
Since we only consider static fields we can assume that Λ1 and Λ2 depend only on r. Moreover,
we will also concentrate on the “magnetic” case and assume that the part A˜ of the gauge potential
which contributes “electric” or “Coulomb” terms vanishes, i.e. we put
A˜ = 0.
This condition is not as restrictive as it seems. For, as proved in [7], it also follows in the regular
case (defined below) if the field is smooth at the center r = 0 and falls off sufficiently fast at infinity.
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So far we still have infinitely many possible actions of SU(2) on the principal bundle, namely one
for each element in the intersection W (S) ∩ I of the fundamental Weyl chamber and the integral
lattice I := ker(exp h). However, since we want the Yang-Mills-connection to be regular also at a
center (r = 0, defined as a connected set of fixed points of the SU(2)-action on M) and/or the
Yang-Mills-field to fall off in an asymptotic region (have no magnetic charge according to [7]) we
must have
[Ω01,Ω
0
2] = Λ3 and/or [Ω
∞
1 ,Ω
∞
2 ] = Λ3 (2.4)
where
Ω0,∞i := limr→0,∞
Λi(r), (i = 1, 2).
In other words, in these limits there must exist a Lie algebra homomorphism of su(2) into g0. This is
shown most easily by observing that the Einstein equations would otherwise lead to infinite pressure
or density at a center.
Since Λ3 is constant, however, equations (2.4) represent not only conditions on Λ1(r) and Λ2(r), but
also on Λ3 and hence on Λ0 which must now be the generating (or defining) vector of an sl(2) (i.e.
A1) subalgebra of g. (If both limits exist it then also follows that there must be an automorphism
of g taking Ω0i into Ω
∞
i .) The set of these so-called A1-vectors, however, is finite (and in one-to-one
correspondence with conjugacy classes of sl(2) subalgebras). It has been studied and tabulated
by Mal’cev [20] and Dynkin [10] and is described by so-called weighted Dynkin diagrams (called
characteristics in [10]), where to each simple root in the diagram is associated a number from the
set {0, 1, 2}. (See [9] for a more recent exposition). These numbers represent the values of the simple
roots on the generating vector Λ0 chosen such that it lies in W (S).
Thus these tables serve as a classification of all the spherically symmetric “magnetic” Einstein-Yang-
Mills models which are regular at the center and/or obey the standard fall-off conditions at infinity
for any given compact gauge group.
3 Field equations and reduction of the regular models
The field equations are well known. We state them here in a form following [6] for the static
regular case only, where Λ0 is an A1-vector. Let the space-time metric g be given by (2.1) and the
Yang-Mills-potential A = Aˆ by (2.2). Define, in addition to Λ0,
Λ± := ∓Λ1 − iΛ2
so that the Wang equations (2.3) become
[Λ0,Λ±] = ±2Λ±. (3.1)
Then Λ+(r) and Λ−(r)} are g-valued functions, Λ0 a (constant) vector in the fundamental Weyl
chamber of h and {Λ0,Λ+,Λ−} is a standard triple in the limit r → 0 or r →∞ for the Lie algebra
g. Now h is the Cartan subalgebra of the complexified Lie algebra g, i.e. h = h0 ⊕ ih0, where h0 is
the real Cartan subalgebra of a compact real form g0 of g, and we choose conventions such that the
conjugation operator c : g→ g satisfies c(X + iY ) = X − iY ∀ X,Y ∈ g0. Then
Λ− = −c(Λ+) (3.2)
so that the dependent variables consist only of N , S and the components of Λ+.
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The field equations now reduce to
m′ = (NG+ r−2P ), (3.3)
S−1S′ = 2r−1G, (3.4)
r2NΛ′′+ + 2(m− r
−1P )Λ′+ + F = 0, (3.5)
[Λ+,Λ
′
−]− [Λ
′
+,Λ−] = 0 (3.6)
where ′ := d/dr and
N =: 1−
2m
r
, G := 12 (Λ
′
+,Λ
′
−), P := −
1
2 (Fˆ , Fˆ ),
Fˆ := i2 (Λ0 − [Λ+,Λ−]), (3.7)
F := −i[Fˆ ,Λ+]. (3.8)
Here (, ) is an invariant inner product on g. It is determined up to a factor on each simple component
of a semi-simple g and induces a norm |.| on (the Euclidean) h and therefore its dual. We choose
these factors so that (, ) is a positive multiple of the Killing form on each simple component. If they
are chosen such that the length of the long simple roots are all 1 then the equations will agree with
those in [19] for the principal SU(n) case.
Note that G ≥ 0 and also P ≥ 0. This follows from (3.2), c(Fˆ ) = Fˆ , and the fact that 〈X |Y 〉 :=
−(c(X), Y ) is a Hermitian inner product on g (cf. (6.1)). Energy density, radial and tangential
pressure are then given by
4πe = r−2(NG+ r−2P ), 4πpr = r
−2(NG− r−2P ), 4πpθ = r
−4P. (3.9)
We now choose a Chevalley-Weyl basis of g using mostly the notation of [12]. Let R be the set of
roots in h∗, S = {α1, . . . , αℓ} a base of R (ℓ being the rank of g), define
〈α, β〉 :=
2(α, β)
|β|2
,
(tα, X) := α(X) ∀ X ∈ h,
and
hα :=
2tα
|α|2
.
Then {hi := hαi , eα, e−α|i = 1, . . . , ℓ, α ∈ R} is a basis of g corresponding to the decomposition
g = h⊕
⊕
α∈R+
(gα ⊕ g−α)
(R+ being the set of positive roots with respect to the base S) for which we choose the conventions
[eα, e−α] = hα, [e−α, e−β] = −[eα, eβ], (eα, e−α) =
2
|α|2
. (3.10)
Now it follows directly [10] from the defining relations
[e0, e±] = ±2e±, [e+, e−] = e0
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of an sl(2)-subalgebra span{e0, e±} of g, with the help of
[h, eα] = α(h)eα,
that e0 can only be an A1-vector provided
α(e0) = 2 for some α ∈ R.
Thus, if we let
Λ0 =
ℓ∑
i=1
λihi ∈ h. (3.11)
then equations (3.1) imply that
Λ+(r) =
∑
α∈Sλ
wα(r)eα
where
Sλ := {α ∈ R |α(Λ0) = 2} (3.12)
is a set of roots depending only on the homomorphism λ or, equivalently, on the coefficients λi in
(3.11).
Similarly we have
Λ−(r) =
∑
α∈Sλ
vα(r)e−α, (3.13)
but by (3.2) and the fact that complex conjugation maps
c : hi 7→ −hi, eα 7→ −e−α
it follows that
vα(r) = w¯α(r).
Our system is thus determined once the two real functions m(r) and S(r) and the complex functions
wα(r) for all α ∈ Sλ are known.
If we now substitute (3.13) into equations (3.3) to (3.8) we need to calculate the Lie brackets between
the various eα for α ∈ Sλ. In general, this may produce many more equations than dependent
variables. On the other hand the Yang-Mills-potential Aˆ determined by Λ+ still contains some
gauge freedom. It is not known, at present, whether there is any systematic method to solve this
system of equations.
However, as Brodbeck and Straumann [7] have observed, there are special symmetry actions for
which this system of equations is much simpler, in fact, very similar to the principal SU(n) case.
This happens when Λ0 is a vector in the open fundamental Weyl chamber of h. They call these
models generic, but since, as we will see, they are really a small minority of all possible ones we will
call them regular.
In the following Λ0 is not required to be an A1-vector.
Theorem 1 (Brodbeck/Straumann [7]). If Λ0 is in the open Weyl chamber W (S) then the set
Sλ is a Π-system, i.e. satisfies
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(i) if α, β ∈ Sλ then α− β /∈ R,
(ii) Sλ is linearly independent
and is therefore the base of a root system Rλ which generates a Lie subalgebra gλ of g spanned by
{hα, eα, e−α|α ∈ Rλ}.
Moreover, if hλ := span{hα|α ∈ Sλ} and h⊥λ :=
⋂
α∈Sλ
kerα then
h = hqλ ⊕ h
⊥
λ and Λ0 = Λ
q
0 + Λ
⊥
0 with Λ
q
0 =
∑
α∈R+
λ
hα.
If Λ0 is an A1-vector then Λ
⊥
0 = 0 (but h
⊥
λ need not be trivial).
In particular, Λq0 is twice the lowest weight vector of hλ and we have by the definitions of Sλ and
h⊥λ
α(Λq0) = 2 and α(Λ
⊥
0 ) = 0 ∀ α ∈ Sλ.
We will from now on only consider the regular case.
First, Λ+ can be treated as a gλ-valued function,
Λ+(r) =
ℓλ∑
j=1
wj(r)e˜j
where now {α˜1, . . . , α˜ℓλ} is the base of Sλ and e˜j := eα˜j . Moreover, Λ
q
0 =
∑ℓλ
j λ
q
jh˜j with h˜j := hα˜j .
Then, by (3.7) noting also that α˜j(Λ
⊥
0 ) = 0,
Fˆ =
i
2
 ℓλ∑
j=1
λqj h˜j + Λ
⊥
0 −
 ℓλ∑
j=1
wj e˜j ,
ℓλ∑
k=1
w¯k e˜k
 = i
2
 ℓλ∑
j=1
(λqj − |wj |
2)h˜j + Λ
⊥
0
 (3.14)
where (3.10) was used and the fact that differences of two simple roots are not roots which implies
that
[eα, e−β] = 0 ∀ α, β ∈ Sλ, α 6= β. (3.15)
Substituting this expression into (3.8) gives
F = 12
∑ℓλ
j,k=1 wj〈α˜j , α˜k〉(λ
q
k − |wk|
2)e˜j +
1
2
∑ℓλ
j=1 wj [Λ
⊥
0 , e˜j ]. (3.16)
But since [Λ⊥0 , e˜k] = α˜k(Λ
⊥
0 )e˜k = 0, in view of the definition of S
⊥
λ , the last term vanishes. Equation
(3.5) therefore becomes
r2Nw′′j + 2(m− r
−1P )w′j +
1
2
ℓλ∑
k=1
wjcjk(λ
q
k − |wk|
2) = 0
where we have introduced
cjk := 〈α˜j , α˜k〉
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for the Cartan matrix of gλ and where now
P = 18
ℓλ∑
j,k=1
(λqj − |wj |
2)hjk(λ
q
k − |wk|
2) + |Λ⊥0 |
2 with hjk :=
2〈α˜j , α˜k〉
|α˜j |2
, (3.17)
G =
ℓλ∑
j=1
|w′j |
2
|α˜j |2
. (3.18)
Finally, (3.6) simply becomes in view of (3.10)
ℓλ∑
j,k=1
(
wjw¯
′
k − w
′
jw¯k
)
[eα˜j , e−α˜k ] =
ℓλ∑
j=1
(wjw¯j
′ − w′jw¯j)h˜j = 0 (3.19)
so that the phase of wj is constant and may be chosen to be zero by a gauge transformation. One
can thus assume that the wj(r) are real-valued functions.
It remains to determine the subalgebra gλ for a given A1-vector Λ0 in the open fundamental Weyl
chamber.
First, we note that for a semisimple group for which the Cartan subalgebra h splits into an orthogonal
sum h =
⊕
hk the decomposition in Theorem 1 splits into corresponding decompositions of each of
the hk. So we need only investigate the regular actions of simple Lie groups.
Now the A1-vector in the Cartan subalgebra h of an semisimple Lie algebra g is uniquely given by
the numbers
χ = (χ1, . . . , χℓ) :=
(
α1(Λ0), . . . , αℓ(Λ0)
)
, (3.20)
called the characteristic in [10]. It is known [9, 10] that if Λ0 is in the closed fundamental Weyl
chamber then χk ∈ {0, 1, 2}, and all possible such characteristic have been found and tabulated. It
is clear from the definition of Sλ in (3.12) that χk = 2 ∀ k for hλ. Such A1-vectors define principal
A1-subalgebras and thus principal actions of SU(2) on the bundle. We now have
Theorem 2.
(i) The possible regular A1-subalgebras of simple Lie algebras consist of the principal subalgebras of
all Lie algebras Aℓ, Bℓ, Cℓ, Dℓ, Eℓ, F4 and G2 and of those subalgebras of Aℓ = sl(ℓ+1) with
even ℓ corresponding to partitions [ℓ+1− k, k] for any integer k = 1, . . . , ℓ/2 or, equivalently,
characteristic (22..211..112..22) (2k ‘1’s in the middle, ‘2’s in all other positions).
(ii) The Lie algebra gλ is equal to g in the principal case, and for Aℓ with even ℓ equal to Aℓ−1 for
k = 1 and to Aℓ−k ⊕Ak−1 for k = 2, . . . , ℓ/2.
(iii) In the principal case hqλ = h. For all A1-subalgebras of Aℓ with even ℓ the orthogonal space h
⊥
λ
is one-dimensional.
Proof. Part (i) follows quite easily from the discussion and the tables in [9] (Sections 5.3 and 4.4).
For part (ii) that hλ = h in the principal case is obvious. To compute Sλ for a given ℓ = 2m and
given k > 0 note that all positive roots of Aℓ are of the form
∑k
p=j αp for 1 ≤ j ≤ k ≤ 2m so that
using that αi(Λ0) = 2 for i = 1, . . . ,m− k and i = m+ k+1, . . . , 2m and αi(Λ0) = 1 otherwise one
sees that
Sλ =
m−k⋃
i=1
αi ∪
2k−1⋃
j=1
(αm−k+j + αm−k+j+1) ∪
2m⋃
i=m+k+1
αi. (3.21)
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Recalling that for Aℓ
〈αi, αj〉 =

2 if i = j
−1 if |i− j| = 1
0 otherwise
it is seen immediately that the Cartan matrix for Sλ is the one for Aℓ−1 if k = 1 while it takes a
simple reordering of the roots to verify the statement in (ii) for k = 2, . . . , ℓ/2.
(iii) That hqλ = h in the principal case is obvious from the definition and that dimS
⊥
λ = 1 follows
from the observation that α(X) = 0 ∀ α ∈ Sλ amounts to 2m − 1 linearly independent equations
according to (3.21).
In summary, we have shown that all regular models can be reduced to those with the principal action
for semisimple gauge groups. Also the term Λ⊥0 occuring in (3.14), (3.16) and (3.17) can now be
dropped.
4 Constructing local solutions regular at the center, horizon or at infinity
So far we have shown that the static spherically symmetric and magnetic EYM equations for the
regular action reduce to those for the principal action for semi-simple gauge groups. (We now drop
the index λ from g, h, etc.) They consist of (3.4), which can be integrated easily once the other
equations are solved, and
m′ = (NG+ r−2P ), (4.1)
r2Nw′′j + 2(m− r
−1P )w′j +
1
2
ℓ∑
k=1
wjcjk(λk − w
2
k) = 0 (4.2)
where the wk are real-valued functions of r, (cij) := (〈αj , αk〉) is the Cartan matrix of the reduced
structure group, and
P = 18
ℓ∑
j,k=1
(λj − w
2
j )hjk(λk − w
2
k) (4.3)
G =
ℓ∑
j=1
w′j
2
|αj |2
(4.4)
hjk =
2cjk
|αj |2
(4.5)
λj = 2
ℓ∑
k=1
(c−1)jk (4.6)
The expressions for components λk of the A1-vector Λ0 follow from (3.20) and the fact that for the
principal action χk = 2 ∀ k.
In this section we will discuss the general problem of finding solutions that are regular at the center
or at the horizon and have an appropriate fall off as r→∞. Proofs will be given later in sections 6
and 7.
Equations (4.1) and (4.2) are very similar to the corresponding ones in the principal SU(n) case
analyzed in detail in [19]. So we can expect most of those results to generalize. First of all, when
the dependent variables m and wk are expanded in power series in terms of r at r = 0, in terms of
r − rH at r = rH , and in terms of r−1 at infinity (under the assumption that all the quantities are
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finite in these limits) then (4.1) and (4.2) yield a system of algebraic equations. For example, at
r = 0 with f(r) =
∑∞
k=0 fkr
k we find
mk+1 =
1
k + 1
(
Gk + Pk+2 − 2
k−2∑
h=2
mk−hGh
)
, (4.7)
ℓ∑
j=1
(
Aij − k(k + 1)δij
)
wj,k+1 = bi,k (4.8)
for k = 0, 1, 2, . . . where
Aij := wi,0cijwj,0 (4.9)
and the bi,k are complicated expressions involving lower order terms. For the lowest order terms we
find
m0 = m1 = m2 = 0, w
2
i,0 = λi, wi,1 = 0. (4.10)
That r = 0 is a singular point for the system (4.1),(4.2) manifests itself in the fact that the initial
data at r = 0 for regular solutions are not simply the values of the functions m, wi and w
′
i but
that some of these values are restricted like in (4.10) and some higher order coefficients in the power
series for the wi remain arbitrary, namely for those orders k for which the matrix A = (Aij) has
eigenvalue k(k+1). It now turns out that the eigenvalues of A are precisely of this form for certain
integer values of k. In fact, for the simple Lie algebras we can calculate the spectrum directly from
the Cartan matrix and find the values given in Table 1. The proof for the classical Lie algebras of
arbitrary rank follows from the properties of the root system and results at the end of section 6.
Table 1: The eigenvalues of the coefficient matrix A for the simple Lie algebras are given by the set
spec(A) = {k(k+1)|k ∈ E}. For the classical Lie algebras the table entry gives kj for j = 1, 2, . . . =
ℓ = rank(g). Note that k = 1 belongs to E for all Lie algebras.
Lie algebra E
Aℓ j
Bℓ 2j − 1
Cℓ 2j − 1
Dℓ

2j − 1 if j ≤ (ℓ+ 2)/2
ℓ− 1 if j = (ℓ+ 2)/2
2j − 3 if j > (ℓ+ 2)/2
E6 1, 4, 5, 7, 8, 11
E7 1, 5, 7, 9, 11, 13, 17
E8 1, 7, 11, 13, 17, 19, 23, 29
F4 1, 5, 7, 11
G2 1, 5
The eigenspaces for the simple Lie algebras are all onedimensional except for Dℓ where certain
’middle’ eigenvalues occur twice. For semisimple Lie algebras the matrix A will be a direct sum of
those for the simple components and thus may have multiple eigenvalues.
Oliynyk and Ku¨nzle: Spherical EYM fields with compact gauge groups 11
It is now clear that a formal power series solution of equations (4.1) and (4.2) is well defined
and contains ℓ free parameters provided equation (4.8) can be solved, i.e. provided the vector
bk := (b1,k, . . . , bℓ,k) lies in the left kernel of (A− k(k + 1)1I ). Since bk is a very complicated
expression this is cumbersome to prove in general. In [19] the proof for G = SU(n) was achieved
using properties of a class of orthogonal polynomials, an approach that does not easily generalize to
other groups. In sections 6 and 7 we present a proof that depends directly on the root structure of
the Lie algebra g treated as an sl(2,C)-module.
The structure of the recursion relations for the power series of regular solutions in r−1 at infinity
is very similar to the one at r = 0. At the remaining singular point of (4.2), namely at a regular
horizon (N(rH) = 0, N
′(rH) > 0), however, the only conditions on initial values turn out to be some
inequalities.
Calculating the formal power series is indeed necessary to start off numerical integration when
searching for global regular solutions. For an existence and uniqueness proof, however, it is more
convenient to recast the equations in a form to which the following (slight generalization of a)
theorem by Breitenlohner, Forga´cs and Maison [4] applies.
Theorem 3. The system of differential equations
t
dui
dt
= tµifi(t, u, v) i = 1, . . . ,m (4.11)
t
dvj
dt
= −hj(u)vj + t
νjgj(t, u, v) j = 1, . . . , n (4.12)
where µi, νj are integers greater than 1, fi and gj analytic functions in a neighborhood of (0, c0, 0) ∈
R1+m+n, and hj : R
m → R functions, positive in a neighborhood of c0 ∈ Rm, has a unique analytic
solution t 7→ (ui(t), vj(t)) such that
ui(t) = ci +O(t
µi ) and vj(t) = O(t
νj ) (4.13)
for |t| < R for some R > 0 if |c − c0| is small enough. Moreover, the solution depends analytically
on the parameters ci.
Proof. By the standard method solving the differential equation with initial data is replaced by
finding a fixed point for the map T : (u, v) 7→ (u˜, v˜) with
u˜i(t) = ci +
∫ t
0
τµi−1fi[τ, u(τ), v(τ)] dτ (4.14)
v˜j(t) = t
−κj
∫ t
0
τκjνj−1gˆi[τ, u(τ), v(τ)] dτ (4.15)
where κj := hj(c) and gˆ(j)(t, u, v) := gj(t, u, v) − t−νj [hj(u) − hj(c)]vj . To show that T is a
contracting map on a suitable Banach space one can use a method very similar to the one in [19].
To bring the system (4.1) and (4.2) into a form that satisfies the hypotheses of theorem 3 it is
necessary to make a suitable transformation of the variables m and wj . The proofs that this can be
done are basically equivalent to showing that the formal power series exist and are given in section
7. We then have
Theorem 4. The system (4.1) and (4.2) has an analytic solution for small r of the form
wi(r) = wi,0 +
ℓ∑
j=1
Cijr
kj+1uj(r), i = 1, . . . , ℓ (4.16)
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where C = (Cij) is a nonsingular matrix whose j-th column is an eigenvector to eigenvalue kj(kj+1)
of the matrix A. The solution is uniquely determined by the initial values uj(0) = βj for arbitrary
βj. The function m(r) is then determined and satisfies m(r) = O(r
3) for small r.
Note that the wi,0 are determined up to the sign by (4.10). From (7.18), we see that solutions
from theorem 4 satisf y P = O(r4) and G = O(r2). It follows that for these solutions all physical
quantities such as the pressure and mass density are finite at r = 0.
The situation is rather similar for solutions analytic in r−1 near infinity. We have, with the same
matrix C,
Theorem 5. The system (4.1) and (4.2) has an analytic solution for small z = r−1 of the form
wi(r) = wi,∞ +
ℓ∑
j=1
Cijr
−kjuj(r
−1), i = 1, . . . , ℓ, (4.17)
m(r) = m∞ + O(r
−1) (4.18)
The solution is uniquely determined by the initial values uj(0) = αj and m∞ for arbitrary αj and
m∞.
Again wi,∞ is determined up to the sign by w
2
i,∞ = λi. An overall sign in wi(r) does not affect the
Yang-Mills field nor the geometry and physics. But wi,0 and wi,∞ may have the same or different
signs for global solutions.
Finally we have the corresponding theorem for local solutions near a regular horizon.
Theorem 6. The system (4.1) and (4.2) has a solution analytic in t = r − rH for small t at a
regular horizon, i.e. where N(rH) = 0 and N
′(rH) > 0. The solution is uniquely determined by the
values of wj(rH) which must be chosen such that
N ′(rH) =
1
rH
−
2
r3H
P (rH) > 0 (4.19)
or, equivalently,
2P (rH) =
1
4
∑ℓ
i,j=1
(
λi − wi
(
rH)
)
hij
(
λj − wj(rH)
)
< r2H . (4.20)
5 Elementary properties and scaled solutions
The observation already made in [3] for SU(2) and generalized to SU(n) that global solutions, if
they exist, must be bounded by their values at infinity (or zero) is easily extended to the regular
case for arbitrary G.
Theorem 7. If a solution (m,w1, . . . , wℓ) is defined and C
2 in the connected outer domain D :=
{r|0 ≤ rH ≤ r <∞} (where N(r) > 0) and if
m(r) = m∞ +O(1/r) and wj(r) = wj,∞ +O(1/r) as r →∞
then
wj(r)
2 ≤ w2j,∞ = λj ∀ r ∈
◦
D.
Moreover, if G is a simple group and wj(r1) = wj,∞ for some j and for some r1 ∈
◦
D then wj(r) =
wj,∞ ∀ r ∈ D, m = const, the Yang-Mills field vanishes, and the metric is the Schwarzschild one.
If G is semisimple and wj(r1) = wj,∞ for some j and for some r1 ∈
◦
D then the field equations
reduce to those of the subgroup of G obtained by deleting from the Cartan subalgebra h of g the
simple component in which hj lies.
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Proof. Let vj := w
2
j . Then vj(r) ≥ 0 ∀ r and (4.2) gives
2r2Nvjv
′′
j − r
2Nv′j
2
+ 4(m− r−1P )vjv
′
j + 2v
2
j
ℓ∑
k=1
cjk(λk − vk) = 0. (5.1)
Let Vj := supr∈D vj(r). Then Vj > 0 because the asymptotic value of vj(r) is λj > 0. Now assume
that vj(rj) = Vj for some rj ∈
◦
D. Then vj(rj) is an absolute maximum so that v
′
j(rj) = 0 and
v′′j (rj) ≤ 0. It follows from (5.1) that
∑ℓ
j=1 cij
(
λj − vj(rj)
)
≥ 0 which in view of (4.6) is equivalent
to
ℓ∑
j=1
cijvj(rj) ≤ 2 ∀ i
or
vi(ri) ≤ 1 +
1
2
∑
j 6=i(−cij)vj(ri) ≤ 1 +
1
2
∑
j 6=i(−cij) supr∈D vj(r)
whence Vi ≤ 1 +
1
2
∑
j 6=i(−cij)Vj or
ℓ∑
j=1
cijVj ≤ 2 ∀ i.
(Note that for all Cartan matrices cii = 2 and cij ≤ 0 if i 6= j.)
This last set of inequalities, however, can be multiplied with the inverse Cartan matrix since the
latter has only positive entries. Using (4.6) again then gives 0 ≤ Vj ≤ λj ∀ j, thus Vj = λj since
λj is the asymptotic value.
Suppose now that vi(r∗) = λi for some i and some r∗ ∈
◦
D. Then we find from (5.1)
r∗N(r∗)v
′′
i (r∗) = λi
∑
j 6=i
(−cij)
(
λj − vj(r∗)
)
≥ 0
which contradicts that vi(r) has a maximum at r∗ unless v
′′
j (r∗) = 0 and, in the case of a simple
Lie algebra, the neighboring vj also assume their maximal values. (For a simple Lie algebra there
is a cij < 0 for some j 6= i for any i.) It follows that all vj(r∗) = λj for all j for which the root αj
is in the same simple component of h∗. However, if all vj(r∗) = λj and thus v
′
j(r∗) = 0 ∀ j then
the initial conditions for the differential equations (5.1) are all trivial and since r∗ is not a singular
point it follows by the uniqueness of the solution that it must by the one for which vj(r) ≡ λj . It
then also follows from (4.1) that m = const so that the Yang-Mills field vanishes and the geometry
is the one of the Schwarzschild solution.
Theorem 7 shows among other things that for a given semisimple gauge group G and a given group
action (characterized by Λ0) there may be special solutions that reduce the YM-connection to a
subgroup of G that is a product of some of the simple factors of G. Somewhat similarly, since the
group SU(2) can be isomorphically imbedded in every compact (simply connected) semisimple or
simple Lie group the Bartnik-Mckinnon solution [3] can be obtained as a special solution for all the
models considered here. The following special BM-solution for arbitrary compact G was already
obtained in [5].
Consider the gauge group G and the symmetry group action (characterized by Λ0) fixed and such
that Λ0 is regular so that the field equations are given by (3.4), (4.1) and (4.2). Select any Ω+
Oliynyk and Ku¨nzle: Spherical EYM fields with compact gauge groups 14
such that the set {Λ0,Ω+,Ω−} is a standard triple with c(Ω+) = −Ω− and let Λ+(r) = u(r)Ω+ or,
equivalently, wi(r) = wi,∞u(r). Then the field equations become
m′ = g0
(
Nu′
2
+ 12r
−2(1− u2)2
)
, (5.2)
r2Nu′′ +
(
2m− g0r
−1(1− u2)2
)
u′ + g0u(1− u
2) = 0, (5.3)
S−1S′ = 2g0r
−1u′
2
. (5.4)
where g0 =
1
4
∑
i,j λihijλj . By introducing a new radial variable x := rg0
−1/2 one sees easily that
(5.2)-(5.4) reduce to the well studied equations for the SU(2)-Einstein-Yang-Mills fields.
Since Λ0 fixes the conjugacy class of the symmetry group action on the bundle different choices
of Ω+ will lead to isomorphic gauge connections, namely reductions of the G-connection to an
SU(2)-connection on the principal bundle for the particular space-time. They are thus physically
equivalent.
In view of the existence theorems for the G = SU(2) case [4, 24, 25] it now follows that the system
(4.1) and (4.2) always admits some global solutions
Theorem 8. There exists a countably infinite family of globally regular solutions of the Einstein-
Yang-Mills-equations for any simply connected compact semisimple gauge group G on a static spher-
ically symmetric asymptotically flat space-time diffeomorphic to R4. Similarly, for any rH > 0 there
exists an infinite family of asymptotically flat black hole solutions with black hole radius rH .
6 The Lie algebra g as an sl(2,C) submodule
In this section we collect all of the algebraic results needed to prove theorems 4 and 5. Introduce a
non-degenerate Hermitian inner product 〈 | 〉 : g × g→ C by
〈X |Y 〉 := −(c(X), Y ) ∀ X,Y ∈ g , (6.1)
recalling that c : g → g is the conjugation operator determined by the compact real form g0. Then
〈 | 〉 restricts to a real positive definite inner product on g0. From the invariance properties of ( , )
it follows that 〈 | 〉 satisfies
〈X |Y 〉 = 〈Y |X 〉 ,
〈 c(X)|c(Y ) 〉 = 〈X |Y 〉 ,
〈 [X, c(Y )]|Z 〉 = 〈X |[Y, Z] 〉
for allX,Y, Z ∈ g. Treating g as a R-linear space by restricting scalar multiplication to multiplication
by reals, we can introduce a positive definite inner product 〈〈 | 〉〉 : g × g→ R on g defined by
〈〈X |Y 〉〉 := Re〈X |Y 〉 ∀ X,Y ∈ g .
Let ‖ ‖ denote the norm induced on g by 〈〈 | 〉〉, i.e.
‖X‖ =
√
〈〈X |X 〉〉 ∀ X ∈ g . (6.2)
From the above properties satisfied by 〈 | 〉, it straighforward to verify that 〈〈 | 〉〉 satisfies
〈〈X |Y 〉〉 = 〈〈Y |X 〉〉 ,
〈〈 c(X)|c(Y ) 〉〉 = 〈〈X |Y 〉〉 , (6.3)
〈〈 [X, c(Y )]|Z 〉〉 = 〈〈X |[Y, Z] 〉〉
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for all X,Y, Z ∈ g.
Let Ω+,Ω− ∈ g be two vectors such that
[Λ0,Ω±] = ±2Ω± , [Ω+,Ω−] = Λ0 and c(Ω+) = −Ω− .
Then spanC{Λ0,Ω+,Ω−} ∼= sl(2,C). The dot notation will often be used to denote the adjoint action
of spanC{Λ0,Ω+,Ω−} on g, i.e.
X.Y := ad(X)(Y ) ∀ X ∈ spanC{Λ0,Ω+,Ω−}, Y ∈ g.
Because Λ0 is a semisimple element, ad(Λ0) is diagonalizable and it follows from sl(2)-representation
theory [12] that the eigenvalues are integers. Let Vn denote the eigenspaces of ad(Λ0), i.e.
Vn := {X ∈ g | Λ0.X = nX} n ∈ Z .
It also follows from sl(2,C)-representation theory that if X ∈ g is a highest weight vector of the
adjoint representation of spanC{Λ0,Ω+,Ω−} with weight n, and we define X−1 = 0, X0 = X and
Xj = (1/j!)Ω
j
−.X0 (j ≥ 0), then
Λ0.Xj = (n− 2j)Xj ,
Ω−.Xj = (j + 1)Xj+1 , (6.4)
Ω+.Xj = (n− j + 1)Xj−1 (j ≥ 0) .
Proposition 1. There exists M highest weight vectors ξ1, ξ2, . . . , ξM for the adjoint representation
of spanC{Λ0,Ω+,Ω−} on g that satisfy
(i) the ξj have weights 2kj where j = 1, 2, . . . ,M and 1 = k1 ≤ k2 ≤ · · · ≤ kM ,
(ii) if V (ξj) denotes the irreducible submodule of g generated by ξj, then the sum
∑M
j=1 V (ξ
j) is
direct,
(iii) if ξjl = (1/l!)Ω
l
−.ξ
j then
c(ξjl ) = (−1)
lξj2kj−l , (6.5)
(iv) M = |Sλ| and the set {ξ
j
kj−1
| j = 1, 2, . . .M} forms a basis for V2 over C.
Proof. (i) and (ii): The conjugation operator c satisfies
c([X,Y ]) = [c(X), c(Y )] ∀ X,Y ∈ g . (6.6)
Because Λ0 ∈ ih0,
c(Λ0) = −Λ0. (6.7)
Using (3.2), (6.6), and (6.7), it is easy to see that
c ◦ ad(Ω±)
n = (−1)nad(Ω±)
n ◦ c for every n ∈ Z≥0 and c ◦ ad(Λ0) = −ad(Λ0) ◦ c . (6.8)
As usual, define the Casimir operator C by
C = 12ad(Λ0)
2 + ad(Ω+)ad(Ω−) + ad(Ω−)ad(Ω+) .
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Then g can be decomposed as follows [23]
g =
⊕
p
V (sp, v
p) , (6.9)
where V (sp, v
p) is a highest weight module generated by the highest weight vector vp of weight sp,
and it has the property
C V (sp,vp) =
(
1
2s
2
p + sp
)
idV (sp,vp) ∀ p . (6.10)
From (6.8) it follows that C ◦ c = c ◦ C. Using this result and (6.10), we see that
c(V (sp, v
p)) ⊂ V (sp, v
p) ∀ p . (6.11)
Let {sp1 , sp2 , . . . , spM } be the set of weights from the decomposition (6.9) that are even and greater
than zero. We will assume that they are ordered so that sp1 ≤ sp2 ≤ . . . ≤ spM . Define kj = spj/2.
Then the kj are positive integers that satisfy k1 ≤, k2 ≤ . . . ≤ kM . Note that k1 = 1 because Ω+ is
a highest weight vector with weight 2. To simplify notation, set vj := vpj . As before with highest
weight vectors (see (6.4)), we let vjl = (1/l!)Ω
l
−.v
j . Define
ξj =
{
ivj + c(ivj2kj ) if c(v
j
2kj
) = −c(vj)
vj + c(vj2kj ) otherwise
(6.12)
for j = 1, 2, . . .M . Then straightforward calculation using (6.8) and (6.4) shows that Λ0.ξ
j = 2kjξ
j
and Ω+.ξ
j = 0 for j = 1, 2, . . .M . This implies that the ξj are all highest weight vectors of weight
2kj . Let V (ξ
j) denote the irreducible submodule generated by ξj . From (6.11) and (6.12) it is clear
that ξj ⊂ V (2kj , v
j) and hence V (ξj) = V (2kj , v
j). Thus the decomposition (6.9) shows that the
sum
∑M
j=1 V (ξ
j) is direct.
(iii): The relationship (6.5) follows from (6.8) , (6.12), and (6.4).
(iv): Because the numbers 2k1, 2k2, . . . , 2kM exhaust all the positive even weights and the sum∑M
j=1 V (ξ
j) is direct, it follows from sl(2,C)-representation theory that {ξj | j = 1, 2, . . .M} is a
basis over C for V2. But {eα | α ∈ Sλ} is also a basis over C for V2. Therefore we must have
M = |Sλ|.
Define an R-linear operator A : g→ g by
A = 12ad(Ω+) ◦
(
ad(Ω−) + ad(Ω+) ◦ c
)
. (6.13)
Proposition 2. The R-linear operator A is symmetric with respect to the inner product 〈〈 | 〉〉, i.e.
〈〈A(X)|Y 〉〉 = 〈〈X |A(Y ) 〉〉 ∀ X,Y ∈ g .
Proof. From (3.2) and the properties (6.3) of the inner product 〈〈 | 〉〉, it is not hard to show that
〈〈 [Ω+, [Ω−, X ]]|Y 〉〉 = 〈〈X |[Ω+, [Ω−, Y ]] 〉〉 and 〈〈 [Ω+, [Ω+, c(X)]]|Y 〉〉 = 〈〈X |[Ω+, [Ω+, c(Y )]] 〉〉 for
every X,Y ∈ g. From the definition of A, it is then obvious that 〈〈A(X)|Y 〉〉 = 〈〈A|A(Y ) 〉〉 for
every X,Y ∈ g.
Lemma 1.
A(V2) ⊂ V2 (6.14)
Proof. It follows from sl(2,C)-representation theory that Ω±.Vn ⊂ Vn±2. From (6.8) it is clear that
c(Vn) ⊂ Vn. Thus Ω+.Ω−.V2 ⊂ V2 and Ω+.Ω+.c(V2) ⊂ V2 which implies that A(V2) ⊂ V2.
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This proposition shows that A restricts to an operator on V2. We denote this operator by
A2 := A V2 . (6.15)
Label the integers kj from proposition 1 as follows
1 = kJ1 = kJ1+1 = · · · = kJ1+m1−1 < kJ2 = kJ2+1 = · · · = kJ2+m2−1
< · · · < kJI = kJI+1 = · · · = kJI+mI−1 ,
where J1 = 1, Jl +ml = Jl+1 for l = 1, 2, . . . , I and JI+1 = M − 1. Define
kl := kJl l = 1, 2, . . . , I . (6.16)
The set {ξjkj−1 | j = 1, 2, . . .M} forms a basis over C of V2 by proposition 1 (iv). Therefore the set
of vectors {X ls, Y
l
s | l = 1, 2, . . . , I ; s = 0, 1, . . . ,ml − 1} where
X ls :=
{
ξJl+s
kl−1
if kl is odd
iξJl+s
kl−1
if kl is even
and Y ls := iX
l
s , (6.17)
forms a basis of V2 over R. By proposition 2, we know that A is symmetric and therefore diag-
onalizable. This forces A2 to also be diagonalizable. The next lemma shows that {X ls, Y
l
s | l =
1, 2, . . . , I s = 0, 1, . . . ,ml − 1} is in fact an eigenbasis of A2.
Lemma 2.
A2(X
l
s) = kl(kl + 1)X
l
s and A2(Y
l
s ) = 0 for l = 1, 2, . . . , I and s = 0, 1, . . . ,ml − 1 . (6.18)
Proof. Using the formulas (6.4) and proposition 1 (iii) it is easy to show that
A(ξjkj−1) =
1
2kj(kj + 1)
(
1 + (−1)kj−1
)
ξjkj−1 and A(iξ
j
kj−1
) = 12kj(kj + 1)
(
1 + (−1)kj
)
iξjkj−1 for
j = 1, 2, . . .M . The proposition then follows from (6.16) and 6.17.
An immediate consequence of this lemma is that spec(A2) = {0} ∪ {kj(kj + 1) | j = 1, 2, . . . I} and
mj is the dimension of the eigenspace corresponding to the eigenvalue kj(kj +1). Note that I is the
number of distinct positive eigenvalues of A2.
Define
El0 = spanR{Y
l
s | s = 0, 1, . . . ,ml − 1} , E
l
+ = spanR{X
l
s | s = 0, 1, . . . ,ml − 1} , (6.19)
and
E0 =
I⊕
l=1
El0 , E+ =
I⊕
l=1
El+ . (6.20)
Then E0 = ker (A2) and E
l
+ is the eigenspace of A2 corresponding to the eigenvalue kl(kl + 1)
Moreover, using proposition 1 (iv), we see that
V2 = E0 ⊕ E+ . (6.21)
Lemma 3. Suppose X ∈ V2. Then X ∈
⊕l
q=1 E
q
0 ⊕ E
q
+ if and only if Ω
kl
+ . X = 0.
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Proof. From the formulas (6.4), we get
Ωq−1+ . ξ
l
kl−1 =
{
0 if q > kl
d(q, kl)ξ
l
kl−q
if q ≤ kl
,
where d(q, r) = (q + r)!/(r + 1)!. This implies that
Ωl−1+ . X
q
p =
{
0 if l > kq
βq d(l, kq) ξ
Jq+p
kq−l
if l ≤ kq
, (6.22)
and
Ωl−1+ . Y
q
p =
{
0 if l > kq
βq d(l, kq) i ξ
Jq+p
kq−l
if l ≤ kq
, (6.23)
where
βq =
{
1 if kq is odd
i if kq is even
.
Suppose X ∈ V2 =
⊕I
q=1 E
q
0 ⊕ E
q
+. Then there exists real constants aqp and bqp such that
X =
I∑
q=1
mq−1∑
p=0
(
aqp Y
q
p + bqpX
q
p
)
. (6.24)
Suppose Ωkl+ . X = 0. Then (6.22), (6.23), and (6.24) imply that
I∑
q=l+1
mq−1∑
p=0
(
aqp βq d(kl + 1, kq) i ξ
Jq+p
kq−kl−1
+ bqp βq d(kl + 1, kq) ξ
Jq+p
kq−kl−1
)
= 0 .
But the set of vectors{
βq i ξ
Jq+p
kq−kl−1
, βq ξ
Jq+p
kq−kl−1
| q = l + 1, l+ 2, . . . I , p = 0, 1, . . . ,mq − 1
}
is linearly independent over R. Therefore X =
∑l
q=1
∑mq+1
p=0 (aqpY
q
p + bqpX
q
p) which implies that
X ∈
⊕l
q=1 E
q
0 ⊕ E
q
+.
Conversely, suppose X ∈
⊕l
q=1E
q
0 ⊕ E
q
+. The X can be written in the form (6.24) and it is easy
using (6.22) and (6.23) to verify that Ωkl+ . X = 0.
Lemma 4. Suppose X ∈ V2. Then X ∈
⊕l
q=1 E
q
0 ⊕ E
q
+ if and only if Ω
kl+2
+ . c(X) = 0.
Proof. Proved in a similar fashion as lemma 3.
Lemma 5. Let ˜ : Z≥−1 → {1, 2, . . . , I} be the map defined by
−˜1 = 0˜ = 1 and s˜ = max{ l | kl ≤ s } if s > 0.
Then
(i) ks˜ ≤ s for every s ∈ Z≥0.
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(ii) ks˜ ≤ s < ks˜+1 for every s ∈ {0, 1, . . .kI − 1}.
Proof. (i) This is obvious from the definition of ˜ .
(ii) From part (i), ks˜ ≤ s. So suppose ks˜+1 ≤ s. Then from the definition of ˜ it is clear ks˜+1 ≤ ks˜.
But because k1 < k2 < · · · < kI , it follows that s˜+ 1 ≤ s which is a contradiction. Thus ks˜+1 > s
and we are done.
Lemma 6. If X ∈ V2, kp˜ + s < kp˜+1 (s ≥ 0), and Ω
kp˜+s
+ . X = 0, then Ω
kp˜
+ . X = 0.
Proof. Assume s > 0, otherwise we are done. Because X ∈ V2, we have Ω
kp˜+s−1
+ . X ∈ V2(kp˜+s). By
assumption Ω
kp˜+s
+ . X = 0, so
Ω
kp˜+s−1
+ . X ∈ V2(kp˜+s) ∩ ker(ad(Ω+)) .
But, if n ∈ Z>0, then
V2n ∩ ker(ad(Ω+)) 6= {0} ⇐⇒ n ∈ {k1, k2, . . . , kI} ,
because otherwise g would contain an irreducible spanC{Λ0,Ω+,Ω−}-submodule with weight 2n ∈
Z>0\{2k1, 2k2, . . . , 2kI}. This is impossible as the set {2k1, 2k2, . . . , 2kI} exhausts all the positive
even weights of the irreducible spanC{Λ0,Ω+,Ω−}-submodules in g. Therefore Ω
kp˜+s−1
+ . X = 0 as
kp˜ < kp˜ + s < kp˜+1 implies that (kp˜ + s) is not in {k1, k2, . . . , kI}. Repeat the above argument
with s′ = s − 1 to arrive at Ω
kp˜+s
′−1
+ . X = Ω
kp˜+s−2
+ . X = 0. Continuing in this manner, we find
Ω
kp˜
+ . X = 0.
The next theorem is the key result needed to prove that the EYM equations can be put into a form
where theorem 3 applies in a neighborhood of the origin r = 0.
Theorem 9. Suppose p ∈ {1, 2, . . . , kI − 1} and Z0, Z1, . . . , Zp+1 ∈ V2 is a sequence of vectors
that satisfy Z0 ∈ E10 ⊕ E
1
+ and Zn+1 ∈
⊕n˜
q=1E
q
0 ⊕ E
q
+ for n = 0, 1, . . . p. Then for every j ∈
{1, 2, . . . , p+ 1} , s ∈ {0, 1, 2, . . . , j}
(i) [[c(Zj−s), Zs], Zp+2−j ] ∈
⊕p˜
q=1E
q
0 ⊕ E
q
+
(ii) [[c(Zp+2−j), Zj−s], Zs] ∈
⊕p˜
q=1E
q
0 ⊕ E
q
+
Proof. (i) Suppose Z0, Z1, . . . , Zp+1 ∈ V2 is a sequence satisfying Z0 ∈ E10 ⊕ E
1
+ and Zn+1 ∈⊕n˜
q=1 E
q
0 ⊕ E
q
+ for n = 0, 1, . . . p. Then
Ω
k(n−1)˜
+ . Zn = Ω
k(n−1)˜ +2
+ . c(Zn) = 0 (6.25)
for n = 0, 1, 2, . . . , p+1 by lemmas 3 and 4. Now, if j ∈ {1, 2, . . . , p+1} and s ∈ {0, 1, . . . , j}, then
Ωp+.[[c(Zj−s), Zs], Zp+2−j ] =
p∑
l=0
l∑
m=0
(
p
l
)(
l
m
)
apsjlm
where
apsjlm = [[Ω
m
+ . c(Zj−s),Ω
l−m
+ . Zs],Ω
p−l
+ . Zp+2−j ] .
Applying (6.25) yields apsjlm = 0 if m − 2 ≥ k(j−s−1)˜ or l −m ≥ k(s−1)˜ or p − l ≥ k(p+1−j)˜ . But
because of lemma 5 (i), this implies that apsjlm = 0 if m − 2 ≥ j − s − 1 or l − m ≥ s − 1 or
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p − l ≥ p + 1 − j. It follows that apsjlm = 0 unless l and m satisfy j − 1 < l < m + s − 1 < j
which is impossible. Therefore apsjlm = 0 for all l and m. Thus Ω
p
+.[[c(Zj−s), Zs], Zp+2−j] =
0. But then it follows from lemmas 5 (ii) and 6 that Ωp˜+.[[c(Zj−s), Zs], Zp+2−j] = 0 and hence
[[c(Zj−s), Zs], Zp+2−j] ∈
⊕p˜
q=1 E
q
0 ⊕ E
q
+ by lemma 3.
(ii) It follows from similar arguments that [[c(Zp+2−j), Zj−s], Zs] ∈
⊕p˜
q=1 E
q
0 ⊕ E
q
+.
It is worthwhile to note that all the the above results did not depend on Λ0 being regular. However,
for what follows we will need Λ0 to be regular.
Proposition 3. Suppose Λ0 is regular. Then spanC{ξ1, ξ2, . . . , ξM} is an Abelian subalgebra of gλ
and hence also an Abelian subalgebra of g.
Proof. From the definition of gλ, it follows that spanC{Λ0,Ω+,Ω−} ⊂ gλ and V2 ⊂ gλ. But by
proposition 1 V2 = spanC{ξ1k1−1, ξ
2
k2−1
, ξMkM−1}, and hence
(kl + 1)!
(2kl)!
Ωkl−1+ . ξ
l
kl−1
= ξl ∈ gλ
for i = 1, 2, . . . ,M . Therefore spanC{ξ1, ξ2, . . . , ξM} ⊂ gλ. The ξj are highest weight vectors,
consequently
spanC{ξ
1, ξ2, . . . , ξM} ⊂ g
Ω+
λ (6.26)
where g
Ω+
λ = { X ∈ gλ | [Ω+, X ] = 0 }. Define Vλ,n := { X ∈ gλ | Λ0. X = nX }. By theorem
1, Sλ is a base a system of roots of gλ and α(Λ0) = 2 for every α ∈ Sλ and hence it follows that
Vλ,2 = V2. Using sl(2,C)-representation theory, it is not hard to show that dimC g
Ω+
λ = dimC Vλ,2.
But dimC V2 = |Sλ|, and therefore dimC g
Ω+
λ = |Sλ|. By proposition 1, |Sλ| = M and hence we get
from (6.26) that
spanC{ξ
1, ξ2, . . . , ξM} = g
Ω+
λ . (6.27)
Theorem 1 proved that |Sλ| = dimC hλ which in turn gives , via the above result, dimC g
Ω+
λ =
dimC hλ . Applying lemma 2.1.15 of [9] then shows that
dimC g
Ω+
λ = min{ dimC g
X
λ | X ∈ gλ } . (6.28)
We can identify gλ with the dual g
∗
λ using the form ( , ), i.e.
ι : gλ,0 → g
∗
λ,0 ; ι(X)(·) = (X, ·) .
So if f ∈ g∗λ and we define g
f
λ = { X ∈ gλ | ad
∗
X(f) = 0}, then it can be shown that
g
ι(X)
λ = g
X
λ ∀ X ∈ g . (6.29)
Let Gλ be a connected complex semisimple Lie group with Lie algebra gλ. Then for f ∈ g∗λ, g
f
λ is
the Lie algebra of coadjoint isotropy group Gλ,f = {a ∈ Gλ |Ad∗a(f) = f }. But then (6.27), (6.28),
(6.29) and a straightforward generalization of theorem 9.3.10 in [21] to complex Lie groups imply
that spanC{ξ1, ξ2, . . . , ξM} is an Abelian subalgebra.
The next theorem is the key result needed to prove that the EYM equations can be put into a form
where theorem 3 applies in a neighborhood r = ∞. Although this theorem looks very similar to
theorem 9, it is more difficult to prove. Similar arguments as in theorem 9 are employed, but these
only go part of the way. Proposition 3 is needed to complete the proof.
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Theorem 10. Assume that Λ0 is regular. Suppose p ∈ {0, 1, 2, . . . , kI} and Z0, Z1, . . . , Zp ∈ V2
is a sequence of vectors that satisfy Zn ∈
⊕n˜
q=1E
q
0 ⊕ E
q
+ for n = 0, 1, 2 . . . p. Then for every
j ∈ {1, 2, . . . , p} , s ∈ {0, 1, . . . , j}
(i) [[c(Zj−s), Zs], Zp+1−j ] ∈
⊕p˜
q=1E
q
0 ⊕ E
q
+
(ii) [[c(Zp+1−j), Zj−s], Zs] ∈
⊕p˜
q=1E
q
0 ⊕ E
q
+
Proof. (i) Suppose Z0, Z1, . . . , Zp ∈ V2 is a sequence satisfying Zn ∈
⊕n˜
q=1 E
q
0⊕E
q
+ for n = 0, 1, . . . p.
Then
Ωkn˜+ . Zn = Ω
kn˜+2
+ . c(Zn) = 0 (6.30)
for n = 0, 1, 2, . . . , p by lemmas 3 and 4. Suppose j ∈ {1, 2, . . . , p} and s ∈ {0, 1, . . . , j}. Then
Ωp+.[[c(Zj−s), Zs], Zp+1−j ] =
p∑
l=0
l∑
m=0
(
p
l
)(
l
m
)
apsjlm (6.31)
where
apsjlm = [[Ω
m
+ . c(Zj−s),Ω
l−m
+ . Zs],Ω
p−l
+ . Zp+1−j ] .
Applying (6.30) yields apsjlm = 0 if m− 2 ≥ k(j−s)˜ or l−m ≥ ks˜ or p− l ≥ k(p+1−j)˜ . But because
of lemma 5 (i), this implies that apsjlm = 0 if m − 2 ≥ j − s or l −m ≥ s or p − l ≥ p + 1 − j. It
follows that apsjlm = 0 unless l and m satisfy j − 1 < l < m + s < j + 2 which implies that l = j
and m+ s = j + 1. Thus the sum (6.31) reduces to
Ωp+.[[c(Zj−s), Zs], Zp+1−j ] =
(
p
j
)(
j
j + 1− s
)
[[X1, X2], X3]
where X1 = Ω
j−s+1
+ . c(Zj−s), X2 = Ω
s−1
+ . Zs , and X3 = Ω
p−j
+ . Zp+1−j . Applying (6.30) then shows
that Ω+. Xa = 0 for a = 1, 2, 3. Because the Xa have even weights,
X1, X2, X3 ∈ spanC{ξ
1, ξ2, . . . , ξM} .
But spanC{ξ1, ξ2, . . . , ξM} is an Abelian subalgebra by proposition 3, so [[X1, X2], X3] = 0 which
implies that Ωp+.[[c(Zj−s), Zs], Zp+1−j ] = 0. We then get via lemma 6 that
Ω
kp˜
+ .[[c(Zj−s), Zs], Zp+1−j ] = 0 and hence [[c(Zj−s), Zs], Zp+1−j ] ∈
⊕p˜
q=1E
q
0 ⊕ E
q
+ by lemma 3.
(ii) The proof that [[c(Zp+1−j), Zj−s], Zs] ∈
⊕p˜
q=1 E
q
0 ⊕ E
q
+ is similar to part (i).
Proposition 4. If Ω+ ∈
∑
α∈Sλ
Reα and Λ0 is regular, then E+ =
∑
α∈Sλ
Reα.
Proof. Introduce a basis { Zj | 1 ≤ j ≤M } over R for E+ by defining
Zj =
{
ξjkj−1 if kj is odd
i ξjkj−1 if kj is even
1 ≤ j ≤M .
Equations (6.4) and proposition 1 (iii) can be used to show that
Ω+. c(Zj) = Ω−. Zj 1 ≤ j ≤M . (6.32)
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By assumption Ω+ =
∑
α∈Sλ
wαeα for some set of constants wα ∈ R. Because c(Ω+) = −Ω− and
c(eα) = −e−α, Ω− =
∑
α∈Sλ
wαe−α. Since Zj ∈ V2, Zj =
∑
α∈Sλ
ajαeα for some set of constants
ajα ∈ C. So then c(Zj) = −
∑
α∈Sλ
ajαe−α. Now, since Λ0 is regular, equation (3.15) holds.
Therefore
Ω−. Zj =
∑
α∈Sλ
wαajα[e−α, eα] =
∑
α∈Sλ
−wαajαhα , (6.33)
while
Ω+. c(Zj) =
∑
α∈Sλ
−wαajα[eα, e−α] =
∑
α∈Sλ
−wαajαhα . (6.34)
The three results (6.32), (6.33), and (6.34) then yield∑
α∈Sλ
wα(ajα − ajα)hα = 0 .
Since Λ0 is regular, it follows that wα 6= 0 for all α ∈ Sλ and the set { hα | α ∈ Sλ } is linearly
independent [7]. Thus ajα − ajα = 0 for all α ∈ Sλ and j = 1, 2, . . . ,M . So Zj ∈
∑
α∈Sλ
Reα for
j = 1, 2, . . . ,M which implies that E+ ⊂
∑
α∈Sλ
Reα. However, dimRE+ = dimR(
∑
α∈Sλ
Reα) =
|Sλ| and therefore E+ =
∑
α∈Sλ
Reα.
Suppose Λ0 is regular and Ω+ =
∑
α∈Sλ
wαeα where wα ∈ R for every α ∈ Sλ. Then using (3.10),
(3.15), and the fact that c(eα) = −e−α, it is not difficult to show that
A2(eα) =
∑
β∈Sλ
wβ〈β, α 〉wαeβ .
This result along with (6.21) and proposition 4 shows that { eα | α ∈ Sλ } can be completed to a
basis over R of V2 so that the matrix of A2 with respect to this basis takes the form
[A2] =
(
0 0
0 [Aαβ ]
)
, (6.35)
with
Aαβ = wα〈α, β 〉wβ . (6.36)
7 Local Uniqueness and Existence Proofs
In this section we present the proofs of theorems 4, 5, and 6. The proof of theorem 6 is the easiest
and does not depend on the results of the section 6.
Define
E := { kj | j = 1, 2, . . . I}
with the kj defined in (6.16) and let
prq+ : E+ → E
q
+ q = 1, 2, . . . I
denote the projection operators between the spaces defined in (6.19) and (6.20). If a ∈ R, we will
use Iǫ(a) to denote an interval of radius ǫ about a, i.e.
Iǫ(a) = (a− ǫ, a+ ǫ) .
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From proposition 4 and (3.19), we know that the the solution Λ+(r) to equation (3.6) is, up to a
gauge transformation, completely characterized by the condition
Λ+(r) ∈ E+ ∀ r . (7.1)
As discussed previously, if we can solve the two EYM equations (3.3) and (3.5) for the variables
{Λ+(r),m(r)} the the remaining equation (3.4) can be integrated to yield S. Consequently, we are
only interested in the equations (3.3) and (3.5).
Proof of theorem 4. The proof of this theorem involves finding a change of variables to put the system
of differential equations (3.3) and (3.5) into a form where theorem 3 applies in a neighborhood of
r = 0.
Since Λ+ satisfies (7.1), we can introduce new variables {us+1(r) | s ∈ E } that satisfy
Λ+(r) = Ω+ +
∑
s∈E
us+1(r) r
s+1 (7.2)
where Ω+ = Λ+(0) and us+1(r) ∈ E s˜+ for all r and s ∈ E . Because E+ =
⊕I
q=1E
q
+, it is obvious
that this transformation is invertible. Define
χs+1 =
{
1 if s ∈ E
0 otherwise
,
Then we can write Λ+(r) = Ω++
∑∞
k=0 χkuk(r) r
k . Substituting this in (3.8) shows that there exists
an integer N1 such that
F = −
∑
k∈E
A2(uk+1) r
k+1 +
N1∑
k=2
fkr
k ,
where
fk =
1
2
∑k−2
j=2
{
[[Ω+, c(χjuj)] + [Ω−, χjuj], χk−juk−j ]
+ [[χjuj , c(χk−juk−j)],Ω+] +
j−2∑
s=2
[[χsus, c(χj−suj−s)], χk−juk−j ]
}
.
But A2(uk+1) = k(k + 1)uk+1 for every k ∈ E by lemma 2 and hence
F = −
∑
k∈E
k(k + 1)uk+1 r
k+1 +
N1∑
k=2
fkr
k . (7.3)
Define
vs+1 = u
′
s+1 ∀ s ∈ E . (7.4)
Using (7.2), (7.3) and (7.4), the EYM equation (3.5) can be written as
r
∑
k∈E
v′k+1 r
k+1 =− 2
∑
k∈E
(k + 1)vk+1 r
k+1 +
∑
k∈E
k(k + 1)
r
(
1
N
− 1
)
uk+1 r
k+1
−
2
rN
(
m−
1
r
P
)∑
k∈E
(
vk+1 r
k+1 + (k + 1)uk+1r
k
)
−
1
N
N1∑
k=4
fk r
k−1 . (7.5)
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Applying the projections prk˜+ for every k ∈ E to equation (7.5) yields
rv′k+1 =− 2(k + 1)vk+1 −
2
rN
(
m−
1
r
P
)
vk+1 +
k(k + 1)
r
(
1
N
− 1
)
uk+1
−
2
r2N
(
m−
1
r
P
)
(k + 1)uk+1r
k −
1
rk+1N
N1−2∑
s=2
prk˜+ (fs+2) r
s+1 ∀ k ∈ E . (7.6)
The last term in (7.6) is the main obstruction to putting the equation into a form where theorem 3
applies. It seems to contain terms of order r−s (s > 0) . However, as we shall now see, the results
of section 6 can be used to show that
1
rk+1N
N1−2∑
s=0
prk˜+ (fs+2) r
s+1 =
1
N
N1−2∑
s=k
prk˜+ (fs+2) r
s−k . (7.7)
Namely, by using proposition 4, we can show that fk ∈ E+ for all k. From the definition of the us+1
it is clear that χs+1us+1 ∈
⊕s˜
q=1 E
q
+ for 0 ≤ s ≤ kI , and so it follows from theorem 9 by letting
Z0 = Ω+ and Zk+1 = χk+1uk+1 for k ≥ 0 that fs+2 ∈
⊕s˜
q=1E
q
+. Consequently, for every k ∈ E
prk˜+ (fs+2) = 0 if s < k ,
because k ∈ E implies that k = kk˜ and hence it follows for s < k = kk˜ that s˜ < k˜. This proves (7.7).
Therefore we can rewrite (7.6) as
rv′k+1 =− 2(k + 1)vk+1 −
2
rN
(
m−
1
r
P
)
vk+1 +
k(k + 1)
r
(
1
N
− 1
)
uk+1
−
2
r2N
(
m−
1
r
P
)
(k + 1)uk+1 −
r
N
N1−1∑
s=k
prk˜+ (fs+3) r
s−k
+
(
1−
1
N
)
prk˜+ (fk+2)− pr
k˜
+ (fk+2) ∀ k ∈ E . (7.8)
Using the properties (6.3) of 〈〈 | 〉〉 and the fact that A2(u2) = 2u2, it can be shown that there
exists analytic functions
Pˆ : E+ × R→ R and Gˆ : E+ × E+ × R→ R ,
such that
P = r4 ‖u2‖
2
+ r5Pˆ (u, r) and G = r22 ‖u2‖
2
+ r3Gˆ(u, v, r) , (7.9)
where u =
∑
s∈E us+1, v =
∑
s∈E vs+1, and ‖ ‖ is defined by (6.2). Introduce a new “mass” variable
µ by
µ =
1
r3
(m− r3 ‖u2‖
2
) . (7.10)
Recall that k1 = 1, so 1 is always in E and hence u2 is always defined. We can then write the EYM
equation (3.3) as
rµ′ = −3µ+ r
{
Pˆ (u, r) + Gˆ(u, v, r)− 2〈〈u2|v2 〉〉
−2 r (µ+ ‖u2‖
2
)(2 ‖u2‖
2
+ rGˆ(u, v, r))
}
. (7.11)
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Introduce one last change of variables via
vˆk+1 = vk+1 +
1
2(k + 1)
prk˜+ (fk+2) . (7.12)
Fix X ∈ E+ and define vˆ =
∑
s∈E vˆs+1. Then using (7.8), (7.10) and (7.12), it can be shown that
there exists a neighborhood of NX of X in E+, an ǫ > 0, and a sequence of analytic maps
Gk : NX × E+ × Iǫ(0)× Iǫ(0) −→ E
k˜
0 ∀ k ∈ E ,
such that
rvˆ′k+1 = −2(k + 1)vˆk+1 + rGk(u, vˆ, µ, r) ∀ k ∈ E . (7.13)
Also from (7.4), (7.11) and (7.12), it is not difficult to show that there exists analytic maps
Hk : E+ × E+ −→ E
k˜
+ ∀ k ∈ E and K : E+ × E+ × R× R −→ R ,
such that
ru′k+1 = rHk(u, vˆ) ∀ k ∈ E , (7.14)
rµ′ = −3µ+ rK(u, vˆ, µ, r) . (7.15)
The system of differential equations (7.13), (7.14) and (7.15) are in the form for which theorem
3 applies. Applying this theorem shows that for fixed X ∈ E+ there exist a unique solution
{uk+1(r, Y ), vˆk+1(r, Y ), µ(r, Y )} to this system of differential equations that is analytic in a neigh-
borhood of (r, Y ) = (0, X) and that satisfies
us+1(r, Y ) = Ys +O(r) ∀ s ∈ E , (7.16)
vˆs+1(r, Y ) = O(r) ∀ s ∈ E , (7.17)
µ(r, Y ) = O(r) ,
where Ys = pr
s˜
+ (Y ). From equation (7.10), it is then clear that mass m satisfies
m(r) = O(r3) .
Also from (7.9), (7.12), (7.16) and (7.17) it is not difficult to see that
P = O(r4) and G = O(r2) . (7.18)
From the results of the previous section there exists an orthonormal basis { fj | j = 1, 2, . . .M } for
E+ consisting of eigenvectors for A2, i.e, A2(fj) = kj(kj+1)fj . Thus we can introduce new variables
{ uˆj(r) | j = 1, 2, . . .M } via
∑
s∈E
us+1(r)r
s+1 =
M∑
j=1
uˆj(r)r
kj+1fj . (7.19)
From proposition 1 we know that M = |Sλ|. So we can write Sλ = { αj | j = 1, 2, . . .M} and we
get from proposition 4 that { eαj | j = 1, 2, . . .M} is also a basis for E+. Therefore there exists a
real non-singular matrix Cij such that
fj =
M∑
k=1
Ckjeαk . (7.20)
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Expand Ω+ and Λ+ in the basis { eαj | j = 1, 2, . . .M} as follows
Ω+ =
M∑
j=1
wj,0eαj and Λ+(r) =
M∑
j=1
wj(r)eαj . (7.21)
Then results (7.2), (7.19), (7.20), and (7.21) imply that
wi(r) = wi,0 +
M∑
j=1
Cij uˆj(r)r
kj+1 i = 1, 2, . . .M ,
while from (7.16) and (7.19) it is clear that
uˆj(r, Y ) = βj(Y ) + O(r) j = 1, 2 . . . ,M ,
where βj(Y ) = 〈〈 fj |Y 〉〉.
Proof of theorem 5. The proof of this theorem involves finding a change of variables to put the system
of differential equations (3.3) and (3.5) into a form where theorem 3 applies in a neighborhood of
z = 0 where z = 1r . This proof is similar to the proof of theorem 4 with the exception that theorem
10 is needed instead of theorem 9.
Since Λ+ satisfies (7.1), we can introduce new variables {us(z) | s ∈ E } that satisfy
Λ+(z) = Ω+ +
∑
s∈E
us(z) z
s (7.22)
where Ω+ = Λ+|z=0 and us(z) ∈ E s˜+ for all z and s ∈ E . Because E+ =
⊕I
q=1 E
q
+, it is obvious that
this transformation is invertible. Define
χs =
{
1 if s ∈ E
0 otherwise
.
Then we can write Λ+(z) = Ω+ +
∑∞
k=0 χkuk(z) z
k. Substituting this in (3.8) shows that there
exists an integer N1 such that
F = −
∑
k∈E
A2(uk) z
k +
N1∑
k=1
fkz
k .
where
fk =
1
2
∑k−1
j=1
{
[[Ω+, c(χjuj)] + [Ω−, χjuj], χk−juk−j ]
+ [[χjuj , c(χk−juk−j)],Ω+] +
j−1∑
s=1
[[χsus, c(χj−suj−s)], χk−juk−j ]
}
.
But A2(uk) = k(k + 1)uk for every k ∈ E by lemma 2 and hence
F = −
∑
k∈E
k(k + 1)uk z
k +
N1∑
k=1
fkz
k . (7.23)
Define
vs =
◦
us ∀ s ∈ E . (7.24)
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where
◦
(·) = ddz (·). Using (7.22), (7.23) and (7.24), the EYM equation (3.5) can be written as∑
k∈E
◦
vk z
k+1 =
∑
k∈E
−2(k + 1)vkz
k +
∑
k∈E
{
2
z
(
1−
1
N
)
vk +
1
z2
(
1
N
− 1− 2mz
)
k(k − 1)uk
+
4m
z
(
1
N
− 1
)
kuk +
2
N
(2m− z2P )vk −
zP
N
kuk
}
zk+1 +
∑
k∈E
2mk(k + 1)ukz
k
−
1
N
N1∑
k=1
fk z
k−1 (7.25)
Applying the projections prk˜+ for every k ∈ E to equation (7.25) yields
z
◦
vk =− 2(k + 1)vk + z
{
2
z
(
1−
1
N
)
vk +
1
z2
(
1
N
− 1− 2mz
)
k(k − 1)uk
+
4m
z
(
1
N
− 1
)
kuk +
2
N
(2m− z2P )vk −
zP
N
kuk
}
+ 2mk(k + 1)uk
−
1
zkN
N1−1∑
s=0
prk˜+ (fs+1) z
s ∀ k ∈ E . (7.26)
The last term in (7.26) is the main obstruction to putting this equation into a form where theorem
3 applies. It seems to contain terms of order z−s (s > 0) . But this is not the case as the results of
section 6 can be used to show that
1
zkN
N1−1∑
s=0
prk˜+ (fs+1) z
s =
1
N
N1−1∑
s=k
prk˜+ (fs+1) z
s−k .
Namely, using proposition 4, it can be shown that fk ∈ E+ for all k. From the definition of the us
it is obvious that χsus ∈
⊕s˜
q=1 E
q
+ for 1 ≤ s ≤ kI , and therefore by letting Z0 = Ω+ and Zk = χkuk
for k ≥ 1 we get fs+1 ∈
⊕s˜
q=1 E
q
+ via theorem 10 . Consequently, for every k ∈ E
prk˜+ (fs+1) = 0 if s < k ,
because k ∈ E implies that k = kk˜ and hence it follows for s < k = kk˜ that s˜ < k˜. Therefore we can
rewrite (7.26) as
z
◦
vk =− 2(k + 1)vk + z
{
2
z
(
1−
1
N
)
vk +
1
z2
(
1
N
− 1− 3mz
)
k(k − 1)uk
+
4m
z
(
1
N
− 1
)
kuk +
2
N
(2m− z2P )vk −
zP
N
kuk −
z
N
N1−1∑
s=k+1
prk˜+ (fs+1) z
s−k−1
+
(
1−
1
N
)
prk˜+ (fk+1)
}
+ 2mk(k + 1)uk − pr
k˜
+ (fk+1) ∀ k ∈ E . (7.27)
It is clear that there exists analytic functions
Pˆ : E+ × R→ R and Gˆ : E+ × E+ × R→ R ,
such that
P = Pˆ (u, z) and G = z4Gˆ(u, v, z) ,
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where u =
∑
s∈E us and v =
∑
s∈E vs. The EYM equation (3.3) can then be written as
z
◦
m = z
[
(2mz − 1)z2Gˆ(u, v, z)− P (u, z)
]
. (7.28)
Introduce one last change of variables via
vˆk = vk +
1
2(k + 1)
prk˜+ (fk+1)− kmuk . (7.29)
Fix a > 0 and define vˆ =
∑
s∈E vˆs. Then using (7.27), and (7.29), it can be shown that there exists
and ǫ > 0, and a sequence of analytic maps
Gk : E+ × E+ × Iǫ(a)× Iǫ(0) −→ E
k˜
0 ∀ k ∈ E ,
such that
z
◦
vˆk = −2(k + 1)vˆk + zGk(u, vˆ,m, z) ∀ k ∈ E . (7.30)
Also from (7.24), (7.28) and (7.29), it is not hard to show that there exists analytic maps
Hk : E+ × E+ × R −→ E
k˜
+ ∀ k ∈ E and K : E+ × E+ × R× R −→ R , (7.31)
such that
z
◦
uk = zHk(u, vˆ,m) ∀ k ∈ E , (7.32)
z
◦
m = zK(u, vˆ,m, z) . (7.33)
The system of differential equations (7.30), (7.32) and (7.33) are in the form for which theorem
3 applies. Applying this theorem shows that for fixed (X, a) ∈ E+ × (0,∞) there exist a unique
solution {uk(z, Y,m∞), vˆk(z, Y,m∞),m(z, Y,m∞)} to this system of differential equations that is
analytic in a neighborhood of (z, Y,m∞) = (0, X, a) and satisfies
us(z, Y,m∞) = Ys +O(z) ∀ s ∈ E , (7.34)
vˆs(z, Y,m∞) = O(z) ∀ s ∈ E ,
m(z, Y,m∞) = m∞ +O(z) ,
where Ys = pr
s˜
+ (Y ). Let { fj | j = 1, 2, . . .M } and { eαj | j = 1, 2, . . .M} be the same basis for
E+ as introduced in the proof of theorem 4. Then we can introduce new variables { uˆj(z) | j =
1, 2, . . .M } via ∑
s∈E
us(z)z
s =
M∑
j=1
uˆj(z)z
kj fj . (7.35)
Expand Ω+ and Λ+ in the basis { eαj | j = 1, 2, . . .M} as follows
Ω+ =
M∑
j=1
wj,∞eαj and Λ+(z) =
M∑
j=1
wj(z)eαj . (7.36)
Results (7.22), (7.35), (7.20), and (7.36) then imply that
wi(z) = wi,∞ +
M∑
j=1
Cij uˆj(z)z
kj i = 1, 2, . . .M ,
while from (7.34) and (7.35) it is clear that
uˆj(z, Y,m∞) = αj(Y ) + O(z) j = 1, 2 . . . ,M ,
where αj(Y ) = 〈〈 fj |Y 〉〉.
Oliynyk and Ku¨nzle: Spherical EYM fields with compact gauge groups 29
Proof of theorem 6 . The proof of this theorem involves finding a change of variables to put the
system of differential equations (3.3) and (3.5) into a form where theorem 3 applies in a neighborhood
of r = rH .
Note that although we use the space E+ which was defined in section 6, this proof does not depend
on the results of section 6. Indeed, E+ can be replaced by
∑
α∈Sλ
Reα everywhere in the proof
below and one does not have to know that E+ =
∑
α∈Sλ
Reα, which is the content of proposition 4.
The notation E+ is used for convenience.
Introduce new variables t, µ, and v via
t = r − rH ,
N = t(µ+ ν) , (7.37)
v = (µ+ ν)Λ′+ .
where ν is a constant. Then
t
dΛ+
dt
= t
(
v
µ+ ν
)
, (7.38)
and it is clear that there exists analytic maps
Fˆ : E+ −→ E+ and Pˆ : E+ −→ R
such that
Fˆ(Λ+) = F and Pˆ (Λ+) = P .
Assume |ν| > 0. Define a analytic map
Gˆ : E+ × I|ν|(0)→ R
by
Gˆ(X, a) =
1
2(a+ ν)2
‖X‖2 .
Then
G = Gˆ(v, µ) .
Using these new variables, we can write the EYM equations (3.3) and (3.5) as
t
dµ
dt
=− (µ+ ν) +
1
rH
−
2
r3H
Pˆ (Λ+) + t
[
1
t
(
1
t+ rH
−
1
rH
)
−
2
t
(
1
(t+ rH)3
−
1
r3H
)
Pˆ (Λ+) +
(
µ+ ν
t+ rH
)
(1 + 2Gˆ(v, µ))
]
, (7.39)
and
t
dv
dt
= −v −
1
(t+ rH)2
Fˆ(Λ+)− t
(
2Gˆ(v, µ)
t+ rH
)
v , (7.40)
respectively. Introduce two new variables µ and vˆ via
µˆ = µ+ ν −
1
rH
+
2
r3H
Pˆ (Λ+) , (7.41)
vˆ = v +
1
r2H
Fˆ(Λ+) . (7.42)
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Define an analytic map
γ : E+ × R −→ R
by
γ(X, a) = a− ν +
1
rH
−
2
r3H
Pˆ (X) .
Fix a vector Z ∈ E+ that satisfies ‖
1
rH
− 2
r3
H
Pˆ (Z)‖ > 0. Then if we set
ν =
1
rH
−
2
r3H
Pˆ (Z) ,
we get γ(Y, 0) = 0. So we can define an open neighborhood D of (Z, 0) ∈ E+ × R by
D = { (X, a) | ‖γ(X, a)‖ < ‖ν‖ }.
Then from (7.38), (7.39), (7.40), (7.41), and (7.42), it is not hard to show that there exists an ǫ > 0
and analytic maps
G : E+ ×D −→ R ,
H : E+ ×D × Iǫ(0) −→ R ,
K : E+ ×D × Iǫ(0) −→ R ,
such that
t
dΛ+
dt
= tG(vˆ,Λ+, µˆ) , (7.43)
t
dvˆ
dt
= −vˆ + tH(vˆ,Λ+, µˆ, t) , (7.44)
t
dµˆ
dt
= −µˆ+ tK(vˆ,Λ+, µˆ, t) . (7.45)
The system of differential equations (7.43), (7.44) and (7.45) is in the form for which theorem 3
applies. Applying this theorem shows that exists a unique solution {Λ+(t, Y ), vˆ(t, Y ), µˆ(t, Y )} to
this system of differential equations that is analytic in a neighborhood of (t, Y ) = (0, Z) and that
satisfies
Λ+(t, Y ) = Z +O(t) , (7.46)
vˆ(t, Y ) = O(t) ,
µˆ(t, Y ) = O(t) . (7.47)
Expand Z and Λ+ in the basis { eα | α ∈ Sλ} as follows
Z =
∑
α∈Sλ
wα,rHeα and Λ+(t) =
∑
α∈Sλ
wα(t)eα .
Then equation (7.46) shows that
wα(t, Z) = wα,rH +O(t) ∀ α ∈ Sλ .
It also not difficult to show that equations (7.37), (7.41), and (7.47) imply that
N(t, Z) = νt+O(t2) .
From this it follows immediately that
N(rH) = 0 and N
′(rH) = ν .
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