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ΠΑΝΕΠΙΣΤΗΜΙΟ ΘΕΣΣΑΛΙΑΣ
Περίληψη
Τμήμα Ηλεκτρολόγων Μηχανικών και Μηχανικών Υpiολογιστών
Μεταpiτυχιακό Δίpiλωμα
Μοντελοpiοίηση και Ανάλυση Καινοτομίας με τη χρήση Τεχνητής Νοημοσύνης
Αθανάσιος Ζουμpiέκας
Στους σημερινούς καιρούς ταχείας τεχνολογικής και οικονομικής αλλαγής, είναι ζω-
τικής σημασίας για μια χώρα να αξιολογήσει τα piλεονεκτήματα και τις αδυναμίες της
όσον αφορά τις εpiιδόσεις της στην καινοτομία. Σκοpiός αυτής της ερευνητικής μελέτης
είναι να αξιολογήσει και να συγκρίνει την καινοτομία της Ελλάδας σε σχέση με την Ευ-
ρωpiαϊκή ΄Ενωση χρησιμοpiοιώντας τους δείκτες του Ευρωpiαϊκού Πίνακα Αpiοτελεσμάτων
Καινοτομίας. Συγκρίναμε τα αpiοτελέσματα της Ελλάδας με τις μέσες βαθμολογίες της
ΕΕ κατά την piερίοδο 2010-2017. Αναλύουμε τη συστηματική υpiεραpiόδοση και τη χα-
μηλή αpiόδοση της Ελλάδας και τις τάσεις των δεικτών αυτών με την piάροδο των ετών
χρησιμοpiοιώντας στατιστικές τεχνικές και μεθόδους. Εpiιpiλέον, χρησιμοpiοιούμε τεχνι-
κές μηχανικής μάθησης για να καθορίσουμε και να piαρουσιάσουμε τα piιο σημαντικά
χαρακτηριστικά piου οδηγούν τη διακύμανση της συνολικής βαθμολογίας καινοτομίας σε
εpiίpiεδο ΕΕ και Ελλάδας. Πιστεύουμε ότι αυτή η εργασία piαρέχει εξηγήσεις και στοι-
χεία piου βοηθούν τη χώρα να εκτιμήσει τα piλεονεκτήματά της και να αντιμετωpiίσει τα
μειονεκτήματα.
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Athanasios ZOUMPEKAS
In the current times of rapid technological and economic change, it is crucial
for a country to assess its strengths and weaknesses regarding its innovation per-
formance. The purpose of this research study is to evaluate and compare the inno-
vativeness of Greece relative to the European Union using the indicators from the
European Innovation Scoreboard. We compare the scores of Greece with the EU
average scores over the period 2010-2017. We analyze systematic overperformance
and underperformance of Greece and the trends of these indicators over the years
utilizing statistical techniques and methods. Furthermore, we use machine learning
techniques to determine and display the most important features that drive the fluc-
tuation of summary innovation score of EU and Greece level. It is our belief that this
thesis provides explanations and evidence to help the country value its advantages
and deal with the disadvantages.
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1Chapter 1
Introduction
1.1 Innovation
Innovation is one of the two fundamental functions of an organization [1]. It is the
procedure of translating an idea or invention into a good or service that creates value
or for which customers will pay. The idea must be able to be replicated at an eco-
nomical cost and must satisfy a specific need. Innovation implicates intentional ap-
plication of information, creativity and lead in deriving greater or different values
from resources [2]. It involves all processes by which new ideas are generated and
converted into useful products. It also includes the developing of new sources of
supply with raw materials [3]. In business, innovation is the outcome of applied
ideas by the company in order to further satisfy the requirements and expectations
of the customers.
Innovation can be also defined as a process that provides added value and a
degree of novelty to the organization, suppliers and customers, developing new
procedures, solutions, products and services and new ways of marketing. It is the
adoption of new or significantly improved elements to create added value to the or-
ganization directly or indirectly for its customers [4]. In a social context, innovation
aids in the development of new methods for alliance creation, joint venturing, flex-
ible work hours, and creation of buyers’ purchasing power. It is synonymous with
risk-taking. Organizations and companies that develop new revolutionary products
and services take on the great risk because they create new markets.
1.1.1 The Importance of Innovation
For the rest of this these we concentrate firstly on the European Union and secondly
on Greece. Innovation is one of the most important concerns of each organization. Its
role in the development and coordination of the market is intrinsic. The importance
of innovative applications is crucial in all human areas from product development,
methods of management, ways of doing works and beyond [5].
On the other hand, industry is crucial for competitiveness and innovation is a key
factor in this regard [6]. Industry commonly accounts for around 80% of a country’s
exports. Some 65% of private sector research and development (R&D) investment
comes from manufacturing. Thus, industrial modernization in every country must
be broad-reaching and include:
• the successful commercialization of product and service innovations,
• the industrial exploitation of innovative manufacturing technologies and
• innovative business models.
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2 Chapter 1. Introduction
Organizations who prioritize innovation are likewise the individuals who expe-
rience the most astounding increment in turnover. Some 79% of companies that in-
troduced at least one innovation since 2011 experienced an increase of their turnover
by more than 25% by 2014 [7].
Small and medium-sized enterprises (SMEs) are specific targets for innovation
policy. The smaller the company is, the more it faces constraints to innovation or
to the commercialization of its innovations. Some 63% of companies with between
1 and 9 employees declared having introduced at least one innovation since 2011,
compared to 85% of companies with 500 employees or more. Some 71% of compa-
nies with between 1 and 9 employees encountered difficulties commercializing their
innovations due to a lack of financial resources, compared to 48% of companies with
500 employees or more [8].
1.1.2 Monitoring Innovation
The European Commission provides various tools that map, monitor and assess the
EU’s performance in different innovation areas. The information provided helps
policy makers and practitioners at EU, national and regional levels to benchmark
their performance and policies and to learn about new trends and emerging busi-
ness opportunities that can inform evidence-based policy making [9]. The list of the
Commission’ s tools include the following [9].
• European Innovation Scoreboard,
• Regional Innovation Scoreboard,
• European Public Sector Innovation Scoreboard,
• Innobarometer,
• Regional Innovation Monitor Plus,
• Business Innovation Observatory,
• Digital Entrepreneurship Monitor,
• European Cluster Observatory,
• Key Enabling Technologies (KETs) Observatory and
• KETs Technology Infrastructure Mapping
In this thesis, we are analyzing the country level innovation performance. Thus,
we are using the data from the European Innovation Scoreboard, version 2018. Fol-
lowing we briefly describe the tools listed above, highlighting the one we utilize.
European Innovation Scoreboard
The European Innovation Scoreboard (EIS) provides a comparative assessment of re-
search and innovation performance in Europe. It assesses the relative strengths and
weaknesses of national research and innovation systems, and helps countries and
regions identify the areas they ought to address [9] for their further development.
The 2018 edition of the scoreboard highlights that the EU’s innovation perfor-
mance keeps on improving. The progress of innovation performance is accelerating,
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1.2. Purpose of this Thesis 3
and that the outlook is positive. Since 2010, the EU’s average innovation perfor-
mance has increased by 5.8 percentage, and it is expected to improve by an extra 6
percentage over the next 2 years.
According to EIS, Sweden remains the EU innovation leader, followed by Den-
mark, Finland, the Netherlands, the UK, and the Luxembourg. Moreover the fastest
growing innovators are Lithuania, the Netherlands, Malta, the UK, Latvia, and France [9].
Other European Commission Tools
Besides EIS, the EU provides various tools to monitor innovation performance as
listed above. In regional level there are two tools available the Regional Innovation
Scoreboard, which is a regional extension of the EIS, assessing the innovation per-
formance of European regions on a limited number of indicators and the Regional
Innovation Monitor Plus, which provides a platform for sharing knowledge and
know-how on major innovation and industrial policy trends in the EU regions.
In addition, there are more specific tools to sectors of a country such as the Euro-
pean Public Sector Innovation Scoreboard, Innobarometer, the Business Innovation
Observatory, the Digital Entrepreneurship Monitor, the European Cluster Observa-
tory, the Key Enabling Technologies (KETs) Observatory, and the KETs Technology
Infrastructure Mapping. European Public Sector Innovation Scoreboard is a tool
developed from the EU to improve the ability to benchmark the innovation perfor-
mance of the public sector in whole Europe. Industry, businesses and entrepreneur-
ship surely need more targeted tools such as the Innobarometer, which is a survey
on activities and attitudes from the general public and European businesses related
to innovation, the Business Innovation Observatory, which provides evidence and
evaluation on the latest innovative trends in business and industry and the Digital
Entrepreneurship Monitor, which displays a comparative assessment of the enabling
factors that create a fertile ground for digital entrepreneurs to flourish and operate
successfully.
Last but not least, the European Cluster Observatory is a tool providing statis-
tical information, analysis and mapping of clusters in Europe. The Key Enabling
Technologies (KETs) Observatory provides the EU, national policymakers and busi-
ness stakeholders with information on the performance of the EU Member States
and competing economies regarding the deployment of KETs. KETs Technology In-
frastructure Mapping allows SMEs and other stakeholders to identify technological
service centers active in the field of KETs.
1.2 Purpose of this Thesis
The specific purpose of this thesis is to compare innovativeness of Greece versus
EU using the indicators provided by the European Innovation Scoreboard. We com-
pare the scores of Greece with the EU average scores over the period 2010-2017. We
briefly analyze systematic over-performance and under-performance of Greece and
the trends of these indicators over the years. Furthermore, we use machine learning
and statistical techniques to determine the most important features that drive the
fluctuation of the summary innovation score at EU and Greek level.
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1.3 Thesis Organization
This research thesis is organized as follows. In chapter Background Material we
present the background information on the topic of modeling and analysis of inno-
vation. We explain in depth the composite indicators and each indicator respectively.
Moreover we present and provide further information on statistical and machine
learning techniques and algorithms utilized in this study and other related studies.
In section 2.4 we exhibit selected research publications and other related projects on
this topic of interest.
Chapter Methodology depicts our methodology and processes of extracting con-
clusions of data. We present our data collection, the data pre-processing methods
and the analytics work-flow. In addition, we comment the software tools we utilize
for the analysis of the data. In chapter Data Analysis we analyze the aforemen-
tioned data, i.e. the composite indicators and the simple indicators of innovation.
The numerous charts show the fluctuation and the percentage change of the indica-
tors related to Greece and EU from year 2010 to 2017.
By using statistics and machine learning methods, we show and evaluate the
trends and the importance of each indicator in chapter Predictive Analytics. We
analyze and compare the trends of indicators to show systematic over- or under-
performance of Greece versus EU. Furthermore, we utilize a modeling technique on
data to be able to evaluate the importance of each indicator related to Greece and EU
respectively. Chapter Conclusion summarizes our observations, draws conclusions.
and suggest further related research directions.
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2.1 European Innovation Scoreboard
In this section, we present and comment on the indicators used in our analysis.
They consist the basis of the annual European Innovation Scoreboard (EIS) which
provides a comparative evaluation of the research and innovation performance of
the EU Member States. It specifically offers comparisons on relative strengths and
weaknesses regarding the research and innovation systems in the country level. It
is essentially provides assistance to Member States in order to assess areas in which
they need to focus their efforts to boost their innovation performance.
The main indicator is the Summary Innovation Index that summarizes the range
of different indicators of innovation and measures the total innovation performance.
We next report on the definitions, the explanations and the methods of calcula-
tion for composite indicators and indicators, as these are provided by the EIS 2018
Methodology report, in the following subsections. For more detailed information
the reader is referred to [10].
2.1.1 Composite Indicators
The EIS 2018 discriminates between four main types of indicators and ten innova-
tion dimensions, capturing in total 27 different indicators [10]. These four main cat-
egories and their composite indicators are:
Framework conditions: main drivers of innovation performance external to the firm.
Composite indicators:
Human resources includes three indicators and calculates the availability of
a high-skilled and educated workforce. Human resources captures New
doctorate graduates, Population aged 25-34 with completed tertiary edu-
cation, and Population aged 25-64 involved in education and training.
Research systems includes three indicators and gauges the international com-
petitiveness of the science base by concentrating on International scien-
tific co-publications, Most cited publications, and Foreign doctorate stu-
dents.
Innovation-friendly environment captures the environment in which enter-
prises operate and includes two indicators. The Broadband penetration
among enterprises and Opportunity-driven entrepreneurship indicators
measure the degree to which individuals seek entrepreneurial activities
as they look at new opportunities, for instance resulting from innovation.
Investments: investments made in both the public and business sector. Composite
indicators:
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Finance and support includes two indicators and measures the availability of
finance for innovation projects by Venture capital expenditures, and the
support of governments for research and innovation activities by R&D
expenditures in universities and government research organizations.
Firm investments includes three indicators of both R&D and non-R&D in-
vestments that firms make to generate innovations, and the efforts en-
terprises make to upgrade the ICT skills of their personnel.
Innovation activities: different aspects of innovation in the business sector. Com-
posite indicators:
Innovators includes three indicators measuring the share of firms that have
introduced innovations onto the market or within their organizations,
covering both product and process innovators, marketing and organiza-
tional innovators, and SMEs that innovate in-house.
Linkages includes three indicators measuring innovation capabilities by look-
ing at collaboration efforts between innovating firms, research collabora-
tion between the private and public sector, and the extent to which the
private sector finances public R&D activities.
Intellectual assets captures different forms of Intellectual Property Rights (IPR)
generated in the innovation process, including PCT patent applications,
Trademark applications, and Design applications.
Impacts: the effects of firms’ innovation activities. Composite indicators:
Employment impacts measures the impact of innovation on employment and
includes two indicators measuring Employment in knowledge-intensive
activities and Employment in fast-growing firms in innovative sectors.
Sales impacts measures the economic impact of innovation and includes three
indicators measuring exports of medium and high-tech products, Exports
of knowledge-intensive services, and Sales due to innovation activities.
2.1.2 Indicators
We next provide brief descriptions of the basic indicators.
New doctorate graduates per 1000 population aged 25-34 This indicator is a frac-
tion which has as numerator the number of doctorate graduates and denomi-
nator the population between and including 25 and 34 years. It is a measure of
the supply of new second-stage tertiary graduates in all fields of training. For
most countries, it captures PhD graduates.
Percentage population aged 25-34 having completed tertiary education This indi-
cator is a fraction which has as numerator the number of persons in age class
with some form of post-secondary education and denominator the population
between and including 25 and 34 years. This is a general indicator of the sup-
ply of advanced skills. It is not limited to science and technical fields, because
the adoption of innovations in many areas, in particular in the service sec-
tors, depends on a wide range of skills. The indicator focuses on a relatively
young age cohort of the population, aged 25 to 34, and will therefore easily and
quickly reflect changes in educational policies leading to more tertiary gradu-
ates.
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Percentage population aged 25-64 involved in lifelong learning This indicator is a
fraction which has as numerator the target population for lifelong learning
statistics referring to all persons in private households aged between 25 and 64
years and denominator the total population of the same age group, excluding
those who did not answer the question concerning participation in (formal
and non-formal) education and training. The information collected relates to
all education or training, whether or not relevant to the respondent’s current
or possible future job. Data are collected through the EU Labour Force Survey.
The reference period for the participation in education and training is the four
weeks preceding the interview, as is usual in the Labour Force Survey. Lifelong
learning encompasses all purposeful learning activity, whether formal, non-
formal or informal, undertaken on an ongoing basis with the aim of improving
knowledge, skills and competence. The intention or aim to learn is the critical
point that distinguishes these activities from non-learning activities, such as
cultural or sporting activities.
International scientific co-publications per million population This indicator is a
fraction which has as numerator the number of scientific publications with at
least one co-author based abroad (where abroad is non-EU for the EU28) and
denominator the total population. International scientific co-publications are a
proxy for the quality of scientific research as collaboration increases scientific
productivity.
Scientific publications among the top 10% most cited publications worldwide as % of
total scientific publications of the country This indicator has the number of scien-
tific publications among the top-10% most cited publications worldwide and
total number of scientific publications as numerator and denominator respec-
tively. The indicator is a measure for the efficiency of the research system, as
highly cited publications are assumed to be of higher quality. There could be
a bias towards small or English-speaking countries given the coverage of Sco-
pus’ publication data.
Foreign doctorate students as a % of all doctorate students This indicator has the
number of doctorate students from foreign countries and total number of doc-
torate students as numerator and denominator respectively. The share of for-
eign doctorate students reflects the mobility of students as an effective way of
diffusing knowledge. Attracting high-skilled foreign doctorate students will
secure a continuous supply of researchers.
Broadband penetration This indicator has the number of enterprises with a maxi-
mum contracted download speed of the fastest fixed internet connection of at
least 100 Mb/s and total number of enterprises as numerator and denomina-
tor respectively. Realizing Europe’s full e-potential depends on creating the
conditions for electronic commerce and the Internet to flourish. This indicator
captures the relative use of this e-potential by the share of enterprises that have
access to fast broadband.
Opportunity-driven entrepreneurship (Motivational index) This index is calculated
as the ratio between the share of persons involved in improvement-driven
entrepreneurship and the share of persons involved in necessity-driven en-
trepreneurship. Data from Global Entrepreneurship Monitor (GEM) distin-
guish between two types of entrepreneurship:
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1. opportunity-driven entrepreneurship and
2. necessity-driven entrepreneurship.
The first includes persons involved in TEA (Total Early-Stage Entrepreneurial
Activity) who claim to be driven by opportunity as opposed to finding no other
option for work and who indicate the main driver for being involved in this
opportunity is being independent or increasing their income, rather than just
maintaining their income. The second includes persons involved in TEA who
are involved in entrepreneurship because they had no other option for work.
GEM has constructed the Motivational index to measure the relative degree of
improvement-driven entrepreneurship.
R&D expenditure in the public sector (% of GDP) This indicator is a fraction which
has as numerator all R&D expenditures in the government sector and the higher
education sector and denominator the Gross Domestic Product (GDP). R&D
expenditure represents one of the major drivers of economic growth in a knowledge-
based economy. As such, trends in the R&D expenditure indicator provide key
indications of the future competitiveness and wealth of the EU. Research and
development spending is essential for making the transition to a knowledge-
based economy as well as for improving production technologies and stimu-
lating growth.
Venture capital (% of GDP) This indicator is a fraction which has as numerator the
venture capital expenditures and denominator the GDP. Venture capital expen-
ditures is defined as private equity being raised for investment in companies.
Management buyouts, management buy-ins, and venture purchase of quoted
shares are excluded. Venture capital includes early-stage (seed plus start-up)
and expansion and replacement capital. The amount of venture capital is a
proxy for the relative dynamism of new business creation. In particular for en-
terprises using or developing new (risky) technologies, venture capital is often
the only available means of financing their (expanding) business.
R&D expenditure in the business sector (% of GDP) This indicator has all R&D ex-
penditures in the business sector and GDP as nominator and denominator re-
spectively. It captures the formal creation of new knowledge within firms. It
is particularly important in the science-based sectors (pharmaceuticals, chemi-
cals and some areas of electronics) where most new knowledge is created in or
near R&D laboratories.
Non-R&D innovation expenditures (% of turnover) This indicator is a fraction of
the sum of total innovation expenditure for enterprises, excluding intramural
and extramural R&D expenditures divided by total turnover for all enterprises.
It measures non-R&D innovation expenditure as a percentage of total turnover.
Several of the components of innovation expenditure, such as investment in
equipment and machinery and the acquisition of patents and licenses, measure
the diffusion of new production technology and ideas.
Enterprises providing training to develop or upgrade ICT skills of their personnel
This indicator is a fraction of the number of enterprises that provided any type
of training to develop Information Communication Technology (ICT) related
skills of their personnel divided by the total number of enterprises. ICT skills
are particularly important for innovation in an increasingly digital economy.
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The share of enterprises providing training in that respect is a proxy for the
overall skills development of employees.
SMEs introducing product or process innovations as % of SMEs This indicator is
a fraction of the number of Small and medium-sized enterprises (SMEs) who
introduced at least one product innovation or process innovation either new to
the enterprise or new to their market and the total number of SMEs. A prod-
uct innovation is the market introduction of a new or significantly improved
good or service with respect to its capabilities, user friendliness, components
or sub-systems. A process innovation is the implementation of a new or sig-
nificantly improved production process, distribution method, or supporting
activity. Technological innovation, as measured by the introduction of new
products (goods or services) and processes, is a key ingredient to innovation
in manufacturing activities. Higher shares of technological innovators should
reflect a higher level of innovation activities.
SMEs introducing marketing or organisational innovations as % of SMEs This is
the number of SMEs who introduced at least one new organizational innova-
tion or marketing innovation divided by the total number of SMEs. An organi-
zational innovation is a new organizational method in an enterprise’s business
practices (including knowledge management), workplace organization or ex-
ternal relations that has not been previously used by the enterprise. A market-
ing innovation is the implementation of a new marketing concept or strategy
that differs significantly from an enterprise’s existing marketing methods and
which has not been used before. Many firms, in particular in the services sec-
tors, innovate through other non-technological forms of innovation. Examples
of these are marketing and organizational innovations. This indicator captures
the extent to which SMEs innovate through non-technological innovation.
SMEs innovating in-house as % of SMEs This is the number of SMEs with in-house
innovation activities divided by the total number of SMEs. In-house innovat-
ing enterprises are defined as enterprises which have introduced product or
process innovations either themselves or in co-operation with other enterprises
or organisations. This indicator measures the degree to which SMEs, that have
introduced any new or significantly improved products or production pro-
cesses, have innovated in-house. It is limited to SMEs, because almost all large
firms innovate and because countries with an industrial structure weighted
towards larger firms tend to do better.
Innovative SMEs collaborating with others (% of SMEs) This indicator shows the
number of SMEs with innovation co-operation activities divided by the total
number of SMEs. The aforementioned SMEs had any co-operation agreements
on innovation activities with other enterprises or institutions in the three years
of the survey period. This indicator measures the degree to which SMEs are
involved in innovation co-operation. Complex innovations, in particular in
ICT, often depend on the ability to draw on diverse sources of information
and knowledge, or to collaborate in the development of an innovation. This
indicator measures the flow of knowledge between public research institutions
and firms, and between firms and other firms. The indicator is limited to SMEs,
because almost all large firms are involved in innovation co-operation.
Public-private co-publications per million population This is the number of public-
private co-authored research publications divided by total population. The
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definition of the "private sector" excludes the private medical and health sec-
tor. Publications are assigned to the country/countries in which the business
companies or other private sector organizations are located. This indicator
captures public-private research linkages and active collaboration activities be-
tween business sector researchers and public sector researchers resulting in
academic publications.
Private co-funding of public R&D expenditures (percentage of GDP) This is all R&D
expenditures in the government sector and the higher education sector financed
by the business sector divided by Gross Domestic Product (GDP). This indica-
tor measures public-private co-operation. University and government R&D
financed by the business sector are expected to explicitly serve the more short-
term research needs of the business sector.
PCT patent applications per billion GDP (in PPS) This indicator is a fraction which
has as numerator the number of patent applications filed under the Patent
Cooperation Treaty (PCT), at international phase, designating the European
Patent Office (EPO) and denominator the GDP in Purchasing Power Standard.
Patent counts are based on the priority date, the inventor’s country of resi-
dence and fractional counts. The capacity of firms to develop new products
will determine their competitive advantage. One measure of the rate of new
product innovation is the number of patents. This indicator measures the num-
ber of PCT patent applications.
Trademark applications per billion GDP (in PPS) This is the number of trademark
applications applied for at European Union Intellectual Property Office plus
number of trademark applications applied for at World Intellectual Property
Office ("yearly Madrid applications by origin") divided by GDP in in Purchas-
ing Power Standard. Trademarks are an important innovation indicator, espe-
cially for the service sector. The Community trademark gives its proprietor a
uniform right applicable in all Member States of the European Union through a
single procedure which simplifies trademark policies at European level. It ful-
fills the three essential functions of a trademark: it identifies the origin of goods
and services, guarantees consistent quality through evidence of the company’s
commitment vis-à-vis the consumer, and it is a form of communication, a basis
for publicity and advertising.
Design applications per billion GDP (in PPS) This is an indicator which shows the
number of individual designs applied for at European Union Intellectual Prop-
erty Office divided by GDP in Product in Purchasing Power Standard. A de-
sign is the outward appearance of a product or part of it resulting from the
lines, contours, colours, shape, texture, materials and/or its ornamentation. A
product can be any industrial or handicraft item including packaging, graphic
symbols and typographic typefaces but excluding computer programs. It also
includes products that are composed of multiple components, which may be
disassembled and reassembled. Community design protection is directly en-
forceable in each Member State and it provides both the option of an unregis-
tered and a registered Community design right for one area encompassing all
Member States.
Employment in knowledge-intensive activities (% of total employment) This is the
number of employed persons in knowledge-intensive activities in business in-
dustries divided by the total employment. Knowledge-intensive activities are
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defined, based on EU Labour Force Survey data, as all NACE Rev.2 industries
at 2-digit level where at least 33% of employment has a tertiary education de-
gree. These activities provide services directly to consumers, such as telecom-
munications, and provide inputs to the innovative activities of other firms in
all sectors of the economy.
Employment in fast-growing enterprises (% of total employment) This is a fraction
which has as numerator the number of employees in high-growth enterprises
in 50% ‘most innovative’ industries, including numerous NACE industries,
and denominator the total employment for enterprises with 10 or more em-
ployees. This indicator provides an indication of the dynamism of fast-growing
firms in innovative sectors as compared to all fast-growing business activities.
It captures the capacity of a country to rapidly transform its economy to re-
spond to new needs and to take advantage of emerging demand.
Exports of medium and high technology products as a share of total product exports
This is the value of medium and high tech exports, in national currency and
current prices, including exports, divided by the value of total product exports.
This indicator measures the technological competitiveness of the EU, i.e. the
ability to commercialize the results of research and development (R&D) and
innovation in international markets. It also reflects product specialization by
country. Creating, exploiting and commercializing new technologies are vital
for the competitiveness of a country in the modern economy. Medium and
high technology products are key drivers for economic growth, productivity
and welfare, and are generally a source of high value added and well-paid
employment.
Knowledge-intensive services exports as % of total services exports This indicator
is a fraction which has as numerator the exports of knowledge-intensive ser-
vices and denominator the total value of services exports. The aforementioned
exports are defined as the sum of credits in Extended Balance of Payments Ser-
vices Classification (EBOPS) 2010 items. The indicator measures the competi-
tiveness of the knowledge-intensive services sector. Competitiveness-enhancing
measures and innovation strategies can be mutually reinforcing for the growth
of employment, export shares, and turnover at the firm level. It reflects the
ability of an economy, notably resulting from innovation, to export services
with high levels of value added, and successfully take part in knowledge-
intensive global value chains.
Sales of new-to-market and new-to-firm innovations as % of turnover This is the
sum of total turnover of new or significantly improved products, either new-
to-the-firm or new-to-the-market, for all enterprises divided by total turnover
for all enterprises. This indicator measures the turnover of new or significantly
improved products and includes both products which are only new to the firm
and products which are also new to the market. The indicator thus captures
both the creation of state-of-the-art technologies (new to-market products) and
the diffusion of these technologies (new-to-firm products).
2.2 Statistics
Statistics is a branch of mathematics operating with information collection. It is used
to inform scientific decision-making in the absence of complete information about
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phenomena of interest. Data is collected and then analyzed to draw conclusions in a
statistical way in order to interpret and present them [11], [12]. In general in order to
apply statistics to a problem, one should start with a statistical population or a model
to be analyzed. Populations can be different groups of people or objects. Statistics
deals with every aspect of data, involving the organization of data acquisition in
terms of the design of surveys and experiments [11]. Representative sampling guar-
antees that inferences and conclusions can be reasonably extended from the sample
to the population.
In data analysis there are two principal statistical methods, descriptive and in-
ferential statistics. Descriptive statistics summarize data from a sample utilizing cri-
teria such as the mean or standard deviation. Inferential statistics draw conclusions
from data that are subject to random variation (e.g., observational errors, sampling
variation).
2.2.1 Descriptive Statistics
Descriptive statistics are used to describe the basic features of the data in a study.
More formally, they are used to present quantitative descriptions in a manageable
form. In a research project we may have lots of measures and a large number of
people or objects on any measure. Descriptive statistics help us to simplify large
amounts of data in a sensible way. They provide simple summaries about the sam-
ple and the measures. Together with simple graphics analysis, they form the basis
of every quantitative analysis of data. With descriptive statistics we are simply de-
scribing what is or what the data shows [13].
2.2.2 Inferential Statistics
Inferential statistics are distinguished from descriptive statistics. With inferential
statistics, the goal is to reach conclusions that extend beyond the immediate data
alone. For example, we use inferential statistics to try to infer from the sample data
what the population might think. In addition, we use inferential statistics to make
judgments of the probability that an observed difference between groups is a de-
pendable one or one that might have happened by chance in this study [13]. Thus,
we use this type of statistics to make inferences from our data to more general con-
ditions.
The Student’s t-test is one type of inferential statistics. It is used to determine
whether there is a significant difference between the means of two groups. In this
thesis we utilize a variation of the normal t-test, namely two sample t-test assuming
unequal variances. The mathematical formulation of this t-test is given next.
Let x¯ and y¯ be the sample means and sx and sy be the sample standard deviations
of two sets of data of size nx and ny respectively. Also, µx and µy denote the popula-
tion means. If x and y are normal, or nx and ny are sufficiently large for the Central
Limit Theorem to hold, then the random variable
t =
(x¯− y¯)− (µx − µy)√
s2x
nx +
s2y
ny
(2.1)
has distribution T(m) where
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m =
( s
2
x
nx +
s2y
ny )
2
(
s2x
nx )
2
nx−1 +
(
s2y
ny )
2
ny−1
. (2.2)
This t-test can be used to test the difference between sample means even when
the population variances are unknown and unequal. The resulting test, called Welch’s
t-test [14], will have a lower number of degrees of freedom than (nx − 1) + (ny − 1),
which was sufficient for the case where the variances were equal.
2.2.3 Hypothesis Testing
Hypothesis testing is a use of inferential statistics to determine the probability that
a given hypothesis is true. The common process of hypothesis testing contains four
steps [15], [16].
1. State the null hypothesis H0 and the alternative hypothesis Ha. Regularly the
H0 means that the observations are the result of pure chance. The Ha states
that the observations show a real effect combined with a component of chance
variation.
2. Identify a test statistic that can be used to assess the truth of the null hypothe-
sis.
3. Compute the pvalue, which is the probability that a test statistic at least as signif-
icant as the one observed would be obtained assuming that the null hypothesis
were true. The smaller the pvalue, the stronger the evidence against the null hy-
pothesis.
4. Compare the pvalue to an acceptable significance value alpha (α). If pvalue ≤ α,
that the observed effect is statistically significant, the null hypothesis is ruled
out, and the alternative hypothesis is valid.
Commonly an alpha value of α = 0.05 is used, which mean 95% statistical signif-
icance level [17].
2.2.4 Correlation Analysis
Correlation analysis is a technique of statistical evaluation. It is used to consider
the strength of a relationship between two, numerically measured, continuous vari-
ables [18]. This specific kind of analysis is helpful when a researcher wants to es-
tablish if there are conceivable associations between variables. Correlation analysis
does not decides circumstances and end results. However, this is not the situation
on the grounds that different factors that are absent in the exploration may have
affected on the outcomes.
If correlation is found between two variables it implies that when there is an ef-
ficient change in one variable, there is additionally an orderly change in the other.
Thus, the variables alter together over a certain period of time [19]. If there is cor-
relation found, depending upon the numerical values measured, this can be either
positive or negative. Positive correlation exists if one variable increases simultane-
ously with the other, i.e. the high numerical values of one variable relate to the high
numerical values of the other. Negative correlation exists if one variable decreases
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when the other increases, i.e. the high numerical values of one variable relate to the
low numerical values of the other.
Pearson’s product-moment coefficient is the measurement of correlation [20]. It
ranges, (depending on the correlation), between +1 and −1.
• +1 indicates the strongest positive correlation possible.
• −1 indicates the strongest negative correlation possible.
In this manner the nearer the coefficient to both of these numbers the stronger
the correlation of the data it represents. On this scale 0 indicates no correlation,
hence values closer to zero highlight weaker/poorer correlation than those closer to
+1/−1 [19]. Coefficients close to 1 or −1 mean that the series’ are strongly corre-
lated or inversely correlated respectively, and coefficients close to zero mean that the
values are not correlated, and fluctuate independently of each other.
In machine learning the correlation analysis is fundamental in order to avoid
multicollinearity issues. Multicollinearity is the occurrence of high correlations among
independent variables in a multiple regression model. Multicollinearity can lead to
skewed or misleading results when a researcher or analyst attempts to determine
how well each independent variable can be used most effectively to predict or un-
derstand the dependent variable in a model. In statistical modelling, multicollinear-
ity can lead to wider confidence intervals and less reliable probability values (pvalue)
for the independent variables.
2.2.5 Trend Analysis
Trend analysis is a well-known method of collecting information and attempting
to detect patterns. In stock trading a trend analysis is a method of analysis that
allows traders to predict what will happen with a stock in the future. It is based on
historical data about the stock’s performance given the overall trends of the market
and particular indicators within the market. In general it is often used to predict
future events.
In statistics, trend analysis often refers to methods and techniques for extracting
an underlying pattern of behavior in a time series which would otherwise be partly
or nearly completely hidden by noise. If the trend can be assumed to be linear, trend
analysis can be undertaken within a formal regression analysis. If we do not assume
the linear trend, then estimation can be done by non-parametric methods, e.g. Mann-
Kendall test, which is a version of Kendall rank correlation coefficient [21].
Linear trend estimation is a statistical technique to support the interpretation of
data. In time series, trend estimation can be used to make and justify statements
about tendencies in the data, by relating the measurements to the times at which
they occurred. Linear trend analysis expresses data as a linear function of time, and
can be utilized to decide the significance of differences in dataset. Especially, it may
be possible to determine if observations exhibit an increasing or decreasing trend
which is statistically distinguished from random behaviour.
Fitting a trend line can be commonly done by least-squares method. We use
generalized least-squares method, which is a variation of the least squares. The gen-
eralized least squares (GLS) estimator of the coefficients of a linear regression is a
generalization of the ordinary least squares (OLS) estimator [22]. It is used to deal
with situations in which the OLS estimator is not the best linear unbiased estima-
tor because one of the main assumptions of the Gauss-Markov theorem, namely
that of homoskedasticity and absence of serial correlation, is violated [23]. In such
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situations, provided that the other assumptions of the Gauss-Markov theorem are
satisfied, the GLS estimator is the best linear unbiased estimator.
In standard linear regression models we observe data {yi, xij}i=1,...,n,j=2,...,k. The
response values form a vector y = (y1, . . . , yn)T and the predictor or feature values
form the design matrix X = (xT1 , . . . , x
T
n )
T, where xi = (1, x2i, . . . , xki) denotes a
vector of the k predictor variables including a constant for the ith unit. Below there
is the regression equation:
y = Xβ+ e (2.3)
The assumptions of the model are commonly three:
1. X has full rank
2. E[e|X] = 0
3. Cov[e|X] = Ω
where Ω is a known non-singular covariance matrix Ω.
Here β ∈ Rk denotes the vector of regression coefficients that must be estimated
from the data. Suppose b is a candidate estimate for β. Then the residual vector for b
will be y− Xb. The generalized least squares method estimates β by minimizing the
squared distance of the residual vector βˆ = argminb(y − Xb)TΩ−1(y − Xb). Since
the objective is a quadratic form in b, the estimator has an explicit formula
βˆ = (XTΩ−1X)−1XTΩ−1y. (2.4)
A time series regression model can be written as yt = Xtβ+ et, where t denotes
simply the time step. The errors (et) may be correlated with each other. In other
words, we have auto-correlation or a dependency between the errors. We may con-
sider situations in which the error at one specific time is linearly related to the error
at the previous time. That is, the errors themselves follow a simple linear regression
model that can be written as et = ρet−1 + ωt [24]. Here, |ρ| < 1 is called the au-
tocorrelation parameter and the ωt term is a new error term that follows the usual
assumptions that we make about regression errors. Thus, this model says that the
error at time t is predictable from a fraction of the error at time t− 1 plus some new
perturbation ωt. The model for the et errors of the original Y versus X regression is
an autoregressive model for the errors, specifically AR(1) in this case.
One reason why the errors might have an autoregressive structure is that the Y
and X variables at time t may be related to the Y and X measurements at time t− 1.
These relationships are being absorbed into the error term of our multiple linear
regression model that only relates Y and X measurements made at concurrent times.
Notice that the autoregressive model for the errors is a violation of the assumption
that we have independent errors and this creates theoretical difficulties for ordinary
least squares estimates of the beta coefficients. There are several different methods
for estimating the regression parameters of the Y versus X relationship when we
have errors with an autoregressive structure.
In this study, we utilize generalized least-squares (GLS) regression method with
autoregressive errors (AR), namely GLSAR.
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2.3 Machine Learning Algorithms & Techniques
This section provides background information on machine learning methods and
techniques to determine the most important features-indicators.
2.3.1 Feature Importance
The feature selection is a fundamental technique in machine learning. We often need
to decide which of the features provided to us we may drop and which we ought
to keep [25]. There are several feature selection methods including dimensional-
ity reduction [26]. In general there are two main categories of feature importance
methods, the model agnostic and the model based. Model agnostic feature selection
techniques, such as forward feature selection, basically extract the most important
features required for the optimal value of chosen key performance indicator. How-
ever, this approach have generally one drawback, its large time complexity. In order
to circumvent that issue feature importance can directly be obtained from the model
being trained. The aforementioned method is the model based approach. We utilize
model based importance of features in our study.
2.3.2 Cross-validation
Cross-validation is a statistical method used to estimate the effectiveness of machine
learning models. It is widely used in applied machine learning to compare and select
a model for a given predictive modeling problem. It is easy to understand, easy to
implement, and results in skill estimates that generally have a lower bias than other
methods.
We utilize cross-validation in occasions where there are limited data samples. It
is a resampling based technique used to evaluate machine learning models. The pro-
cedure has a single parameter, namely k, that corresponds to the number of groups
that a given data sample is to be split into. Thus, this method is called k-fold cross-
validation [27].
It has low complexity and in general results in a less biased or less optimistic
estimate of the model skill than other methods, such as the train-test split of the
dataset. The method can be described by the following steps:
1. Perform random shuffling of the dataset.
2. Split the dataset into k groups.
3. For each individual group:
(a) Take the group as a hold out or test dataset.
(b) Take the remaining groups as a training dataset.
(c) Fit a model on the training set and evaluate it on the test set.
(d) Preserve the evaluation score.
4. Summarize the skill of the model using the average measurements of evalua-
tion stage.
To sum up, each sample in the dataset is utilized in the hold out set one time and
in the training set k − 1 times [27]. The results of a k-fold cross-validation method
are often summarized with the mean of the model skill scores [28].
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2.3.3 Logistic Regression
Logistic Regression is a binary classification algorithm. It aims to find the best hy-
perplane in k-dimensional space that separates the two classes, minimizing logistic
loss [29]. The mathematical formulation of the logistic loss is the following:
L(yi, yˆi) = − 1n
n
∑
i=1
log(1+ e−yi(w
T xi+b)) (2.5)
where yi and yˆi denote the label of point i and the model prediction wTxi + b
respectively. The wi is the weight vector, xi the input vector and b the bias term of
the equation.
In order to estimate the importance of each feature to the model output the k
dimensional weight vector is used. Large absolute values of wj signify higher im-
portance of the jth feature in the prediction of class. The optimization algorithm
minimizes loss by setting learning large weights for features more important in pre-
dicting a data point to belong to the positive class and similarly for negative class.
We utilize the liblinear solver for the optimization problem. The solver uses a coor-
dinate descent (CD) algorithm that solves the optimization problem by successively
performing approximate minimization along coordinate directions or coordinate hy-
perplanes [30].
2.3.4 Decision Trees
Decision trees method is one of the most popular machine learning algorithms. This
method is easily interpretable because decision trees can be easily visualized. In
general, it breaks down a dataset into smaller and smaller subsets while at the same
time an associated decision tree is incrementally developed. The final result is a tree
with decision nodes and leaf nodes. A decision node has two or more branches. The
leaf node represents a classification or decision. The topmost decision node in a tree
which corresponds to the best predictor called root node. Decision trees can handle
both categorical and numerical data.
The traditional and core algorithm for building decision trees is called ID3. It
uses a top-down, greedy search through the space of possible branches with no back-
tracking [31]. In order to construct the decision tree the entropy and the information
gain are used. Entropy H(S) is a measure of the amount of uncertainty in the dataset
S. Information gain IG(A) measures the difference in entropy from before to after
the dataset S is split on an attribute A. In other words, it accounts to how much un-
certainty in S was reduced after splitting set S on attribute A. The attribute with the
smallest entropy is used to split the set S on each iteration. Meanwhile, the attribute
with the largest information gain is used to split the set S on each iteration. Entropy
and information gain have the following formal mathematical definitions:
H(S) = ∑
x∈X
−p(x) log2 p(x) (2.6)
IG(S, A) = H(S)−∑
t∈T
p(t)H(t) = H(S)−H(S|A) (2.7)
where S denotes the current dataset for which entropy is being calculated, X
denotes the set of classes in S and p(x) the proportion of the number of elements in
class x to the number of elements in set S. The T denotes the subsets created from
splitting set S by attribute A such that S =
⋃
t∈T t.
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Random Forest
Random forest is a variation of the decision tree model. Actually, it is an ensemble
model using multiple decision trees as base learners. The base learners are high vari-
ance, low bias models. The variance of the overall model is reduced by aggregating
the decisions taken by all base learners to predict the response variable. The idea is
to ensure that each base learner learns a different aspect of data. This is achieved
via both row and column sampling [32]. In a classification setting the aggregation is
done by taking a majority vote.
At each node of a decision tree, the feature to be used for splitting the dataset
is decided based on information gain criterion or the more computationally inex-
pensive Gini impurity reduction. The feature that maximizes information gain (or
reduction in Gini impurity) is selected as the splitting feature. Data is then divided
to its children according to the value of splitting feature. Data belonging to each
category of splitting feature goes to a separate child. The mathematical formulation
of Gini impurity is given below.
Gini(D) = 1−
k
∑
i=1
p2i (2.8)
where D denotes the dataset, k the number of classes and pi the probability of a
point belonging to class i.
In this study, we use Gini importance, thus feature importance is calculated as
the decrease in node impurity weighted by the probability of reaching that node.
The node probability can be calculated by the number of samples that reach the
node, divided by the total number of samples. Therefore, the higher the value is the
more important is the feature. For each decision tree, a node importance is calculated
using Gini Importance, assuming only two child nodes (binary tree) as follows
nij = wjCj − wle f t(j)Cle f t(j) − wright(j)Cright(j) (2.9)
where nij is the importance of jth node, wj is the weighted number of samples
reaching node j, Cj is the impurity value of node j, le f t(j) is the child node from
left split on node j and right(j) the right one. The importance of each feature on a
decision tree is then calculated as:
f ij =
∑j:l nij
∑k∈z nik
(2.10)
where f ij is the importance of feature i, nij is the importance of node j, l is the
number of splits of node j on feature i and z is the set of all nodes. The multiple
f i then are normalized in the range [0,1]. This is done by dividing by the sum of
all feature importance values. The final feature importance of the Random Forest
classifier is the average value over all the trees.
Extra-Trees
Extra-Trees stands for Extremely Randomized Trees. This classifier is an ensemble
learning method fundamentally based on decision trees. Extra-Trees classifier ran-
domizes certain decisions and subsets of data to minimize over-learning from the
data and overfitting. Extra-Trees is similar to Random Forest. This algorithm builds
and fits multiple trees and splits nodes using random subsets of features. However,
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the two key differences between Random Forest and Extra-Trees Classifiers are the
following :
• Extra-Trees method does not bootstrap observations. It uses sampling without
replacement.
• Extra-Trees nodes are split on random splits of a random subset of the features
selected at every node, not the best splits.
From a statistical point of view, dropping the bootstrapping idea leads to an ad-
vantage in terms of bias, whereas the split-point randomization has often an excel-
lent variance reduction effect. This method has yielded state-of-the-art results in
several high-dimensional complex problems. From a functional point of view, the
Extra-Tree method produces piece-wise multi-linear approximations, rather than the
piece-wise constant ones of Random Forests [33].
The feature importance is computed as described above in Random Forest using
Gini impurity.
2.3.5 Support Vector Machines
Support vector machine (SVM) is a powerful supervised learning model for pre-
diction and classification. The fundamental idea of SVM is to map the training data
into higher dimensional space using a nonlinear mapping function and then perform
"linear" regression in higher dimensional space in order to separate the data [34]. A
predetermined kernel function is used for data mapping. Data separation is done
by finding the optimal hyperplane. This optimal hyperplane is called the Support
Vector with the maximum margin from the separated classes [35].
SVMs construct linear separating hyperplanes in high-dimensional vector spaces.
Data points are viewed as (−→x , y) tuples, −→x = (x1, . . . , xp) where the xj are the fea-
ture values and y is the classification. Optimal classification occurs when such hy-
perplanes provide maximal distance to the nearest training data points.
If we consider a real-valued p-dimensional feature space, known mathematically
asRp, then our linear separating hyperplane is an affine p− 1 dimensional space em-
bedded within it. If we consider an element of our p-dimensional feature space, i.e.−→x = (x1, . . . , xp) ∈ Rp, then we can mathematically define the related hyperplane
by the following equation:
b0 +
p
∑
j=1
bjxj = 0 (2.11)
this is nothing more than a multi-dimensional dot product, and as such can be
written even more succinctly as:
−→
b · −→x + b0 = 0 (2.12)
A formulation of a mathematical separating property described below:
• −→b · −→x + b0 > 0, i f yi = 1
• −→b · −→x + b0 < 0, i f yi = −1
This basically states that if each training observation is above or below the sep-
arating hyperplane, according to the geometric equation which defines the plane,
then its associated class label will be +1 or −1.
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The concept of the maximal margin hyperplane (MMH) is straight forward. MMH
is the separating hyperplane that is farthest from any training observations, and is
thus optimal. We compute the perpendicular distance from each training observa-
tion −→x i for a given separating hyperplane. The smallest perpendicular distance to a
training observation from the hyperplane is known as the margin. The MMH is the
separating hyperplane where the margin is the largest. This guarantees that it is the
farthest minimum distance to a training observation.
The procedure for determining a maximal margin hyperplane for a maximal
margin classifier (MMC) is as follows. Given n training observations −→x 1, . . . ,−→x n ∈
Rp and n class labels y1, . . . , yn ∈ {−1, 1}, the MMH is the solution to the following
optimization procedure:
Maximize M ∈ R, by varying b1, . . . , bp such that:
• ∑pj=1 b2j = 1
• yi(−→b · −→x + b0) ≥ M, ∀i = 1, . . . , n
To sum up this is the maximal margin classifier (MMC).
The optimization procedure in support vector classifier differs from that de-
scribed above for the MMC. We need to introduce new parameters, namely n ∈ i
values (known as the slack values) and a parameter C. We wish to maximize M,
across b1, . . . , bp, e1, . . . , en such that:
• ∑pj=1 b2j = 1
• yi(−→b · −→x + b0) ≥ M(1− ei), ∀i = 1, . . . , n
• ei ≥ 0, ∑ni=1 ei ≤ C
where C denotes a non-negative tuning parameter. M still represents the margin
and the slack variables ei allow the individual observations to be on the wrong side
of the margin or hyperplane. Basically, the ei inform us of the location of ith observa-
tion relative to the margin and hyperplane. If ei = 0 then the xi training observation
is on the correct side of the margin. If ei > 0 then the xi is on the wrong side of the
margin. Finally, if ei > 1 then the xi is on the wrong side of the hyperplane. On
the other side, C is a parameter which "controls" how much the individual ei can be
modified to violate the margin. The values of the aforementioned parameter control
the trade-off between bias and variance of the support vector linear classifier model.
Support vector machine (SVM) classifier model is somehow an extension of sup-
port vector linear classifier that results from expansion of the feature space through
the use of functions known as kernels. Calculating the solution to the optimization
problem, the algorithm only needs to make use of inner products between the obser-
vations and not the observations themselves. Recall that an inner product is defined
for two p-dimensional vectors u, v as [−→u ,−→v ] = ∑pj=1 ujvj. Thus, the inner product
for two observations is [−→xi ,−→xk ] = ∑pj=1 xijxkj. A linear support vector classifier for a
particular observation −→xi can be represented as a linear combination of inner prod-
ucts: f (−→x ) = b0 +∑ni=1 αi[−→x ,−→xi ], where αi denotes the coefficient for each training
point.
Slack variables can be utilized, ei and e∗i , in order to accomplish an acceptable
degree of miss classification error. So now, there seems to be a constrained minimum
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optimization problem, as this addition has occurred.
minR(w, e∗i ) =
1
2
‖w‖2 + C
n
∑
i=1
(ei + e
∗
i ) (2.13)
where w is the vector of weights of the model.
The objective of SVM is to minimize ei , e∗i and ‖w‖2. The above optimization
with constraint can be changed over by methods for Lagrangian multipliers to a
quadratic programming problem. Therefore, the form of the solution can be given
by the following equation:
f (x) =
n
∑
i=1
(αi − α∗i )K(xi, x) + b (2.14)
In equation 2.11 the K is the kernel function and its values is an inner prod-
uct of two vectors xi and xj in the feature space φ(xi) and φ(xj) and satisfies the
Mercer’s condition. A real valued function K(x, y) satisfies Mercer’s condition if∫ ∫
K(x, y)g(x)g(y)dxdy ≥ 0 for all square-integrable functions g(x). A function
f (x) is square-integrable if
∫ +∞
−∞ | f (x)|2dx. Therefore, K(xi, xj) = φ(xi)φ(xj).
In Table 2.1 there are some common kernels used with SVM.
Kernel Formula
Polynomial K(xi, xj) = (xixj + 1)d
Gaussian K(x, y) = exp(− ‖x−y‖22σ2 )
Gaussian radial basis function K(xi, xj) = exp(−γ
∥∥xi − xj∥∥2)
Laplace radial basis function K(x, y) = exp(− ‖x−y‖σ )
Hyperbolic tangent K(xi, xj) = tanh(kxixj + c)
Anova radial basis K(x, y) = ∑nk=1 exp(−σ(xk − yk)2)d
TABLE 2.1: Common SVM kernels
SVMs have numerous advantages over classical classification approaches like
artificial neural networks, decision trees and others. Good performance in high di-
mensional spaces can be considered as an advantage. Moreover, the support vectors
depend on a little subset of the training data which gives SVM an awesome compu-
tational advantage.
We utilize support vector machines with linear kernel for our research. Thus in
order to estimate the importance of each feature to the model output the k dimen-
sional weight vector is used. Large absolute values of wj signify higher importance
of the jth feature in the prediction of class. The absolute size of the weight coef-
ficients in relation to each other can then be used to determine feature importance
from data.
2.4 Related Work
Innovation analysis is considered fundamental and one of the most important keys
for economic growth of each country. Many researchers from different fields focus
their efforts in studying various aspects of innovation. Since 1990, a lot of research
work has been conducted using advanced tools and indicators examining innova-
tion.
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Small and medium sized enterprises (SMEs) are a principal part of the industry
and economy in all modern countries. In 1990, despite the fact that only little was
known about SME innovation activities, Hyvarinen Lisa reviewed the definitions
of innovation technology and factors on the background of innovation activities of
SMEs. In the aforementioned research work, various concepts approaching innova-
tiveness of SMEs and their contribution to total innovation are explained [36].
Furthermore, there is a limited amount of scientific work regarding the Greek in-
novativeness and economic performance. Researchers used empirical analysis and
showed the unfriendliness of the Greek private sector to invest in R&D and the low
productivity of innovation [37]. Others investigate the impact of the indicator R&D
activity on operational performance of SMEs extending the objective on the opera-
tional performance of SMEs in the small open Greek economy [38].
Additional studies focus on the significance and awareness of a set of estab-
lished strategic influences of technological innovation in the context of European
newly-industrialized countries. Research studies such as [39], provided evidence
from interviews conducted on Greek manufacturing firms (mainly SMEs) measur-
ing their innovation rate as well as key performance indicators. Using statistical
analysis tools summarized and highlighted the most important indicators having
the major importance influence of innovation. This study also indicates that the
Greek institutional context had insufficient important influences of innovation and
the highly innovative companies were the ones to overcome barriers such as the low
supply of technology and other innovation obstacles.
Moreover, such studies developed also in regional level and provide evaluation
of the numerous policy instruments used by regional governments in Europe to pro-
mote innovation activity in SMEs [40]. Scientists try to find patterns of innovation
in regional innovation structures which are becoming increasingly diverse, complex
and nonlinear. To address these issues, they use multi-output models [41].
There is a variation in methods utilized by researchers trying to forecast or an-
alyze in depth innovation or specifically indicators of innovation. A wide variety
of machine learning and deep learning algorithms is commonly used. Advanced
machine learning methods such as ensemble decision trees are utilized in study [42].
They demonstrated the use of ensembles of decision trees to model the intrinsic non-
linear characteristics of the innovation process and apply their method for predict-
ing innovation activity to chemical companies. In addition, other studies use non-
linear methods based on Artificial Intelligence, namely neural networks [41], [43]–
[46]. In the aforementioned study [45], they model and forecast innovation perfor-
mance using a neural network model with fuzzy rules and provide evidence from
Taiwanese manufacturing industry. They also implement an adaptive neuro-fuzzy
inference system to measure the innovation performance through technical informa-
tion resources and innovation objectives. In [46], they develop an Artificial Neural
Network classification method and prediction model that can assist companies es-
pecially SMEs in evaluating Advanced Manufacturing Technology implementation
contributing to innovation.
In addition, the fact that decision makers have to group the object of their anal-
ysis into homogeneous classes is very common and that’s why they use clustering
algorithms, as presented in numerous papers [43], [46]–[48]. Others prefer more
traditional techniques based on statistical analysis and equation modeling [49], [50].
We should clearly note that there is a variety of data sources utilized, includ-
ing combined data sources or a single data source. Data sources are ranging from
traditional methods like interviews [39] to well-formed databases obtained from
Eurostat’s official website [48], [49], [51], World Bank Database, SCImago Journal
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[43]. Researchers also use data from companies providing business services, such as
ICAP [37].
We want to highlight the research from Rotterdam School of Management re-
garding the innovativeness of the Netherlands compared to European Union (EU)
countries [50]. They statistically compared the Netherlands versus EU in indicators
of innovation using data from European Innovation Scoreboard database. Briefly,
the methods they utilized are generalized least squares regression for trend estima-
tion and statistics.
In this thesis we review several of those methods described above, implement
the associated statistical techniques and machine learning models and apply them
on indicators time series data. We assess systematic over-performance and under-
performance of Greece relative to EU countries and compare the trends of Greece
and EU regarding the composite and simple indicators of innovation using data
from European Innovation Scoreboard database. Moreover, we apply machine learn-
ing models to determine in a model-based sense the most important features-indicators
affecting the fluctuation of summary innovation index.
We would like to close this section by pointing out that [50] is the study most
closely related to ours. They tackle the same problem of analyzing innovativeness in
the country-level through a very interesting, innovative and effective methodology.
We inspired from their analysis of the Netherlands relative to the EU regarding in-
novation performance. Besides, we consider a similar approach to analyze the case
of Greece. Furthermore, we add scientific value by involving machine learning to
estimate the most important indicators, combining more information on this study.
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Chapter 3
Methodology
3.1 Data Collection and Pre-processing
We use data from the European Innovation Scoreboard (EIS) database version 2018,
comprising Greece and the EU average for the period 2010-2017. The data is col-
lected from European Innovation Scoreboard website free of charge. The data is of
high quality with minor missing observations for Greece.
The EIS 2018 database comprises of many dimensions. We utilize composite
indicators and each individual indicator for the years 2010-2017 in our study. These
all indicators are explained in detail in Indicators above.
We filter the EIS 2018 database to select only indicators and composite indicators
regarding the European Union and Greece. We clean the data of missing values and
we drop the two indicators, whose values are missing for Greece. These indicators
are "Foreign doctorate students as a % of all doctorate students" and "Employment in
fast-growing enterprises (% of total employment)". For each indicator and compos-
ite indicator we construct time series data from 2010 to 2017 using the normalized
scores provided by the database. In total we have time series data comprising of 25
indicators and 11 composite indicators (including the summary innovation index).
3.2 Software Tools
For our study we utilize Python programming language [52] and use the data science
and machine learning platform, called Anaconda [53]. Python is a very powerful
programming language used for many different applications. Anaconda is a free
open source distribution of the Python and R programming languages for large-scale
data processing, predictive analytics, and scientific computing, that aims to simplify
package management and deployment. The main Python libraries used are Pandas,
NumPy and SciPy, which are present in the Anaconda installation package. Pandas
is an open source, library providing high-performance, easy-to-use data structures
and data analysis tools for the Python programming language [54]. SciPy is an open
source Python library used for scientific computing and technical computing [55].
NumPy is a library for the Python programming language, adding support for large,
multi-dimensional arrays and matrices, along with a large collection of high-level
mathematical functions to operate on these arrays [56].
For visualization purposes, we use the state of the art visualization libraries, Mat-
plotlib and Plotly for Python [57], [58]. In addition, Jupyter Notebook is used for our
implementation, because it provides high productivity features [59].
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3.3 Analytics Work-flow & Methodology
We separate the analytics process in three main stages.
FIGURE 3.1: Analytics Work-flow & Methodology
First Stage - Pre-processing
The first stage deals with the data acquisition and pre-processing stage. We collect
the data for years 2010 to 2017 and process them in order to build our dataset for our
study, as described above in Data Collection and Pre-processing and ?? sections.
Second Stage - Statistical Analysis
The second stage consists of statistical analysis of the aforementioned time series
data. We visualize each indicator and composite indicator of Greece versus the EU
average over the time frame (2010-2017). The visualization process includes two
graphs per indicator (or composite indicator), the actual values of time series and
the percentage change each year. Then we explain the graphs and provide statistical
test to measure the systematic out-performance and under-performance of Greece
compared to EU. These comparisons are concluded from a two samples t-test as-
suming unequal variances between the (non-missing) data observations over the
studied period. We state a hypothesis H0 to test whether Greece outperforms on
average the EU. For the aforementioned test, we accept or reject the H0 according
to the t-statistic (t), and pvalue. We report the t-statistic (t), pvalue and our decision
based on an alpha level α = 0.05, i.e. 95% statistical significance. The H0 is rejected
at pvalue2 ≤ 0.05, because it is a one-tailed test.
Below there is a simple if-then-else statement, we use for our hypothesis testing:
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if (t-statistic < 0) and ( pvalue2 ≤ 0.05) then
Reject the H0
else
Accept the H0
end if
In addition, we statistically analyze the trendlines (assumed to be linear) for each
indicator (or composite indicator) for Greece and for the EU using generalized least
squares regression with a correction for autocorrelation on the years at Greece and
EU level. We report the slope coefficient of the trendline (b), its standard error (se)
and the level of significance of the trend (pvalue) respectively. Then, we compare
the trends for Greece and the EU in a statistical manner using a z− test (see equa-
tion 3.1). The motivation and the details of our way of comparing two trendlines
(linear regression lines), are given in [60]. It is again a hypothesis testing, where H0:
b1 = b2, i.e. b1 − b2 = 0 and the alternative hypothesis H1: b1 6= b2, i.e. b1 − b2 6= 0.
We use an alpha level of statistical significance equal to α = 0.05, i.e. 95% statisti-
cal significance. Thus, we conclude insignificance for pvalue > 0.05 (two-tailed test).
Again, we report the slope coefficient of the trendline (b), its standard error (se), the
zscore and the level of significance of the difference in trend (pvalue) respectively.
Z =
b1 − b2√
se21 + se
2
2
. (3.1)
Third Stage - Machine Learning
The third stage includes the machine learning part of this research study. In order to
estimate the importance of each indicator to the final output of innovation of Greece
and EU, i.e. to what extend it affects the summary innovation index of Greece or
EU, we utilize the following methodology. Firstly, we do a correlation analysis of
the indicators providing the correlation heat-maps for interpretation purposes. We
decide to drop highly correlated features from our analysis, i.e correlation coefficient
above 0.90 (r > 0.90). This is a common tactic to avoid multicollinearity issues and
get better results from model based feature importance and generally in machine
learning algorithms.
Then, we construct a vector (v) which models the fluctuation of the summary
innovation index over the time frame (2010-2017) with the following technique. We
slide a window with step equal to one year over the time frame starting from the be-
ginning and if the value of the summary innovation index in present year is higher
than the value from previous year then vi = 1, else vi = 0. Thus, it is a binary classi-
fication problem with X f eatures the indicators and label y the vector v. We use 3-fold
cross validation on our data to train 4 machine learning models for classification.
The models are Logistic Regression, Random Forest, Extra-Trees and Support Vector
Machines. For each model, we average the estimates of feature importance across all
3 folds of cross validation to get a better estimate of model based feature importance.
In order to get a final summary of the most important features for Greece and EU,
we turn each of the aforementioned model based feature importance in percentage
feature importance for each model and then we average on percentages across on
4 models. We choose to express feature importance in percentage values, because
the procedure and values for calculating the most important features are different
in each model. Thus, we need to average on percentage values for comparability
purposes.
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Finally, we discuss the most important indicators which drive and affect the most
the fluctuation of summary innovation index at Greece and EU level.
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Chapter 4
Data Analysis
4.1 Composite Indicators
In section A.1 of the Appendix we provide the visualizations of time series data and
percentage change regarding the years 2010-2017 for each composite indicator used
in this study. Table 4.1 displays inferential statistics on the aforementioned com-
posite indicators time series data. All values in this table are rounded to 3 decimal
values.
The summary innovation index of EU is higher than Greece over the whole pe-
riod of our study. EU outperforms Greece in total innovation. Observing the per-
centage change graph of this composite indicator A.1, there is a 12% decrease of
innovation in Greece level on year 2014 compared to previous year. However both
EU and Greece show upward trend in summary innovation index from 2014 till now.
It is worth to highlight the composite indicator "Innovators" A.7, where Greece
outperforms the EU average in all years from 2010 to 2017. We point out that this
composite indicator is rather important as it is comprised of three simple indicators.
In a period of economic crisis of Greece, there is a systematic over-performance in
average of Greece versus EU in the share of firms that have introduced innovations
onto the market or within their organizations, covering both product and process
innovators, marketing and organizational innovators, and SMEs that innovate in-
house.
Following, there is a statistical hypothesis testing of the systematic over-performance
or under-performance of Greece compared to EU average. We state a hypothesis for
testing. We denote µeu and µgr the mean of EU and Greece (GR) values. We state
the null hypothesis H0 → µeu ≥ µgr and the alternative hypothesis H1 → µeu < µgr.
With a two samples statistical t-test assuming unequal variances, we test whether
the EU indicator has greater value in average than GR indicator. In this way, we test
for over-performance or under-performance of GR compared to EU average. Ta-
ble 4.1 contains the composite indicators, the t− statistic of the t-test, the pvalue and
our decision on H0 based on 95% statistical significance (α = 0.05).
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Composite Indicator t-statistic pvalue Decision on H0
Summary_Innovation_Index 25.489 0.000 accept
Human_Resources 10.143 0.000 accept
Research_Systems 4.335 0.001 accept
Innovation-friendly_environment 14.443 0.000 accept
Finance_and_support 15.453 0.000 accept
Firm_investments 14.918 0.000 accept
Innovators -2.977 0.013 reject
Linkages 7.203 0.000 accept
Intellectual_assets 23.950 0.000 accept
Employment_impacts 14.611 0.000 accept
Sales_impacts 5.337 0.001 accept
TABLE 4.1: Composite Indicators: T-test on H0
As we can clearly see, we have strong evidence to reject the null hypothesis H0
( pvalue2 ≤ 0.05), that the EU average value is higher than Greece value. This means,
that we statistically confirm the systematic over-performance of Greece versus EU
in the composite indicator "Innovators".
4.2 Indicators
In section A.2 of the Appendix we provide the visualizations of time series data
and percentage increase versus years 2010-2017 for each indicator used in this study.
Table 4.2 displays inferential statistics on the aforementioned indicators time series
data. All values in this table are rounded to 3 decimal values.
We focus on indicators where Greece outperforms EU with strong statistical ev-
idence, according to table 4.2. As clearly seen, Greece exceed EU in average in six
indicators, namely "Innovative SMEs collaborating with others (% of SMEs)", "In-
ternational scientific co-publications per million population", "Non-R&D innovation
expenditures (% of turnover)", "Percentage population aged 25-34 having completed
tertiary education", "Sales of new-to-market and new-to-firm innovations as % of
turnover" and "SMEs introducing marketing or organizational innovations as % of
SMEs".
We observe systematic over-performance of Greece in all years from 2010 to 2017
in all of the above mentioned indicators except "Non-R&D innovation expenditures
(% of turnover)", where we have equal score in years 2016 and 2017 of Greece and
EU. According to our methodology, we report the t− statistic = −2.85 and pvalue =
0.013.
Regarding the indicator "Innovative SMEs collaborating with others (% of SMEs)",
Greece has the same score from 2010 to 2013, while EU average suffers from a terri-
ble decrease in 2012 compared to 2011 about 25%. In 2016 Greece scores show more
than 20% increase compared to only 10% of EU scores compared to previous year.
We note that t− statistic = −6.438 and pvalue = 0.
Greece and EU exhibit a serious increase in indicator of International scientific
co- publications per million population year by year. As we observe from graphs
in figure A.18, in 2017 the indicator’s score increased by nearly 60% and 65% since
2010 for Greece and EU respectively. We report that t− statistic = −2.36 and pvalue =
0.034.
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It is thought-provoking that SMEs introducing marketing or organizational in-
novations as % of SMEs of both Greece and EU average show a decrement through
the time frame of study. Since 2010 Greece has lost nearly 28% and EU 18% of
their SMEs respectively introducing marketing or organizational innovations as %
of SMEs. This can be justified by figure A.33. We report that t− statistic = −4.72
and pvalue = 0.001.
While Greece has been outperforming EU average from year 2010 to 2014 regard-
ing the sales of new-to-market and new-to-firm innovation as% of turnover, then a
huge decrease (above 50%) throws them below EU since 2014. Later in 2016, both of
them show an increment of around 10%. We report that t− statistic = −2.116 and
pvalue = 0.071.
Regarding the tertiary education field, and specifically the percentage of popula-
tion aged 25-34, Greece outperforms EU average over the time frame of study. The
difference seems to get larger as the growth rate of Greece is getting bigger since
2014. This can be clearly observed in figure A.24, where the percentage increment of
Greece is approximately double compared to EU year by year since 2014. We report
that t− statistic = −3.576 and pvalue = 0.005.
The stastical hypothesis testing is following below. We denote µeu and µgr the
mean of EU and Greece (GR) values. We state the null hypothesis H0 → µeu ≥ µgr
and the alternative hypothesis H1 → µeu < µgr. With a two samples statistical t-test
assuming unequal variances, we test whether the EU indicator is greater value in
average than GR indicator. In this way, we test for overperformance or underper-
formance of GR compared to EU average. The table 4.2 shows the indicators, the
t − statistic of the t-test, the pvalue and our decision on H0 based on 95% statistical
significance (α = 0.05).
In table 4.2 the names of indicators are truncated into long acronyms for read-
ability purposes. The full names of indicators are listed below:
Broadband_penetration Broadband penetration.
Venture_capital Venture capital (% of GDP).
Design_applications Design applications per billion GDP (in PPS).
Trademark_apps Trademark applications per billion GDP (in PPS).
Employment_activities Employment in knowledge-intensive activities (% of total
employment).
Enterprises_training Enterprises providing training to develop or upgrade ICT skills
of their personnel.
Innovative_Smes Innovative SMEs collaborating with others (% of SMEs).
International_publications International scientific co-publications per million pop-
ulation.
Knowledge_exports Knowledge-intensive services exports as % of total services ex-
ports.
New_doctorate_grads New doctorate graduates per 1000 population aged 25-34.
Non_rd Non-R&D innovation expenditures (% of turnover).
Opportunity_enterpre Opportunity-driven entrepreneurship (Motivational index).
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Pct_patent PCT patent applications per billion GDP (in PPS).
Percentage_tertiary_edu Percentage population aged 25-34 having completed ter-
tiary education.
Percentage_lifelong_learning Percentage population aged 25-64 involved in life-
long learning.
Private_co_funding Private co-funding of public R&D expenditures (percentage of
GDP).
Public_private_pubs Public-private co-publications per million population.
Rd_business R&D expenditure in the business sector (% of GDP).
Rd_public R&D expenditure in the public sector (% of GDP).
Sales Sales of new-to-market and new-to-firm innovations as % of turnover.
Scientific_pubs Scientific publications among the top 10% most cited publications
worldwide as % of total scientific publications of the country.
Smes_in_house SMEs innovating in-house as % of SMEs.
Smes_marketing SMEs introducing marketing or organizational innovations as %
of SMEs.
Smes_product SMEs introducing product or process innovations as % of SMEs.
Exports_technology Exports of medium and high technology products as a share
of total product exports.
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Indicator t-statistic pvalue Decision on H0
Broadband_penetration 8.252 0.000 accept
Venture_capital 12.576 0.000 accept
Design_applications 29.715 0.000 accept
Trademark_apps 7.914 0.000 accept
Employment_activities 8.434 0.000 accept
Enterprises_training 8.047 0.000 accept
Innovative_Smes -6.438 0.000 reject
International_publications -2.360 0.034 reject
Knowledge_exports 5.828 0.001 accept
New_doctorate_grads 8.001 0.000 accept
Non_rd -2.850 0.013 reject
Opportunity_enterpre 27.904 0.000 accept
Pct_patent 65.418 0.000 accept
Percentage_tertiary_edu -3.576 0.005 reject
Percentage_lifelong_learning 37.953 0.000 accept
Private_co_funding 8.679 0.000 accept
Public_private_pubs 33.776 0.000 accept
Rd_business 32.700 0.000 accept
Rd_public 6.434 0.000 accept
Sales -2.116 0.071 reject
Scientific_pubs 14.342 0.000 accept
Smes_in_house -0.970 0.355 accept
Smes_marketing -4.720 0.001 reject
Smes_product -1.570 0.143 accept
Exports_technology 41.010 0.000 accept
TABLE 4.2: Indicators: T-test on H0
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Chapter 5
Predictive Analytics
5.1 Trend Analysis
5.1.1 Trend Analysis for Composite Indicators
This section provides trend analysis for composite indicators of Greece and EU aver-
age. In addition, we statistically compare the two trendlines. In table 5.1 we observe
trendline statistics of composite indicators for Greece and the EU, indicating the up-
ward or downward trends. All values in this table are rounded to 3 decimal values.
Firstly, we highlight the summary of innovation score. The observable trends in
Summary Innovation Index in aforementioned tables are positive for EU, but nega-
tive for Greece. The score of Greece decreases by factor of 0.2% per year, while the
score of the EU increases 0.5% per year. However, the slope of Greece’s trendline is
not significant at 95% statistical significance (pvalue = 0.575), while EU is statistical
significant (pvalue = 0.011). Please note that the difference between the trendlines of
Greece and EU is calculated as described in 3.3 using a statistical z− test, according
to equation 3.1. This is a hypothesis testing where we aim to test if the two slopes
of the trendlines are significantly different. Thus, H0: b1 = b2, i.e. b1 − b2 = 0 and
the alternative hypothesis H1: b1 6= b2, i.e. b1 − b2 6= 0. The difference of Greece and
EU trendlines in Summary Innovation Index is statistically significant (b = -0.007, se
= 0.003, pvalue < 0.05).
We focus on statistically significant trends (pvalue < 0.05). So, for the rest of the
document we state only the trends that have pvalue < 0.05. For Greece, there is
upward trend in Human Resources, Research Systems, Finance and Support, Intel-
lectual Assets, and Sale Impacts. Human Resources and Research Systems exhibit
an increment by a factor of 1.1% every year, while Finance and Support and Intellec-
tual Assets 1.9% and 1.6% respectively. Sale Impacts of Greece decrease by a factor
of 4.5% every year.
EU shows upward trend in Summary Innovation Index, Human Resources, Re-
search Systems, Innovation-friendly Environment, Firm Investments and Innova-
tors. EU Human Resources and Firm investments show an increment of 1.4% and
1.3% every year respectively. Research systems and Innovation-friend Environment
display increase in score of 0.7% and 1.7% every year respectively. However Inno-
vators in EU average present a decrease by 1.7%.
We compare the trends of Greek composite indicators versus EU in a statistical
manner in table 5.1, as described above. Once again, we highlight only the statistical
significant results, which means that H0 : bgr = beu can be rejected at 95% signifi-
cance (pvalue < 0.05). Thus, we observe significant difference in trendlines between
EU and Greece in Summary Innovation Index, Research Systems, Firm Investments,
Intellectual Assets, Employment Impacts and Sales Impacts. We report the slope
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difference bdi f f , the standard error se, the zscore of the statistical test and the pvalue, in
table 5.1.
5.1.2 Trend Analysis for Indicators
This section provides trend analysis for simple indicators of Greece and EU average.
In addition, we statistically compare the two trendlines. In table 5.2 we observe
trendline statistics of Greece and EU indicators respectively. All values in this table
are rounded to 3 decimal values.
We indicate the upward or downward trends in both trendlines of Greece and
EU and then we statistically compare the two trendlines. We concentrate again on
indicators with pvalue < 0.05, these are the gray shaded values in tables. We distin-
guish positive and negative trends and note the factor of growth or decrease each
year in parenthesis.
For Greece level, we witness upward trend in the following indicators:
• Design applications per billion GDP (in PPS) (1.5%),
• Trademark applications per billion GDP (in PPS) (3.0%),
• International scientific co-publications per million population (1.5%),
• Percentage population aged 25-34 having completed tertiary education (1.9%),
• Percentage population aged 25-64 involved in lifelong learning (0.9%),
• R&D expenditure in the business sector (% of GDP) (1.1%),
• R&D expenditure in the public sector (% of GDP) (4.6%).
Furthermore, there is a decreasing trend in:
• Venture capital (% of GDP) (0.7%),
• Knowledge-intensive services exports as % of total services exports (4.2%),
• Sales of new-to-market and new-to-firm innovations as % of turnover (10%),
• SMEs introducing marketing or organizational innovations as % of SMEs (4.4%).
Greece’s R&D expenditure in the public sector and Trademark applications are
growing in a fast pace. However Sales of new-to-market and new-to-firm innova-
tions of Greece are going downwards rapidly.
For EU level, we witness upward trend in the following indicators:
• Broadband penetration (3.5%),
• Venture capital (% of GDP) (3.5%),
• Trademark applications per billion GDP (in PPS) (0.5%),
• Employment in knowledge-intensive activities (% of total employment) (0.6%),
• Enterprises providing training to develop or upgrade ICT skills of their per-
sonnel (1.6%),
• International scientific co-publications per million population (1.3%),
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• Knowledge-intensive services exports as % of total services exports (0.6%),
• New doctorate graduates per 1000 population aged 25-34 (3.1%),
• Percentage population aged 25-34 having completed tertiary education (0.9%),
• Percentage population aged 25-64 involved in lifelong learning (0.1%),
• R&D expenditure in the business sector (% of GDP) (0.8%),
• Scientific publications among the top 10% most cited publications worldwide
as % of total scientific publications of the country (0.3%),
• Exports of medium and high technology products as a share of total product
exports (1.4%).
In addition, we observe a downward trend in:
• PCT patent applications per billion GDP (in PPS) (0.6%),
• R&D expenditure in the public sector (% of GDP) (0.4%),
• SMEs introducing marketing or organizational innovations as % of SMEs (1.2%),
• SMEs introducing product or process innovations as % of SMEs (2.0%).
We characterize the rate of change in indicators of EU more stable than of Greece.
Actually, this is because EU indicator scores are average values of EU countries.
However we want to highlight the fast pace of increment in broadband penetration,
venture capitals and new doctorate graduates. EU SMEs introducing product or
process innovations is decreasing by a factor of 2.0% year by year.
We present the statistical significant differences of Greece and EU trendlines in
table 5.2, regarding the simple indicators. We report the slope difference bdi f f , the
standard error se, the zscore of the statistical test and the pvalue. Following, there is a
distinction of significant differences in trendlines:
• Design applications per billion GDP (in PPS),
• Trademark applications per billion GDP (in PPS),
• Sales of new-to-market and new-to-firm innovations as % of turnover,
• Broadband penetration,
• Venture capital (% of GDP),
• Enterprises providing training to develop or upgrade ICT skills of their per-
sonnel,
• International scientific co-publications per million population,
• Knowledge-intensive services exports as % of total services exports,
• New doctorate graduates per 1000 population aged 25-34,
• Percentage population aged 25-34 having completed tertiary education,
• Percentage population aged 25-64 involved in lifelong learning,
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• PCT patent applications per billion GDP (in PPS),
• R&D expenditure in the public sector (% of GDP),
• SMEs introducing marketing or organizational innovations as % of SMEs.
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5.2 Machine Learning
Next we present our results obtained through machine learning techniques. We use
classification methods to estimate the importance of each indicator to the summary
innovation index fluctuation over the time frame of study. Specifically we utilize
Logistic Regression, SVM (linear kernel), Random Forest Classifier and Extra Trees
Classifier. We cross validate the training of models (3-fold cross validation) and by
keeping the model estimate in each fold, we average the feature importance on 3
estimators of each classifier. We thus summarize, the four model-based feature im-
portance values and we report the indicator-feature importance in percentage. For
more information on our methodology, please backtrack in Analytics Work-flow &
Methodology, also in background information in Statistics, Machine Learning Algo-
rithms & Techniques.
5.2.1 Indicator Importance
This section analyzes the results of our methodology in order to indicate the most
important indicators. We use correlation analysis in order to avoid including the
highly correlated features in our analysis. We then briefly describe our modeling
technique of the time series classification process. Tables 5.3 and 5.4 refer to the
summary feature importance in percentage of all models (average values).
Correlation Analysis
Figures 5.1 and 5.2 show the correlation heat-maps for EU and Greek indicators re-
spectively. We use heat-maps for pairwise correlation analysis for visualization and
interpretation purposes. In order to avoid multicollinearity issues the threshold for
dropping the highly correlated features is set 0.90. Thus, we drop the features having
0.90 correlation from our analysis.
EU
According to our technique, we leave out the following indicators in EU level (fig-
ure 5.1):
• Employment in knowledge-intensive activities (% of total employment),
• International scientific co-publications per million population,
• Knowledge-intensive services exports as % of total services exports,
• New doctorate graduates per 1000 population aged 25-34,
• Non-R&D innovation expenditures (% of turnover),
• Percentage population aged 25-34 having completed tertiary education,
• R&D expenditure in the business sector (% of GDP),
• Scientific publications among the top 10% most cited publications worldwide
as % of total scientific publications of the country,
• SMEs introducing marketing or organizational innovations as % of SMEs,
• SMEs introducing product or process innovations as % of SMEs.
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FIGURE 5.1: Correlation Heat-map: Indicators-EU
Greece
According to our technique, we leave out the following indicators in Greece level
(figure 5.2):
• Trademark applications per billion GDP (in PPS),
• Employment in knowledge-intensive activities (% of total employment),
• International scientific co-publications per million population,
• Knowledge-intensive services exports as % of total services exports,
• Percentage population aged 25-64 involved in lifelong learning,
• R&D expenditure in the business sector (% of GDP),
• R&D expenditure in the public sector (% of GDP),
• Sales of new-to-market and new-to-firm innovations as % of turnover,
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• Scientific publications among the top 10% most cited publications worldwide
as % of total scientific publications of the country,
• SMEs innovating in-house as % of SMEs,
• SMEs introducing marketing or organizational innovations as % of SMEs,
• SMEs introducing product or process innovations as % of SMEs.
FIGURE 5.2: Correlation Heat-map: Indicators-Greece
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Modeling Technique
Next we describe our time series modeling technique for classification purpose. We
construct a vector (v) which models the fluctuation of the summary innovation index
over the time frame (2010-2017) with the following technique. We slide a window
with step equal to one year over the time frame starting from the beginning and if
the value of the summary innovation index in present year is higher than the value
from previous year then vi = 1, else vi = 0. Thus, it is a binary classification problem
with X f eatures the indicators and label y the vector v.
Then, we train the four machine learning models, Logistic Regression, SVM (lin-
ear kernel), Random Forest Classifier and Extra Trees Classifier, using 3-fold cross
validation method. We keep the model’s estimate for feature importance in each of
the 3 fold and then the final value of importance is calculated as the average of these
for each model. We transform each model based importance value in percentage for
each model. Then, we average all percentage values of indicator importance from
each model to summarize the importance. Following, there are the two tables sum-
marizing feature importance in percentage for EU (table 5.3) and Greece (table 5.4)
respectively.
EU
As we observe in table 5.3, the top-five important features affecting the most the
fluctuation of summary innovation value of EU are the Venture capital, Exports
of medium and high technology products, Broadband penetration, Design appli-
cations, Public-private co-publications.
Indicator Importance (%)
Venture_capital 11.49
Exports_technology 9.94
Broadband_penetration 8.58
Design_applications 8.10
Public_private_pubs 7.67
Private_co_funding 7.50
Opportunity_enterpre 7.39
Pct_patent 6.69
Smes_in_house 6.27
Trademark_apps 6.18
Innovative_Smes 5.97
Enterprises_training 5.92
Rd_public 3.83
Sales 3.81
Percentage_lifelong_learning 0.66
TABLE 5.3: Indicator Importance: EU
On the other side, the top-five important features affecting the most the fluc-
tuation of summary innovation value of Greece are the Design applications, Ven-
ture capital, Percentage population aged 25-34 having completed tertiary education,
New doctorate graduates and Innovative SMEs collaborating with others.
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Greece
Indicator Importance (%)
Design_applications 15.57
Venture_capital 14.29
Percentage_tertiary_edu 12.40
New_doctorate_grads 9.02
Innovative_Smes 7.55
Pct_patent 7.00
Exports_technology 7.00
Opportunity_enterpre 6.26
Private_co_funding 5.10
Non_rd 5.01
Public_private_pubs 4.45
Broadband_penetration 3.59
Enterprises_training 2.75
TABLE 5.4: Indicator Importance: Greece
In figure 5.3, we visualize the importance of indicators of Greece versus the EU
for comparison purposes.
FIGURE 5.3: Importance of Indicators - Greece vs EU
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Venture capital plays an important role in the innovation output of both Greece
and EU. In fact, it is the fuel of start-ups and entrepreneurship. It facilitates inno-
vations and allows them to be developed into marketable products. It enables the
financing of business ideas that would otherwise not have a chance of gaining access
to the necessary capital. In addition, designing innovative applications and products
plays surely a fundamental role in country’s innovation output.
According to our results, except venture capital and designing applications and
products, EU average gives a high credit in high level features to increase innova-
tion such as exports of medium and high technology products, broadband penetra-
tion and public-private co-publications. It is meaningful that exports of technology
products play an important role to innovation output. In addition, research linkages
and active collaboration activities between business sector researchers and public
sector researchers resulting in academic publication is considerable in increment of
innovation. Actually research is mostly what drives innovation. Also, facilities and
especially high speed internet and networking consolidate the e-potential of EU. Re-
alizing Europe’s full e-potential depends on creating the conditions for electronic
commerce and the Internet to flourish. Broadband penetration plays an interesting
role in innovation output.
Furthermore, Greece seems to rely also a lot on well-educated people and inno-
vative SMEs in order to increase innovation output. New doctorate graduates and
people 25-34 having completed tertiary education play certainly an important role
on innovation output. In fact, innovative ideas come mostly from educated people.
SMEs in Greece represent 99,9% of the total private sector of the country. Specifi-
cally, micro enterprises (1-5 employees and below 1mil. revenues) represent about
96,6% of the private sector and about 56% of the total employment of the Greek econ-
omy. In those terms, SMEs are the most significant part of the Greek and European
economy, affecting directly both the financial and the social aspects of economic life.
Innovative SMEs collaborating with other enterprises or institutions is an important
indicator for Greece’s innovation. It seems that, the flow of knowledge between pub-
lic research institutions and firms, and between firms and other firms is significant
to innovation output.
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Conclusion
6.1 Results Summary
This section summarizes all the results from our analysis. We provide comparisons
of Greece and EU average. We assess systematic overperformance or underperfor-
mance of Greece compared to EU. We report the trends of indicators, upwards (pos-
itive trend) or downwards (negative trend), and the importance of each indicator to
total innovation output regarding Greece and EU.
In tables 6.1 and 6.2, we summarize the innovativeness of Greece compared to
EU. The tables include only statistical significant values. Please note that "—" de-
notes not enough statistical evidence to decide (statistical insignificant), or missing
values for Greece level. The two missing indicators for Greece level are below:
Foreign_doctor: Foreign doctorate students as a % of all doctorate students,
Employment_fast-growing: Employment in fast-growing enterprises (% of total em-
ployment).
However, for completion purposes we include these indicators in our final table
of indicators.
Composite Indicator Performance Trend Trend
Score relative to EU
Summary_Innovation_Index Lower — Negative
Human_Resources Lower Positive —
Research_Systems Lower Positive Positive
Innovation-friendly_environment Lower — —
Finance_and_support Lower Positive —
Firm_investments Lower — Negative
Innovators Higher — —
Linkages Lower — —
Intellectual_assets Lower Positive Positive
Employment_impacts Lower — Positive
Sales_impacts Lower Negative Negative
TABLE 6.1: Summary Performance of Innovativeness of Greece
(Composite Indicators)
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Indicator Performance Trend Trend
Score relative to EU
Broadband_penetration Lower — Negative
Venture_capital Lower Negative Negative
Design_applications Lower Positive Positive
Trademark_apps Lower Positive Positive
Employment_activities Lower — —
Enterprises_training Lower — Negative
Innovative_Smes Higher — —
International_publications Higher Positive Positive
Knowledge_exports Lower Negative Negative
New_doctorate_grads Lower — Negative
Non_rd Higher — —
Opportunity_enterpre Lower — —
Pct_patent Lower — Positive
Percentage_tertiary_edu Higher Positive Positive
Percentage_lifelong_learning Lower Positive Positive
Private_co_funding Lower — —
Public_private_pubs Lower — —
Rd_business Lower Positive —
Rd_public Lower Positive Positive
Sales Higher Negative Negative
Scientific_pubs Lower — —
Smes_in_house Lower — —
Smes_marketing Higher Negative Negative
Smes_product Lower — —
Exports_technology Lower — —
Foreign_doctor — — —
Employment_fast-growing — — —
TABLE 6.2: Summary Performance of Innovativeness of Greece (Indi-
cators)
Trendline analysis is commonly used as a forecasting tool. Thus, the above ta-
bles, provide us with statistical evidence to make predictions on innovativeness of
Greece about the years to come. Below we highlight the five most important indica-
tors, according to our methodology, affecting the fluctuation of summary innovation
index. We round the percentage values to integer values for clarity.
Indicator Importance (%)
Design_applications 16
Venture_capital 14
Percentage_tertiary_edu 12
New_doctorate_grads 9
Innovative_Smes 8
TABLE 6.3: Top-five Indicator Importance: Greece
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Indicator Importance (%)
Venture_capital 12
Exports_technology 10
Broadband_penetration 9
Design_applications 8
Public_private_pubs 8
TABLE 6.4: Top-five Indicator Importance: EU
Our data suggest that Greece should take actions to increase the innovation out-
put of country by focusing not only on the top-five important indicators of Greece
level, indicated above, but also try to follow the model of EU towards the increment
of indicators highlighted in table 6.4.
6.2 Conclusion
In this research, an analysis of innovation and especially indicators of innovation re-
garding Greece relative to the European Union (EU) is presented. We use data from
European Innovation Scoreboard version 2018. Specifically we select the normalized
scores of composite indicators and simple indicators from 2010-2017 of Greece and
EU average. Data charts of indicators and percentage change each year are presented
in the data analysis. We compare Greece with EU average in country-level innova-
tiveness. By utilizing statistics and hypothesis testing, we evaluate the case of Greece
relative to EU. Overperformance of Greece versus EU is found in the composite indi-
cator of Innovators and in simple indicators, namely Innovative SMEs collaborating
with others, International scientific co-publications, Non-R&D innovation expendi-
tures, Percentage population aged 25-34 having completed tertiary education, Sales
of new-to-market and new-to-firm innovations and SMEs introducing marketing or
organizational innovations.
In addition, we analyze and compare the linear trendlines of Greece and EU indi-
cators in a statistical manner. The method, we used for linear regression lines is gen-
eralized least-squares (GLS) regression method with autoregressive errors (AR(1)),
namely GLSAR. Greece shows positive significant trend relative to EU in compos-
ite indicators, namely Research systems, Intellectual assets and Employment im-
pacts, and in indicators, namely Design applications, Trademark applications, Inter-
national scientific co-publications, PCT patent applications, Percentage population
aged 25-34 having completed tertiary education, Percentage population aged 25-64
involved in lifelong learning, R&D expenditure in the public sector. For more infor-
mation on systematic overperformance or underperformance of Greece versus EU
and trendline analysis, please read summary tables 6.1 and 6.2.
By employing a modeling technique on summary innovation index, we evaluate
the effect of indicators on its fluctuation. We implement a model-based feature im-
portance analysis for Greece and EU using four well known classifier models. Specif-
ically the models are Logistic Regression, Random Forest, Extra-Trees and Support
Vector Machines. Indicator correlation analysis provide us with evidence to exclude
some indicators from our modeling. The fact that we have limited data instances
leads us to cross-validate training of models, specifically 3-fold cross-validation. We
decide to keep the estimate of feature importance of each fold an then average for
each model. Finally, after transforming values of importance in percentage values
for each model we summarize the percentage values. For further information on
Institutional Repository - Library & Information Centre - University of Thessaly
07/06/2020 17:49:19 EEST - 137.108.70.13
50 Chapter 6. Conclusion
indicator importance of EU and Greece, please read tables 5.3 and 5.4 respectively,
or the more compact tables 6.4 and 6.3.
To sum up, we believe that this research study provides explanations and evi-
dence to help the country assess its strengths and weaknesses regarding its innova-
tion performance and as an extension its economic growth. By comparisons with
EU countries (average), we display the position of Greece relative to the European
Union.
6.3 Future Work
Future work concerns deeper analysis of particular mechanisms of innovation and
new proposals to try different methods. Surely, we plan to use data from different
and multiple data sources, as other related studies, presented in 2.4. Data sources
such as interviews of executive managers or chief executives of enterprises or aca-
demics from numerous institutions will be helpful to examine more in depth partic-
ular indicators of innovation.
Closing, we have done a similar study in the regional level, analyzing and com-
paring the innovation performance of regions using the indicators provided by the
Regional Innovation Scoreboard database. Our aim is to publish this study soon.
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Appendix A
Appendix
In this Appendix we include all visualizations of time series data regarding the com-
posite indicators and simple indicators. There is a compact definition for each indi-
cator above each figure. For further information on indicators, please look on chap-
ter 2, specifically section 2.1 where composite indicators and simple indicators are
explained.
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A.1 Composite Indicators Charts
Definition 1 The Summary Innovation Index summarizes the range of different indicators
of innovation and measures the total innovation performance.
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FIGURE A.1: Summary Innovation Index (on the top) and percentage
change (at the bottom).
Institutional Repository - Library & Information Centre - University of Thessaly
07/06/2020 17:49:19 EEST - 137.108.70.13
A.1. Composite Indicators Charts 53
Definition 2 The Human resources composite indicator calculates the availability of a high-
skilled and educated workforce.
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FIGURE A.2: Human resources (on the top) and percentage increase
(at the bottom).
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Definition 3 Research systems includes gauges the international competitiveness of the sci-
ence.
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FIGURE A.3: Research systems (on the top) and percentage increase
(at the bottom).
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Definition 4 Innovation-friendly environment captures the environment in which enter-
prises operate.
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FIGURE A.4: Innovation-friendly environment (on the top) and per-
centage increase (at the bottom).
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Definition 5 Finance and support measures the availability of finance for innovation projects
and the support of governments for research and innovation activities.
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FIGURE A.5: Finance and support (on the top) and percentage in-
crease (at the bottom).
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Definition 6 Firm investments include both R&D and non-R&D investments that firms
make to generate innovations, and the efforts enterprises make to upgrade the ICT skills of
their personnel.
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FIGURE A.6: Firm Investments (on the top) and percentage increase
(at the bottom).
Institutional Repository - Library & Information Centre - University of Thessaly
07/06/2020 17:49:19 EEST - 137.108.70.13
58 Appendix A. Appendix
Definition 7 Innovators composite indicator measures the share of firms that have intro-
duced innovations onto the market or within their organizations, covering both product and
process innovators, marketing and organizational innovators, and SMEs that innovate in-
house.
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FIGURE A.7: Innovators (on the top) and percentage increase (at the
bottom).
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Definition 8 Linkages composite indicator measures the innovation capabilities by looking
at collaboration efforts between innovating firms, research collaboration between the private
and public sector, and the extent to which the private sector finances public R&D activities.
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FIGURE A.8: Linkages (on the top) and percentage increase (at the
bottom).
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Definition 9 Intellectual assets captures different forms of Intellectual Property Rights
(IPR) generated in the innovation process.
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FIGURE A.9: Intellectual assets (on the top) and percentage increase
(at the bottom).
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Definition 10 Employment impacts measures the impact of innovation on employment.
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FIGURE A.10: Employment impacts (on the top) and percentage in-
crease (at the bottom).
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Definition 11 Sales impacts measures the economic impact of innovation.
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FIGURE A.11: Sales impacts (on the top) and percentage increase (at
the bottom).
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A.2 Indicators Charts
Definition 12 "Broadband penetration" indicator has the number of enterprises with a
maximum contracted download speed of the fastest fixed internet connection of at least 100
Mb/s and total number of enterprises as numerator and denominator respectively.
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FIGURE A.12: Broadband penetration (on the top) and percentage
increase (at the bottom).
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Definition 13 "Design applications per billion GDP (in PPS)" is an indicator which shows
the number of individual designs applied for at European Union Intellectual Property Office
divided by GDP in Product in Purchasing Power Standard.
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FIGURE A.13: Design applications per billion GDP (in PPS) (on the
top) and percentage increase (at the bottom).
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Definition 14 "Employment in knowledge-intensive activities (% of total employment)" is
an indicator which shows the number of employed persons in knowledge-intensive activities
in business industries divided by the total employment.
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FIGURE A.14: Employment in knowledge-intensive activities (% of
total employment) (on the top) and percentage increase (at the bot-
tom).
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Definition 15 "Enterprises providing training to develop or upgrade ICT skills of their
personnel" is an indicator which is a fraction of the number of enterprises that provided any
type of training to develop Information Communication Technology (ICT) related skills of
their personnel divided by the total number of enterprises.
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FIGURE A.15: Enterprises providing training to develop or upgrade
ICT skills of their personnel (on the top) and percentage increase (at
the bottom).
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Definition 16 "Exports of medium and high technology products as a share of total product
exports" is the value of medium and high tech exports, in national currency and current
prices, including exports, divided by the value of total product exports.
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FIGURE A.16: Exports of medium and high technology products as a
share of total product exports (on the top) and percentage increase (at
the bottom).
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Definition 17 "Innovative SMEs collaborating with others (% of SMEs)" is an indicator
which shows the number of SMEs with innovation co-operation activities divided by the total
number of SMEs.
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FIGURE A.17: Innovative SMEs collaborating with others (% of total
employment) (on the top) and percentage increase (at the bottom).
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Definition 18 "International scientific co-publications per million population" is a fraction
which has as numerator the number of scientific publications with at least one co-author
based abroad (where abroad is non-EU for the EU28) and denominator the total population.
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FIGURE A.18: International scientific co-publications per million
population (on the top) and percentage increase (at the bottom).
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Definition 19 "Knowledge-intensive services exports as % of total services exports" is a
fraction which has as numerator the exports of knowledge-intensive services and denomina-
tor the total value of services exports.
2010 2011 2012 2013 2014 2015 2016 2017
Year
20
15
10
5
0
P
er
ce
nt
ag
e 
(%
)
Percentage Change 2010­2017
Knowledge­intensive services exports as % of total services exports
GR
EU
FIGURE A.19: Knowledge-intensive services exports as % of total ser-
vices exports (on the top) and percentage increase (at the bottom).
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Definition 20 "New doctorate graduates per 1000 population aged 25-34" is a fraction
which has as numerator the number of doctorate graduates and denominator the population
between and including 25 and 34 years.
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FIGURE A.20: New doctorate graduates per 1000 population aged
25-34 (on the top) and percentage increase (at the bottom).
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Definition 21 "Non-R&D innovation expenditures (% of turnover)" is a fraction of the
sum of total innovation expenditure for enterprises, excluding intramural and extramural
R&D expenditures divided by total turnover for all enterprises.
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FIGURE A.21: Non-R&D innovation expenditures (% of turnover) (on
the top) and percentage increase (at the bottom).
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Definition 22 "Opportunity-driven entrepreneurship (Motivation Index)" is calculated as
the ratio between the share of persons involved in improvement-driven entrepreneurship and
the share of persons involved in necessity-driven entrepreneurship.
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FIGURE A.22: Opportunity-driven entrepreneurship (Motivation In-
dex) (on the top) and percentage increase (at the bottom).
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Definition 23 "PCT patent applications per billion GDP (in PPS)" is a fraction which has
as numerator the number of patent applications filed under the Patent Cooperation Treaty
(PCT), at international phase, designating the European Patent Office (EPO) and denomi-
nator the GDP in Purchasing Power Standard.
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FIGURE A.23: PCT patent applications per billion GDP (in PPS) (on
the top) and percentage increase (at the bottom).
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Definition 24 "Percentage population aged 25-34 having completed tertiary education" is
a fraction which has as numerator the number of persons in age class with some form of
post-secondary education and denominator the population between and including 25 and 34
years.
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FIGURE A.24: Percentage population aged 25-34 having completed
tertiary education (on the top) and percentage increase (at the bot-
tom).
Institutional Repository - Library & Information Centre - University of Thessaly
07/06/2020 17:49:19 EEST - 137.108.70.13
76 Appendix A. Appendix
Definition 25 "Percentage population aged 25-64 involved in lifelong learning" indicator
is a fraction which has as numerator the target population for lifelong learning statistics
referring to all persons in private households aged between 25 and 64 years and denominator
the total population of the same age group, excluding those who did not answer the question
concerning participation in (formal and non-formal) education and training.
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FIGURE A.25: Percentage population aged 25-64 involved in lifelong
learning (on the top) and percentage increase (at the bottom).
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Definition 26 "Private co-funding of public R&D expenditures (percentage of GDP)" in-
dicator represents all R&D expenditures in the government sector and the higher education
sector financed by the business sector divided by Gross Domestic Product (GDP).
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FIGURE A.26: Private co-funding of public R&D expenditures (per-
centage of GDP) (on the top) and percentage increase (at the bottom).
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Definition 27 "Public-private co-publications per million population" indicator is the num-
ber of public-private co-authored research publications divided by total population.
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FIGURE A.27: Public-private co-publications per million population
(on the top) and percentage increase (at the bottom).
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Definition 28 "R&D expenditure in the business sector (% of GDP)" indicator has all
R&D expenditures in the business sector and GDP as nominator and denominator respec-
tively.
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FIGURE A.28: R&D expenditure in the business sector (% of GDP)
(on the top) and percentage increase (at the bottom).
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Definition 29 "R&D expenditure in the public sector (% of GDP)" indicator is a fraction
which has as numerator all R&D expenditures in the government sector and the higher
education sector and denominator the Gross Domestic Product (GDP).
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FIGURE A.29: R&D expenditure in the public sector (% of GDP) (on
the top) and percentage increase (at the bottom).
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Definition 30 "Sales of new-to-market and new-to-firm innovations as % of turnover" in-
dicator is the sum of total turnover of new or significantly improved products, either new-to-
the-firm or new-to-the-market, for all enterprises divided by total turnover for all enterprises.
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FIGURE A.30: Sales of new-to-market and new-to-firm innovations
as % of turnover (on the top) and percentage increase (at the bottom).
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Definition 31 "Scientific publications among the top 10% most cited publications world-
wide as % of total scientific publications of the country" indicator has the number of scientific
publications among the top-10% most cited publications worldwide and total number of sci-
entific publications as numerator and denominator respectively.
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FIGURE A.31: Scientific publications among the top 10% most cited
publications worldwide as % of total scientific publications of the
country (on the top) and percentage increase (at the bottom).
Institutional Repository - Library & Information Centre - University of Thessaly
07/06/2020 17:49:19 EEST - 137.108.70.13
A.2. Indicators Charts 83
Definition 32 "SMEs innovating in-house as % of SMEs" is the number of SMEs with
in-house innovation activities divided by the total number of SMEs.
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FIGURE A.32: SMEs innovating in-house as % of SMEs (on the top)
and percentage increase (at the bottom).
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Definition 33 "SMEs introducing marketing or organisational innovations as % of SMEs"
is the number of SMEs who introduced at least one new organizational innovation or mar-
keting innovation divided by the total number of SMEs.
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FIGURE A.33: SMEs introducing marketing or organisational inno-
vations as % of SMEs (on the top) and percentage increase (at the
bottom).
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Definition 34 "SMEs introducing product or process innovations as % of SMEs" indicator
is a fraction of the number of Small and medium-sized enterprises (SMEs) who introduced
at least one product innovation or process innovation either new to the enterprise or new to
their market and the total number of SMEs.
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FIGURE A.34: SMEs introducing product or process innovations as %
of SMEs (on the top) and percentage increase (at the bottom).
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Definition 35 "Trademark applications per billion GDP (in PPS)" is the number of trade-
mark applications applied for at European Union Intellectual Property Office plus number
of trademark applications applied for at World Intellectual Property Office ("yearly Madrid
applications by origin") divided by GDP in in Purchasing Power Standard.
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FIGURE A.35: Trademark applications per billion GDP (in PPS) (on
the top) and percentage increase (at the bottom).
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Definition 36 "Venture Capital (% of GDP)" is a fraction which has as numerator the
venture capital expenditures and denominator the GDP.
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FIGURE A.36: Venture Capital (% of GDP) (on the top) and percent-
age increase (at the bottom).
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