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We report on the experimental realization of homogeneous two-dimensional (2D) Fermi gases
trapped in a box potential. In contrast to harmonically trapped gases, these homogeneous 2D
systems are ideally suited to probe local as well as non-local properties of strongly interacting many-
body systems. As a first benchmark experiment, we use a local probe to measure the density of a
non-interacting 2D Fermi gas as a function of chemical potential and find excellent agreement with
the corresponding equation of state (EOS). We then perform matter wave focusing to extract the
momentum distribution of the system and directly observe Pauli blocking in a near unity occupation
of momentum states. Finally, we measure the momentum distribution of an interacting homogeneous
2D gas in the crossover between attractively interacting fermions and bosonic dimers.
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Ultracold 2D Fermi gases are uniquely suited to inves-
tigate the interplay of reduced dimensionality and strong
interactions in quantum many-body systems in a clean
and well-controlled environment. Experiments have re-
ported on the creation of 2D Fermi gases with equal
[1, 2] and unequal spin populations [3, 4] and investi-
gated pairing [5–8], Fermi-liquid [9] and polaron physics
[10, 11]. The EOS [12–14] was determined and evi-
dence for pair condensation [15] and for a Berezinskii-
Kosterlitz-Thouless (BKT) transition [16] could be ob-
served. Yet so far, ultracold 2D Fermi gases have al-
ways been studied in harmonic trapping potentials, which
qualitatively change the density of states and give rise to
inhomogeneous density distributions. This hinders the
observation of critical phenomena with diverging corre-
lation length and exotic phases such as the Fulde-Ferrell-
Larkin-Ovchinnikov (FFLO) state [17–20]. Furthermore,
the inhomogeneous density distribution complicates the
interpretation of non-local quantities such as correlation
functions or momentum distributions, which can only be
extracted as trap-averaged quantities [15, 16].
These issues can be overcome by creating homogeneous
gases in box potentials whose walls are formed by re-
pulsive optical dipole potentials. Following this method,
three-dimensional (3D) uniform Bose gases have recently
been realized and used to investigate coherence and ther-
modynamic properties [21, 22] as well as non-equilibrium
dynamics [23]. In homogeneous 2D Bose gases, the emer-
gence of condensation, vortices and supercurrents were
studied [24, 25]. Very recently, the creation of 3D Fermi
gases in a box potential has been demonstrated, Pauli
blocking in momentum space was observed and both bal-
anced and imbalanced Fermi gases have been studied in
the strongly-interacting regime [26].
Here, we report on the experimental realization of ho-
mogeneous 2D Fermi gases with tunable interactions. By
preparing a non-interacting Fermi gas we realize a text-
book example of statistical physics and directly observe
Pauli blocking in the occupation of momentum states.
To measure the momentum distribution of interacting
gases we have established a technique to rapidly remove
one spin component and thereby project the system onto
a non-interacting state. We apply this technique to a gas
with intermediate attractive interactions and observe a
momentum distribution that is qualitatively similar to
that of a non-interacting gas.
We perform our experiments with an equal spin mix-
ture of 6Li atoms in the lowest two hyperfine states
|F,mF 〉 = | 12 , 12 〉 and | 12 ,− 12 〉, which we designate as |↑〉
and |↓〉, respectively. A sketch of the experimental setup
is shown in Fig. 1(a). The atoms are pre-cooled as de-
scribed in [27] and then transferred into a hybrid trap
consisting of a highly elliptic red detuned optical trap
and a variable radial magnetic confinement, which is gen-
erated by the curvature of the magnetic offset field used
to tune the interparticle interactions [28]. This variable
trapping can be used to compensate for anti-confinement
introduced by the lattice potential, which provides the
2D confinement described below. After forced evapora-
tive cooling in the elliptic trap (Fig. 1(d)), we ramp on a
repulsive optical ring potential as sketched in Fig. 1(b,c).
This ring potential is generated by a cascaded setup of
three axicons and projected onto the atoms using a high-
resolution (NA = 0.62) objective [26, 28–30]. We use
the ring to cut out the central, low-entropy part of the
cloud (Fig. 1(e)) and then ramp down the radial mag-
netic confinement such that the excess atoms outside the
ring leave the observation volume.
Next, we bring the gas into the 2D regime by loading
it into a blue detuned optical lattice in z-direction. In
this lattice, the level spacing ~ωz = h · (12.4± 0.1) kHz
between the ground and first excited state in the ver-
tical direction exceeds both the highest chemical po-
tential µ < h · 4 kHz and the highest thermal energy
kBT < h ·2 kHz encountered during our experiments and
hence the system is in the 2D regime [31, 32].
To transfer the atoms into a single node of the lat-
tice, we recompress the cloud by ramping up the power
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FIG. 1. Sketch of the experimental setup: The atoms are
loaded from a highly elliptic red detuned optical trap (red)
into a single nodal plane of a blue detuned optical lattice (light
green) which is formed by two laser beams (λ = 532 nm) in-
tersecting under an opening angle of θ = 10.4◦ (a,b). The
radial confinement is provided by a ring-shaped repulsive po-
tential (dark green) whose diameter D can be adjusted be-
tween 50µm and 200µm (c). Panels (d-f) show averaged (20
- 50 images) in situ density profiles and respective central
line cuts at different stages of the preparation of a strongly
interacting homogeneous Fermi gas at B = 830 G: After evap-
oration in the elliptic trap (d), the outer, high entropy region
of the cloud is cut away by the repulsive ring potential (e).
After further evaporation, the radial magnetic confinement
is ramped down to spill the atoms outside the ring and the
atoms are transferred into the lattice and we obtain a homo-
geneous 2D gas (f).
of the elliptic trap, which reduces the width of the cloud
in z-direction below the lattice spacing of 2.9 µm. By op-
timizing the position of the elliptic trap with respect to
the lattice, optimally 93 % of the atoms can be loaded
into a single layer, where the number of atoms in ad-
jacent layers can be determined to high precision in a
single shot matter wave focusing measurement [28]. By
shifting the z-position of the elliptic trap by half a lattice
period, it is also possible to create two equally populated
adjacent layers [28, 33]. This makes the loading of non-
interacting gases more robust against populating adja-
cent layers by thermally excited atoms and furthermore
doubles the recorded signal for absorption imaging.
In a first series of experiments, we study a non-
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FIG. 2. Density EOS for non-interacting homogeneous 2D
Fermi gases: The EOS is mapped out for different densities
and temperatures by imprinting a repulsive potential step
onto the atoms. This causes a density depletion ∆n in the
center of the cloud (a,b). Measuring this density depletion
∆n as a function of the step height directly yields the density
EOS of the system. By fitting the data with the EOS of a
non-interacting Fermi gas we extract the temperature T and
chemical potential µ0 for each dataset. The higher T/TF for
the dataset having the lowest density in the outer ring (red
squares) is most likely due to a reduced evaporation efficiency.
Using the fit results for T and µ to rescale the data and plot-
ting the dimensionless quantity n2D,↑λ2dB causes the different
datasets to collapse onto a single curve (c). The data shows
excellent agreement with the prediction for a non-interacting
2D Fermi gas (solid purple line).
interacting Fermi gas, which provides us with a well-
defined starting point for our exploration of interacting
systems. To create such non-interacting systems we first
prepare a dual layer homogeneous 2D Fermi gas at a
magnetic offset field of B = 320 G. At this field the
gas is weakly interacting with a 3D scattering length of
a3D = −290 a0, where a0 is the Bohr radius. We per-
form further evaporative cooling by slowly decreasing the
height of the confining ring potential and then ramp to
B = 527 G, which is close to the zero crossing of the
scattering length, to obtain a non-interacting Fermi gas.
As a first benchmark experiment, we measure the den-
sity EOS n2D,↑(µ, T ) of this non-interacting Fermi gas.
We imprint a potential step, which is generated by a blue
detuned laser beam reflected off the surface of a digital
micromirror device (DMD) and projected onto the atoms
[34]. We then image the resulting density distribution
using high-intensity absorption imaging [28, 35, 36]. As
shown in Fig. 2(a,b), the repulsive potential causes a disk
shaped density depletion in the center of the cloud which
covers about 10 % of its area. We apply potential steps
with different heights V while observing the correspond-
ing density depletion ∆n(V ) = ndisk2D,↑−ncenter2D,↑ (V ), where
3ndisk2D,↑ and n
center
2D,↑ correspond to the single layer density in
the undisturbed and depleted parts of the trap, respec-
tively. We perform such EOS measurements for gases
with different densities and temperatures; the resulting
datasets are shown in Fig. 2.
We calibrate the potential step height V by perform-
ing a linear Thomas-Fermi fit to the first four points of
the different EOS measurements and take the mean of
the resulting values [14]. To extract the temperature
and chemical potential, we fit the density depletion with
∆n(µ0, T, V ) = n2D,↑(µ0, T )−n2D,↑(µ0−V, T ) using the
theoretical EOS n2D,↑(µ, T ) = λ−2dB log[1 + exp(µβ)] for a
non-interacting 2D Fermi gas [37]. Here, β = (kBT )
−1
and the thermal de Broglie wavelength is given by λdB =√
2pi~2/mkBT , where m is the mass of a 6Li atom. We
approximate the chemical potential µ0 in the outer part
of the trap to be constant for all step heights. For
our coldest dataset we obtain a temperature of T/TF =
0.14± 0.02, where the Fermi temperature TF is calcu-
lated from T and µ0 using TF = T log[1 + exp(βµ0)] [38].
We validate these measurements by plotting the di-
mensionless quantity n2D,↑λ2dB as a function of βµ for
each of the different systems (Fig. 2(c)) [39]. The differ-
ent datasets all collapse onto a single curve and are in
excellent agreement with the theoretical expectation.
We now go beyond this local probing of density and
chemical potential by performing a direct measurement
of the momentum distribution of an ideal 2D Fermi gas.
We achieve this by mapping the momentum distribu-
tion to real space using matter wave focusing [15, 40–
42]: We switch off the radial confinement provided by
the ring potential and let the system evolve for a time
t in a weak harmonic potential in radial direction. Af-
ter a time-evolution of a quarter of the radial trap pe-
riod τ = 2pi/ωr, all particles with momentum ~k have
moved to a position r = ~k/mωr. Hence, the momen-
tum distribution n˜(k) can be directly extracted from
the density distribution n(r, t) at t = τ/4 via n˜(k) =
(~/mωr)2 · n(r = ~k/mωr, τ/4) (Fig. 3(b,e,h)).
This technique can also be extended to perform mat-
ter wave imaging instead of matter wave focusing by let-
ting the system evolve for t = τ/2 instead of t = τ/4
[43]. This causes the initial density distribution to
reappear inverted around the center of the trap, i.e.
n(r, τ/2) = n(−r, 0). Comparing the matter wave im-
aged distribution at t = τ/2 with the initial distribution
provides a measure for the quality of the matter wave lens
formed by the radial potential, which can be affected by
anharmonicities of the potential. For our experiments,
we set the radial magnetic trap frequency to a value of
ωr = 2pi · (33.3± 0.5) Hz and ramp down the depth of
the z-confinement by a factor of five to minimize the in-
fluence of its anti-trapping potential while keeping the
atoms in the depth of field. We find that the in situ and
matter wave imaged density distributions are virtually in-
distinguishable (Fig. 3(a,c,i)), which shows that for this
τ/ τ/
FIG. 3. Momentum distribution of a non-interacting 2D
Fermi gas: To measure the momentum distribution, we switch
off the confining ring potential and let the gas evolve in a weak
harmonic potential. A free time evolution t for a quarter of
the trap period τ performs a rotation in phase space by 90◦
as sketched in (d,e), causing the momentum distribution of
the gas to be mapped into real space. Averaged images (51 -
62 realizations) and corresponding azimuthal averages of the
density and momentum distribution are shown in (a,b) and
(g,h) respectively. After a free time evolution of half a trap
period, the in situ density distribution is mapped back to real
space (c); the azimuthal averages at t = 0 (red triangles) and
t = τ/2 (blue dots) are almost identical (i). A diagonal cut
through the momentum distribution (b) reveals the occupa-
tion f(k) of the system (j), which shows close to unity occu-
pation around k = 0 and drops off at the Fermi wave vector
kF = (1.93± 0.02) µm−1 (gray dash dotted lines). A fit with
a Fermi distribution (red dashed line) yields a temperature of
T/TF = 0.31± 0.02.
non-interacting system, our matter wave focusing gives
an accurate measurement of the momentum distribution.
To extract the occupation f(k) = Ak · n˜(k) from the
momentum distribution n˜(k), we use the k-space area
Ak = 16pi/D
2 of a single k-mode in a box potential
with diameter D. This allows us to directly observe Pauli
blocking in our non-interacting Fermi gas, which mani-
fests itself in a unity occupation of k modes around k = 0,
followed by a drop in the occupation at the Fermi wave
vector kF (Fig. 3(j)).
Next, we quantitatively determine the chemical poten-
tial and the temperature of the gas by fitting our data
4with the Fermi distribution
f (k) =
ζ
1 + exp
[
β
(~2k2
2m − µ0
)] .
The free parameters of the fit are the temperature T ,
the chemical potential µ0 and an overall amplitude ζ
which accounts for systematic errors in the determina-
tion of n˜(k) and Ak. The fit is in excellent agree-
ment with the data (Fig. 3(j)) and yields a chemical
potential µ0 = kB(148.8± 2.6) nK, a temperature T =
(46.7± 2.2) nK and ζ = 1.05 ± 0.06, where the errors
denote 1σ-confidence intervals of the fit. The dominant
sources of systematic errors on the amplitude of f(k)
are the 2 % uncertainty of the radial trap frequency ωr,
the 7 % uncertainty in the density calibration and the
4 % uncertainty in the determination of the ring diame-
ter D from the in situ images. The fit results translate
to T/TF = 0.31± 0.02, µ0/~ωz = 0.250 ± 0.005, and
a Fermi wave vector kF = (1.93± 0.02)µm−1. This is
in very good agreement both with the Fermi wave vec-
tor deduced from the mean density kF,n¯ =
√
4pin¯2D,↑ =
(1.86± 0.08)µm−1 and the temperature and chemical
potential obtained for a similar evaporation depth in the
EOS measurement shown in Fig. 2 (red solid line) [44].
We note that the fitted temperature is an upper bound,
affected by fluctuations in the particle number and the in-
homogeneity of the density distribution, which is smaller
than 11 % of the mean density [28]. This value includes
both the actual density inhomogeneity due to the pres-
ence of the harmonic potential used for the matter wave
focusing and artifacts due to imperfections of the imaging
beam.
When measuring the momentum distribution for vary-
ing densities, see Fig. 4(a), we observe that the occupa-
tion at low momenta saturates to values close to unity
for densities ranging from 0.25 µm−2 to 0.5 µm−2. This
clearly shows Pauli blocking in momentum space [26].
Finally, we realize an interacting homogeneous 2D
Fermi gas close to a broad Feshbach resonance [45] and
apply matter wave focusing. We prepare a single-layer
attractive 2D Fermi gas at B = 1020 G where the ra-
tio of scattering length a3D to harmonic oscillator length
lz =
√
~/mωz is a3D/lz = −0.56. In contrast to
previous experiments which measured the pair momen-
tum distribution by converting pairs into deeply-bound
molecules[15], we measure the momentum distribution of
the individual atoms [46]. This requires a negligible in-
fluence of collisions on the time evolution. We achieve
this by releasing the gas from the vertical confinement
[47, 48] as well as flashing on a light pulse propagating
along the z-direction which rapidly ejects atoms in state
| ↑〉 [26, 28, 49, 50]. This projects the wave function of
atoms in state | ↓〉 onto free particle states and allows
us to extract the occupation f(k) of the interacting sys-
tem using the matter wave focusing technique described
above. For our interaction strength, we expect only small
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FIG. 4. Saturation in the occupation of momentum states.
The occupation f(k) of non-interacting Fermi gases with
in-situ densities of n¯ = 0.24 µm−2 (light blue hexagons),
0.38 µm−2 (dark blue stars) and 0.50 µm−2 (red diamonds)
is shown in (a). For low momenta we find a near unity oc-
cupation that is independent of the in-situ density (see inset)
which is direct evidence of Pauli blocking. The Fermi wave
vectors deduced from Fermi fits to the distribution agree well
with the kF,n¯ =
√
4pin¯2D,↑ (vertical lines) calculated from the
in-situ density. An image of the momentum distribution of
an attractively interacting Fermi gas is shown in panel (b)
and a cut through the distribution in panel (c). The Fermi
momentum kF,n¯ for a non-interacting gas with equal density
is indicated by the red circle (b) and the vertical red line (c),
respectively.
deviations in f(k) compared to the non-interacting sys-
tem since at T = 0 the quasiparticle weight Z and the gap
∆ are calculated to be Z ≈ 0.9 [51] and ∆ ≈ 21 %[52].
We therefore attribute the reduced central occupation
and the broadening of the momentum distribution shown
in Fig. 4(e) to thermal excitations.
In this letter, we report on the realization of a homo-
geneous 2D Fermi gas trapped in a box potential. We
locally probe the system by imprinting a step potential
using a DMD and thereby measure the EOS of a non-
interacting Fermi gas. Furthermore, we apply matter
wave focusing to directly observe Pauli blocking in the
momentum distribution of a non-interacting 2D Fermi
gas. Finally , we demonstrate that the momentum dis-
tribution of interacting gases can also be measured and
observe a momentum distribution that is qualitatively
similar to that of a non-interacting gas for intermediate
interactions.
The homogeneous systems presented in this work are
particularly useful for studying non-equilibrium dynam-
ics of strongly correlated systems, since they allow inter-
action quenches without triggering mass redistribution,
which is unavoidable in harmonic traps. The combina-
tion of such a homogeneous system with non-local probes
is ideally suited to observe critical phenomena and exotic
phases such as FFLO superfluidity, which are predicted
to exist only in narrow regions of the phase diagram. Fi-
nally, our measurement of the momentum distribution
of an interacting Fermi gas can be extended to analyze
momentum correlations [53] and thereby observe Cooper
pairs in a fermionic superfluid.
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7Supplemental Material:
Two-Dimensional Homogeneous Fermi
Gases
TRAP GEOMETRIES
The elliptic trap is formed by a highly elliptical laser
beam with a wavelength of λ = 1064 nm and vertical and
horizontal beam waists of approximately wz ≈ 10 µm and
wy ≈ 400 µm. At a power of 1 W this results in trapping
frequencies of (ωx, ωy, ωz) ≈ 2pi · (75, 100, 4000)Hz.
The hybrid box potential is formed by a superposition
of several independently tunable optical and magnetic
potentials, which allow for numerous different trapping
geometries. In all configurations, the z-confinement with
~ωz = h · (12.4± 0.1) kHz is realized by the lattice in
z-direction, which is formed by two λ = 532 nm beams
intersecting with an opening-angle of 10.4◦ leading to a
lattice spacing of 2.9 µm. This confinement in z-direction
comes with a radial anti-confinement of ωx,opt ≈ 2pi ·
i(9.5± 1.2) Hz and ωy,opt ≈ 2pi · i(12.6± 0.8) Hz.
The main contribution to the radial confinement is typ-
ically given by the repulsive ring potential, which is de-
scribed in detail in the following section. An additional,
harmonic confinement in radial direction is created by
the curvature of the magnetic offset field used to tune
interparticle interactions. A set of two coil pairs allows
for tuning the curvature of the field without changing its
offset. We can achieve offset fields of up to 1415 G and
trap frequencies of up to ωr = 2pi· 34 Hz. This tunabil-
ity thus allows us either to compensate the optical anti-
confinement and create a flat-bottom trap or to provide
a harmonic confinement for matter-wave imaging.
THE BOX POTENTIAL
The repulsive optical ring potential is generated by a
cascaded setup of two lenses and three axicons (Fig. S1),
which allows tuning the geometry of the ring indepen-
dently from the beam focus. The two lenses focus the
beam onto an intermediate image plane, which is then
imaged onto the atoms using a high resolution objective,
while the geometry of the ring is defined by the com-
bination of the three axicons and the second lens. The
first axicon splits the slightly divergent Gaussian beam
into a Bessel beam in the near field and a ring beam in
the far field [29]. Together with the second lens, the sec-
ond axicon leads to an optical inversion of the ring beam
such that the steep part of the split Gaussian beam faces
towards the center of the ring (see insets in Fig. S1),
resulting in a highly non-Gaussian profile. This optical
inversion ensures that no residual light – which is usually
present due to imperfections of the axicon tip – remains
in the inner part of the ring. This has the advantage
that no aperture stop has to be placed in the beam path,
which was required in previous axicon setups used for
trapping ultra cold atoms [26, 30]. Finally, the third axi-
con collimates the geometry of the ring such that it fits
within the NA of the imaging system that projects the
ring onto the atoms. Moving this axicon along the optical
axis allows for the size of the ring to be easily changed.
The resulting intensity distribution at the position of
the atoms can be directly imaged with a second micro-
scope objective (Fig. S2 (a)). A cut through a ring with
diameter D = 160µm is shown in Fig. S2 (b) and reveals
the steepness of the potential wall. To obtain a measure
of the steepness and gain a model for the shape of the
intensity distribution, we fit a power law to one half of
the cut and obtain a scaling of V (x) = x87±4.
The flatness of the inner part of the box potential can
be characterized by measuring the variation of the den-
sity n2D(r) around the mean density n¯2D in the ring.
To do this, we take a series of images and calculate the
probability of occurrence P(n2D(r)/n¯2D) for each nor-
malized density n2D(r)/n¯2D [26]. Since in a thin 2D
sample the fluctuations caused by a corrugated poten-
tial can be masked by the inherent quantum fluctuations
of the atomic density as well as the photonic shot noise of
the imaging, averaging of a sufficient number of images
is required. For our measurement we take an average
of 75 density images with constant density, for which the
signal to noise ratio (SNR) due to photon shot noise is ap-
proximately 29. While this makes shot noise negligible,
artifacts caused by imperfections of the imaging beam
still contribute to the measured fluctuations. The aver-
aged density distribution together with the correspond-
ing probability distribution P(n2D(r)/n¯2D) is shown in
Fig. S2. We obtain a standard deviation of the probabil-
ity distribution of 8.6 %.
SINGLE/DOUBLE LAYER LOADING AND
DETECTION
To verify the single and double layer loading into the
lattice we use a matter wave focusing technique [42]. We
suddenly switch off the lattice and after a short free ex-
pansion, the elliptic trap is flashed on for 18 µs followed
by a time of flight of 1 ms. The matter wave lens created
by the pulse slows the z-expansion of the cloud and at
the same time accelerates the different layers with respect
to each other (Fig. S3 (a)). This leads to a separation
of atoms in different layers after time of flight as shown
in Fig. S3 (b). This provides us with a single-shot mea-
surement of the occupation of individual layers, which is
a great advantage over other techniques such as RF to-
mography. Tracking the occupation of individual layers
over time shows that our loading scheme has low fluctua-
tions and is stable on a timescale of several hours (Fig. S3
(c,d)).
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FIG. S1. Generation of the ring potential: The ring potential is generated by a setup of two lenses and three axicons with
different opening angles. The two lenses image the fiber tip onto an intermediate image plane (red dotted line), which is then
imaged onto the atoms using a high resolution objective (not shown). The first axicon splits the beam into a ring beam which
is then optically inverted by the combination of a second axicon and the second lens. After this optical inversion the steep part
of the split Gaussian beam faces towards the center of the ring. The movable third axicon collimates the geometry of the ring
with a variable diameter.
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FIG. S2. Characterizing the box potential: A cut (b) through
an image of the ring potential (a) reveals the steepness of the
potential wall. The potential can be approximated by a power
law fit V (x) ∝ x87±4. Panel (c) shows an averaged density
distribution in the box potential at a magnetic offset field of
1100 G. The flatness of the box potential is quantified by
calculating the probability distribution P(n2D/n¯2D) for each
density n2D to occur (d). The result is well described by a nor-
mal distribution with a standard deviation of σ = 0.086 n¯2D
(red solid lines).
DENSITY DETERMINATION
The atom density n2D(r) is determined via high inten-
sity absorption imaging [36], where we take into account
three additional corrections to the modified Lambert-
Beer law. We correct for the scattering of photons into
the NA of the imaging system, pumping of atoms into
different hyperfine states and the reduction of the ab-
sorption signal when imaging Feshbach molecules.
Absorption imaging is based on the assumption that
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FIG. S3. Single/Double Layer Loading: Atoms in two adja-
cent layers are spatially separated by flashing on an attractive
potential in z-direction (red dashed line) followed by a time
of flight (a). The occupation of individual layers can then
be determined by absorption imaging (b). Panels (c,d) show
measurements of the fraction of atoms in the upper, lower and
central layer (Nu,Nl and Nc) as a function of time for single
and double layer loading.
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FIG. S4. Detected atom number NCP in the central patch
of the cloud in absorption images (inset) as a function of illu-
mination time. The apparent atom number drops with longer
illumination times as the imaging transition is not fully closed
and therefore the number of atoms taking part in the scat-
tering decreases with time (blue open circles). A linear fit
(red dashed line) results in a correction factor for deducing
the true atom number.
photons scattered by an atom will not be captured by
the imaging system. However, in systems with a high
numerical aperture, a significant fraction of the scattered
photons can be recaptured by the imaging system [54].
The correction is given by Ω = 2pi[1 − cos(θ)]/4pi where
θ = sin−1(NA) is the opening angle defined by the NA
of the imaging system. For our measurements we have
chosen numerical apertures of up to NA = 0.4, which
corresponds to a correction of 4 %.
The second effect we take into account is that the
2S1/2, F=1/2 to
2P3/2, F=3/2 optical transition used
for imaging the atoms is not fully closed. This effect is
small for magnetic fields above 800 G, but becomes sig-
nificant at lower magnetic fields. For our measurements
of non-interacting Fermi gases at 527 G, we therefore take
a reference measurement for different imaging durations
(see Fig. S4) and correct the measured density accord-
ingly.
Finally, we take into account that on the bosonic side
of a Feshbach resonance, the atoms form weakly bound
molecules whose binding energy increases for lower mag-
netic fields. As the molecules become more deeply bound,
the atom-light scattering of the bound atoms is altered
compared to the behavior of free atoms. We correct for
this by introducing a reduced scattering cross section
σ?0(B) for magnetic fields ranging from 680 G to 832 G.
The correction is determined by imaging samples with
constant atom number at different magnetic fields.
To relate the optical density measured via absorption
imaging to the atomic density n2D(r) we need to know
the magnification of our imaging system. To measure the
magnification we perform Kapitza-Dirac scattering on a
lattice potential, which we generate by retro-reflecting
the elliptic trap. This imparts a well-known momentum
to the atoms, which allows us to calibrate the magnifica-
tion by taking images after different times of flight. We
deduce a magnification of 30.8± 0.3.
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FIG. S5. Influence of collisions and transverse excited states
on matter wave focusing. To prevent collisions during mat-
ter wave focusing, we remove state |↑〉 using a resonant light
pulse. To verify that this pulse has only negligible effects on
atoms in state |↓〉, we compare measurements with (a) and
without (b) the pulse in a non-interacting system. Line cuts
(c) through these images show that the momentum distribu-
tion of state |↓〉 in a non-interacting system is not significantly
altered by the optical removal pulse. For an interacting sys-
tem, we map out the effect of collisions on the measured mo-
mentum distribution by waiting for a variable interaction time
tk between switching off the optical confinement and remov-
ing state |↑〉. With increasing tk, we observe a redistribution
of momentum (d,f). For comparison, the central occupation
obtained with tk = 0 in Fig. 4 (c) is marked by red dashed
lines. An additional source for error is that for high 2D densi-
ties, low momentum modes in higher transverse levels become
occupied. We record the momentum distribution for different
in situ densities n¯ (e) and observe an increase in central mo-
mentum occupation (blue diamonds, (g)) above a density of
n¯ ≈ 0.75µm−2. At the same density, we observe an increase
in the waist of the cloud after short time of flight (red crosses),
which indicates an occupation of higher transverse states.
MATTER WAVE FOCUSING OF INTERACTING
2D FERMI GASES
When measuring the momentum distribution of inter-
acting gases using matter wave focusing, care has to be
taken to ensure that the influence of interactions during
the time evolution is negligible. While for a 2D gas the
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density and thus the scattering rate can quickly be re-
duced by releasing the atoms from the strongly confining
potential, the remaining collisions can nevertheless signif-
icantly affect the momentum distribution. To eliminate
the influence of collisions, we remove one of the spin com-
ponents, thereby effectively projecting the system onto a
free Fermi gas. We accomplish this by illuminating the
atoms in state |↑〉 with a resonant 2µs light pulse with an
intensity of I = Isat before performing matter wave focus-
ing. This removes the atoms in state |↑〉 with a 1/e time
constant of τ↑ ≈ 150 ns, whereas state |↓〉 has a much
longer lifetime of τ↓ ≈ 70 µs. Using a non-interacting
Fermi gas, we verify that the momentum distribution of
state |↓〉 is not significantly altered by the light pulse
(Fig. S5 (a-c)).
We then apply this method to an interacting system
at B = 1020 G. We map out the influence of interac-
tions on the momentum distribution by switching off the
z-confinement and removing state |↑〉 after different ex-
pansion times tk. We observe that when increasing the
time tk during which collisions can take place beyond
3 µs, the apparent occupation of lower momentum modes
increases (see Fig. S5 (d,f)). We attribute this to colli-
sions transferring momentum from the radial into the
transverse direction.
We note that the influence of collisions on the matter
wave imaged density distribution is small, as the short
time during which collisions take place leaves the in situ
density distribution largely unaffected. Therefore, mat-
ter wave images are not a good measure for the influence
of collisions on the momentum distribution.
Finally, the dimensionality of the system has a pro-
found impact on the momentum distribution. For low
densities, our system is in the 2D regime and we find
that f(k = 0) remains constant as we increase the den-
sity, while the width of the distribution grows. As the
density surpasses a value of n¯ ≈ 0.75 µm−2, f(k = 0) be-
gins to increase which we attribute to the population of
higher transverse states (see Fig. S5 (e,g)). This interpre-
tation is supported by a measurement of the transverse
width of the cloud after short time of flight similar to the
one described in [32]. We find that the transverse width
starts to increase at the same density n¯ ≈ 0.75 µm−2,
signaling the beginning of the crossover to a 3D system.
