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STRONG PARTIALLY GREEDY BASES AND LEBESGUE-TYPE
INEQUALITIES
M. BERASATEGUI, P.M. BERNA´, AND S. LASSALLE
Abstract. In this paper we continue the study of Lebesgue-type inequalities for
greedy algorithms. We introduce the notion of strong partially greedy Markushevich
bases and study the Lebesgue-type parameters associated with them. We prove that
this property is equivalent to that of being conservative and quasi-greedy, extending
a similar result given in [9] for Schauder bases. We also give a characterization of
1-strong partial greediness, following the study started in [1, 3].
1. Introduction and background
Throughout this paper X is a separable infinite dimensional Banach space over the
field F = R or C, with a semi-normalized Markushevich basis B = (en)∞n=1 (M-basis for
short). That is, denoting with X∗ the dual space of X, (en)
∞
n=1 satisfies the following
conditions:
(i) X = [en : n ∈ N],
(ii) there is a (unique) sequence (e∗n)
∞
n=1 ⊂ X∗, called biorthogonal functionals, such
that e∗k(en) = δk,n for all k, n ∈ N.
(iii) if e∗n(x) = 0 for all n, then x = 0.
(iv) There exist a constant c > 0 such that supn{‖en‖, ‖e∗n‖} ≤ c.
Clearly, the semi-normalized condition of the basis is guaranteed by (ii) and (iv).
Under the above assumptions, every x ∈ X is associated with a formal series x ∼∑∞
n=1 e
∗
n(x)en, so that limn e
∗
n(x) = 0 and its coefficients (e
∗
n(x))
∞
n=1 are uniquely
determined. As usual, we denote by supp (x) the support of x ∈ X, that is the set
{n ∈ N : e∗n(x) 6= 0}. For A and B subsets of N, we write A < B to mean that
maxA < minB. If m ∈ N, we write m < A and A < m for {m} < A and A < {m}
respectively. Also, A ·∪B means the union of A and B with A ∩ B = ∅.
We recall a few standard notions about greedy algorithms. For further information
on the subject we refer the reader to the monograph by V. N. Temlyakov [15] and
to the articles [9, 14, 16, 17] and the reference therin. For Lebesgue-type inequalities
see, for instance, the more recent papers [4, 6, 10, 12, 13]).
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Given x ∈ X, a greedy set for x ∈ X of order m (or an m-greedy set for x) is a set
of indices A ⊂ N such that |A| = m and
min
n∈A
|e∗n(x)| ≥ max
n/∈A
|e∗n(x)| .
A greedy operator of order m is any mapping Gm : X→ X such that
x ∈ X 7−→ Gm(x) = Gm[B,X] :=
∑
n∈A
e∗n(x)en
with A an m-greedy set for x, using the convention that G0 = 0. We write Gm for the
set of all greedy operators of order m and we consider G = ∪m≥0Gm. Given G and
G′ in G we write G′ < G whenever G′ ∈ Gm and G ∈ Gn with 0 ≤ m < n and the
respective supporting sets satisfy supp(G′) ⊂ supp(G) (for all x).
Given a finite set A ⊂ N, we denote by PA(x) =
∑
n∈A e
∗
n(x)en the projection
operator, with the convention that any sum over the empty set is zero.
For A ⊂ N finite, we denote by ΨA the set of all collections of sequences ε =
(εn)n∈A ⊂ F such that |εn| = 1 and
1εA = 1εA[B,X] :=
∑
n∈A
εnen.
If ε ≡ 1, we just write 1A. Also, every time we have index sets A ⊂ B and ε ∈ ΨB,
we write 1εA considering the natural restriction of ε to A.
Given x ∈ X, the error in the best m-term approximation with respect to the basis
B is
σm(x) = σm[B,X](x) := inf {‖x− y‖ : | supp (y)| ≤ m} ,
and the error in the best m-term coordinate approximation is
σ˜m(x) = σ˜m[B,X](x) := inf {‖x− PB(x)‖ : |B| ≤ m} .
Greedy operators are frequently used for m-term approximations and, in order
to study and quantify the performance of greedy operators one considers, for every
m = 1, 2, . . . , the smallest numbers Lm = Lm[B,X] and L˜m = L˜m[B,X] such that for
all x ∈ X and all Gm ∈ Gm,
‖x−Gm(x)‖ ≤ Lmσm(x), (1.1)
and
‖x−Gm(x)‖ ≤ L˜mσ˜m(x). (1.2)
The parameters Lm and L˜m are called Lebesgue-type parameters and (1.1) and
(1.2) their respective Lebesgue-type inequalities. When Lm = O(1), the basis is
called greedy [14] and if L˜m = O(1), the basis is called almost-greedy [9]. Thanks to
the main results of [9] and [14], we know that a basis B is greedy if and only if B is
unconditional and democratic, and B is almost-greedy if and only if it is quasi-greedy
(see Definition 1.2 below) and democratic. Recall that a basis B is K-unconditional,
with K > 0, if
K = K[B,X] := sup
|A|<∞
‖PA‖ <∞,
and B is D-democratic with D > 0, if for any pair of finite sets A,B with |A| ≤ |B|
we have
‖1A‖ ≤ D‖1B‖.
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Different estimates for the parameters Lm and L˜m have been studied in several
papers: for example, in [10, 12, 13] the authors study estimates under the assumption
of quasi-greediness, and in [4, 5], for general Markushevich bases.
In order to study whether greedy approximations (Gm(x))m always perform better
than the standard linear approximation (Pm(x))m, the mth residual Lebesgue constant
was introduced in [10] as follows: Lrem = L
re
m [B,X] is the smallest number such that
for all x ∈ X and Gm ∈ Gm,
‖x−Gm(x)‖ ≤ Lrem‖x− Pm(x)‖,
where Pm is the mth partial sum, that is, Pm(x) = PA(x) for A = {1, . . . , m}.
If Cp := supm L
re
m < ∞, the basis is called Cp-partially greedy. Here, following
the spirit of the inequalities (1.1) and (1.2), and using the definition of w-partially
greedy bases given in [7], we introduce the strong residual Lebesgue-type parameter
as follows: given x ∈ X and m ∈ N, we define the mth strong residual error as
σ̂m(x) = σ̂m[B,X](x) := inf
k≤m
‖x− Pk(x)‖.
Then, for each m = 1, 2, . . . , we define the strong residual Lebesgue-type parameter as
the smallest number L̂m = L̂m[B,X] such that for all x ∈ X and Gm ∈ Gm,
‖x−Gm(x)‖ ≤ L̂mσ̂m(x).
Definition 1.1. An M-basis B is Csp-strong partially greedy if
Csp := sup
m
L̂m <∞.
Clearly, Lrem ≤ L̂m and, if the basis is Schauder, L̂m ≈ Lrem . Consequently, if B is
Schauder, the basis is partially greedy if and only if it is strong partially greedy. For
quasi-greedy bases, different bounds for Lrem were studied in [10].
Definition 1.2 ([17]). An M-basis B is quasi-greedy if Cq := supm gcm <∞, where 1
gcm := sup
G∈
⋃
k≤mGk
‖I −G‖.
Related to the parameter gcm, we also consider (see [4])
gm := sup
G∈
⋃
k≤m Gk
‖G‖ and g˜m := sup
G∈
⋃
k≤m Gk
G′<G
‖G−G′‖.
Notice that as G0 = {0}, we may define gcm (and also gm) for m = 0 being gc0 = 1
(and g0 = 0). This is the only parameter we will use with m = 0. On the other hand,
in the definitions of the parameters that follow, we avoid without specifying it the
undesirable situations in which the denominator could be zero.
Definition 1.3 ([4, 17]). An M-basis B is Cu-unconditional for constant coef-
ficients if Cu := supm γm <∞, where
γm := sup
{‖1εA‖
‖1εB‖ : A ⊂ B, |B| ≤ m, ε ∈ ΨB
}
.
1We use the notation ‖G‖ = sup
x 6=0 ‖G(x)‖/‖x‖ and ‖I −G‖ = supx 6=0 ‖x − G(x)‖/‖x‖, even if
G : X→ X is a non-linear map.
4 M. BERASATEGUI, P.M. BERNA´, AND S. LASSALLE
Remark 1.4. Strightforward from the above definitions, for all m ∈ N, we have the
following inequelities. The nontrivial calculation in (ii) can be found in [4, Lemma 2.1].
(i) |gm − gcm| ≤ 1,
(ii) g˜m ≤ min{2min{gm, gcm}, gmgcm},
(iii) γm ≤ min{gm, gcm}.
Definition 1.5 ([2]). An M-basis B is Cql-quasi-greedy for largest coefficients
if Cql := supm qm <∞, where
qm := sup
{ ‖1εA‖
‖x+ 1εA‖ : |A| ≤ m, A ∩ supp(x) = ∅, maxn |e
∗
n(x)| ≤ 1, ε ∈ ΨA
}
.
Definition 1.6. An M-basis B is Csc-superconservative if Csc := supm scm < ∞,
where scm is the mth superconservative parameter of a basis defined as follows:
scm := sup
{ ‖1εA‖
‖1ε′B‖ : |A| ≤ |B| ≤ m, A ≤ m,A < B, ε ∈ ΨA, ε
′ ∈ ΨB
}
.
When ε ≡ ε′ ≡ 1, we write cm instead of scm and call this constant the mth conser-
vative parameter. Also, we say that B is Cc-conservative if Cc := supm cm <∞.
Remark 1.7. Conservative (Schauder) bases were introduced in [9]: a basis is con-
servative with constant C if ‖1A‖ ≤ C‖1B‖ whenever A and B are finite sets with
A < B and |A| ≤ |B|. For such bases, our definition of a conservative basis is equiva-
lent, with the same constant. Indeed, if B is Cc-conservative, by Definition 1.6, given
A < B finite sets with |A| ≤ |B|, for any m ≥ B we have
‖1A‖ ≤ cm‖1B‖ ≤ sup
m
cm‖1B‖ = Cc‖1B‖,
so B is also Cc-conservative as defined in [9]. On the other hand, if B is C-conservative
according to the definition in [9], it is immediate that cm ≤ C for all m, so Cc ≤ C.
Remark 1.8. In [10], the authors define a more restrictive mth conservative parame-
ters c(m). The difference between our definition and that of [10] is that in the latter,
the supremum is taken over all finte sets A and B such that |A| = |B| ≤ m and
A ≤ m < B which entails the additional conditions of taking m < B and |A| = |B|.
For the purposes of this article, we find the definition of cm more convenient, not only
because its definition is less restrictive than that of c(m), but also because (by Remark
1.7) the sequence (cm) allows us to recover the original definition of conservative bases
of [9].
Finally, we introduce the following concept, which will be used to study the be-
haviour of L̂m.
Definition 1.9. An M-basis B is Cpl-partially symmetric for largest coeffi-
cients (Cpl-PSLC for short) if Cpl := supm ωm <∞, where
ωm := sup
{ ‖x+ t1εA‖
‖x+ t1ε′B‖ :
|A| ≤ |B| ≤ m, A < supp(x) ·∪ B,A ≤ m,
ε ∈ ΨA, ε′ ∈ ΨB, |t| ≥ maxn |e∗n(x)|
}
.
Notice that ωm ≥ 1 for allm, which is clear from the definition if we take A = B = ∅.
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Remark 1.10. Note that a slight variant of the argument of Remark 1.7 shows that
a basis is Cpl-PSLC if and only if there is K > 0 such that for any finite sets A and B,
any x ∈ X with |A| ≤ |B|, A < supp(x) ·∪ B, for |t| ≥ maxn |e∗n(x)|, ε ∈ ΨA, ε′ ∈ ΨB,
‖x+ t1εA‖ ≤ K‖x+ t1ε′B‖,
and Cpl is the minimum K for which this inequality holds.
The parameter ωm is a weaker version of the parameter νm used to define the
constant associated to Property (A) that appears in [1, 4, 11]: a basis has the Ca-
Property (A) (or is Ca-symmetric for largest coefficients) if Ca := supm νm < ∞,
where
νm := sup
{ ‖x+ t1εA‖
‖x+ t1ε′B‖ :
|A| ≤ |B| ≤ m, A ∩ B = ∅, supp(x) ∩ (A ∪ B) = ∅
|t| ≥ maxn |e∗n(x)|, ε ∈ ΨA, ε′ ∈ ΨB
}
.(1.3)
Among the definitions given above, the parameters gm, g
c
m, g˜m,qm, γm,Lm, L˜m and
Lrem are well-known in the literature and were studied, for instance, in [2, 4, 6, 9, 10, 17].
Our main results for the strong residual parameters (L̂m)m are the following.
Proposition 1.11. For every m = 1, 2, . . . ,
L̂m ≤ 1 + 2κm,
where κ = supm,n ‖em‖‖e∗n‖.
Theorem 1.12. For each m = 1, 2, . . . ,
L̂m ≤ gcm + g˜mscm.
Proposition 1.13. For each m = 1, 2, . . . ,
ωm ≤ max
1≤k≤m
L̂k.
Theorem 1.14. For each m = 1, 2, . . . ,
gcm ≤ L̂m ≤ gcm−1ωm.
Moreover, L̂1 = ω1.
On the other hand, we characterize strong partially greedy bases in terms of partial
greediness and quasi-greediness, and 1-strong partially greedy bases in terms of the
1-PSLC property. Also, we prove that 1-partially greedy bases are strong partially
greedy.
Theorem 1.15. An M-basis B is 1-strong partially greedy if and only if B is 1-partially
symmetric for largest coefficients.
The above result is an improvement with respect to Theorem 1.14, since it allows
us to deduce that PSLC with Cpl = 1 implies quasi-greediness with Cq = 1.
The paper is structured as follows: in Section 2, we give some basic results that
will be used later. In Section 3, we prove Theorem 1.12 and the respective corol-
laries, whereas in Section 4, we prove Theorem 1.15 and give a characterization of
1-PSLC bases. In Section 5, we discuss the relation between the concepts of partial
greediness and strong partial greediness, and extend [9, Theorem 3.2] to the context
of Markushevich bases.
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2. Preliminary results
This section is devoted to giving some different estimates of the parameters ωm and
scm. In order to do so we recall the definition of the truncation operator, which was
first considered in [8]. We use some of its properties that connect this operator with
the quasi-greedy parameter. Also, we appeal to several lemmas given in [4] that we
list below for the sake of the reader.
Truncation Operator. For each t > 0, we define the t-truncation of x ∈ F by
Tt(x) =
{
t sign(x) if |x| > t,
x if |x| ≤ t.
We can extend Tt to an operator in X - which we still call Tt - by formally assigning
Tt(x) ∼
∑∞
n=1 Tt(e
∗
n(x))en, that is,
Tt(x) := t1εΛt(x) + (I − PΛt(x))(x),
where ε = {sign(e∗n(x))} and Λt(x) := {n ∈ N : |e∗n(x)| > t} is the t-index set for x
associated to Tt. Since Λt(x) is finite, Tt : X→ X is well defined.
Lemma 2.1. [4, Lemma 2.3] Let x ∈ X and ε = {sign(e∗n(x))}. For each m-greedy
set A of x,
min
n∈A
|e∗n(x)|‖1εA‖ ≤ g˜m‖x‖.
With the notation above, we also have:
Lemma 2.2. [4, Lemma 2.5] For all t > 0 and x ∈ X,
‖Tt(x)‖ ≤ gc|Λt(x)|‖x‖.
Moreover, if Λt(x) = ∅, the equality is attained as Tt(x) = x, |Λt(x)| = 0 and gc0 = 1.
Given a subset E ⊂ X, its convex hull is denoted by co(E).
Lemma 2.3. [4, Lemma 2.7] For every finite set A ⊂ N, we have
co({1εA : ε ∈ ΨA}) =
{∑
n∈A
znen : |zn| ≤ 1
}
.
Now we focus on the task of giving estimates of the parameters scm and ωm in terms
of known parameters appearing in [1, 2, 4, 11]. Our estimates allow us to characterize
bases which are PSLC (see Corollary 2.8).
Proposition 2.4. For each m = 1, 2, . . . ,
cm ≤ scm ≤ 4ν2γmcm,
where ν = 1 or 2 if F = R or C, respectively.
Proof. The lower bound for scm is trivial by definition. To prove the upper bound,
consider first that F = R and take A < B, A ≤ m, |A| ≤ |B| ≤ m and ε ∈ ΨA,
ε
′ ∈ ΨB. Assume first that ε ∈ {±1}|A|. Then, if A+ = {n ∈ A : εn = 1} and
A− = A \ A+,
‖1εA‖ ≤ ‖1A+‖+ ‖1A−‖ ≤ cm‖1B‖+ cm‖1B‖ = 2cm‖1B‖ ≤ 4cmγm‖1ε′B‖, (2.1)
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where the last inequality follows by [4, Lemma 3.3]. For ε 6∈ {±1}|A|, by convexity we
have
max {‖
∑
n∈A
Re (εn)en‖, ‖
∑
n∈A
Im (εn)en‖} ≤ max
η∈{±1}|A|
‖1ηA‖.
Thus, by the triangle inequality we get ‖1εA‖ ≤ 2‖1ηA‖ for some η ∈ {±1}|A|, and
the result follows by (2.1). 
Remark 2.5. Proposition 2.4 shows that the superconservative parameter can be con-
trolled by the parameter γm of Definition 1.3 and the conservative parameter. This
implies that a basis that is conservative and unconditional for constant coefficients is
superconservative. We do not know whether every superconservative basis is uncon-
ditional for constant coefficients, but as Example 2.6 shows, the parameter γm cannot
be controlled by scm.
Example 2.6. Let X be the completion of c00 under the norm
‖(an)n‖ := sup
D∈S
|
∑
n∈D
an|,
where
S := {D ⊂ N : 0 < |D| ≤
√
minD, and i < j < k, i ∈ D, k ∈ D =⇒ j ∈ D}.
There is no constant K such that
γm ≤ Kscm, ∀m ∈ N.
Proof. It is clear that the canonical basis (en)n is a normalized Schauder basis for X.
Note that if D ∈ S, then D is a nonempty interval in N, that is, either D = {m}
for some m ∈ N, or D = {m,m + 1, . . . , m + n} for some m,n ∈ N. Moreover, any
nonempty interval D′ ⊂ D is also an element of S. This guarantees that for every x
with finite support,
‖x‖ = max
D∈S
min supp (x)≤D≤max supp (x)
{
|
maxD∑
n=minD
e∗n(x)|
}
,
where (e∗n)n are the biorthogonal functionals corresponding to (en)n. In particular,
the basis is monotone. Note also that, since {n} ∈ S for all n ∈ N, for all x ∈ X we
have
‖x‖ ≥ sup
n∈N
|e∗n(x)| = ‖x‖∞.
Now fix m ∈ N, a finite set A with A ≤ m, and ε ∈ ΨA. Then, for any D ∈ S such
that D ≤ maxA, we have
|D| ≤
√
minD ≤
√
maxA ≤ √m.
Thus,
‖1εA‖ ≤ sup
D∈S
D≤m
{∑
n∈D
|e∗n(1εA)|
}
≤ √m.
Given that for any finite set B and any ε′ ∈ ΨB,
1 = ‖1ε′B‖∞ ≤ ‖1ε′B‖,
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it follows that
scm ≤
√
m, ∀m ∈ N.
Now fix m ∈ N, and let
B : = {4m2 + 1, . . . , 4m2 + 2m}, A : = {n ∈ B : n is even}.
Clearly |B| = 2m, B ∈ S, and |A| = m. Now define ε ∈ ΨB as follows
εn : = (−1)n ∀n ∈ B.
Since B is an interval, for any D ∈ S with 4m2 + 1 ≤ D ≤ 4m2 + 2m we have
|
maxD∑
n=minD
e∗n(1εB)| = |
maxD∑
n=minD
(−1)n| ≤ 1 = ‖1εB‖∞.
Hence,
‖1εB‖ = 1.
On the other hand, since B ∈ S and A ⊂ B,
‖1εA‖ = supD∈S
{|∑n∈D e∗n(1εA)|} ≥ | ∑
n∈B
e∗n(1εA)| = |
∑
n∈A
e∗n(1εA)| = |
∑
n∈A
1| = m.
Thus,
γ2m ≥ ‖1εA‖‖1εB‖ = m,
and the assertion is proved. 
Proposition 2.7. For each m = 1, 2, . . . ,
max
{qm
2
, scm
}
≤ ωm ≤ 1 + qm(1 + scm). (2.2)
Proof. First we prove the lower bound. It is clear that scm ≤ ωm. To prove that
qm ≤ 2ωm, take A, x and ε as in the definition of qm. Then,
‖1εA‖ ≤ ‖x+ 1εA‖+ ‖x‖ ≤ ‖x+ 1εA‖+ ωm‖x+ 1εA‖
≤ 2ωm‖x+ 1εA‖.
To prove the upper bound, let A,B, x, t, ε and ε′ be as in the definition of ωm, that
is, A < supp(x) ·∪ B, |A| ≤ |B| ≤ m, A ≤ m, t ≥ maxn |e∗n(x)| and ε ∈ ΨA, ε′ ∈ ΨB.
We have
‖x+ t1εA‖ ≤ ‖x+ t1ε′B‖+ ‖t1εA‖+ ‖t1ε′B‖
≤ ‖x+ t1ε′B‖+ scm‖t1ε′B‖+ qm‖x+ t1ε′B‖
≤ (1 + qm + qmscm)‖x+ t1ε′B‖,
which concludes the proof. 
Corollary 2.8. An M-basis B in a Banach space X is partially symmetric for largest
coefficients if and only if B is superconservative and quasi-greedy for largest coeffi-
cients.
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Proof. The lower bound of Proposition 2.7 shows that a basis that is Cpl-PSLC is also
superconservative with constant Csc ≤ Cpl and quasi-greedy for largest coefficients
with constant Cql ≤ 2Cpl. On the other hand, if the basis is Csc-superconservative and
Cql-quasi-greedy for largest coefficients, applying the upper bound of Proposition 2.7
we obtain
Cpl = sup
m
ωm ≤ 1 + Cql(1 + Csc).
Hence, the basis is PSLC. 
3. Main results for L̂m
In this section, we prove the main results concerning L̂m.
Proof of Proposition 1.11: The proof of this result is immediate using that by defini-
tion
L̂m ≤ L˜m,
and also that L˜m ≤ 1 + 2κm, by [4, Theorem 1.8]. 
Proof of Theorem 1.12: Take x ∈ X, fix m and take a greedy operator of order m,
Gm. Set A := supp(Gm(x)), take k ≤ m and define D := {1, . . . , k}. We have the
following possibly trivial decomposition:
x−Gm(x) = P(A∪D)c(x) + PD\A(x).
On the one hand, since
P(A∪D)c(x) = (I − PA\D)(x− Pk(x)),
we have
‖P(A∪D)c(x)‖ ≤ gcm‖x− Pk(x)‖. (3.1)
On the other hand, notice thatD\A ≤ k < A\D and A\D is a greedy set for x−Pk(x).
Thus, applying first Lemma 2.3 and then Lemma 2.1 with ε = (sign(e∗n(x)))n, we
obtain
‖PD\A(x)‖ ≤ scm max
n∈D\A
|e∗n(x)|‖1ε(A\D)‖
≤ scm min
n∈A\D
|e∗n(x− Pk(x))|‖1ε(A\D)‖
≤ g˜|A\D|scm‖x− Pk(x)‖ (3.2)
≤ g˜mscm‖x− Pk(x)‖.
As (3.1) and (3.2) hold for any k ≤ m, a direct combination of both inequalities shows
that ‖x−Gm(x)‖ ≤ (gcm + g˜mscm)σ̂m(x) and therefore, the result follows. 
Corollary 3.1. If an M-basis is Cq-quasi-greedy, then for each m = 1, 2, . . . ,
L̂m ≤ Cq + 2Cqscm.
Proof. Just apply Theorem 1.12 and use the estimate g˜m ≤ 2Cq for all m ∈ N. 
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Proof of Proposition 1.13: Take A,B, x, ε, ε′ as in the definition of ωm. A careful look
at this definition allows us to only consider t > 0. Now, let m1 := maxA. Since
|A| ≤ |B| ≤ m, A ≤ m1 ≤ m and A < B, there exists a possibly empty set D such
that D ⊂ {1, . . . , m1} \ A and m1 ≤ |D ∪B| ≤ m. Let m2 := |D ∪B| and define, for
η > 0, the element
y := x+ t1εA + (t+ η)(1ε′B + 1D).
As in particular A ∩ supp(x) is the empty set and t ≥ maxn |e∗n(x)|, we see that
Gm2(y) = (t + η)(1ε′B + 1D) and Pm1(y) = t1εA + (t+ η)1D, then
‖x+ t1εA‖ = ‖y −Gm2(y)‖ ≤ L̂m2‖y − Pm1(y)‖ ≤ max
1≤k≤m
L̂k‖x+ (t + η)1ε′B‖.
Since the inequality holds for any η > 0, we conclude that ωm ≤ max1≤k≤m L̂k. 
The following lemma will be used to prove Theorem 1.14. It is based on [4,
Lemma 2.8], but stated for the parameter ωm instead of νm. We give a proof for
the sake of completeness.
Lemma 3.2. Let x ∈ X and |t| ≥ maxn |e∗n(x)|. Then,
‖x+ z‖ ≤ ωm‖x+ t1εB‖,
for any finite set B, |B| ≤ m, any ε ∈ ΨB, and any z such that supp(z) ≤ m,
supp (z) < B ·∪ supp(x) and |t| ≥ maxn |e∗n(z)|.
Proof. Notice that by the definition of t1εB with ε ∈ ΨB, it is enough to give a
proof for t > 0. By the definition of the parameter ωm, the result is true if we take
z = 1ε˜A, for any ε˜ ∈ ΨA, A < supp(x) ·∪B, A ≤ m, and |A| ≤ |B| ≤ m. Thanks to the
convexity of the norm, it continues to be true for any element z ∈ co ({1ε˜A : ε˜ ∈ ΨA}).
Then, the general case follows from Lemma 2.3. 
Proof of Theorem 1.14: Taking k = 0 in the definition of σ̂m(x), we see that σ̂m(x) ≤
‖x‖ for all x. Then, the inequality gcm ≤ L̂m is immediate for all m ∈ N.
To prove the upper bound, fix m ∈ N, x ∈ X and a greedy operator of order m, Gm.
We will show that ‖x−Gm(x)‖ ≤ gcm−1ωm‖x− Pk(x)‖ for all k ≤ m.
Set A := suppGm(x), fix k ≤ m and take D := {1, . . . , k}. If A = D, then k = m
and Gm(x) = Pm(x); as g
c
m−1, ωm ≥ 1 there is nothing to prove. If A 6= D, consider
the following decomposition:
x−Gm(x) = P(A∪D)c(x− Pk(x)) + PD\A(x). (3.3)
Applying Lemma 3.2 with t = minn∈A |e∗n(x)|, z = PD\A(x), and ε ∈ ΨA\D such that
εn = sign(e
∗
n(x)), we have
‖P(A∪D)c(x− Pk(x)) + PD\A(x)‖ ≤ ωm‖P(A∪D)c(x− Pk(x)) + t1εA\D‖. (3.4)
Let Tt be the t-truncation operator and Λt be its associated index set. Notice that
|Λt(x− Pk(x))| ≤ m− 1 and
P(A∪D)c(x− Pk(x)) + t1εA\D = Tt(x− Pk(x)).
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Thus, an application of Lemma 2.2 yields
‖P(A∪D)c(x− Pk(x)) + t1εA\D‖ ≤ gc|Λt(x−Pk(x))|‖x− Pk(x)‖ ≤ gcm−1‖x− Pk(x)‖. (3.5)
Hence, the upper bound in the statement follows combining (3.3), (3.4) and (3.5).
Finally, by Proposition 1.13 we have ω1 ≤ L̂1, which completes the proof. 
Remark 3.3. Note that the sequence (gcm)m is increasing, so from Theorem 1.14 we
also get, for all m ∈ N,
gcm ≤ L̂m ≤ gcm ωm.
We end this section presenting two examples that allow us to study the optimality
of the inequalities of the main results about L̂m. First note that if B is the unit vector
basis of c0 or ℓp with 1 ≤ p <∞, we have gcm = 1 and ωm = 1 for all m ∈ N. Hence,
equality holds throughout in Theorem 1.14. With the next example we show that
equality holds in Propositions 1.13 and 1.11.
Example 3.4. Let X be the completion of c00 under the norm
‖(an)n‖ := sup
n≥1
∣∣∣ n∑
j=1
aj
∣∣∣.
The canonical basis of X, (en)n, is monotone and the following hold for all m ∈ N:
(i) gm = g˜m = 2m and g
c
m = 2m+ 1.
(ii) scm = m and cm = 1.
(iii) ωm = L̂m = max1≤k≤m L̂k = 1 + 4m.
Then, equality holds in Propositions 1.11 and 1.13.
Proof. A proof of (i) can be found in [4, Proposition 5.1]. To see (ii), notice that for
every finite set A,
‖1A‖ = |A|.
Hence, cm = 1. Also, notice that for ε ∈ ΨA we have
1 ≤ ‖1εA‖ ≤ |A|.
Then, for A,B, ε, and ε′ as in the definition of scm, we have
‖1εA‖
‖1ε′B‖ ≤ |A| ≤ m.
Finally with A := {1, . . . , m}, B := {m + 1, . . . , 2m}, ε ≡ 1 and ε′ = ((−1)n)n,
and noting that ‖∑mn=1(−1)nen‖ = 1, we see that the bound above is attained and
scm = m.
Next, let us show that (iii) holds. Taking into account that ‖en‖ = 1 for all n ∈ N,
‖e∗1‖ = 1 and ‖e∗n‖ = 2 for all n ≥ 2, the constant in Proposition 1.11 is κ = 2, so we
obtain that L̂k ≤ 1 + 4k for any k. Then, clearly, max
1≤k≤m
L̂k ≤ 1 + 4m.
To show the lower bound, consider the sets A and B with |A| = |B| = m so that
1A :=
(
1, . . . , 1︸ ︷︷ ︸
m
, 0, 0, . . .),
1B :=
(
0, . . . , 0︸ ︷︷ ︸
m
, 0, 1, 0︸ ︷︷ ︸ , . . . , 0, 1, 0︸ ︷︷ ︸ , 0, . . . ),
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and define x ∈ X with | supp(x)| = 2m+ 1 as follows
x :=
(
0, . . . , 0︸ ︷︷ ︸
m
,
︷ ︸︸ ︷
1
2
, 0, 1
2
, . . . ,
︷ ︸︸ ︷
1
2
, 0, 1
2
, 1
2︸ ︷︷ ︸
supp(x)
, 0, 0, . . .
)
.
Then ‖x+ 1A‖ = 2m+ 12 and ‖x− 1B‖ = 12 . Now, using Proposition 1.13 we get
max
1≤k≤m
L̂k ≥ ωm ≥ ‖x+ 1A‖‖x− 1B‖ = 1 + 4m,
and the proof is complete. 
Next, we prove the optimality of the estimate of Theorem 1.12 and the right-hand
side of the inequality in Theorem 1.14. Additionally, we give another example in
which equality in Proposition 1.13 holds.
Example 3.5. Let (en)n and (fn)n be the unit vector bases of ℓ1 and c0 respectively,
and let X be the space ℓ1 × c0 with the norm
‖(x, y)‖ := max{‖x‖1, ‖y‖∞}.
For each m ∈ N, define
x2m−1 := (em, 0), x2m := (0, fm).
Then, (xn)n is a Schauder basis for X, and the following hold for all m ∈ N:
(i) gm = g˜m = g
c
m = 1.
(ii) sc2m = c2m = sc2m−1 = c2m−1 = m.
(iii) ω2m = ω2m−1 = L̂2m−1 = L̂2m = m+ 1.
Thus, equalities in Theorem 1.12 and Proposition 1.13 hold, and also the right-hand
side of the inequality in Theorem 1.14.
Proof. It is easy to check that (xn)n is a 1-unconditional basis for X, so (i) holds
trivially. To prove (ii), fix m ∈ N and take any nonempty set A, with A ≤ 2m and
ε ∈ ΨA. Define Ae := {j ∈ A : j is even} and Ao := A \ Ae. We have
‖1εA‖ = max{‖1εAo‖1, ‖1εAe‖∞} ≤ max{|Ao|, 1} ≤ m.
It follows that
sc2m ≤ m. (3.6)
Now, define the sets
Am := {2j − 1: 1 ≤ j ≤ m}, Bm := {2m+ 2j : 1 ≤ j ≤ m}.
Note that for all m,
|Am| = |Bm| = m, Am ≤ 2m− 1 < 2m+ 2 ≤ Bm, ‖1Am‖ = m, ‖1Bm‖ = 1.
In particular, this immediately gives
c2m−1 ≥ m. (3.7)
Since cn ≤ min {cn+1, scn} ≤ scn+1 for all n ∈ N, combining (3.6) and (3.7) we obtain
(ii). Finally, to prove (iii) first notice that by (i), (ii) and Theorem 1.12, for all m it
follows that
L̂2m−1 ≤ m+ 1, L̂2m ≤ m+ 1. (3.8)
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Given that (ωn)n is an increasing sequence, (3.8) and Proposition 1.13 yield for all
m ∈ N,
ω2m−1 ≤ ω2m ≤ max
1≤k≤2m
L̂k ≤ m+ 1. (3.9)
Considering Am and Bm as before, with ε
′ ∈ ΨBm we have
‖1Am + x2m+1‖ = ‖
m+1∑
j=1
(ej , 0)‖ = m+ 1, (3.10)
whereas
‖1ε′Bm + x2m+1‖ = max{‖em+1‖1, ‖
m∑
j=1
ε′2m+2jfm+j‖∞} = 1.
Thus, by the choice of Am and Bm, it follows that for all m ∈ N,
ω2m−1 ≥ m+ 1. (3.11)
Now take η > 0, and let
ym := 1Am + x2m+1 + (1 + η)(1Bm + 1B2m).
By (3.10), we have
‖ym −G2m(ym)‖ = ‖1Am + x2m+1‖ = m+ 1,
and by the 1-unconditionality of the basis,
‖ym −G2m−1(ym)‖ ≥ ‖ym −G2m(ym)‖ = m+ 1.
Since
‖ym − P2m−1(ym)‖ = ‖x2m+1 + (1 + η)(1Bm + 1B2m)‖ = (1 + η) (3.12)
and η is arbitrary, it follows that
L̂2m ≥ m+ 1, L̂2m−1 ≥ m+ 1.
Combining these inequalities with (3.8), (3.9) and (3.11), we obtain (iii). 
4. Characterization of 1-strong partially greedy bases
Since 2006, some authors have studied bases that have their respective greedy con-
stants attaining the least possible value, that is bases that have constant one. For
instance, F. Albiac and P. Wojtaszczyk [1] gave a characterization of 1-greedy bases
and F. Albiac and J. L. Ansorena [3] characterized 1-almost-greediness in terms of
1-symmetry for largest coefficients (see the paragraph below Remark 1.10 for its def-
inition). Following this spirit, in this section we prove a similar result for 1-strong
partially greedy and 1-PSLC bases showing that this last condition is stronger than
quasi-greediness.
Theorem 4.1. An M-basis B is 1-strong partially greedy if and only if B is 1-PSLC.
Proof. If L̂m = 1 for all m ∈ N, by Proposition 1.13 it follows that ωm = 1 for all
m ∈ N. Reciprocally, if ωm = 1 for all m ∈ N, from the fact that gcm ≥ 1 and
Theorem 1.14 we obtain
L̂1 = 1, 1 ≤ gcm ≤ L̂m ≤ gcm−1 for all m ≥ 2.
Thus, inductively it follows that gcm = L̂m = 1 for all m ∈ N. 
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We also have the following characterization of 1-PSLC bases.
Proposition 4.2. Let B = (en)n be an M-basis for a Banach space X. The following
are equivalent:
(i) For any finite sets A and B such that |A| ≤ |B|, x ∈ X, A < supp(x) ·∪ B,
ε ∈ ΨA, ε′ ∈ ΨB, t ∈ F with |t| ≥ maxn |e∗n(x)|,
‖x+ t1εA‖ ≤ ‖x+ t1ε′B‖. (4.1)
(ii) B has the 1-PSLC property.
(iii) The following conditions hold:
(I) For all x ∈ X, t ∈ F such that |t| ≥ maxn |e∗n(x)|, and for all k 6∈ supp (x),
‖x‖ ≤ ‖x+ tek‖.
(II) For all x ∈ X, s, t ∈ F such that |t| = |s| ≥ maxn |e∗n(x)|, and for all
j < {k} ·∪ supp (x),
‖x+ sej‖ ≤ ‖x+ tek‖.
Proof. The equivalence between (i) and (ii) is Remark 1.10 when Cpl = 1, whereas
the implication from (i) to (iii) is immediate.
Suppose now that (iii) holds and let us see that (i) is satisfied. For A, B, x, t, ε and ε′
as in (i), we prove by induction on |B| that (4.1) holds. For |B| = 0, there is nothing
to prove, and for |B| = 1, (4.1) follows at once from (I) when taking A = ∅, and from
(II) when taking |A| = 1. Suppose now that (4.1) holds for |B| ≤ n. For |B| = n+ 1,
take k any element of B and B0 := B \ {k}. In the case A = ∅ applying the inductive
hypothesis and then (I) we get
‖x‖ ≤ ‖x+ t1ε′B0‖ ≤ ‖x+ t1ε′B0 + tε′ek‖ = ‖x+ t1ε′B‖.
In the case A 6= ∅, define
j := maxA, A0 := A \ {j}, y := x+ tεej , z := x+ t1ε′B0 .
Since A0 < supp(y) ·∪ B0, |A0| ≤ |B0| = n, and j < {k} ·∪ supp (z), applying the
inductive hypothesis first and then (II) it follows that
‖x+ t1εA‖ = ‖y + t1εA0‖ ≤ ‖y + t1ε′B0‖ = ‖z + tεej‖ ≤ ‖z + tε′ek‖ = ‖x+ t1ε′B‖.
This completes the induction step, and thus the proof. 
In [3], the authors ask a difficult - and still open - question about the relation
between 1-almost greediness and greediness; the central issue is whether 1-almost
greediness implies unconditionality, and thus greediness. A similar question can be
asked for strong partial greediness and almost greediness, as follows:
If B is 1-strong partially greedy, is B C-almost greedy for some C > 0?
As almost greediness is equivalent to quasi-greediness and democracy, in order to
give a negative answer it suffices to show that 1-strong partial greediness does not
imply democracy. To that end, we use an example from the family given in [7,
Proposition 6.10].
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Example 4.3. Let X be the completion of c00 under the norm
‖(an)n‖ := sup
A∈S
∑
n∈A
|an|,
where S ⊂ N is the set
S := {A ⊂ N : |A| ≤
√
minA}.
The canonical basis (en)n of X is 1-PSLC and it is not democratic.
Proof. First, notice that (en)n is a normalized 1-unconditional Schauder basis. Thus,
Condition (iii)(I) of Lemma 4.2 holds. Now choose x ∈ X, s, t ∈ K so that |t| = |s| ≥
maxn |e∗n(x)|, and j, k ∈ N so that j < {k} ·∪ supp (x). For A ∈ S with j 6∈ A, we have∑
n∈A
|e∗n(x+ sej)| =
∑
n∈A
|e∗n(x)| ≤
∑
n∈A
|e∗n(x+ tek)| ≤ ‖x+ tek‖.
On the other hand, given A ∈ S with j ∈ A, let B := {k}∪ (A\ {j}). Since |B| ≤ |A|
and min(B) ≥ min(A), it follows that B ∈ S. Hence,∑
n∈A
|e∗n(x+ sej)| = |s|+
∑
n∈A\{j}
|e∗n(x)| =
∑
n∈B
|e∗n(x+ tek)| ≤ ‖x+ tek‖.
Taking supremum over all A ∈ S, we obtain ‖x + sej‖ ≤ ‖x + tek‖. Hence, Condi-
tion (iii)(II) of Lemma 4.2 holds as well, and threfore (en)n has the 1-PSLC.
The fact that the basis is not democratic was proven in [7]. Here, we include a proof
for the sake of completeness. Let A := {m2 + 1, . . . , m2 +m} and B := {1, . . . , m}.
Then, since A ∈ S, ‖1A‖ = m. We claim that ‖1B‖ ≤
√
m, hence the basis is
not democratic. Indeed, to prove this upper estimate, take a set A1 ∈ S such that
‖1B‖ = |A1|. Then, minA1 ≤ m, so |A1| ≤ √m. Thus, ‖1B‖ ≤ √m. 
5. Discussions on the relation between partially greedy, strong
partially greedy and quasi-greedy bases.
As it has been mentioned in the introduction, in [9] the authors introduced the
notion of partially greedy Schauder bases, and characterized them as those which
are quasi-greedy and conservative [9, Theorem 3.4]. Recall that for Schauder bases,
being partially greedy and strong partially greedy are equivalent notions. Thus, the
following theorem extends [9, Theorem 3.4] to the context of Markushevich bases, and
also shows a relationship between partially and strong partially greedy Markushevich
bases.
Theorem 5.1. Let B be an M-basis in a Banach space X. The following are equivalent.
(i) B is strong partially greedy.
(ii) B is quasi-greedy and partially greedy.
(iii) B is quasi-greedy and superconservative.
(iv) B is quasi-greedy and conservative.
Proof. The implications (i) =⇒ (ii) and (iii) =⇒ (iv) are immediate. To prove that
(ii) =⇒ (iii), fix m ∈ N and let A,B, ε, ε′ as in Definition 1.6. Choose B0 ⊂ B with
|B0| = |A|, and let
m1 := maxA, m2 := |B \B0|, D := {1, . . . , m1} \ A.
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Choose η > 0 and define
y := 1εA + (1 + η)(1ε′B0 + 1D), z := (1 + η)1ε′B0 + (1 + 2η)1ε′B\B0 .
We have
‖1εA‖ = ‖y −Gm1(y)‖ ≤ Cp‖y − Pm1(y)‖
= Cp‖(1 + η)1ε′B0‖ = Cp‖z −Gm2(z)‖
≤ CpCq‖z‖.
Since η is arbitrary, it follows that ‖1εA‖ ≤ CpCq‖1ε′B‖ and scm ≤ CpCq. Then,
taking supremum over m we obtain Csc ≤ CpCq, so the basis is superconservative.
To see that (iv) =⇒ (i), note that γm ≤ gcm ≤ Cq for all m ∈ N, so the result follows
by Theorem 1.12, Remark 1.4 and Proposition 2.4. 
We do not know whether strong partially and partially greedy Markushevich bases
are equivalent notions. In light of Theorem 5.1, the question is to find out whether
or when every partially greedy Markushevich basis is quasi-greedy. In the case of
1-partially greedy bases we give a positive answer.
Proposition 5.2. Let B = (en)∞n=1 be 1-partially greedy Markushevich basis for X and
let c := supn{‖en‖, ‖e∗n‖}. The following hold:
(i) For all x ∈ X, m ∈ N, any greedy sum and 1 ≤ k ≤ m,
‖x−Gm(x)‖ ≤ ‖x− Pk(x)‖. (5.1)
(ii) B is Csp-strong partially greedy with Csp ≤ 1 + c2.
(iii) The sequence (en)n≥2 is a 1-strong partially greedy basis for Y := [en : n ≥ 2].
(iv) B is 1-superconservative.
Proof. We prove (5.1) by induction on m. For m = 1, that is just the 1-partially
greedy condition. Suppose (5.1) holds for 1 ≤ m ≤ m0 and let us prove that it holds
for m0 + 1. Take x ∈ X and fix A an (m0 + 1)-greedy set for x with greedy operator
Gm0+1. For k = m0+1, (5.1) holds because B is 1-partially greedy. Fix 1 ≤ k0 ≤ m0,
and consider first the case that there is 1 ≤ j ≤ k0 such that j ∈ A. Then
Gm0+1(x) = e
∗
j(x)ej +Gm0(x− e∗j (x)ej).
Thus, by inductive hypothesis,
‖x−Gm0+1(x)‖ = ‖x− e∗j (x)ej −Gm0(x− e∗j (x)ej)‖
≤ ‖x− e∗j (x)ej − Pk0(x− e∗j(x)ej)‖ = ‖x− Pk0(x)‖.
On the other hand, if k0 < A, then for all 1 ≤ j ≤ k0 and all 1 ≤ l ≤ m0 + 1,
Gl(x) = Gl(x− Pj(x)); Pj(x−Gl(x)) = Pj(x).
Hence, by inductive hypothesis and the 1-partially greedy condition,
‖x−Gm0+1(x)‖ = ‖x−G1(x)−Gm0(x−G1(x))‖ ≤ ‖x−G1(x)− Pk0(x−G1(x))‖
= ‖x− Pk0(x)−G1(x− Pk0(x))‖ ≤ ‖x− Pk0(x)− P1(x− Pk0(x))‖
= ‖x− Pk0(x)‖.
This completes the inductive step, and thus the proof of (5.1).
To prove (ii), we use (5.1) for k = 1. For each x ∈ X and m ∈ N, we have
‖x−Gm(x)‖ ≤ ‖x− P1(x)‖ ≤ ‖x‖+ ‖P1(x)‖ ≤ (1 + c2)‖x‖.
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Therefore, B is strong partially greedy with constant Csp ≤ 1 + c2.
Now, we show (iii). It is clear that (en)n≥2 is a basis for Y. Denote by (Pm)m and
(Gm)m the projections and greedy sums with respect to (en)n≥2. Given y ∈ Y, m ∈ N,
and 0 ≤ k ≤ m, choose a > |e∗j(y)| for all j. By (i),
‖y−Gm(y)‖ = ‖ae1+y−Gm+1(ae1+y)‖ ≤ ‖ae1+y−Pk+1(ae1+y)‖ = ‖y−P k(y)‖.
To prove (iv), fix A 6= ∅, B, ε, ε′ as in Definition 1.6, choose η > 0 and define
k := maxA, D := {1, . . . , k} \ A, y := 1εA + (1 + η)(1ε′B + 1D), m := |D ∪ B|.
Given that m ≥ k ≥ 1, it follows by (i) that
‖1εA‖ = ‖y −Gm(y)‖ ≤ ‖y − Pk(y)‖ = (1 + η)‖1ε′B‖.
Letting η → 0 we obtain the desired inequality ‖1εA‖ ≤ ‖1ε′B‖, which shows that B
is 1-superconservative. Now the proof is complete. 
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