










分析結果が異なってくることが知られている（e.g., Bonate, 2000; Campbell 














均への回帰が生じる（e.g., Bonate, 2000; Campbell & Kenny, 1999; Iwasaki & 
Kawada, 2007）と指摘されてきた。従って、反復測定データを分析する際
には平均への回帰を考慮に入れなくてはならない（e.g., Bonate, 2000; 
Campbell & Kenny, 1999; 岩崎・河田 2007）。








心理学（Nielsen, Karpatschof, & Kreiner, 2007; Yu & Chen, 2015）やコミュ



























trov & Rumrill, 2003） 。また、共分散分析ほど知られていないようだが、そ
れ以外に残差得点分析（Residual ［change］ score analysis）と呼ばれる、1回
目の測定値から回帰分析によって予測した 2回目の値と実際の 2回目の測
定値との差（つまり「残差」（Residual））を従属変数として分散分析を行う
方法も検討されてきた（e.g, Campbell & Kenny, 1999; MacKinnon, 2008）（3）。
ただし、この方法には反対の立場を表明する研究者も存在する（e.g., Max-





1970年代に Davis （1976）や Gardner & Heady （1974）によって平均への回
帰を予測する方法が提唱されている （近年の適用例として、例えば Barnett 






値に設定し、kを z = |k－μ|/ σで標準化すると、カットオフ値 k1未満の者の
1回目の受験時のスコアの平均値の予測値は
E（y1 | y1 < k1） = μ－Cσ （1–1）
同様に、カットオフ値 k2を超えた者の 1回目の受験時の平均値の予測値は
E（y1 | y1 > k2） = μ + Cσ （1–2）
ここで、C = φ（z） / ［1－Φ（z）］,    = −（ ）
zφ π





E（y2 | y1 < k1）=μ－ρCσ　ないしは E（y2 | y1 > k2） = μ + ρCσ （2）
（1）から（2）を引いたものが平均への回帰の幅となる．














最初に、図 1～図 2および表 1で今回使用するデータの基本情報を示して
おく。図 1は 2回のテストスコアをヒストグラムで比較したもので、図 2















1回目スコア（n=300） 66.38 8.98 0.518
2回目スコア（n=300） 67.13 9.56 0.552











こと）。従って、C = φ（z）/［ 1－Φ（z）］ = 1.29で、成績下位群の初回受験時
のスコアの平均値の予測値は




E（y2 | y1 < k1） = μ̂－ρCσ̂ = 66.38－0.76×1.29×8.98 = 57.58




表 2　 成績下位群における 1回目スコアと 2回目スコアの観測値および平均への
回帰の予測値の比較
観測値の平均（1） 予測値の平均 （2） （1）と（2）の差
下位約 20％の受験者 （1回目スコア < 60）
1回目のスコア 53.39 54.80 －1.41
2回目のスコア 56.53 57.58 －1.05






























F（1, 298）=11.31, p=.001, η2=.037と群の主効果が有意であり、一般群（M = 
0.13, 95%CI［－0.62～0.93］, SE=0.41）にはスコアの変化は見られないが、





1回目のスコアの主効果は有意であるが（F［1, 297］=10.19, p=.002, 
η2=.033）、成績別 2群の主効果は有意ではなかった（F［1, 297］=0.04, 
p=.95, η2=.000）。変化得点の推定値を見ると、一般群（M=0.77, 95%CI
［－0.13～1.65］, SE=0.45）、 成 績 下 位 群（M=0.69, 95%CI［－1.48～2.85］, 
SE=1.10）ともに 95%CIに 0が含まれており、スコアの変化は見られない。
同様に、残差得点を従属変数とした 1要因分散分析（要するに残差得点
分析）でも、成績別 2群の主効果は有意ではなかった（F［1, 298］=0.02, 
p=.966, η2=.000）。変化得点の推定値を見ると、一般群（M=.01, 95%CI



































 （1） 1回目の測定値と変化得点の間の相関係数は以下の式で表せる（Campbell & 
Kenny, 1999, p. 88）。
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 （5） 2要因分散分析の交互作用の結果は、変化得点を従属変数とした 1要因分散分
析の主効果の結果と一致する。実際、本文中で言及しているとおり、いずれも





 （7） 通常どのようなテストにも「測定の標準誤差」（Standard Error of Measure-
ment = SEM）と呼ばれる誤差が存在する（Lord & Novick, 1968; Dudek, 1979）
が、テストを 1回のみ受験した場合のスコアの解釈とは多少異なり、同一人物
が同一のテストを異なる時期に 2回受けた場合のテストスコアの差について検
討するには「差の標準誤差」（Standard Error of Dierence = SED or SEdi）と
呼ばれる誤差を知る必要がある。
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