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A distributed and cooperative link-scheduling (DCLS) algorithm is introduced for large-scale multihop wireless networks. With
this algorithm, each and every active link in the network cooperatively calibrates its environment and converges to a desired link
schedule for data transmissions within a time frame of multiple slots. This schedule is such that the entire network is partitioned
into a set of interleaved subnetworks, where each subnetwork consists of concurrent cochannel links that are properly separated
from each other. The desired spacing in each subnetwork can be controlled by a tuning parameter and the number of time slots
specified for each frame. Following the DCLS algorithm, a distributed and cooperative power control (DCPC) algorithm can
be applied to each subnetwork to ensure a desired data rate for each link with minimum network transmission power. As shown
consistently by simulations, the DCLS algorithm along with a DCPC algorithm yields significant power savings. The power savings
also imply an increased feasible region of averaged link data rates for the entire network.
Copyright © 2007 Kezhu Hong et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
1. INTRODUCTION
In multihop wireless networks, there are three major func-
tions that all directly aﬀect the network throughput. They
are routing, link scheduling, and power control. Routing is
concerned with the distribution of data flows from sources
to destinations. Link scheduling determines whether the link
between any two nodes should be turned on or oﬀ during
any given time interval. (We leave link data rate to be au-
tonomously decided by each node in the multihop network.
In practice, some constraint on the link data rates should
be applied. Link scheduling will be discussed in more detail
later.) Power control deals with the allocations of transmis-
sion power to all concurrent (cochannel) transmitters in any
given time interval. Cross-layer optimization over routing,
link scheduling, and power control to achieve the best possi-
ble network throughput may be ideal but is extremely com-
plex even for a network of only (for example) ten nodes. One
such example is available in [1], where a low-power approx-
imation is needed even for a small network with a central
processor. Other works on cross-layer optimization include
[2–5]. Experience suggests that the complexity of an exact
cross-layer optimization is too high for most real-time appli-
cations. A realistic approach is therefore to design routing,
link scheduling, and power control individually while main-
taining a cross layer perspective. Furthermore, for large-scale
multihop networks, distributed algorithms for routing, link
scheduling, and power control are necessary to ensure the
scalability of computing complexity.
For routing, there exist centralized algorithms as well
as distributed algorithms. These algorithms are well docu-
mented in [6] and the references therein. For example, if all
nodes are aware of the network topology, a simple distributed
routing algorithm is such that each departing packet from a
node is forwarded to the nearest neighboring node towards
its destination. This algorithm is fully scalable, as it is not
aﬀected by the network size or the pattern of the network
traﬃc demand.
For power control, there are also centralized algorithms
and distributed algorithms. A distributed power control al-
gorithm for multihop networks was presented in [7]. This
algorithm is based on the same idea previously proposed for
cellular networks, [8, 9]. The distributed (optimal) power
control algorithm is possible because of the standard inter-
ference function (i.e., linear cone type constraint) [9].
For link scheduling, there are two broad definitions in the
literature. One definition is the allocation of data rate to each
link in a given time slot. This definition of link scheduling
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is equivalent to power control when there is a one-to-one
mapping between a set of eﬀective linkwise data rates and
a set of power allocations for all transmitters. This is true
when each node has one omnidirectional antenna. The sec-
ond definition of link scheduling is how a time/frequency
band is shared among diﬀerent links. Time-division multi-
ple access (TDMA) and frequency-division multiple access
(FDMA) are the two most common examples. In this pa-
per, we follow the second definition of link scheduling. Com-
bining this link scheduling and the conventional power con-
trol leads to what we call space-time power schedule [10] as
shown later.
To our knowledge, there has been very little work on dis-
tributed link scheduling algorithms besides random access
protocols such as ALOHA [11], carrier sense multiple ac-
cess (CSMA) as in IEEE 802.11 [12], mesh mode distributed
scheduling (MSH-DSCH) as in IEEE 802.16 [13], and their
variations. These random access protocols do not provide a
flexible control of the spacing between concurrent cochan-
nel transmissions for multihop networks. CSMA in princi-
ple prevents all concurrent cochannel transmissions within
an entire radio transmission range centered at each receiver,
which generally causes the number of concurrent cochan-
nel transmissions to be very sparse in a large network. The
MSH-DSCH in principle allows concurrent cochannel trans-
missions that are two hops away from each other, but its op-
timality has not been established. The spacing between con-
current cochannel transmissions is known to be crucial for
maximal throughput of large multihop networks, [7, 14, 15].
The link scheduling algorithm proposed in [7] is central-
ized. The work [16] introduces a locally centralized scheme
where the sharing of the time/frequency band of the entire
network is predetermined and the scheduling is centrally op-
timized over each time/frequency band within which a sub-
system operates. The spectral eﬃciency of this scheme di-
minishes as the network size increases and the power remains
bounded. The work [17] presents a distributed schedul-
ing scheme to resolve conflicts in multicasting. This scheme
does not address the spacing issue of concurrent cochan-
nel links in large networks. In fact, what can be achieved by
that scheduling scheme can be treated as a very good initial
condition for our link scheduling problem. The work [18]
describes a distributed scheme to achieve interference-free
scheduling. For large networks, interference-free scheduling
is known to be highly ineﬃcient [14]. The work [19] is based
on graph coloring where only conflicting links are assigned
orthogonal channels and the spacing issue is not addressed.
In this paper, we present a distributed and cooperative
link scheduling (DCLS) algorithm, which works in the fol-
lowing context. The network is synchronous, in that, all data
transmissions in the network are time framed. At the be-
ginning of a time frame, each transmitting node looks for
a nearby receiving node (or vice versa) through a random
access protocol with short control packets. This leads to a
set S of successful transceiver pairs (also called links) to be
scheduled within the time frame. Then the set S undergoes
a distributed and cooperative process dictated by the DCLS
algorithm. At the end of this process, the set S is divided into
several subsets of links, Sk, k = 1, 2, . . . ,K , where each sub-
set consists of links properly spaced from each other. We will
use subset and subnetwork interchangeably. For each subset,
a distributed and cooperative power control (DCPC) algo-
rithm such as in [7–9] is carried out. After the DCPC algo-
rithm completes power control allocation for one subset, all
links in the subset carry out data transmissions with the allo-
cated power within a time slot in the time frame. The process
repeats for each subset with a corresponding time slot. Both
the DCLS and DCPC algorithms have fast convergence rates.
Hence, the time required for link schedule and power con-
trol can be kept much smaller than the time required for data
transmission. The entire time frame for link schedule, power
control, and data transmission needs to be smaller than the
channel coherence time. Such a condition should be first ver-
ified for each application in practice.
In Section 2, we present the DCLS algorithm in detail. In
Section 3, we illustrate the performance of the DCLS algo-
rithm in terms of the spacing between concurrent cochan-
nel transmissions and the savings in network transmission
power. The power saving not only is important for energy
saving for low-energy nodes but also directly translates into
an increased feasible region of averaged link data rates. The
power saving may also imply a reduced dynamic power range
of transceivers, which is particularly important to ensure that
power amplifiers can be operated in the linear region.
2. DISTRIBUTED AND COOPERATIVE
LINK SCHEDULING
Let us first consider the following formulation of what we call




























where L is the total number of active links (transceiver
pairs) in the time frame, K the number of time slots per
frame, Pl(k) the transmission power to be consumed by the
transmitter of link l in time slot k, SINRl(k) the signal-to-
interference-and-noise ratio for link l and slot k, gll the chan-
nel gain of link l, gjl the channel gain between the transmit-
ter of link j and the receiver of link l, σl2 the noise vari-
ance at the receiver of link l, and rl the desired data rate
in bits/second/Hertz of link l during the frame. The chan-
nel gains are assumed to be constant during the frame under
consideration.
The problem (1) aims to minimize the total power con-
sumption, while the required time-averaged data rate (a
measure of quality of service) of each link is satisfied. Reduc-
ing power consumption is not only useful to preserve energy
for low-energy nodes but also useful to meet practical con-
straints on the dynamic power range of transceivers. This is
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particularly true to ensure linearity of power amplification
as required by, for example, orthogonal frequency division-
multiplexing (OFDM) transceivers. The problem (1) is also a
generalization of link scheduling and power control, the so-
lution to which would be ideal. However, under K > 1 and
L > 1, this problem is nonconvex and even a centralized algo-
rithm can not guarantee the globally optimal solution. A cen-
tralized algorithm also becomes too complex as L increases
while K > 1. It would be even harder, if not impossible, to
develop a distributed algorithm to search for the global solu-
tion of (1).
We now step back to consider link scheduling and power
control separately. To develop a distributed link scheduling
algorithm, we now consider the following distributed opti-





















The importance of the scalar λl will be explained later. For



















Gll(k)  |gll|−2Pl,IN (k), Pl,IN (k) 
∑L
j=1; j =l|gjl|2Pj(k) + σl2,
and (x)+ = x, x > 0; 0, x ≤ 0.
The above solution is based on the water-filling
lemma: let r and a1, a2, . . . , aK be positive constants, and





k=1 log(1 + xk/ak) ≥ r is given by
x̂k = (v − ak)+ for k = 1, 2, . . . ,K , where v is such that∑K
k=1 log(1 + x̂k/ak) = r.
In the solution (3), the transmitter1 of link l must know
Pl,IN (k), the power of interference-plus-noise for link l,
which depends on the power allocations for other links. To
handle this problem, we can iterate the computation of (3)
as follows. Before each iteration of (3), all links conduct in-
terference calibration simultaneously, that is, the transmit-
ter of link l uses the previous power allocations Pl(k), k =
1, 2, . . . ,K , to transmit a short test signal over K short time
slots, and the receiver of link l measures the values of Gll(k)
for k = 1, 2, . . . ,K . More specifically, the signal received by
1 For convenience, we will often simply refer to link l for allocated trans-
mission power.
the receiver of link l in the kth short time slot can be written
as (in baseband form)







Pj(k)s j(t) + nl(k, t).
(5)
for interference calibration, s j(t) for all j are short test sig-
nals. Each of the test signals is assumed to have unit power
during its short duration. As discussed later, we can ensure
that the test signal for link l is orthogonal to the test sig-
nals used for all links within a radius of dominant interfer-
ence region. Then in (5), the signal component gll
√
Pl(k)sl(t)
is orthogonal, at least approximately, to the interference
term
∑L
j=1; j =lg jl
√
Pj(k)s j(t). Therefore, given xl(k, t) for k =
1, 2, . . . ,K and sl(t), the receiver of link l can estimate gll
by (1/K)
∑K
k=1E{|s∗l (t)xl(k, t)|2}Pl(k)−1/2, where E denotes
temporal averaging over t and the superscript ∗ denotes
complex conjugation. The receiver of link l can then esti-
mate Pl,IN (k) by E{|xl(k, t)− gll
√
Pl(k)sl(t)|2}. With Gll(k) 
|gll|−2Pl,IN (k), the receiver of link l can compute the new
power allocations P̂l(k) for k = 1, 2, . . . ,K using (3). Note
that the link l needs to measure Gll(k) but not such individ-
ual components as |gjl|2, Pj(k), or σl2. Such a process of in-
terference calibration is also needed for the distributed and
cooperative power control (DCPC) algorithm [7–9].
Although the number L of active links within a time
frame may grow with the network size, the number of dom-
inant interferers to a given link does not grow, provided that
the node density remains constant. This means that the num-
ber of orthogonal test signals for the entire network does not
need to grow with the network size. As mentioned earlier, it
is suﬃcient to ensure that the test signal transmitted by any
node is orthogonal to the test signals transmitted by all nodes
within a radius R0 of this node. Denote by M the number of
all orthogonal signals, and byN the maximum possible num-
ber of nodes within the radius R0. Clearly, N can be much
smaller than the total number of nodes in the network. We
only need M ≥ N . As long as the network topology is rela-
tively stable, the test signals can be autonomously chosen by
nodes as follows. Each node chooses a test signal at a ran-
dom time. Once a test signal is chosen by a node, the iden-
tification of this test signal is immediately broadcasted to all
nodes within the radius R0. As long as the test signal cho-
sen by a node is orthogonal to those already chosen by others
within the radius R0, a desired assignment of test signals will
be achieved. Note that it is not necessary that the test sig-
nals by all nodes within the radius R0 are orthogonal to each
other.
During interference calibration, all exchanges of local in-
formation between the transmitter and the receiver of each
link must be done locally via a random access protocol. Such
local information includes the index of the test signal, chan-
nel state information, power allocation, and the desired date
rate. As long as the amount of local information is much
smaller than the amount of information in the data packets
to be transmitted, the overhead caused by interference cali-
bration can be tolerable.
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However, although distributed, the algorithm of (3) does
not necessarily converge to a meaningful result without a
proper choice of λl. To study the convergence behavior of (3),















(i)(k) is the power allocation, computed at iteration






























where αjl = λl(|gjl|2/|gll|2) and β(i)l = ν(i)l − λl(σ2l /|gll|2).
The convergence of (8) still appears diﬃcult to prove or
disprove rigorously due to the interactive nature of power al-
locations among many links. But we can observe the follow-
ings from (8). The influence on the current power allocation
(as function of k) at link l from the previous power allocation
at link j is captured by the term αjlPj
(i−1)(k). This influence
from link j is down weighted at each iteration if αjl < 1, but
is up weighted at each iteration if αjl > 1.
We now assume that αjl < 1 for all j =l. Then the in-
fluence on the current power allocation, at each link from
the previous power allocations at all other links, is down
weighted after each iteration. This means that after each it-
eration, the power allocation at each link becomes closer
to a value independent of k due to the first term in (8).
Therefore, as the iteration continues (i.e., i becomes large),
Pl
(i)(k) becomes independent of k at each link l. This re-
sult is unfortunately not useful. Indeed, if all links consist of
pairs of the nearest neighboring nodes, then we typically have
|gjl|2 < |gll|2 (i.e., the channel gain from the transmitter of
link j to the receiver of link l is smaller than the channel gain
from the transmitter of link l to the receiver of link l), and
hence αjl < 1 for all j =l if λl = 1. Therefore, in order to have
a meaningful result from (8), we must have λl > 1.
We now consider a case where αlm = αml > 1, αml > αjl
for all j =m, and αlm > αjm for all j =l. This case typically
corresponds to a situation where the transmitter of link m
is the closest to the receiver of link l, and vice verse. In this
case, the influence on the power allocations at link l and link
m at each iteration is dominated by the previous power al-
locations at these two links. We see from (8) that the current
power allocation at link l is always complementary to the pre-
vious power allocation at link m (by ignoring the influence
from all other links), and vice versa. For example, if the pre-
vious power allocation at link m is high in the first slot and
low in the second slot, then the currently power allocation
at link l becomes low in the first slot and high in the second
slot. Since αlm = αml > 1, the power allocation at each of the
two links becomes more diverse (i.e., more fluctuating over
k) as the iteration continues, provided that the initial power
allocation at each link consists of distinct values over k. Be-
cause of (7), the averaged power at each link and each itera-
tion should be bounded, provided that rl, l = 1, 2, . . . ,L, are
inside their feasible region. Therefore, as the iteration con-
tinues, eventually, the operator (x)+ in (8) becomes eﬀective
and sets Pl
(i)(k) = 0 for some k. (Note that Pl(i)(k) cannot be
zero for all k because of the condition (7).) This is a desired
result for link scheduling because we want a set of nearby
links to share the available spectrum orthogonally in order
to have a high-spectral eﬃciency for the network.
However, once Pl
(i)(k) becomes zero for some k at a value
of i, will Pl
(i+1)(k) bounce back from zero after another it-
eration? Our simulation confirms that the iteration of (8)
does oscillate even after some components of Pl
(i)(k) for
k = 1, 2, . . . ,K become zero, that is, they may bounce back
and forth as the iteration of (8) continues. This is because of
interactions between links. To solve this problem, we modify
(6) as follows:
Pl
(i)(k) = ξ·Pl(i−1)(k) + (1− ξ)·P̂l(i)(k), (9)
where P̂l
(i)
(k) is computed by (3) or equivalently (6), and
0 < ξ < 1 is a memory factor. (The memory factor here is
similar to what is often called a forgetting factor in the litera-
ture of adaptive signal processing.) With the memory factor,
the above algorithm has a good convergence behavior as ob-
served in simulation.
Furthermore, rl in the above algorithm has lost its origi-
nal meaning as a desired link data rate. In fact, it may be nec-
essary to choose rl to be diﬀerent from the desired link data
rate. Because the tuning parameter λl is typically larger than
one, rl often needs to be smaller than a desired link data rate
to avoid possible nonconvergence of Pl
(i)(k). Such a noncon-
vergence occurs when the values of rl, l = 1, 2, . . . ,L, are out-
side their feasible region of (2). The feasible region decreases
as λl, l = 1, 2, . . . ,L, increase. To understand why nonconver-
gence occurs when rl, l = 1, 2, . . . ,L, are outside their feasible
region, one only needs to see that no finite values of Pl
(i)(k)
can be a converged condition since it would otherwise sug-
gest that rl, l = 1, 2, . . . ,L, are feasible, that is, achievable
by finite power allocations. In fact, such a nonconvergence
should correspond to a divergence of some of the values of
Pl
(i)(k). However, a rigorous proof of such a divergence is
complicated by the interactive nature of the iterations of (6)
and (9).
As long as λl is large enough, upon convergence, Pl
(i)(k)
for each l becomes nonzero for some (at least one) of k =
1, 2, . . . ,K , and zero for the rest of k = 1, 2, . . . ,K . Then for
each k, there is a subset Sk of the network, corresponding to
all nonzero values of Pl
(i)(k), that is, Sk = {1 ≤ l ≤ L |
Pl
(i)(k) > 0}. For each Sk, one can apply the DCPC algo-
rithm [7–9] to determine the actual power allocation for data
transmission on each link l ∈ Sk and slot k. The DCPC algo-
rithm required here is essentially an algorithm to solve (1)
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with K = 1 and l ∈ Sk. This is a convex problem and the
convergence is guaranteed. If link l is scheduled to be on for
K0 out of K slots, then the data rate for link l in one of the on-
slots should be replaced by (K/K0)rl, where rl is the desired
data rate of link l averaged over all time slots.
To summarize, the distributed and cooperative link
scheduling (DCLS) algorithm that we have developed is as
follows.
Step 1. Once all links are formed for a time frame, each link l
initializes randomly Pl
(0)(k), k = 1, 2, . . . ,K , with K distinct
nonzero values. Set i = 1.
Step 2. All links conduct interference calibration concur-
rently. The power transmitted by the transmitter of link l
is given by Pl
(i−1)(k), k = 1, 2, . . . ,K . Then at link l, the
channel gain gll is estimated, and the received interference-
plus-noise power Pl,IN
(i)(k), k = 1, 2, . . . ,K , is measured. Set
Gll
(i)(k)  |gll|−2Pl,IN (i)(k), k = 1, 2, . . . ,K .
Step 3. At each link l, update, for k = 1, 2, . . . ,K ,
Pl













Step 4. Until convergence, set i = i + 1 and go to Step 2.
Upon convergence, the subsets of the networks are formed
by Sk = {1 ≤ l ≤ L | Pl(i)(k) > 0}, k = 1, 2, . . . ,K .
It is important to note that for any given K > 1, the value
of λl influences the sparseness of the concurrent cochannel
transmissions around link l. The desired sparseness may de-
pend on the desired link rates. The choice of λl can be decided
locally by each link l. In the next section, we will illustrate the
impact of λl by letting λl = λ for all l.
3. SIMULATIONS
In this section, we illustrate the performance of the DCLS al-
gorithm. We consider several examples of network topology.
Performance is measured by either the spacing between con-
current transmissions and/or the consumption of network
transmission power.
The noise variance is σ2l = 1 for all l = 1, 2, . . . ,L. The
squared channel gain is |gjl|2 = d−3jl , where djl is the distance
between the transmitter of link j and the receiver of link l.
The total consumed power that we mention later is the to-
tal averaged power consumed by the transmitters of all links
(averaged over all K slots).
3.1. Ring network
A ring network consisting of multiple links on a circle is
shown in Figure 1. The distance between adjacent nodes is
one. Also shown in Figure 1 is a typical partition of the ring









Concurrent links in time slot 1
Concurrent links in time slot 2
Figure 1: A ring network of 8 links is partitioned by the DCLS algo-
rithm with K = 2 into two subnetworks of 4 links each. The (filled)















Figure 2: Illustration of Pl
(i)(k) of the DCLS algorithm with K = 3
and λ = 5 for the ring network versus the iteration index i for an
arbitrary choice of l and k and diﬀerent values of ξ. This particular
link l is scheduled to be on in the slot k since Pl
(i)(k) converges to a
nonzero value (for ξ ≥ 0.1).
enough λ. We see that the spacing between concurrent links
in each time slot is ideal for the case where K = 2. If λ is not
large enough, there is no partition of the network.
Figure 2 illustrates the importance of ξ in the DCLS algo-
rithm to prevent oscillations. In all simulation cases, ξ = 0.5
is suﬃcient to ensure convergence. A mathematical proof of
this convergence property remains open.
In Table 1, several outcomes (link schedules) of the DCLS
algorithm are shown. Here, λs is such that if λ > λs, then at
the convergence of the DCLS algorithm, each link is sched-
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Table 1: Outcomes of the DCLS algorithm for the ring network of
8 links and diﬀerent values of K .
No. of time slots λs Scheduled subsets
K = 2 2 {1, 3, 5, 7}; {2, 4, 6, 8}
K = 3 22 {1, 4, 7}; {2, 6}; {3, 5, 8}
K = 4 32 {1, 5}; {2, 6}; {3, 7}; {4, 8}
84321
K
R = 0.5 bits/s/Hz
R = 0.8 bits/s/Hz
R = 0.9 bits/s/Hz
R = 1 bits/s/Hz
R = 1.5 bits/s/Hz
R = 1.8 bits/s/Hz
R = 2 bits/s/Hz































Figure 3: Total transmission power (dB) consumed by the ring net-
work of eight links versus K , where ∞ indicates that there is no fi-
nite power allocation to satisfy the uniform link data rate rl = R
in bits/s/Hz. Shown in this figure, R ≥ 1 is infeasible for K = 1,
R ≥ 1.8 infeasible for K = 3, 4, and R ≥ 2.1 infeasible for K = 2.
The transition from a feasible data rate with moderate power allo-
cations to an infeasible data rate with infinite power allocations is
very sharp for each of K < 8.
uled to be on for only one slot and oﬀ for all other slots. We
see that as K increases, so does λs. The value of λs is empir-
ically established via simulation. The importance of λs for
each given value of K is that if λ > λs, the maximal sparse-
ness of concurrent cochannel transmissions is achieved un-
der the given value of K . It should be obvious that the larger
the value of K , the larger the maximum sparseness of con-
current cochannel transmissions.
Once the original set of links is partitioned into sev-
eral subsets of links by the DCLS algorithm, each subset of
links applies the DCPC algorithm [7–9] to schedule (opti-
mal) transmission power to meet the desired data rates for all
links in the subset. In Figure 3, we illustrate the total (trans-
mission) power consumption by all links in all subsets versus
K , assuming a uniform link date rate rl = R. Both the data
rate R and the transmission power shown in the figure are
averaged over the whole time frame of K time slots.
We see from Figure 3 that for K < 8, the minimum power
consumption is achieved at K = 2, or equivalently, the max-
imum feasible uniform data date is achieved at K = 2. We
also see that for most of the feasible data rates under K = 2,
the power consumption under K = 2 is smaller than that un-
der K = 8. In other words, the transition from a feasible data
rate with moderate power allocations to an infeasible data
rate with infinite power allocations under K = 2 (in fact, un-
der any K < 8) is very sharp. In Figure 3, R = 2.0 bits/s/Hz is
highly feasible for K = 2, but R = 2.1 bits/s/Hz is infeasible
for K = 2. In fact, at R = 2.0 bits/s/Hz, K = 2 still consumes
less power than K = 8.
The sharp transition of feasible region is a common
phenomenon due to interferences. Consider two concurrent



















where the noise variance is normalized to one, and the chan-
nel gains are normalized to P1, P2, α1, and α2. The transmis-
sion powers of the two links are absorbed into P1 and P2. If
the capacity of each link is lower bounded by a nonzero pos-
itive number, then both P1/P2 and P2/P1 are upper bounded,
and hence the sum capacity is upper bounded by a constant
regardless of how large P1 and P2 become. As the capacity
of each link increases within its feasible region, both P1 and
P2 must increase. But as P1 and P2 increase from moder-
ate values to infinity, the change of C(P1,P2) is small. For
example, let α1 = α2 = 0.5. Then we have (C(∞,∞) −
C(10, 10))/C(∞,∞) = log2(9/8)/log2(3) = 0.107.
The case of K = 8 corresponds to the conventional
TDMA scheduling which is interference free and has an in-
finite feasible region, provided that the power is unlimited.
It is important to note that in order for K = 8 to be bet-
ter than K = 2 for the ring network, we need a coding and
modulation technique to achieve a peak (i.e., within a time
slot) spectral eﬃciency larger than 2 × 8 = 16 bits/s/Hz for
a single link because only one of the eight time slots is used
for each of the eight links. Such a high-spectral eﬃciency is
so far still a practical challenge at the physical layer design of
transceivers (even for links with multiple antennas).
In IEEE 802.11, carrier sense multiple access (CSMA) is
used to prevent concurrent cochannel transmissions within
an entire radio transmission radius centered at each receiver.
This radius depends on the transmission power from the
transmitting nodes. For the ring network, if the transmission
power is large enough, the eﬀect of CSMA (after ignoring all
overheads) would correspond to the choice K = 8 in our
scheme. Clearly, when the uniform data rate is within most
of the feasible region under K = 2, CSMA is much less eﬃ-
cient than our scheme. On the other hand, if the transmis-
sion power is not large enough for CSMA to prevent con-
current cochannel transmissions within the ring network, we
eﬀectively have a situation where K < 8. However, it is gen-
erally diﬃcult to use CSMA to control the actual value of K
and the required power from each transmitting node to en-
sure the desired data rates for all links.
3.2. Square grid network
Shown in Figure 4 is a square network of 72 links, involv-
ing 144 nodes evenly distributed on a square grid. The dis-
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Concurrent links in time slot 1
Concurrent links in time slot 2
Concurrent links in time slot 3
Figure 4: A square network of 72 links with links partitioned, by
the DCLS algorithm with K = 3, into three subsets corresponding
to three time slots, where black circles represent transmitting nodes
and blank circles denote receiving nodes.
tance between adjacent nodes is one. Also shown in Figure 4
is a typical outcome of the DCLS algorithm with K = 3. Al-
though the exact outcomes from the DCLS algorithm may
diﬀer, depending on the initializations, the pattern of each
subset has been found to be roughly the same. We see from
the figure that although the outcome of the DCLS algorithm
is not guaranteed to be optimal, most of the adjacent links
are scheduled for transmission in diﬀerent time slots, which
is a desirable result for this network. Simulations have shown
that for K = 2, 3, 4, the values of λs are 5, 18, 30, respectively.
Figure 5 illustrates Pl
(i)(k) of the DCLS algorithm with
K = 4 versus the iteration index i for k = 1, 2, 3, 4 and an
arbitrary l. Here, convergence is achieved after 30 iterations,
which is about the same as for the ring network of only eight
links. This suggests that the convergence rate of the DCLS
algorithm is not aﬀected by the size of the network, which is
a very important property.
3.3. Large quasiregular network
To illustrate the performance of the DCLS algorithm for an
even larger network, we have considered the quasiregular
network shown in Figure 6. The average distance between ad-
jacent nodes is one. The upper-left plot shows the original set
of 200 links, and the other five plots show five subsets of links
determined by the DCLS algorithm with K = 5 and λ = 40.
The partitions are surprisingly good. For K = 2, 3, 4, 5, 6, we
have found that the corresponding values of λs are approxi-
mately 8, 16, 32, 40, 55.
Shown in Figure 7 is the convergence behavior of the












Figure 5: Illustration of Pl
(i)(k) of the DCLS algorithm with K = 4
for the square network of 72 links versus the iteration index i, for
an arbitrary l and all k = 1, 2, 3, 4, where λ = 35 and ξ = 0.6. At
convergence, only one of Pl
(i)(k) for k = 1, 2, 3, 4 is nonzero.
This once again suggests that the convergence rate of DCLS
algorithm is not aﬀected by the network size.
Shown in Figure 8 is the total transmission power con-
sumed by the network, as determined by the DCPC algo-
rithm following the DCLS algorithm, versus the values of K
and for diﬀerent values of the uniform link data rate rl = R in
bits/s/Hz. We see that for this network and the chosen range
of data rates 0.2 ≤ R ≤ 0.4 bits/s/Hz, the optimal choice of K
in terms of minimum power consumption is five.
By careful examination of each of the five subnetworks
shown in Figure 6 for K = 5, we notice that almost all trans-
mitters are two or more hops away from each receiver. This is
an interesting validation of the two-hop rule in MSH-DSCH
of IEEE 802.16.
But the DCLS algorithm is adaptive to the actual propa-
gation environment, where the spacing between concurrent
co-channel transmissions is established via distributed coop-
erative environmental sensing and calibration. Furthermore,
diﬀerent sparseness in diﬀerent parts of the network can be
achieved by choosing diﬀerent values of λl at diﬀerent links.
The desired sparseness of a region should also be governed
by the desired data rates in that region.
For very low data rates such as R = 0.2 bits/s/Hz, the dif-
ference among K = 2, 3, 4, 5 is not large. In this case, K = 2
should be a better choice than K = 3, 4, 5 because the peak
data rate and peak power consumption for K = 2 are lower
than those for K = 3, 4, 5.
We have tested the DCLS algorithm under various other
conditions. The overall observations of the DCLS algorithm
can be summarized as follows. (a) For any given K , there is
λs such that when λ ≥ λs, each link is scheduled to be on for
only one of the total K time slots, and oﬀ for all other time
slots. (b) For any given λ, there is Ks such that when K ≥ Ks,
the sparseness of each of the total K subnetworks remains
about the same. (c) The convergence rate of the DCLS algo-
rithm with a given ξ is not aﬀected by the network size.
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Figure 6: A quasiregular network of 200 links (upper left) is partitioned by the DCLS algorithm with K = 5 and λ = 40 into five subnetworks












Figure 7: Illustration of Pl
(i)(k) of the DCLS algorithm with K = 5
for the quasiregular network of 200 links versus the iteration index
i, for an arbitrary l and all k = 1, 2, 3, 4, 5, where λ = 32 and ξ = 0.5.
At convergence, only one of Pl
(i)(k) for k = 1, 2, 3, 4, 5 is nonzero.
4. CONCLUSIONS
We have presented a distributed and cooperative link
scheduling (DCLS) algorithm which is especially useful for
large-scale multihop wireless networks. This algorithm par-
titions a set of links into several subsets of links, where the
sparseness of each subset is controlled by the parameters K
(the number of time slots per frame) and λ (related to SINR
margin). The convergence rate of the DCLS algorithm is ap-
parently invariant to the network size, which is highly de-
sirable for large-scale networks. Because of the spacing con-
trol provided by the DCLS algorithm, the total transmission
power consumption as determined by the distributed and co-
operative power control (DCPC) algorithm [7–9] can be sig-
nificantly reduced to satisfy a given set of data rates of all links
654321
K
R = 0.2 bits/s/Hz
R = 0.3 bits/s/Hz
R = 0.36 bits/s/Hz
R = 0.38 bits/s/Hz
R = 0.39 bits/s/Hz
























Figure 8: Total transmission power (dB) consumed by the quasireg-
ular network versus K and for diﬀerent uniform link data rates
rl = R in bits/s/Hz, where ∞ denotes that no feasible solution was
found by the DCPC algorithm following the DCLS algorithm.
in the network. This property also translates to an increased
feasible region of averaged link data rates.
Although verified through simulations, the convergence
property of the DCLS algorithm remains to be established
mathematically, which is an important future work. Practi-
cal implementation of the DCLS algorithm along with the
DCPC algorithm is another interesting topic. Whether or not
the DCLS algorithm can outperform MSH-DSCH as in IEEE
802.16 in a practical setting remains an important question.
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