Hrushovski showed that the theory of difference-differential fields of characteristic zero has a model-companion, which we shall denote DCFA. We give an axiomatization for DCFA and prove some important model-theoretic results as supersimplicity and elimination of imaginaries. We mention some properties of the fixed field and the constant field of a model of DCFA.
Introduction
A difference-differential field is a differential field with an automorphism which commutes with the derivation. E. Hrushovski proved that, in characteristic zero, the theory of difference-differential fields has a model-companion.
In this work we give a proof of Hrushovski's theorem: we give an explicit axiom scheme for the model-companion of the theory of difference-differential fields of characteristic zero. This theory is called DCFA.
Next we give a description of the algebraic closure, types, and completions of DCFA, we define an independence relation and we mention some properties of DCFA as supersimplicity and elimination of imaginaries. We also give some results concerning the fixed field and the field of constants of a model of DCFA.
Differential Fields and Difference Fields
First we mention some results about differential algebra and the theory of differentially closed fields. Even if some of the results hold for all characteristics we shall work in fields of characteristic 0.
As a convention we will assume that all varieties are absolutely irreducible. We assume that the reader is acquainted with the basic properties in differential algebra and differentially closed fields. For results in differential algebra we refer to [7] , for modeltheoretic results see [10] , [11] , [12] and [16] .
Let (K, D) be a differential field, and let K[X] D denote the ring of differential polynomials in X = (X 1 , · · · , X n ). Let f ∈ K[X] D . The differential order of f , denoted ord D (f ), is the greatest integer n such that D n X appears in f with non-zero coefficient. If there is no such n we set ord D (f ) = −1.
Let I be an ideal of K[X] D . We say that I is a differential ideal if it is closed under D. If I is a differential ideal of K[X] D , then K[X]/I is a differential ring.

Proposition 2.1 If (K, D) is a differential field, then K[X 1 , · · · , X n ] D satisfies the ascending chain condition on radical differential ideals.
We define the D-topology of K n (also called Kolchin topology or Zariski differential topology), as the topology with the sets of the form V D (I) = {x ∈ K n : f (x) = 0 ∀f ∈ I} as basic closed sets, where I is a differential ideal of K[X 1 , · · · , X n ] D . From 2.1 we deduce that the D-topology of K n is Noetherian.
An important result in differential algebraic geometry is Kolchin's Irreducibility Theorem, see e.g. [10] , Chapter II, Appendix C. 
Let W ⊂ τ m (V ) be a variety. We say that W is in normal form if, for every i ∈ {0, · · · , m − 1}, whenever G(X, Y
1 , · · · , Y i ) ∈ I(W ) ∩ K[X, Y 1 , · · · , Y i ] then J G (X, Y 1 , · · · , Y i )(Y 1 , · · · , Y i+1 ) t + G D (X, Y 1 , · · · , Y i ) ∈ I(W ).
Let W ⊂ τ m (V ) be a variety in normal form
We give now an axiomatization for the theory of differentially closed fields DCF of characteristic zero due to ).
Theorem 2.4 Let (K, D) be a differential field. K is differentially closed if and only if K is algebraically closed and for every variety
The theory of differentially closed fields is complete and ω-stable; it eliminates quantifiers and imaginaries (see [11] ). Now we mention some properties about the prolongations and varieties in normal form.
Remark 2.5
1. There is a natural projection from τ m (V ) onto τ m−1 (V ).
The map
defines an isomorphism between τ m+1 (V ) and a Zariski-closed subset of τ 1 (τ m (V )).
The following lemma ( [8] , chapter X), gives us a condition to extend the derivation of a differential field. Lemma 2.6 Let (K, D) be a differential field andā = (a i ) i∈I a (possibly infinite) tuple in some extension of K. Let {F j : j ∈ J} be a set of generators of the ideal
1. If a is transcendental over K, and b ∈ U, then there is
If a is algebraic over K, then there is a unique extension D 1 of D to K(a) satisfying ( * ) and ( * * ).
Proof:
Since a is transcendental over K, one checks easily that ( * ) and ( * * ) hold.
(2) Let f (X) = n i=0 a i X i be the monic minimal polynomial of a over K. We define
Clearly, D 1 satisfies ( * ), and to check that is satisfies ( * * ), it suffices to show that D 1 (a n ) = nD 1 (a)a n−1 . Since a n = − 
Proof:
We will construct a differential field containing K, and which contains an (m, D)-generic of W . We work in some large algebraically closed field containing K, and choose a generic (a, We introduced varieties in normal form to bypass some difficulties concerning differential ideals.
Let W ⊂ τ m (V ) be a variety in normal form, and let
. . , m, and let J be the differential ideal generated by ϕ(I).
Let L be a sufficiently saturated differentially closed field containing K, and consider the set W defined by J. The set W may not be irreducible for the Kolchin topology. However, it will have an irreducible component W 0 with the following property: Thus to each variety in normal form defined over K is associated in a canonical way an irreducible Kolchin closed set defined over K (and therefore a unique complete type over K). The condition of a variety being in normal form is clearly expressible by first-order formulas on the coefficients of the defining polynomials, while it is not as immediate that the property of differential polynomials to generate a prime differential ideal is elementary in their coefficients. 
, and, as P is irreducible and we work in characteristic zero, 
Corollary 2.12 Let
K be a differential subfield of (L, D), let a be a tuple of L, let d n+1 = tr.dg(D n+1 a/K(a, · · · , D n a)). Then (d n ) n∈N is a decreasing sequence.
Proof:
Let n ∈ N. Then we have
and the latter, by 2.11, is less or equal to tr.
Remark 2.13 Since d n is a decreasing sequence in
N ∪ {∞}, there is M ∈ N such that d n = d M for all n ≥ M . Thus a is an (M, D)-generic of the locus of (a, Da, · · · , D M a) over K. Lemma 2.14 Let (K, D) a differential field and (L, D) an extension. Let b be a tuple of L. Assume that, for i > 1, tr.dg(D i b/K(b, Db, · · · , D i−1 b)) = tr.dg(Db/K(b)). Let a ∈ K(b) such that, for some n > tr.dg(b/K(a)) we have tr.dg((Da, · · · , D n a)/K(a)) = ntr.dg(Da/K(a)). Then tr.dg((Da, · · · , D i a)/K(a)) = itr.dg(Da/K(a)) for every i > n.
Proof:
We proceed by induction on
Let v ⊂ Da be a transcendence basis for Da over K(a). We can rewrite the hypothesis of the theorem as: the elements of {D j v : 0 ≤ j < n} are algebraically independent over K(a). And we must prove that the elements of {D j v : j ∈ N} are algebraically independent over K(a).
Since
, and let w ⊃ w 0 be a transcendence basis for Db
By induction hypothesis applied to a and K(a 0 ) D , the elements of 
By the results in [15] , we know that we can express in L D that V is a smooth variety, V 1 is a variety in normal form, and that a rational map between two varieties sends generic points to generic points.
Using the characterization of varieties in normal form given in 2. 
Now we recall some properties of difference fields and its model theory, for a more detailed exposition on this subject see [1] and [3] . As for differential fields, some of the results that we recall here hold for any characteristic.
Let (K, σ) be a difference field (i. e. σ is an automorphism of K). The difference polynomial ring over K in n indeterminates is the ring
where X = (X 1 · · · , X n ). We extend σ to K[X] σ in the obvious way. This map is injective but not surjective.
Let I be an ideal of
We define the σ-topology on K n , as the topology whose basic closed sets are V σ (I) = {x ∈ K n : f (x) = 0 ∀ f ∈ I} as basic closed sets, where 
For every irreducible algebraic variety
Here V σ denotes the variety obtained by applying σ to the polynomials defining V .
We denote by cl σ (A) the smallest difference field containing (A), and by acl σ (A) the field-theoretic algebraic closure of cl σ (A).
If
ACFA is model-complete, it is not complete but its completions can easily be described and all of them are supersimple and eliminates imaginaries.
Difference-Differential Fields
In this section we introduce the definitions, basic facts and main model-theoretic properties of difference-differential fields of characteristic 0. We will work in the language L σ,D = {0, 1, +, −, ·, σ, D}.
e. σ commutes with D).
If R is a field we say that (R, σ, D) is a difference-differential field. 
Definition 3.2 Let (R, σ, D) be a difference-differential ring. The ring of differencedifferential polynomials in n indeterminates over R is the ring
R[X 1 , · · · , X n ] σ,D of poly- nomials in the variables σ i (D j X 1 ), · · · , σ i (D j X n ) for i, j ∈ N.
We say that I is a (σ, D)-ideal if it is a differential ideal and a reflexive σ-ideal.
We say that I is a perfect
We define the (σ, D)-topology on K n to be the topology with the sets of the form V σ,D (S) as a basis of closed sets.
Now we need some extra definitions. For the details see [4] . 2. Let C be a conservative system of ideals. We say that C is divisible if for I ∈ C and a ∈ R we have (I : a) ∈ C.
3. Let C be a divisible conservative system of ideals. We say that C is perfect if all its members are radical ideals.
The following is proved in [4] (pp. 798-799). 
σ is an automorphism of (K, D).
If U, V, W are varieties such that:
(a) U ⊂ V × V σ projects generically onto V and V σ . (b) W ⊂ τ 1 (U ) projects generically onto U . (c) π 1 (W ) σ = π 2 (W ) (we identify τ 1 (V × V σ ) with τ 1 (V ) × τ 1 (V ) σ ) and let π 1 : τ 1 (V × V σ ) → τ 1 (V ) and π 2 : τ 1 (V × V σ ) → τ 1 (V ) σ be
the natural projections). (d) A (1, D)-generic point of W projects onto a (1, D)-generic point of π 1 (W ) and onto a (1,D)-generic point of π 2 (W ).
Then there is a tuple a ∈ V (K), such that (a, σ(a)) ∈ U and (a, Da, σ(a), σ(Da)) ∈ W .
Proof: By 2.15, these are first order properties. First we prove that any difference-differential field embeds in a model of DCFA. By quantifier elimination of DCF any difference-differential field embeds in a model of (1) and (2) . By the usual model-theoretic argument, it suffices to show that any instance of (3) over a difference-differential field (K, σ, D) can be realized in an extension of (K, σ, D) . Now we shall prove that the models of DCFA are existentially closed. Let (K, σ, D) be a model of DCFA contained in a difference-differential field (U, σ, D) . Since x = 0 ↔ ∃y xy = 1, it suffices to prove that every finite system of (σ, D)-polynomial equations with coefficients in K with a solution in U has a solution in K. Let ϕ(x) be such a system and let a be a tuple of U satisfying ϕ. Since σ is an automorphism, ϕ is a finite conjunction of equations of the form f (x, · · · , σ n (x)) = 0, where f is a differential polynomial; such an equation is equivalent, modulo the theory of difference-differential fields, to a formula of the form:
Thus, if we replace x by (y 0 , · · · , y k−1 ) and a by (a, · · · , σ k−1 (a)), we may suppose that ϕ is a finite conjunction of equations of the form g(x, σ(x)) = 0, where g(X, Y ) is a differential polynomial over K.
Let m be sufficiently large so that X and Y appear in each g(X, Y ) with differential order less than m, and such that, for M > m Proposition 3.27 allows us to define the independence relation in difference-differential fields in terms of independence relation for fields. (K, σ, D) of DCFA, has the following properties.
Definition 3.28 Let K be a model of DCFA, let A, B, C be subsets of K. We say that A is independent from B over C, denoted A | C B, if acl(A, C) is linearly disjoint from acl(B, C) over acl(C).
Remark 3.29 The independence relation, in a model
Let a be a tuple of K, and A, B
.
For all finite tuple a, and for all B there is a finite subset C of acl(B) such that a | C B
For all tuple a, for all set B and for all C containing B there is a tuple a such that tp(a/B) = tp(a /B) and a | B C.
For all tuples a, b and for all C, a | C b if and only if
b | C a.
Let a be a tuple and let A ⊂ B ⊂ C. Then a | B C and a | A B if and only if a | A C.
The following are direct consequences of the results in [6] . 
Every completion of DCFA is supersimple.
This theorem implies in particular that DCFA satisfies the Independence Theorem over models; however, as in ACFA, we will show that DCFA satisfies the Independence Theorem over algebraically closed structures, with a little more work one could also show that DCFA satisfies the Generalized Independence Theorem over algebraically closed structures. 
Then there isc realizing tp(c 1 /E ∪ā) ∪ tp(c 2 /E ∪b) such thatc | E (ā,b).
Proof:
Letc be a realization of tp( (A, B) . Hence to finish the proof, all we have to do is show the existence of such a τ . To do this, we will prove that σ 0 , σ 1 have a unique extension τ 1 to (AB) alg (AC) alg , and that there is an extension τ 2 of τ 1 , σ 2 to L (Note that these automorphisms will commute with D).
which is a differential field that extends A, B, C). Let us suppose that there is an
For the first part it is enough to show that (AB) alg C is linearly disjoint from (AC) alg over (AB) alg C ∩ (AC) alg , and that σ 0 and σ 1 agree on (AB) alg C ∩ (AC) alg . Similarly for the second part.
By Remark 2 of 1.9 in [1], we have
Since (AC) alg is Galois over AC it implies that (AC) alg and (AB) alg are linearly disjoint over AC; as σ 0 and σ 1 both extend σ on AC, they are compatible. The same argument applies for the second part.
A first order theory T (in a language L) is called quantifier-free ω-stable if for any saturated model M of T , there are only countably many quantifier free types over a countable set. Let T be such a theory which eliminates quantifiers and imaginaries, let L σ = L ∪ {σ} where σ is an 1-ary fucntion symbol. Let T 0 be the L σ -theory whose models are the structures of the form (M, σ) where M is a model of T and σ is an automorphism of M . Assume that T has a model-companion T A . Let (M, σ) be a model of T 0 . Let A = acl(A) ⊂ M and let a ∈ M . Then qf tp Lσ (a/A) is entirely determined by tp T ((σ i (a) ) i∈Z /A). Let B = dcl T (A, σ −i (a)|i > 0), and consider tp T (a/B). As T is ω-stable, there is some integer n such that tp T (a/B) is the unique non-forking extension of tp T (a/A, σ −1 (a), . . . , σ −n (a)) to B. Applying σ i , this gives that tp T (σ i (a)/σ i (B)) is the unique non-forking extension of tp T (σ i (a)/A, σ i−1 (a), . . . , σ i−n (a)) to σ i (B) . This implies that T 0 is quantifier-free-ω-stable (and so is T A ).
Remark 3.32
As DCF is ω-stable, DCFA is quantifier-free ω-stable. Now we want to prove that DCFA eliminates imaginaries. We shall need some properties of the fundamental order for types in stable theories. The definitions and proofs can be found in [14] .
Recall that a type p(x) over some set A represents the L-formula φ(x, y) if there is a tuple a ∈ A such that φ(x, a) ∈ p(x). We denote by β(p) the set of formulas represented by p.
For convenience, we will define the fundamental order on types whose domain is algebraically closed, so that they are stationary (and definable by elimination of imaginaries in DCF).
Definition 3.33 Let A and B be algebraically closed differential subfields of some model (U, D) of DCF, and let p(x), q(x) be types over A and B respectively. We write p ≤ fo q if β(q) ⊆ β(p), and β(p) ∼ fo if β(p) = β(q). ≤ fo is called the fundamental order.
Proposition 3.34 If A ⊂ B and q is an extension of p, one has q ≤ fo p, and q ∼ fo p if and only if q is a non-forking extension of p.
If p and q are types in an infinite number of variables (x i ) i∈I we say that p ≤ fo q if and only if for every finite J ⊂ I, if p and q denote the restrictions of p and q to the variables (x i ) i∈J , we have p ≤ fo q .
Remark 3.35 ∼ fo is an equivalence relation on the class of types in the variables
(x i ) i∈I .
Proposition 3.36 Every completion of DCFA eliminates imaginaries.
Proof:
Let (K, σ, D) be a saturated model of DCFA, let α ∈ K eq . Then there is a ∅-definable function f and a tuple a in K such that f (a) = α.
Let E = acl eq (α) ∩ K. If α is definable over E, let b be a tuple of E over which α is definable; then b ∈ acl eq (α). Since we are working in a field, there is a tuple c of K which codes the (finite) set of conjugates of b over α. Hence c and α are interdefinable.
Let us suppose that α is not definable over E, in particular, a is not a tuple of E. We will show that there is a realization b of tp(a/α) such that b | E a.
We now work in the theory DCF, and replace the tuple a by the infinite tuple (σ i (a)) i∈Z , which we also denote by a.
Since tp(a/α) is non-algebraic, it has a realization b such that acl eq (a) ∩ acl eq (b) = acl eq (α), and thus acl(Ea) ∩ acl(Eb) = E ( * ). We have shown that there is a tuple b realizing tp(a/α) independent from a over E. But α is not E-definable, thus there is a realizing tp(a/E) such that f (a) = f (a ), and we may choose it independent from b over E. Since tp(a/E) = tp(a /E), there is a realization c of tp(a /E) such that f (a ) = f (c ) and c | E a ; we may suppose that c | E b. If we apply the independence theorem to tp(a/Eb) ∪ tp(a /Ec ) we get a contradiction.
Lemma 3.37 Let
(K, σ, D) be a model of DCFA, let E = acl(E) ⊂ K, and let (L, τ, D) be a difference-differential field extending (K, σ n , D), where n is a positive integer. Then there is a difference-differential field (M, σ , D) containing (E, σ, D) such that (σ ) n extends τ .
Proof:
For
There is a unique derivation on M extending the derivations of the L i 's and there is a unique L D -automorphism σ of M which coincides with σ i on L i−1 . By the above (σ ) n extends τ . 
The Field of Constants and the Fixed Field
In this section we study two special subfields of a model (K, σ, D) of DCFA: the differential field (F ixσ, D) and the difference field (C, σ) where F ixσ is the fixed field of K and C is the field of constants of K. Throughout this section (K, σ, D) will denote a model of DCFA. Proof :
Since σ commutes with D, (C, σ) is a difference field. Now let U, V be varieties defined over C, with U ⊂ V × V σ such that U projects generically over V and
Remark 4.2 Clearly the fixed field of C is C ∩ F ixσ, and as the fixed field of a model of ACFA is pseudofinite, C ∩ F ixσ is pseudofinite. Hence C ∩ F ixσ ≺ F ixσ (in the language of fields).
Remark 4.3 F ixσ is a differential field, however it is not differentially closed since it is not algebraically closed as a field. Clearly, it is also a difference field, thus
alg .
Theorem 4.4 ((F ixσ) alg , D) is a model of DCF .
Proof : Let V, W be two irreducible affine varieties defined over (F ixσ) alg such that W ⊂ τ 1 (V ) and W projects dominantly onto V . Let k ∈ N be such that both V and W are defined over
Using (the proof of) 4.4, we can also axiomatize the theory of the structures (F, D) , where F is the fixed field of a model of DCFA, as follows:
1. F is a pseudo-finite field.
2. For every irreducible algebraic variety V defined over F , if W is an irreducible algebraic subvariety of τ 1 (V ) defined over F , such that the projection of W onto V is dominant, then there is a ∈ V (F ) such that (a, Da) ∈ W .
For such a structure (F, D) we can describe its completions, the types, the algebraic closure in the same way as we did for DCFA. For instance, if F 1 and F 2 are two models of this theory and E is a common substructure, F 1 ≡ E F 2 if and only if there is an isomorphism ϕ : E alg ∩ F 1 → E alg ∩ F 2 which fixes E. If we add enough constants (for a pseudo finite field F we add a set of constants A ⊂ F such that F A alg = F alg ), the generalized independence theorem will hold. Pseudo-algebraically closed structures were studied by E. Hrushovski in a preprint of 91, to appear in the Ravello Proceedings. In [13] Pillay and Polkowska generalize Hrushovski's results and treat the differential case described above.
The field of constants of a model of DCF as well as the fixed field of a model of ACFA are stably embedded, that is any definable subset of C n (F ixσ n ) is definable with parameters form C (F ixσ) in the language of fields. The same happens in DCFA for the field F ixσ but not for the field C.
Proposition 4.5 (C, σ) is not stably embedded.
Proof:
Let a ∈ F ixσ \ C, then the set {x ∈ K : ∃y σ(y) = y ∧ Dx = 0 ∧ y 2 = x + a} is contained in C but it is not definable with parameters from C. Proposition 4.6 Let A be a definable subset of (F ixσ) n . Then A is definable over F ixσ in the language L D .
Proof :
Since DCFA eliminates imaginaries, there is a canonical parameter a for A. Since A is fixed by σ, a is fixed by σ, thus A is (F ixσ)-definable. It is enough to show that there exist a countable subset L of F ixσ containing a such that every L D -automorphism of F ixσ which fixes L extends to an elementary map of some elementary extension of F ixσ.
Let L be a countable elementary L D -substructure of F ixσ containing a. In particular L is a differential field, and acl(L) = L alg .
Since L ≺ L D F ixσ, L alg and F ixσ are linearly disjoint over L. If L n is the unique algebraic extension of L of degree n, then L n F ixσ is the unique algebraic extension of F ixσ of degree n; this implies that (F ixσ) alg = L alg F ixσ.
Let τ be a L D -automorphism of F ixσ over L. Then we can extend τ to a L Dautomorphismτ of L alg F ixσ over L alg . We have thatτ commutes with σ. Thusτ is a L σ,D -automorphism of acl(F ixσ). Then, by 3.25,τ is an elementary map. This notion was introduced by H. Lejeune (see [9] ).
The theory of the structure F ixσ is model complete in the following languages:
(a) The language of pairs of fields with enough constants to describe all algebraic extensions of F ixσ, and with n-ary relation symbols for all n which interpretation in (F ixσ, F ixσ ∩ C) is that the elements x 1 , · · · , x n are (F ixσ ∩ C)-linearly independent.
(b) The language of differential fields with enough constants to describe all algebraic extensions of F ixσ (as in this language extensions are field extensions with an extension of the derivation this will automatically imply linear disjointness).
