Introduction
In this paper, we study the function-theoretic properties of the modular curves S(k) In this way, relations between the theta functions become interpreted as algebraic equations de ning the image of S(k).
A feature of our construction is that these de ning equations can be computed (for k prime) in a fairly explicit manner. The main tool for doing this is the systematic use of the Residue Theorem.
We conjecture that the map is a holomorphic embedding of S(k), and we provide some evidence for this conjecture.
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In the course of the discussion, we study various combinatorial structures associated with the surface S(k). These combinatorial structures are then re ected in an interesting way in the function theory.
Using this combinatorial structure, we sketch a picture of how numbers of the form N 2 + 1 factor, based on considerations from hyperbolic geometry. The picture presented in this paper is drawn from a number of sources ( 4] ). In addition, we have included some re nements and improvements of the results of these papers. We have also included a number of discussions of where we expect future progress to take place.
The surfaces S(k)
We begin by describing the well-known fundamental domain F for the group ? = PSL(2; Z). It is given by the region (described in Figure 1 1+{, over the fundamental domain F is that three copies of G may be tted together about ! + 1 to make the picture of Figure 3 , which we will refer to as the marked ideal triangle; it has vertices at 1, 0 and 1. In addition, we have drawn in the three \standard horocycles" joining {; { + 1; and 1+{ 2 : These horocycles will play an important role later.
Let us now consider the surface S(k) = H 2 =?(k): We claim that for k > 1, this is a smooth surface with nite area. The only nontrivial part of this assertion is the non-singularity condition. To verify this, we must show that no element of ?(k) has trace 0 or 1. Since an element of ?(k) has trace 2 (mod k);
this is clear enough as long as k 6 = 2 or 3. But in fact we have the following: We may use this construction to give a fundamental domain for the group ?(k). To do this, we begin by choosing a set of representatives There are many choices possible in this construction. One nice desirable condition which is easy to ful ll is to insist that for each copy of G in the fundamental domain, the two copies of G which share a vertex corresponding to an elliptic of order 3 are also in the domain. When this is done, we have exhibited the domain, and hence also the surface, as a union of marked ideal triangles.
A fundamental domain for ?(2) consisting of two ideal triangles and six copies of G is illustrated in Figure 4 . Let us say that the graph ? has the \two-step property" if, given any two vertices x and y joined by an edge, there exist precisely two paths of length two joining x and y. To such a graph with this two-step property, we may associate the structure of a 2-complex, by associating to each \triangle of edges" a triangular face. It is not di cult to see that the graphs which correspond to a triangulation of a surface are characterized combinatorially by this two-step property together with a cycle condition about each vertex.
The 
where, as usual F; E; and V denote the number of faces, edges, and vertices, respectively, so that
When k is prime, this simpli es to
The graphs k actually have the following stronger two-step property: We now wish to associate to a graph which arises as the triangulation of an oriented surface, a closed Riemann surface S C { in other words, we not only want to obtain a topological surface from , but also a unique conformal structure. The orientability of the surface is readily read o from the combinatorics of . In the case of the graphs k , the orientability comes from the fact that a choice of \next edge" along a given vertex is given by right multiplication by " 1 1 0 1 # . We may now construct an open Riemann surface to the graph by pasting in for each triangular face a copy of the marked ideal triangle. To make this construction well-de ned, we must make a choice about how to paste together two ideal triangles which share an edge. Indeed, it is possible to slide one triangle along the edge of the other triangle, since the edge in question is in nitely long in the hyperbolic metric. We make the choice of pasting the triangles together so that the markings line up. We thus obtain a nite-area Riemann surface S O .
Note the the horocycles now line up to give the structure of a \horocyclic circle packing" on S O . In other words, about each cusp is a horocycle, and two such horocycles are tangent if and only if the corresponding vertices are joined by an edge in .
We may now obtain S C from S O by \conformally completing" each cusp. In other words, we may delete the interior of each horocycle, which is conformally a punctured disk, and replace it with an unpunctured disk. S C is thus a closed surface of genus
We remark that in general it appears quite di cult to give a hyperbolic geometric description of S C . One is tempted to try replacing each ideal hyperbolic triangle with a regular hyperbolic triangle. One then has to ensure that the sum of the angles at each vertex is 2 , and that each edge is given the same length by the two triangles it adjoins. These conditions already encounter global obstructions | for instance, if the closed surface in question is of genus 0 or 1, one will be unable to solve for these conditions. But even under the favorable conditions when these conditions can be ful lled, there are lots of possible choices, and one would have to decide which of these choices corresponds to having the markings match up. This appears to be a fairly transcendental problem.
We remark that there is a nice description of the surfaces S C which arise as runs over all graphs with the two-step property. This is in e ect given by the theorem of Belyi 1] , which tells us that the closed surfaces which arise this way are precisely the surfaces which are de ned by algebraic equations whose coe cients lie in some number eld. As such, they form a countable dennse set among all Riemann surfaces, see 3] for details.
But when is k-regular, for k > 6, we may readily describe S C as being obtained from S O by replacing each ideal triangle by a hyperbolic triangle with all angles equal to 2 k . When k 6, this construction also works, except then the triangles must be spherical (k < 6) or Euclidean (k = 6).
We may now specialize to the case = k . In this case, it is easy to see that S O k is precisely the surface S(k) = H 2 =?(k). The surfaces P k = S C k can be described hyperbolic-geometrically in the following way: for each vertex of k we associate a regular k-gon with all angles equal to 2 3 . Two k-gons are glued together along an edge if and only if the corresponding vertices of the graph are joined by an edge. In 2], the surfaces P k are called the Platonic surfaces.
We remark that the \gluing lines" of this construction describe a 3-regular graph 
Two vertices are joined by an edge if they have two column vectors in common.
NUMBER THEORY, THETA IDENTITIES, AND MODULAR CURVES 11 3. Theta functions In this section, we present an approach to theta functions, theta constants, and various relations which hold between them. Our emphasis here will be in developing methods by which one can establish such identities. In the next section, we will then give a geometric interpretation of one family of these identities.
3.1. Elementary theta identities. In this section, we will de ne theta functions and theta constants, and will establish some elementary theta identities which follow pretty much from the de nitions.
We All of these identities can be veri ed by plugging into the de nition of " " " 0 # , and rearranging terms in the series if necessary. Of the rst ve equations, the fth is the basic one, and (i)-(iv) follow readily from it. In (vi) and (vii), we have set z = 0, even though one may obtain analogous formulae involving z, because we will only use the case z = 0 below.
In what follows, we will use the identities (i)-(iv) without explicitly citing them. Generally, it will be clear from the context which identity is being used. The identites (vi)-(viii) have a more specialized signi cance. The identity (vi) will make its appearance in the second classical theta identity below, and again in the proof of the Transformation Formula. The identity (vii) will play a crucial role in the construction of the map in x4. Although (viii) will not be used in this paper, it belongs with the list of elementary identities. It plays a key role in the study of projective embeddings of the surfaces S(k) and their compacti cations.
3.2. The Jacobi quartic identity. In this section, we will give three proofs of Theorem 3.1 (Jacobi quartic identity). Our emphasis here will be to illustrate, through one xed identity, general techniques by which one may establish identities among the theta constants.
The rst, and most elementary, proof of this formula comes from the following simple observation: suppose that we have a nite-dimensional linear space of functions, and a number of elements of that space greater than the dimension. Then there must be a linear relationship among the elements. With some luck, one may then nd such a relationship.
Before proceeding, we will need some basic facts about theta functions. Let P denote a \fundamental parallelogram" for " " " 0 # ( ; ); that is, a parallelogram in the z-plane with vertices z; z + 1; z + ; z + 1 + . This is not a fundamental domain in the strict sense of the word, because " " " 0 # is not strictly speaking periodic with respect to 1 and , but it is easy to see that the zeros of " " " 0 # are periodic with respect to this fundamental domain. 
The lemma also holds for arbitrary a and b 2 R, and can be seen as follows: and for this choice of z we may evaluate g(a; b; z) to be ?1. The result then follows.
The lemma for arbitrary real a and b can also be established by integrating t d log( " " " 0 # (t; )) over @P. from which the Jacobi quartic identity now follows as a routine consequence. We now present a third derivation of the Jacobi quartic identity. Our primary reason for presenting this method is that it will be the main method used in the rest of the paper. We will also show how essentially the same argument gives us an additional identity, the second classical theta identity, at the same time.
The starting point of this method is the standard fact that the sum of the residues of an elliptic function in any fundamental domain is 0. The idea now is to use the elementary theta identities to construct an elliptic function whose poles we know. We then hope to calculate the residues, up to a uniform constant, and then the desired equality will follow by setting the sum equal to 0.
Let us now apply these considerations to the function
One sees readily from the elementary theta identities that this function is elliptic with periods 1 and , with simple poles at the half-lattice points 1 2 , 2 and
, and a triple zero at 0. We thus have that We must now evaluate the residue at z = 0 and set it equal to 0. Writing the numerator of g(z) as h(z) and the denominator as j 3 (z), we observe that h is even while j is odd, which makes it easier to write power series expansions of h and j about 0. Noting that the residue is where the evaluation of (const) as ? can be obtained, say, from the combinatorial discussion which follows below. We thus have A fourth method for proving the Jacobi quartic identity (as well as the second classical theta identity and many others) is based on the observation that for a number of positive integers q, the space of either cusp or modular q-forms for ? has dimension one. See 9].
We close this section with a combinatorial interpretation of these two identities. We rst set x = e 2 { ; so that we have Proof. In what follows, we will list some elliptic function to which the residue theorem applies. 
The dramatic square roots which make their appearance in parts (iv) and (v) of the theorem arise from simplifying equalities such as " 1 1 # (7z; 7 ) = c( )
which follow from the fact that the left and right sides have the same zeros. When this expression is evaluated at the poles of the elliptic function, one nds that the expressions under the square roots are, up to a uniform constant which depends on , perfect squares whose square roots are the terms arising as residues at the points in question.
Uniformization of Modular Curves
The goal of this section is to apply the techniques we have developed to use theta functions to construct holomorphic maps from the modular curves S(k) to complex projective space PC n of a suitable dimension n. These maps will be algebraic in the sense that they will extend naturally over the cusps to give maps of the Platonic NUMBER THEORY, THETA IDENTITIES, AND MODULAR CURVES 23 surfaces P k into projective space. As a consequence, the image of the surface P k will be algebraic, and hence de ned by polynomials.
The polynomials de ning the image may then be thought of as algebraic relations among the theta constants de ning the map, and indeed any such relation may be thought of as arising in this way. In favorable circumstances, we may then use the techniques of the previous section to write down such polynomials explicitly.
4.1. The transformation formula. In this section, we will establish a formula for how theta functions behave under elements
We will show Theorem 4.1. . However, the poles of g are at worst the zeroes of its denominator, and Lemma 3.2 shows that this function has precisely one zero in any period parallelogram P. In what follows, we will only consider the case where k is odd. The even case is not very di erent, but does involve new families of groups.
To some extent, the choices made here are explained by the identity of Lemma 3.1 (vii), as will become apparent from the computations below. sends V (k) to V (k).
Here we take some xed choice of square root, which has no e ect on the result.
Proof. We rst observe that the chain rule gives us the fact that, except for the choice of the square root, the map 7 ! is a group homomorphism. It thus su ces to where (const(B; k)) depends only on B and k, and in fact is equal to e { 4k : In other words, the l 's are all eigenvectors of B with distinct eigenvalues (provided k is prime).
We now compute A . We have:
A ( l )( ) = ? where in the last step we have used the equation in Lemma 3.1 (vii). It only remains to reduce the characteristics so that all the terms are of the form l { that is, the bottom term is 1 and the top terms lie between 0 and 1. It is clear that this can be done, and for the record we record the result:
Proof. The claim is that if 2 ?(k), then To establish the theorem, we need to show three things. Firstly, the top expression in the last theta characteristic must be of the form 2l+1 k + 2m for some integer m. Secondly, the bottom term must be of the form 1 + 2n for some n. Once this is done, the last line becomes (c( ; k; l))
and the third thing we must show is that c( ; k; l) is independent of l. All of these are shown using the equation 4.3. Identities satis ed by the map . Our goal in this section is to understand more about the image of the map . We will see that the map extends across the cusps of S(k) to give an immersion of the closed surface P k into PC k?3 2 . As such, it is then an algebraic surface in PC k?3 2 , and so is de ned by polynomial equations. These polynomial equations may then be thought of as relations among the corresponding theta constants. Conversely, a polynomial relation among the l 's gives us a polynomial which vanishes on the image of P k . Thus, we can come to a fairly complete understanding of theta identities involving the i 's if we can give an algebraic description of the image of P k . We will show that, under favorable conditions, we can do this explicitly, using the residue formula techniques of the previous section.
To understand the behavior at the cusps, we may expand the series in the de nition of the l 's in terms of the variable = e 2 { k to obtain: From this we see that the zero of at 1 has order (2l+1) 2 8 . In particular, the orders at in nity of the l 's are all distinct. From the list of orders it follows that the mapping is smooth across the cusp at 1, and is regular there. The same facts follow for all the other cusps, from the fact that there is an element of PSL(2; Z) which takes this cusp to 1. With a little care, using the fact that the l 's do not vanish in the interior of H , and also using the formulae of the last section for calculating the action of PSL(2; Z) on the l 's, we see that the only points which lie in the image of the cusps are the cusps themselves, so that is regular and injective on the cusps. We have thus shown: Theorem 4.5. The mapping extends to a holomorphic mapping of the curves P k into PC k?3 2 , which is regular and injective on the cusps. We would like to be able to show that is indeed a global embedding of P k . The best we can show at present is: Theorem 4.6. is an immersion of P k into PC k?3 2 . We have lots of information on the behavior of the map near the punctures of S(k). The problem is to translate this to conclusions at non-punctures, and in particular to show that is globally of maximal rank. We can introduce the weight (a non-negative rational number) of a point x in the compacti cation of S(k) with respect to V . The weight is positive if and only if the zeros of functions in V do not have orders as small as they could possibly be (see 11] for similar arguments). It turns out that only the punctures have positive weight. This is enough to conclude that is of maximal rank at the non-punctures.
We will see how to establish the fact that this is a global embedding in some speci c cases in the rest of this section, by explicitly writing down equations for the image curve.
When k is a prime, we can show that ratios of elements of V (k) generate the eld of meromorphic functions on P k . Hence (P k ) is at worst a singular version of P k . What is di cult to rule out in general is the possible existence of double points, where the curve crosses itself.
We can relate the embedding to the geodesic triangulation of the Platonic surfaces. The map is injective on the vertices, and the edges are mapped to circular arcs connecting the images of the vertices.
As a simple starting case, we have:
Theorem 4.7. For k = 5, the map k is an embedding.
Indeed, in this case P 5 is a sphere, and we have a map from the sphere to itself which is 1-to-1 and regular at 1. It follows that it must be 1-to-1 and regular everywhere.
We now want to write down explicit equations satis ed by the immersion . The idea is to construct elliptic functions built out of the functions l , whose residues it is easy to evaluate. As before, the residue theorem will then give us a polynomial relation in the l 's, saying that the sum of the residues is 0.
Let us rede ne our functions l (we x and regard them as functions of z)
and set
for 0 l k. Let us now x a number m between 0 and k, and we seek an elliptic function with periods 1 and k of the form f = f(l 1 ; : : : ; l m ; 1 ; : : : ; n ) = n j=1 j m j=1 l j :
In order for this function to have only simple poles, we require that the l j 's be distinct, although we do not place such a requirement on the j 's. In order for the function to be elliptic with periods 1 and k , we impose the conditions n = m and m X j=1 ( j ? l j ) 0 (mod k):
We also place the condition that none of the i 's be equal to any of the l j 's, since otherwise the corresponding terms may be deleted from the product.
It is easy to see that, if m k?1 2 , for xed l j 's, there always exists a choice of corresponding j 's.
We now apply the residue theorem to f. We nd:
Theorem 4.8. Note that in the second equality, all the terms involving exponentials which one might expect to appear disappear, because the number of terms on the top and bottom is equal. Note also that this formula remains unchanged when all the i 's and l j 's are shifted by the same constant.
There are two things we must do in order to put this formula in the desired form. First, we must replace the j 's with the corresponding j 's. This is a little bit delicate to do in general, since it depends on the behavior of the ( i ? l j )'s and the (l i ? l j )'s (mod k). But it is clear that this is routine in any given situation.
The second thing we must do is clear denominators. This is also a little trickier than might appear at rst, since in favorable circumstances there may well be redundancies in the denominators, so that clearing denominators may be less work than appears at rst glance. At any rate, we get an equality which involves m terms, each a polynomial of degree at most k in the i 's. This is our desired formula. 4 .4. Structure of the cusps in the embedding: \nearest neighbor" distance formula, reconstruction of the Platonic graphs from the embedding. We present here the outline of a possible plan (which should be considered a conjecture) for recovering, for prime k at least, the curve P k from information on the space PV (k). We will consider as given data, this space with the quotient metric induced by the Petersson metric on V (k), the image x of the puncture determined by the cusp at {1, and the action of PSL(2; Z=k) ' ?=?(k) on PV (k) . The N(k) punctures of S(k) should then be the x-orbit of this action. We compute the minimum distance d between (the images of) the punctures. We join two punctures by an edge if the distance between them is d. We conjecture that we have obtained a connected graph and in fact the graph k . Further, the edges of the geodesic triangulation are mapped isometrically onto the edges of this graph. If this conjecture could be established, and if we can describe a relation between the triangles formed by the graph and those in the triangulation of P k , then we would understand more or less completely how the curve P k sits in PC k?3 2 .
5. Factorization of N 2 + 1
In this section, we will show how the considerations of x1 lead to a nice description of how numbers of the form N 2 + 1 factor in terms of the action of PSL(2; Z) on the upper half plane. We point out that this material is independent of theta functions and uses only the geometry af the action of PSL(2; Z) on H 
Furthermore, D will be di erent from 1 in this expression unless we have the special case N = k 2 + 3 4
