Abstract-In this paper, we develop a random-matrix formalism that enables analysis of a variety of polarization-mode dispersion (PMD) related problems. In particular, we address the problems of higher order error in a discrete fiber model and limit of multistaged PMD compensation schemes. Our solution to the first problem leads to a simple condition for the validity of the model, which is often overlooked in PMD simulations. For the second issue, we have found an asymptotic bound on the limit of a multistaged PMD compensation scheme. The theory is confirmed by numerical simulations, and future work is suggested.
I. INTRODUCTION
P OLARIZATION-MODE dispersion (PMD) has emerged in the last decade as one of the primary obstacles to ultrahigh-speed optical transmission systems and attracted wide interest in optical communications society. It is now well understood that PMD in ordinary optical fibers originates chiefly from random fluctuation of small local birefringence. A mathematically rigorous treatment of the statistical properties of PMD is to directly solve the PMD dynamical equation in the framework of stochastic differential equation (SDE) theory [1] - [5] . The SDE theory is a powerful mathematical tool to deal with the intrinsically stochastic phenomena that naturally arise in, say, statistical physics, quantum optics, noise theory, and financial analysis [6] - [9] . For the particular application to PMD, the SDE method is to give the most realistic description of an ordinary optical fiber and has the advantage of being able to obtain, in principle at least, higher order statistical moments in a systematic manner. Furthermore, it can be readily generalized to account for nonunitary systems as well [10] . All this does not come without a price. The theory of stochastic differential equations is a rather specialized mathematical subject with which many practitioners in the PMD field are not familiar.
If, however, we do not demand as complete a solution as the SDE formalism can offer, then it is possible to circumvent this mathematical difficulty by adopting a "coarse graining" approximation-the discrete random waveplate model (DRW). In this model the fiber is treated as a concatenation of many trunks. Publisher Item Identifier S 0733-8724(00)08064-6.
Each trunk possesses its own PMD effect and, in a first order approximation, can be treated as an elliptical waveplate. Since the PMD vectors of the subsystems undergo random diffusion over the Poincaré sphere, the optical fiber is visualized in the DRW approximation as a cascade of waveplates undergoing random walk from their initial orientation. Over length and time, the patterns of the waveplates show complete randomness, and it is a common practice to model an optical fiber simply by a cascade of elliptical waveplates whose orientation is randomly distributed over the Poincaré sphere. In fact, this DRW model has been widely employed in PMD simulations as well as in some theoretical investigations [11] - [14] , and studies have shown that in the long-length region the DRW model is an excellent description of real optical fibers [4] . A subtle issue of this DRW model worth mentioning is that one needs to use an artificial birefringence that is inversely proportional to the square root of each trunk's length. This is required for the total average PMD of a fiber to remain independent of how many trunks the fiber is divided into. A detailed discussion on this can be found in the appendix of reference [4] . The DRW model is basically a simplified version of the more realistic SDE model, with technical mathematics stripped to minimum. Although there is a general consensus in the field to adopt this simpler, though less realistic, model for a wide range of investigations, the question of its validity and higher order error is not frequently asked. Indeed, as we shall see in Section II, the issue of validity of DRW does arise under certain circumstances. In addition, as illustrated in Section III, the higher order error of the DRW model is intimately related to the analysis of a multistaged PMD compensation protocol.
The rest of this paper is organized as follows. In Section II, a random-matrix formalism for calculating higher order error of the DRW model is developed. In particular, we derive in a closed form the second-order error which suggests a validity condition for the DRW model. We then proceed to apply this formalism to the analysis of a multistaged PMD compensation protocol in Section III. In particular, an asymptotic lower bound on the compensation capacity is found. Section IV contains numerical simulations and Section V summarizes and suggests possible future work.
II. HIGH-ORDER ERROR OF DRW
Suppose a single-mode optical fiber is artificially divided into uncorrelated equal segments. This assumption of uncorrelated segments is valid as long as the length of each segment far 0733-8724/00$10.00 © 2000 IEEE exceeds the fiber diffusion length. If we denote the Jones matrix [15] of the th segment by , with denoting the optical frequency, then the Jones matrix of the whole fiber is given by (1) In the following analysis we shall restrict our discussion to the case that no polarization dependent loss/gain (PDL/G) is present. Also we shall assume that a polarization-independent overall phase has been properly separated so that the Jones matrix is in . That is, the determinant of the Jones matrix is always 1.
The essence of the DRW model is to replace each segment by an elliptical waveplate whose birefringence vector is equal to the PMD vector of that segment. Since a waveplate is strictly a first-order PMD element, it fails to account for the higher order effect in the individual segments. The DRW model can hence be regarded as a first-order approximation for the real fiber. A more realistic model should necessarily consider the higher order PMD effect in each segment, as does the full SDE method which, in fact, takes all orders of effect into account.
To put this on a more concrete footing, we note that the Jones matrix of the, say, th segment can be conveniently expanded in an exponential form [16] (2) where is the frequency detuning from the carrier frequency . A brief discussion of this exponential expansion and several useful identities can be found in the Appendix. For now it is sufficient to note that matrix is a constant matrix that, roughly speaking, describes the th order PMD effect of the th segment. In a DRW approximation, all product terms higher than the first order in (2) are neglected, and is replaced by the Jones matrix of the corresponding waveplate (3) The Jones matrix of the whole fiber is thus approximated by that of the DRW (4) Equations (1)-(4) are our starting point to calculate the higher order error of the DRW model. Before we start, some comments are in order here. We will study only the cases that the DRW model is approximately valid. That is, each segment can, to a good degree, be well approximated by an elliptical waveplate. Higher order effect in individual segments can, therefore, be treated as small perturbations. In fact, this condition is already implicitly inferred by the DRW model itself-for the latter to work at all, the individual segments have to behave quite similar to elliptical waveplates. This is by no means saying that we are only to calculate small corrections to the DRW model. The small perturbations in each of the segments may add up to cause significant discrepancy of the DRW model from the real fiber. It is this potentially significant total error that we are after.
In the following, we shall demonstrate how to calculate the second-order error. In many situations this is sufficient for assessing the validity of the DRW model. Furthermore, for sufficiently large -such as in fiber simulations-the dominant error is in the second order. It should be noted that, however, the formalism developed below is completely general and can be carried to higher orders.
To second order, (2) can be written as (5) Inserting (5) into (1) and keeping only terms up to we obtain (6) Here, 's are introduced to simplify the notation. We next define the error matrix . By (6), we have:
On the other hand, since we can write the unitary matrices and in the form (8) where , the error matrix assumes the following form: (9) where , . The DRW error function, defined by (10) is a measure of the error of DRW and can be expressed in terms of (11) To relate to the usual PMD parameters of the fiber, let us review a few PMD identities here for later convenience. The PMD effect in an optical fiber is described by the PMD vector,
. It is, in general, frequency dependent. Its magnitude at some fixed carrier frequency is called the first-order PMD at that frequency and is denoted by . The second-order PMD, denoted by , is defined by . The mean-square first-order and second-order PMD satisfy the following well-known identity [1] : (12) Also, if the fiber is divided into equal segments, and we denote the first-order PMD of one segment and the whole fiber by and , respectively, then they are related by (13) Let us now return to our calculation of in (11) . In the Appendix, it is shown that is proportional to a unitary matrix, and the proportionality factor, , is one half the magnitude of the second-order PMD of the th segment:
. It follows from the definition of in (6) that can be written in the form of for some unitary . Adopting this new notation, we have (14) To carry out the calculation further, it is beneficial to express explicitly in the following form:
where , and . Also, needed are the interweaved matrices: (16) Intuitively, the first column of is the first column of , and the second column of is the second column of . Then by the theory of linear algebra (17) Noting that , the first summation on the right-hand side (RHS) of (17) is simply . For large , we can replace by its average value which is independent of the segment index . By virtue of (12) and (13), it follows: (18) To calculate the second summation in (17), we note that (19) As the individual segments are assumed to be uncorrelated, , and can be regarded as independent uniform random variables over intervals , and , respectively. Therefore so defined is also a random variable with mean (20) and variance (21) It then follows that the summand in (17) can be regarded as a random variable with mean zero and variance . In addition, they are independent of each other. By the central limit theorem of probability, the second summation in (17) is approximately a Gaussian random variable with mean zero and standard deviation (22) in the case of sufficiently large . It is evident from (18) and (22) that the two sums in (17) have comparable contributions to the second-order correction. However, it is also clear that the second sum is a randomly fluctuation. In a time average (or an ensemble average) only the first sum survives. According to (14) , (17) , and (18), we obtain the averaged error function:
(23) and its frequency average over the entire transmission bandwidth (24) In (24) is the half frequency bandwidth, and we have assumed that the carrier frequency lies at the center of the band.
Equation (24) is one of our key results in this paper. Recalling the definition of in (10) 
The question of how accurately the DRW model reproduces a real fiber can now be answered. For a faithful approximation, the RHS of (25) must be small:
Under this condition, the DRW model is a faithful representation for a realistic fiber. We note in passing that in PMD simulations using DRW, it is always a good practice to check if (26) is satisfied. We remark that the validity of the DRW model can almost always be ensured in the sense of (26) by suitably choosing a large if the modeled fiber is long enough.
III. ASYMPTOTIC BOUND ON MULTISTAGED PMD COMPENSATION
Multistaged PMD compensation (MPC) schemes have recently attracted attention as a potential candidate for effective PMD suppression in future ultrafast long-distance optical transmission systems [17] , [18] . The main merit of MPC exists in its great capability of mitigating severe PMD effect which may cripple the usual first-order and second-order compensation methods. In our model of MPC, the compensator is composed of a large number of adjustable birefringent elements. Hereafter, we will refer to them simply as waveplates, although in reality they may take a variety of physical forms that bear no resemblance to ordinary waveplates. The axes and the magnitudes of birefringence of these waveplates can both be adaptively controlled by feedback mechanisms in order that the PMD of the combined system-the fiber and the compensator together-is minimized.
As in the previous section, let be the Jones matrix of the optical fiber link. Ideally we would like to build a compensator that eliminates the PMD completely. The Jones matrix of such an ideal compensator is necessarily , up to a constant unitary rotation which can be eliminated by a proper choice of basis. In our MPC model, however, the compensator contains only a finite number of waveplates, so its Jones matrix is a function of a finite number of parameters, such as the orientational angles of the waveplates on the Poincaré sphere. By function theory, a function of finite number of parameters cannot reproduce an arbitrary continuous function [in our case, ]. Therefore, no perfect PMD compensator that employs only a finite number of waveplates exists.
Since no perfect compensation exists, any compensation scheme will inevitably leave some residue PMD. The performance figure of a PMD compensator is defined as (27) with and stand, respectively, for the mean-square original and residue PMD. The higher the value is, the better the performance of the PMD compensator. In realistic MPC devices, PMD compensation is achieved by real-time optimization control of the waveplates in the compensator to maximize a pre-selected merit function. Even without considering experimental errors, different choices of the merit function and control procedure will in general yield different values for the same MPC model. We say that the performance figure is algorithm-dependent. A quantity that is closely related to and depends only on the intrinsic structure of the MPC model is the compensation capacity , which is defined by the upper limit of over all possible control procedures and merit function choices. The compensation capacity is analogous to the channel capacity in information theory [19] . In information theory, the transmission rate over a noisy channel depends on the specific choice of coding and decoding procedure, but the maximum achievable rate is set by the channel capacity, which depends only on the properties of the channel itself.
It would be of great interest to explicitly calculate for a given MPC protocol (such as ours discussed above). Unfortunately we have not found an analytical result by the time of this writing. Nevertheless, we have calculated a lower bound on and, in the limit of large , it may serve as a good estimate.
Suppose the compensator contains adjustable waveplates. Accordingly, we divide the fiber into segments and write its Jones matrix as and the Jones matrix of its corresponding DRW model as , as in Section II. Again we make the assumption that the length of each segment is much larger than the fiber's diffusion length. Since in our model we are free to adjust the waveplates' orientation on the entire Poincaré sphere, as well as their magnitude, the compensator can, in principle, be configured to generate to arbitrary precision. The performance figure associated with this particular realization is obviously a lower bound for :
. On the other hand, since for large , this particular realization is close to any optimal realization in the asymptotic limit of large , 1 and may be used in place of for rough estimates in the design of such MPC devices, as we shall show by the end of this section. In the following, we will explicitly calculate in a second-order treatment.
Taking the Jones matrix of the compensator to be , we can write the Jones matrix of the combined system-the fiber and the compensator together-as where (28) 1 The validity of this statement is subject to the choice of MPC models. In our protocol, the waveplates can be freely rotated over the entire Poincaré sphere. The statement does not apply to models that utilize linear waveplates. We shall restrict our discussion to the former.
Here, we have invoked (6) from Section II and introduced to simplify the notation. The residue PMD after compensation, , then satisfies (29) A simple derivation of (29) is given at the end of the Appendix.
The determinant that appears in (29) can be expanded into a sum of determinants similar to that in (17) , with the only difference that there are now three distinct groups of terms: those which correlate among s, those which correlate among s, and those which correlate both s and s. By definition of in (28) and the basic assumption of the DRW model, it is rational to treat as completely uncorrelated to . By an argument similar to what leads to (22) in the previous section, the contribution of the third group can be regarded as a random fluctuation. Writing this out explicitly, we have (30) where "r.f.t." represents "randomly fluctuating term"-it is a term that vanishes under time or ensemble averaging.
Next, we note that the first term in (30) is exactly similar to what we have encountered in (11) In the second step above, we have used the same technique as applied in Section II, by treating 's as uncorrelated matrices, to decompose the determinant of the matrix sum into a positive term and a randomly fluctuating term.
Next, we write explicitly as (36) and (37) By treating and as uniform random variables, we can regard as a random variable with mean . Hence, for large the double sum in the last line of (35) can be approximated by (38) Here, we have used the fact that for , and the familiar relations given by (12) and (13) . From (31), (35), and (38), (30) reduces to (39) After taking the time (or ensemble) average as well as the frequency average over the transmission bandwidth on both sides of (39) and remembering the definition of the performance figure (27), we finally obtain (40) where as previously defined. After obtaining a lower bound for , it is natural to look for an upper bound as well. Unfortunately, we have not found one yet and it remains a problem to be solved. A more convenient measure of the residue PMD is the PMD reduction ratio , defined as the inverse of the performance figure [refer to (27)], and its minimum attainable value is, , has an upper bound
Equation (41) is useful for assessing some design issues. For example, in order to achieve a prespecified PMD reduction ratio , the minimum required number of waveplates can be estimated, by setting , to be
The above estimate on is expressed solely as a function of and . For transmission links with moderate PMD effect ( ), is bounded above quadratically in . In situations subject to severe PMD effect ( ), it is only bounded quadruply. The increasing difficulty in equalization as PMD is getting larger can be appreciated from this observation.
IV. NUMERICAL RESULTS
Numerical simulations are performed to check the validity of various assumptions made in our theoretical calculation in the previous two sections. In particular, we compare the theoretical predictions of (25) and (41) with numerical calculations. For this purpose, numerical results calculated from the stochastic model [1] , [3] , [4] are used as standard values with which the theoretical predictions are compared. Here we shall follow Wai and Menyuk [4] closely. The numerical model assumes constant strength of local linear birefringence and randomly varying orientation of local birefringence axes over length that can be represented by an Ornstein-Uhlenbeck process [4] (43) where is the azimuthal angle of the local birefringence axis in the linear plane of the Poincaré sphere and is the autocorrelation length of the fiber. The assumption of a constant local birefringence strength is not restrictive, since a more elaborate model, which allows for random variation of the strength yields essentially the same results [4] .
The simulations are performed on two sets of fibers with the following different transmission characteristics: In each realization of the fiber, the Jones matrix of the corresponding DRW model, with ranging from 10 to 1000, is compared to the "actual" Jones matrix given by the stochastic model. The errors are plotted in Fig. 1 , with circles for set-1 and triangles for set-2. Theoretical prediction of the second-order error given by (25) is plotted as solid lines. The agreement verifies the assumption that the second-order error is dominant. It also suggests that the random-matrix approach in our calculation is valid.
Also calculated are numerical values of . In each fiber realization, is calculated and so is the corresponding residue PMD , from which numerical values of are obtained. These are plotted in Fig. 2 , with circles for set-1 and triangles for set-2. Theoretical plots of (41) are the solid curves. In both cases of Figs. 1 and 2 , the numerical data are averaged over 200 independent realizations. The agreement in both cases is gratifying.
V. CONCLUSION
In this paper, we develop a random-matrix formalism that can be used to study a variety of PMD-related problems. In Section II we calculate the second-order error of the DRW model that has direct implication for PMD simulations using DRW. In Section III the same formalism is used to calculate a lower bound on the compensation capacity of an MPC protocol. In both cases, the results depend only on system parameters and . The theoretical results are verified by numerical simulations. Regarding the compensation capacity of an MPC protocol, there are many open problems that awaits resolution. We will list a few: 1) finding an upper bound for ; 2) or, better yet, calculating explicitly; 3) a parallel analysis for other MPC models, such as those implementing only linear waveplates. The answers to these (and other) questions are likely to enhance our theoretical understanding of multistaged PMD compensation considerably.
APPENDIX
In this section, we will prove a few useful results that are quoted in previous sections of this paper. Most of them are related to the exponential expansion form of the Jones matrix.
For a lossless/gainless linear system, its transmission characteristics can be described by a 2 2 unitary matrix-the Jones matrix [15] , which can be expanded in an infinite product of matrix exponentials [16] (44) where is the Jones matrix at the carrier freqency , the frequency detuning, and 's some complex matrices to be determined. In the following we shall impose the addition condition that . It can be shown that 's are traceless and skew-Hermitian. It follows that the two eigenvalues of are purely imaginary and can be written as for some nonnegative . In other words, there is some unitary transformation such that (45) where is the third of the Pauli matrices, which are defined by Since is unitary it follows that is proportional to a unitary, with proportionality coefficient . The first several s are calculated in [16] : where is the PMD vector and its first order derivative with frequency.
Employing the Dirac notation in quantum mechanics, we express the transverse optical field vector as where the superscript " " means matrix transpose. By definition of the Jones matrix 
It is easy to show that the matrix is traceless and skewHermitian, therefore there exists a unique real vector such that (51) where . Here we have also adopted Einstein's summation convention that repeated (dummy) indices are implicitly summed over 1, 2, and 3.
The Poincaré sphere representation of the optical field vector in a fiber, the Stokes vector , is related to by [11] , [20] (52)
Note that we adopt a slightly different convention here. 2 Taking the frequency derivative of (52) gives (53) where is the commutator of and . In arriving at (53) we have made use of (49) and (51), and skewHermiticity of . By the well-known commutation relation of Pauli matrices (54) (53) reduces to (55) Comparing (55) with the definition of PMD vector [21] , [22] , we identify and obtain the useful identity Taking the determinant on both sides of (59) and (60), and using (61) we obtain (62)
Since and are random quantities whose time average is equivalent to the frequency average [11] , we can relax the con- These identities are used repeatedly in the main text of this paper.
Finally, we note that the useful identity (56) also offers a simple proof of the following relation:
(64) By taking the determinant on both sides of (56), (64) is a direct corollary of the first identity in (61). This result is used in (29) of the main text.
