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Abstract—In this paper, we study the problem of sparse vector
recovery at the fusion center of a sensor network from linear
sensor measurements when there is missing data. In the presence
of missing data, the random sampling approach employed in
compressed sensing is known to provide excellent reconstruction
accuracy. However, when there is missing data, the theoretical
guarantees associated with sparse recovery have not been well
studied. Therefore, in this paper, we derive an upper bound
on the minimum number of measurements required to ensure
faithful recovery of a sparse signal when the generation of missing
data is modeled using a Bernoulli erasure channel. We analyze
three different network topologies, namely, star, (relay aided-
)tree, and serial-star topologies. Our analysis establishes how the
minimum required number of measurements for recovery scales
with the network parameters, the properties of the measurement
matrix, and the recovery algorithm. Finally, through numerical
simulations, we show the variation of the minimum required
number of measurements with different system parameters and
validate our theoretical results.
Index Terms—Compressed sensing, missing data, restricted
isometric property, sensor networks, measurement bounds.
I. INTRODUCTION
The signals of interest in several applications such as source
localization, cognitive radio communication, MRI/ECG based
health monitoring and anomaly detection in structural health
monitoring are known to admit a sparse representation in
an appropriate basis [1]–[5]. While monitoring such physical
phenomena using a wireless sensor network, a promising tech-
nique to collect data is compressed sensing (CS)-based data
acquisition. In this data-acquisition technique, the compressed
data from a sensor (which is referred to as a measurement
henceforth) are linear projections of the unknown sparse
signal. Thus, the sensor data sent to the fusion center (for
example, the base station of the wireless sensor network) is
a set of noisy linear measurements y ∈ Rm of the unknown
sparse vector x ∈ RN :
y = Ax+w, (1)
where A ∈ Rm×N is the measurement matrix, andw ∈ Rm is
the bounded measurement noise, |wi| ≤ σ for i = 1, 2, . . . ,m.
The fusion center recovers the sparse vector x using the
standard CS algorithms like LASSO [6], orthogonal matching
pursuit [7], or sparse Bayesian learning [8] which faithfully
recover x from y, even if m < N . Therefore, the CS approach
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helps to enhance the overall lifetime of the sensor network
by providing high reconstruction accuracy with low transmis-
sion overhead and less resource-demanding data compression
method [9]–[11].
CS-based recovery is a well-researched topic, both in terms
of efficient reconstruction algorithms and strong theoretical
guarantees. More importantly, CS-based data acquisition is
also robust against missing data in the network that arise due
to hardware failures, channel fading, synchronization issues,
collisions, or environmental blockages [12], [13]. When there
is missing data, only a portion of the measurement vector
reaches the fusion center. We model this uncertainty in the
received data using a channel model which we refer to as a
Bernoulli erasure channel.
Definition 1 (Bernoulli erasure channel1). A data transmission
channel is called a Bernoulli erasure channel with probability
of observability p ∈ [0, 1] if the receiving node (including
the fusion center) receives the measurement (observes it) with
probability p, and misses the measurement with probability
1−p. The channel is represented using a Bernoulli distribution
with mean equal to the probability of observability p.
Let T ⊆ {1, 2, . . . ,m} be the (known) random set of
indices corresponding to the observed sensor measurements,
i.e., the measurement vector available at the fusion center is
given by
yT = AT x+wT , (2)
where yT ∈ R|T | denotes the measurements indexed by T ,
and the corresponding measurement matrix AT ∈ R|T |×N is
the submatrix of A formed by the rows indexed by T .
In our model formulation, missing data is handled by using
random linear projections of the sparse signal, i.e., the rows
of matrix A are drawn independently from a common distri-
bution. Since the random projections scatter the information
contained in the network data over all (sensor) measurements,
recovery is possible only if the number of measurements |T |
that arrive at the fusion center is sufficiently large.2. Thus,
to ensure this, we need to increase the number of sensors
in the network (oversampling) m. An important question in
this context, which is also the focus of this paper, is as
follows: How many additional sensors are required and how
should they be arranged (network topology) to guarantee the
same sparse signal recovery performance as in the case with
1This channel model is different from the binary erasure channel that is
widely used in information theory. In information theory, a binary erasure
channel refers to a 2-input 3-output channel where there is an erasure output.
2We discuss this point in detail in Section II-A
2no missing data when the measurements are obtained using
random projections?
A sufficient condition that guarantees exact sparse recovery
from (2) is obtained via an important property of the measure-
ment matrix called the restricted isometric property (RIP):
Definition 2 (Restricted isometric property). A matrix A ∈
R
m×N is said to satisfy the s-RIP with restricted isometric
constant (RIC) δs if δs ∈ (0, 1), where
δs , inf
{
δ : 1− δ ≤ ‖Az‖2 ≤ 1 + δ,
∀ ‖z‖ = 1 and ‖z‖0 ≤ s
}
, (3)
where ‖·‖0 denotes the ℓ0 norm of a vector.
The RIP of the measurement matrix determines the recovery
quality of several CS algorithms like LASSO or basis pursuit
(BP), compressive sampling matching pursuit (CoSaMP), or
iterative hard thresholding (IHT) [14]. The RIP also ensures
that the recovery process is robust to noise and is stable when
the unknown vector is not precisely sparse. So our analysis
relies on the RIP of the random measurement matrix AT
whose entries as well as the dimension (the number of rows
= |T |) are random.
Before we present our specific models and the associated
results, we first review the existing literature on the sparse
signal recovery with missing data.
A. Related literature
CS-based recovery to handle missing data was introduced
in [12]. This work assumed that all the sensors are directly
connected to the fusion center via independent Bernoulli era-
sure channels. Using numerical simulation, the authors of [12]
showed that the recovery performance of CS techniques was
on par with that of BCH codes. Following this work, several
other researchers have also used the CS-based approach to
missing data problems in different applications such as net-
work traffic reconstruction [15], localization refinement [16],
urban traffic sensing improvement [17], structural health mon-
itoring [18], [19], etc. Further, some other related problems
like the design of novel sensing matrices using tight frames
for robust data acquisition [20], and spatial and temporal data
loss models [21] have also been investigated. Some works
have also studied the problem of sparse signal recovery with
missing data for other network topologies like tree topology
and the serial-star topology [13].
Most of the above works are limited in terms of the
theoretical guarantees for signal recovery, and they mostly
validate the results using numerical simulations tested on
synthetic or real-world data-sets. In [12], it was established
that 1/p times more measurements are required to ensure the
same average probability of faithful recovery as that without
missing data, where p is the probability of observability of the
Bernoulli erasure channel.3 However, the classical CS recovery
algorithms (with no missing data) come with much stronger
3See Proposition 2 for the precise mathematical statement.
assurances like conditions to ensure perfect recovery with high
probability. Motivated by this, we derive similar conditions
that ensure that the probability of successful recovery is greater
than the specified level when the missing data in every link
of the network is modeled using a Bernoulli erasure channel.
B. Our contributions
In this work, we derive guarantees for the sparse signal
recovery problem when there is missing data, given by the
model in (2). Our assumptions are the following:
• The measurements are obtained using a subGaussian
random matrix A.
• All the links in the network are independent Bernoulli
erasure channels (See Definition 1).
We consider three network topologies: a single hop star topol-
ogy (parallel topology); a two-hop relay-aided tree topology;
and a multi-hop serial-star topology. As the number of hops
increases, the data are more likely be missing. The main
contributions of the paper are as follows:
• Star topology: We analyze, in Section II, the RIP of
the effective measurement matrix AT when the sen-
sors are directly connected to the fusion center through
independent Bernoulli erasure channels. The analysis
(Theorem 1), in turn, characterizes the additional num-
ber of measurements required to handle the missing
data uncertainty, with high probability (Corollary 1). We
show that the number of measurements m scales as(
log 11−p+exp(−Cδ2)p
)−1
to ensure the exact recovery
of the sparse vector. Here, C and δ depend on the
distribution of the measurement matrix and the recovery
algorithm, respectively.
• Tree topology: We study the conditions under which a
sparse vector can be faithfully recovered in a two-hop
tree network in Section III. The first hop is between the
sensors and the relays, and the second hop is between
the relays and the fusion center. We show that sparse
recovery is successful with high probability if and only if
the number of relays (not the number of sensors) exceeds
a minimum value. We also derive a sufficient condition
on the number of relays that drives the probability of suc-
cessful recovery to an arbitrarily high value (Theorem 2).
• Serial-star topology: Section IV studies a serial-star
topology which refers to the topology in which a number
of serial multi-hop branches are connected to the fusion
center in a star fashion. We show that, in this case,
accurate recovery of the sparse vector with high prob-
ability happens only if the number of branches is large.
Our result provides a bound on the number of branches
to ensure this condition, which depends on the length
of the branch, the probability of missing data in each
link, the distribution of A, and the recovery algorithm
(Theorem 3).
In summary, our results provide insights on how the sparse
recovery in a wireless sensor network depends on the param-
eters such as the number of sensors, branches or relays, and
the probability of observability of each link.
3Table I
NOTATION
Notation Description
R Set of real numbers
I Identity matrix
0 All zero matrix (or vector)
‖ · ‖ ℓ2 norm
‖ · ‖1 ℓ1 norm
|·| Absolute value of a real number or the
cardinality of a set (depends on the context)
P{·} Probability of an event
Ber(·) Bernoulli distribution on {0, 1}
parameterized by its mean
Notation: Boldface lowercase letters denote vectors, bold-
face uppercase letters denote matrices, and calligraphic letters
denote sets. The rest of notation is given in Table I.
II. STAR TOPOLOGY
Fusion Center
1 2 i m. . . . . .
y 1 y 2
y
i
y
m
→ Bernoulli erasure channels ∼ Ber(p)
Figure 1. Star topology with m sensors.
In this section, we consider a sensor network with star
topology (also called as parallel topology) where m sensors
are individually connected to the fusion center as shown in
Figure 1 [12], [22]. We assume that the channels between the
sensors and the fusion center are unreliable4and are indepen-
dent of each other. The uncertainty introduced by the channel
in terms of missing data is modeled using an independent
Bernoulli erasure channel with probability of observability as
p (See Definition 1), i.e., every projection (entry of y) is
observed at the fusion center with probability 0 ≤ p ≤ 1.
The value of p is independent of the missing and observed
values and indices, i.e.,
P {i ∈ T } = p, i ∈ {1, 2, . . . ,m}, (4)
where T ⊆ {1, 2, . . . ,m} is the set of indices of the observed
measurements. Our goal is to derive a sufficient condition on
m that ensures that the unknown vector x can be recovered
from yT with probability greater than a desired (high) value.
We need the following definitions to present our results:
4Here, we refer to the unreliablity due to missing data and do not refer to
the channel noise.
Definition 3 (subGaussian random variable). A random vari-
able A is said to be subGaussian with parameter c if for any
θ ∈ R,
E {exp (θA)} ≤ exp (cθ2) . (5)
Definition 4 (subGaussian random matrix). A random matrix
A ∈ Rm×N is said to be a subGaussian random matrix with
parameter c if its entries are independent zero mean and
unit variance subGaussian random variables with common
parameter c.
The main result of the section is as follows:
Theorem 1. Consider a star topological sensor network with
m sensors, whose measurement model is given by (1). Each
link in the network is modeled using an independent Bernoulli
erasure channel with probability of observability p ∈ [0, 1].
Suppose A ∈ Rm×N is a subGaussian random matrix with
parameter c. Let T ⊆ {0, 1, . . . ,m} be the set of indices of
measurements observed at the fusion center. Then, for any
ǫ > 0, if m ≥ βstar(p, δ) where
βstar(p, δ) ,
[
ln
1
1− p+ p exp(−Cδ2)
]−1
×
[
4
3
s ln
(
eN
s
)
+
14
3
s+
4
3
ln 2ǫ−1
]
, (6)
the RIC δs of |T |−1AT given in (2) satisfies δs < δ for all
0 < δ < 1 with probability at least 1 − ǫ. Here, C > 0 is a
constant dependent only on c.
Proof. See Appendix A.
Next, we discuss some implications of the above result.
A. Sparse signal recovery guarantees
An immediate consequence of the above result is the
guarantee for sparse signal recovery with missing data.The
RIP based analysis in Theorem 1 allows us to bound the error
in the recovery of the unknown vector x under bounded noise
and model mismatch, i.e., when the measurements are noisy
and the unknown vector is not exactly sparse, respectively.
Corollary 1. Consider a star topological sensor network
with m sensors, whose measurement model is given by (1).
Each link in the network is modeled using an independent
Bernoulli erasure channel with probability of observability
p ∈ [0, 1]. Suppose A ∈ Rm×N is the measurement matrix
of the network, which is a subGaussian random matrix with
parameter c. Then, for some integer ralgo > 0 and positive
real number δalgo, let
m ≥
[
ln
1
1− p+ p exp(−Cδ2algo)
]−1
×
[
4
3
ralgos ln
(
eN
ralgos
)
+
14
3
ralgos+
4
3
ln 2ǫ−1
]
, (7)
where C > 0 is a constant dependent only on c. For any ǫ > 0,
if (7) holds, with probability at least 1−ǫ, the unknown vector
4x can be recovered from the observed measurements given by
(2) with the following error bounds:
‖x− xˆ‖1 ≤ c1 min
z∈RN
‖z‖
0
≤s
‖x− z‖1 + c2
√
sσ (8)
‖x− xˆ‖ ≤ c1 min
z∈RN
‖z‖
0
≤s
‖x− z‖1 /
√
s+ c2σ. (9)
Here, xˆ is the estimate of the unknown vector x determined
by a sparse recovery algorithm, and c1, c2 > 0 are universal
constants. The constants ralgo and δalgo are dependent on the
recovery algorithms as follows:
• BP: ralgo = 2 and δalgo = 4√41
• IHT: ralgo = 6 and δalgo = 1√3
• CoSAMP: ralgo = 8 and δalgo =
√√
11/3−1
2 .
Proof. We first note that the sparse signal recovery perfor-
mance is independent of scaling. Since |wi| < σ, after
scaling (2) by |T |−1, the norm of the noise term satisfies∥∥∥|T |−1wT ∥∥∥ ≤ σ. The result then follows from Theorem 1
and the upper bound on the RIC set by the different algorithms
to ensure robust recovery [14, Theorems 6.12, 6.21, 6.28].
The result reveals an elegant property of the sparse signal
recovery guarantee. Assume that the number of measurements
m is insufficient to recover an s−sparse unknown vector.
Since the sufficient number of measurements is an increasing
function of sparsity s, let s˜ < s be such that m satisfies the
bound in (7) for s˜. Then, Corollary 1 ensures that the algorithm
recovers the s˜−sparse approximation of the unknown vector.
B. Special cases
We consider the two extreme values for the probability p
with which a measurement is observed at the fusion center.
• p = 1: This value of p corresponds to the case when
there is no missing data, and (6) reduces to m ≥ β(δ)
where
β(δ) ,
1
Cδ2
[
4
3
s ln
(
eN
s
)
+
14
3
s+
4
3
ln 2ǫ−1
]
. (10)
As expected, the above bound is the same as the classical
result on the sufficient number of measurements required
for satisfying the RIC bound of a subGaussian matrix [14,
Theorem 9.11].
• p = 0: This value of p corresponds to the case when
no data are available to the recovery algorithm, and (6)
reduces to m ≥ ∞. This is justified as the recovery is not
possible when no information about the unknown vector
is available.
C. Dependence on parameters
The dependence of the bound βstar in (6) on N and s
is similar to the classical result on the sufficient number of
measurements for a subGaussian matrix given in (10). Both
the bounds scale as O(s ln(N/s)) if we keep p and δ constant.
Similarly, both the bounds are O(1/δ2). This is intuitive as a
smaller value of δ ensures better recovery (see [14, Theorems
6.12, 6.21, 6.28]) and thus, the number of measurements
increases as δ decreases.
We next study the influence of the probability of observabil-
ity p. The ratio of the number of measurements required for
recovery with and without missing data (ratio of the bounds
in (6) and (10)) is
βstar(p, δ)
β(δ)
= Cδ2
(
ln
1
1− p+ p exp(−Cδ2)
)−1
. (11)
Clearly, the ratio depends only on three parameters: the prob-
ability of observability p, the parameter of the subGaussian
matrix c, and the RIC value δ. It is interesting to note that the
ratio is independent of the dimension of the unknown vector
N and the sparsity s. The following proposition characterizes
the properties of the bound βstar(p, δ)
Proposition 1. Let βstar and β be as defined in (6) and (10).
Then, the following statements hold:
(i) βstar(p, δ) ≥ β(δ)/p, for all p ∈ [0, 1] and values of
δ ∈ (0, 1).
(ii) βstar(p, δ) is a strictly decreasing function of p for a fixed
value of δ ∈ (0, 1).
Proof. See Appendix B.
The above result is intuitive as βstar(p, δ) ≥ β(δ) implies
that more measurements are required when there is miss-
ing data. Also, as p increases, more information about the
unknown vector is available, and thus the bound βstar(p, δ)
decreases.
D. Comparison with existing work
The same model as that of ours, presented in Section II,
has been considered in [12]. Their main theoretical result is
as follows:
Proposition 2. Consider a star topological sensor network
with m sensors, whose measurement model is given by (1).
Each link in the network is modeled using an independent
Bernoulli erasure channel with probability of observability p ∈
[0, 1]. Suppose A˜ ∈ Rm˜×N is a random sensing matrix with
independent and identically distributed rows, such that its RIC
is δ. Let A ∈ Rm×N be the matrix formed by adding m− m˜
independent rows to A˜ which are distributed identically as
the rows of A˜. If m = m¯p , then the average RIC of a suitably
scaled version of AT is δ when averaged over the randomness
in the missing data mechanism. Here, T ⊆ {0, 1, . . . ,m} is the
set of indices of measurements observed at the fusion center.
The key observation obtained by comparing our results and
Proposition 2 are as follows:
• Proposition 2 handles the average probability for exact
recovery, conditioned on the fact that A¯ has RIC equal
to δ. Thus, the result deals only with the randomness
in the missing data mechanism, and this probability
only provides an insight into the average probability for
faithful recovery. However, an explicit characterization of
the average RIC of a random matrix is not available in
the literature. Consequently, the connection between the
5number of measurements and the other system parameters
can not be established using this result. On the other
hand, we provide a high probability result for successful
recovery, which handles the randomness in both the
measurement matrix and the missing data mechanism.
Therefore, we derive an explicit relation between the
number of measurements and the system parameters like
sparsity s and the length of the unknown vector N (see
(6) and (7)) and thus, our result is much stronger than
Proposition 2 derived in [12].
• Statement (i) of Proposition 1 indicates that the bound
βstar is greater than the bound given in Proposition 2.
This is expected as we need more number of measure-
ments to ensure RIC with a high probability than those
required to ensure an average RIC.
III. TREE TOPOLOGY
Relay 1
1 2 K. . .
Relay 2
1 K. . .
. . . Relay R
1 K. . .
Fusion Center
→ Bernoulli erasure channels ∼ Ber(p)
99K Bernoulli erasure channels ∼ Ber(q)
Figure 2. Tree topology with R relays and K sensors connected to each of
the relays.
In this section, we consider a two-hop tree topology which
consists of R relays and K sensors connected to each of these
relays, as shown in Figure 2 [13], [22]. The measurement
model is given by (1) where the total number of measurements
m = RK . Each sensor sends its measurement to the relay to
which it is connected, and these measurements collected at the
relays are sent to the fusion center by employing the ‘receive-
and-forward’ mechanism. All the channels, namely, the RK
channels between the sensors and their corresponding relays,
and the R channels between the relays and the fusion center
are assumed to be independent Bernoulli erasure channels (See
Definition 1). We assume that the probability of observability
of the channel between a sensor and the corresponding relay
node is 0 ≤ p ≤ 1, and the probability of observability of the
channel between a relay and the fusion center is 0 ≤ q ≤ 1.
Therefore, a sensor measurement is observable at the fusion
center only if it is successfully transmitted from the sensor
node to the relay node, and then from the relay node to the
fusion center. Therefore, the probability of observing a sensor
measurement at the fusion center is given by
P {i ∈ T } = pq, i ∈ {1, 2, . . . ,m}, (12)
where T is the set of indices of sensor measurements ob-
served at the fusion center. Suppose that the data transmitted
from a relay to the fusion center is missing. Then, all the
measurements corresponding to that relay are missing. Thus,
unlike the star topology, in this case, observability of the mea-
surements (corresponding to the same relay) are dependent.
Consequently, the results of the star topology do not directly
apply here.
Similar to the star topology, the unknown vector x can be
recovered using the observed sensor measurements given by
(2). In the following, we derive the number of measurements
required to ensure exact recovery of a sparse vector under the
above model. Our main result is as follows:
Theorem 2. Consider a tree topological sensor network with
R relays and K sensors per relay, whose measurement model
is given by (1). Each link in the network is modeled using an
independent Bernoulli erasure channel with p, q ∈ [0, 1] as
the probabilities of observability of a link between a sensor
and a relay, and a relay and the fusion center, respectively.
Suppose A ∈ Rm×N is a subGaussian random matrix with
parameter c. Let T ⊆ {0, 1, . . . ,m} be the set of indices of
measurements observed at the fusion center. Then, for any
ǫ > 0, if R ≥ βtree(p, q, δ,K) where
βtree(p, q, δ,K) ≥
[
ln
1
1− q + q (1− p+ pe−Cδ2)K
]−1
×
[
4
3
s ln
(
eN
s
)
+
14
3
s+
4
3
ln 2ǫ−1
]
, (13)
the RIC δs of |T |−1AT given in (2) satisfies δs < δ for all
0 < δ < 1 with probability at least 1 − ǫ. Here, C > 0 is a
constant dependent only on c.
Proof. See Appendix C.
An immediate consequence of the above result is a corollary
similar to Corollary 1 which guarantees faithful recovery of
a sparse vector when the bound βtree in (13) is satisfied. We
omit the statement of the corollary to avoid repetition. Also,
as we have mentioned in Section II-A, if R is smaller than the
bound βtree in (13), the result guarantees that the algorithm is
guaranteed to recover a sparse approximation of the unknown
vector. Another interesting corollary of Theorem 2 is as
follows:
Corollary 2. Consider a more generalized setting of the star
topology with R sensors and the sensors have K measure-
ments each, whose measurement model is given by (1). Each
link in the network is modeled using an independent Bernoulli
erasure channel with probability of observability p. Suppose
A is a subGaussian random matrix with parameter c. Let
T ⊆ {0, 1, . . . ,m} be the set of indices of measurements
observed at the fusion center. Then, for any ǫ > 0, if
R ≥ βstar(p,
√
Kδ), (14)
the RIC δs of |T |−1AT given in (2) satisfies δs < δ for all
0 < δ < 1 with probability at least 1 − ǫ. Here, C > 0 is a
constant dependent only on c.
6Proof. If we assume that p = 1 for tree topology setting in
Theorem 2, the channels between the relay and the sensors in
tree topology are perfect. Then, the missing data are due to
the uncertainty in the channel between the relay and the fusion
center. This is equivalent to a star topology where each sensor
has K measurements, and the probability of observing data
(K−length measurement vector) from a sensor is q. Thus, the
result follows if we substitute p = 1 and q = p in Theorem 2.
We further note that if K = 1, Corollary 2 reduces to
Theorem 1. The corollary establishes a surprising relation
between δ and the number of measurements per sensor K .
The number of sensors required to ensure an RIC of δ for
the star topology with K measurements per sensor is the
same as those required to obtain an RIC of
√
Kδ for the
star topology with one measurement per sensor (note that
βstar(p,
√
Kδ) < βstar(p, δ), for K > 1).
The other key insights from Theorem 2 are presented in the
following subsections:
A. Nature of the bound
Unlike the star topology, the sufficient condition (13) in
Theorem 2 does not bound the number of measurements m =
RK directly. This result is expected due to the dependence
of the observability of the measurements. Suppose that we
increase m by increasing K while keeping R constant. In that
case, all the relays fail to send their measurements to the fusion
center with probability (1−q)R, i.e., none of the measurements
reach the fusion center with probability (1 − q)R. Therefore,
the probability of perfect recovery of the sparse vector can
be driven to an arbitrarily large value only by increasing the
number of relays R. As a result, the sufficient condition for
exact recovery gives a lower bound on R. However, as we
increase R, naturally the number of measurements m = RK
also increases.
Even though the bound (13) does not bound K , clearly the
bound on R diminishes with an increasing value of K when
the other parameters are kept constant. This trend is evident
from the fact that 1− p+ pe−Cδ2 < 1, for all values of p, δ ∈
(0, 1]. The dependence is intuitive because as K increases,
more information is available to the system and consequently,
the bound on the number of relays reduces.
Since the bound βtree in (13) is a decreasing function of
K , it also leads to a lower bound on R which we obtain by
taking K →∞:
R ≥
[
ln
1
1− q
]−1 [
4
3
s ln
(
eN
s
)
+
14
3
s+
4
3
ln 2ǫ−1
]
.
(15)
The above bound is in agreement with our earlier point that
there is a lower bound on R that ensures perfect recovery of
the sparse vector, irrespective of the value of K .
B. Special cases
We consider the following special cases:
• p = 1 and q = 1: In this case, the bound βtree in (13)
simplifies as follows:
m = RK ≥ β(δ), (16)
where β defined in (10) corresponds to the classical result
which gives a bound on the number of measurements
required for sparse signal recovery. When p = q = 1,
none of the measurements are missing. Thus, this scenario
is equivalent to having RK measurements in the sparse
recovery problem setting when there is no missing data.
• q = 1: For this setting, the bound βtree in (13) reduces
to
m = RK ≥ βstar(p, δ), (17)
where βstar defined in (6) corresponds to the star topol-
ogy. When q = 1, the channel between the relay and
the fusion center is always reliable, i.e., all the sensors
are connected to the fusion center through a Bernoulli
erasure channel with probability of observability being p.
Therefore, this setting reduces to the star topology.
• p = 0 or q = 0 or K = 0: When either of p, q or K
is zero, the bound gives m ≥ ∞. This is expected as in
this setting, none of the measurements reach the fusion
center and hence, the recovery is not possible.
• K = 1: For this case, the bound βtree in (13) simplifies
as follows:
R ≥ βstar(pq, δ). (18)
When K = 1, the system is equivalent to having all the
sensors connected to the fusion center via independent
Bernoulli erasure channels with probability of observabil-
ity as pq.
C. Dependence on parameters
Similar to the bound βstar in (6) for the star topology
and the bound β in (6) for sparse recovery without missing
data, the bound βtree in (13) scales ≈ O(s ln(N/s)/δ2) if we
keep the other parameters constant. We have already seen that
βtree(p, q, δ,K) is a decreasing function of K and δ. The next
result characterizes the dependence of the bound βtree on the
probabilities p and q.
Proposition 3. Let βtree, βstar and β be as defined in (13), (6),
and (10), respectively. Then, the following statements hold:
(i) βtree(p, q, δ,K) ≥ βstar(q,
√
Kδ) ≥ β(√Kδ)/q, for all
p ∈ [0, 1] and δ ∈ (0, 1), and all values of K .
(ii) βtree(p, q, δ,K) is a strictly decreasing function of p and
q for a fixed value of δ and K .
Proof. Statement (i) follows from Statement (ii), the fact that
βstar(1, q, δ,K) = β(q,
√
Kδ) and Proposition 1. The proof
of Statement (ii) is similar to the proof of Proposition 1 given
in Appendix B. So we omit the details here.
Here, βstar(q,
√
Kδ) corresponds to the bound for the gener-
alized star topology discussed in Corollary 2. Thus, Statement
(i) of Proposition 3 indicates that the recovery performance is
better for the generalized star topology compared to the tree
topology, when the number of measurements in the network
7m = RK is the same. This is intuitive as the tree topology
has a two-hop setting, and hence, the probability of missing
data is higher. Also, Statement (ii) of Proposition 3 is expected
because as p or q decreases, more measurements are likely to
be missing, and hence the bound βtree increases.
IV. SERIAL-STAR TOPOLOGY
K
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1
Branch 1
K
...
2
1
Branch 2
. . . K
...
2
1
Branch R
Fusion Center
→ Bernoulli erasure channels ∼ Ber(p)
Figure 3. Serial-star topology with R branches and K sensors in each branch.
In this section, we consider a multi-hop serial-star topology
with m sensor nodes which are arranged in R branches with
each branch consists of K hops, i.e., m = RK , as shown
in Figure 3. This topology is used when a large number of
low-power sensors are deployed across a vast geographical
area [13], [22], [23]. When sensors are far away from the
fusion center, the power consumed for reliable communication
is high, and this affects the lifetime of the sensor network.
So, the data is not directly sent from the far-away sensors to
the fusion center; instead, it is sent serially through short-
range and multi-hop communication. We assume the con-
ventional way of data aggregation where data are streamed
in ‘sense-and-send’ and ‘receive-and-forward’ fashion. To be
more specific, in the case of error-free communication, the
first sensor in a branch sends its measurement (for example,
y1 ∈ R) to the second sensor. The second sensor adds its
own measurement to the received measurement and sends
(for example,
[
y1 y2
] ∈ R2) to the third sensor, and so
on. Therefore, the ith sensor in a branch receives i − 1
measurements, and sends i measurements to the (i + 1)th
sensor. Finally, the last (or Kth) sensors in all the branches
send K measurements each to the fusion center, and so the
total number of measurements received at the fusion center is
m = RK .
Analogous to the tree topology, here we assume that all the
RK channels are independent Bernoulli erasure channels with
probability of observability p. The measurement from the ith
sensor of a branch is observed at the fusion center if and only
if the data are not missing in all theK−i+1 channels between
the ith sensor and the fusion center which occurs with prob-
ability pK−i+1. Therefore, the probability of a measurement
being observed at the fusion center depends on the position
of the sensor in the branch. This property distinguishes the
serial-star topology from the other two topologies (star and
tree) discussed in Section II and Section III, and so the serial-
star topology demands separate analysis.
Let the indices of the measurements which are observed
at the fusion center be T ⊂ {1, 2, . . . ,m}. The unknown
sparse vector x can be recovered using the observed sensor
measurements given by (2). The following result gives a
sufficient condition to ensure the exact recovery of the sparse
vector under the above model.
Theorem 3. Consider a serial-star topological sensor net-
work with R branches and K sensors per branch, whose
measurement model is given by (1). Each link in the network is
modeled using an independent Bernoulli erasure channel with
probability of observability p ∈ [0, 1]. Suppose A ∈ Rm×N
is a subGaussian random matrix with parameter c. Let T ⊆
{0, 1, . . . ,m} be the set of indices of measurements observed
at the fusion center. Then, for any ǫ > 0, if R ≥ βserial where
βserial ≥
[
ln
1− pe−Cδ2
1− p+ p(1− e−Cδ2)(pe−Cδ2)K
]−1
×
[
4
3
s ln
(
eN
s
)
+
14
3
s+
4
3
ln 2ǫ−1
]
(19)
the RIC δs of |T |−1AT given in (2) satisfies δs < δ for all
0 < δ < 1 with probability at least 1 − ǫ. Here, C > 0 is a
constant dependent only on c.
Proof. See Appendix D.
The above RIP-based result immediately implies a result
similar to Corollary 1 which ensures faithful recovery of a
sparse vector when the bound in Theorem 3 is satisfied. We
omit the statement of the corollary to avoid repetition. We next
establish the monotonically decreasing nature of βserial with
the probability of observability p:
Proposition 4. Let βserial and β be as defined in (19) and
(10). Then, the following statements hold:
(i) βserial(p, δ,K) ≥ βserial(p,
√
Kδ) ≥ β(
√
Kδ)/p, for all
p ∈ [0, 1], δ ∈ (0, 1) and all values of K .
(ii) βserial(p, δ,K) is a strictly decreasing function of p for
a fixed value of δ and K .
Proof. See Appendix E.
Statement (i) of Proposition 4 implies that the bound on the
required number of measurements is larger for the serial-star
topology compared to the generalized star topology discussed
in Corollary 2. This observation is similar to Statement (i) of
Corollary 2, and is due the multi-hop setting of the serial-star
topology. Also, Statement (ii) of Proposition 4 is intuitive as
p increases, the fusion center is more likely to receive the
8sufficient number of measurements with a smaller value of R.
Consequently, the bound decreases.
The other key inferences from Theorem 3 are as follows:
A. Special cases
We consider the following special cases:
• p = 1: In this case, the bound βserial in (19) simplifies
as follows:
m = RK ≥ β(δ), (20)
where β defined in (10) corresponds to the classical result
for the conventional sparse signal recovery problem with
no missing data. This connection is obvious because when
p = 1, none of the measurements are missing, and so
exactly RK measurements are available at the fusion
center.
• p = 0 or K = 0: When either of p or K is zero, the
bound gives m ≥ ∞ because none of the measurements
reach the fusion center. Therefore, the sparse signal
recovery fails with probability one.
• K = 1: For this case, the bound in (19) simplifies as
follows:
R ≥ βstar(p, δ), (21)
where βstar defined in (6) corresponds to the star topol-
ogy. This relation is expected as the system is equivalent
to having all sensors directly connected to the fusion
center via independent Bernoulli erasure channels with
probability of observability p.
B. Similarities with the bound for tree topology
We observe the following similarities between the bound
βtree in (13) for the tree topology and the bound βserial in
(19) for the serial-star topology:
• Similar to the tree topology case, the bound on R
becomes smaller when K grows and the other parameters
remain unchanged. This dependence is obvious from (19)
and the fact that pe−Cδ
2
< 1, for all values of p, δ ∈
(0, 1]. This monotonic behavior of βserial is expected
because as K increases, more number of measurements
are likely be available at the fusion center, which leads a
smaller bound on the number of branches. Therefore, a
lower bound on R which which is independent of K is:
R ≥ lim
K→∞
βserial =
[
ln
1− pe−Cδ2
1− p
]−1
×
[
4
3
s ln
(
eN
s
)
+
14
3
s+
4
3
ln 2ǫ−1
]
. (22)
• The bound βserial in (19) scales ≈ O(s ln(N/s)/δ2) if
we keep the other parameters constant. This statements
also hold for tree topology. Also, for both topologies, the
corresponding bounds strictly decrease as p increases (see
Propositions 3 and 4).
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Figure 4. Variation of the success probability of LASSO with probability
of observability p and the number of sensors for the star topology when
N = 200 and s = 20. (Cyan dotted line represents the transition in the
success probability). The figure corroborates Theorem 1 and Proposition 1 by
showing the monotonically increasing nature of the success probability with
p and m.
V. NUMERICAL EXPERIMENTS
The recovery performance of the CS algorithm for different
sparsity levels and the number of measurements when there
is missing data is thoroughly studied in [12], [13] using
numerical simulations. Hence, we focus only on the variation
of the success probability of recovery using LASSO with the
probability of observability p, to corroborate our results in
Sections II to IV. Our setting is as follows: the length of the
unknown sparse vector is N = 200, and the sparsity s = 20.
We declare that the recovery is successful if
‖x−xˆ‖
‖x‖ < 10
−2.
The average probability of this event is plotted as a color-map
in Figures 4 to 6. In the plots, the cyan dotted curve represents
a function of p shown on the colormap, which indicates the
transition in the success probability curve. This function is
obtained by fitting a curve to the minimum value on the Y-
axis for which the success probability is greater than 0.9.
A. Star topology
The recovery performance for a star topological network
with varying values of probability of observability p and
the number of sensors m is shown in Figure 4. As p or
m increases, the success probability grows, verifying Propo-
sition 1. Moreover, the value of m for which there is a
transition in the success probability approximately changes as
− αlog 1−λp (obtained by fitting a function of p that is indicated
by the cyan dotted curve in Figure 6) with α = 16 and
λ = 0.2. This observation is in agreement with the term[
ln 11−p+p exp(−Cδ2)
]−1
given in Theorem 1.
B. Tree topology
The success probability of sparse recovery for a tree
topological network with varying values of probability of
observability p (for the channels between sensors and their
corresponding relays), the number of relays R and the number
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(a) Varying R with K = 10 (Cyan dotted line represents the transition
in the success probability)
0.2 0.4 0.6 0.8 1
Probability of observing a measurement p
100
200
300
400
500
600
700
800
900
1000
N
um
be
r o
f s
en
so
rs
/re
la
y 
K
0
0.2
0.4
0.6
0.8
1
(b) Varying K with R = 1
Figure 5. Variation of the success probability of LASSO with probability of
observability p for the tree topology when N = 200, s = 20, and q = 0.7.
The strictly increasing nature of the success probability with R in Figure 5a
and the upper bound on the success probability with increasing K in Figure 5b
confirm the results in Theorem 2 and Proposition 3.
of sensors per relay K is shown in Figure 5. We set K = 10
for Figure 5a, and R = 1 for Figure 5b. For these plots, we set
the probability of observing measurement at the fusion center
q = 0.7.
• Figure 5 shows that as p, R, or K increases, the success
probability grows. This inference validates Statement (ii)
of Proposition 3.
• From Figure 5a, the value of R for which there is a tran-
sition in the success probability approximately changes
as − αlog 1−q+q(1−λp)K (obtained by fitting a function of
p that is indicated by the cyan dotted curve in Figure 5a)
with α = 225 and λ = 0.2. This observation is in
agreement with the term
[
ln 1
1−q+q(1−p+pe−Cδ2 )K
]−1
given in Theorem 2.
• Figure 5b indicates that the success probability does not
approach 1 if we increase K while keeping R a constant.
This observation confirms the lower bound on R given
by (15).
0.2 0.4 0.6 0.8 1
Probability of observing a measurement p
50
100
150
200
N
um
be
r o
f b
ra
nc
he
s 
R
0
0.2
0.4
0.6
0.8
1
(a) Varying R with K = 10 (Cyan dotted line represents the transition
in the success probability)
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(b) Varying K with R = 5
Figure 6. Variation of the success probability of LASSO with probability of
observability p for a serial-star topology when N = 200 and s = 20. As the
results in Theorem 3 and Proposition 4 show, the success probability grows
with R while it goes to 1 when K becomes larger for a fixed value of R
only when p is close to 1.
• Figure 4 and Figure 5a show that for the same value of p,
high success probability (close to 1) is obtained when the
number of sensors (m = RK) is much larger for the tree
topology, compared to the same for the star topology. This
is expected because a measurement reaches the fusion
center only if both the channel between the sensor and the
corresponding relay, and the relay and the fusion center
do not erase the data. Hence, the success probability is
smaller when sensors are arranged according to a tree
topology compared to the star topology.
C. Serial-star topology
The recovery performance for a serial-star topological net-
work with varying values of probability of observability p, the
number of branches R and the number of sensors per branch
K is shown in Figure 6. We set K = 10 for Figure 6a, and
R = 5 for Figure 6b.
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• Similar to the other plots, Figure 6 indicates that as p,
R, or K increases, the success probability grows. This
inference is in agreement with Proposition 4.
• From Figure 6a, the value of R for which there is
a transition in the success probability approximately
varies as α
[
ln α(1−pλ)1−p+p(1−λ)(pλ)K
]−1
(obtained by fit-
ting a function of p that is indicated by the cyan
dotted curve in Figure 6a) with α = 50 and λ =
0.8. This observation is in agreement with the term[
ln 1−pe
−Cδ
2
1−p+p(1−e−Cδ2 )(pe−Cδ2 )K
]−1
given in Theorem 3.
• Figure 6b shows that for a fixed value of R the success
probability approaches 1, only if p is close to 1, irrespec-
tive of K . This observation confirms the lower bound on
R given by (22). A comparison of Figures 5b and 6b
shows that the behavior of the success probability for
the tree topology is different from that of the serial-star
topology and the success probability for the tree topology
does not approach 1 even when p = 1. This is intuitive
because the channel between the relays and the fusion
center erases some data even if p = 1 (note that q = 0.7).
So, as we mentioned in Section III-A, the success proba-
bility is upper bounded by 1− (1− q)R = 0.7. However,
for the serial-star topology, the success probability is
bounded by 1−(1−p)R which goes to 1 as p approaches
1. Also, it is worth noting that the tree topology with
q = 1 corresponds to the star topology whose recovery
performance is plotted in Figure 4.
• Figures 4 and 6a show that for the same value of p,
high success probability (close to 1) is obtained when
the number of sensors (m = RK) is much larger for the
tree topology, compared to the same for the star topology.
This is expected because a measurement reaches the
fusion center only if none of the channels between the
corresponding sensor and the fusion center erase the data.
VI. CONCLUSION
We considered the problem of recovering a sparse signal
from its noisy linear measurements under missing data in a
sensor network. The missing data mechanism was modeled
using an independent Bernoulli process parameterized by the
probability of observability associated with each channel in
the network. We derived a sufficient condition required to
faithfully recover the unknown signal using standard CS algo-
rithms, for the star, tree, and serial-star topologies. Our RIP-
based analysis established that the additional measurements
required depend only on the probability of observability, the
RIC of the measurement matrix, and the topology.
It would be interesting to extend our results to the other
sparsity patterns like block sparsity, piece-wise sparsity, etc.
Also, a similar analysis for quantized sparse recovery problems
like 1-bit CS is another direction for future work. Finally, we
assumed the knowledge of the missing indices of measure-
ments at the fusion center. Devising algorithms for the setting
where the missing indices are unknown, and obtaining their
theoretical guarantees can be an interesting avenue for future
work as well.
APPENDIX A
PROOF OF THEOREM 1
A. Toolbox
In this subsection, we list some of the existing results that
are used to prove Theorem 1.
Lemma 1. Let A be an m×N matrix and δs be s−RIC of
A. Then, for any ρ > 0,
P {δs > δ} ≤
(
N
s
)(
1 +
2
ρ
)s
× P{u ∈ RN : |‖Au‖ − ‖u‖| ≥ (1− 2ρ)δ ‖u‖} , (23)
Proof. The proof directly follows from the proof of [14,
Theorem 9.11].
Lemma 2 ( [14, Lemma 9.8]). Let A be an m×N subGaus-
sian random matrix with parameter c (See Definition 4). Then,
for all z ∈ RN , and every t ∈ (0, 1), the following relation
holds:
P
{∣∣∣m−1 ‖Az‖2 − ‖z‖2∣∣∣ ≥ t ‖z‖} ≤ 2 exp (−Ct2m) ,
(24)
where C is a constant that depends only on c.
B. Proof of Theorem 1
Let A¯ , |T |−1AT ∈ R|T |×N . From Lemma 1, for any
ρ > 0,
P {δs > δ} ≤
(
N
s
)(
1 +
2
ρ
)s
× P{u ∈ RN : ∣∣∥∥A¯u∥∥− ‖u‖∣∣ ≥ t ‖u‖} , (25)
where we define t , (1 − 2ρ)δ. Here, to compute the
probability term, we need to handle the randomness in A¯
which arises due to the randomness in both T and A.
Further, since T is the set of indices corresponding to the
available data, |T | is the sum of m independent Bernoulli
variables. Thus, |T | follows a binomial distribution and
P {|T | = i} =
(
m
i
)
(1 − p)m−ipi. (26)
Therefore, for any z ∈ RN and t > 0,
P
{∣∣∣∥∥A¯z∥∥2 − ‖z‖2∣∣∣ ≥ t ‖z‖}
= P {|T | = 0}+
m∑
i=1
[
P {|T | = i} (27)
× P
{∣∣∣∥∥A¯z∥∥2 − ‖z‖2∣∣∣ ≥ t ‖z‖∣∣∣|T | = i}] (28)
≤ (1− p)m +
m∑
i=1
(
m
i
)
(1− p)m−ipi × 2 exp (−Ct2i)
(29)
≤ 2
m∑
i=0
(
m
i
)
(1 − p)m−i
(
pe−Ct
2
)i
(30)
= 2
[
1− p+ pe−Ct2
]m
. (31)
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where we use (26) and Lemma 2 to obtain (29).
Finally, from Lemma 1, Stirling’s approximation [14,
Lemma C.5], and the definition of t, we conclude from (25)
that
P(δs > δ) ≤ 2
(
eN
s
)s(
1 +
2
ρ
)s
× (1− p+ p exp(−Cδ2(1− 2ρ))m .
Setting ρ = 2/(e7/2 − 1) and using 1 − 2ρ >
√
3
2 , we get
δs < δ with probability at least 1 − ǫ if m ≥ βstar(defined
in the statement of the theorem). Thus, the proof is complete.
APPENDIX B
PROOF OF PROPOSITION 1
To prove Statement (i), we need to show that
f1(p, δ) , 1− p+ pe−Cδ
2 − exp (−pCδ2) ≥ 0. (32)
We have
∂f1
∂p
= −1 + exp(−Cδ2) + Cδ2 exp (−pCδ2) (33)

> 0 for p < p˜
= 0 for p = p˜
< 0 for p > p˜,
(34)
where p˜ = 1Cδ2 ln
(
1−exp(−Cδ2)
Cδ2
)
. Thus, for p ∈ [0, 1],
f1(p, δ) ≥ min {f1(0, δ), f1(1, δ)} = 0. Therefore, (32) holds,
and the proof for Statement (i) is complete.
Next, to prove Statement (ii), we define
f2(p, δ) = 1− p+ p exp(−Cδ2). (35)
Then, we obtain that
∂f2
∂p
= −1 + exp(−Cδ2) < 0, (36)
since 0 < exp(−Cδ2) < 1, for all values of δ. Thus, f2 is a
decreasing function of p. Further,
βstar(p, δ) = − (ln f2(p, δ))−1 . (37)
The above relation implies that βstar is an increasing function
of f2(p, δ) and hence, βstar is also a strictly decreasing
function of p. Hence, the proof is complete.
APPENDIX C
PROOF OF THEOREM 2
To prove Theorem 2, we define the following polynomial:
g(x) ,
[
1− q + q(1− p+ px)K]R = m∑
i=0
Dix
i, (38)
where m = RK and Di is the co-efficient of x
i. We note that
Di ≥ 0 and
∑
Di = g(1) = 1. Therefore, {Di} is a valid
probability mass function.
Lemma 3. The probability P {|T | = i} = Di where Di is as
defined in (38).
Proof. The proof relies on the technique of generating func-
tions that is widely used in discrete mathematics [24]. To
compute P {|T | = i}, we need to consider all nonnegative
integer solutions of the following problem:
R∑
r=1
kr = i subject to 0 ≤ kr ≤ K. (39)
Here, kr represents the number of sensor measurements avail-
able at the rth relay node. Further, the probability of kr
sensor measurements being available at the rth relay node is(
K
kr
)
pk(1− p)K−kr . Therefore, accounting for the uncertainty
of data from the relay to the fusion center, the probability
pr(kr) of receiving kr sensor measurements from the r
th
sensor is
pr(kr) =
{
q
(
K
k
)
pk(1− p)K−k if kr 6= 0
1− q + q(1− p)K if kr = 0.
(40)
Thus, for each relay, we construct a factor of generating
function as follows:
g′(x) =
R∏
r=1
[ (
1− q + q(1− p)K)x0
+
K∑
k=1
q
(
K
k
)
pk(1− p)K−kxk
]
. (41)
This construction ensures that the coefficient of xi is the
probability of i measurements being available at the fusion
center. Finally, on simplifying g′(x), we get that g′(x) = g(x)
and the proof is complete.
A. Proof of Theorem 2
Let A¯ , |T |−1AT ∈ R|T |×N . From Lemma 1, for any
ρ > 0,
P {δs > δ} ≤
(
N
s
)(
1 +
2
ρ
)s
× P{u ∈ RN : ∣∣∥∥A¯u∥∥− ‖u‖∣∣ ≥ t ‖u‖} , (42)
where we define t , (1 − 2ρ)δ. Here, to compute the
probability term, we need to handle the randomness in A¯
which arises due to the randomness in both T and A. Then,
for any z ∈ RN and t > 0,
P
{∣∣∣∥∥A¯z∥∥2 − ‖z‖2∣∣∣ ≥ t ‖z‖}
= P {|T | = 0}+
m∑
i=1
[
P {|T | = i}
× P
{∣∣∣∥∥A¯z∥∥2 − ‖z‖2∣∣∣ ≥ t ‖z‖∣∣∣|T | = i}] (43)
≤ D0 +
m∑
i=1
Di × 2 exp
(−Ct2i) (44)
≤ 2g
(
e−Ct
2
)
= 2
[
1− q + q
(
1− p+ pe−Ct2
)K]R
,
(45)
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where we use Lemma 3 and Lemma 2 to obtain (44). Also,
we use (38) to get (45).
Finally, from Lemma 1, Stirling’s approximation [14,
Lemma C.5], and the definition of t, we conclude from (42)
that
P(δs > δ) ≤ 2
(
eN
s
)s(
1 +
2
ρ
)s
×
[
1− q + q
(
1− p+ pe−Ct2
)K]R
. (46)
Setting ρ = 2/(e7/2 − 1) and using 1 − 2ρ >
√
3
2 , we get
δs < δ with probability at least 1 − ǫ if R ≥ βtree (defined
in the statement of the theorem). Thus, the proof is complete.
APPENDIX D
PROOF OF THEOREM 3
To prove Theorem 2, we define the following polynomial:
h(x) ,
[
1− p+ pK+1xK(1− x)
1− px
]R
=
m∑
i=0
dix
i, (47)
where m =
∑R
r=1K and di is the co-efficient of x
i. We note
that di ≥ 0 and
∑
di = h(1) = 1. Therefore, {di} is a valid
probability mass function.
Lemma 4. The probability P {|T | = i} = di where di is as
defined in (47).
Proof. The proof relies on the technique of generating func-
tions used in Appendix C. To compute P {|T | = i}, we need
to consider all nonnegative integer solutions of (39) where
kr represents the number of sensor measurements available to
the fusion center from the rth branch. Further, the probability
pr(kr) of kr sensor measurements being available at the r
th
branch is
pr(kr) =
{
(1− p)pkr if kr 6= K
pkr if kr = K.
(48)
Thus, for each relay, we construct a factor of generating
function as follows:
h′(x) =
R∏
r=1
[
pKxK +
K−1∑
k=0
(1 − p)pkxk
]
. (49)
This construction ensures that the coefficient of xi is the
probability of i measurements being available at the fusion
center. Finally, on simplifying h′(x), we get
h′(x) =
[
pKxK + (1 − p)1− (px)
K
1− px
]R
(50)
=
[
1− p+ pK+1xK(1− x)
1− px
]R
= h(x). (51)
Hence, the proof is complete.
A. Proof of Theorem 3
Let A¯ , |T |−1AT ∈ R|T |×N . From Lemma 1, for any
ρ > 0,
P {δs > δ} ≤
(
N
s
)(
1 +
2
ρ
)s
× P{u ∈ RN : ∣∣∥∥A¯u∥∥− ‖u‖∣∣ ≥ t ‖u‖} , (52)
where we define t , (1 − 2ρ)δ. Here, to compute the
probability term, we need to handle the randomness in A¯
which arises due to the randomness in both T and A.
Therefore, for any z ∈ RN and t > 0,
P
{∣∣∣∥∥A¯z∥∥2 − ‖z‖2∣∣∣ ≥ t ‖z‖}
= P {|T | = 0}+
m∑
i=1
[
P {|T | = i}
× P
{∣∣∣∥∥A¯z∥∥2 − ‖z‖2∣∣∣ ≥ t ‖z‖∣∣∣|T | = i}] (53)
≤ d0 +
m∑
i=1
di × 2 exp
(−Ct2i) (54)
≤ 2h
(
e−Ct
2
)
= 2
[
1− p+ pK+1e−Ct2K(1 − e−Ct2)
1− pe−Ct2
]R
,
(55)
where we use Lemma 4 and Lemma 2 to obtain (54). Also,
we use (47) to get (55).
Finally, from Lemma 1, Stirling’s approximation [14,
Lemma C.5], and the definition of t, we conclude from (52)
that
P(δs > δ) ≤ 2
(
eN
s
)s(
1 +
2
ρ
)s
×
[
1− p+ pK+1e−Ct2K(1 − e−Ct2)
1− pe−Ct2
]R
. (56)
Setting ρ = 2/(e7/2 − 1) and using 1 − 2ρ >
√
3
2 , we get
δs < δ with probability at least 1 − ǫ if R ≥ βserial(defined
in the statement of the theorem). Thus, the proof is complete.
APPENDIX E
PROOF OF PROPOSITION 4
In the following subsections, we prove the two statements
of Proposition 4.
A. Proof of Statement (i)
To prove Statement (i), we need to show the following:
βserial(p, δ,K) ≥ βstar(p,
√
Kδ). (57)
Then, the remaining part of Statement (i) follows from Propo-
sition 1. On further simplification, it is easy to see that the
above relation is proved if we establish the following:
f1(p, d) , 1− p− dK−1(1− pK) + dK(p− pK) ≥ 0, (58)
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for all p ∈ [0, 1] and d ∈ (0, 1) where d = e−Cδ2 . Then,
∂f1
∂d
= dK−2
(
Kd(p− pK)− (K − 1)(1− pK)) < 0, (59)
for all p ∈ [0, 1], if 0 < d < (K−1)(1−pK)K(p−pK) .
Next, we show that
(K−1)(1−pK)
K(p−pK) ≥ 1 which implies that
∂f1
∂d < 0 for 0 < d < 1. For this, we define
f2(p) , (K − 1)(1− pK)−K(p− pK) = K− 1−Kp+ pK ,
(60)
and show that f2(p) ≥ 0. Then, for all p ∈ [0, 1],
∂f2
∂p
= −K(1− pK−1) ≤ 0. (61)
Therefore, f2(p) ≥ f2(1) = 0, for all p ∈ [0, 1]. Hence, (60)
implies that
(K−1)(1−pK)
K(p−pK) ≥ 1. Thus, (59) gives ∂f1∂d < 0 for
0 < d < 1. Consequently, we obtain that, for all p ∈ [0, 1]
and 0 < d < 1,
f1(p, d) ≥ f1(p, 1) = 0. (62)
Thus, from (58), the proof is complete.
B. Proof of Statement (ii)
To prove Statement (ii), we define the function f3 as
follows:
f3(p) ,
1− pd
1− p+ p(1− d)(pd)K , (63)
where d = e−Cδ
2
. We note that
βserial = Cδ
2 ln−1(f3(p))β(δ), (64)
where β(δ) is defined in (10). Therefore, to show that βserial
is a decreasing function of p, it suffices to show that f3(p) is
an increasing function of p. We prove this by showing that the
derivative ∂f3∂p > 0. We have
∂f3
∂p
=
1− d
[1− p+ p(1− d)(pd)K ]2
× (1− (K + 1)(pd)K +K(pd)K+1) . (65)
Since d = e−Cδ
2
< 1, we deduce that
1− d
[1− p+ p(1− d)(pd)K ]2
> 0, (66)
for all values of p ∈ [0, 1] and δ ∈ (0, 1). Thus, we obtain that
∂f3
∂p > 0 if and only f4(pd) > 0 where we define the function
f4 as
f4(x) = 1− (K + 1)xK +KxK+1. (67)
Here, the derivative ∂f4∂x is as follows:
∂f4
∂x
= −K(K + 1)xK−1(1 − x) ≤ 0, (68)
if 0 ≤ x < 1. Also, 0 ≤ pd = pe−Cδ2 < 1 for all values of
p ∈ [0, 1] and δ ∈ (0, 1). Therefore, we conclude that
f4(pd) > sup
x∈[0,1)
f4(x) = lim
x→1−
f4(x) = 0, (69)
Hence, we get that f4(pd) > 0 which, in turn, implies that
∂f3
∂p > 0. Therefore, f3(p) is a strictly increasing function of
p, and thus, (64) implies that βserial is a strictly decreasing
function of p. Hence, the proof is complete.
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