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Abstract
In this paper, we employ the Mawhin’s continuation theorem to study the existence of positive periodic solutions
of the nonautonomous periodic model of population with continuous and discrete time. It is interesting that the
conditions to guarantee the existence of positive periodic solutions of discrete time model are similar to those for
the corresponding continuous time model.
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1. Introduction
In order to describe the control of a single population of cells, Nazarenko [7] proposed the following
nonlinear delay differential equation:
x′(t) + px(t) − qx(t)
r + xn(t − ) = 0, (1.1)
where p, q, r,  ∈ (0,+∞), n ∈ N = {1, 2, . . .} and q/p> r . For a long time, Eq. (1.1) has been
well studied by many authors (see [5,8,10] and their references). Recently, according to the periodic
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assumption of the environmental variation, Saker [9] proposed the following nonautonomous delay dif-
ferential equation:
x′(t) + p(t)x(t) − q(t)x(t)
r + xn(t − m) = 0, (1.2)
where m and n are positive integers, and p(t) and q(t) are positive periodic functions of period .
In the present paper, we will consider the more general modiﬁcation of Eq. (1.1):
y′(t) + p(t)y(t) − q(t)y(t)
r + yn(t − (t, y(t))) = 0, (1.3)
where p, q ∈ C(R,R+) and  ∈ C(R2,R+), R+ = [0,+∞), are  periodic with respect to t , and r is
a constant.
By Eq. (1.3), it is easy to obtain
y(t) = y(0) exp
{∫ t
0
[
−p(t) + q(t)
r + yn(t − (t, y(t)))
]
ds
}
.
It follows thatR+={y|y > 0} is invariantwith respect to Eq. (1.3). Considering the biological signiﬁcance,
it sufﬁces to consider only positive solutions of Eq. (1.3).
The paper is organized as follows. In Section 2, we apply the Mawhin’s continuation theorem to
investigate the existence of a positive periodic solution of Eq. (1.3). In Section 3, with the help of the
differential equations with piecewise constant arguments, we ﬁrst propose a discrete analogue of Eq. (1.3)
without delay, and then investigate its positive periodic solutions.
2. Existence of positive periodic solutions of Eq. (1.3)
In order to obtain the existence of positive periodic solutions of Eq. (1.3), for the reader’s convenience,
we shall summarize a few concepts and results form [4].
Let X, Y be normed vector spaces, let L : DomL ⊂ X → Y be a linear mapping, and let N : X → Y
be a continuous mapping. ThemappingLwill be called a Fredholmmapping of index zero if dim KerL=
codim ImL< + ∞ and ImL is closed in Y . If L is a Fredholm mapping of index zero, then there exist
continuous projectorsP : X → X andQ : Y → Y such that ImP=KerL and ImL=KerQ=Im (I−Q).
It follows that L|DomL ∩ KerP : (I − P)X → ImL is invertible. We denote the inverse of that map
by Kp. If  is an open bounded subset of X, the mapping N will be called L-compact on  if QN()
is bounded and Kp(I − Q)N :  → X is compact. Since ImQ is isomorphic to KerL, there exists an
isomorphism J : ImQ → KerL.
In the proof of our existence theorem, we will use the continuation theorem [4] as follows.
Lemma 2.1 (Continuation theorem). Let L be a Fredholm mapping of index zero and N be L-compact
on . Furthermore suppose:
(a) for each  ∈ (0, 1), x ∈  ∩ DomL,
Lx = Nx
is such that;
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(b) QNx = 0 for each x ∈  ∩ KerL and the Brouwer degree
deg{JQN, ∩ KerL, 0} = 0.
Then the operator equation Lx = Nx has at least one solution lying in DomL ∩ .
For a continuous and periodic function f (t) with period , denote by f¯ the average of f (t) over an
interval of length , i.e.,
f¯ = 1

∫ 
0
f (t).
Our main result on the existence of a periodic solution of Eq. (1.3) is stated in the following theorem.
Theorem 2.1. If q/p> r , then Eq. (1.3) has at least one positive periodic solution with period .
Proof. Make the change of variable
y(t) = exp{x(t)}.
Then Eq. (1.3) can be written as the following form:
x′(t) = −p(t) + q(t)
r + exp{nx(t − (t, exp{x(t)}))} . (2.1)
Clearly, if Eq. (2.1) has a periodic solution x(t), then Eq. (1.3) has a positive periodic solution y(t) =
exp{x(t)}. Thus, it is sufﬁcient to prove that Eq. (2.1) has at least one periodic solution.
To apply Lemma 2.1 to Eq. (2.1), we ﬁrst deﬁne
X = Y = {x(t) ∈ C(R,R) : x(t + ) = x(t)}
and ‖x‖=maxt∈[0,]|x(t)| for any x ∈ X (or Y ). ThenX and Y are Banach spaces when they are endowed
with the norm ‖ · ‖.
Let
L : DomL ∩ X → X, Lx = x′(t), DomL = {x(t) ∈ X: x(t) ∈ C1(R,R)}
and
N : X → X, Nx = −p(t) + q(t)
r + exp{nx(t − (t, exp{x(t)}))} .
Deﬁne projectors P and Q as
Px = Qx = 1

∫ 
0
x(t) dt, x ∈ X (or Y ).
Clearly, KerL = R, and ImL = {x ∈ Y ; ∫ 0 x(t) = 0} is closed in Y and
dim Ker = codim ImL = 1.
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Therefore, L is Fredholm mapping of index 0. In addition, it is easy to verify that P,Q are continuous
projectors such that
ImP = KerL, KerQ = ImL = Im (I − Q).
Straightforward computation shows that the inverse (to Lp) Kp : ImL → KerP ∩ DomL has the form
Kp(x) =
∫ t
0
x(s) ds − 1

∫ 
0
∫ t
0
x(s) ds dt, t ∈ [0,].
Thus,
QNx = 1

∫ 
0
[
−p(s) + q(s)
r + exp{nx(s − (s, exp{x(s)}))}
]
ds.
Kp(I − Q)Nx =
∫ t
0
[
−p(s) + q(s)
r + exp{nx(s − (s, exp{x(s)}))}
]
ds
− 1

∫ 
0
∫ t
0
[
−p(s) + q(s)
r + exp{nx(s − (s, exp{x(s)}))}
]
ds dt
−
(
t

− 1
2
)∫ 
0
[
−p(s) + q(s)
r + exp{nx(s − (s, exp{x(s)}))}
]
ds.
Notice that QN and Kp(I − Q)N are continuous by the Lebesgue theorem, and QN() and
Kp(I − Q)N() are relatively compact for any open bounded set  ⊂ X. Thus, N is L-compact on
 for any open bounded set  ⊂ X.We now reach the position to search for an appropriate open bounded
subset for the application of the continuation theorem.
Consider the equation Lx = Nx,  ∈ (0, 1), which is
x′(t) = 
[
−p(t) + q(t)
r + exp{nx[t − (t, exp{x(t)})]}
]
,  ∈ (0, 1). (2.2)
Suppose that x(t) ∈ X is an arbitrary solution of Eq. (2.2) for a certain  ∈ (0, 1). Integrating on both
sides of Eq. (2.2) over the interval [0,], we have
0 =
∫ 
0
[
−p(t) + q(t)
r + exp{nx(t − (t, exp{x(t)}))}
]
dt ,
which leads to∫ 
0
[
q(t)
r + exp{nx(t − (t, exp{x(t)}))}
]
dt = p. (2.3)
It follows from (2.2) and (2.3) that∫ 
0
|x′(t)| dt
∫ 
0
p(t) dt +
∫ 
0
q(t)
r + exp{nx(t − (t, exp{x(t)}))} dt = 2p. (2.4)
Since x(t) ∈ X, there exist ,  ∈ [0,] such that
x() = max
t∈[0,] x(t) and x() = mint∈[0,] x(t). (2.5)
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Thus, from (2.3) and (2.5), we obtain that
p
∫ 
0
q(t)
r + exp{nx()} dt =
q
r + exp{nx()} ,
which reduces to
x()
1
n
ln
{
q
p
− r
}
. (2.6)
On the other hand, it follows from (2.3) and (2.5) that
p
∫ 
0
q(t)
r + exp{nx()} dt =
q
r + exp{x()} ,
which leads to
x()
1
n
ln
{
q
p
− r
}
. (2.7)
From (2.6) and (2.7), it is easy to see that there exists a t0 ∈ [0,] such that
x(t0) = 1
n
ln
{
q
p
− r
}
. (2.8)
Therefore, from (2.4) and (2.8), we obtain that
|x(t)| |x(t0)| +
∣∣∣∣
∫ t
t0
x′(t) dt
∣∣∣∣  |x(t0)| +
∫ 
0
|x′(t)| dt 1
n
∣∣∣∣ln
{
q
p
− r
}∣∣∣∣+ 2p = B1.
Clearly, B1 is independent of . Take B = B1 + B2, where B2 is taken sufﬁciently large such that
B2 > | 1n ln{ qp − r}|. We now let  = {x(t) ∈ X : ‖x‖<B}. It is clear that  veriﬁes requirement (a) in
Lemma 2.1. If x ∈  ∩ KerL, then x is a constant with ‖x‖ = B. By the deﬁnition of B, it is easy to
verify that
QNx = −p + q
r + exp{nx} = 0.
Furthermore, it is obvious that
deg{JQNx, ∩ KerL, 0} = 0,
where J can be the identity mapping since ImP = KerL. By now we have proved that  veriﬁes all the
requirements in Lemma 2.1. Hence, Eq. (2.1) has at least one -periodic solution x∗(t). Further, Eq. (1.3)
has at least one positive -periodic solution y(t) = exp{x∗(t)}. The proof is complete. 
3. Discrete analogue of Eq. (1.3) without delay
In recent years, many authors [1,6] have argued that the discrete time models governed by differ-
ence equations are more appropriate than the continuous ones, particularly, when the populations have
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nonoverlapping generations. Such discrete time analogues for population modeled have been done by
several authors (see, for example, [2,3,11]). Thanks to differential equations with piecewise constant
arguments, we now consider the following version of (1.3) without delay:
1
y(t)
dy(t)
dt
= −p([t]) + q([t])
r + yn([t]) , t = 0, 1, 2, . . . . (3.1)
where [t] denotes the integer part of t, t ∈ (0,+∞). Equation of type (3.1) is known as differential
equation with piecewise constant arguments and these equations occupy a position midmay between
differential and difference equations.
By a solution of Eq. (3.1), we mean a function y(t), which is deﬁned for t ∈ [0,+∞), and possesses
the following properties:
(i) y(t) is continuous on [0,+∞).
(ii) The derivative dy(t)/dt exists at each point t ∈ [0,+∞) with the possible exception of the point
t ∈ {0, 1, 2, . . .}, where left-side derivatives exist.
(iii) The equations in Eq. (3.1) are satisﬁed on each internal [k, k + 1) with k = 0, 1, 2, . . . .
On any interval [k, k + 1), k = 0, 1, 2, . . . , we can integrate Eq. (3.1) and obtain for k t < k + 1, k =
0, 1, 2, . . . ,
y(t) = y(k) exp
{(
−p(k) + q(k)
r + yn(k)
)
(t − k)
}
.
Letting t → k + 1, we obtain that
y(k + 1) = y(k) exp
{
−p(k) + q(k)
r + yn(k)
}
, (3.2)
which is a discrete time analogue of Eq. (1.3) without delay. Our main purpose in this section is to inves-
tigate the existence of periodic solutions of nonautonomous difference Eq. (3.2). Our method employed
in this section is still continuation theorem in Section 2.
Let Z,Z+,R and R+ denote the sets of all integers, nonnegative integers, real numbers, nonnegative
real numbers, respectively. For convenience, in what follows, we will use the notation below throughout
this section:
I = {0, 1, . . . , − 1}, f = 1

−1∑
k=0
f (k), f () = max
k∈I
{x(k)}, f () = min
k∈I
{x(k)}, (3.3)
where {f (k)} is an -periodic sequence of real numbers deﬁned for k ∈ Z, i.e., f (k + ) = f (k).
In Eq. (3.2), we always assume that r is a positive constant, p(k), q(k) : Z → R+ are periodic, where
, a ﬁxed positive integer, denotes the periodicity of the parameters.
Lemma 3.1 (Fan andWang [3]). Let f : Z → R be -periodic, i.e., f (k +)= f (k), then for any ﬁxed
k1, k2 ∈ I and any k ∈ Z,
f (k)f (k1) +
−1∑
s=0
|f (s + 1) − f (s)|, f (k)f (k2) −
−1∑
s=0
|f (s + 1) − f (s)|.
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We are now in the position to state and prove the main result of this section. It is interesting that the
result established below for the discrete time Eq. (3.2) is similar as that for the continuous time Eq. (1.3).
Theorem 3.1. Suppose that q/p> r . Then (3.2) has at least one positive periodic solution with
period .
Proof. Deﬁne
l = {y = {y(k)} : y(k) ∈ R, k ∈ Z}.
For y = y(k) ∈ R, deﬁne ‖y‖ = max0k−1{|y(k)|}. Let l ⊆ l denote the subspace of all -periodic
sequences equipped with the usual supremum norm ‖ · ‖ for y ∈ l. It is easy to verify that l is a
ﬁnite-dimensional Banach space [3].
Let
l0 =
{
y = {y(k)} ∈ l :
−1∑
k=0
y(k) = 0
}
and
lc = {y = {y(k)} ∈ l : y(k) = h ∈ R, k ∈ Z},
then it follows that l0 and lc both are closed linear subspaces of l and
l = l0 ⊕ lc , dim lc = 1.
It is obvious that the solutions of (3.2) with initial condition y(0)> 0 remains positive for all k ∈ Z+.
Thus, we can introduce a change of variable by the formula y(k) = exp{x(k)} so that Eq. (3.2) can be
written as
x(k + 1) − x(k) = −p(k) + q(k)
r + exp{nx(k)} . (3.4)
In the following, we will employ the continuation theorem to prove the existence of positive -periodic
solution to Eq. (3.4), which implies the existence of positive -periodic solution of Eq. (3.2). We ﬁrst
deﬁne X = Y = l and
(Lx)(k) = x(k + 1) − x(k), (Nx)(k) = −p(k) + q(k)
r + exp{nx(k)}
for any x(k) ∈ X, k ∈ Z. It is easy to verify that L is a bounded linear operator and
KerL = lc , ImL = l0
as well as
dim KerL = 1 = codim ImL,
Therefore, L is a Fredholm mapping of index zero.
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Deﬁne
Px = 1

−1∑
s=0
x(s), x ∈ X, Qy = 1

−1∑
s=0
y(s), y ∈ Y .
It is not difﬁcult to show that P and Q are continuous projectors and
ImP = KerL, ImL = KerQ = Im (I − Q).
Furthermore, the generalized inverse (to L) Kp : ImL → KerP ∩ DomL exists and is given by
Kp(y) =
−1∑
s=0
y(s) − 1

−1∑
s=0
( − s)y(s).
Obviously,QN andKp(I −Q)N are continuous. SinceX is a ﬁnite dimensional Banach spaces, from the
Arzela–Ascoli theorem it follows that ¯Kp(I − Q)N() are compact for any open bounded set  ⊂ X.
Moreover, QN(¯) is bounded. Hence, N is L-compact on  for any open bounded set  ⊂ X.
In the following, we shall ﬁnd an appropriate open, bounded subset  for the application of the
continuation theorem. Corresponding to the operator equation Lx = Nx,  ∈ (0, 1), we have
x(k + 1) − x(k) = 
(
−p(k) + q(k)
r + exp{nx(k)}
)
. (3.5)
Summing on both sides of (3.5) from 0 to  − 1 with respect to k, we obtain
p =
−1∑
0
q(k)
r + exp{nx(k)} , (3.6)
which implies, together with (3.3), that
x()
1
n
ln
{
q
p
− r
}
, x()
1
n
ln
{
q
p
− r
}
. (3.7)
From (3.5) and (3.6), we have
−1∑
0
|x(k + 1) − x(k)|
−1∑
0
(
p(k) + q(k)
r + exp{nx(k)}
)
= 2p. (3.8)
It follows from Lemma 3.1 and (3.7) and (3.8) that
x(k)x() +
−1∑
0
|x(k + 1) − x(k)| 1
n
ln
{
q
p
− r
}
+ 2p = M1
and
x(k)x() −
−1∑
0
|x(k + 1) − x(k)| 1
n
ln
{
q
p
− r
}
− 2p = M2.
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Consequently,
|x(k)| max{|M1|, |M2|} = B1. (3.9)
Clearly, B1 is independent of . Denote B = B1 + B2, where B2 is taken sufﬁciently large such that
B2 >
1
n
| ln{ q
p
− r}|. Let
 = {x(t) ∈ X : ‖x‖<B}.
It is clear that  is an open bounded set in X and veriﬁes requirement (a) in Lemma 2.1. Furthermore,
when x ∈  ∩ KerL, x is a constant with ‖x‖ = B. Thus,
QNx = −p + q
r + exp{nx} = 0.
Further, it is not difﬁcult to verify that
deg{JQNx, ∩ KerL, 0} = 0,
where J can be the identity mapping since ImP = KerL. By now we know that  veriﬁes all the
requirements of Lemma 2.1 and then Eq. (3.4) has at least one -periodic solution x∗(k). Finally, let
y∗(k) = exp{x∗(k)}, then y∗(k) is a positive -periodic solution of Eq. (3.2). The proof is complete. 
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