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Abstract
This document explores the use of Behavior Trees as a suitable technique for behavio-
ral simulation of non-player characters, in the context of Serious Games programming.
Our main objective is to propose a proper, extensible, reusable and simple behavioral
method that would aid us in the generation of scripted adaptive autonomous agents, as
well as in the successful transmision of Serious Game content. Here, we present the basis
of such behavioral method and implementation based on the concept of coroutines and
developped under the Unity3D Game Engine. Finally we introduce a simple use case
based on a Serious Game concept that has as main objective to show the proper way for
a passenger to take the subway.
Keywords : Serious Games, behavior trees, behavioral simulatiion, non-player
characters, coroutines, autonomous agents.
Re´sume´
Ce document explore l’utilisation des arbres de comportement comme technique
approprie´e pour la simulation comportementale des personnages non-joueurs, dans le
cadre de la programmation de jeux se´rieux. Notre objectif principal est de proposer
une me´thode approprie´e, extensible, re´utilisable et simple permettant la ge´ne´ration
d’agents autonomes adaptatifs sce´narise´s, ainsi que la transmission re´ussie de contenu
se´rieux. Ici, nous pre´sentons la base de la me´thode comportementale propose´e, puis une
imple´mentation base´e sur le concept de coroutines et de´veloppe´ sous le moteur du jeu
Unity3D. Finalement, nous pre´sentons un cas d’utilisation simple base´ sur un concept
de jeu se´rieux, qui a pour objectif principal de montrer la fac¸on approprie´e selon laquelle
une passager doit prendre le me´tro.
Mots cle´ : jeux se´rieux, arbres de comportement, simulation comportementale,
personnages non joueurs, coroutines, agents autonomes.
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Introduction
Ces dernie`res anne´es, les Serious Games ou Jeux Se´rieux ont commence´ a`
devenir de plus en plus populaires et utilise´s, car, conjointement avec les re´cents
progre`s technologiques en informatique, ils nous permettent de reproduire des situations
et des environnements d’apprentissage qui dans la vie re´elle seraient tre`s couˆteux
et dangereux a` mettre en place. Ainsi, les jeux se´rieux se sont impose´s comme une
me´thode innovatrice et efficace pour aider a` l’apprentissage de diffe´rentes notions chez
l’apprenant ; puisqu’ils repre´sentent l’e´quilibre parfait entre le divertissement propre aux
jeux vide´os et l’enseignement de contenu se´rieux provenant de diverses disciplines. De
plus, leur utilisation dans l’apprentissage et l’acquisition de connaissances a entraine´
une augmentation de l’inte´reˆt porte´ par la communaute´ scientifique sur cette approche
et aujourd’hui le nombre de laboratoires, congre`s, confe´rences, ouvrages scientifiques,
etc., de´die´s a` la recherche sur les jeux se´rieux ne cesse de s’accroˆıtre.
Du fait de l’augmentation des investissements dans ce secteur (en 2007 le marche´ des
jeux se´rieux repre´sente un chiffre d’affaires d’environ $20 million) du a` l’inte´reˆt croissant
porte´ sur les jeux se´rieux, des techniques et des me´thodes avant re´serve´es a` la recherche et
aux jeux vide´o ont commence´ a` eˆtre utilise´es dans la cre´ation et le de´veloppement de jeux
se´rieux. Cependant, malgre´ les avantages apporte´s par ces me´thodes, les concepteur de
jeux se´rieux affrontent actuellement les meˆmes proble`mes rencontre´s il y plusieurs anne´es
dans l’acade´mie et dans l’industrie du jeu vide´o.
Un de ces proble`mes, qui est celui qui a e´te´ aborde´ pendant notre stage, est la
simulation des comportements de personnages non joueurs lorsque que les actions de
l’utilisateur modifient et troublent l’e´tat du jeu ainsi que l’e´tat interne de chaque
personnage. Comment cre´er des personnages qui seront aperc¸us par l’utilisateur comme
re´alistes et autonomes ?, quelle me´thode ou technique utiliser pour produire rapidement
et facilement des comportements re´actifs et adaptatifs ?, comment simplifier le travail
des concepteurs ?
Pour re´pondre a` ces questions nous vous pre´sentons en de´tail le travail re´alise´ au
sein de l’e´quipe Vortex pendant les derniers 4 mois. Nous commencerons en listant
les me´thodes de simulation comportementale propose´es par l’acade´mie ainsi que celles
utilise´es et de´veloppe´es par l’industrie du jeu vide´o. Ensuite, nous de´crirons la the´orie
derrie`re la me´thode que nous conside´rons comme capable de re´soudre la proble´matique
et les questions e´nonce´es. Puis nous pre´senterons le concept du jeu se´rieux utilise´ pour
tester l’approche propose´e ; et finalement nous de´crirons la re´alisation de notre jeu et





1.1 Agents virtuels autonomes
Aujourd’hui, graˆce aux nombreux progre`s technologiques, nous avons a` notre
disposition des cartes graphiques et des ordinateurs tre`s puissants. Nous sommes, donc,
capables de cre´er et reproduire de larges environnements virtuels de plus en plus
complexes, dynamiques et graphiquement tre`s proches du monde re´el. Cependant, un
monde virtuel visuellement tre`s re´aliste ne suffit pas pour offrir aux utilisateurs des
expe´riences uniques et tre`s ressemblantes a` ce qui peut se produire dans le monde re´el.
Nous ne devons pas oublier que meˆme si les mondes virtuels ouvrent a` nos yeux une
large gamme d’interactions et d’expe´riences possibles, notre nature humaine attend
que certaines lois, organisations, re`gles et phe´nome`nes propres au monde re´el soient
pre´sents. Par exemple, nous attendons que ces environnements virtuels soient peuple´s
par des  cre´atures virtuelles , appele´es aussi agents virtuels, capables d’interagir avec
l’environnement qui les entoure, avec eux-meˆme et avec l’utilisateur.
Concevoir, mode´liser et animer ces agents virtuels repre´sente un de´fi majeur pour
les concepteurs de mondes virtuels et il est encore plus complique´ lorsque ces agents
ressemblent a` l’eˆtre humain ; car l’utilisateur posse`de une habilite´ inne´e qui lui permet
de percevoir tous les de´tails subtils du comportement et du mouvement humain [MHK99].
Un concepteur pourra facilement de´cider de sce´nariser de manie`re exhaustive -a` travers
un langage de programmation ou un langage de script-, chacune des actions de l’agent
virtuel, les fac¸ons dont il agit et interagit avec son monde ainsi que les possibles re´ponses a`
chacune des interactions avec l’utilisateur. Cependant, apre`s quelques essais, l’utilisateur
sera capable :a) d’e´lucider que le comportement de l’agent est re´pe´titif et peu re´aliste,
b) de pre´voir et de pre´dire chacune de ses actions, et c) dans les cas de plusieurs
agents, de de´terminer que tous se comportent de la meˆme fac¸on et par conse´quent qu’ils
manquent d’individualite´ et d’intelligence. Cela donne comme re´sultat une expe´rience
peu enrichissante et e´loigne´e de ses attentes. De la meˆme fac¸on, sce´nariser chaque action
de chaque agent est un taˆche longue et fastidieuse pour le concepteur.
Duˆ aux difficulte´s rencontre´es pour programmer chacune des actions d’un agent
virtuel, d’autres approches ont e´te´ propose´es ; parmi celles-ci, une des plus utilise´es et a`
laquelle nous allons nous inte´resser est la conception et le de´veloppement des  agents
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autonomes adaptatifs . Cette approche est issue des e´tudes provenant de diverses
disciplines comme l’animation comportementale, l’intelligence artificielle, la robotique
et la vie artificielle [MHK99].
1.1.1 De´finition d’agent autonome adaptatif
Le terme agent provient de la philosophie et signifie un acteur, une entite´ avec des
buts et des intentions, qui apporte des changements dans le monde. Le terme agent peut
donc eˆtre utilise´ pour de´signer une personne, un phe´nome`ne, un animal, un pays ou
un robot [Bry01] et ; peut eˆtre applique´ dans divers domaines allant de la politique, a`
l’e´conomie, ou la linguistique jusqu’aux sciences cognitives et l’intelligence artificielle.
Pour notre inte´reˆt, nous allons de´finir un agent comme un syste`me qui habite dans un
environnement dynamique et impre´dictible et qui essaie d’atteindre un ensemble de buts
dans cet environnement. Un but peut eˆtre un objectif final, un e´tat particulier, un besoin
ou une motivation [Mae94].
Pour pouvoir atteindre ces buts, l’agent doit eˆtre :
Autonome : l’agent posse`de les me´canismes ne´cessaires pour agir et interagir avec
l’environnement sans l’intervention d’autres agents ou du concepteur [Flo03].
L’agent est lui-meˆme capable de rapporter ses perceptions avec ses actions de telle
fac¸on qu’il puisse atteindre avec succe`s ses buts [Mae94]. L’autonomie ame´liore la
viabilite´ de l’agent dans un environnement complexe, dynamique et impre´dictible.
Adaptatif : l’agent est capable d’ame´liorer sa performance dans le temps, c’est a`
dire, graˆce a` ses expe´riences passe´es l’agent atteint de mieux en mieux ses buts.
Un agent peut eˆtre adaptatif de diverses fac¸ons : en e´tant capable de s’adapter
facilement a` court terme, en e´tant capable de s’adapter aux petits changements
dans l’environnement, en e´tant capable de re´pondre aux demandes de l’utilisateur,
ou en e´tant capable de ge´rer des changements dans l’environnement et des buts
plus significatifs a` long terme [Mae94].
Situe´ : l’agent est e´tabli dans l’environnement et il est capable de le percevoir a`
travers ses sens et d’agir sur lui en utilisant ses actionneurs [Mae94].
Incarne´ : l’agent a un corps qui lui permet d’interagir avec l’environnement qui
l’entoure. C’est important de remarquer qu’un agent ne sera pas comple`tement
incarne´ s’il n’est pas situe´ [Flo03].
1.1.2 Architecture de base d’un agent autonome adaptatif
Apre`s l’apparition et la de´finition d’un agent autonome adaptatif dans le contexte de
la simulation comportementale et de l’intelligence artificielle, de nombreux chercheurs
comme Thalman, Seels, Reynolds, Blumberg, Terzepoulous et beaucoup d’autres les
ont imple´mente´s a` leur propre fac¸on. Cependant, un des faits qui est devenu clair est
que jusqu’a` aujourd’hui il n’existe pas dans la litte´rature scientifique un ensemble de
principes, d’algorithmes et de techniques, appele´ aussi architecture, que nous pourrions
conside´rer comme optimal [Mae94] et qui donnerait comme re´sultat un agent en
interaction avec le monde virtuel et capable de montrer un comportement adaptatif,
re´aliste et efficace.
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Ne´anmoins, comme le but final de la simulation comportementale est de reproduire
chez les agents les fac¸ons de raisonnement ainsi que les processus mentaux (comme
l’attention, la planification, l’apprentissage, etc.) observe´s chez les humains [Mal97],
les sciences cognitives proposent un syste`me cognitif total qui peut eˆtre utilise´ comme
architecture de base lorsque l’on souhaite de´velopper des agents autonomes adaptatif
dans les environnements virtuels.
Cette approche cognitive est importante et valide parce qu’il a e´te´ montre´ que ce sont
finalement les fonctions cognitives du cerveau qui servent a` organiser le comportement
d’un individu dans son environnement, ainsi nous avons besoin uniquement de ce syste`me
pour expliquer des comportements apparemment tre`s complexes comme la navigation et
l’orientation.
Figure 1.1 – Syste`me cognitif total
La Figure 1.1 montre le syste`me cognitif total propose´ par Newell. Ce mode`le
re´unit les trois capacite´s principales dont l’eˆtre humain dispose pour structurer sont
comportement vis-a`-vis de son environnement et des ses intentions et qui sont utilise´es
comme architecture de base dans la conception et mode´lisation d’agents autonomes
adaptatifs.
Dans ce syste`me les fonctions de chaque composant sont :
– Perception : a` travers les sens, tant l’humain que l’agent perc¸oivent l’environne-
ment et, si c’est le cas, traduisent ces perceptions en signaux pour le module de
de´cision.
– De´cision : en utilisant l’information provenant du module de perception, le
syste`me de´cide quoi faire et quand le faire. Cette de´cision est prise en prenant
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en compte les motivations, les buts, les de´sirs, etc.
– Action : ce module de´crit comment exe´cuter l’action ou plan produit par le module
de de´cision. Ici, les plans sont traduits en actions concre`tes comme se de´placer, se
nourrir, tourner, etc.
Si nous nous basons sur ce mode`le cognitif, toute approche informatique qui a comme
but la ge´ne´ration de comportements autonomes et naturels doit mettre en œuvre comme
concepts de base de son architecture des agents virtuels autonomes interactifs : une
perception de l’environnement, une capacite´ de prise de de´cision (traitement) en fonction
de perceptions et de buts propres de l’agent et une capacite´ d’action sur l’environnement
[Vey09]. Si nous souhaitons e´galement que les agents soient capables d’enchaˆıner plusieurs
actions afin d’atteindre des comportements de´crits d’une fac¸on plus abstraite, nous
devons aussi inclure une capacite´ d’apprentissage ou un module de me´moire.
Graˆce a cette architecture de base, nous pouvons re´duire le proble`me de
la mode´lisation des comportements cre´dibles, cohe´rents et naturels a` une boucle
Perception-Se´lection-Action , c’est-a`-dire, l’agent perc¸oit l’e´tat du monde virtuel
(phase de perception) ; partant de cet e´tat et de son propre e´tat interne (buts, intentions,
etc.) il de´cide l’action ou ensemble d’actions a` exe´cuter (phase de se´lection) et finale-
ment il agit (phase d’action). Ces actions vont modifier l’e´tat de l’environnement, l’e´tat
interne de l’agent et ainsi permettre d’agir sur le comportement de l’utilisateur [Ver06].
1.1.3 Avantages des agents autonomes adaptatif
L’utilisation d’agents autonomes adaptatifs permet la simplification du travail des
concepteurs, car la conception d’un monde virtuel se re´sumera a` la cre´ation d’un
environnement (une maison, une ville, une foreˆt, une usine, etc.) et au placement
d’agents posse´dant des re`gles de comportement parmi lesquelles se´lectionner chacune
de ses actions. Cela produira des animations et simulation plus cre´dibles et riches pour
l’utilisateur avec moins d’interventions des concepteurs [MHK99], [MTT04].
E´galement, les mondes virtuels peuple´s par ce type d’agents vont profiter de
l’e´mergence de comportements plus complexes graˆces aux interactions autonomes entre
l’agent et l’environnement.
1.2 Mode´lisation des comportements autonomes
La mode´lisation des comportements autonomes chez les humains et aussi chez les
animaux est aujourd’hui une taˆche complexe, qui prend beaucoup de temps et qui
est aborde´e par diffe´rentes disciplines comme la psychologie, l’intelligence artificielle,
l’infographie... avec un champ d’application allant de l’e´thologie aux sciences sociales
[dS06]. Tous les mode`les, approches et architectures qui vous seront de´crites par la suite
cherchent a` de´velopper comme l’a exprime´ N. Badler : des agents virtuels autonomes
(humains ou non) qui ont des mouvements, des re´actions, une prise de de´cision et des
interactions qui semblent naturels, approprie´s et de´pendants du contexte.
Pour la clarte´ de la lecture, nous vous rappelons que le terme agent et le terme entite´
seront utilise´ indistinctement lorsque nous parlerons des agents autonomes adaptatifs.
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1.2.1 Architectures cognitives
Lorsque l’inte´reˆt se centre sur la mode´lisation de comportements autonomes d’entite´s
qui ressemblent a` l’eˆtre humain, l’approche propose´e par les sciences cognitives cherche
a` de´finir des mode`les et des architectures qui essayent d’unifier les fonctions les plus
repre´sentatives de l’esprit humain : la perception, le langage, la me´moire, etc.
En ge´ne´ral on peut distinguer deux types d’architectures : (1) Celles fonde´es sur
l’ide´e que pour concevoir une entite´ autonome, appele´e aussi agent autonome, il n’est pas
ne´cessaire d’avoir une repre´sentation des connaissances de l’agent parce qu’il suffit de le
doter d’un ensemble de compe´tences e´le´mentaires, ainsi que d’un me´canisme de controˆle
et de la capacite´ d’exploiter les informations et proprie´te´s provenant de l’environnement
dont il fait partie ; (2) Celles qui cherchent a` mode´liser des entite´s (agents) capables
d’e´laborer des plans complets afin d’atteindre un but. Cela requiert des entite´s dote´es
d’une repre´sentation des connaissances et d’un controˆle de l’action.
Parmi toutes les architectures existantes, je vais vous pre´senter les plus emble´matiques
en informatique :
SOAR - State, Operatator and Re´sult
Propose´e par J. Laird et al. en 1986 et montre´e dans la Figure 1.2, SOAR cherche
a` mode´liser les processus cognitifs qui ont lieu au moment d’effectuer diffe´rentes
taˆches. Afin d’effectuer une taˆche, le syste`me imple´mentant SOAR doit se cre´er
une repre´sentation de cette taˆche qui le guidera dans son accomplissement. Cette
repre´sentation est contenue dans une me´moire de travail sous la forme d’une hie´rarchie
d’e´tats a` atteindre et d’ope´rateurs permettant de passer de l’e´tat courant vers un nouvel
e´tat.
Figure 1.2 – Structure de l’architecture SOAR
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SOAR a comme hypothe`se ge´ne´rale que tous les comportements de´libe´re´s oriente´s
buts peuvent eˆtre mode´lise´s (repre´sente´s) par la se´lection et l’application d’ope´rateurs a`
des e´tats [Don04]. La se´lection d’ope´rateurs a` appliquer se fait en utilisant des re`gles de
productions (pair condition-action) contenues dans une me´moire principale ainsi que des
connaissances portant sur les pre´fe´rences d’une action dans un e´tat donne´ parmi toutes
les actions possibles.
L’apprentissage se fait par l’expe´rience, c’est-a`-dire qu’une fois qu’une taˆche a e´te´
accomplie des nouvelles re`gles de production seront cre´es et stocke´es dans la me´moire
de travail. L’application la plus repre´sentative de cette architecture a` e´te´ faite dans un
des premiers agents tuteurs virtuels de´veloppe´s, i.e STEVE - Soar Training Expert for
Virtual Environments.
ACT-R - Adaptative Control of Thought-Rational
Propose´e par J.R. Anderson en 1993 et montre´e dans la Figure 1.3, ACT-R a
comme objectif de proposer une the´orie ge´ne´rale de la cognition en mettant l’accent
sur l’apprentissage proce´dural (de´veloppement d’habilite´es). [BLCR09].
Figure 1.3 – Structure de l’architecture ACT-R
Contrairement a` SOAR, ACT-R est une architecture modulaire ou` chaque module
traite un type spe´cifique d’information et a` chaque cycle de de´cision une et une seule re`gle
de production peut eˆtre applique´e. ACT-R est aussi une architecture centralise´e, c’est-
a`-dire que toute la coordination de l’accomplissement d’une taˆche et par conse´quent de
la re´alisation d’un comportement est faite par un syste`me central qui ne rec¸oit qu’une
part de toute l’information traite´e par chaque module. ACT-R peut eˆtre utilise´ pour
de´velopper des simulations d’un grand nombre de phe´nome`nes cognitifs [Don04].
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1.2.2 Syste`me multi-agents
Issues de l’intelligence artificielle les syste`mes multi-agents sont largement utilise´s
dans les domaines ou` l’inte´reˆt principal est de mode´liser l’e´mergence des comportements
complexes a` partir des interactions entre plusieurs individus, chacun munit de
comportements simples (se de´placer, se nourrir, etc.).
[DPP09] : Nous appelons agent une entite´ re´elle ou abstraite qui est capable d’agir
sur elle-meˆme et sur son environnement, qui a une repre´sentation partielle de cet
environnement, qui peut communiquer avec les autres agents d’un univers multi-agents
et dont le comportement est la conse´quence de ses observations, ses connaissances et ses
interactions avec les autres agents.
Il existe deux types d’agents : (1) Agents re´actifs qui se caracte´risent par des
comportements stimuli-action, c’est-a`-dire, ses actions sont choisies et exe´cute´es selon
les e´ve´nements perc¸us dans l’environnement ; les agents de ce type peuvent ne pas
eˆtre intelligents de manie`re individuelle, mais produisent des comportements intelligents
en collectivite´. (2) Agents cognitifs qui sont capables de coope´rer avec l’autre afin de
re´soudre un proble`me. Pour cela ils ont et maintiennent une repre´sentation commune
de l’environnement dont ils font partie. Contrairement aux agents re´actifs, les agents
cognitifs sont plus autonomes et posse`dent un niveau d’expertise et de connaissance plus
e´leve´.
Les architectures multi-agents existantes sont :
Mode`le BDI - Beliefs, Desires, Intentions
Ce mode`le s’inspire du travail de M.E. Bratman sur le raisonnement pratique de
l’eˆtre humain. Les concepts de base sont :
– Beliefs/Croyances : La connaissance que l’agent croit avoir sur l’e´tat du monde qui
l’entoure.
– Desires/De´sirs : Les motivations et les pre´fe´rences de l’agent.
– Intentions : L’ensemble des plans que l’agent peut exe´cuter pour satisfaire ses
de´sirs.




Mettre a` jour le mode`le interne du monde
De´libe´rer sur quel doit e^tre le prochain de´sir a` re´aliser
Raisonner afin de trouver un plan pour satisfaire le de´sir
Fin boucle
Une fois que le plan a e´te´ se´lectionne´ il devient une intention et toutes les actions qui
l’inte`grent sont exe´cute´es pas a` pas. Un plan peut consister a` : ajouter un nouveau de´sir,
modifier les croyances de l’agent ou exe´cuter une action en particulier.
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PECS - Physical conditions, Emotional state, Cognitive capabilities, Social
status
Propose´ par B. Schmidt en 2000 PECS a comme intention la mode´lisation du
comportement dans un contexte social.
PECS est compose´ d’une architecture en trois couches qui lui permet de prendre
compte des e´tats physique, e´motionnel, cognitif et social de l’agent afin de mode´liser
tous les niveaux de comportement existants.
– Couche de perception qui est responsable du traitement de toute l’information
provenant de l’environnement
– Couche interne qui mode´lise chacun des e´tats internes de l’agent
– Couche externe qui comprend les actions et comportements de l’agent.
Brahms
Base´ sur la the´orie de l’activite´ de J. Clancey, Brahms est un langage oriente´ agent
utilise´ pour mode´liser et simuler les activite´s humaines. Il est structure´ autour des
concepts suivants : le monde est compose´ d’agents qui peuvent appartenir a` plusieurs
groupes, ces derniers be´ne´ficiant des comportements des agents qui les composent, et
des objets (repre´sentations d’artefacts) de´pourvus d’un comportement propre et qui
re´agissent uniquement aux changements d’e´tat du monde.
Chaque agent a un ensemble de croyances susceptibles de changer a` cause des
e´ve´nements qui surviennent dans le monde. A` l’oppose´ les faits sont des e´tats du monde
connus par tous les agents. Les activite´s quant a` elles ont une dure´e fixe´e ainsi que des
e´tats conditionnels ; cela limite la re´alisation d’une activite´ aux moments ou` les croyances
de l’agent e´quivalent a` l’e´tat conditionnel de l’activite´.
L’association entre une taˆche et son e´tat conditionnel est faite par le cadre de
travail. Au contraire le cadre de pense´e permet la mode´lisation du de´roulement d’un
raisonnement exe´cute´ par un agent ainsi que la description des conse´quences lie´es aux
e´tats conditionnels. Graˆce au cadre de pense´e il est possible de de´duire des nouvelles
croyances pour un agent. Pour finir, il existe aussi une ge´ographie qui indique les endroits
dans lesquelles un agent peut exe´cuter une activite´ ainsi que se de´placer.
1.2.3 Animation comportementale
L’animation comportementale fait allusion aux diffe´rentes me´thodes dont l’informa-
tique se sert afin de mode´liser les comportements des entite´s qui peuplent un monde
virtuel et qui ont comme caracte´ristiques communes la capacite´ de percevoir ce monde
ainsi qu’un certain niveau d’autonomie. En ge´ne´ral, toutes les approches propose´es par
l’animation comportementale ont comme finalite´ de se´lectionner la meilleure action a`
re´aliser dans une certaine situation parmi l’ensemble de toutes les actions possibles. Si
l’on est capable de bien re´aliser cette se´lection, on peut mode´liser toute sorte d’individus
vivants (plantes, animaux et eˆtres humains) [Don04].
Pour accomplir cet objectif l’animation comportementale prend comme base la
boucle Perception-De´cision-Action mentionne´e auparavant : une entite´ perc¸oit
l’environnement, de´cide de la prochaine action a` exe´cuter et agit sur le monde. C’est
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important de remarquer que le processus de´cisionnel re´alise´ par l’entite´ peut eˆtre re´actif
ou cognitif.
Avec un processus de´cisionnel re´actif, l’entite´ choisit une action de manie`re
inconsciente, c’est-a`-dire, sans l’intervention d’aucune connaissance ni expe´rience. A`
l’oppose´, dans un processus cognitif toutes les connaissances et expe´riences ante´rieures
de l’entite´ influent sur sa de´cision ; ce type de processus permet de se´lectionner une
suite d’actions cohe´rentes visant a` atteindre un but donne´ et l’entite´ est alors capable
de raisonner sur les conse´quences de ses actions [Don04].
Syste`mes re´actifs
Ils permettent de mode´liser des comportements mode´re´ment complexes, sans faire
appel a` une mode´lisation des connaissances. Ces syste`mes sont caracte´rise´s par l’absence
d’une projection dans le temps au moment de de´cider l’action suivante, c’est-a-dire, que
l’entite´ ne regarde jamais les conse´quences de ses actions. Les syste`mes re´actifs les plus
utilise´s sont :
• Les syste`mes stimuli-re´ponse : Base´s sur les ide´es issues de l’e´thologie,
ils conside`rent qu’un comportement est une re´ponse aux interactions directes
avec l’environnement. Ce type de syste`mes ont deux composants de base : les
capteurs, utilise´s pour percevoir l’environnement, et les effecteurs, utilise´s comme
moyen pour agir sur le monde ; ces deux e´le´ments sont relie´s par un re´seau de
nœuds interme´diaires qui transforment l’information provenant des capteurs en
commandes qui seront exe´cute´s par les effecteurs.
formels
Le connexionnisme en s’inspirant de l’organisation du cerveau propose la
repre´sentation des comportements sous la forme d’un re´seau de neurones formels ;
chaque neurone correspond a` une fonction d’activation de la forme y = f(x) ou` x
repre´sente les capteurs et y les effecteurs.
Ce qui est inte´ressant dans ces syste`mes c’est la possibilite´ d’utiliser des algorithmes
d’apprentissage qui permettent de configurer, a` partir d’un ensemble d’exemples,
le re´seau automatiquement en fonction d’un comportement espe´re´.
• Les syste`mes a` base de re`gles : Ces syste`mes utilisent aussi des capteurs afin
de percevoir les informations provenant de l’environnement et/ou l’e´tat interne
de l’entite´ virtuelle ; ces perceptions sont prises en compte pour se´lectionner la
prochaine action a` effectuer. Dans ces syste`mes un comportement correspond a`
une re`gle sous la forme conditions => action ; ainsi l’action a` effectuer sera choisie
parmi l’ensemble des actions dont les conditions sont satisfaites par les perceptions
provenant des capteurs. La principale diffe´rence entre deux ou plusieurs syste`mes
a` base de re`gles est le mode utilise´ pour repre´senter ces re`gles.
En ge´ne´ral, les repre´sentations les plus utilise´es sont :
– Un ensemble de re`gles simples de type si...alors....
– Un arbre de de´cision ou` les feuilles correspondent aux actions et les nœuds sont
des experts en charge d’effectuer un choix entre tous leur sous-nœuds [Lamarche
Pamela CARREN˜O Page 15
Master 2 Recherche en Informatique Rapport de Stage
et al. Traite´ 5].
• Les automates a` e´tats finis : Cette approche mode´lise les comportements
comme des enchaˆınements conditionnels d’actions. Pour cela elle se sert de deux
composants : (1) des e´tats qui correspondent a` une taˆche ou action unitaire ; (2) des
transitions qui correspondent aux conditions d’enchaˆınement entre deux e´tats, ces
conditions e´quivalent au contexte et au dernier e´tat attendu. Comme l’a exprime´
[LD09] il existe plusieurs typologies de syste`mes permettant de de´crire et ge´rer
l’exe´cution de comportements via des automates :
– Les piles d’automates : lorsqu’un automate demande l’exe´cution d’un autre, ce
premier est empile´ et le dernier est exe´cute´. Une fois que le dernier arrive a` son
e´tat terminal, le premier est de´pile´ et reprend son exe´cution.
– Automates paralle`les : plusieurs automates peuvent eˆtre exe´cute´s simultane´ment
donnant comme re´sultat des comportements complexes.
– Automates paralle`les hie´rarchiques : un comportement correspond a` une
hie´rarchie d’automates qui fonctionnent de manie`re simultane´e. Ici l’automate
pe`re peut soit superviser le fonctionnement de ses automates fils soit filtrer et/ou
fusionner les re´sultats provenant de l’exe´cution de ceux-ci.
Syste`mes cognitifs et oriente´s buts
Ils ne´cessitent une repre´sentation des connaissances de l’entite´ afin de calculer un
enchaˆınement d’actions permettant d’atteindre un but donne´. Les diffe´rents mode`les qui
vous seront pre´sente´s diffe`rent par leur couˆt de calcul, leur fac¸on dont les connaissances
sont repre´sente´es, leur re´active´ aux changements dans l’environnement ainsi que leur
capacite´ a` exploiter des opportunite´s [LD09].
• Le calcul situationnel : Propose´ par McCarty et P.J Hayes en 1969, il permet
de de´crire des mondes complexes ainsi que les comportements (actions) des entite´s
qui les peuplent. Pour cela, il se base sur les e´le´ments suivants :
Situations : e´tats complets du monde virtuel a` un instant donne´.
Les fluents : fonctions qui permettent de de´crire une proprie´te´ dynamique du
monde.
Les causalite´s : relations cause-effets utilise´es pour de´duire l’e´tat d’un fluent
(proprie´te´) en fonction de l’e´tat d’autres fluents.
Les actions : sous la forme preconditions => effets elles modifient une situation.
Les strate´gies : enchaˆınements d’actions en fonction de certains raisonnements.
Les connaissances : elles mode´lisent si une entite´ connaˆıt ou non l’e´tat de certains
fluents du monde.
A` partir de ces e´le´ments, une phase de planification a` lieu donnant comme re´sultat
la suite d’actions permettant de ge´ne´rer une situation du monde qui satisfait un
but donne´. Pendant cette phase tous les mondes possibles sont explore´s, cela sup-
pose un temps de recherche conside´rable dans les cas ou` l’ensemble des actions
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possibles est tre`s large.
• STRIPS - STandford Research Institute Planning System : Duˆ a` la
contrainte de temps de recherche pre´sente dans le calcul situationnel, R.E. Fikes
et al. ont propose´ en 1971 une version simplifie´e de ce calcul. Dans cette nouvelle
version la notion des fluents disparaˆıt et l’e´tat du monde est exprime´ en fonction
des faits pre´sents ou absents dans une situation particulie`re. Cette modification
rend les algorithmes utilise´s dans la recherche du monde attendu plus efficaces.
• Les re´seaux de taˆches hie´rarchiques - HTN : Dans cette approche la
planification du comportement d’une entite´ est faite hie´rarchiquement en prenant
en compte trois concepts de base :
– Taˆches : elles e´quivalent aux buts a` atteindre. Une taˆche correspond a` la
satisfaction d’un ensemble de proprie´te´s dans le monde, a` la re´alisation d’un
ensemble d’actions ou a` une combinaison des deux [LD09].
– Me´thode : c’est la manie`re avec laquelle il est possible d’accomplir une taˆche.
Une me´thode peut eˆtre une suite de sous-taˆches ou d’actions. Comme dans les
approches de´ja` de´crites, avant d’exe´cuter une me´thode, un certain e´tat du monde
(conditions) doit eˆtre ve´rifie´.
– Actions : sous la forme preconditions => effets elles seront imme´diatement
re´alise´es si leur pre´-conditions sont ve´rifie´es.
La planification consiste a` de´composer la taˆche cible en sous-taˆches en appliquant
les me´thodes propose´es. Cette de´composition donne comme re´sultat un type par-
ticulier d’arbre nomme´  arbre et/ou , ou` chaque nœud peut correspondre soit a`
une succession de  taˆches et/ou  (nœud et) soit au choix entre les me´thodes qui
peuvent eˆtre utilise´es pour la re´alisation d’une meˆme taˆche (nœud ou). Le com-
portement final de l’entite´ consiste en une suite de  nœuds et/ou de telle fac¸on
que les actions de´crites dans chaque nœud permettent d’accomplir la taˆche cible.
• Les me´canismes de se´lection d’actions : Le fonctionnement de ces syste`mes
se base sur une rapide re´action face aux changements de l’environnement ainsi
que sur la possibilite´ d’utiliser au mieux ces changements. Le comportement
final de l’entite´ est construit de fac¸on incre´mentale, c’est-a`-dire, a` chaque instant
l’action qui promet la meilleure convergence vers le but final est choisie en
prenant en compte les changements de l’environnement et l’acquisition de nouvelles
connaissances[LD09].
1.2.4 Bilan
Dire qu’une me´thode est meilleure qu’une autre n’est pas possible, car chacune
posse`de des caracte´ristiques diffe´rentes et mode´lise diffe´rents concepts utiles a` la
description et la gestion du comportement d’une entite´ virtuelle autonome [LD09] ;
ne´anmoins il est possible de lister quels sont leurs point positifs et leurs limites.
Les architecture cognitives SOAR et ACT-R ont e´te´ construites selon la meˆme ide´e ;
cependant il existe des diffe´rences conside´rables entre les deux : en premier lieu SOAR
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est limite´e par le fait que seulement un ope´rateur d’action peut eˆtre se´lectionne´ a` la fois,
de son coˆte ACT-R ne permet que la se´lection d’un seul but a` tout moment, ces deux
contraintes font de l’accomplissement d’un but ou d’une taˆche complexe un processus
demandant un temps de calcul conside´rable ; en deuxie`me lieu, meˆme si les re`gles de
productions de ces deux architectures permettent l’exe´cution simultane´e de plusieurs
actions, les combinaisons d’action sont mieux ge´re´es par SOAR que par ACT-R ; enfin
ACT-R base son apprentissage sur une analyse rationnelle de l’information tandis que
l’apprentissage avec SOAR e´volue au fur et a` mesure que les buts sont re´solus [BLCR09].
Le principal avantage des syste`mes multi-agents est la grande diversite´ de
comportements complexes qui peuvent e´merger a` partir des interactions entre entite´s
simples (dans le sens ou` les actions qu’elles exe´cutent sont basiques et primitives) et
l’environnement qui les entoure. E´galement, ce sont des syste`mes hautement re´actifs
aux changements de l’environnement, adaptatifs car le choix d’actions est incre´mentielle
ce qui permet l’utilisation et la ge´ne´ration de nouvelles connaissances a` tout moment
et opportunistes parce que chaque choix fait cherche a` utiliser le mieux possible les
changements provenant de l’environnement. Cependant, comme l’exprime [DPP09] les
syste`mes multi-agents souffrent de ce que l’on pourrait appeler une de´sincarnation des
acteurs ainsi que d’une vision tre`s abstraite du monde les environnant.
Les syste`mes re´actifs sont avantageux parce qu’ils n’ont pas force´ment besoin d’une
repre´sentation abstraite de l’environnement et des connaissances de l’entite´, cela permet
d’obtenir de tre`s bons re´sultat lors de la simulation de comportements simples (ils n’ont
pas besoin d’un enchaˆınement de multiples actions) avec un couˆt de calcul faible. De plus,
si l’environnement simule´ est hautement dynamique l’utilisation de syste`mes re´actifs est
privile´gie´e [LD09].
Les principales diffe´rences entre les typologies de syste`mes re´actifs pre´sente´es sont :
au contraire des syste`mes a` base de re`gles et des automates, les syste`mes stimuli-re´ponse
n’ont pas besoin de connaˆıtre le fonctionnement du processus qu’ils simulent, cela leur
permet de ge´ne´rer automatiquement des entite´s capables de re´aliser des taˆches complexes
a` partir d’exemples mais les rend aussi difficiles a` interpre´ter et a` entretenir. Au contraire,
les syste`mes a` base de re`gles, en particulier les automates, sont facilement interpre´tables
et par conse´quent plus utilisables. Les syste`mes a` base de re`gles permettent aussi des
descriptions plus abstraites et ils peuvent tre`s bien simuler des comportements ou` la
cohe´rence temporelle n’est pas importante. A` l’oppose´, les automates permettent de
de´crire des comportements ou` une certaine cohe´rence temporelle dans l’enchaˆınement
des actions est importante [LD09].
Pour finir, les syste`mes cognitifs et oriente´s buts permettent de ge´ne´rer des plans
complets d’action en utilisant une repre´sentation abstraite de l’environnement. Pour
faire cela ces syste`mes supportent des processus de´cisionnel beaucoup plus e´labore´s et
complexes.
Les principales diffe´rences entre les typologies de syste`mes cognitifs pre´sente´es
sont : le calcul situationnel, STRIPS et les HTNs qui supposent que l’unique source
de modification de l’environnement sont les entite´s, cela les rendant peu re´actifs aux
changements dans l’e´tat de l’environnement ainsi que moins efficaces dans les cas ou`
l’environnement est peuple´ par plusieurs entite´s.
Les me´canismes de se´lection d’action graˆce a` un processus de´cisionnel incre´mentale
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n’ont pas ce type de contraintes. Le calcul situationnel et STRIPS ont 100% de capacite´ a`
satisfaire un but, ce qui n’est pas le cas des autres typologies [LD09]. Finalement, chaque
syste`me utilise un mode`le d’expression de but diffe´rent, alors que le calcul situationnel
et STRIPS utilisent un mode`le de formules logiques, HTN part d’une notion de taˆche
pour de´crire les buts du syste`me cela le rendant moins flexible par rapport aux autres
typologies.
1.3 La simulation comportementale dans les jeux vide´o
Comme cela a de´ja` e´te´ e´nonce´, les me´thodes de simulation comportementale de´crites
dans la section pre´ce´dente peuvent eˆtre applique´es dans tous les domaines qui font
face a` la proble´matique de ge´ne´ration d’agents autonomes capables de montrer des
comportements pertinents dans un contexte donne´, re´alistes et intelligents. Un de ces
domaines est l’industrie des jeux vide´o ou`, depuis l’apparition de processeur graphiques
de plus en plus puissants et ou`, du fait de la nature compe´titive propre au secteur,
l’inclusion des ennemis, des colle`gues ou en ge´ne´ral des personnages capables de montrer
des actions et comportements plus intelligents et en rapport avec les actions du joueur
est devenu un facteur cle´ dans le succe`s ou l’e´chec des nouveaux jeux [JW01], [LvL01].
Au-dela` de cette importance e´conomique, il est inte´ressant de remarquer que les jeux
vide´o ont e´volue´ pour devenir un moyen de divertissement majeur, offrant aux joueurs un
moyen alternatif pour ressentir un sentiment de plaisir, un sentiment de Flow [Che07]. Le
terme Flow a e´te´ introduit par Mihaly Csikszentmihalyi dans les anne´es 70 pour essayer
d’expliquer le sentiment de joie chez l’homme ainsi que pour repre´senter le sentiment
de comple`te implication dans une activite´ avec un grand niveau de divertissement et
d’accomplissement. Lorsque le joueur se trouve dans une expe´rience de Flow il perd la
notion de temps et de soucis ; de la meˆme fac¸on, le niveau d’attention qu’il concentre
sur le jeu lui permet de maximiser sa performance et le sentiment de contentement
qu’il expe´rimente [Che07]. Il a e´te´ de´montre´ que dans certains types de jeux, surtout
ceux peuple´s par des personnages diffe´rents du joueur (des personnages non joueurs),
les comportements des agents influencent conside´rablement l’expe´rience du joueur et par
conse´quent son expe´rience de Flow.
Dans le jeux vide´o on ne cherche pas a` de´velopper des agents invincibles face auxquels
il est impossible de gagner ou des agents tellement pre´visible qu’ils ne repre´sentent pas
un challenge pour le joueur [And03] ; le but final est toujours de de´velopper ou d’utiliser
une me´thode de simulation de comportements capable de produire des agents cre´dibles
et aussi amusants que possible [Nar04]. Ce qu’on souhaite, c’est un e´quilibre parfait entre
le challenge offert par le jeu et la capacite´ du joueur.
Dans le processus du de´veloppement de personnages non joueurs, les proble`mes les
plus rencontre´s sont : la recherche et la planification du chemin, la se´lection d’actions
(par conse´quent la simulation comportementale) et le pilotage et controˆle du mouvement
[And03]. Nous allons nous inte´resser encore une fois a` la simulation comportementale,
pour cela, nous allons donner des exemples d’application des me´thodes de´ja` de´crites en
listant les pour et le contres rencontre´s par l’industrie des jeux vide´o ainsi qu’en de´crivant
en quelques mots des me´thodes utilise´es dans certains jeux et qui n’ont pas e´te´ traite´es
Pamela CARREN˜O Page 19
Master 2 Recherche en Informatique Rapport de Stage
dans la section pre´ce´dente. De la meˆme fac¸on, afin de donner au lecteur une perspective
global des trois proble`mes e´nonce´s, nous allons donner une bre`ve explication de la
recherche et de la planification du chemin et, du pilotage et du controˆle du mouvement.
1.3.1 La recherche et la planification du chemin
Les personnages doivent interagir dans des environnements complexes, dynamiques et
posse´dant une ge´ographie e´tendue, par exemple ils doivent parcourir diffe´rents types de
dispositions spatiales (chambres, labyrinthes, plateformes, etc) d’une fac¸on intelligente et
re´aliste ; c’est a` dire, en prenant des raccourcis si ils existent ou en e´vitant des obstacles
[Nar04]. Un personnage capable de traverser des objets ou qui arreˆte son de´placement
car il a trouve´ un obstacle, qui est franchissable depuis la perspective de l’utilisateur,
va cre´er une bre`che dans l’illusion de comportement intelligent et adaptatif que nous
essayons de produire.
Il existe diverses solutions a` ce proble`me, certaines sont propose´es par l’intelligence
artificielle et les autres correspondent aux me´thodes empiriques et approximatives
utilise´es par l’industrie des jeux vide´o. Ces dernie`res se sont montre´es plus efficace en
temps de calculs dans des environnements moins complexes et avec moins d’obstacles
[Cav00]. Dans le cas des environnement tre`s larges et peuple´s par des obstacles, des
personnages non joueurs et des joueurs, la me´thode la plus utilise´ est l’algorithme A*
illustre´ dans la Figure 1.4.
Figure 1.4 – Exemple algorithme A* et pilotage du mouvement
Cet algorithme cherche le chemin optimal, dans le cas de jeux vide´o c’est le chemin
le plus court, entre un nœud initial et un nœud destin pre´de´fini. Parmi les titres de
jeux les plus connus, des jeux comme Half Life, Descent 3, Quake III l’utilisent pour le
de´placement des personnages non joueurs. [LvL01]
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1.3.2 Le pilotage et controˆle du mouvement
Pour suivre le chemin trouve´ par l’algorithme A*, ainsi que pour donner aux
personnages la capacite´ de parcourir leur environnement d’une manie`re tre`s proche a`
celle perc¸ut par l’esprit humain, nous avons besoin de ce qu’on appelle le pilotage et
controˆle du mouvement. La technique la plus utilise´ a e´te´ propose´e par C. Reynold
[Rey99] et consiste a` calculer un vecteur avec une direction ainsi qu’une vitesse et une
force pour chaque type de mouvement que nous souhaitons inclure dans notre personnage
(e´viter des obstacles, suivre un leader, suivre un groupe, e´chapper d’un ennemi, etc.).
Les calculs faits pour chaque comportement seront finalement additionne´s pour produire
un seul vecteur final qui sera applique´ au mouvement et pilotage du personnage [Nar04]
comme il est montre´ dans la Figure 1.4.
1.3.3 Application et nouvelles me´thodes de simulation comportemen-
tale
Techniques a` base de re`gles
Ce sont les techniques les plus utilise´es par le jeux vide´o car elles sont tre`s proches de
la fac¸on dont l’eˆtre humain raisonne lorsqu’il doit re´soudre un proble`me ; elles permettent
de de´composer des comportements tre`s complexes dans des comportement plus petits
et simples a` aborder [BKKP06]. De plus, elles sont facilement imple´mente´es et les
comportements obtenus sont robustes et fiables [And03].
1. Les automates a` e´tats finis : appele´s aussi machines a` e´tats finis, ils sont la
me´thode de simulation comportementale la plus utilise´ dans le jeux vide´o pour
plusieurs raisons : leur simplicite´, ils peuvent eˆtre mis en œuvre efficacement, leur
taille est en ge´ne´ral mode´re´e et les entretenir ne pose pas de grands proble`mes.
Nous pouvons les trouver imple´mente´s dans jeux comme Quake et Team Buddies
[Cav00]. Malgre´ ces avantages, le principal proble`me des automates a` e´tats finis est
qu’au fur et a` mesure que nous ajoutons de nouveaux e´tats et comportements, ils
peuvent devenir tre`s complexes et difficiles a` ge´rer. Au contraire, lorsque nous avons
des automates tre`s simples, le joueur peut facilement pre´dire toutes les actions des
personnages [And03]. La Figure 1.5 montre l’automate qui dirige le comportement
d’un personnage non joueur qui essaiera de prendre le tre´sor lorsque un autre
personnage de type monstre est mort ou absente.
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Figure 1.5 – Exemple d’une machine a` e´tats finis
2. Les machines d’e´tat floue : sont une permutation des machines a` e´tats finis.
A l’inverse de ces dernie`res ou` un e´tat est pre´sent (vrai) ou absent(faux) a` un
moment donne´, chez les machines d’e´tat floue un e´tat peut avoir une valeur
interme´diaire (pas comple`tement vrai, pas comple`tement faux). Cette particularite´
fait qu’au moment ou` l’agent choisira son prochain comportement il le fera parmi
plusieurs comportements actifs et par conse´quent il sera moins pre´visible. Un autre
avantage de cette me´thode est qu’elle permet de re´duire la complexite´ propre aux
machines a` e´tats finis tre`s volumineuse, car une grande varie´te´ des comportements
et d’actions peuvent eˆtre programme´es avec moins d’e´tats. Un des inconve´nient
de cette approche est que son imple´mentation est le´ge`rement plus complique´e et
moins e´vidente pour les concepteurs. Des jeux tre`s connus comme The Sims et
Civilisation : Call to Power l’utilisent pour la simulation comportementale de
leurs personnages non joueurs [And03].
3. Les arbres des de´cisions : comme les machines d’e´tat finis, les arbres de
de´cisions sont rapides, faciles a` imple´menter et a` comprendre, ainsi que largement
utilise´s pour la simulation comportementale, cependant il peuvent eˆtre facilement
pre´visibles pour le joueur. Ils sont forme´s par des points de de´cision connecte´s,
incluant la racine, qui contient un ensemble d’actions possibles. Chaque fois que
l’agent doit choisir une action, il commence par parcourir l’arbre en de´cidant entre
un nœud et un autre selon la connaissance actuelle qu’il a du monde virtuel. Ce
processus continue, jusqu’a` ce que l’agent n’ait plus de de´cisions a` conside´rer et
l’action trouve´e dans une des feuilles de l’arbre est alors exe´cute´e [Nar04], [Mil06].
La Figure 1.6 montre un arbre de de´cision ou` le personnage de´cidera par exemple
d’attaquer si l’ennemi est visible et a` moins de 10 me`tres. La Figure 1.7 montre le
meˆme arbre avec une action de´ja` choisie.
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[b]
Figure 1.6 – Exemple arbre de de´cision
[b]
Figure 1.7 – Exemple arbre de de´cision
avec une action choisie
Techniques issues du Machine Learning & Machine Intelligence
Dans les dernie`res anne´es l’inte´reˆt pour les personnages non joueurs capables
d’apprendre de leurs erreurs ainsi que de reconnaitre le style du joueur afin de s’y
s’adapter a augmente´ conside´rablement ; l’industrie cherche a` de´velopper des personnages
capables d’apprendre a` jouer chaque fois mieux [Cav00]. Les techniques les plus utilise´es
sont :
1. Les re´seaux de neurones : s’inspirent de la biologie et essaient de simuler le
fonctionnement du cerveau. Ils sont repre´sente´s par des nœuds simples connecte´s
et qui exe´cutent chacun le meˆme processus. Les re´sultats provenant de chaque
nœud permettent au re´seau d’apprendre et de s’adapter pendant l’exe´cution du
jeu [And03]. Ge´ne´ralement, ils sont utilise´s dans les jeux de strate´gie et d’action
comme Heavy Gear.
2. Les arbres des de´cisions extensibles : sont des arbres de de´cisions capables de
grandir a` fur et mesure qu’ils apprennent des nouvelles informations. L’avantage de
ce type d’arbre est qu’apre`s eˆtre ge´ne´re´ il sera capable de garder des informations
concernant des situations de´ja` affronte´es et les re´sultats de ses actions, cela lui
permettant de retenir la meilleur action a` exe´cuter dans une situation future
similaire a` une situation de´ja` rencontre´e. Ils sont les plus utilise´s dans les jeux
ou` une me´thode d’apprentissage est ne´cessaire et nous pouvons les trouver dans
des jeux comme Black and White [And03].
3. Les techniques e´volutionnistes : sont les moins utilise´es car elles prennent
tre`s longtemps avant d’aboutir a` un niveau d’apprentissage et de performance
acceptable. Elles consistent en un ensemble de solutions capables d’e´voluer dans le
temps a` travers l’utilisation des me´thodes de se´lection et d’e´volution inspire´es de
la ge´ne´tique.
Les techniques qui viennent d’eˆtres pre´sente´es ne sont pas tre`s utilise´es car elles
demandent beaucoup de ressources pour eˆtre imple´mente´es, perfectionne´es et teste´es.
Ainsi, comprendre les comportements re´sultants et pourquoi ils ont e´te´ ge´ne´re´s repre´sente
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une taˆche en ge´ne´ral tre`s complexe pour les concepteurs car ces comportements sont
difficiles a` tester et modifier. Enfin, en utilisant ces techniques le risque de produire des
agents avec des comportements peu intelligents et re´alistes est plus e´leve´ [Nar04].
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Chapitre 2
Contributions du stage
2.1 Objectifs et proble´matique du stage
2.1.1 Contexte
Jusqu’a` pre´sent, nous avons fait une re´vision rapide des proble`mes lie´s a` la simulation
des comportements des agents peuplant un environnement virtuel lorsque ces agents sont
en interaction directe avec des utilisateurs, ainsi que les possibles solutions provenant
de l’acade´mie et de l’industrie. Nous avons vu que la difficulte´ principale se pre´sente
lorsque l’agent doit choisir parmi ses actions disponibles celle qui est le plus en accord
avec l’e´tat du monde virtuel, avec l’interaction actuelle entre l’agent et l’utilisateur et
avec son e´tat et ses intentions. Ce difficulte´ augmente lorsque nous souhaitons que les
comportements montre´s par les agents et que tous les types d’interactions pre´sente´s
(agent-environnement, agent-agent, agent-utilisateur) soient en accord avec le sce´nario
de´fini par le concepteur du monde virtuel en gardant toujours sa nature re´active et
adaptative.
C’est dans ce contexte que les travaux que j’ai re´alise´ tout a` long de mon stage au
sein de l’e´quipe Vortex a` l’IRIT s’inscrivent. Concre`tement, le cadre de mes e´tudes et
mes travaux est la ge´ne´ration de la sce´narisation, de la simulation et de l’interaction
des agents autonomes dans les environnements virtuels interactifs sce´narise´s adaptatifs.
Lorsque nous parlons de la ge´ne´ration des environnements ou des agents sce´narise´s
adaptatifs interactifs, nous faisons re´fe´rence a` la conception d’un monde virtuel et de
personnages selon un sce´nario cre´e´ par le concepteur du monde virtuel ou par un expert
dans un certain domaine. Dans ce type d’environnement, les interventions de l’utilisateur
vont influencer la fac¸on dont le sce´nario se de´roule en respectant toujours le sce´nario
de´fini par le concepteur et, tant l’environnement que les personnages seront capables de
s’adapter d’une telle fac¸on que leur exe´cution re´pondra aux demandes d’interactions de
l’utilisateur, prendra en compte les changements introduit par celui et suivra le sce´nario
de´fini.
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2.1.2 Objectifs
En prenant en compte le contexte de´crit dans les paragraphes pre´ce´dents, notre
objectif principal est de proposer une me´thode de simulation comportementale capable
de produire des comportements qui, depuis la perspective de l’utilisateur, soient perc¸us
comme cre´dibles, intelligents et re´actifs ; et qui depuis celle du concepteur soient faciles
a` de´finir et a` tester et en accord avec le sce´nario de´fini. D’autre part, pour donner une
continuite´ aux inte´reˆts et projets actuels de l’e´quipe Vortex, la me´thode que nous allons
proposer pour la ge´ne´ration des agents autonomes doit aussi rester :
• facile a` utiliser pour les personnes qui posse`dent peu ou aucune base en
programmation ;
• assez ge´ne´rique pour qu’elle puisse eˆtre utilise´e dans d’autres contextes et projets ;
• et facilement extensible pour que des actions et comportements plus larges puissent
eˆtre inte´gre´s.
Un dernier objectif, au de´but secondaire mais qui s’est par la suite re´ve´le´ determinant
pour les contributions que nous proposons, est de regarder les concepts du Game Design
et les outils permettant de cre´er des jeux et des simulation comme :  game factory ,
e´diteur de sce´nario, description de l’interaction, etc.
2.1.3 Contributions
Dans la suite de ce document nous proposerons une me´thode appele´e Arbres
des comportements (Behavior trees en anglais) issue de l’industrie des jeux vide´o
[Isl05] et que nous conside´rons tre`s utile pour l’imple´mentation des agents autonomes
adaptatif sce´narise´s. Nous proposerons un concept de jeu se´rieux afin de tester les limites
et l’ade´quation des arbres de comportement ; ensuite nous de´crirons le processus de
de´veloppement du jeu ainsi qu’une imple´mentation des arbres de comportements prenant
en compte les contraintes de facilite´ d’utilisation, de ge´ne´ricite´ et d’extensibilite´ et les
contraintes techniques.
2.2 Arbres de comportement
Nous voulons imple´menter une me´thode de simulation comportementale extensible,
facile d’utilisation et surtout capable de produire, comme nous l’avons de´ja` e´nonce´, des
agents autonomes adaptatifs sce´ranise´s. Dans les paragraphes qui suivent nous allons
de´crire les origines, l’architecture et la structure de l’approche choisie, ensuite nous allons
illustrer de manie`re the´orique le fonctionnement des arbres de connaissance en soulignant
au lecteur les avantages de ladite me´thode et les raisons pour lesquelles nous l’avons
adopte´e. Finalement nous allons parler du contexte d’application et de test propose´ en
utilisant les concepts de Game Design, ainsi que de les outils techniques choisis.
2.2.1 Origine des arbres de comportement
Les arbres de comportement ont e´te´ initialement conc¸us comme un langage de
mode´lisation utilise´ pour de´crire les cahiers des charges des projets industriels et
commerciaux de grande e´chelle ; cependant, dans les dernie`res anne´es ils sont devenus
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une des me´thodes les plus utilise´ dans la simulation comportementale des personnages
non joueurs [FPGMGM+09], [SGJ+11]. Dans l’industrie des jeux vide´o nous les trouvons
dans des titres tre`s connus comme Halo 2, Halo 3 et Spore 2.
D’apre`s l’acade´mie et la recherche nous avons trouve´ dans [SGJ+11] l’introduction
de l’utilisation de parame`tres dans les arbres de comportement, ils argumentent
qu’en ajoutant cette extension dans le mode`le de base, les arbres de comportements
vont be´ne´ficier d’avantages propres aux langages de programmation oriente´ objets et
ainsi pourront eˆtre cre´e´s comme des fonctions avec des arguments. [FPGMGM+09]
proposent d’inclure des capacite´s de planification en cours d’exe´cution trouve´es dans
les raisonnements a` base de cas ; pour cela ils ont de´fini un nouveau type de nœud
qui repre´sente des requeˆtes dans les sens de bases de donne´s ainsi que le concept de
sous-arbres re´utilisables, chaque sous-arbre ayant e´te´ conc¸u pour atteindre des buts
spe´cifiques. Ils ont ajoute´s des descriptions a` chaque sous-arbres pour spe´cifier le but
qu’ils accomplissent. Avec ces modifications, un concepteur inclura pendant la phase de
conception des nœuds de requeˆte dans les arbres de comportements de chaque personnage
non joueur ; ces nœuds de requeˆte vont re´cupe´rer le sous-arbre le plus approprie´ au
contexte actuel du jeu.
De leur coˆte´, [PSRGM+11] proposent de re´duire les proble`mes lie´s a` l’utilisation de
la planification a` partir de cas dans les jeux de strate´gie en temps re´el en permettant
aux experts d’ajouter des compe´tences en matie`re de de´cision sous la forme d’arbres de
comportements. Nous trouvons aussi que [PNOB11] et [LBC10] ont propose´ d’utiliser
des techniques e´volutionnistes sur des arbres de comportements afin de produire des
personnages joueurs compe´titifs pour les jeux DEFCON et Mario AI Benchmark. Enfin,
[MKSB11] ont e´galement propose´ d’utiliser des arbres de comportements pour de´crire le
comportement d’une came´ra intelligente.
2.2.2 Structure d’un arbre de comportement
Les arbres de comportements sont une simple structure de donne´es qui synthe´tise
les avantages des automates a` e´tats finis, des re´seaux de taˆches hie´rarchiques et de
l’exe´cution d’actions [FPGMGM+09]. Ils permettent d’organiser des comportements
d’une fac¸on hie´rarchique descendante, c’est a` dire, les comportements plus larges et
complexes se trouvent en haut de l’arbre et ils sont de´compose´s en plusieurs sous-arbres
contenant des comportements plus simples.
Le bloc principal utilise´ pour la construction d’un arbre de comportement est une
taˆche. Une taˆche peut exe´cuter une action tre`s simple comme changer la valeur
d’un attribut, tester une condition ou montrer une animation. Nous pouvons regrouper
plusieurs taˆches dans un sous-arbre afin de produire des actions plus complexes.
L’exe´cution d’une taˆche ou d’un sous-arbre donne comme re´sultat un e´tat parmi les
trois possibles montre´s dans la Table 2.1 :
Dans le mode`le de base nous trouvons trois types de taˆches : actions, conditions
et composites.
1. Actions : ce sont des me´thodes exe´cute´es dans le monde virtuels. Dans certaines
situations elles peuvent produire des changements dans l’e´tat de l’agent ou
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Succe`s L’exe´cution est finie d’une manie`re satis-
faisante.
En exe´cution La taˆche ou le sous-arbre n’a pas encore
fini son exe´cution.
E´chec La taˆche ou le sous-arbre a e´choue´. Par
exemple, la condition teste´e e´tait fausse.
Table 2.1 – Re´sultats possibles d’une exe´cution de taˆche
de l’environnement. Quelques exemples d’actions sont : calculer une position,
de´terminer une distance, exe´cuter une animation, etc.
2. Conditions : elles e´valuent des proprie´te´s de l’agent et de l’environnement.
Quelques exemples de conditions sont : tester si l’agent est proche du joueur,
ve´rifier que l’agent est visible pour la came´ra, etc.
3. Composites : elles regroupent des actions et conditions afin d’exe´cuter
des taˆches de plus haut niveau. Le re´sultat de leur exe´cution de´pend du
re´sultat des taˆches regroupe´es
Les actions et les conditions repre´sentent les feuilles de l’arbre, tandis que les
composites repre´sentent les nœuds. Ces derniers peuvent aussi eˆtre regroupe´s dans
d’autres composites.
Comme dans le cas des taˆches, il y a aussi trois types diffe´rents de compo-
sites(nœuds) : nœuds de se´quence, nœuds de se´lection et nœuds paralle`les. La
principale diffe´rence parmi ces composites est la fac¸on dont ils parcourent les taˆches ou
les nœuds qui les forment.
1. Nœuds de se´quence : ils repre´sentent la fac¸on plus simple d’assembler des
comportements. Ce type de nœud exe´cute ses fils les uns apre`s les autres. Lorsque
tous les fils du nœuds re´ussissent, il sera conside´re´ comme re´ussit ; par contre,
lorsque un de ses fils e´choue, le nœud finira son exe´cution avec un e´tat d’e´chec
qui sera retourne´ vers son nœud pe`re. Nous pouvons observer ce fonctionnement
graphiquement dans la Figure 2.1.
Figure 2.1 – Repre´sentation graphique du nœud de se´quence
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2. Nœuds de se´lection : ce sont le comple´ment des nœuds de se´quence. Au contraire
de ces derniers, pour un nœud de se´lection chaque nœud fils repre´sente une
alternative d’exe´cution. Lorsque un de ces nœuds fils re´ussit, il re´ussira aussi et
lorsque un de ses fils e´choue, le nœud de se´lection continuera avec le prochain.
Ce type de nœuds e´chouera seulement si tous ses fils ont e´choue´. Nous pouvons
observer ce fonctionnement graphiquement dans la Figure 2.2.
Figure 2.2 – Repre´sentation graphique du nœud de se´lection
3. Nœuds paralle`les : ils exe´cutent tous leurs fils en simultane´ et par conse´quent ils
supportent des taˆches concurrentes. Les politiques de succe`s et d’e´chec peuvent eˆtre
de´finies selon les contextes d’application. Par exemple, nous pouvons conside´rer que
ce type de nœud a e´choue´ ou re´ussit si un nombre de´fini de ses fils ont e´choue´ ou
re´ussit aussi. La repre´sentation de ce nœud se trouve dans la Figure 2.3.
Figure 2.3 – Repre´sentation graphique du nœud paralle`le
Pour finir, nous trouvons un type de nœud particulier connu comme nœud
de´corateur. Il prend son nom du patron de conception de´corateur propose´ par le ge´nie
logiciel. Par de´finition, le patron de´corateur fait re´fe´rence a` une classe qui enveloppe
une autre, de telle fac¸on que le comportement de cette dernie`re est modifie´ sans toucher
sa de´finition initiale [BLKJ11]. En prenant cette ide´e, un nœud de´corateur est un
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nœud qui regroupe un seul et unique fils et modifie son exe´cution. Par exemple, nous
pouvons de´finir un nœud de´corateur qui exe´cutera son fils jusqu’a` ce qu’il re´ussisse.
La repre´sentation de ce nœud se trouve dans la Figure 2.4.
Figure 2.4 – Repre´sentation graphique du nœud de´corateur
2.2.3 Avantages des arbres de comportement
Une des principaux avantages des arbres de comportements est qu’ils ont la meˆme
puissance que les automates a` e´tat finis hie´rarchiques sans souffrir des baisses de
performance survenant lorsque la quantite´ des e´tats et transitions augmentent au fur et
a` mesure que nous de´finissons de nouveau comportements. Les arbres de comportements
permettent que les transitions vers des autres e´tats soient auto-contenues [BLKJ11].
De la meˆme fac¸on, graˆce a` leur nature hie´rarchique, ils peuvent e´voluer facilement
car la de´termination d’un comportement se fait sur plusieurs niveaux d’abstraction
[FPGMGM+09].
Comme l’arbre est construit par regroupement de taˆches simples, cela reste une
solution assez rapide, ge´ne´rique, modulaire et facilement re´utilisable. Un autre avantage
est que, graˆce a` leur nature re´active, les agents seront capables de re´pondre de manie`re
presque imme´diate aux interventions du joueur en utilisant les comportements que le
concepteur a de´fini dans son sce´nario. De plus, les arbres de comportement peuvent eˆtre
facilement imple´mente´s tant par les programmeurs que par les personnes avec peu au
pas de connaissance en programmation car leur construction est incre´mentielle ; ils sont
aussi facilement controˆle´s et teste´s [PSRGM+11].
D’autre part, si la construction de chaque taˆches reste assez ge´ne´rale, nous pourrons
de´finir des comportements applicables dans un contexte quelconque. Cela nous permettra
aussi de commencer l’inte´gration d’une base de comportements applicables aux nouveau
projets de l’e´quipe Vortex ainsi que dans les projets existants. Pour tous ces avantages
et du fait que jusqu’a` aujourd’hui, selon la litte´rature, ils n’ont pas encore e´te´ utilise´s
dans les jeux se´rieux nous avons de´cide´ de choisir les arbres de comportements comme
me´thode de simulation comportementale.
2.3 Jeu se´rieux : Prendre le me´tro, une question de civilite´
Dans [AD10], les auteurs de´finissent un jeu se´rieux comme :  tout jeu intentionnel-
lement conc¸u afin de viser une ou plusieurs des finalite´s de´finies et dont le segment de
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marche´ de´passe celui du seul divertissement . En d’autres termes, un jeu se´rieux est une
application qui combine le jeu vide´o et une ou plusieurs fonctions utilitaires comme la
diffusion d’un message, l’e´change de donne´es, l’entrainement ou l’apprentissage d’un bon
comportement dans certaines situations. De la meˆme fac¸on, un jeu se´rieux se diffe´rencie
d’un jeu vide´o parce qu’il vise un marche´ autre que celui du seul divertissement ; nous
trouvons des jeux se´rieux utilise´s par la de´fense, la formation, l’e´ducation, la sante´, le
commerce, la communication, etc.
D’autre part, l’e´quipe Vortex porte aujourd’hui un grand inte´reˆt sur ce type
d’applications et les avantages que leur utilisation peuvent apporter a` la recherche
sur la simulation comportementale. Pour cela, nous avons de´cide´ de de´finir un petit
et simple jeu se´rieux qui nous permettra de tester la porte´e et les limites des arbres
de comportement. Le marche´ choisi est celui de la formation, et duˆ aux des nombreux
projets dans les e´quipes qui s’inte´ressent a` la simulation des comportements observe´s
dans la ville, nous avons propose´ comme contexte et concept du jeu l’utilisation correcte
du me´tro.
Pour la de´finition et conception de notre jeu, nous avons utilise´ le mode`le propose´
par [Dja11]. Ce mode`le reprend des concepts trouve´s dans le  Game Design  et les
applique a` la conception et re´alisation des jeux se´rieux. Nous remarquons que le Game
Design correspond selon l’auteur au processus global de cre´ation d’un jeu : de´finition
de contenu, de´finition des niveaux, re´alisation de prototypes, etc. Le mode`le propose´ est
connu comme le mode`le DICE : De´finir, Imaginer, Cre´er, E´valuer ou` chaque e´tape
correspond a` :
• De´finir : spe´cification du contenue se´rieux (un message, un savoir faire, une bonne
pratique, etc.) que nous voulons transmettre par le jeu.
• Imaginer : a` partir de ce contenu se´rieux le concepteur ou le cre´ateur invente un
concept de jeu.
• Cre´er : un prototype est re´alise´ pour tester la pertinence de ce concept de jeu.
• E´valuer : le prototype est e´value´ aupre`s d’un public cible. Nous voulons savoir si
la transmission du contenu se´rieux est effective.
En suivant ce mode`le nous vous pre´sentons dans la suite de ce document la de´finition
de notre jeu  Prendre le me´tro, une question de civilite´ .
2.3.1 De´finition du contenu se´rieux
Le me´tro est une des solutions aux demandes de transport et mobilisation massive
et rapide des citoyens les plus adopte´es dans les villes franc¸aises. Les villes comme Paris,
Rennes, Lyon et Toulouse entre autres ont cre´e´ des re´seaux de me´tro qui permettent
de les traverser du nord au sud et de l’est a` l’ouest en quelques minutes et a` bas prix.
On estime que dans une journe´e environ 149.916 voyeurs utilisent le me´tro a` Toulouse,
565.900 a` Lyon, et 4.050.000 a` Paris.
Avec de telles quantite´s d’usagers du service par jour, plusieurs re`gles et conseils sont
mis en œuvre afin de voyager en totale se´curite´, qualite´ et commodite´, ainsi que de faire
une bonne utilisation du re´seau de me´tro.
Dans ce contexte et en vue des diffe´rentes campagnes publicitaires qui cherchent a`
faire prendre conscience aux voyageurs des re`gles de comportement qui permettent de
Pamela CARREN˜O Page 31
Master 2 Recherche en Informatique Rapport de Stage
bien utiliser le service en respectant toujours le consignes de se´curite´, convivialite´, civilite´
et solidarite´, nous proposons la re´alisation d’un jeu se´rieux.
L’objectif de ce jeu est d’apprendre aux enfants ainsi que de rappeler aux voyageurs
fre´quents et non fre´quents, la fac¸on correcte de prendre le me´tro une fois qu’on se trouve
dans le quai.
Apre`s avoir visite´ les diffe´rents sites web des re´seaux me´tro franc¸ais, nous pouvons
e´tablir que les re`gles de comportements les plus ge´ne´rales et pertinentes a` suivre dans
les quais du me´tro sont :
1. Ne geˆnez pas la monte´e ou la progression des autres voyageurs en obstruant les
couloirs et passages.
2. Les voyageurs peuvent monter par toutes les portes.
3. Laissez descendre les autres voyageurs avant de monter, afin de gagner du temps
et d’e´viter les bousculades. Placez-vous a` coˆte´ des portes.
4. Il est demande´ de faciliter l’acce`s et de donner un traitement pre´fe´rentiel aux
personnes a` mobilite´ re´duite, femmes enceintes, personnes aˆge´es et personnes
accompagne´es de jeunes enfants.
5. N’entrez pas dans les ve´hicules ou n’en sortez pas pendant la fermeture des portes.
6. Ne geˆnez pas la fermeture des portes.
7. Ne courrez pas sur les quais.
8. Ne forcez pas les portes des rames.
9. Ne montez pas dans le me´tro et n’en descendez pas a` partir du moment ou` retentit
le signal sonore annonc¸ant la fermeture des portes.
2.3.2 Imaginer le concept du jeu
En prenant en compte le contenu se´rieux de´ja` pre´sente´, nous proposons de re´aliser un
jeu ou` l’objectif du joueur est de re´ussir a` monter dans une de voitures du me´tro pendant
le temps d’attente e´tablit en respectant les re`gles et recommandations de´ja` liste´es ainsi
qu’en montrant un comportement le plus civilise´ possible. Sous ce concept, il peut arriver
que le joueur re´ussisse a` monter dans le me´tro ; cependant si ses actions vont a` l’encontre
des normes de civilite´ et de convivialite´ ainsi que des re`gles d’utilisation du service, son
score final sera diminue´ en fonction des infractions commises. Dans le cas ou` le score,
apre`s la de´duction de pe´nalisations respectives, est infe´rieur a` un certain seuil le jeu sera
conside´re´ comme perdu.
Pour mesurer si le joueur suit ou non les recommandations sur l’acce`s aux voitures du
me´tro, ainsi que si son attitude et son comportement sont en concordance avec ce qu’on
a de´finit comme un comportement civilise´ dans les transports public et massifs, une seule
tentative pour gagner n’est pas suffisante et s’e´loigne de la re´alite´. Les comportements
ade´quats et inade´quats dont nous voulons faire prendre conscience au joueur surgissent
avec une utilisation fre´quente du me´tro. Comme il a e´te´ montre´ par la campagne  cher
voisin du transport  mis en place par le syste`me RATP de Paris, certains voyageurs font
appel aux actions comme bousculer, ne pas laisser la place aux passagers prioritaires,
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insulter, entre autres que lorsque qu’ils ont e´te´ de´ja` victimes des meˆmes comportements
 incivils .
En prenant en compte ces observations, nous croyons qu’une des approches a`
utiliser pour mieux transmettre le contenu se´rieux du jeu est de demander au joueur
d’atteindre le meˆme objectif plusieurs fois pendant la meˆme partie du jeu. La diffe´rence
entre la premie`re fois et la deuxie`me et ainsi de suite re´side dans la modification
des comportements des personnages non joueurs ainsi que des changements dans
l’environnement du jeu (un temps d’attente plus long, augmentation des personnages
non joueurs sortants du me´tro, entre autres) par rapport a` la performance et aux actions
du joueur lors de la partie pre´ce´dente.
Pour atteindre son but, le joueur pourra piloter un avatar qui se trouve dans un de
quai du re´seau me´tro de Toulouse. Les actions que l’avatar peut exe´cuter sont : marcher,
courir, s’arreˆter, bousculer les autres voyageurs et re´pondre aux actions des personnages
non joueurs de la meˆme fac¸on qu’eux ont agi. D’autre part, pour monter dans le me´tro, le
joueur dispose d’environ 30-40 secondes entre le moment ou` le me´tro s’arreˆte et ouvre ses
portes jusqu’au moment ou` le signal de la fermeture des portes est de´clenche´. Pendant
la dure´e de la partie pour atteindre son but, le joueur doit respecter les contraintes
suivantes :
• Ne rentrez pas dans les ve´hicules du me´tro ou n’en sortez pas a` partir du moment
ou` le signal de fermeture de portes est annonce´ (cela implique aussi pendant la
fermeture de portes).
• Placez-vous a` coˆte´ des portes/rames, et laissez descendre les autres voyageurs avant
de monter.
• Ne bousculez pas les autres voyageurs afin d’entrer ou de sortir du me´tro. (Civilite´)
• Facilitez l’acce`s aux personnes a` mobilite´ re´duite, femmes enceintes, personnes
aˆge´es et personnes accompagne´es de jeunes enfants ; donnez-leur un traitement
pre´fe´rentiel (laissez les places assises, etc.) (Civilite´)
• Ne vous placez pas devant les portes du me´tro jusqu’a` que votre station de
destination soit proche.
• Ne courrez pas sur les quais.
• Ne geˆnez pas la fermeture ni l’ouverture des portes (incluˆt forcer les portes).
Les contraintes liste´es sont lie´es aux re`gles et recommandations du service me´tro,
ainsi qu’a` la civilite´.
Pour quantifier la performance du joueur a` chaque partie, nous allons mesurer : les
nombre de fois ou` le joueur re´ussit a` prendre le me´tro, le temps utilise´ pour monter dans
les voitures du me´tro, la quantite´ des recommandations et re`gles respecte´es et l’e´tat
e´motionnel final des personnages non joueurs a` chaque ite´ration d’une partie.
2.3.3 Se´lection d’une usine a` jeux : Unity3D
Lors de la conception d’un jeu se´rieux ou d’un jeu vide´o, nous pouvons nous servir des
outils the´oriques (comme le mode`le DICE) et des outils techniques (appele´s dans les cas
des jeux : usines a` jeux). Nous avons de´ja` un concept de jeu, nous devons ensuite trouver
les outils nous permettant de cre´er des prototypes et de tester notre concept. Dans son
travail de the`se, [Dja11] a re´alise une classification des 363 usines a` jeux permettant
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la cre´ation d’un genre de jeu en particulier (aventure, combat, strate´gie) ainsi que la
cre´ation de tout type de jeux vide´o.
Pour choisir notre outils, nous avons repris cette classification et nous avons choisi
les outils permettant de cre´er tout type de jeux vide´o, particulie`rement ceux capables
de produire un re´sultat graphique en 3D. L’application de ce filtre nous a donne´ 46
usines. Parmi celles-ci, nous avons choisi celles qui peuvent eˆtre acquises de manie`re
gratuite, avec un bon support technique et une communaute´ tre`s active, ainsi que
capables d’exe´cuter le code produit par un langage de programmation commun ou avec
un langage de script proprie´taire puissant. Avec ces nouveaux crite`res, les usines a` jeux
re´sultantes sont liste´es dans la Table 2.2.
Outils O.S Langage Licence Anne´e


















DX Studio 3.0 Windows Langage commun Free 2008
Original3D :
Game Creator
Windows Langage commun Free 2007
Ray Game Desi-
gner 2





Script proprie´taire Open source 2006





Script proprie´taire Open source 2009

















Table 2.2 – Usines a` jeux re´sultants
Parmi ces 13 usines a` jeux nous avons de´cide´ de choisir Unity3D, car il supporte un
langage de programmation C# avec lequel nous avons de´ja` travaille´. La communaute´
des concepteur et cre´ateur de jeu est assez large, cela nous facilitera le processus
d’apprentissage de l’outil. Des plus, l’e´quipe Vortex compte plusieurs membres qui
travaillent actuellement sur cet outil et par conse´quent nous aurons a` notre disposition
leurs expe´riences et connaissances sur Unity3D. Finalement, nous trouvons qu’en prenant
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en compte nos contraintes du temps, Unity3D est a` la fois assez simple pour nous
permettre de de´velopper de fac¸on tre`s rapide et facile notre jeu, et assez puissant pour
supporter l’imple´mentation des me´thodes de simulation comportementale choisi. Les
Figure 2.5 et 2.6 montrent l’environnement virtuel 3D que nous avons construit en
utilisant cet outil.
Figure 2.5 – Mode`le 3D avec le me´tro arreˆte´
Figure 2.6 – Mode`le 3D du quai me´tro
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2.4 Imple´mentation des arbres de comportements et
inte´gration avec notre jeu
A ce stade, nous avons choisi une me´thode, un outil et un contexte d’application. Dans
la section suivante nous de´crirons en de´tail la fac¸on dont les arbres de comportement
ont e´te´ imple´mente´s sur Unity3D, ainsi que le me´canisme utilise´ pour la cre´ation de nos
agents autonomes adaptatif sce´narise´s. Finalement, nous expliquerons l’architecture de
nos agents et son inte´gration avec les arbres de comportements. Cependant, avant de
rentrer dans tous ces de´tails, nous e´noncerons quelques spe´cificite´s propres a` Unity3D
qui ont e´te´ tre`s importantes pour le de´veloppement de notre jeu et desquelles nous allons
nous servir justifier notre de´marche.
2.4.1 Quelques clarifications sur Unity3D
Le bloc de construction de base de tout jeu de´veloppe´ a` travers Unity3D est un Game
Object ; chaque objet dans notre jeu (un personnage non joueur, le me´tro, la came´ra
principale, etc.) est un Game Object. Ce qui fait la diffe´rence entre un GameObject
et un autre sont les Components (composants) qui l’inte`grent, c’est a` dire, selon
le type d’objet que nous voulons cre´er nous aurons une combinaison des composants
diffe´rents. Unity3D nous offre des composants pre´de´finis comme les transformations
qui de´finissent la position, l’e´chelle, etc. de notre objet ; ou colliders et rigidbodies
qui permettent a` notre object d’eˆtre affecte´ par la physique, etc.
Si nous souhaitons que nos objets se comportent d’une fac¸on particulie`re, nous devons
ajouter un composant de type Script. Un script est un morceau du code imple´mente´ en
utilisant les langages supporte´s par Unity3D (C# , JavaScript ou Boo) qui sera traite´
et exe´cute´ par Unity3D comme tout autre composant. Par de´finition, un script dont
nous souhaitons qu’il soit exe´cute´ par le moteur du jeu (Unity3D) doit he´riter de la
classe MonoBehavior de´finie par Unity3D. Cette classe mettra a` notre disposition des
me´thodes qui seront appele´es a` chaque frame (Update, FixedUpdate et LateUpdate), des
me´thodes qui seront appele´es une seule fois pendant que l’objet est charge´ en memoire
(Awake, Start) et des e´ve´nements qui vont nous informer sur un quelconque changement
dans l’environnement comme par exemple une collision [Tec12].
Par conse´quent, dans les cas ou` nous souhaitons qu’un objet re´alise certaines action
lorsqu’une certaine condition est vraie (comme de´terminer si la distance entre notre
personnage et le joueur est infe´rieure a` un seuil de´fini afin de de´clencher une action),
les contraintes d’exe´cution nous obligent a` tester cette condition dans une des me´thodes
d’actualisation et comme ces me´thodes sont appele´es a` chaque frame (environ entre 30-
40 fois par seconde) notre code re´alise du travail inutile et nous gaspillons des ressources
de calculs. Ce phe´nome`ne est aggrave´ lorsque nous souhaitons exe´cuter un processus
ou une action dense qui se de´roule pendant de multiple frames, car nous sommes donc
oblige´ de le faire en un seul moment, meˆme a` des instants ou` il n’est pas ne´cessaire de
le faire.
La solution naturelle a` ce proble`me est de diviser le travail de notre processus en petits
morceaux qui seront exe´cute´s dans des frames diffe´rents et ou` chaque morceau correspond
a` une action en particulie`re. Cependant, l’exe´cution et coordination de chaque morceau
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re´sultant, dans le cas de processus de nature longue et diverse, est tre`s complexe et
fastidieuse. Pour re´soudre ce proble`me Unity3D nous offres les Coroutines [Fin11].
2.4.2 Notion de coroutine
Intuitivement, une coroutine est un type d’application qui nous permet d’arreˆter son
exe´cution a` un endroit donne´ et de la reprendre au meˆme endroit lorsque nous en avons
besoin ou lorsque certaines conditions sont vrai. Dans le cas d’Unity3D, une coroutine
nous permet de re´partir l’exe´cution de l’ensemble de lignes de code qui forment un
processus sur plusieurs frames.
Figure 2.7 – Pseudo-code d’une coroutine
Nous allons utiliser la Figure 2.7 pour mieux expliquer le concept de coroutine.
Supposons que la coroutineA() illustre´e dans la Figure 2.7 est appele´e par la me´thode
Update() a` chaque frame. Par de´finition, l’exe´cution se passera ainsi :
1. Lors du premier appel, les lignes de code du Morceau 1 seront exe´cute´es,
cependant graˆce au point d’arreˆt l’exe´cution de la coroutineA() sera arreˆte´e et
le controˆle retournera a` la fonction Update().
2. Comme la fonction Update() est exe´cute´e en entier a` chaque frame, elle fera appel
encore une fois a` la coroutineA() ; cependant selon sa de´finition de coroutine, elle
reprendra son exe´cution juste apre`s le premier point d’arreˆt, en d’autre termes,
elle exe´cutera les lignes de code du Morceau 2 et stoppera son exe´cution encore
une fois graˆce au deuxie`me point d’arreˆt.
3. Ce fonctionnement continuera jusqu’a` atteindre la fin de la coroutine. Lorsque les
appels depuis la fonction Update() atteindront la fin de la coroutineA(), celle
dernie`re recommencera son exe´cution de la meˆme fac¸on.
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Ce principe est imple´mente´ en utilisant les fonctions IEnumerator et le mot cle´
yield. Nous pouvons trouver un exemple dans la Figure 2.8.
Figure 2.8 – Coroutine e´crite en Csharp
La fonction IEnumerator travaille comme un pointeur sur une se´quence et met
a` notre disposition deux membres importants : Current et MoveNext(). Le premier
est une proprie´te´ qui nous donnera toujours l’e´le´ment sur lequel se trouve actuellement
le pointeur ; le deuxie`me est une fonction qui nous donnera l’e´le´ment suivant dans la
se´quence. La fonction IEnumerator est une interface, cela implique que normalement
si nous voulons l’utiliser nous devons de´finir une classe qui l’imple´mente ; heureusement
en utilisant les blocs ite´rateurs et en respectant certaines re`gles ce sera le compilateur
qui ge´ne´rera notre imple´mentation [Fin11].
Un bloc ite´rateur est une fonction qui retourne une variable de type IEnumerator
et utilise le mot cle´ yield. Le mot cle´ yield nous permet de de´clarer ce que nous voulons
eˆtre le prochain e´le´ment de la se´quence ou de signifier qu’il n’y a plus d’e´le´ments a`
parcourir. Lorsque le code rencontre un yield return X, l’exe´cution de la fonction
MoveNext() sera stoppe´e, la fonction retournera true et Current prendra la valeur
X. Cela implique que lorsque nous appelons la fonction MoveNext(), le bloc ite´rateur
va se de´placer vers le point ou` est de´clare´ le prochain yield et nous aurons l’exe´cution
en morceaux par frame que nous avons de´crite dans les paragraphes pre´ce´dents [Fin11].
Afin d’optimiser le fonctionnement de notre arbre de comportements et de l’inte´grer
de la meilleur fac¸on possible avec l’architecture et les comportement propres a` Unity3D
nous avons de´cide´ d’utiliser la notion de coroutine pour son imple´mentation.
2.4.3 Notre imple´mentation des arbres de comportements
La Figure 2.9 montre l’architecture de classes que nous avons utilise´ pour imple´menter
nos arbres de comportement. Tout d’abord nous avons de´fini une e´nume´ration appele´e
BehaviorResult qui contient les trois re´sultats possible lorsque notre syste`me exe´cute
une taˆche ou un comportement.
Par la suite, nous avons de´fini une interface appele´e IBehavior qui contient comme
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Figure 2.9 – Diagramme de classe d’arbres de comportement
membre une unique fonction de type IEnumerable, car au lieu d’acce´der a` une seul
ite´ration comme le fait IEnumerator cette interface nous donne un acce`s direct et
complet au bloc d’ite´rateurs. Comme vous pouvez regarder dans la Figure 2.9, l’interface
IBehavior et son unique me´thode Run() sont la base de notre imple´mentation. Dans
cette me´thode Run() doit eˆtre de´crit tout le comportement d’une taˆche (soit une action,
condition ou composite) ainsi que le comportement d’un de´corateur. Par exemple, si nous
avons un taˆche calculateDistanceBetweenPoints c’est dans la me´thode Run() que
nous de´finirons la logique de calcul ; pour notre exemple nous calculerons la distance
euclidienne entre deux points. Il est important de remarquer que ce que retourne cette
me´thode nous indiquera si l’exe´cution est un succe`s ou un e´chec, ou si elle continue
encore.
Nous avons de´fini aussi deux classes de base Task et Decorator. Celles-ci
imple´mentent la me´thode Run() et serviront comme classes me`res pour des taˆches,
des comportements et des de´corateurs. De plus, la classe Behavior est utilise´e comme
mode`le ge´ne´rique de nos nœuds ed se´quence, se´lection et paralle`le ; pour cela elle inclut
comme parame`tre la liste de taˆches regroupe´es en chaque nœud. Finalement, nous faisons
remarquer que l’unique diffe´rence entre nos classes Selection, Sequence et Parallel
re´side dans la fac¸on dont elle parcourent leurs fils.
Pour illustration, nous pre´senterons l’imple´mentation de la me´thode Run que nous
trouverons dans une classe Sequence.
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o v e r r i d e pub l i c IEnumerable<BehaviorResult> Run( )
{
f o r each ( Action c h i l d in c h i l d r e n )
{
f o r each ( BehaviorResult r e s u l t in c h i l d . Run ( ) )
{
switch ( r e s u l t )
{
case BehaviorResult . Success :
Debug . Log (” c h i l d executed s u c c e s s f u l l y ” ) ;
goto NextChild ;
case BehaviorResult . Fa i l u r e :
y i e l d re turn BehaviorResult . Fa i l u r e ;
y i e l d break ;
case BehaviorResult . Running :






y i e l d re turn BehaviorResult . Success ;
y i e l d break ;
}
2.4.4 Me´canisme de cre´ation des agents autonomes
Dans Unity3D, un Prefab, ou pre´fabrique´ en franc¸ais, est une collection de
GameObjects ou de composants qui peuvent eˆtre re´utilise´s dans notre environnement
virtuel. Nous nous servons de cette fonctionnalite´, lors de la cre´ation de nos personnages
non joueurs. Pour cela, nous avons de´fini une nouvelle classe Director, he´ritie`re de
de la classe MonoBehavior cre´e´e par Unity3D, qui est en charge de re´cupe´rer les
spe´cifications -au sujet de la cre´ation des personnages non joueur- fournies par le cre´ateur
du jeu et de les inclure dans l’environnement virtuel. Ces spe´cifications sont transmises
sous la forme d’un fichier XML, la Figure 2.10 est un exemple du contenu de ce fichier.
Pour chaque personnage non joueur (PNJ) le cre´ateur doit pre´ciser : un nom ; trois
valeur dans une e´chelle de 0 a` 10 pour repre´senter trois e´motions du personnage :
son niveau de haˆte, un niveau de tole´rance aux incivilite´s et un niveau de sociabilite´ ;
une position, une rotation et une liste de comportements pour construire son arbre
de comportements. Pour cre´er chaque comportement le cre´ateur doit de´finir un nom
qui e´quivaut aux comportements ou actions de´ja` pre´programme´es, une dure´e pour
l’exe´cution du comportement, une destination dans le cas des comportements qui
impliquent un de´placement et un type si nous souhaitons que l’arbre contienne un nœud
de se´lection qui regroupe les comportements du meˆme type.
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Figure 2.10 – Exemple fichier XML
Si nous regardons la premie`re entre´e du type Character dans la Figure 2.10, la
cre´ation du personnage se fera de la fac¸on suivante :
1. La classe Directeur re´alisera une instance d’un pre´fabrique´ qui contient les
composants de base pour notre personnage. Nous donnerons plus de de´tail sur
l’architecture du personnage dans la sous-section suivante.
2. Le pre´fabrique´ aura comme attributs initiaux les valeurs de´finies dans les champs
name, hurried, tolerance et sociable ; en effet, nous aurons un personnage nomme´
Alex qui aura comme e´motions un niveau de haˆte e´gal a` 2, un niveau de tole´rance
de 5 et un niveau de sociabilite´ e´gal a` 6.
3. Ensuite, notre classe Directeur cre´era l’arbre de comportement qui aura comme
racine un nœud de se´quence forme´ par un nœud paralle`le appele´ WalkTo, un
nœud de se´lection appele´ Wait qui comprend deux nœud de se´quence Talk et
Read et un autre nœud paralle`le WalkTo. L’arbre finira avec un nœud de se´quence
appele´ TakeMetro. Il est important de remarquer que les nœuds que nous venons
de de´finir contiennent d’autres comportements et taˆches et nous avons seulement
donne´ un aperc¸u de l’arbre que nous conside´rons suffisant pour comprendre le
processus de´crit. La Figure 2.11 montre l’arbre re´sultant.
2.4.5 Architecture finale des PNJ
Comme nous l’avons de´ja` e´nonce´ la cre´ation d’un objet en Unity3D, quelque soit sa
finalite´ (un personnage, une voiture, etc.), se fait par composition. Dans la suite nous
pre´senterons les diffe´rents composants qui inte`grent nos personnages non joueurs et la
fac¸on dont ils interagissent avec nos arbres de comportements.
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Figure 2.11 – Exemple d’arbre de comportement cre´e par notre syste`me
Afin que notre personnage soit capable d’exe´cuter les comportements de´crits par
le cre´ateur en restant toujours autonomes, adaptatif et re´active, nous avons conc¸u
l’architecture pre´sente´e dans la Figure 2.12.
Figure 2.12 – Architecture d’un personnage non joueur
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Dans cette architecture nous pouvons distinguer deux blocs principaux : a.) un bloc
compose´ par un mode`le 3D a` travers lequel notre personnage est incarne´ illustre´ dans
la Figure 2.13 ; un navigateur qui lui permet de de´finir et planifier un chemin optimal
et libre d’obstacles statiques lorsque son arbre de comportement lui demande de se
de´placer vers une destination de´termine´e ; et un character controller, illustre´ dans la
Figure 2.14, qui sert comme interface entre notre arbre et Unity3D. Des taˆches telles que :
exe´cuter une animation, changer de position, tester une collision, entre autres se font a`
travers les me´thodes de ce composant. Ce composant rec¸oit aussi toutes les notifications
d’interaction avec l’environnement et avec le joueur, donc il est la base de la re´activite´
et de l’adaptabilite´ de notre personnage. Avec ce bloc nous re´solvons les proble`mes lie´s
a` la recherche et a` la planification du chemin ainsi que ceux lie´es au controˆle et pilotage
du mouvement de´crits dans l’e´tat de l’art.
Figure 2.13 – Mode`le 3D du personnage Figure 2.14 – Personnage avec un
character controller
Et b.) un bloc compose´ par une classe appele´e Controller, he´ritie`re de la la classe
Monobehavior qui fait le lien entre Unity3D et notre arbre de comportement. Graˆce
a` cette classe nous pouvons faire appel a` notre arbre de comportement quand nous en
avons besoin ou quand un certain changement est survenu. Cette classe sert aussi comme
lien entre notre arbre et les autres composants de´finis dans le premier bloc. Par exemple,
si nous reprenons l’arbre de la Figure 2.11, lorsque le comportement WalkTo commence
a` eˆtre exe´cute´, cette classe fera le lien entre le navigateur qui nous donnera le chemin,
le character controller qui de´placera le mode`le 3D tout au long du chemin rec¸u et
qui exe´cutera une animation de marche et l’arbre de comportement qui dicte dans quel
ordre et de quelle fac¸on doivent s’exe´cuter ses taˆches. C’est aussi cette classe qui lancera
le comportement Wait si le comportement WalkTo est fini avec succe`s.
Comme dernie`re remarque, nous avons de´cide´ d’inclure dans cette classe les trois
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e´motions de haˆte, tole´rance et sociabilite´ comme un moyen de montrer la versatilite´ de
nos arbres. Par exemple, en prenant en compte l’arbre de la Figure 2.11 et en particulier
le nœud de se´lection Wait c’est le niveau de sociabilite´ qui conditionnera le choix de
notre personnage entre le comportement de Read et Talk. Ainsi, le niveau de haˆte
de´terminera aussi la fac¸on dont notre personnage se de´placera, car un personnage presse´
marchera plus rapidement et fera moins attention aux autres. Cette fonctionnalite´ nous
permet de de´finir des personnages avec des arbres de comportements identiques mais
avec des comportements finaux diffe´rents.
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Dans ce document nous avons propose´ l’utilisation d’arbres de comportement comme
solution a` la proble´matique de simulation comportementale et de se´lection d’actions
chez les personnages non joueurs qui peuplent un monde virtuel. Nous avons de´cider de
choisir cette me´thode, parce qu’elle est de´ja` utilise´e dans l’industrie du jeu vide´o pour
son efficacite´ et sa facilite´ d’utilisation ; elle re´sout des proble`mes pose´s par d’autres
approches comme les automates a` e´tat finis, les arbres de comportements, etc. ; elle
n’a jamais e´te´ utilise´ pour les jeux se´rieux et parce que les re´sultats scientifiques
publie´s ces trois dernie`res anne´es montrent la versatilite´ et l’extensibilite´ de cette
approche. Pour l’instant nos personnages sont e´quipe´s de comportements re´actifs simples
forme´s en regroupant, selon le sce´nario de´fini, des taˆches que nous avons pre´alablement
programme´es ; cependant comme il a e´te´ montre´ dans les travaux mene´s par [PNOB11] et
[LBC10], nous pouvons facilement e´tendre les arbres de comportement afin de produire
des enchaˆınements d’actions et de comportements de´libe´re´s.
La me´thode que nous proposons pour construire des personnages a` partir d’un fichier
XML demande le travail conjoint du programmeur et du concepteur, car le concepteur ne
pourra pas cre´er un comportement si les taˆches de bases ne sont pas encore code´es ; pour
de´passer cette limitation nous proposons comme travail futur la construction d’une base
de donne´es commune qui contiendra des taˆches ge´ne´riques ou facilement parame´trables
qui pourront eˆtre utilise´es et partage´es par plusieurs projets de l’e´quipe Vortex.
Par ailleurs, maˆıtriser Unity3D nous a pris plus de temps que ce que nous avions
pre´vu et par conse´quent nous n’avons pas pu tester, aupre`s d’utilisateurs, la cre´dibilite´
et le re´alisme de nos agents ainsi que leurs contributions au sentiment de flow
et de compre´hension du contenu se´rieux. Pour e´valuer les arbres de comportement,
nous proposons de distribuer le jeu a` travers les sites web des diffe´rentes entreprises
gestionnaires du service me´tro en France et de mesurer en utilisant des questionnaires
courts quelles sont les impressions, les opinions et les recommandations des utilisateurs.
Finalement comme dernie`re ame´lioration, nous proposons de de´velopper un outil
graphique qui permettra la construction d’arbres de comportement a` partir d’interactions
comme : drag-and-drop, e´dition via des menus, se´lection de parame`tres. Cet outil
facilitera encore plus le travail des concepteurs novices en programmation.
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