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ABSTRACT 
Multi-photon fluorescence microscopy has become a primary tool for high-resolution 
deep tissue imaging because of its sensitivity to ballistic excitation photons in comparison 
to scattered excitation photons. The imaging depth of multi-photon microscopes in tissue 
imaging is limited primarily by background fluorescence that is generated by scattered 
light due to the random fluctuations in refractive index inside the media, and by reduced 
intensity in the ballistic focal volume due to aberrations within the tissue and at its 
interface. We built two multi-photon adaptive optics (AO) correction systems, one for 
combating scattering and aberration problems, and another for compensating interface 
aberrations.  
For scattering correction a MEMS segmented deformable mirror (SDM) was inserted 
at a plane conjugate to the objective back-pupil plane. The SDM can pre-compensate for 
light scattering by coherent combination of the scattered light to make an apparent focus 
even at a depths where negligible ballistic light remains (i.e. ballistic limit). This problem 
was approached by investigating the spatial and temporal focusing characteristics of a 
broad-band light source through strongly scattering media. A new model was developed 
for coherent focus enhancement through or inside the strongly media based on the initial 
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speckle contrast. A layer of fluorescent beads under a mouse skull was imaged using an 
iterative coherent beam control method in the prototype two-photon microscope to 
demonstrate the technique. We also adapted an AO correction system to an existing in 
three-photon microscope in a collaborator lab at Cornell University.  
In the second AO correction approach a continuous deformable mirror (CDM) is 
placed at a plane conjugate to the plane of an interface aberration. We demonstrated that 
this “Conjugate AO” technique yields a large field-of-view (FOV) advantage in 
comparison to Pupil AO. Further, we showed that the extended FOV in conjugate AO is 
maintained over a relatively large axial misalignment of the conjugate planes of the CDM 
and the aberrating interface. This dissertation advances the field of microscopy by 
providing new models and techniques for imaging deeply within strongly scattering 
tissue, and by describing new adaptive optics approaches to extending imaging FOV due 
to sample aberrations.  
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Chapter 1 INTRODUCTION 
 
1.1 Dissertation overview 
1.1.1 Objectives and motivation 
Optical microscopes are indispensable in human health and medical research. Optical 
microscopes are used for medical diagnosis and functional analysis of human cells and 
tissues. In tissue, optical scattering induces an exponential decay of ballistic (unscattered) 
light with increasing imaging depth. This generally limits imaging to depth of less than a 
hundred microns below the surface (V. Ntziachristos 2010, Webb 1999). The main 
source of ballistic light loss inside human tissue is random scattering of photons by 
inhomogeneity of tissue structures and cell organelles. Various linear (i.e. confocal 
microscopy (V. Ntziachristos 2010, Webb 1999)) and non-linear (i.e. 2-photon 
fluorescence microscopy (Denk, et al. 1990, Helmchen and Denk 2005)) imaging 
techniques has been employed to improve imaging quality in the presence of scatter by 
preferentially detecting ballistic light that reaches the focal plane. Imaging beyond the 
ballistic regime is a promising new technique with potential for bio-imaging at 
unprecedented depth in tissue, especially for neuroscience (V. Ntziachristos 2010, 
Helmchen and Denk 2005, Mertz, 2010, Wilt, et al. 2009).  
In-vivo functional analysis of the mouse brain is important for understanding the 
human brain and brain related disorders. Brain tissue is composed of highly scattering 
neurons. The mean scattering length in a mouse brain is about 150 m (V. Ntziachristos 
2010, Wilt, et al. 2009) (50 um to 100 n in fixed brain tissue and 200 um in-vivo 
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(Helmchen and Denk 2005)). The depth limit of fluorescent imaging comes at 5 
scattering lengths when the scattered light overpowers the ballistic light are of equal 
strength at the imaging detector (Theer and Denk 2006). The maximum depth that can be 
imaged from 2-photon microscope is about 750 m in a mouse brain (Helmchen and 
Denk 2005, Horton, et al. 2013). If the imaging depth could be increased by factor of two, 
the complete cortical column of a mouse brain could be imaged, enabling an important 
neuroscience goal. In this dissertation, a primary motivation is to evaluate the feasibility 
of the coherent adaptive control techniques in multiphoton microscopy to increase 
imaging depth. We called such a coherently controlled system a Superpenetration Multi-
Photon Microscope (SMPM).  
Until recently, scattered light was considered to be always detrimental to imaging. In 
2007, Vellekoop and Mosk showed that light can be focused through a scattering medium 
by coherent combination of scattered light using a spatial light modulator (SLM) 
(Vellekoop and Mosk, 2007). This pioneering work in microscopy opened the possibility 
of imaging deep into the brain, although with many challenges.  
In this dissertation, imaging depth enhancement in SMPM is investigated by three 
different approaches: 1) high order scattering compensation in a two-photon microscope, 
2) low order spatially distributed aberration correction at conjugate plane in a two-photon 
microscope, and 3) low order aberration correction in a three-photon microscope.  
In the first approach, the idea of higher order scattering correction is to make a 
diffraction limited focus by coherent combination of scattered light (instead of ballistic 
light). Imaging depth can be made significantly deeper using this approach as compared 
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to the regular ballistic light focusing technique. The field of view (FOV) of this technique 
is smaller and is limited by the speckle correlation window, or so-called memory effect 
(Feng, et al. 1988, Freund, Rosenbluh and Feng 1988, Akkermans and G.Montambaux 
2007).    
In a second approach, we explored a new configuration for adaptive optics based on 
the principle that a substantial fraction of the aberration in a microscope is generated 
from the spatial distribution of refractive index inhomogeneity at the sample/media 
interface or inside the sample. In a laser scanning microscope, such as two-photon 
microscope, the laser beam scans over the sample, so the aberration changes as a function 
of scan position. In this approach, the idea of improving the imaging depth of two-photon 
microscope is to place a deformable mirror (DM) at a plane conjugate to the sample 
aberration plane where the beam scans across the deformable mirror. This component has 
the ability to correct scan dependent aberration by scanning the laser beam over the 
deformable mirror. This approach improved the signal to noise ratio and field of view of 
an adaptive optics corrected image. 
In third approach, the advantage of higher order nonlinear microscopy was explored. 
Recent efforts to extend imaging depth in mouse brain using three-photon microscopy 
took advantage of the fact the longer wavelength (1700 nm vs 880 nm) of excitation light 
used in three-photon fluorescence imaging are less scattered by brain tissue, allowing 
deeper penetration (Horton, et al. 2013, Xu and F. W. Wise, 2013). An additional 
advantage is the nonlinearity, which substantially increases the ratio of signal to 
background in three-photon microscopy as compared to two-photon microscopy. A 
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disadvantage of three-photon microscopy as compared to two-photon microscopy is the 
relative weakness of the signal and the strong susceptibility of the signal to degradation 
due system or sample aberrations. This disadvantage is mitigated through the use of 
adaptive to compensate aberration and to improve signal strength. Because the signal is a 
nonlinear function of focal volume, this approach will be shown to have substantial 
impact on performance.  
 
1.1.2 Organization of dissertation 
This dissertation on coherent beam control through scattering media in multi-photon 
microscopy is organized into five chapters. This first chapter gives the overview and 
background of dissertation. Investigation of coherent polychromatic light focusing and of 
three different approaches adaptive optics techniques are described in separate chapters.  
In rest of the Chapter 1 we introduce the principle of adaptive optics, MEMS 
deformable mirrors, the basic principle of light propagation in scattering media, and a 
theory of coherent light controlled using spatial light modulator (SLM) for focusing 
through the scattering media. At the end of this chapter we introduce the basic principles 
of two-photon microscopy. 
In Chapter 2 we described the detail experimental procedure and analysis of focusing 
polychromatic light through the strongly scattering media. Basically, two models are 
derived from experimental data. The first model relates the speckle contrast with source 
bandwidth and scattering strength of samples. This model allows measurement of the 
scattering strength of a sample by simple measurement of speckle contrast. The second 
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model relates the speckle contrast with maximum focus enhancement of polychromatic 
light (as oppose to monochromatic light) by coherent beam control. Since multiphoton 
microscopy rely on polychromatic light for excitation. Development of this model has an 
important step in understanding scattered light behavior in SMPM. 
In Chapter 3 we describe the investigation of imaging depth enhancement in 
scattering tissue by coherent beam control in multiphoton microscope. This chapter 
describes the design, installation, testing and operation of the superpenetration 
multiphoton microscope (SMPM) in detail. Two-photon fluorescent images were taken 
either through the scattering media or inside the scattering media and compared with 
images taken with standard two-photon microscope. The scattering media are ground 
glass, mouse skull, mouse brain and polystyrene beads in polymer matrix material. 
In Chapter 4 we reported conjugate adaptive optics (Conjugate AO) technique for 
two-photon microscopy in which the deformable mirror used for aberration compensation 
is positioned in a plane conjugate to the plane of the aberration. We demonstrated in a 
proof-of-principle experiment that this technique yields a large field of view advantage in 
comparison to standard pupil-conjugate adaptive optics. Further, we showed that the 
extended field of view in conjugate AO is maintained over a relatively large axial 
translation of the deformable mirror with respect to the conjugate plane. The detail of 
microscope component design and modification of existing SMPM microscope is also 
described in this chapter.  
In Chapter 5 we focus on the three-photon microscope and adaptive optics. The basic 
principle of long wavelength generation by soliton self-frequency shift, microscope setup 
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and beam controlled methods are described. A proof-of-principle result of AO correction 
in three-photon microscope is reported and discussed. 
Finally, in Chapter 6 we summarize results of all techniques we used, discuss the 
limitations and prospects of investigated methods for implementation into the commercial 
microscopes, and provide ideas for future work in this field. 
 
1.2 Adaptive optics  
1.2.1 Aberration compensation in adaptive optics 
Optical microscopes generally designed to ensure that the optics in normal operation is 
adequate to achieve diffraction limited resolution, provided that there are no sample 
aberrations or sample induced scatter. In this dissertation, the main focus of work is to 
consider how to improve microscope performance when such aberration or diffusive 
samples adversely affect image quality. We specifically consider specimens of 
inhomogeneous media having spatially and temporally varying refractive indices. Hence, 
light focusing into the specimen suffers from wavefront distortion, commonly known as 
aberration, which degrades resolution of the image (Tyson 2011, Booth, Adaptive optics 
in microscopy 2007, Booth, 2014). Aberration introduced by the sample itself is a main 
limiting factor in imaging resolution for many biological specimens. The system requires 
an active modification of optical wavefront (adaptive optics) for compensation.  
Adaptive optics (AO) technique was originally developed for the use in 
astronomical telescopes (Tyson 2011, Bifano 2011). AO system detects the aberration 
introduced by atmospheric turbulence using a wavefront sensor and corrects the 
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wavefront error by deformable mirror (DM) (Tyson 2011). Adaptive optics can be used 
in an optical microscope in order to correct specimen induced aberrations, although with 
new challenges that required innovative approaches (Booth, Adaptive optics in 
microscopy 2007, Booth, 2014).    
    A typical AO correction system, such as used in an astronomical telescope, consists 
of a wave front sensor, a deformable mirror and a controller (Tyson 2011).   Figure 1.1 
illustrates the conventional AO correction system in astronomical telescope for aberration 
compensation of atmospheric turbulence. A plane wave from point-like source, such as a 
distant star, gets aberrated by atmospheric turbulence.  
 
Figure 1.1. Conventional AO correction system. Wavefront of incident 
light from a distance point source is distorted by atmospheric turbulence. 
Compensation shape is imposed on the DM. Part of the compensated light 
is sensed by a wavefront sensor (WFS) which provides feedback usually 
in close loop.  
The incident aberrated wave reflects off of the DM. Part of that reflected light is sampled 
by a wavefront sensor. The calculated wavefront error is subtracted from the DM shape 
Controller 
WFS 
Plane wave from 
point like source 
(e.g. star) 
Aberrating 
atmosphere DM 
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using a close loop controller. This procedure is repeated until the measured wavefront at 
wavefront sensor is flat. This is a direct sensing method (Booth, 2014). The DM is 
constantly adapted to the measured wavefront error. The other common approach of 
wavefront compensation, most relevant to microscope, is indirect wavefront sensing, 
which is also called sensorless AO (Booth, 2014). In microscopy, it is often challenging 
to measure the wavefront induced by specimen. So, the necessary aberration 
compensation is achieved using an iterative algorithm that optimizes some aspect of the 
image (e.g. contrast or sharpness). Figure 1.2 illustrates the sensorless AO system.   
 
 
 
 
 
 
Figure 1.2. Sensorless AO system. The deformable mirror is perturbed 
while some changing characteristics of image is measured and used as 
feedback in an iterative optimization process. 
Investigations reported in this thesis are all performed using the sensorless, closed-
loop AO correction technique using appropriate feedback metrics and optimization 
algorithms.      
Controller 
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or camera 
DM 
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1.1.1 MEMS deformable Mirrors 
A key element of the AO system is the deformable mirror (DM), therefore, a short 
introduction to DM technology is provided here. The most important characteristics of 
the DM, with respect to its usefulness in AO, are its temporal bandwidth for actuation, its 
spatial resolution, and its surface normal range of actuation. In this dissertation two types 
of DMs will be discussed.   
Table 1.1. DM Specifications 
Characteristic Segmented DM Continuous DM 
Segments  1020 1020 
Actuator pitch  400 m 
Stroke (max)  m 
Bandwidth  0-20 KHz 0-20 KHz 
Coating gold gold 
 
These mirrors are electrostatically actuated, and feature 1020 actuators located in 
32x32 square grid (corner actuators are inactive). The actuators support a continuous 
mirror or mirror segments. The mirror specification is provided in Table 1.1. Figure 1.3 
shows an image of a 1020 active segment kilo-DM from BMC.     
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Figure 1.3. Photograph of the MEMS deformable mirror used in this 
dissertation, a 3232 actuators Kilo-DM from Boston Micromachines 
Corporation (BMC).  
  The MEMS deformable mirror was fabricated by surface micromachining 
technology (Bifano 2011). It consists of a thin (~3µm) mirror layer attached to an array of 
electrostatically grounded cantilever actuators through an array of attachment posts. 
There is an addressable electrode beneath each actuator. An electric potential applied to 
that electrode pulls the actuator down by electrostatic force. A schematic of the MEMS 
deformable mirror is shown in Figure 1.4.  
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Figure 1.4. Cross-sectional view of a segmented MEMS deformable 
mirror. Metal coated thin film mirror segments are attached to compliant 
cantilever actuators by silicon posts. An electrode underneath each 
actuator generates local deflection through the independent applied 
electrostatic potential (Bifano 2011) 
The kilo-DM from BMC has 32×32 active mirror segments, in which the four corner 
segments are inactive. Each mirror segment is 300µm × 300µm wide. The linear stroke of 
mirror is 1.5 µm which allow wavefront control up to 3 µm. The mirror is controlled by a 
DM driver which has an array of 1020 16-bit high voltage digital to analog converters 
(DAC).  
 
1.3 Coherent beam control of light through the scattering media 
1.3.1 Light propagation and scattering in random media 
Light scatters inside a medium (through which it propagates) due to the inhomogeneity of 
refractive index of medium (Akkermans and Montambaux 2007, Hulst 1981, Ishimaru 
1999). For a medium comprised of random scatters, the intensity of light propagating 
along the direction of incident decreases exponentially and at any depth d inside the 
Mirror segment 
Post 
Electrode 
Actuator 
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medium the intensity of ballistic (unscattered) light of incident intensity Io is given by 
Beer-Lambert relation (Lenke and Maret 2000): 
 sl
d
oeII

 . (1.1) 
In equation (1.1), ls is the scattering mean free path length. ls can be defined as the 
average distance between two consecutive scattering events inside the media. Depending 
on the type of scattering material, light scatters many times before losing its incident 
directionality. The distance travelled by the light before losing it directionality is called 
transport mean free path length ls
* 
(Ishimaru 1999, Lenke and Maret 2000) which is 
related to the scattering mean free path by a scattering anisotropy factor g given by 
equation (1.2) (Lenke and Maret 2000).    
 
g
l
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*  , (1.2) 
Anisotropy of scattering particles depends on both the size of the scattering particles and 
the refractive index difference between the scattering particles and the medium. The 
anisotropy factor g can be expressed in terms of the differential scattering cross-section 
σ(θ) of particles: 
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In equation (1.3), σs is scattering cross-section of a particle. The scattering coefficient s, 
which is equivalent to the inverse of scattering mean free path ls, is the product of the 
number density of particles ρN and the scattering cross-section σs of the particle:  
 
sN
s
s
l
 
1
. (1.5) 
For scattering particles that are more than an order of magnitude smaller than wavelength 
the incident light, the scattering coefficient can be approximated by a dipole. This is 
commonly known as Rayleigh scattering (Hulst 1981, Bohren and Huffman 1983). In this 
approximation, the anisotropy factor is almost zero. For particles larger than Rayleigh 
approximation, the scattering coefficient can be calculated using Mie theory (Bohren and 
Huffman 1983).   
In a multiple scattering regime, that is, when the thickness of scattering medium d is 
larger than transport mean free path ls
*
, the propagation of light in a medium is diffusive, 
and light transport through the media can be described by the scalar diffusion equation 
(1.6) (Ishimaru 1999, Lenke and Maret 2000):  
 ),(),(),( 2 trtrDtr
t
 


, (1.6) 
where ϕ(r,t) is the fluence rate, watt per square meter per joule, and r is distance from 
light source. Equation (1.7) is the solution of diffusion equation (1.6) for the isotropic 
source located at r=0 and t=0.  
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where 3*slD   is the diffusion constant and   is the effective velocity of light inside 
the medium. The solution for continuous wave illumination is obtained by integrating 
equation (1.7) over time. 
 
1.3.2 Focusing of light through the scattering media 
When coherent light from a laser source is transmitted through or reflected from a 
scattering medium an interference pattern, also called a speckle pattern, is formed by the 
outgoing light (Goodman, 2011). This speckle pattern can’t be described by the 
simplified diffusion model of photon scattering but it can be described by a random walk 
of wavelets with amplitude and phase, as in Feynman random walk model (Goodman, 
2011, Feynman 2011). When coherent light propagates through a scattering medium a 
planar wavefront splits into many wavelets by random scattering. These wavelets are 
transmitted through the medium following independent random paths. The amplitude and 
phase of transmitted waves at any point on far field are result of random superposition of 
wavelets of all possible light paths from the scattering medium (Goodman, 2011). Figure 
1.5 shows a typical far field speckle pattern of coherent light transmitted through a 
scattering medium.  
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Figure 1.5. Typical far-field speckle of monochromatic light transmitted 
through a strongly scattering media (i.e. thickness greater than transport 
mean free path).  
Each outgoing wavelet has a random phase and amplitude and can be represented by a 
vector, commonly known as phasor, in a phase diagram. The phase and amplitude of each 
phasor are independent of each other, the phase k is uniformly distributed on primary 
interval [-,], and the amplitude ak follows a Gaussian distribution function (Goodman, 
2011, Goodman, 2000). The speckle intensity at any point in a speckle pattern can be 
described by a random walk of phasors in a complex plane, as illustrated in Figure 1.6.  
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Figure 1.6. Random walk of an electric field phasors (ak) in a complex 
plane. The bold arrow represents the total electric field in the complex 
plane.  
It can be shown that the speckle pattern follows the exponential probability distribution 
function (Goodman, 2011): 
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)( . (1.9) 
The average size of speckle is determined by an autocorrelation of speckle pattern, which 
is directly proportional to the wavelength of the incident light and the free propagation 
distance, and inversely proportional to the exit area of the illumination in the scattering 
sample.   
The formation of a speckle pattern is due the random path taken by the scattered light 
inside the scattering media in a process called channel mixing. Light propagates inside 
the sample through different scattering channels and ends up with random phase and 
amplitude. This process is complex but also deterministic and reversible if the scattering 
medium is fixed in space. Therefore, it is possible to enhance the intensity of single 
speckle by coherent combination of scattering channels by controlling their phase 
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(Vellekoop and Mosk, 2007, Vellekoop, 2008). Figure 1.7 illustrates the enhancement of 
a speckle by modifying the phase of each phasors to generate constructive interference.   
 
 
Figure 1.7. Phasor representation of an enhanced electric field. Phase of 
each phasors is modified to maximize the amplitude of total electric field. 
 A DM can modify the spatial phase of input light, and this can be used at any 
position in the beam path to control phase interference at any other point in the beam path 
(and especially after beam transmission through a scattering medium). The number of 
controlled channels is equal to the number of controlled segments on DM. In case when 
the DM is segmented, such a device is perhaps better described as a spatial light 
modulator, or SLM. The enhancement of light intensity can be model in terms of the 
complex electromagnetic field transmission matrix (Vellekoop and Mosk, 2007, 
Vellekoop, 2008, Popoff, et al. 2011). Let a system be defined to have N controlled input 
channels (DM segments) and M output detection channels (camera pixels). Let tmn be the 
complex transmission coefficient of the input field of amplitude An from controlled 
channels n to the detection channels m in a polarization mode. Each controlled input 
18 
 
 
 
channel may have multiple transmission channels. So here, the transmission coefficient 
tmn itself is a coherent combination of all transmission channels mapping from one 
controlled channel n to one detection channel m. Then the electric field Em in the given 
polarization mode at the detection channel m is given by equation (1.10) (Vellekoop and 
Mosk, 2007, Goodman, 2000, Vellekoop and A. P. Mosk, 2008).  
 ni
N
n
nmnm eAtE
 , (1.10) 
where n is the phase introduced by the n
th
 segment of SLM. If all the input controlled 
channels have the same intensity then, 
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to normalize total intensity. The intensity of light at the m
th
 output channel is given by: 
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When the SLM phase shift )(tan 1 mnn t
 , then, the intensity of light will be maximized. 
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The intensity of light before phase modulation, oI , is given by:  
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In a random scattering medium, mnt are independent and follow a circular Gaussian 
distribution. The average intensity of incoherent terms is  
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Expanding equation (1.14) (Vellekoop and Mosk, 2007, Popoff, et al. 2011, Vellekoop 
and A. P. Mosk, 2008), 
 
.
0
1
11
11
2
2
,
*2
,
*2
mn
N
n
mn
N
nkn
mkmn
N
n
mn
N
n
N
nkn
mkmnmno
t
t
N
tt
N
t
N
tt
N
t
N
I






 


 (1.15) 
The average intensity of coherent terms is given by equation: 
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Similarly, expansion of equation (1.16) is shown in equation: 
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The theoretical maximum enhancement is given by the ratio of equation (1.17) to 
equation (1.15). The random variable Gaussian distribution satisfies the relation
4//
22
mnmn tt  (Popoff, et al. 2011). Therefore, the maximum enhancement E is 
given by equation (1.18). 
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This equation is valid for enhancement of monochromatic light. The maximum intensity 
of speckle enhancement is lower in broadband laser propagation, a point that is analyzed 
more in detail in Chapter 2.     
 
1.4 Multi-photon fluorescence Microscopy  
The Multi-photon fluorescence microscopy is an optical sectioning method based on the 
non-linearity of the two-photon emission process (Denk, et al. 1990, Helmchen and Denk 
2005). In traditional optical sectioning technique, including confocal microscopy (Webb 
1999), contrast is generated from single photon detection, in which the detection signal 
depends linearly on the intensity of the excitation source. In a non-linear technique, 
contrast is generated from higher-order photon interaction, which has much smaller 
excitation volume, hence better sectioning capability.  
In 1990, W. Denk and his colleague developed the first two-photon microscope, at a 
time when femto-second lasers became commercially available (Denk, et al. 1990, 
Helmchen and Denk 2005). The high power femto-second laser is a key enabler for the 
non-linear technique. In multi-photon microscopy, fluorophores are excited by the near 
simultaneous (~ 0.5fs) absorption of two or more low energy photons and emit a single 
high energy photon. Figure 1.8 shows atomic energy level diagram of the two-photon 
absorption process.   
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Figure 1.8. Illustration of two-photon absorption process. Two 
simultaneous low energy photons excite an electron from ground stat to an 
excited state. The excited electron drops to ground state with a single high 
energy photon emission. Dotted-lines represent thermal dissipation 
processes.  
In traditional optical sectioning techniques (e.g. confocal microscopy) image quality 
is increased by restricting the collection volume. In multi-photon techniques, contrast is 
increased by reducing the excitation volume. Figure 1.9 illustrates spatial confinement of 
linear and non-linear fluorescent signal generation.  
 
 
Figure 1.9. Spatial confinement of fluorescent-photon emitted from linear 
excitation process (left) and non-linear excitation process (right). 
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In single photon microscopy, 3D sectioning is obtained by filtering out of focus signal by 
placing a pinhole in conjugate image plane. Due to non-linearity of multi-photon 
absorption the background signal is suppressed, so that the 3D sectioning depth much 
longer (Mertz, 2010, Sheppard and Gu 1990, Cox and Sheppard 2004). Figure 1.10 
shows the basic components of single photon and two-photon fluorescent microscopes. 
 
 
Figure 1.10. An optical schematic of a typical scanning fluorescence 
microscope.  
All non-linear microscopy techniques require pulsed-laser femtosecond sources in 
order to reach a sufficient excitation rate. The power at the focal spot is controlled by 
narrowing the pulse width of laser source. Typically, multi-photon laser sources have 
pulse widths from 40fs to 150fs. The advantages of this non-linear approach in 
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microscopy are:  a) The emission wavelength is well separated from excitation 
wavelength which increases the signal to background ratio. b) The excitation wavelength 
is normally ranging from 700nm to 1000nm, which is less scattered by tissue than visible 
light, so the light scattering mean free path is longer. Imaging depths achievable with 
two-photon microscopes is about 5 to 6 times of the scattering mean free path. c) Because 
of the non-linearity of multi-photon absorption process, the probe volume is confined to a 
smaller region. The effective detection point spread function of two-photon microscope is 
the square of the illumination point spread function of a single photon microscope 
yielding a narrow cross section (Mertz, 2010, Sheppard and Gu 1990, Cox and Sheppard 
2004). d) The excitation volume is confined by the non-linearity process, so there is no 
need for a detection pinhole.        
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Chapter 2   COHERENT BEAM CONTROL OF POLYCHROMATIC LIGHT 
 
2.1 Introduction 
The pulse width of a typical femto-second laser for two-photon microscopy is around 40 
fs to 150 fs (Helmchen and Denk 2005). Because of this small temporal pulse width, 
these sources have finite spectral bandwidth. The temporal pulse width Δt and spectral 
bandwidth Δ are Fourier transform pairs, given by an inverse relation  ∆ ≅ 1 ∆𝑡⁄  
( ∆ ≅ 1.44 ∆𝑡⁄  for the Gaussian spreading). When broadband light is scattered by 
random scattering media, different spectral bands within the laser’s spectral bandwidth 
lose their phase correlation due to the path length fluctuations. This phase de-correlation 
reduces the speckle contrast and coherent focus enhancement as described in last chapter. 
In this chapter, we investigate the coherent optimization of a scattered polychromatic 
light through a random media. Most of the content in this chapter is published in our 
paper (Paudel, et al. 2013).  
Previous studies on focusing of light through strongly scattering media mostly use 
monochromatic light source (Vellekoop and Mosk, 2007, Vellekoop, 2008, Popoff, et al. 
2011, Stockbridge, et al. 2012). It is shown in section 1.3.2 that a spatially coherent 
monochromatic light source transmitted through a scattering medium produce a random 
speckle pattern of unit contrast at far field. The focus intensity enhancement by 
optimization of the intensity of a single speckle is roughly equal to the number of SLM 
segments N.   
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If focus optimization is applied to M different spots the intensity of focus is increased 
over the average background intensity by a factor of about N/M. This is known as the 
enhancement (Popoff, et al. 2011). This division of intensity by the number of focus spot 
is due the fact that the SLM phase maps for full optimization are uncorrelated with each 
other. The same argument applies in the case when the illumination light source has M 
independent modes, illumination modes which are not correlated.   
Recently, there has been an increasing interest on speckle focusing characteristics of 
polychromatic light sources (Aulbach, et al. 2011, Katz, Small and Bromberg, et al. 2011, 
McCabe, et al. 2011, Small, et al. 2012). When polychromatic light is passed through 
scattering media, it produces a speckle-like pattern in far field. The contrast of this 
speckle-like pattern is less than that produced from the monochromatic source. The low 
contrast of speckle-like pattern can be understood as the superposition of uncorrelated 
speckle patterns produced from the different colors (wavelengths) of polychromatic light 
source (Goodman, 2011). The spectral width of independent spectral frequency 
component, which we called the sample bandwidth s is the inverse of the temporal 
fluctuation width (Thouless time) 𝜏𝑑 of transmitted scattered light intensity (Genack and 
Drake 1990, Thouless 1977, Hong, Sreenivasiah and Ishimaru 1977, Pnini and Shapiro 
1989, Boer, Albada and Lagendijk 1992), roughly given by D/L
2
, where D is the 
diffusion constant of light in the sample and L is the sample thickness. This concept is 
illustrated in Figure 2.1. The broader the path length fluctuation, the narrower the sample 
bandwidth, and the lower the speckle contrast. 
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Figure 2.1. Schematic illustration of intensity of light transmission through 
a slab of scattering media, where 𝝉𝒅is temporal fluctuation and ?̅?𝒅is the 
average time delay of light transmission through the slab.  
A polychromatic light source of bandwidth l has a finite temporal coherence length 
lc. If the scattering sample is thick enough so that path length fluctuations are greater than 
the source’s temporal coherence length, then the speckles produced by two frequencies 
separated by l are uncorrelated. If we look at the spectrum of a single speckle we will 
see the spectrum profile the speckle, which we called spectral speckle. Figure 2.2 
illustrates the composition of spectrum intensity in a single spatial speckle. The 
autocorrelation of spectral speckle gives the bandwidth of independent frequency 
component or sample bandwidth s.  
Scattering   
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Figure 2.2. Schematic illustration of spectral speckles. A spatial speckle is 
filtered through a pinhole. Intensity fluctuation of spectral components is 
spectral speckle.  
The number of uncorrelated frequency components in a polychromatic speckle like 
pattern depends on both the spectral bandwidths of source and the sample. It can be 
shown that the contrast of a speckle pattern produced from M independent frequency 
components (frequency modes) is reduced by a factor of 1/√𝑀 (Goodman, 2011). 
The uncorrelated frequency components in a spatial speckle of polychromatic source 
can’t be independently optimized. As each frequency component has its own spatial 
speckle pattern, when we choose to optimize a speckle from polychromatic source we are 
choosing to optimize all the independent speckle patterns spatially overlapped with each 
other. For M uncorrelated frequency components, the intensity enhancement is roughly 
equal to N/M (Small, et al. 2012, Lemoult, Fink and Lerosey 2012). Unexpectedly, we 
have found that this relation remains true only if the value of M takes into account the 
effective broadening of sample bandwidth in optimized speckle. Section 2.3 and section 
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2.4 in this chapter describes evidence for this broadening phenomenon and discuss some 
of its implications.    
 
2.2 Experimental method 
Experiments consisted of an optical setup in which a beam of polychromatic light having 
a variable spectral bandwidth was transmitted through the strongly scattering samples 
having different thicknesses. The spatial phase of the illumination beam was controlled 
by a MEMS spatial light modulator (SLM). Experiments consisted of a spectrally 
insensitive detector (camera) and a spectral sensitive detector (spectrometer) for feedback 
used in focus optimization in the far field. The detail of experiments is provided in 
Section 2.3 for camera based feedback optimization and in Section 2.4 for spectrometer 
based feedback optimization. 
A schematic of our optical setup is illustrated in Figure 2.3. A 5mW continuous-wave 
single mode fiber-coupled superluminescent diode (SLD) (Superlum SLD-33-HP) is used 
as a broadband light source. The bandwidth of SLD is 14.4THz (29.8 nm) with central 
frequency 379 THz (790 nm). The beam from SLD fiber is collimated by lens L1 (f = 
25mm). The collimated beam is transmitted through a polarizing beam splitter (PBS) and 
a quarter wave plate (QWP).  A setup consisting of a diffraction grating (1200 lines/mm), 
lens L2 (f = 200 mm) and a variable-width slit in a standard double-pass configuration 
(Weiner 2000) is used for controlled selection of the spectral bandwidth of the 
illumination beam. The illumination beam is expanded using a pair of lenses L3 (f = 25 
mm) and L4 (f = 100 mm) in order to fill the aperture of a high-speed MEMS SLM 
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(Boston Micromachines Corporation Kilo-SLM). The expanded illumination beams 
covers about 900 segments (pixels) of SLM, each with surface area 0.09 mm
2
. The beam 
is resized using two lenses L5 (f = 62 mm) and L6 (f = -25 mm) and focus into the 
scattering sample using a 10× 0.3NA microscope objective. The scattered light 
transmitted through the sample is collected by a 20× 0.4NA microscope objective with 
tube lens L7 (f = 125 mm). A linear polarizer and an iris is used produce a linearly 
polarized speckle image of controlled speckle size at the CMOS camera sensor (Eye 
USB 2LE). This experiment was performed with four calibrated scattering samples 
having sample thicknesses L equal to 5.2l*, 2.1l*, 1.1l* and 0.8l*, where l* is the 
transport mean free path of samples calculated from our prior known of bead 
concentrations (Prahl n.d.). The samples having thickness 5.2l* and 2.1l* were made 
from a suspension of 1m diameter polystyrene beads  and other two samples having 
thickness 1.1l* and 0.8l* were made from a suspension of 6.5 m diameter borosilicate 
beads. In all four samples beads were embedded in a silicone matrix (Dow Sylgard 184).   
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Figure 2.3 Schematic of the experimental setup. The spectrum (top right 
inset) of a broadband SLD source is adjusted using a grating and variable-
width slit. Detectors were either a camera or a spectrometer (bottom right 
inset). SM = single mode; L1-L7 = lenses; PBS = polarizing beam splitter; 
QWP = quarter-wave plate; P = polarizer. 
The spectral bandwidth of illumination light at various slit openings was measured 
with using a spectrometer (Thorlabs CCS175) in front of SLM (not shown in schematic).  
The spectral bandwidth of measured spectrum is calculated using Equation (2.1).  
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where S0() was the measured spectral intensity profile. The spectral bandwidth 
calculated from formula is less sensitive to the exact shape of the spectral profile than, the 
definition based in full-width-at-half-maximum (FWHM). The another advantage of this 
31 
 
 
 
formula is that the temporal coherent time Δ𝑡𝑙  is the direct Fourier transform pair of 
spectral bandwidth Δν𝑙. The illumination bandwidth is ranged from 11.8 THz (24 nm) at 
the maximum (7 mm) slit width to 2.2 THz (1.8 nm) at the minimum (1 mm) slit width. 
A 4.5 mW diode laser (Thorlabs CSP192) with 0.35 THz (0.7 nm) bandwidth and 386 
THz (778 nm) central frequency was coupled into a single mode fiber using a 5X 0.1NA 
microscope objective for the near monochromatic illumination source (not shown in 
Figure 2.3).   
Initial speckle contrast is measured at variety of combination of illumination source 
bandwidth and sample bandwidth, followed by measurement of speckle focus intensity 
enhancement by implementation of optimization loop at each initial speckle contrast 
measurement. Enhancement of speckle focus intensity is defined by E=Iopt/Iavg, where Iopt 
is the peak focus intensity of enhanced speckle after optimization, and Iavg is the average 
intensity of speckle before optimization (Vellekoop and Mosk, 2007). The size of speckle 
is made comparative larger than pixel size of camera in order to prevent the speckle 
intensity from being averaging. Camera exposure time and a neutral density filter were 
used to prevent the saturation of camera pixel during optimization. The optimization 
algorithm and results are reported in detail in next two subsequent sections.  
 
2.3 Optimization Algorithm  
We used a sequential optimization algorithm that was based on a 1024 terms of 
orthogonal Walsh sequence basis set. Details of this optimization algorithm can be found 
on paper by C. Stockbridge et al (Stockbridge, et al. 2012, Walsh 1923). Each Walsh base 
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has 32×32 (1024) terms that are bi-valued (0 or 1). Each term is associated with a 
corresponding mirror segment in the 32×32 segmented deformable mirror (SDM). 
Segments having 0 in Walsh base do not move, so act together as a reference beam while 
segments having 1 in Walsh base were moved together to determine the best phase for 
the applied Walsh base. Summation of the 1024 basis sets scaled by their corresponding 
coefficients represents a control state for the 1024 segments of the SDM. For simplicity, 
we ignored the fact that the four corner segments of the SDM were not functional. All 
achievable states can be produced using a linear combination of this scaled basis set. To 
implement optimization, the coefficient of each Walsh base was adjusted in sequence to 
maximize the optimization metric (two-photon emission intensity). The coefficient of 
each Walsh basis was calculated using three-step phase shifting interferometry (Schreiber 
and Bruning 1923). If I1, I2 and I3 are the measured intensity metrics at 0,  and /2 phase 
shifts, then the optimal coefficient for this Walsh base is given by tan−1 (
I1−I3
2I2−I1−I3
). The 
process was repeated for all 1024 Walsh bases.   
 
2.4 Camera-based feedback 
The camera-based feedback is used for the focus optimization and contrast calculation. 
The scattering sample is illuminated with variable bandwidth polychromatic source as 
shown in Figure 2.3. The initial spatial speckle contrast is measured for each illumination 
bandwidth before optimization. The contrast is calculated from a region of the camera 
sensor where the statistic of intensity pattern is spatially homogeneous. The speckle 
contrast is defined as 𝐶 = 〈𝜎〉 /〈𝐼〉 , where 〈𝜎〉  and 〈𝐼〉  are the standard deviation and 
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average intensity of speckle respectively (Goodman, 2011). For monochromatic light 
speckle contrast 𝐶  is unity. For polychromatic light, speckle contrast 𝐶  is inversely 
proportional with the square-root of number of independent frequency components 𝑀. 
Therefore, the measured contrast is given by relation  𝐶 = 𝐶𝑜/√𝑀 , where 𝐶𝑜  is the 
speckle contrast of monochromatic light. For fully developed monochromatic source, 𝐶𝑜 
should be equal to 1. The measured speckle contrast 𝐶𝑜  is less than unity due to the 
averaging of caused by finite size of camera pixels and non-zero laser bandwidth. We 
used a gas laser (632.8 nm He-Ne) to determine the experimental value of maximum 
speckle contrast from near monochromatic source. After correction, the contrast of 
polychromatic light is given by    
 𝐶 =
1
√𝑀
.  (2.2) 
We measured the initial contrast 𝐶 as a function of illumination source bandwidth Δ𝜈𝑙 
for four different samples of varying thickness and scattering property. The experimental 
results of measurement are plotted in Figure 2.4.  
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Figure 2.4 Measured contrast (𝑪) as a function of illumination spectral 
bandwidth (𝝂𝒍) for four samples of thicknesses L = 5.2l*, 2.1l*, 1.1l* and 
0.8l*. The plots are fits to the experimental data based the model Eq. (2.3). 
Instead of distinct independent illumination modes, the polychromatic light has 
continuous band of frequencies. A speckle pattern produced by a frequency is 
uncorrelated to the speckle pattern produced by another frequency after certain frequency 
interval. Therefore, the contrast 𝐶  depends on that frequency interval ∆𝜈𝑠 and 
illumination source bandwidth ∆𝜈𝑙 (Goodman, 2011, Thompson, Webb and Weiner 1997, 
Curry, et al. 2011). We developed a simplified model of contrast 𝐶  based on our 
experimental results.  
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This semi-analytical model (also derived from random walk theory in next paragraph) has 
a perfect fit with the experimental data and also satisfies the limiting case of 
monochromatic and white light illumination. For monochromatic illumination ∆𝜈𝑙0, 𝐶 
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1, for white light illumination ∆𝜈𝑙∞, 𝐶 0, and for very thick sample ∆𝜈𝑠0, 𝐶 0 
as expected.  
In the diffusion limit, we can derive this model using the approximation of random 
walk theory. The coherence length lc of the source is defined to be:  
 ,
l
cl



  (2.4) 
where 𝜐 is velocity of light in the medium. Let n be average number of scattering events 
a photon experiences before exiting the sample in the transmission direction. In diffuse 
scattering condition ( L >> 𝑙𝑠
∗ ), the sample thickness L is given by relation,  𝐿 =
√〈n〉/3 𝑙∗  (Feynman 2011). The average distance traveled by the transmitted photons 
inside the sample is 〈n〉𝑙𝑠
∗. The average path length travelled by scattered photons with 
respect directly transmitted photons is  𝑙𝑎𝑣𝑔 = 〈n〉𝑙𝑠
∗ − 𝐿.  If the path length fluctuation 
 𝑙𝑎𝑣𝑔 is greater than coherent length of light  𝑙𝑐 then number independent speckles modes 
will be greater than one. So that the number modes M can be written as  

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*
1
2
, (2.5) 
where ∆νs = 𝜐𝑙𝑠
∗/(3𝐿2 − 𝐿𝑙𝑠
∗) is defined as the independent spectral modes  or sample 
bandwidth. In limit, L >> 𝑙𝑠
∗, ∆νs = 𝜐𝑙𝑠
∗/3𝐿2 = 𝐷/𝐿2, as we expected.  
The equations (2.3)-(2.5) provide the number of independent frequency modes 𝑀 
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from the speckle contrast 𝐶 at a given illumination bandwidth. After knowing the value 
of 𝑀, we evaluated the effect of 𝑀 on the intensity enhancement E that can be achieved 
with focus optimization of polychromatic light. Therefore, the speckle focus 
enhancement at polychromatic light source is given by the relation E = E0/M = E0C
2
, 
where E0 is the maximum enhancement that is possible with monochromatic illumination 
(given by E0 = π/4 N, where N is the number of pixels used in SDM) (Vellekoop and 
Mosk, 2007).  
 
Figure 2.5. Speckle focus intensity enhancement versus initial speckle 
contrast for different combinations of sample bandwidths and illumination 
bandwidths. The dots are measured enhancement data points and the red 
dashed line shows E=E0C
2
 from the measured contrast. 
Enhancement versus initial speckle contrast measurements are in shown in Figure 2.5. 
Unexpectedly, the enhancement data points no longer overlap the expected enhancement 
curve (red dotted line). However, independent of scattering samples and illumination 
bandwidths the enhancement data appear to obey a relation with respect to initial 
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contrast. More interestingly, the enhancements achieved were greater than expected 
values. In order to investigate this discrepancy we used a spectrometer-based feedback 
optimization which is described in next section.   
 
2.5 Spectrometer-based feedback 
To observe the spectral modes of speckle, a single speckle is passed through a 75 m 
pinhole placed at the camera location in Figure 2.3. A 10x 0.25NA microscope objective 
is used to couple the speckle into a (Thorlabs CCS175) spectrometer. The black line in 
Figure 2.6 shows the spectrum of a speckle (spectral speckle) from scattering sample of 
L=1.1l* at illumination source bandwidth 11.8 THz. The spectral profile shows nature of 
spectral speckle. The bandwidth of each spectral grain represent the spectral range over 
which the transmitted light remains monochromatic. The calculated ∆𝜈𝑠from the model in 
Figure 2.5 is 1.6 Thz. The number uncorrelated frequency modes are about 8, which 
appeared to be consistent with spectrum profile a speckle shown in Figure 2.6. The 
autocorrelation of spectral speckle could give the bandwidth of a spectral speckle ∆𝜈𝑠. 
Due to the insufficient of data range the number calculated from autocorrelation would 
not be an accurate representation. Integral of the entire spectrum gives the intensity of the 
speckle that would be measured by camera. Optimization based on total intensity of 
spectrum is thus equivalent to camera based optimization.  
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Figure 2.6. Spectrum of isolated single speckle before optimization (black 
curve), after focus optimization using first a narrowband feedback signal 
(red), and after optimization using full bandwidth feedback signal (blue). 
The feedback signal bandwidths were 0.4 THz and 11.8 THz and resulting 
optimized speckle bandwidths were 2.6 THz and 5.3 THz respectively. 
Sample thickness L = 1.1l*. 
Another advantage of spectrometer based feedback is that it gives an additional 
degree of freedom to choose the spectral width for feedback optimization. Using this 
additional degree of freedom various spectral widths of speckle spectrum are selected for 
optimization feedback. First, we integrated only over a narrow spectral range (0.4 THz), 
smaller than characteristic sample bandwidth ∆𝜈𝑠, at the center of spectrum. Although the 
illumination is polychromatic, near to monochromatic spectral width (0.4 THz) was 
integrated for feedback, which is equivalent to the monochromatic illumination. The red 
line in Figure 2.6 is the spectral profile 𝑆𝑜𝑢𝑡(𝜈)  of optimized focus with significant 
intensity enhancement. The bandwidth of optimized focus is found to be 1.6 times 
broader than characteristic sample bandwidth ∆𝜈𝑠  which is consistent with previous 
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report with monochromatic source where the spectrum Sopt() was found to coincide with 
the correlation of a spectral speckle, which has a larger bandwidth than spectral speckle 
itself (s) (Beijnum, et al. 2011).  
A more unexpected result was found when the spectral width of feedback was full 
spectrum (11.84 THz). The result from full band spectral feedback is shown in Figure 2.6 
(blue curve). The peak intensity of optimization is slightly decreased in addition of 
significant broadening of enhanced spectral width with net increase in focus intensity. 
This indicates that the full bandwidth of optimization that we did in camera based 
optimization enhanced the spectrum to a level broader than expected bandwidth ∆𝜈𝑠. This 
result shows that the optimization process naturally prefers to distribute the intensity 
enhancement to larger frequency basis (i.e. to illumination frequencies that are 
uncorrelated) in order to increase the total intensity of enhancement.  
We added another degree of freedom in optimization feedback metric to purse this 
unexpected behavior further. We generalized the optimization metric used in 
spectrometer-based feedback by integrating over the different bandwidths at various 
nonlinearity parameters, which is mathematically represented by Equation (2.6).  
 𝐽 = ∫ 𝑆𝛼(𝜈)𝑑𝜈
 
𝐵
    (2.6) 
where 𝐽 is the metric we maximized, B is the spectral range over which the spectrum is 
integrated, and  is a new parameter we have introduced on feedback metric. In the 
results we presented so far, we have only considered the linear case  = 1 with various 
bandwidths B. The camera based optimization is equivalent to full spectral integration 
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with  = 1.  Results of optimization with five different value of  at various spectral 
bandwidths are shown in Figure 2.7.   
 
Figure 2.7. (a) Spectral bandwidth of the optimized focus at various 
feedback bandwidth B and nonlinearity parameter. (b) Spectral profile of 
optimized foci for  = 1/2,  = 1 and  = 2. 
Figure 2.7(a) shows that when the exponent used to calculate feedback metric the 
bandwidth of focus is fixed and equal to s when the spectral width of feedback is 
narrow. As the spectral width of feedback increases, the bandwidth of focus increases and 
plateaus at a level which is governed by .  Bandwidth of focus is narrower when 
feedback is based on the integral of the square or cube of intensity, while it is wider when 
feedback is based on the integral of square-root or cube-root of intensity. The reason is 
that sub-linear values of have the effect of flattening the signal over the broader 
spectrum and thus facilitating the distribution of intensity enhancement over a larger 
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spectral range, while the supra-linear values of  have the opposite effect and sharpen the 
feedback spectrum into a narrow range. Three lines in Figure 2.7(b) show the spectrum 
profile of focus when values of  in feedback metrics were 2, 1 and ½ integrated over the 
entire spectral range. The spectral profile of focus gets taller and narrower with increased 
exponent while it becomes shorter and broader with decreased exponent. Total intensity 
of focus in both cases is less than the total intensity with linear feedback. The narrow 
spectral width at feedback is similar to the narrowing the spectral width of the 
feedback (Vellekoop and A. P. Mosk, 2008). The spectral shape of focus at  
feedback is broader, which means that channels with similar path lengths have enhanced 
preference in the feedback, so that bandwidth of focus is broader at a cost of decreased 
total power due to loss of some efficient channels. Above results suggest that the 
frequency range over which the intensity enhanced is not a fixed value at a given initial 
sample bandwidth s, but rather it is determined by the optimization feedback itself, 
which means, upon optimization the sample bandwidth s is modified. If spectral band 
width is modified by factor  then the modified bandwidth will be s.  for narrow 
band feedback and greater than one for broadband feedback. For broadband signal 
feedback at linear exponent ( = 1) we found that s is nearly doubled upon 
optimization (see Figure 2.7(a)).  
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Figure 2.8. Enhancement versus initial speckle contrast. Filled circles are 
enhancements obtained using camera-based feedback with = 1 and full 
B (same as Figure 2.4). Filled diamonds are enhancements obtained under 
the same experimental condition using spectrometer-based feedback with 
= 1 and small B (less than s).  
To test the effect sample bandwidth broadening on focus enhancement, we return our 
model represented by Equation (2.3). A broadening of s leads to a modification of the 
effective number of independent frequency components contained in speckle of 
polychromatic speckle pattern. Therefore, from Equation (2.5) the effective number of 
modes is 
 𝑀𝑒𝑓𝑓 = 1 +
Δ𝜈𝑙
ξΔ𝜈𝑠
=
1
𝜉
(𝐶−2 − 1) + 1   (2.7) 
where 𝐶   is the initial speckle contrast. For monochromatic source 𝐶  =1, hence 𝑀𝑒𝑓𝑓 
remains equal to unity. For polychromatic source, the focus enhancement is now 
modified by relation E = E0/Meff. Figure 2.8 shows the plot of enhancement versus 
speckle contrast 𝐶 with broadening factor ξ=2 alongside the experimental data. To verify 
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this model we further optimized plot the optimization with narrow band (B = 0.4 THz) 
feedback. In this case, we purposefully made the bandwidth broadening factor ξ=1. The 
new data points plotted in Figure 2.8 (red rectangular dots) well fits with model (red 
curve).  
In summary, speckle contrast of a broadband light has a simple relation with sample 
bandwidth (which is in turn related to thickness and transport mean free path of sample) 
and source bandwidth. For any samples thickness and source bandwidth the focus 
enhancement has exclusive relation with initial speckle contrast. The focus enhancement 
is larger than expected due the broadening of sample bandwidth at optimized focus. 
These results are relevant to the deep tissue imaging beyond the ballistic limit using 
polychromatic speckles in two-photon microcopy which is the content of Chapter 3.  
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Chapter 3 SUPERPENETRATION MULTI-PHOTON MICROSCOPE 
 
3.1 Introduction 
The discovery of multi-photon microscopy two decades ago (Denk, et al. 1990) had a 
significant impact on biomedical imaging. Because of its inherent and nonlinear contrast, 
multi-photon microscopy has become indispensable in application requiring subsurface 
imaging deep in scattering tissue. It is the most powerful and widely used tool for 
subsurface high resolution molecular and functional imaging (Stosiek, et al. 2003, 
Mittmann, et al. 2011, Reddy, et al. 11, Iyer, Hoogland and Saggau 2006, Nishimura and 
Nagasaki 2013).  
Multi-photon microscopy requires a high power laser, typically at near-infrared 
wavelengths (700nm to 1000nm) for excitation. The longer wavelength improves the 
imaging depth in tissue (since longer wavelengths are less affected by scatterer). 
However, random scattering of light eventually limits the imaging depth to about five 
times of scattering length (Booth, 2007, Booth, 2014). Adaptive optics techniques have 
previously been used for lower order aberration correction in two-photon microscopes 
(Booth, 2007, Booth, 2014, Neil, et al. 2000, Booth, Neil, et al. 2002, Sherman, et al. 
2002, Albert, et al. 2000). In those studies, AO correction employed an SLM for system 
aberration correction of the microscope and lower order aberration from the sample, but 
does not significantly the increase depth of two-photon imaging because ballistic light in 
multi-photon microscope decays exponentially while AO improvement is only modest 
(Webb 1999, Helmchen and Denk 2005, Cox and Sheppard 2004).  
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A pioneering work of Vellekoop and Mosk in 2007 showed that light can be focused 
through scattering media by coherent combination using a spatial light modulator (SLM) 
(Vellekoop and Mosk, 2007). This work motivated additional research in scattering 
media and optical imaging such as focusing through a dynamic scattering media 
(Stockbridge, et al. 2012), super resolution imaging using scattering lens (Putten, et al. 
2011, Vellekoop, Lagendijk and Mosk, 2010, Katz, Heidmann, et al. 2014), looking 
around corners using scattered light (Katz, Small and Silberberg, 2012), and imaging 
through the scattering media (Katz, Heidmann, et al. 2014, Bertolotti, et al. 2012). In 
2008, Vellokoop et al showed that with aid of a fluorescent bead as a probe, the scattered 
light could be focused inside a scattering medium (Vellekoop, Putten, et al. 2008). This 
work inspired the concept that non-linear two-photon processes could provide a guide-
star for focus intensity enhancement inside the scattering media (Tang, Germain and Cui 
2012), a main theme of this dissertation. We began our studies of scattering correction in 
multi-photon microscopy by investigating the focus enhancement in polychromatic light 
source. We developed a model relating focus enhancement to scattering strength and 
source bandwidth as described in Chapter 2.  
In this chapter we report subsequent investigations of an investigation of scattering 
correction in a prototype two-photon microscope. We describe details of the microscope 
design, its beam control methods and experimental results of two-photon imaging beyond 
the ballistic regime. We described technique to image fluorescent beads through strongly 
scattering media: ground glass, mouse skull, and thin sections of rock. We also 
demonstrate imaging of GFP-expressing neurons in a fixed mouse brain.  
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3.2 Microscope setup  
The SMPM microscope was built in the Precision Engineering Laboratory at the Boston 
University Photonic Center. Figure 3.1 shows the optical layout of microscope with basic 
components.  
 
Figure 3.1. Schematic of the Superpenetration Multi-photon Microscope 
(SMPM). 
The microscope has a tunable Ti-Sapphire laser (Chameleon, Coherent Inc.). It is 3 watt 
laser with 140 fs pulse width at 80 MHz repetition rate. The laser is operated at 880 nm 
wavelength for two-photon excitation. For controlling excitation power the laser beam is 
passed through a motor-controlled polarizer (Thorlabs PRM1Z8E, AHWP05M-980) and 
polarization beam splitter (GT5-B). Two pairs of doublet achromatic lenses f =145 mm 
and f=245 mm are used to conjugate two scanning galvanometers (Thorlabs GVS011) 
with the SDM (BMC kilo-SDM). The SDM is imaged onto the back pupil of an objective 
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(Nikon N16XLWD-PF) by scanning lenses which are built in a scanning lenses tube as 
shown in the schematic. Figure 3.2 shows a detail of the scanning lens tube.  
 
Figure 3.2. Zemax model of the scanning lens tube. L1=LA1779-B, 
L2=AC508-250-B, L3=Newport, L4=AC508-250-B, L5=LA1725-B, 
L6=KPC064, L7=AC508-500-B and L8= AC508-500-B. The designed 
entrance pupil diameter is 9.6 mm and exit pupil diameter is 19.04 mm. 
Fluorescence signals are collected by the same objective. A dichroic mirror (Semrock 
FF665-Dio2) reflects the two-photon fluorescence towards the detection path. The 
detection path has a fluorescence collection lens, an excitation filter (Thorlabs Brightline 
680/SP), and an emission filter (Thorlabs MF525-39). The fluorescence is detected by a 
photomultiplier tube (Hamamatsu H7422) and amplified by a preamplifier (Thorlabs 
TIA60). The amplified signal is then digitized using a 14 bit digitizer PCB board (Alazar 
Technologies ATS460). The digitizer is operated in an external trigger mode for fast and 
synchronized data transfer. The trigger signal is provided either from a synchronization 
signal of the kilo-DM driver at each data update event for fluorescent signal optimization 
or at a computer generated signal using a digital to analog conversion (DAC) card (NI 
PCIe 6232) for imaging. The sampling rate of this digitizer is 100 MS/s. The sampling 
period varies from 0.5 milliseconds to 2 milliseconds in optimization or 0.833 
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milliseconds to 2.5 milliseconds for each line scan in imaging. Galvo mirrors are driven 
using the DAC card (NI PCIe 6232) for image scanning. Image frames are grabbed at 2 
fps for 250250 pixels resolution images and at 15 fps for 5050 pixels resolution images. 
High resolution images are used for imaging purpose while low resolution images are 
used for image based optimization processes. Optimization algorithm is described in 
detail in section 3.3. The position of the sample in the x-y plane is controlled by a 
computer control XY-stage (Thorlabs MLS303-1). The scan range of this XY-stage is 
110 mm × 75 mm with 100nm incremental resolution and less than 3µm on axis 
repeatability. Coarse z-position of sample is controlled by a linear translation stage 
(Thorlabs LNR50DD). Fine z-position is controlled by a piezo stage (Thorlabs MLS203-
1). The maximum travel range of the piezo state is 500 µm with 250 nm incremental 
steps within 25 nm accuracy. Figure 3.3 shows a picture of the SMPM microscope. 
 
Figure 3.3. Picture of the SMPM microscope. SDM is located in the top 
left corner of picture. The objective is located on right hand side.  
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3.3 Control, optimization and testing  
All the devices are controlled using Matlab software. The motorized polarizer, XY-stage 
and piezo-stage are controlled using an ActiveX control tools of Thorlabs APT control 
software. The ActiveX control window has the access for both manual control as well as 
run time control by Matlab code.  Figure 3.4 shows an ActiveX control window of 
Thorlabs APT control software. The Alazar digitizer and BMC kilo-DM driver are 
controlled by calling C library functions in Matlab.   
 
 
Figure 3.4. ActiveX control window of Thorlabs APT control software. 
The point spread function (PSF) of our microscope was tested by scanning 100 nm 
fluorescent beads (Fluoresbrite from Polyscience Inc.). Figure 3.5 (a) shows the scan 
image of a 100 nm fluorescent bead imbedded in Silicone (Sylgard 184 from Dow 
Corning) and Figure 5.5(b) shows the linewidth plot of the same bead. The calculated 
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linewidth of bead is 0.67µm. Therefore, the resolution power or two-photon PSF width of 
microscope determined to be 0.67µm.  
 
 
Figure 3.5. (a) Two-photon scan image of a 100 nm fluorescent bead. (b) 
Linewidth (cross-sectional) plot of the same bead. The calculated spatial 
resolution of bead is 0.67µm. The design resolution of microscope is  
The optimization algorithm for two-photon signal enhancement was described in 
Section 2.2. The only modification to the algorithm in this case is the feedback metric. 
The modified feedback metric is the total two-photon fluorescence signal detected by the 
PMT. The algorithm developed in Chapter 2 feedback the interferometric intensity at a 
point in the far field as a function of phase coefficient for each Walsh basis function. The 
fluorescence signal (as a feedback metric) in two-photon microscopy is a quadratic 
function of excitation intensity. In order to check if the algorithm is still valid without 
modification for non-linear metric function we performed a simple experiment. We 
prepared a 2 mM aqueous solution of fluorescein bath to be used as a sample. A single 
Walsh basis function was chosen for phase shifting. During optimization, for each basis 
function, half of the SLM segments are fixed while other half are phase shifted. The fixed 
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segments provided the reference light. Instead of measuring the fluorescence signal at 
three phase steps, this time, the fluorescence signal was measured over one hundred 
discrete phase steps uniformly spacing from 0 to 2π phase displacement. Figure 3.6 
shows the result of this experiment.  
 
Figure 3.6. Fluorescence signal (PMT voltage) versus phase shift on half 
of SMD segments. Phase are in wave (1 wave equals to 2 radians). 
The non-linear nature of signal is apparent based on the flatness at the bottom of this 
curve, which corresponds to a cos
2
 phase dependence. For wavefront correction testing, a 
1 mm thick glass slide was placed on top of the same sample in order to introduce 
spherical aberration. The two-photon signal was maximized using the optimization 
algorithm to see if the SDM could fix the aberration introduced by the glass slide. Figure 
3.7 (a) shows the phase adjustment at the SDM after optimization. Figure 3.7 (b) shows 
that the fluorescence signal is enhanced by 1.6 times by the optimization and the 
aberration at the SDM is a spherical aberration of maximum amplitude 0.6λ.   
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Figure 3.7. (a) Wavefront adjustment on SDM for the correction of 
aberration introduced by a 1mm thick glass slide on top of fluorescein 
solution. (b) Fluorescence signal enhance by 1.6 times due to 
optimization. 
 
3.4 Imaging fluorescent beds through the strongly scattering media 
In this section we present the result of two-photon fluorescent imaging beyond the 
ballistic regime. Fluorescent beads of 1µm in diameter were imaged through the 
scattering samples such as ground-glass, mouse skull, mouse brain tissue and a thin rock 
section. Figure 3.8 shows the schematics of our scattering sample and fluorescent beads. 
Excitation light that is scattered by the sample forms a pattern of random speckles on the 
object. The size of the speckles is given by the relation ~ 𝜆𝐿 𝐷⁄ , where L is the distance 
between the scattering medium and the object (beads), and D is the diameter of 
illumination at the exit of the scattering object as shown in Figure 3.8 (Goodman, 2011).  
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Figure 3.8. Schematic of scattering sample and fluorescent beads used for 
imaging fluorescent beads through the scattering media. 
 
The fluorescence sample was a single layer of 1 µm diameter fluorescent beads 
(Fluoresbrite from Polyscience Inc.) under a glass coverslip. A drop of diluted bead-water 
solution was placed on a clean glass slides and let it dry in room temperature for 3 to 6 
hours. After that the sample was washed with gentle DI water current for 30 minutes and 
dried using dry nitrogen gas.  
3.4.1 Imaging fluorescent beads through ground glass 
Figure 3.9 shows a two-photon fluorescence image of a mono-layer of 1m diameter 
fluorescent beads (Fluoresbrite, from Polysciences). A thin scattering medium (Ground-
surface of a microscope slide, Karter Scientific 206B2) was placed on top of the 
fluorescent beads, which were first covered by a 150 m thick microscope coverslip (a 
L D 
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schematic of the sample layout is sketched in Figure 3.2). Figure 3.9(a) is a regular two-
photon fluorescence image of fluorescent beads without the scattering layer.  
 
Figure 3.9. Two-photon fluorescence image of 1 m diameter fluorescent 
beads on glass surface. (a) two-photon fluorescence image without ground 
glass, (b) two-photon image with ground glass, (c) SMPM image (with 
scattering correction) with ground glass, (d) phase on SDM for correction. 
Figure 3.9(b) is a two-photon fluorescent image of fluorescent beads with the ground 
glass scatterer on top. The fluorescent bead image is completely blurred due to the 
random scattering of light. Figure 3.9(c) is an SMPM image of the same fluorescent 
beads after correction. This result shows the scattering correction ability of our SMPM 
microscope.  
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The field of view of this image is about 15 µm, a span that is determined by a 
phenomenon known as memory effect window (Feng, et al. 1988, Freund, Rosenbluh and 
Feng 1988). The resolution of this image is determined by the size of a speckle focus 
which is the size of a single speckle. The calculated size of a speckle for 880nm light 
through the ground glass is about 0.8 micron. Figure 3.9(d) is the phase applied on the 
SDM for correction. The phase of the SDM shows the higher order wavefront correction 
on incident light in order to make a focus from scattered light. 
3.4.2 Imaging fluorescent beads through the mouse skull 
Mouse skull is a strongly scattering bio-tissue. Regular two-photon microscopes cannot 
image through the skull, so for imaging the neurologist must either open the mouse skull 
or thin it down to a few tens of microns.  Here we show that the fluorescent beads can be 
imaged through the skull without thinning. A piece of 280 µm thick mouse skull was 
placed on the top of a mono-layer of fluorescent beads covered by a 150 µm microscope 
coverslip. Figure 3.10 shows a two-photon fluorescence image of 1 µm fluorescence 
beads through the mouse skull. Figure 3.10(a) shows the two-photon fluorescence image 
of fluorescent beads without mouse skull. Figure 3.10(b) is a regular two-photon 
fluorescence image of fluorescent beads imaging through the mouse skull.  
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Figure 3.10. Two-photon image of 1 µm fluorescence beads through the 
mouse skull. (a) Image of fluorescent beads without mouse skull, (b) 
image of fluorescent beads through the mouse skull, (c) SMPM image of 
the same beads through the mouse skull after correction, (d) phase applied 
on SDM for correction, (e) Intensity enhancement versus time plot. 
(Speckle size = 0.7 m).  
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In Figure 3.10(b) the fluorescent beads are blurred due to the random scattering of light 
by the skull. Figure 3.10(c) is the SMPM image of the same fluorescent beads after 
correction.  The field of view of these images is about 10 µm. Figure 3.10(d) shows the 
phase applied on SDM for correction. The SDM phase map shows the characteristics of 
higher order wavefront correction. Figure 3.10(e) shows the intensity enhancement versus 
time plot. The correction time correspond to the time it takes to iterate through several 
cycles of the Walsh basis function optimization algorithm. It also depends on how long 
the signal must be averaged to provide an adequate measurement for feedback. This in 
turn, depends on the relative intensity of two-photon signal. The correction time in a 
fluorescein bath without a scattering medium was as short as 3 seconds while correction 
through the mouse skull was 2 minutes for three cycles of correction. This time 
difference is mostly due to the longer integration time needed to process the weak signal. 
Total two-photon intensity enhancement is shown to be 20 times in Figure 3.10(e), which 
appeared to be small compared to the number of degrees of freedom available in the 
SDM and to the theoretical maximum enhancement as described in the previous chapter. 
The analysis of fluorescence intensity enhancement in two-photon microscopy is 
described in section 2.4.4.  
The field of view of an image can be extended by stitching multiple images together. 
If images are taken at sufficiently small steps, a large field of view image can be obtained 
from image processing. In Figure 3.11 six images were taken and stitched together to get 
a field of view of 35µm×35µm. Figure 3.11(a) is a two-photon image of fluorescent 
beads without a mouse skull in place.  Figure 3.11(b) shows the fluorescence image of 
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beads through the mouse skull. Individual beads are not visible but a bright blurred glow 
is seen over the beads area. Figure 3.11(c) is a stitched image from six optimized sub-
images. The optimization process enhanced the signal by focusing light in one of the 
beads covered by the speckles field which may not necessary be the one at the center of 
speckles field, so the optimized focus might be shifted from the normal focus. This effect 
shifts the optimized image compare to the image taken before optimization which we can 
see in Figures 11(c)-(b). 
 
 
Figure 3.11. Stitched image from six images for the field of view of 
35µm×35µm. (a) Two-photon image of fluorescent beads without mouse 
skull, (b) fluorescence image of beads through the mouse skull, (c) 
stitched image using six images. 
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3.4.3 Imaging fluorescent beads through the thin section of rock 
SMPM microscope can increase the imaging depth of through strong scattering media 
such as thin section of rock. Rock is a heterogeneous porous media with strong scattering 
properties due to its porous structure. Study of a rock pores is important for geological 
research, mining and oil extraction (Fredrich, Menéndez and Wong 1995).  
 
Figure 3.12. Imaging through a 30 µm thick section of Saudi sedimentary 
rock. (a) Image of fluorescent beads without rock, (b) Image of fluorescent 
beads imaging through the rock, (c) SMPM image of same fluorescent 
beads through the rock after correction, (d) SDM correction phase map. 
We imaged a single layer of fluorescent beads, 1 µm in diameter, through a 30 µm 
thick section of Saudi sedimentary rock. A thin section of rock was placed on top of the 
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fluorescent beads covered by a microscope coverslip. Rock pores in this rocks was filled 
with index matching epoxy. The transport mean free path of this rock with empty pores 
was about 40 µm and with epoxy filled pores was about 100 µm. Figure 3.12(a) shows 
the two-photon fluorescence image of fluorescent beads without rock. Figure 3.12(b) is a 
regular two-photon fluorescence image of fluorescent beads imaged through the rock. 
The fluorescent beads were blurred due the random scattering and low order aberration 
introduced by the rock. Figure 3.12(c) is the SMPM image same fluorescent beads after 
correction. Figure 3.12(d) shows the phase applied to the SDM for correction. The lower 
order as well as higher order correction was visible in the phase map. 
3.4.4 Two-photon fluorescence enhancement  
 
The two-photon fluorescence enhancement appears to be much smaller than might be 
expected, given the degrees of freedom available in the SDM and the theoretical 
maximum enhancement as described in Chapter 2. However, closer examination of the 
details of correction mechanisms applied in these two different systems offers some 
insight into the reasons for lower values of enhancement. There are two major factors 
associated with optimization in two-photon microscope which make enhancement appear 
to be less than comparable experiments with coherent light optimization through 
scattering media. First, we must take into consideration that the signal in two-photon 
microscopy is the total integrated PMT response from all sources of fluorescence in the 
illumination field. When we park the beam (i.e. no scanning), the speckle field will cover 
many sources. In general, this means that the initial signal that we use as a baseline for 
optimization is much stronger (in our experiments, measured to be about 10x stronger). 
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This is shown in Figure 3.13(a). Excitation speckles (shown in blue) overlap with many 
fluorescent beads (shown in yellow) to produce the fluorescence emission signal that is 
integrated over the sample area to produce the baseline signal (shown in green).   
 
 
Figure 3.13 Schematic of excitation speckles overlapping with fluorescent 
beads and fluorescence emission of by the beads.   
If we consider the fluorescence intensity that is emitted by a single bead as shown in 
Figure 3.13(b), the signal will be much lower than that produced by the same illumination 
beam in the presence of more beads. This argument offers qualitative evidence that the 
initial fluorescence intensity collected by the objective is much higher than fluorescence 
intensity from a single bead. Consequently, after optimization enhancement will be lower 
than expected. Second, during two-photon correction we park the beam at an area where 
we observe maximum fluorescence. In other words, there has to be enough two-photon 
fluorescence to generate a signal, and that occurs when the brightest of the speckle 
(a) 
(b) 
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overlaps with a bead. But the peak intensity of speckle is more than eight times brighter 
than the average speckle intensity. To quantity this factor we examine a camera image of 
typical speckle pattern as shown in Figure 3.14(a). Figure 3.14(b) shows the camera pixel 
count as a function of intensity level for this speckle pattern. The ratio of peak speckle 
intensity to average intensity is about 8.5.  
 
Figure 3.14. (a) Typical speckle pattern, (b) camera pixels intensity count. 
Above two arguments support that a factor of ~85 was hidden in the two-photon 
enhancement with respect camera based enhancement. If we include the hidden factor in 
excitation focus enhancement for comparing with camera based linear intensity 
optimization, the excitation speckle focus enhancement will be  85 × √20 = 377 times. 
Here, the factor 20 was taken from the enhancement we got in our SMPM microscope 
when we imaged fluorescent bead through a 280 m thick mouse skull. This 
enhancement is replotted in Figure 3.15(a) for the convenience.   
(a) (b) 
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Figure 3.15. (a) Two-photon fluorescence intensity enhancement in 
SMPM microscope. Fluorescence light is emitted by 1m fluorescent 
beads underneath the 280 m thick mouse skull. (b) Far field speckle 
focus enhancement on camera through a 280m thick mouse skull at 
880nm illumination.   
To further support this argument we optimized the far field speckle focus at 880nm 
femto-second laser light through the same mouse skull. The maximum enhancement we 
got was 380 times (shown in Figure 3.15(b)). This number closely matched with the 
number we got from arguments.  
 
3.5 Imaging inside of thick scattering media 
In section 3.4, we showed the ability of SMPM to image florescent beads on the other 
side of scattering media when separated by a 150 µm glass spacer to provide the speckle 
correlation windows. If scattering media is moderately scattering such as mouse brain 
tissue, the mean distance between two scatters provides a spacer which allows a finite 
memory effect speckle correlation windows (field-of-view after optimization). Most 
biological samples have a larger anisotropic factor (Jacques 2013), or more forward 
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scattering, which means that scattering light slowly loses its directionality, i.e. speckles 
decorrelate slowly. In this section we show the maximum imaging depth of SMPM 
microscope in a tissue phantom, in-vitro mouse brain and a rock pores filled with 
fluorescent dye, and we show an improvement in fluorescent imaging of a GFP 
expressing mouse brain neurons.  
 
3.5.1 Imaging fluorescent beads inside the phantom  
The phantom was prepared by making a aqueous solution of 1 µm diameter polystyrene 
beads (Polybead from Polyscience) at concentration of  9 × 109 beads per milliliter and 1 
µm diameter Poly(lactic-co-glycolic acid) PLGA fluorescent beads (from Phosphorex) at 
concentration of 4 × 109 beads per milliliter. Beads were fixed adding 1mg of Agarose 
per milliliter of water solution and heating until it boils. The calculated mean scattering 
length of this phantom is 59 µm.  
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Figure 3.16. Two-photon image of fluorescent beads inside the phantom. 
(Left) xy-cross-section of fluorescent image at 355 µm deep inside 
phantom, (right) xz-cross-section of fluorescent image.  Unit of axis in 
right image are in micrometer. Beads are visible up to the 350µm deep 
inside the phantom, which is 5.9 times the scattering length. 
Figure 3.13 shows a two-photon image of fluorescent beads inside the phantom. 3D 
volume scanning was performed at 1 fps and 1 µm per z-axis step. Fluorescent beads are 
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visible up to 350 µm deep inside the phantom, which is 5.9 times of scattering length. 
Excitation power was increased from 2 mW to 65 mW from top to the bottom of this scan 
volume.   
 
3.5.2 Imaging GFP express neurons in a fixed mouse brain 
Whole brain of a dead GFP-M+ mouse was fixed in a 1 mM PBS solution after careful 
removal of skull. The fixed brain was placed in a small dish and we directly imaged at the 
cerebral cortex region as illustrated in Figure 3.14(a).  Figure 3.14(b) is a two-photon 
fluorescent MIP image of GFP expressing neurons in a fixed mouse brain at the cerebral 
cortex region of brain. Image is 35 µm × 350 µm in size with 250×350 pixels. The 
exposure time of each pixels was 10 µs. The excitation power was increased from 5 mW 
to 150 mW while scanning down to 350 µm deep. Neurons were visible up to a 320 µm 
inside the brain. This experiment was done two weeks after the brain sample preparation. 
The scattering length is shorter in fixed brain tissue than in in-vivo tissue.  
To test the scattering correction capability of SMPM microscope a neuron running 
down to 250 µm deep was selected and optimized at a depth of 110 µm, 185 µm and 200 
µm. Figure 3.15(a) and Figure 3.15(b) are MIP images obtained using regular two-photon 
imaging and SMPM imaging, placed side by side for the comparison. The SMPM image 
has higher signal and better contrast compared to a regular two-photon microscope image. 
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Figure 3.17. (a) Schematic of the mouse brain imaging. (b) Two-photon 
fluorescence MIP image of GFP express neurons in a mouse brain in-vitro. 
Figure 3.15(c) and 3.15(d) are the xy cross-sectional images at 185 µm depth without 
scattering correction (regular two-photon image) and with scattering correction (SMPM 
image). Figure 3.15(e) is the phase applied to the SDM for scattering correction at 185 
µm deep.  
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Figure 3.18. SMPM microscope image of GFP expressing neurons in 
mouse brain and comparison with the image taken using a two-photon 
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microscope. (a) MIP images for regular two-photon imaging, (b) MIP 
image of neurons after correction at 110 µm, 185 µm and 200 µm depths, 
(c) xy cross-sectional view of images at 185 µm deep without scattering 
correction (regular two-photon image) and (d) with scattering correction 
(SMPM image), (e) phase applied to the SDM for scattering correction at 
185µm depth. 
We developed an adaptive optics two-photon microscope with capability to make 
focus beyond the ballistic limit. We developed a beam control algorithms to coherently 
combine the speckles from scattered light in order to regenerate a focus for imaging. We 
used the technique to imaging through various strongly scattering media including 
ground glass, mouse skull, thin rock section, tissue phantom, and mouse brain.  We 
demonstrated signal enhancement for weakly and strongly scattering samples, and 
defined expectation for enhancement as a function of scattering properties.        
70 
 
 
 
Chapter 4 CONJUGATE ADAPTIVE OPTICS 
 
4.1 Introduction 
Refractive index variations at tissue interfaces or within the tissue itself comprise 
aberrations that diminish signal intensity and limits achievable imaging depth in 
subsurface microscopy. This problem of aberration-induced signal loss is more 
pronounced in higher-order multiphoton microscopy, which otherwise has the potential 
for much deeper imaging. Adaptive optics (AO) system has been used to compensate 
aberrations in subsurface microscopy using a spatial light modulators (SLM) or 
deformable mirrors (DM) (Neil, et al. 2000, Tang, Germain and Cui 2012, Katz, 
Heidmann, et al. 2014, Marsh, Burns and Girkin 2003, Booth, Neil, et al. 2002, Perreault, 
et al. 2002, Schwertner, Booth and Wilson 2004, Simmonds and Booth 2013, Roorda, et 
al. 2002). In a scanning microscope, such as a two-photon microscope, the SLM or DM is 
inserted in the excitation beam path, most commonly in a plane conjugate to the back 
aperture, or pupil, of the objective (Neil, et al. 2000, Sherman, et al. 2002, Marsh, Burns 
and Girkin 2003, Rueckel, Mack-Bucher and Denk 2006, Olivier, D e´barre and 
Beaurepaire 2009, Débarre, et al. 2009, Ji and Milkie 2010, Wang, et al. 2014, Wang, et 
al. 2014, Kong and Cui 2015). We refer to that configuration as pupil AO.  
In principle, pupil AO is effective at correcting spatially (or shift) invariant 
aberrations in the system. A common example of a spatially variant aberration is an index 
of refraction mismatch bounded by a planar interface. Imaging through such a medium 
introduces spherical aberration. The magnitude and orientation of spherical aberration, 
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and its effect on wavefront, is independent of later translation of the imaging beam path 
(i.e. spatially invariant). As it is well known from astronomical imaging (Beckers 1988, 
Johnston and Welsh 1994, Ragazzoni, Marchetti and Vatente 2000, Tokovinin, Le 
Louarn and M. 2000), pupil AO is less effective at correcting spatially variant aberrations. 
On axis compensation is still effective, but off-axis compensation is limited. 
Consequently, when spatially variant aberrations are compensated with pupil AO, the 
compensated image has a restricted field-of-view. To correct for spatially variant 
aberrations, a more effective placement of the DM is in a plane conjugate to the primary 
source of aberrations, called conjugate AO (generalized to multi-conjugate AO in the 
case of multiple aberration planes and corresponding multiple conjugate DM planes 
(Goncharov, et al. 2005, Kam, et al. 2007, Thaung, et al. 2009, Simmonds and Booth 
2013, Wu and Cui 2015, Mertz, Paudel and Bifano, 2015)).  
The FOV advantage of conjugate AO in microscopy applications has been studied 
using numerical simulations (Kam, et al. 2007, Simmonds and Booth 2013, Wu and Cui 
2015). It has also been demonstrated experimentally in linear microscopy applications, 
both scanning (Goncharov, et al. 2005, Thaung, et al. 2009) and widefield (Mertz, Paudel 
and Bifano, 2015). In this Chapter, we report on a demonstration of conjugate AO in a 
two-photon microscopy application. Our demonstration is performed in a simplified 
geometry of 2D sample and well-defined spatially variant interface aberrations located at 
a plane of known axial separation from the sample. Specifically, we examine the axial 
range of conjugate AO correction as a function of conjugate plane axial misalignment as 
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a step toward generalization of conjugate AO to volumetric samples with axially 
distributed aberrations. 
 
4.2 Principles of a conjugate AO microscope 
In conjugate AO, the DM surface has one to one correspondence to the sample 
interface surface irrespective of incident beam scan angle. Therefore, when beam scans 
over the DM, a static compensation shape applied to the DM can compensate wavefront 
errors corresponding to each beam scan position. In pupil AO, correction can be applied 
only for one beam scan angle position, which means that it cannot correct spatially 
varying aberration. We recently showed that for an interface aberration characterized by 
wavefront surface normal standard deviation 𝜎𝜙 and characteristic spatial period 𝑙𝜙, the 
aberration correction FOV in pupil AO is limited to 2𝑙𝜙/√1 + 2𝜎𝜙
2 (Mertz, Paudel and 
Bifano, 2015). This FOV becomes narrower with increasing phase variation, approaching 
the limit of √2𝑙𝜙/𝜎𝜙 at higher phase deviation. On other hand, the conjugate AO can 
correct over the Full microscope FOV by exactly matching the aberration surface to the 
DM surface. 
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Figure 4.1. Schematics of conjugate AO system. Pupil deformable mirror 
(PDM) is conjugated to the objective back-pupil plane and conjugate 
deformable mirror (CDM) is conjugated to the sample surface. 
   
4.3 Component design and installation 
The conjugate AO microscope was built by adding a scanning AO component to our 
existing SMPM microscope. This component is added into the system by extending the 
optics in between second scan mirror and pupil deformable mirror (PDM). The section 
removed to add the conjugate AO is shown by a dotted box in Figure 4.2(b).  Figure 4.2(c) 
shows the sketch of beam modification that was implemented using two flip mirrors and 
two gimbal mirrors. Lenses are not shown in the sketch.  
PDM 
Pupil Conjugate Plane 
CDM 
Sample Conjugate Plane 
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Figure 4.2. Optical path modification in SMPM microscope to add the 
conjugate AO component. (a) Dotted box shows the beam path which is 
modified for conjugate AO, (b) corresponding beam path in SMPM 
microscope picture, (c) sketch of beam modification by using two flip 
mirrors and two gimbal mirrors. Lenses are not shown in sketch (c).  
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Figure 4.3 shows the detail of the optical layout for the conjugate AO components. A 
flip mirror (Thorlabs FM90) diverts the laser beam from the standard SMPM microscope 
path toward the conjugate AO component. A mirror mounted on a gimbal mount 
(Thorlabs GMB1) directs the laser beam toward a f=245 mm lens. The focal length of 
this lens is equal to the focal length of a lens after the second galvo. The center of the 
polarization beam splitter (Thorlabs PBS252) and two galvos are in optically conjugate 
planes. Two quarter-wave-plates (Thorlabs WPQ10M-850) and one linear polarizer 
(Thorlabs LPVIS100-MP2) rotate the polarization angle of the beam and make the beam 
horizontally polarize. The horizontally polarized light (S-polarized) reflects from the 
polarization beam splitter at 90 degree. A quarter wave plate (Thorlabs WPQ10M-850) 
converts the linearly polarized light into elliptically polarized light. A f=40 mm lens 
(Edmund Optics) and mirror, one focal length distance from the lens, reflects the light 
back to the beam splitter, but the reflected light is vertically polarized (p-polarized) and 
passes through the beam splitter. Another quarter wave plate, f=40 mm lens and a 
continuous DM (1024 actuators, 3µm linear stroke, >20 kHz, continuous face MEMS 
deformable mirror from BMC) at other end, reflects the light back to the beam splitter but 
with horizontal polarization. Another f=245 mm lens, a gimbal mirror, and a flip mirror 
make sure that conjugation of the PDM with two galvos and the objective’s back-pupil 
plane is maintained.  
The conjugate deformable mirror (CDM) and the conjugate mirror (CM) on opposite 
site of PBS are in optically conjugate planes and both are in, or near, the image plane of 
the microscope. The CDM and CM are mounted a translating platform which shifts the 
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CDM and CM together along the optical axis with respect to the rest of the components. 
This translating plate is driven by a motorized translation stage (Thorlabs PT1-Z8). The 
purpose of the translatable carriage is to allow the position of the CDM to be adjusted so 
that it can be conjugated to a range of axial positions between the microscope focal plane 
(where the sample is located) and the front window of the microscope objective.  
  
Figure 4.3. Schematic of a two-photon microscope with pupil AO and conjugate AO. 
HWP=half wave plate, QWP=quarter wave plate, PBS=polarizing beam splitter, 
M=mirror, FM=flip mirror, and PMT=photomultiplier tube, PDM=pupil deformable 
mirror, CM=conjugate mirror, CDM=conjugate deformable mirror, and f1-f6=lenses. 
Optics enclosed in the dashed box comprise the conjugate AO component of 
microscope. Rays in blue illustrate representative changes depending on the position of 
the conjugate plane.  
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The purpose of the compensating mirror is to maintain a fixed path length throughout the 
relay optics such that the introduction of the conjugate AO produces a net unit 
magnification independent of the position of the translatable carriage.   
The mechanical assembly of the conjugate AO component was a challenging task 
because this functionality was added into the existing, and already complex, SMPM 
microscope. There was little space to add the conjugate AO components, and the optical 
path lengths were fixed by the existing scan lenses used in the SMPM microscope. We 
designed parts by modeling in Matlab and SolidWorks within the constraints of available 
space and optical specifications. A picture of the SMPM microscope after installation of 
the conjugate AO component is shown in Figure 4.4.   
 
 
Figure 4.4. Picture of the SMPM microscope after addition of conjugate 
AO components. 
The number of CDM actuators used for conjugate AO compensation at any scan 
angle is determined by the size of beam on the CDM surface. This number changes as the 
CDM is conjugate to planes close to or further from the sample we are looking at. For 
78 
 
 
 
imaging fluorescent object at the depth of t from interface, the laser beam diameter at 
CDM is given by M(1.5t + FOV), where M represents the magnification between 
CDM and sample. The pitch of CDM actuators is 0.4 mm. Eleven MEMS actuators were 
covered by the beam for imaging fluorescent objects that are 300 m deep from the 
interface.  
In order to demonstrate the performance of our conjugate AO system, we introduced 
a known aberration in our system. The aberration consist of a thin phase screen produced 
on a 30 m thick layer of AZ P4620 photoresist coated onto a 300 μm thick glass 
substrate. A grayscale laser mask writer (Heidelberg DWL66) was used to design a 2D 
sinusoidal pattern of peak-to-valley height 3 μm and period 200 μm by raster scanning 
the laser focus over the 3D space of photoresist. A white light interferometer (Zygo 
NT6000) was used to measure the 3D surface profile of phase screen which is show in 
Figure 4.6(a). A 100 μm thick microscope coverslip was placed on top of the phase 
screen to protect from water.  
We used a two-photon fluorescent signal as the feedback metric to compensate for the 
aberrations introduced by our phase screen. Total fluorescence signal is optimized using 
stochastic parallel gradient descent (SPGD) algorithm (Vorontsov and Sivokon 1998). 
The conjugate AO correction could have been done by images based correction by taking 
two images for each iteration step. We found a significantly better way to increase the 
speed of our optimization by sampling the fluorescence signal over the FOV of 
microscope using a Lissajous scan pattern. We scanned the laser beam in a 2fx=3fy 
Lissajous pattern to cover the entire FOV of microscope during optimization. By 
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matching the signal integration time with Lissajous scan period we removed the necessity 
of synchronization between scanning and signal integration. The total correction time 
depends on the exposure time for two-photon signal collection and speed of galvo-mirror 
to make a full Lissajous pattern.   
 
4.4 Results and Analysis 
To test the correction, we imaged a single layer of 1 m diameter fluorescent beads 
(Fluoresbrite, from Polysciences) attached on microscope slide through the phase screen. 
Distance of fluorescent beads from phase screen d is 300 m, which is determined by the 
thickness of glass substrate we used. To make CDM conjugate to phase screen, we 
translated the CDM by dM2, which was 12 mm from image plane, where M is the 
telecentric magnification between CDM and phase screen. Here, our optical setup has M 
= 6.4X. Conjugation of CDM with phase screen was independently verified by inserting a 
camera in a conjugate plane (not show in Fig. 1). The maximum FOV of microscope is 
250 m  250 m, which is primarily limited by the fold mirrors in our compact optical 
setup. An aberrated image of fluorescent beads imaged through the phase screen is shown 
in Figure 4.5(a). The aberration from phase screen distorted the beam and made beads 
unresolvable. Images taken after applying conjugate AO correction and pupil AO 
correction are shown in Figure 4.5(b) and Figure 4.5(c) respectively. High resolution 
images (100 m  100 m) of same correction are shown in Figures 4.5(d)-(f). These 
results show that conjugate AO correction is effective over the entire FOV of microscope 
while pupil AO is effective only at center of image.  
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Figure 4.5. Images of 1μm diameter fluorescent beads imaged through the 
phase screen in 250μm × 250μm FOV, (a) Without correction, (b) with 
conjugate AO correction, and (c) with pupil AO correction. Higher 
resolution images (100 μm × 100 μm FOV) of same correction, (d) 
without correction, (e) with conjugate AO correction, and (f) with pupil 
AO correction. Scale bars are 25 m on top row and 10 on bottom row. 
The refractive index of photoresist at 880nm is 1.63. For the phase screen of 3 m peak-
to-valley, the calculated phase variance 𝜎𝜙
2  is 22.76 square radians. For periodic 
aberration pattern, phase correlation length can be considered to be equal to a period, here 
lϕ=200 m. An estimated correction window in pupil AO is given by relation √2
𝑙𝜙
𝜎𝜙
 [11], 
which is 60 µm for the aberration we used, and it matched closely with result shown in 
Figure 4.5(f). 
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Figure 4.6. Topographic maps, (a) phase screen, (b) CDM surface after 
AO correction. (c) Phase map of PDM after AO correction (in waves, 0-1 
is equivalent to 0-6.28 radians).  
 
To compare phase correction on CDM with phase screen, we measured the 
topography map of optimized CDM surface and aberration sample using white-light 
interferometer. Topography map of phase screen is shown in Figure 4.6(a) which fairly 
matches with the topography map of corrected CDM surface shown in Figure 4.6(b). In 
contrast, the phase maps of SDM shown in Figure 4.6(c) (in waves, 0-1 is equivalent to 
0-6.28 radians) has no resemblance to the topography of phase screen. We recall that 
wavefront map W(ρ) is twice the topography map in reflection mode and (n − 1) times 
the topography map in transmission mode, where n is the refractive index of medium. Its 
phase map is related to wavefront map by ϕ(ρ) =
2π
λ
W(ρ).  
The capability to translate the conjugate AO carriage in our optical setup has an 
advantage of being able to correct aberrations anywhere in the sample. The aberration in 
real biological sample might be distributed along the thickness of sample. Therefore, an 
important parameter of conjugate AO might be the axial range of correction. In order to 
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test this range, we first applied an optimum correction on the CDM when it was 
conjugated to the phase screen, then holding the corrected phase we translated the CDM 
and measured the effectiveness of correction over the axial ranges ± 100𝜇𝑚.  
 
Figure 4.7. Average square root of fluorescent intensity versus axial 
translation of the CDM conjugated plane (divided by M
2
). The straight red 
line indicates the average square root of fluorescence intensity without 
conjugate AO correction.  
Figure 4.7 shows the normalized averaged square root of fluorescent intensity versus shift 
of CDM conjugate planes. The physical displacement of CDM has been divided by M2 in 
this plot. A straight line at bottom of plot shows the square toot of fluorescence intensity 
without conjugate AO correction.  
The axial range of correction as we found in Figure 4.7 might be explained by 
following arguments. Consider that CDM is at a conjugate to plane and the optimal 
correction applied is represented by 𝜙(𝑥). The angular diversity of beam propagating 
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through the phase scree is characterized by 
2
3
𝑁𝐴, where 𝑁𝐴  is the numerical aperture of 
the excitation optics. The factor  
2
3
 is included to account the angular averaging in 
cylindrically symmetric geometry. When light propagates,  𝜙(𝑥) exhibits translational 
diversity characterized by 𝛿𝑥 ≈  
2
3
𝑁𝐴 × 𝛿𝑧 . Therefore, the tolerance of correction on 
axial displacement is roughly given by 𝛿𝑧𝑚𝑎𝑥 ≈  
3
2
𝛿𝑥𝑚𝑎𝑥/𝑁𝐴. Considering the effective 
𝑁𝐴 in our system is slightly less than NA of microscope, because of beam under filling, 
the calculated shows  𝛿𝑧𝑚𝑎𝑥≈ 120μm, which is roughly about FWHM of the plot shown 
in Figure 4.7. 
In summary, we have demonstrated the feasibility of conjugate AO in a two-photon 
microscope configuration (a common scanning microscope). The FOV of conjugate AO 
in two-photon microscope is significantly larger compared with corresponding FOV 
achieved with pupil AO. Even though experiment is done with a fabricated thin phase 
screen in a two-photon microscope, this method is generic for any scanning microscope, 
and can be applied to correct the aberration present in a volumetric fashion, like a real 
biological sample. The effective axial depth of correction depends on microscope NA, 
and is greater than later range by a factor of NA
-1
 which is a promising part of conjugate 
AO to be a practical method for biological imaging. The other promising part is the 
ability of system to scan DM over its conjugate planes within the sample.  
Implementation of conjugate AO in scanning microscope is more complex and 
challenging than the counterpart pupil AO. Two kinds of limitations were encountered. 
First, conjugate DM is located near the image plane in the optical system where laser 
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beam diameter is smaller. In order to fill the DM pupil, or map the aberration to the DM 
surface, there has to be an enough magnification M between the sample and DM. 
Displacement of DM from conjugate image plane to the conjugate aberration plane is 
proportional M
2
. As M becomes larger, displacement increases rapidly, so does the beam 
diameter, and eventually limited optics of system. Instead, if magnification M is designed 
to be smaller, assuming that DM has finer pixels resolution, lenses in conjugate AO must 
have short focal length but larger diameter, means thick lenses, which have detrimental 
effect on temporal dispersion in multi-photon microscopy. Apart from that, large cone 
angle of beam introduces spherical aberration, although that can be fixed by pupil AO. 
The optics could be made simpler for transmission based correction elements.         
The second limitation is associated with wavefront correction technique itself. We 
applied a sensorless stochastic correction technique which is based on iterative feedback 
given by the image quality metric (here we applied total fluorescent intensity). Including 
this technique, all iterative feedback correction techniques are slow and require hundreds 
of iterations to compensate a given aberration, making it difficult to implement in real 
time. Another drawback of these techniques is that the correction has no guarantee to find 
a globally optimal solution.   
The more challenging problem is that in biological tissues, aberration is not confined 
to a single layer but rather distributed throughout the sample volume. Astronomical 
community overcame such a problems with multiconjugate AO, known by MCAO 
(Johnston and Welsh 1994, Ragazzoni, Marchetti and Vatente 2000, Tokovinin, Le 
Louarn and M. 2000). The question remains to us is that in what degree singly-conjugate 
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AO can achieve similar success. Previous studies by numerical simulations have shown 
that benefits of conjugate AO persist even when only a single DM is employed (Kam, et 
al. 2007, Simmonds and Booth 2013, Wu and Cui 2015). Our experimental results 
supports those results by approving that conjugate AO correction is relatively long range 
in the axial direction, particularly in the case of modest to low 𝑁𝐴. Such long range 
correction implies that a single DM correction can serve to compensate, at least partially, 
a commensurate axial range of volumetric aberrations. In future, conjunction of conjugate 
AO with pupil AO or MCAO may take the significant FOV advantage of conjugate AO 
in microcopy. 
  
86 
 
 
 
Chapter 5 ADAPTIVE OPTICS IN THREE-PHOTON MICROSCOPE 
 
5.1 Introduction  
Three-photon fluorescence microscopy was first reported as early as 1990s (Xu, Zipfel, et 
al. 1996, Hell 1996, Wokosin, et al. 1996). Recently Horton et al demonstrated that three-
photon microscopy using 1675 nm excitation wavelength can be sued to image mouse 
brain structures at depths of up to 1.6 mm depth, which far exceeds achievable depth in 
two-photon microscopy (Horton, et al. 2013). Three-photon microscopy has several 
advantages compared to two-photon microscopy: The larger excitation wavelength is less 
scattered in biological tissue compared to the shorter excitation wavelengths (typically 
~900 nm) used in two-photon microscopy. Another significant advantage of three-photon 
microscopy is the superior three-photon excitation localization. Three-photon 
fluorescence decays at  ~1 𝑧4⁄  from the center of focal spot where as the two-photon 
fluorescence decays at only ~1 𝑧2⁄ . This confinement in excitation volume drastically 
increases the contrast of image (Horton, et al. 2013).  
Although longer wavelengths can penetrate deeper into the tissue to excite the 
fluorophores, absorption of longer wavelengths by water molecules eventually limit the 
wavelength of light that we can use for imaging. There is an optimum spectral window 
for imaging, which is determined by the scattering length 𝑙𝑠 and absorption length 𝑙𝑎 of 
light inside the tissue. Figure 5.1 shows the total attenuation of light in mouse brain 
model based on Mie scattering and water absorption. Water absorption length (blue line) 
at longer wavelengths has a local maximum at a wavelength of around 1700 nm. The 
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scattering length (red line) in brain continuously increases with wavelength. However, 
the attenuation length  𝑙𝑒  which is given by the relation  𝑙𝑒 = (1 𝑙𝑠 + 1 𝑙𝑎)⁄⁄
−1
 is peak 
near 1700 nm. 
 
Figure 5.1 Attenuation of near-infrared wavelengths in mouse brain model 
based on Mie scattering and water absorption. 𝑙𝑎 : Absorption length in 
water. 𝑙𝑠: Scattering length in mouse brain. 𝑙𝑒: Total attenuation length. 
Orange dots represent the data from experimental (Xu and F. W. Wise, 
2013) 
Three-photon excitation at 1700 nm can excite some fluorophores (fluorescent dyes, 
fluorescent proteins and calcium indicators) that are used in single-photon and two-
photon fluorescence microscopy.  The high power density of three-photon excitation is 
achieved by using the low duty cycle, short pulse laser sources.  
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A disadvantage of three-photon microscopy is the relative weakness of the three-
photon signal and the strong susceptibility of the signal degradation from system or 
sample aberrations. In this chapter, we demonstrate with a proof-of-principle experiment 
that this disadvantage can be mitigated by the adaptive optics (AO) technique. The three-
photon signal is a third order nonlinear function of focal volume, so AO can be expected 
to have a substantial impact on performance of microscope (far in excess of its impact on 
single photon or two-photon processes).  
 
5.2 Experimental setup 
The three-photon microscope used in this work has components similar to the two-photon 
microscope except for its excitation source.  Figure 5.2 shows the optical layout of 
microscope with basic components. The microscope has a fiber based 1.5W, 1550 nm, 
360 fs, 1 MHz repetition rate, laser from Calmarlaser. The unique component of this 
microscope is a photonic crystal (PC) rod (NRT Photonics). The PC rod emits 90 nJ light 
at 1660 nm wavelength with a compressed pulse width of 75 fs, which is generated by a 
soliton self-frequency shifting (SSFS) process (Horton, et al. 2013). This is a highly non-
linear process that is regulated by the properties of the photonic crystal and its input 
power. Third harmonic light from the PC rod is filtered by a Silicon wafer window (filter 
after attenuator in Figure 5.2). The laser beam is expanded to fill the pupil of the SDM 
(1024 segmented, >10 kHz, MEMS kilo-DM from Boston Micromachines Corporation). 
Two pairs of doublet achromatic lenses are used to conjugate two scanning mirrors 
(Thorlabs GVS011) with the SDM, which is imaged onto the back pupil of an objective 
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(Olympus XLPLN25XWMP, 1.05NA, 4mm WD, 25X water immersion) with a scanning 
lens and a tube lens. The system’s total light transmission efficiency of system is about 
23 percent. 
 
Figure 5.2. Schematic of the three-photon microscope. PC: Photonic 
crystal.  
The same objective collects the excited fluorescence emission. A dichroic mirror 
(Semrock FF705-Di01-25x36) reflects the three-photon fluorescence towards the 
detection path. The detection path has a fluorescence collection lens, an excitation stop 
filter and an emission pass filter. The fluorescence is detected by a photomultiplier tube 
(Hamamatsu H7422-40) and amplified by a low noise preamplifier (Stanford SR560). 
The amplified signal is then digitized using a 16bit digitizer (NI PCI-6251 DAQ 1.25 
MS/s). Images frames were grabbed at 50 Hz. A portion of the signal, used for feedback, 
is sampled at 1.25 MHz (using NI PCI-6251 DAQ). With averaging of 2000 samples per 
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measurement, we reach a closed loop speed of ~300 Hz. Coarse position of sample is 
control using xyz-stage (Sutter Instrument MP-285). A picture of microscope setup is 
shown in Figure 5.3.  
 
Figure 5.3. Picture of the three-photon microscope setup. SDM is located 
in right most in picture. 1.5W, 1550 nm fiber laser from Calmarlaser is 
located in left most in picture.   
 
5.3 Feedback algorithm and operation method 
The feedback mechanism used for AO control in three-photon microscopy was similar to 
the feedback mechanism used in the two-photon microscope described previously. The 
beam was parked on a position while optimizing the fluorescence intensity. Since the 
generated fluorescence signal is a nonlinear function of focal spot intensity, a smaller 
spot produces significantly higher nonlinear signal, which serves as a feedback (Mertz, 
2010). We used Walsh sequence optimization method as described in Chapter 2. The 
phase optimization process is based on applying 0 and ±
𝜋
2
 phase for each phase pattern. 
The collected signals (𝐼𝑖0, 𝐼𝑖+and 𝐼𝑖−) are used to calculate the optimal coefficient 𝐶𝑖 for 
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each Walsh pattern 𝑖 according to the three-step phase shifting interferometry equation 
(Schreiber and Bruning 1923). Since the phase response itself is nonlinear and 
corresponds to 𝑐𝑜𝑠6(𝜙
2
), as shown in Figure 5.4, the equation should be modified by 
taking the 3
th
-root of the input signals: 
𝐶𝑖 =  𝑡𝑎𝑛
−1 (
√𝐼𝑖+
3 − √𝐼𝑖−
3
√𝐼𝑖0
3 − √𝐼𝑖+
3 − √𝐼𝑖−
3
) 
5.4  Results  
The feedback metric in three-photon microscopy is the total three-photon fluorescence 
signal detected by the PMT. Fluorescence intensity versus phase shift was measured in a 
bath of Sulforhodamine 101 (SR101) dye which is shown in Figure 5.4. Phase shift was 
done applying phase in Walsh bases. Instead of measuring at three phase steps, this time, 
the fluorescence signal was measured at 100 phase steps for total 2π phase displacement. 
The measured signal closely corresponded to the expected response.    
 
Figure 5.4. Three-photon fluorescence signal versus phase shift. Bath of 
Sulforhodamine 101 (SR101, 577Ex/593Em) die was used for 
measurement.     
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To measure system aberrations in the three-photon microscope we used 200 nm red 
(580Ex/605Em) FluoSpheres beads fixed in agarose gel. Figure 5.5(a) shows a cross 
sectional plot of a 200 nm fluorescent bead before and after correction along the z-axis, 
indicating an axial resolution of 2.1 m. Figure 5.5(b) is the corrected phase map of the 
SDM. The correction phase map and the bead linewidths (corrected vs uncorrected) 
confirm that there is some system aberration in the microscope, but a significant amount. 
   
 
Figure 5.5. (a) Linewidth (cross sectional) of a 200 nm fluorescent beads 
before and after correction along the z-axis, (b) corrected phase maps of 
SDM. The disc shape on SDM phase map was due the under filling of DM 
pupil.  
To test AO correction in the three-photon microscope, an artificial aberration was 
created using 1 m focal length cylindrical lens placed above the objective aperture. Again, 
the measured signal from 200 nm diameter fluorescent beads suspended in agarose gel. 
Figures 5.6(a) and 5.6(b) show the image of a fluorescent bead before and after correction 
respectively. Figure 5.6(c) shows the phase map of SDM after correction of the 
aberration introduced by the cylindrical lens. In ten cycles of iteration through a 1024 
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terms Walsh function basis, the fluorescence intensity was increased by about 700 times 
(Figure 5.6(d)). Figure 5.6(e) shows the signal improvement about 25 times when 
correction was done in a dye pool.  
 
Figure 5.6. (a) Image of fluorescence beads before correction, (b) image of 
fluorescence beads after correction, (c) fluorescence signal (normalized) 
improvement optimizing at fluorescence beads sample, and (d) 
fluorescence signal (normalized) improvement optimizing in a die pool 
sample. 
The results shown here illustrate that AO correction is increasing important in higher 
order nonlinear microscopy. They demonstrate remarkable promise for AO correction in 
three-photon microscopy. A significant improvement of fluorescence signal could 
increase the imaging depth of such a microscope in tissue despite substantial sample-
based aberrations. We anticipate that application of AO correction in three-photon 
microscopy for brain imaging will extend the imaging depth from 1.6 mm to even deeper, 
or will allow imaging through highly aberrating structures such as skull.    
 
 
(a) 
(d) (e) 
(b) (c) 
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Chapter 6 CONCLUSIONS 
 
6.1 Summary  
In multiphoton microscopy for subsurface imaging, optical scattering and aberration 
reduce the contrast, resolution, and signal strength of the image.  Ultimately, this limits 
imaging depth. Imaging deep through scattering and aberrating layers is an important 
goal in neuroscience, as it is a necessary step for molecular scale functional imaging 
through the relevant structural layers of the brain. In this dissertation we have explored 
several techniques to improve imaging depth by compensating the effects of scatter and 
aberration.   
We evaluated the feasibility of coherent adaptive control techniques in multiphoton 
microscopy to increase imaging depth by implementing two aberration correction 
techniques: a coherent beam control technique for scattering correction, which is called 
superpenetration multiphoton microscopy (SMPM), and a conjugate AO correction 
technique for interface aberration correction to extend the correction field of view.   
Light scattering inside the scattering media like tissue is random but deterministic. 
Our approach followed the pioneering work of Vellekoop et al (Vellekoop and Mosk, 
2007), which showed that temporally and spatially coherent light can be focus through 
the scattering media using coherent wavefront control technique. However, unlike that 
previous work, our efforts did not use narrow-bandwidth sources, but instead employed 
broader bandwidth femto-second laser sources that are essential for two-photon 
microscopy. Deep tissue imaging in multiphoton microscopy using speckle coherent 
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control was approached by investigating incoherent (broadband) light focusing through 
the scattering media.  
We demonstrated that for broadband light, the source loses phase correlation after 
random scattering inside the media. We characterized how this phase de-correlation 
reduces the speckle contrast and focus enhancement. The spectral width of uncorrelated 
independent spectral frequency components in laser speckles was related to speckle 
contrast C. We showed that the speckle contrast of speckles having M independent 
frequency components reduces by a factor of 1/√𝑀. A simplified model relating the 
speckle contrast C with laser bandwidth ∆𝜈𝑙 and sample bandwidth ∆𝜈𝑠 is reported. The 
focus intensity enhancement has been shown to roughly equal to the number of pixels N 
in the SLM for monochromatic light intensity enhancement. One might therefore expect 
that an intensity enhancement factor for polychromatic focus optimization is N/M for M 
independent frequency components encompassed by the polychromatic beam. In practice, 
we found this relation to be true, but only provided one makes allowances for an effective 
broadening of the sample bandwidth dependent on the type of feedback used for focus 
optimization. A model was developed relating the focus enhancement with speckle 
contrast and effective broadening of the sample bandwidth.  
A high speed segmented deformable mirror (SDM) was used to correct the wavefront 
of the excitation light in a prototype two-photon microscope. The non-linear two-photon 
excitation process provided the guide-star for the optimization. Walsh functions based 
iterative optimization method was used for correction. A single layer of 1 m fluorescent 
beads on glass slide was successfully imaged through ground glass, a mouse skull, and 
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thin sections of rock. The field-of-view, which was determined by the speckle correlation 
window, was found to be about 10 m to 15m. Optimization of a two-photon image of 
GFP expressing neurons at 200 m deep inside a fixed mouse brain in-vitro shows an 
improvement of image quality compared to regular two-photon image. 
We also studied more conventional adaptive optics in two-photon microscopy, where 
the goal is not to compensate scatter but rather to compensate aberrations due to lower 
order sample inhomogeneity. We specifically focus on compensation of spatially variant 
aberration at a sample interface. We demonstrated that the conventional AO approach of 
locating the DM at the pupil plane (called as pupil AO) is effective for correcting 
spatially invariant aberrations, but for spatially variant aberration pupil AO leads to a 
restricted field-of-view. To correct for spatially variant aberrations, a more effective 
placement of the DM was shown to be in a plane conjugate to the primary source of 
aberrations (called conjugate AO). We built conjugate AO setup in our existing prototype 
two-photon microscope, where a continuous deformable mirror (CDM) was placed at a 
plane conjugated to the sample interface. We demonstrated the wide field-of-view of 
correction by imaging 1 m diameter fluorescent bead at depth of 300 m from 
specifically designed thin phase sheet. We measured the axial range of conjugate AO 
correction, as a step toward generalization of its application to biological samples. 
In a third approach to imaging deeper in multi-photon microscopy we built an 
adaptive optics correction system as an addition to a three-photon microscope. Three-
photon microscopy takes advantage of the fact that the longer wavelengths (1700 nm vs 
880 nm) of excitation light are less scattered by tissue allowing us to image deeper. 
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Three-photon microscopy also has better localization and higher signal to background 
ratio compare to two-photon microscopy. We showed in proof-of-principle experiment 
(in collaboration with researchers at Cornell University) that AO correction in three-
photon microscope has significant improvement in signal strength and quality.  
Enhancement was considerably larger in this modality than in two-photon microscopy, as 
expected because of the larger nonlinearity of the three-photon process.  
 
6.2 Future Directions  
This report presents two new modalities of AO correction in multi-photon microscopy, 
one for increasing the imaging depth and another for increasing the correction FOV. Both 
techniques promise to improve the imaging performance in the multi-photon microscopy 
for deep tissue imaging (i.e. in-vivo functional brain imaging). We tested these 
techniques in the proof-of-principle experiments to demonstrate basic concepts and 
quantitative results. Experiments in real biological samples might introduce further 
challenges. Pupil AO can correct scattering effects for imaging beyond the ballistic limit 
by coherent combination of scattered light, but this method is effective only if 
fluorophores are located with a plane. If fluorophores are distributed in 3D volume then 
we need additional advances in the technique, such as fluorescent guide stars, to restrict 
optimization to the desired plane. A brute force solution of this problem is to walk deeper 
into the tissue in small steps (smaller than axial range correction) following the 
fluorophores one after another. In brain imaging, for example, we can follow a neuron.  
Another limitation of AO correction is observed on correction FOV. As we image 
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deeper, the corrected FOV becomes narrower, which is determined by a shift/shift 
correlation function of speckles (Judkewitz, et al. 2015). This FOV can be extended by 
optimizing at multiple points. However, as we mentioned earlier in this report, conjugate 
AO gives a wider corrected FOV, and is superior to pupil AO for low order spatially 
variant aberration. The axial range of conjugate AO correction is also wider, ( ≈
3𝑙𝜙
√2𝜎𝜙𝑁𝐴
), 
which might be a promising features of conjugate AO for volumetrically distributed 
aberration correction in real biological samples.  
Our preliminary results in three-photon microscopy show that AO correction in three-
photon or four photon microscopy might have a better future for deep tissue imaging. 
Much effort remains to the improvement of correction speed. All the correction 
experiments we reported here were iterative sensorless correction, which is an inherently 
inefficient technique. This might pose a problem for functional imaging. We see that 
future of AO correction might require sensor-based correction. 
 
6.3 Conclusions 
Coherent adaptive control technique in multiphoton microscopy increases the imaging 
depth beyond the ballistic regime by coherent speckle focus enhancement.  
The coherent speckle focus enhancement is a function of speckle contrast which itself 
is a function of sample bandwidth and laser bandwidth. We developed models that relate 
contrast with sample bandwidth and speckle bandwidth, and focus enhancement with 
contrast and sample bandwidth broadening.    
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An object blocked by strongly light scattering media such as glass, mouse skull, or 
thin sections of rock can be imaged using the coherent beam control multi-photon 
microscope. This technique improves the quality of multi-photon fluorescence images 
inside of thick scattering media such as GFP expressing neurons in mouse brain.  
The Conjugate AO, an AO technique in which DM is placed in plane conjugate to the 
primary source of aberrations, can correct for spatially variant aberrations over the full 
field-of-view of microscope. Axial range of conjugate AO correction is equal to about the 
spatial range of aberration variation.  
The AO correction in three-photon microscope has a significant improvement of 
fluorescence signal. AO correction in three-photon microscope has a potential of 
increasing imaging depth in scattering tissue. Higher order nonlinear microscopes have 
better improvement from AO correction. 
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APPENDIX 
Appendix I. 
MATLAB code for pupil AO correction: 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% HVA SDriver based kilo-DM control codes.                    % 
% 1024 Walsh function based iterative optimization method     % 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
addpath('F:\AlazarTech\ATS-SDK\6.1.0\Samples_MATLAB\Include'); 
addpath('C:\Users\PERL\Dropbox\KiloProject'); 
   
%% Open ActiveX Window to control for laser power and stage 
[hLB,hDM,hx,hy,hz] = ActiveX_Initialize(); 
pause(3); 
  
%% Open DM drivers 
% PCI Slot 1, Board  1, HVAType = 'KILOLongStroke' 
% PCI Slot 3, Board  2, HVAType = 'SD1024' 
disp('Initializing SDM'); 
disp('Initializing SDM'); 
BrdNum=2; HVAType = 'SD1024'; 
[error] = SetUpHVA(BrdNum, HVAType); 
if error~=0 
    disp('Unable to open SDM'); 
else 
    disp('SDM opened'); 
end 
load 
'C:\Users\PERL\Dropbox\KiloProject\Permanent_Data_Folder\Kilo_Calibrati
on\Collected_Good_Data/EP2_Nutronics-w23#21_NewSDriver_July-17-
2014__Waves_2_Command_880.mat' 
mask(1,1)=0;mask(1,32)=0;mask(32,1)=0;mask(32,32)=0; 
BrdNum=2; HVAType = 'SD1024'; % SDM 
 
%% Initialize constants  
s = daq.createSession('ni'); 
s.addAnalogOutputChannel('dev1', 0:2, 'Voltage'); 
outputSingleScan(s,[0 0 0]); 
pause(0.1); 
S=walsh_sequence(1024);    % Generate Walsh matrix 
S=((S+1)/2);               % Convert to 0 and 1 Walsh matrices 
alpha=0.25;                % Phase steps 
Del_Phi=[-alpha 0 alpha];  % Generate three phase steps 
cycle=1;                   % Number of cycle of iteration 
max_metric=1;              % Maximum ADC card voltage 1V 
scale_factor=1; 
Td = zeros(1024*cycle,1); 
Qd_A = zeros(1024*cycle,1); 
pavg=1;   
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% Open and Config Alazar Board 
[boardHandle,buffersCompleted,bufferCount,samplesPerBuffer,bytesP-
erBuffer,buffers,ApiSuccess,ApiWaitTimeout] = ... 
Open_Alazar(); 
P0_A=0; % initialize ADC voltage 
nn=10; 
Phi = zeros(1024,1); 
VI=p2v(Phi,Waves_2_Command)*0.6;  % Convert phases into voltages 
  
% Average nn data frames for background signal 
for i=1:nn 
UPDATE_HVA(BrdNum,VI.*reshape(mask,1024,1)); 
[buffersCompleted,gA,gB] = ...    
Grab_Alazar(boardHandle,buffersCompleted,bufferCount,samplesPerBu-
ffer,bytesPerBuffer,buffers,ApiSuccess,ApiWaitTimeout); 
P0_A=P0_A+(2*double(2^15-gA)/2^15); 
end 
  
P0_A=P0_A/10; 
disp(['Initial values:' num2str(P0_A)]); 
V=VI; 
nnn=1024; 
QW=zeros(3,1); 
tic; 
for i=1:cycle 
    for j=1:nnn 
        itnum=(i-1)*nnn+j; 
        P_A=0; 
        for pp=1:pavg 
        UPDATE_HVA(BrdNum,V.*reshape(mask,1024,1)); 
buffersCompleted,gA,gB] = ...                  
Grab_Alazar(boardHandle,buffersCompleted,bufferCount,sam-
plesPerBuffer,bytesPerBuffer,buffers,ApiSuccess,ApiWaitT-
imeout); 
        P_A=P_A+(2*double(2^15-gA)/2^15)/pavg;  
        end 
         
% Check saturation,if close to saturation lower the laser power 
        while P_A > 0.5*max_metric; 
            LaserPower_Dec(hLB,1); % Decrease laser power  
            pause(1); 
            P_A_new=0; 
            for pp=1:pavg 
            UPDATE_HVA(BrdNum,V.*reshape(mask,1024,1)); 
[buffersCompleted,gA,gB] = ...                 
Grab_Alazar(boardHandle,buffersCompleted,bufferCount-
,samplesPerBuffer,bytesPerBuffer,buffers,ApiSuccess,-
ApiWaitTimeout); 
            P_A_new= P_A_new+(2*double(2^15-gA)/2^15)/pavg; 
            end 
             
            scale_factor=scale_factor*P_A_new/P_A; % rescale  
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disp(strcat('Adjusting Beam power, scale factor=...', 
num2str(scale_factor))); 
            P_A=P_A_new; 
        end 
         
        QW(2)= P_A-P0_A; 
        Qd_A(itnum)=P_A/(P0_A*scale_factor); 
        Td(itnum)=toc; 
         
        % Display at every 100 iterations 
        if mod(itnum,100)==0 
disp(['iteration: ' num2str(itnum) '   Enhancement: ' 
num2str(Qd_A(itnum))]); 
        end 
         
        %Phase shift by -alpha 
Phase_Test_minus=mod(Phi+S(j,:)'*Del_Phi(1),1  
        VM=p2v(Phase_Test_minus,Waves_2_Command)*0.6; 
        P_A=0; 
        for pp=1:pavg 
        UPDATE_HVA(BrdNum,VM.*reshape(mask,1024,1)); 
[buffersCompleted,gA,gB] = ...                
Grab_Alazar(boardHandle,buffersCompleted,bufferCount,sam-
plesPerBuffer,bytesPerBuffer,buffers,ApiSuccess,ApiWaitT-
imeout); 
        P_A=P_A+(2*double(2^15-gA)/2^15)/pavg; 
        end 
        QW(1)=P_A-P0_A; 
         
        % Phase shift by +alpha 
        Phase_Test_plus=mod(Phi+S(j,:)'*Del_Phi(3),1);          %  
        VP=p2v(Phase_Test_plus,Waves_2_Command)*0.6; 
        P_A=0; 
        for pp=1:pavg 
        UPDATE_HVA(BrdNum,VP.*reshape(mask,1024,1)); 
[buffersCompleted,gA,gB] = ...                
Grab_Alazar(boardHandle,buffersCompleted,bufferCount,sam-
plesPerBuffer,bytesPerBuffer,buffers,ApiSuccess,ApiWaitT-imeout); 
        P_A=P_A+(2*double(2^15-gA)/2^15)/pavg; 
        end 
         
        % Calculate best phase 
        QW(3) = P_A-P0_A; 
        denominator=(-QW(1)+2*QW(2)-QW(3)); 
        numerator=((QW(1)-QW(3))*tan(pi*alpha)); 
        % estimate best phase value using phase-shift method 
        phase=mod((2*pi+atan2(numerator, denominator))/(2*pi),1); 
        best_phase=1-phase; 
        Phi_new=mod(Phi+S(j,:)'*best_phase,1); 
        Vnew=p2v(Phi_new,Waves_2_Command)*0.6; 
        P_A=0; 
        for pp=1:pavg 
        UPDATE_HVA(BrdNum,Vnew.*reshape(mask,1024,1)); 
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[buffersCompleted,gA,gB] = ...                
Grab_Alazar(boardHandle,buffersCompleted,bufferCount,sam-
plesPerBuffer,bytesPerBuffer,buffers,ApiSuccess,ApiWaitT-
imeout); 
        P_A=P_A+(2*double(2^15-gA)/2^15)/pavg; 
        end 
         
        if(P_A/(P0_A*scale_factor)>0.95*Qd_A(itnum)); 
            Phi=Phi_new; 
            V=Vnew; 
        end 
    end 
end 
% Update final voltage 
UPDATE_HVA(BrdNum,V.*reshape(mask,1024,1)); 
  
% Close Alazar card 
ABORT_ALAZAR; 
V00=V; 
  
% Park beam off from center 
outputSingleScan(s,[0.1 0.1 0]); 
s.stop(); 
s.delete(); 
 
% Measure final laser power 
pow=93*2*(gB-2^15)/2^15; 
opt='SDM_aft'; 
  
% Save a copy of data to file 
save_enable=1; 
if save_enable ~=0 
time = clock; 
data_name = ['C:\Users\PERL\Documents\MATLAB\S-
MPM/WALSH_SDM_PARKBEAM_c_elegans_' HVAType '_' date num2str(-time(4)) 
num2str(-time(5)) num2str(-time(6)) '_Enhancement_' num2str(Qd_A(end)) 
'.mat']; 
save(data_name, 'BrdNum', 
'HVAType','P0_A','scale_factor','Td','Qd_A','itnum','Phi', 'pow'); 
fprintf('The data has been stored as %s \n', data_name); 
end 
  
%% Plots data 
figure(100); imagesc(reshape(Phi,32,32)); 
colormap('HSV'); axis off; 
title('SLM Phase in Waves','FontSize', 20); 
set(gca,'FontSize', 20); 
 
figure(200); plot(Td,Qd_A); 
title('Optimization','FontSize', 20); 
ylabel('Enhancement','FontSize', 20); 
xlabel('Time(s)','FontSize', 20) 
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set(gca,'FontSize', 20); 
text(Td(end)/2,1+Qd_A(end)/8,['Peak PMT voltage: 
',num2str(Qd_A(end)*P0_A)]); 
  
%% Close drivers 
%park galvos at (0,0) 
s = daq.createSession('ni'); 
s.addAnalogOutputChannel('dev1', 0:2, 'Voltage'); 
outputSingleScan(s,[0.0 0.0 0]); 
s.stop(); 
s.delete(); 
  
%close DM driver 
BrdNum=2; 
VI=zeros(1024,1); 
UPDATE_HVA(BrdNum,VI.*reshape(mask,1024,1)); 
ClearHVA(BrdNum); 
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Appendix II. 
MATLAB code for conjugate AO correction: 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% HVA Longstroke Driver based kilo-DM control codes.          % 
% 1024 SPGD function based iterative optimization method.     % 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
addpath('F:\AlazarTech\ATS-SDK\6.1.0\Samples_MATLAB\Include'); 
addpath('C:\Users\PERL\Dropbox\KiloProject'); 
pause(); 
 
%% Open ActiveX Window 
[hLB,~,~,~,~] = ActiveX_Initialize(); 
pause(2); 
  
%% Open DM drivers 
disp('Initializing CDM'); 
BrdNum=1; HVAType = 'KILOLongStroke'; 
[error] = SetUpHVA(BrdNum, HVAType); 
load 12W05#26_DMflat_Map.mat; 
  
%% Initialize constants 
s = daq.createSession('ni'); 
s.addAnalogOutputChannel('dev1', 0:2, 'Voltage'); 
s.Rate = 100000; 
T=10e-3; 
Tx=T/2; Ty=T/3; 
fx=1/Tx; fy=1/Ty; 
Tm=linspace(0,T,1000); 
datax=v*sin(2*pi*fx*Tm); 
datay=v*sin(2*pi*fy*Tm); 
data0=linspace(0,0,12000000); 
datax=repmat(datax',12000,1); 
datay=repmat(datay',12000,1); 
  
S=0.5;G=1.5;N=1000; 
NN=1024; 
Max_V=245; 
scale_factor=1; 
exp_factor=1/scale_factor; 
Q=zeros(N,1); 
Td=zeros(N,1); 
n=10; 
num_run_ave=n; 
  
% Open and Config Alazar Board 
[boardHandle,buffersCompleted,bufferCount,samplesPerBuffer,bytesPerBuff
er,buffers,ApiSuccess,ApiWaitTimeout] = ... 
    Open_Alazar(); 
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s.queueOutputData([datax datay data0']); 
s.startBackground(); 
  
VI=DMflat; 
V=VI; 
UPDATE_HVA(BrdNum,V.*mask); 
[buffersCompleted,gA,gB] = 
Grab_Alazar(boardHandle,buffersCompleted,bufferCount,samplesPerBuffer,b
ytesPerBuffer,buffers,ApiSuccess,ApiWaitTimeout);; 
QI=(2*double(2^15-gA)/2^15); 
  
dQ=0; 
for i=1:n 
R = round(rand(NN,1))*(2*S)-S;      %Perturb actuators by step size, 
with random sign. 
VP = V + R;                         % Perturbed voltage 
UPDATE_HVA(BrdNum,VP.*mask); 
[buffersCompleted,gA,gB] = 
Grab_Alazar(boardHandle,buffersCompleted,bufferCount,samplesPerB-
uffer,bytesPerBuffer,buffers,ApiSuccess,ApiWaitTimeout);; 
P0_A=(2*double(2^15-gA)/2^15); 
dQ=dQ+abs((P0_A*exp_factor-QI)/(QI*n)); %accumulate QI and dQ terms, 
note dQ is normalized as percentage 
end 
  
% Main Control Loop 
t=tic; 
for i = 1:N 
R = round(rand(NN,1))*(2*S)-S;      %Perturb actuators by step size in 
random direction, then reversed 
VP = V + R; 
VM = V - R; 
VP = max(VP,0);VP = min(VP,Max_V);  %check limits 
VM = max(VM,0);VM = min(VM,Max_V);  %check limits 
UPDATE_HVA(BrdNum,VP.*mask);        %plus perturbation 
 [buffersCompleted,gA,gB] = 
Grab_Alazar(boardHandle,buffersCompleted,bufferCount,samplesPerB-
uffer,bytesPerBuffer,buffers,ApiSuccess,ApiWaitTimeout);; 
P_A=(2*double(2^15-gA)/2^15); 
QP = P_A*exp_factor; 
UPDATE_HVA(BrdNum,VM.*mask);        %minus perturbation 
[buffersCompleted,gA,gB] = 
Grab_Alazar(boardHandle,buffersCompleted,bufferCount,samplesPerB-
uffer,bytesPerBuffer,buffers,ApiSuccess,ApiWaitTimeout);; 
P_A=(2*double(2^15-gA)/2^15); 
QM = P_A*exp_factor; 
Q(i)=QP;         %raw metric vector term stored 
Td(i)=toc(t); 
QP = QP/QI; 
QM = QM/QI;                         %normalize QP and QM 
QD = QP-QM ;                        %metric difference 
if i<num_run_ave 
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Qmean=Q/QI;   %before starting running average, fill the queue with 
enough Q(i) values 
else 
Qmean=filter(ones(num_run_ave,1)/num_run_ave,1,Q/QI); 
end 
   
if mod(i,100)==0 
disp(['iteration: ' num2str(i) '   Enhancement: ' num2str(Q(i)/QI) ]); 
end 
     
Gain=(G/Qmean(i)); 
Gain = max(.05,Gain); 
DV=QD*(Gain)/((2*dQ)); 
DV=min(DV,1); 
V=V+R*DV;   %update (note:2*dQ because perturbation is +/- perturbation, 
while dQ was estimated for + only) 
V = max(V,0); 
V = min(V,Max_V);                   %check limits 
    while P_A > 0.15*max_metric; 
LaserPower_Dec(hLB,1); 
pause(1); 
UPDATE_HVA(BrdNum,V.*mask); 
[buffersCompleted,gA,gB] = 
Grab_Alazar(boardHandle,buffersCompleted,bufferCount,samplesPerBuffe
r,bytesPerBuffer,buffers,ApiSuccess,ApiWaitTimeout);; 
P_A_new= 2*double(2^15-gA)/2^15; 
scale_factor=scale_factor*P_A_new/P_A; 
exp_factor=1/scale_factor; 
disp(strcat('Adjusting Beam power, scale factor=...', 
num2str(scale_factor))); 
P_A=P_A_new; 
end 
end 
ABORT_ALAZAR; 
VF=V; 
UPDATE_HVA(BrdNum,V.*mask); 
Q_norm = Q/QI; 
SNR=Q_norm(end); 
s.stop(); 
s.delete(); 
  
s = daq.createSession('ni'); 
s.addAnalogOutputChannel('dev1', 0:2, 'Voltage'); 
outputSingleScan(s,[0.1 0.1 0]); 
s.stop(); 
s.delete(); 
  
frm_avg_on=1; 
  
% Measured Power 
pow=93*2*(gB-2^15)/2^15; 
opt='CDM_SCANBEAM_aft'; 
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% Save a copy of data 
save_enable=1; 
if save_enable ~=0 
time = clock; 
data_name = ['C:\Users\PERL\Documents\MATLAB\S-
MPM/SPGD_CDM_SCANBEAM_conj_300um_' HVAType '_' date num2str(-time(4)) 
num2str(-time(5)) num2str(-time(6)) '_Enhancement_' num2str(Q_norm(end)) 
'.mat']; 
save(data_name, 'BrdNum', 
'HVAType','P0_A','scale_factor','Td','Q_norm','V', 'DMflat','pow'); 
fprintf('The data has been stored as %s \n', data_name); 
end 
  
figure(101); imagesc(reshape(VF,32,32)); colorbar; axis off; 
title('Voltage map','FontSize', 20); set(gca,'FontSize', 20); 
figure(104); imagesc(reshape(VF-DMflat,32,32)); colorbar; axis off; 
title('Voltage difference map','FontSize', 20);set(gca,'FontSize', 20); 
  
figure(105); plot(Td,Q_norm); 
title('Optimization','FontSize', 20); 
ylabel('Enhancement','FontSize', 20); 
xlabel('Time(s)','FontSize', 20) 
set(gca,'FontSize', 20); 
text(Td(end)/2,1+Q_norm(end)/8,['Peak PMT voltage: 
',num2str(Q_norm(end)*P0_A)]); 
  
%% Close kilo 
s = daq.createSession('ni'); 
s.addAnalogOutputChannel('dev1', 0:2, 'Voltage'); 
outputSingleScan(s,[0.0 0.0 0]); 
s.stop(); 
s.delete(); 
  
BrdNum=1; 
VI=zeros(1024,1); 
UPDATE_HVA(BrdNum,VI.*reshape(mask,1024,1)); 
ClearHVA(BrdNum); 
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