Bifurcaciones causadas por variación del dominio en problemas elípticos by Vegas Montaner, José Manuel
UNIVERSIDAD COMPLUTENSE DE MADRID
 FACULTAD DE CIENCIAS MATEMÁTICAS
TESIS DOCTORAL
MEMORIA PARA OPTAR AL GRADO DE DOCTOR
 PRESENTADA POR 
 José Manuel Vegas Montaner
DIRECTOR:
 Alfonso Casal Piga
Madrid, 2015
© José Manuel Vegas Montaner, 1981
Bifurcaciones causadas por variación del dominio en 
problemas elípticos 
 Departamento de Ecuaciones Funcionales
Illlllllllll
* 5 3 0 9 8 6 1 4 1 6 *
UNIVERSIDAD COMPLUTENSE
X S 3 h  7 0 ! o  - t
Wi:-
José Manuel Vegas Montaner
BIFURCACIOKES CAUSADAS POR VARIACION DEL DOMINIO 
EN PROBLEMAS ELIPTICOS
Departamento de Ecuaclones Funclonales 
Facultad de Ciencias Mateméticas 
Unlversldad Complutense de Madrid
1983
BIOLIOTECA
Coleoclén Tesls Doctorale#. N« 132/83
^  José Manuel Vegas Montaner
Edita e imprime la Editorial de la Universidad
Complutense de Madrid. Servicio de Reprografla
Noviciado, 3 Madrid-8
Madrid, I983
Xerox 9200 XB 48O
Depésito Legal: M-I8056-1983
BIFURCACIONES CAUSADAS POR VARIACION DEL DOMINIO 
EN PROBLEMAS ELIPTICOS
AUTOR: JOSE MANUEL VEGAS MONTANER
DIRECTOR DE TESTS: Dr. D. ALFONSO CASAL PIGA
DEPARTAMENTO DE ECUACTONES DIFERENCIALES 
FACULTAD DE MATEMATICAS 





En primer lugar, debo mi mas profunda gratitud al 
profesor Jack K. Hale per su constante orientaciôn, dedica- 
ciôn e interés por mi trabajo, y, sobre todo, porque sus 
ensenanzas han sido decisivas para mi formacion. Agradezco 
también a los profesores G. Dafermos, E. Infante y W. Fleming 
de Brown University su disposicion para responder a mis 
preguntas sobre diverses puntos de este trabajo.
Aunque esta tesis fue elaborada durante mi estancia 
en la Division of Applied Mathematics de Brown University,' 
es un placer para ml hacer constar que tanto la formacion que 
recibî a través de los cursos de licenciatura y doctorado 
en la Facultad de Matemâticas de la Universidad Complutense, 
como los estudios que realicé como miembro del Departamento 
5e Ecuaciones Funcionales de la citada facultad, fueron y son 
una de mis mayores ayudas y, de hecho, me orienteron hacia el 
nampo de especializacion del que es parte esta memoria. Estos 
estudios estuvieron dirigidos por el profesor Alfonso Casai 
Piga, cuya interveneion personal propiciô mi aceptaciôn en 
Brown, y a quien agradezco, entre muchas otras cosas, su 
constante apoyo, tanto desde la Complutense como en la propia 





INTRODUCCION ......   1
I. LA ECUAC ION EE EVOLUCION .....................  6
1.1   6
1.1.1 Notacion  ...........   6
1.1.2 El Teorema de la Funcion Implfcita ... 8
1.1.3 El metodo de Liapunov-Schmidt .....  8
1.2 Resultados sobre espacios de Sobolev .... 9
1.2.1 El teorema de inclusion de Sobolev y el 
lema de Rellich  ....    9
1.2.2 Operadores de extension  ..........  10
1.2.3 Operadores de sustitucion .........  11
1.3 Ecuaciones elfpticas ....     12
1.4 Ecuaciones de évolue ion  .............  l4
II. FORMULACION DEL PROBLEMA. EL METODO DE LIAPUNOV-
SCHMIDT ...................................  18
II. 1 El problema ....................  18
II.2 El me todo de Liapunov-Schmidt  .....  19
III. LOS DOMINIOS (Ig Y SUS PROPIE DADES BASIC AS .... 24
111.1 Los dominios Cl^  ...................  24
111.2 Propiedades basicas de los dominios 11^ ... 27
IV
111.3 Convergencia de famillas de funciones 34
111.4 Estlmaciones sobre autovalores y autofun-
ciones  ....     4o
111.5 Continuidad (en c ) de los operadores ^  . 49
III .6 Nota blbllograflea  .....   56
IV. REGULARIDAD DE LAS ECUACIONES DE BIFURCACION ... 58
IV. 1 Enunciado del teorema de continuidad ... 58
IV.2 Continuidad de u en £ ............... 59
IV.3 Continuidad de G, H en C ....   68
V. EL CASO HIPERBOLICO ..................    69
V.l Caracterizacion de las soluciones de S(^,o) 69
V. 2 El caso hiperbolico  ....    70
V.3 Estabilidad de las soluciones ........  72
VI. EL CASO CRITICO CON FÜNCION SIMETRICA ....   76
VI. 1 Introduccion ......       76
VI. 2 Formulae ion del problema con dos par&metrosi 77
VI.3 Acotaciones a priori y cambio de escala . 79
VI.4 Las curvas de bifurcacion bajo hipotesis
de simetrfa .....     84
VI.4.1 El caso g(-u) s -g(u)    9^
VI.4.2 El caso g(-u) 5 g(u) ......    I06
VII. EL CASO CRITICO CON FUNCION NO SIMETRICA ...... 115
VII.1 Acotacion a priori ..........    Il6
VII.2 Eliminacion de s ..................... 117
VII.3 Eliminacion de a ..................... 135
VII.4 Eliminacion de A ....................  l44
VII.5 Estabilidad de las soluciones  ....... l44
VIII. APLICACION A UN MODELO DE SELECCION GENETICA CON
MIGRACION ..................................  148
IX, GENERALIZAClONES Y PROBLEMAS ABIERTOS ......... 155
BIBLIOGRAFIA ...............................  158

INTRODUCCION
La ecuaclon de évolueion 
f du
(E) 4
= Au + f (u) en e»)
~  = 0 en 60,00)
desempona un papel muy importante en matemitica aplicada, ya 
que aparece en procesos fîsicos (conduceion no lineal del calor, 
combustion), biologicos (dinâmica demogrâfica, conduccion de 
impulses nerviosos, modelos ecolégicos), quîmicos (procesos de 
reacciôn-difusion), etc. La condicion 3u/dn = 0 indica
que la magnitud u considerada se encuentra en un ambiente 
aislado de influencias exteriores. La ecuaclon difereneial 
ordinaria û = f(u), llamada "ecuaclon cinética" o "ecuacion 
de reaccion", rige la évolueion del proceso cuando u esta 
distribuida homogéneamente en el espacio. El têrmino "Au" sena- 
la la presencia de un mecanismo de difusion que tiende a "homo- 
geneizar" distribuciones no homogéneas alrededor de su valor 
medio, en ausencia del termine cinético f(u). El interés en el 
estudio de la ecuacion (E) reside, precisamente, en la interac 
cion entre ambos mécanismes, planteândose inmediatamente el 
problems de decidir cuâl de elles ejerce mas influenciai si 
es el de difusion, la distribuciôn a largo plazo de u sera 
prâcticamente homogénea, mientras que si el mecanismo mas pode-
roso es el de reaccién, una distribuciôn inkciaimente no homo­
gène a podrîa mantener su forma asimitrica todo el tiempo.
Siempre que se estudia el comportamiento a largo plazo 
de un sistema dinômico. el concepto de estabilidad se présenta 
inmediatamente, ya que los movimientos estables son los unieos 
que tienen relevancia ffsica. Sin embargo, la localizaciôn de 
ciertos movimientos inestables juega un papel muy importante en 
la descrpciôn del proceso évolutive, puesto que suelen représen­
ter "llneas divisorias" o "séparatrices" en el espacio de fases.
Como (E) tiene estructura de sistema gradients, no 
puede haber ciclos limite o cualquier otro tipo de movimiento 
dependiente del tiempo que represents el estado asintôtico del 
sistema. Por tanto, hemos de considerar exclusivamente las solu­
ciones estacionarias de (E) y su estabilidad.
En [32] , Chafee demostrô que si A  es un intervals 
unidimensional acotado, las ânicas soluciones estacionarias de 
(E) que son estables son las homogèneas, o sea u s constante 
en il . Cas ten y Holland [7] y Matano [23] , independientemente, 
extendieron la validez de este resultado al caso en que ü  es 
un dominio convexo en el espacio n-dimensional. Estos resultados 
no dependen del tôrmlno no lineal f(u). Simultaneamente, Matano 
demostrô, construyendo ejemplos especificos, que en ciertos do­
minios no convexos aparecen soluciones estables con distribuciôn 
espacial no homogènes.
Con objeto de estudiar analiticamente la transieion 




^  = AUç+f(Uç> en «o)
3 Up
= 0 en dilg X (o, «=)
donde ilg es una familia de dominios conexos y acotados que se 
"contrae" (cuando £ -» 0) a un dominio A q que cons ta de dos 
components s conexas, /I q y A q » Ag pue de considerarse como 
el resultado de adosar un "puente" de amplitud £ entre 
y A  Q . Bajo ciertas hipotesis, la condicion de Matano para la 
•existencia de soluciones estables no homogéneas se satisface para 
valores pequenos de E , mientras que la condicion de convexidad 
corresponde a valores grandes de C
Este planteamiento sugiere dos cosasi (1) las solucio­
nes estables no homogéneas de Matano podrfan obtenerse a partir 
de ciertas soluciones "triviales" para E = 0 (por ejemplo, fun­
ciones localmente constantes en A^) empleando algun método de 
perturbasion; (2) la no existencia de taies soluciones para va­
lores grandes de C implica la presencia de algun fenômeno de 
bifurcacion, por el cual haya ciertos cambios en la estabilidad 
de las soluciones, o en su numéro (o ambas cosas a la vez). Es­
te aspecto del problema fue discutido por Haie [l?] de forma 
intuitiva.
Por tanto, hemos de resolver dos problemast primero, 
construlr algun método para estudiar familias de dominios del 
tipo Ag I segundo, plantear el problema dentro del marco de 
la teorla de bifurcacion, es decir, obtener un problema équi­
valente (las "ecuaciones de bifurcacion", por el método de 
Liapunov-Schmidt) que pueda tratarse con técnicas ya astable- 
cidas y mas o menos clésicas.
Este trabajo esta organizado de la siguiente format
El Capîtulo I contiene los resultados bésicos i?e- 
lacionados con la ecuacion de evolucion (E).
En el Capftulo II présentâmes la aplicaciôn del 
método de Liapunov-Schmidt a nuestro problema.
En el Capftulo III describimos los dominios Ag y 
demostramos sus propiedades basicas, Definimos también un con­
cepto de convergencia de funciones con Indice € » por el cual 
se demuestra la siguiente propiedad de clausurai Si Ug son
soluciones de (E_) y u_ —». u. , entonces u. es solucion
*0
de (E ).
Esta propiedad es esencial para probar la regulari- 
dad de las ecuaciones de bifurcacion obtenidas en el Capitule 
II» este es el objetivo del Capîtulo IV.
En el Capîtulo V consideramos el caso llamado hiper­
bolico, en el cual todos los ceros de f son simples. En par­
ticular, obtenemos soluciones estables no homogéneas como per-
turbaciones de soluciones estables localmente constantes de 
(Eq ), y, de hecho, obtenemos también las soluciones inestables. 
Por tanto, la cuestiôn (1) planteada més arriba se resuelve 
afirmativamente.
En el capîtulo VI estudiamos el caso f(u)a ^u-g(u),
donde A es un pequeno parémetro y g(*) tiene un cero multiple
en u =0, y es simétrica (par o impar). Bajo ciertas hipotesis 
de simetria de los dominios, obtenemos el diagrams de solucio­
nes en funcion de ^ y demostramos la existencia de bifurca- 
ciones secundarias.
En el Capîtulo VII examinamos el caso f(u)jr Au-au -u
como un problema con très paramètres, "mezcla" de los casos
"g par" y "g impar" del Capîtulo VI.
En el Capîtulo VIII presentamos una aplicaciôn de 
los resultados obtenidos a un modelo de seleccion natural y 
migracion combinadas, en el ambito de la geneética de poblaciones 
El Capîtulo IX incluye algunos problemas abiertos 
y generalizaciones.
CAPITULO I
LA ECUACION CE EVOLUCION
En este capitule se incluye la notaciôn y los resulta­
dos bésicos que afectan directamente a nuestro problema. La ma­
yor parte de estos resultados son conocidos; los enunciados han 




R dénota el cuerpo de los numéros reales» es el
espacio euclldeo n-dimensional con produo to escalar . x = 
(Xj^ ,...,x^ ) représenta un punto genérico en
A. (con subindices o superIndices) represents un con- 
junto abierto de con frontera Blï.
IaI dénota la medida de Lebesgue del con junto Ac 
Dada una funciôn u definida en un subconjunto de 
Ux ô represents su derivada parcial con respecto a Xj^
(ai existe). Si u depende de n+1 variables y x^^^ = t (el
"tiempo"), el gradiente Vu = (u„ ,...,u„ ) se refiere
*1 *n
siempre a las variables espacialesi lo mismo con la laplaciana
2„ *s2
XI es un dominio regular si 'BCl es una variedad di- 
ferenciable de clase y 53. esta localmente de un lado de '9A
En tal caso, el vector normal unitario en x ^ ~èSL se indica 
n(x), y = Vu(x).n(x) se llama derivada normal.
L^ Cfl.) représenta el espacio de Banach de funciones me- 
dibles en A  con norma llf ^ = ( f , Cuando
LP(a) A
ps2, el produc to escalar asociado se indica <^f,g> «
L^{n)
représenta el espacio de Sobolev de funciones 
medibles en A  con derivadas en el sentido de distribuciones 
en L^(A) basta el orden m inclusive» cuya norma es
win,2(u^ ) gg escribirâ h"'(R) . El produc to escalar en 
H™(il) se dénota <u,v>
h’"(r )
C^ (ll) es el con junto de funciones con derivadas conti­
nuas basta el orden k en /I . C^(A) es el conjunto de restric- 
ciones a A  de C^ (R'^).
%
1.1.2 El Teorema de la Funcion Implxcita
Proposiciôn 1.1.2* Sean X, Y, Z espacios de Banach. Suponga- 
mos que f(x,y) es una aplicaciôn continua de un entorno U de 
(Xo,yo) en XxY en Z, = 0, y f^(x,y) existe y es
continua en U, y f^tx^.y^) tiene inversa acotada. Entonces
existe una ûnica funcion g definida en un entorno de x^
con valores en Y tal que g(Xg) = y^ y f(x,g(x)) s 0 para 
todo x€Uj^ . Ademés, si f es en U, entonces g es tam­
bién en Uj.
Demostraciéni Véase Berger [é].
1.1.3 El método de Liapunov-Schmidt
Sean A» X, Y espacios de Banach, FiA»X —# Y una 
aplicaciôn continua de un entorno U de (0,0) * A- wX en Y 
tal que F^(A,x) existe y es continua en U y dim N(F^(0,0)) <••. 
codim R(F^(0,0)) < eo . (N y R indican nucleo y rango, res- 
pectivamente). Sean PiX —» N(F^(0,0)), QiY -► R(F^(0,0)) pro- 




Expresemos x = a + x, a s  Px, x z (I-P)x. Entonces, 
la aplicaciôn QF^(0,0)(I-P)» (I-P)X QY tiene inversa aco-
tada, y, por el Teorema de la Funcion Implicita,
QF(A,a+x) = 0
tiene solucion unica x = 'x(I^ ,a), Sustituyendo en la segunda 
ecuaciôn, definimos la Ecuaciôn de Bifurcacion
G(A,a) (I-Q)F(^,a-t-x(l,a) ) * 0
Esta ecuacion tiene lugar en un espacio de dimension finita y 
es equivalents al problema original en un entorno de x = 0.
Nota: No es preciso que F^ exista en el sentido de Fréchet y
sea. continua. Lo unico necesario es que sea un operador de Fred- 
hclm. Vôase Berger [ô],
I.2 Resultados sobre espacios de Sobolev
Se dice que un con junto abierto A c  tiene la propie­
dad del cono si existe un cono finito C tal que cada punto x 
de A  es el vértice de un cono finito contenido en A  y
congruente con C .
Teorema 1.2.1 (Teorema de inclusion de Sobolev y lema de Rellich) 
Sea A  un dominio en que satisface la propiedad 
del cono. Entonces se dan las siguientes inclusiones:
H”'(a) A» L^(&) si 2m<n,
H^ (/2) L^ (fZ) si 2 =n, p^q<oo.
Si A  es acotado, estas inclusiones son compactas
Demostracion: Vôase Adams [2] .
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1.2.2 Operadores de extension
Una aplicaciôn lineal E que transforma funciones de- 
finidas en A  en funciones définidas en es un operador de 
extensiôn total si E aplica W™'P(ft) en de forma
continua, para cada p, 1 £p < po y cada entero m > 0, y ademés 
Eu(x) - u(x) para casi todo x « A  .
Un dominio DCR*' es un "dominio especial de Lipschitz" 
(Stein, (28)) si existe una funciôn de Lipschitz IR,
|(jp(x) -^(x')| ^ m |x -x '1 , tal que D r {(x,y)4 y > y(x)j
La constante de Lipschitz de «p se denomina cota de D.
Sea D un abierto de Se dice que D es mîni-
mamente regular ("minimally smooth", Stein [28)) si existen C^O, 
un entero N, una constante M > 0 y una sucesiôn Uj^ , Ug,. «. 
de conjuntos abiertos taies que*
(i) Si xC 3D, entonces { y* |x-y) < tjcv^ para algun i.
(ii) Ningun punto de R*' esté contenido en més de N
miembros de la sucesiôn U^ , Ug, .....
(iii) Para cada i existe una rotaciôn D^ de un dominio 
especial de Lipschitz D^ cuya cota no excede M 
tal que U^n D s .
Teorema 1.2,2.1 Si D es un abierto cuya frontera es mînima- 
mente regular, entonces existe un operador de extensiôn total 
para D.
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Demostracion: Vease Stein (jZsl .
1.2.3 Operadores de sustitucion (o "de Neiavtskii")
Proposiciôn 1.2.3.1 Sea fL un dominio regular y acotado, y 
supongamos que f (y^  ,... ,y^ )^ satisface
| f ( y r .....yjcM ^ c ( i+ ZL I y«|^ }
Entonces, u %-* f(u,D*u) define una aplicaciôn acotada 
y continua de en L®(Xt) si los satisfacen
Demostracion* Vease Berger [ô] o Krasnosel ' skii [20] .
Proposiciôn 1.2.9.2 Sea f* R — ► R  una funcion tal que 
f y todas sus derivadas hasta el orden k estan mayoradas por po- 
linomios. Entonces, si A  es un dominio bidimensional regular y 
acotado, la aplicaciôn u f(u) es de clase de (A) en 
L^(A).
Demostraciôn* Consideremos las derivadas formales f^(u)v^ 
como aplicaciones multiline ales de en L^(A) » entonces
—=> 0 cuando u^ -^» Ug en H^(A), por la proposiciôn anterior
y la hipotesis de crecimiento polinomico. Basta ahora aplicar 
el "teorema inverse de Taylor" (vease Abraham and Bobbin [l]).
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1.3 Ecuaciones elfpticas
En la siguiente présentasiôn consideraremos unicamente 
el operador laplaciano A con condiciôn de contorno de tipo 
Neumann.
- A se define como laaplicaciôn lineal H^ (XL) -^(H^(A))* 
siguiente*
<-Au.v> . . - fvu.Vv vfeH^(a).
^Cù>) es, por definiciôn, {u€H^(Xl)* Au«L^(û)] » pue de 
demostrarse (Lions y Magenes [zi] ) que si Ci es acotado y regu­
lar, tenemos r^uéH^(a)* ^  = 0 en BJXy , y -A es
2
operador autoadjunto no negativo en L (A).
un
Consideremos la ecuaciôn -Au a Xu + f, con f ^L^(fL). 
Una formulaeiôn equivalents es
f Vu.Vv r Xfuv + f fv, v€H^(n).
•^XL (n.
Proposiciôn 1.3.1.1 Sea A. un dominio acotado y regular en 
Existe una sucesiôn o* r * 0 - ^ Ag ... —» oo tal que,
para cada , la ecuaciôn - Au a Au+ f tiene soluciôn unica 
para cada fcL^(Xl)» el operador asî definido (A + ^ I)~^ es 
compacte de L (A) en L (A).
CadaXcr es un auto valor, es decir, N(A + Xl) jé 0, y 
N(A + ^ I) tiene dimension finita. Las autofunciones cons-
tituyen un sistema ortonormal complete en L^(A) y si en la or-
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denacion de los autovalores repetimos cada uno de ellos tantas 
veces como indica dim N(A+ Al) (llamada multiplicidad del,,au­
tovalor) , entonces tenemos la siguiente caracterizacion variacio- 
nali
A^^^(n) r mln I j^lyuIj^u^ t u€H^(A), u 0 , J ^  w^u =0, l^j<k-l|'
donde X^^^(H) represents el k-simo autovalor y la corres-
pondiente autofuncion.
Ademas, si f€ L^ ( A) y X es un autovalor, con 
N(A 4 A I) =. subespacio engendrado por ( v^  ,..., v^ ] , entonces 
- Au % Au4f tiene solucion si y solo si - 0, 1 < j < r
("alternativa de Fredholm”) y, en tal caso, hay una unica solu­
ciôn que satisface uVj *= 0, 1 j < r. Por tanto, A  4 A I 
tiene inversa acotada cuando lo consideramos restringido al subes­
pacio ortogonal a N(A 4 Al).
DemostraciônI Vôase, por ejemplo. Courant y Hilbert 9 o Agmon 3
Proposiciôn 1.3.2 (Desigualdad de Poincarô)
Para cada u€H^(fl),
i  CA)| }
Demostraciôn» Es una consecuencia inmediata de la caracterizacion 
variacional de X^^^(û).
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Las soluciones u de problèmes del tipo -Au = f c(H^)* 
se llaman soluciones débiles. Hemos indicado antes que f€ L^(A) 
implica u eH^(A)i estas soluciones se llaman fuertes. A con- 
tinuacion vamos a demostrar un resultado que implica, en parti­
cular, que las autofunc iones son de clase C**(Â) si CL es 
un dominio regular y acotado» también puede aplicarse a problè­
mes no lineales con datos regulares.
Proposicion 1.3.3 Sean il un dominio regular y acotado en R^, 
y fiR —*• R una funciôn C** tal que f y todas sus derivadas 
creoen polinômicamente. Entonces, cualquier soluciôn de -Au * f(u) 
es de clase C**(5.).
DemostracionI Observemos en primer lugar que las hipôtesis im- 
plican f(u)6 (H^(A))*, y, por tanto, el problema planteado 
tiene sentido. Ahora bien, estas mismas hipotesis implican tam­
bién f (u) 6 L^(û), y entonces u€H^(A). Por el teorema de in- 
clusiôn de Sobolev (véase Adams [2]), u pertenece a c1erta 
clase de Holder c"*(A), y podemos aplicar los resultados de 
la teorîa de Schauder (véase, por ejemplo, Agmorn, Douglis y 
Nirenberg [4] ).
1.4 Ecuaciones de évolueiôn 
Consideremos
| ^ s A u  + f(u) en il v (’o, o»>
(E) \
0 ^ = 0  en K o©3
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Si f es una f une ion regular (C**), hay muchos espa- 
cios funcionales X(û) en los cuales la ecuacion (E) define 
un semigrupo no lineal, es deciri Para cada <f€X(A), existen 
T>0 y ui X(Xl) taies que u(t) € para t>0,
u es de clase en (0,T), u( t) Y en X(£l) cuando
t-> 0, y u satisface (E) para cada tc (0,T).
Friedman [Ï4] contiens una descripciôn de los diferen- 
tes espacios X(A) a los cuales se puede aplicar este resultado; 
cbmo ejemplos tfpicos tenemos los dominios de las potencies 
fraccionarias del operador sectorial ,
El hecho de que u(t) per te ne ce a S5Ci^) (t>0) inclu­
se an el caso de que u(0)^e9<^A^ recibe el nombre de accion
regularizante de la ecuacion de évolueion (E). For tanto, si
nuestro interns se centra exclusivamente en el comportamiento 
asintotico de u(t) cuando t-+oo y en resultados cualitativos, 
la elecciôn del espacio funcional X{fl.) no reviste tanta impor- 
tancia. En este trabajo nos limitaremos a considerar un caso 
particular, suficiente para nuestros objetivos. La presentacion 
estâ tomada de Matano [23].
Proposicion 1.4.1 Sean Çl un dominio regular y acotado, y f 
una funcion regular. Entonces, para cada t>0 existe un operador 
no lineal Q(t),,@(Q(t))c lT(n)nC°(n) C°(n) talque
Q(0) s I,-© (Q(tj))=> ^(QCtg) ) si t^gtg, Q(tg) = Q( tg-tj^ )Q(t^ ) 
si Oft^ftg, y, para cada <f eL*’(H) n C®(H), Q(t)y es una
soluciôn de (E) en sentido clasico;
Q(.)^€ C((0,t^)i C^(jR) C^(ri))ft C^((0,t^] ; c^(nv).
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Dado un espacio funcional X(fl), definimos el conjunto 
6)-lImite como o(x/^)= O  cl^^Q(T)y: 't^t| . (cl^ es el ope­
rador de clausura en el espacio X). For definicion, cii(X/<p) s gf 
si Q(t)<jp no estâ definido para todo t > 0. Se tienei
(i) «o(C (^û)nC^ (xi)/ )^= oj(L**(a)-dlbilVf).
(ii) w(X/y) consta unicamente de soluciones estacionarias de 
(E), es decir, soluciones independientes de t.
(iii) co(X/(p) es no vacfo si existe una sucesion 0<tj^< tg -» o# 
tal que Q( T  permanece acotado en L (û.) cuando
Demostracion» Vëase Matano [23].
Se dice que una soluci6n estacionaria v es fuerte- 
mente inestable (Matano 23 ) si existe 0 tal que si
Y€L"*(a)nC°(a), V y i v), entonces [Q(tQ)fl(Xjj) ^
v (Xq)+£q ([Q(tQ)Y](xQ) 6 v (Xq ) - £q ) para algûn (Xg.tg).
Proposici6n 1.4.2 (Frincipio lineal de estabilidad)
Sea V una solucion estacionaria de (E), y supon- 
gamos que el au to valor mayor del problems lineal ( JjLq) t 
- Aw - yuw - f ' (v)w 
es distinto de cero, Entonces, si 0, v es fuertemente ines-
tablei si /^q <0, v es exponencialmente estable (por ejemplo, 
en la norma L^i !( QCt)<^  - vll g — ► 0 exponencialmente).
Demostracion» La primera parte puede encontrarse en Matano [23]. 
Para la segunda, vease, por ejemplo, Rauch [26].
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Proposicion 1.4.4 (Frincipio de comparacion)
Sean ( t), rg( t) dos soluciones de (E) indepen­
dientes de X. Entonces, si u(x,t) es una solucion de (E) tal 
que r^(0) ^  u(x,0) ^ r^io), se tiene r^(t) < u(x,t) rg(t) 
para todo t > 0.
Demos trac ion t Véase Fife [il] .
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CAPITULO II
FORMULACION DEL PROBLEMA. EL METODO EE LIAPUNOV-SCHMIDT
II.1 El problema
Consideremos una familia de dominios acotados, regula- 
res y conexos jTlgC R^, O^C^l, tal que ilg c jfîy/si e * c', y 
—» 0 cuando 0, donde £1^ es un dominio regular 
que cons ta de dos components s conexas y XIq»
Dada una funcion regular f R — ► R, nuestro obje- 
tivo es estudiar el comportamiento asintStico de las soluciones 
de la ecuacion de évolueion
(E(X,en
 ^ =; Au 4- f(A,u) en ilg x (o,
9u
)n = 0 en djQg X (o, *«3
para valores pequenos de como perturbasi6n del problema
correspondiente para A = fr0, es decir, (E(0,0)).
Los resultados enunciados en la seccion 1.4 nos permi- 
ten concluir que el conjunto w-limite de toda 6rbita acotada 
consiste exclusivamente de puntos de equilibrio de (E(A,C))» es 
decir, soluciones de la ecuacion estacionaria
{
Au+ f(X,u) = 0 en /Ig
f. . 0
La descripciôn précisa de los dominios üg tendra lu- 
gar en el Capitule IIIj en este momento, nos interesan dos de 
sus propiedades fundamentalest
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(/L 1): Ag ^ N  Jlg) 0 cuando £-»0 .
(û.2); A^ ^^ (jRg) esta acotado inferiormente por una constante
estrictamente positiva.
Notacioni Ag represents el operador laplaciano con condiciôn 
de contorno de Neumann. A^ ^^ (I2g) representan el se-
gundo y tercer autovalor, respectivamente, de A  en Jlg
represents una autofunciôn correspondiente a Ag = A^ ^^ (jClg) 
con - 1 •
II.2 El método de Liapunov-Scmidt
Al tener el operador un autovalor igual a cero, he- 
mes de encontrar ciertos subespacios de codimension
finita, taies que transforma Lg en y tiene • inversa
acotada (es decir, su restricciôn a Lg ).
Como en todo problema de tipo Neumann, la elecciôn na­
tural serîa Lg = L g c [f g L^ (ilg) * j^^f = 0 J , es decir, el subes 
pacio ortogonal al nueleo de Ag » sin embargo, es fâcil compro- 
bar que, si bien estâ definido como operador lineal y
A
acotado en Lg, su norraa como operador tiende a infinito cuando
£-> 0, a causa de la propiedad (O. 1) indicada antes. Para evi-
tar este inconvénients, la propiedaci (fl 2) nos sugiere tomar 
î  def
/s
Ug ^ subespacio engendrado por {l,Wg}j 
L^(X^)s L ® Ug .
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toma sus valores en (fig) n L^; llamemos ^  al ope­
rador Ag^lLg considerado como una aplicacion lineal y continuai
Xg : Ig -# Hg H^(flg)ALg .
Por la caracterizacion variacional de los autovalores, 
(seccion 1.3)* toda funciôn ug Hg satisface IVul^^ Xf (fl^)^ 
y entonces
Sea f€ Lg y llamemos u s K^f ; u satisface 
Por tanto, ^
iiuii j IlfII2
con igualdad cuando f es una autofunciôn correspondiente a 
A^ ^^ (flg). Por tanto
(*) 11^11^^^)= ^ Cj
para & suficientemente pequeno, donde es una constante
independiente de £ .
2
Sea la proyeccion ortogonal L (Og)-» Ug i
Pg f = IXi^l f^f + •
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(1)
La ecuacion -AçU = f{A,u) es équivalente a 
0 = (I-Pg )f(A,u)T  d-Pg^ï-AgU]
l Pf (-Acu) = I[g\ — (jgu/— Pgf(A,u)
Para cualquier u € , se tiene
E, (Apu)= Au +  w-f w,Au = w- f (Awg )u = -A-w f w-u
E t  E liig Ulg  ^^
yà que =0 en , Expresando u = « +pvi^  + u, u« Hg ,
tenemos
^  (Au) = -}^g| Wg ("«+|iWg+ u) = -p AgWg = A(Pgu).
Por tanto, (1) puede escribirse de la siguiente formai 
f-AgU = (I-Pg )f(A,o(f^ Wg+u) 
l/*AgWg = Pgf(A,u) 
o también
 ^u = ^(I-Pg )f(A,«*|!>i^ +u )
(2) 1 ^  f (X,e<+jXWg4-u) = 0
. ' A  + = °
AsI, u ^ éB(àf) es soluciôn de -AgU = f(A,u) si y 
solo si u = or+j3Wg+ u, donde u « Hg y u satisfacen (2).
A continuaciôn impondremos ciertas hipôtesis sobre f 
con la idea de garantizar la solubilidad de la primera de las 
ecuaciones en (2) (la "ecuaciôn funcional" o "infinito-dimensio- 
nal")I
(f 1) f es regular (C**) en ambas variables.
(f 2) Existe un X^>0 tal que f f^ ( ,u)|i^kj para IA| < ueR
y k. < l/(2C. ), donde C. = inf H^ gll . (ver (»))
 ^  ^  ^ (.^0
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Los resultados establecidos en el Capitule I nos per- 
raiten afirmar que, para cada c fijo, la aplicacion
"g- f
ï  I i \> R  X R X Hg — ► L g  
§^(A,«,^,u) sr f(X,e< + |lWg4 u)
es diferenciable (C**) en A (si ns 2; en cualquier caso
es al menos C ), y, ademâs.
IIda 2 ) ^ si IA|<Ao, R, uCHg
 ^ ( ys. e
La hipôtesis kj^ < l/(2CTj^ ) implica que II K^^d-Pg
para cualquier n^ ,^ CR, u«Hg, por tanto, podemos aplicar
el Teorema de la Funciôn Implicite a la ecuaciôn
(3) n - 1^ (I-Pg )f^A,«x.p,u) = 0
y concluir que, para cada *(,|(6R, 1X1 6 %  (independiente
de o^ ,jî,A,£*), (3) admite soluciôn ûnica 'u a u(o^ ,^ ,A,6) dife­
renciable en para cada £ fi jo.
Sustituyendo esta soluciôn unica en la segunda y ter- 
cera ecuaciones de (2), definimos las Ecuaciones de Bifurcaciôm
(4) G(«(,|1,A,€) f(A,«t+(îWg+u(p<,p,A,€)) = 0
(5) H(«{,^ ,>,€) 4^ ^v»^f(A.«t+^Wg-fu(X,jl,A,e)) a 0
En resumen, hemos demostrado la siguiente
Proposicion II.2.1 Bajo las hipôtesis {Cl 1), {Cl 2), (f 1) y 
(f 2), una funciôn u es soluciôn de S(A,C) si y solo si u 
puede expresarse de la forma u r o * u ( o * , ^ , A  ,£), donde 
u(x,^,A,e) satisface (3) y *i t satisfacen (4),(5). Por 
tanto, hay una correspondencia biunivoca entre el conjunto de
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soluciones de S(X,C) y el conjunto de soluciones (x,p) de (4),(5).
Nuestro proximo objetivo es analizar las ecuaciones de 
bifurcaciôn en el entorno de A=0, £=0. No hay problema en 
eu an to a regularidad en , consecuencia directa del
Teorema de la Funciôn Implîcita. Sin embargo, no es fâcil deci- 
dir el tipo de regularidad de las funciones G, H con respecto 
a t I este es el problema que tratan los dos capitulos siguientes,
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CAPITULO III 
LOS DOMINIOS A g  Y SUS PROPIEDADES BASIC AS
En este capitule présentâmes los dominios fLg que 
constituyen el objeto de nuestro estudio y demostrames algunas 
de sus propiedades bâsicas, siempre en relaciôn con las Ecua­
ciones de Bifurcaciôn definidas al final del capitule anterior, 
Ciertas propiedades pueden expresarse de forma abstracta, de 
forma que algunos resultados siguen siendo vâlidos para fami- 
lias de dominios mâs généralest esta discusiôn aparece en el 
Capitule IX.
III.1 Los dominios A g
Sean ILq y fig dos dominios regular es y conexos en
2
R que satisfacen las condiciones siguientesi
a) fig c {(x,y) I X c-1 J ï A  0 c [(x.y) i x> l}.
b) ((x,y)i xe-l, lyfi » {(x,y) i x = 1, |yl< l}c9flo
c) {(x,y)i -3^x^-l, lyl^l)^AQ
{(x,y)i 1 6 X ^ 3, %y| < ijc .
Sean r^, r_ funciones continuas [[-l.lj—*R, de clase 
C** en (-1,1), que satisfacen las propiedades siguientes i
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d) r+(0) > 0, r^(-l) = r^(l) = Il r_(0)<0, r (-1)= r (1) = -1
e) r'(x)<0 si x < 0, r ' (x) > 0 si x>0
r*(x) <: 0 si x <0, r^(x) > 0 si x>0
f) Para todo entero
► **« cuando 1x(-» 1 .
d^r (x) d^r(x)
dxk
■ ■ > Oo
dxk
Estas propiedades implican que las curvas planas 
{(x,y) I X = -1, y $ l) U \ (x,y) I y s r^(x)] u { (x,y) j x * 1, y ? l} , 
|(x,y)j X =-1, y ^ -l}u {(x,y) I y s r_(x)) u {(x,y) I x = l, y < -l)




(1) Rg = {(x,y) * £r_(x) < y c £r^ (x), \x( 6 l}.
(2) uRgUilo * ilftORg .
(3) Qg = l(x,y)i -3 ^ x <-1, Cr_(-2-x) <r y< cr^(-2-x)) 
Qg - {(x,y)i 1 é X i 3, cr_(2-x) < y^jrr^ (2-x)]
«e •
Es évidente que los dominios flg reci^n definidos son 
regulares, acotados y conexos, y satisfacen Xlg c 1^/si 
Qg es precisamente el resultado de refiejar simétricamente Rg 
tomando la linea y g -1 como eje; mientras que si tomamos como 
e je yrrl obtenemos . El conjunto Qg cobrarâ importancia 
mâs adelante.
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III.2 Propiedades baslcas de les dominios
Proposicion III.2.1 La funcion £ i—  ^ Iflgj es continua en [o,
En particular, I fig v. f l ^ j 0 cuando E 0.
.1
Demostracion» (Xlg| = +j E(r^ (x) - r_(x))dx .
QED
Proposicion III.2.2 Para cada £ ,,0 6 E <1, existe un operador 
lineal de extension Eg, L^(Ag)L^(R^), E (H^(Qg))c (R^). 
tal que, para cada £>0, (%) tanto en (L^(Hg) ,L^(R^)) co­
mo en ,H^(R^) ) I C(.) es una funcion acotada en inter­
vales compact08 de (0,lj.
Demostracion» Los resultados relatives a operadores de exten­
sion establecidos en el Capitule I implican la existencia del 
operador E^ (es decir, £*0), ya que iT^ es un dominio re­
gular y acotado.
Definamos el siguiente conjunto no acotado »
Dg g l(x,y), 1x1^ l) VRg .
Fijemos £«1. Por el Teorema de Extension (I.2.2,1), 
existe un operador de extension E^ « L^(Dj) -» L^(R^), con 
Ejj <H^(Dj)) c H^(R^), ya que D^  es un dominio cuya frontera 
es ralnimamente regular.
Observemos ahora que Dg es precisamente la imagen
de Dj median te la contraccion lineal x*r x, y’=cy, cuyo
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jacoblano es 6 . AsI, podemos définir, por composicion, un 
operador de extension i L^(D )-♦ L^(R^) tal queUg c
I I I I  < He II (en y H^).
Sea u€L^(X^), 6 u eH^(Og). Llamemos R^u a la 
res trice ion de u a Hq. Definimos u en D^ de la format
t v
en Rg
(Rjg^ u) en {(x,y) I |x| > ij .
Si ucH^(Xlg), entonces u t H^(Dg), ya que usu en Ag y
(Dg'vflp) nRg s 0 si £<1.
Definimos ahorai
E (u)s E_ (u) 
t ^
Se tienei l|Eg(u)H  ^ M  + u)H ) £
^ R D^ Rg  ^ "O "O
^ £"^ (l|u|| + Hejjilujl ) £ C'£"^liulL (en L^ y H^).
Rg  ^ "O Ê
Por tanto, llEf|| Cg"^ para £>0.
QED
Esta proposicion nos permite concluir que las normas 
(como operadores) de las inclusiones de Sobolev H^ (ilg) c* L^ (flg) 
para p :> 2 son de orden Sin embargo, esta cota no es
suficiente para obtener las estimaciones que necesitaremos mas 
adelante. El objeto de la siguiente proposicion es demostrar la 
existencia de cotâb mâs ajustadas.
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En primer lugar, definamos 
Eg = Hgol
Proposicion III.2.3 Para cada p>2 existe una constante 
tal que, para todo £>0, £^1, ugH^(jlg),
' " V is, , ‘ ■.‘' ‘''” ■“ "” '“«..,5,,
(111) lui M C j
Mp permanece acotada cuando p 2^ y tiende a *, cuando p .
DemostracionI El cambio de variables x = x', y=cy* trans­
forma Rj (es decir, R^  para £»l) en Rg. Rj^ es un dominio 
fijo que satisface la propiedad del cono; por tanto, podemos 
aplicar el teorema de inclusion de Sobolevi H^ (Rj^ ) c* j
sea Mp la norma de esta inclusion.
Dada u€H^(flg), definimos v(x*,y*) = u(x*,cy’)i 
V  estâ definida en y satisface H^H p ^  ^
L^(Rj)
£ M' llvll . ^ . Entonces,
P h M R j)
Hull- ^ u^(x,y)dxdy= ef u^(x’,cy ’ )dx’dy' r
= vP(x* ,y ’ )dx’dy ’ £ g(Mp)^|^ (v^+ v^ , + v^Jdx’dy J
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s e ( M p ^  [  f g  £u^(x* , e y ’ ) + u ^ ( x *  , £ y ' ) +  £^Uy(x* ,cy *  ) |  d x ' d y ' j  <  
P r -1 ( 2 2 2 1 P/2 l-(p/2) P., „P
i e ( M ' )  [ £  y u ^ + u 2 + u 2 ) d x d y j  =  C  ^ V ( R g )
(l/p)-(l/2)
Por tanto, ||u| „ ^  é M* £ | u|l ,
lP(Rç ) P
(ii) es consecuencia directa del Teorema de Inclusion de So­
bolev aplicado a Hq (que, evidentemente, satisface la propie­
dad del cono). Si représenta la constante correspondiente,
tomamos MpS mSx | Por las propiedades de las constantes
de Sobolev, Mp permanece acotada cuando p-*2 y tiende a ## 
cuando p •* oe .






La siguiente proposicion es una de las mâs importan­
tes, pues, pues nos permite obtener estimaciones sobre solu­
ciones de problèmes elfpticos en fL^  en la region "conflictiva” 
Rg en funcion (parcialmente) de los valores de dicbas solucio­
nes en la région invariante fig. En particular, podremos demos- 
trar que el tercer autovalor estâ acotado inferior-
mente por una constante estrictamente positiva (condicion (/I 2) 
del Capitule II).
Proposicion III,2.4 Existe una constante M>0 tal que, para 
cada £>0 y cada uCC'**(n^ ), ^  = 0 en , se tiene
Hull a ^ M flIduM 2 + H "H 1 1
HXRg) *■ L'^ (R^ )
donde es el conjunto definido en (3), sec. III,1,
Para la demostracion necesitamos el siguiente 
Le ma III .2.5 Sean y
Cg = inf I ( v^ I v« C**(R^  ), v=Oen*Ç, v ^  0 j
Entonces, c^^TT^/4 para todo f>0.
Demostracion; Sea v€C^(Rg) tal que vrrO en 3^ j fijemos 
y € ( -C,r) y llamemos I(y) - {x€[-l, l] i (x,y)€R^J.
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Si cr_(0) < y <gr^(0), entonces I(y) = [-1,l] y 
v(. ,y) se anula para x e-l y x= 1. Por tanto,
fi 2 Tt2 2j v^(x,y)dx 3 - ç -  J V (x,y)dx
pues TC es el primer autovalor del operador -d^/dx^ en 
con condicion de contorno de Dirichlet.
Si y>£r^(0) 6 y< £r_(0), I(y) cons ta de dos seg-
mentos, [-l»x_J y [x^,l] donde x_< 0< x^ son las dos solu­
ciones de £r^(x)-y (6 £r_(x) - y). v satisface v(-l,y)»0,
v(l,y)g 0; por consiguiente
i v^(x.y)dx- f " v|(x,y)dx + f v^(x,y)dx ^
Ky) ^ ^ 3C+
TC ^ 2 Tr2 f i 2
1 "v (x,y)dx +  ------ y\ V (x,y)dx ^
J -1 ^(l-x+) x+
V (x,y)dx
Ky)
ya que la constante TC^/(b-a)^ es el primer autovalor del ope­
rador -d /dx en (a,b) con condicion de Dirichlet en x ? a
y condiciôn de Neumann en xc b (o viceversa). Por tanto,
.El
4(x -1)
IVvl^dxdy ^  ( f ( v^(x,y)dx] dy ^
\  jjL *l(y) * J
> —  f { v^(x,y)dx dy —  f f v^(x,y)dxdy 
4 _c I I(y) J 4 ^'IL
QED
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Demostracion de la Proposicion III.2.4; Llàmemos f = -ûuj
por hipôtesis, f€C"*(n^).
Sea hi R —* R una funciôn de clase con sopor-
te compacto, tal que h(-l)=l, h(l)*Oj definamos
u(x,y) s u(-2-x,y)h(x)+u(2-x,y)h(-x) , (x,y)«R^ .
Claramente, u€C**(Rg), u = u en y
llu(( . ^ |lh|| . Hull , é C 'Hull .
H^(Rg) H K R )  H^(Qg) H K Q g )
donde C* es una constante independiente de £ .
Como ^  =0  en BXlg, vemos que u satisface
1 Vu.?v = [ fv para toda v€ C*”(Rg ) , v= 0 en
\  h
( bas ta extender v^rO en el exterior de R^  i sea *v tal 
extensiôn. Se tienei y ^^u.Vv = ^  fv . )
Si tomamos v = u-u, entonces v£C**(^) y v = 0
en . Sustituyendo, obtenemos
I f(u-u) = \ Vu.V(u-u)- f |7(u-u)|^+ f Vu.V(u-u)
\  ^  % \
Aplicando el lema III.2.5, vemos que
I |9(u-u)|  ^ > c i (u-u)^ , Cg> .
h
Escribamos |( || — H II 2 * entonces,
L (1^)




'£6 I lf  1/IIV(u-u)l/+(/Vu||l| V(u-ü)lj ^  [c^^llf||f|l7ül|]|j V (u-u)ll
Por tanto,||7tü-u)/|^  ^[c“^ ||f||4|7uljj^  i 2c£^ |f||^  t
+  2llVull^ I a p lic a n d o //u -u  1/Vcg^(i7(u-ti)|| obtenemos
IW-%ll\, é (i+c:^ )l|7(u-ti)i|2 ^
H^(Rç) ^ L^(Rg)
por el lema anterior. Para terminar la demostracion, basta
aplicar l|u|| . é C ’Ilull .
h K r )^ HXQg)
QED
III.3 Convergencia de familias de funciones.
Como los dominios SZ^  cambian cuando € varia, no pa* 
rece obvio decidir en quâ sentido una familia de funciones 
(por ejemplo, una familia de soluciones del problena esta- 
cionario S(X»C)) "varia continuamente" en £, . Vamos a 
définir a continuaciôn las nociones de convergencia que 
parecen apropiadas para tratar nuestro problema. Al final 
de este capitule aparece una nota bibliogrâfica explicando 
las relaciones entre este concepto de convergencia y otros 
que aparecen en la literatura.
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Definicion III.3.1 X represents o H^:
Sea dado, 0 ^€^<1, y sea [f j^ ]c(0, l] tal que
-* cuando k -*#«,. Dada una familia de funciones (u ^ "j
tal que u_ €■ X(fl ), definimoâi
^k k^
u g —» Ug fuertemente »en X si {||ug||^  es acotado
k 0
y M u , -  u If —  ^ 0 cuando k -* oo . 
k 'o
Ug debilmente en X si { H ) j GS acotado 
° t k
y para cada vé X(J2^  ), se tiene
) cuando k-.^.
K " #0
Sean € (O,]] y (g^)c(0,l) tales que f ^ -* €q
cuando k , Dada una familia de funciones u € X(n^ )
^k k
definimos:
tv tfk Clu_ u_ fuertemente en X si ïu, - u. i( -*0 cuando k -k ^0 ^k (-0 X O L  ,
Ug debilmente en X si [Hu^ Hx(Q. )] acotado
k
para cada v€ X(J2, ) se tiene
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Sea I C [o,i] un intervale abierto y, para cada 
sea Ug € .  Fijemos I. Decimos que u^ -* Ug
cuando £ —* £ q (o £-^£q) en cualquiera de los sentidos
definidos en el parrafo anterior si, para cada sucesion 
■+
t. — » , se tiene u^ —» Ug. en el sentido indie ado. Deci-
^  ^ 0
mos que u. -*■ u, cuando £ -* C  si se tiene u —*■ u 
fc «0 ^ ^
cuando £ ~* Sq y g —# Decimos que 6 i-^  Ug es continua
en £q si Ug — » Ug cuando €~*£q . Finalmente, decimos que
£t— » Ug es continua si es continua en cada cel.
En el caso ^ convergencia (fuerte o dôbil)
en X es equivalents a convergencia en el espacio fijo XCfL. )
de las restricciones u_ , junto con la existencia
de una cota superior para Ijug Hx(H. ) • En el caso g * fg,
k
los operadores de extension Eg definidos en la Proposicion
III.2.2 nos permiten considerar E, u- 1(1, t a este respecto
^k ^k' ^0
se tiene la siguiente proposiciônt
Lema III.3.2 u_ —* u cuando £. —» g% (en cualquiera de
«k ^  K u
los sentidos definidos anteriormente) si {ilug Wx(Qg )} es
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acotado y E u Ifl- —>> u, en el sentido considerado como
funciones en el espacio X(fl ).
0
DemostracionI En lo relative a convergencia fuerte, el lema
es consecuencia directa de las definiciones.
Convergencia débili sea 'u, = E, u |jfx_ , y su-
'•k k k ^0
pongamos que *u —♦ u debilmente en (IL. ). En primer
^k 0^ 0
lugar, observemos que, para cada v€H^(A, ),
0
i" u_ V — >■ 0 cuando k — ♦ oo,
^k
o H
\ Vp_ .7v —> 0 cuando k —* ,
por la desigualdad de Schwarz (plu^ )1 acotado por
k H q
hipôtesis), y el hecho de que | ) — ►O cuando k-*oo. 
Por tanto,
L  "f V 4- f Vu .7v — ► f U V + r 7u .7v
%  ^k jfig ^k Uïg 0^ Jn 0^
k o
El mismo argumente puede aplicarse al caso de con­
vergencia debil en L^ .
QED
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Vamos a demostrar ahora que las inyecciones 
C-» L^ Cfïg) son "colectivamente compactas" (Grigorieff 
[16], Stummel (29,30] ), es decir, se verifies una especie de 
"lema de Rellich colectivo"1
Proposicion III.3.3 Sean u^ ) taies que ^
es acotado, y sea tal que £q . Entonces existen
una subsucesiôn [Ej^ ) ^ tma funcion u^cH^dî^ )
1 2 taies que Ug u^ dâbilmente en H y fuertemente en L .
^n
Demostracion: Si E^ » E^ , el resultado se deduce de apli­
car el lema de Rellich a las restricciones u- |n_
^k'^0
Si E. c”, definamos *u_ = E u_ In, . Entonces
K O  ^k ^k ®k ^ 0
°
Por tanto, el lema de Rellich y el lema III.3.2 nos demues- 
tran la proposicion.
QED
El siguiente resultado describe una propiedad que 
podrfa llamarse de "clausura colectiva" de los operadores Ag .
39
Proposicion III.3.4 Sean y f 6 L^ iCL. ) tales
que f -» f, debilmente en L^ . Si u_ € ) es una
solucion de -A u, = f _ y u, u_ debilmente en 
k^ S  ^k ^k 0^
2
y fuertemente en L , entonces u^ es una solucion de
-Ac U =: f, . ,
0 0 0
Demostracion* Supongamos que E. —► E^ . Sean v€ ) y
K u 0
v= Eg v €H^(R^). Por hipôtesis, se tiene
f, V
k 'k
V“e, -Vv = i
Pero J f_ V —> 0 cuando k —* p* y
^k
f ^ Vu_ .Vv —» 0 cuando k —»•« . Por tanto, 
*k
= k y
Esto implica que ( Vu .Vv = j f_ v, y esta igualdad Be
X  ® %  0
verifies para cada v€H^((2_ ), como querfamos demos trar.
0
ko
Si , la proposicion se deduce Inmedlatamente
de las definiciones de convergencia dëbll y del hecho de que
2
u- —> u- fuertemente en L .
0
QED
III.4 Estimaciones sobre autovalores y autofunciones
Proposicion III.4.1 El tercer autovalor estâ aco-
tado inferiormente por una constante positiva,cuando £-^0.
Demos trac iSnt Sean (^) t (IZg), las
autofunciones correspondientes, ) r C v5 s 1. Por las
propiedades générales de Ag » es claro que |^v^w^=0,= V* “ °-
Supongamos que existe una sucesi5n — ► 0 tal que
jj, -^0\ como » tambiln tenemos 0. Podemos
encontrar una subsucesion (que seguiremos llamando €j^ ) tal
que v_ « w_ convergen d^bilmente en y fuertemente
^k *k "
en L^(Ûq ) hacia sendas funciones v^, Wq «H^(Ûq). Se tiene
i I Vvgl ^  ^  lira inf I |Vvg | ^  ^  lim Inf s 0.
k ®k
De la misma forma*  ^— 0. Por tanto, y son
4l
localmente constantes en /l^, y la convergencia es fuerte 
en H^(Aq ). Aplicando la Proposicion III.2.4, tenemos
Como Vçj fuertemente en y )Qg | -» 0 cuando €-»0,
tenemos H v^   ^ 0* Por tanto. Il v^   ^ 0. Por
la misma razon, f ^H^(R ) "* 0.
^ ^k
Observemos ahora lo siguiente:
(% ^  Wg = Il por tanto, f vj 1, f _► 1, ya
-O-O ^0 ^k
que f — ». 0, f wf —► 0.
Rp ^k R- ^k
^k ^k
jL Vg = Wg = 0 implica ( v^  -»0, f -*• 0, ya que
I 1 A r f pli ®|(^  Vgj^ I j^ Vg J 0 cuando £-*0.
L  VpW -0 implica f v w 0, ya que f 0.
■”e ^k ®k R, ^k
L 7 0 .R. ®k 
k
De todas estas relaciones podemos concluir que
=  L /C  = °- I j :  = L ; :  = V o  = °-
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Sin embargo, f »  0, f = 1 y el hecho de ser w.
localmente constante implican que V o j  f , , como
es fâcil comprobar. Por lo tanto, de be ser cero en Jl,kY esto esta en contradiccion con la igualdad
QED
Proposicion III.4.2 = 4(c) cuando £-»0.
Demostraci6nt Sea veC^(P^) tal que vs]n.Q| enfl^, 
vs (Üq ! en H q  (tal funcion existe, ya que .Qg ^ )




ic£ b vK }
Por la caracterizaci6n variacional de los autovalores,
L lV ^ I^  MjlRjl
A- 6 "7--5 —
fsçi ~




Proposicion 111.4.3 Toda autofuncion correspondiente 
al autovalor Ag con la propiedad ^  = 1 satisface
(i) Wg - 0(e) cuando £-*>0.
«e
( 11) Ç wf —► 0 cuando £ -*■ 5^  , .
(iii) \ q w. ^ 0  si g es suficientemente pequeno.
X
Demostracion; (i) Por la deslgualdad de Poincare, 
-1 , ~ r T, 1-1U  ‘"ï - K l  (f R =o(£).
■**^0 -“o ^^ 0
Llamemos m^  = Ifl-gl 1 r • Por el mismo argumente, si 11a-
mamos m^s I^Q-q I / l \  * tenemos j " m^ ')^  = 0(£).
Aplicando la Proposicion III.2.4, obtenemos
i'M(>j, + 2Xg+ 0(e)] = 0(e).
ya que «Wj - ^ \  + H"c ' = °'c).
Esto implica (i), en particular.
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(il) Si 5*»0, se trata precisamente de la parte (i). Si 
por la Proposicion III.2,3.
(iii) Supongamos lo contrario, es decir, que existe una su- 
cesion 0 tal que \  ^w. s 0. Como C = 0, tenemos
%  [ Îx v s x i/e J ' ^ I V  ^ » i L v l  ^ ' v ^ .
que tiende a cero cuando k . Por otra parte, J r «£ s 0
Xlg k
implica (Poincare) i f «|^w (û?) ( o w? .
ilg ^k " rig ^k
Aplicando la deslgualdad de Poincarl al dominion ^
0
y definiendo K = max { (ttg) » A^ ^^ (Q.q)], obtenemos
(tiS) L l «1 + < )  L r w| <
fl“ 'k “ 'ü'i H
Pero f |9w. ^ ^ 0. Los câlculos anterlores nos
muestran que el segundo miembro de la deslgualdad tiende a 
cero cuando k mientras que el primer miembro estâ aco-
tado inferiormente por una constante positiva cuando k-*##.
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ya que fp w* -* 0 por (i); por tanto, Memos llegado a
una contradiccion.
QED
Como Ag 0 cuando £ -» 0, y esta acota-
do inferiormente por una constante positiva, vemos que 
es un autovalor simple cuando g es suficientemente pequeno 
(digamos 0 ^ £ < f ^). La parte (iii) de la proposicion recién 
demostrada nos permits seleccionar una autofuncion especial 
para cada 0 i de finir emos Wg como la autofuncion
normalizada tal que T d w_ > 0, para 0 ^  .
Proposicion III.4.4 Sea la funcion definida asii
Wq = Cl en XIq î Wq = Cj^ en , donde
■ K=  -  l i o  I i t i^ J  ' =
_L K '  
1^1 l^ol
Entonces, la familia € es continua en [o débilmente
1 2 en H y fuertemente en L , y
i 4 \ (w - w_)^ = 0(£) cuando £-*0.
Rj E %  E 0
Ademâs, la funcion £ h-► Ag es continua en [o, .
î
Demostraciôni Observemos primero que II || . s^ aco-
 ^Hl(üg)
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tado, pues es precisamente 1 + Ag .
Fijemos €^^0. Por la Proposicion III.3.3» dada 
cualquier sucesion 6^-» existe una subsucesion (que se­
guiremos denotando £, ) y existe una funcion weH^(C2. )K Cq
tal que w_ —♦ w débilmente en H y fuertemente en L i 
k
podemos suponer también que A- converge a cierto A.
*k
Cada w _ es solucion de = A* WL
^k ^k ^k ®k ®k
Llamemos f - A_ w . Como A. -» A , tenemos 
^k ^k ®k ®k
f- — » Aw en L^ cuando k -# p# . Por la proposicion 111.3.4, 
^k
w es solucion de w g Aw. Ademâs, j. w^- lîm \ wf -
S  ^  k..w%^ ^ k
= 1, pues jn = 1 y J 0 por la Propo-£
sicion 111.4.3. Esto implica que A es un autovalor (y, por
tanto, A r  ) y w es una autofuncion correspondiente a Ag.
Si €ft>0, w ha de ser igual a w- 5 -w_
" *-0 0
pues Af es un autovalor simple. Ademâs, l „ w ^ 0  
implica i _ w ^ 0, luego 1 „ w > 0 por la Proposicion
X  ûS
III.4.3. Por lo tanto, concluîmos que w » w_ . Como este 
limite es independiente de la subsucesion elegida y tenemos
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la propiedad de "compacidad colectiva*' (Proposicion III .3.3), 
deducimos que w w cuando £ —• .
Si Cq S 0, entonces A=0 y w es localmente cons­
tante. Teniendo en cuenta las propiedades = 1, = 0,
es fâcil comprobar que w =r w^ .
Si fjç-* puede aplicarse el mismo argumento con 
(
(
el fin de obtener w con la propiedad -Ap w =: Aw, y es
 ^ 0
fâcil verificar que J (w - w) 0 implica - 1
y f w ^ 0. El resto del argumento es idéntico.
Nos queda demostrar la estimacion 0(e). Ya sabemos 
que f Wg = 0(e) y, por la deslgualdad de Schwarz, tene-
mos también f w- = 0(e ). Por otra parte,
K l ]









=  I R <*£ - *0 (rt V o  +
-^0
El mismo argumento nos proporciona una formula simi­
lar para ilg> Combinando ambos resultados, obtenemos
llwg -  0(e).
l2(Oo )
( * producto esc alar en L^ (£1q )).
El resultado que queremos demostrar puede expresarse 
como II w. - w^ ll = 0(E). Esto résulta ser una con-
^ ° rta,)
secuencia de las dos estimaciones 
O i l -  IjWgl^  = 0(E)
II - <Wg ,Wq>Wq |^  = 0(E)
mediants ciertas consideraciones geometricas que aparecen en 
el siguiente
Lema III.4.5 Sea H un espacio de Hilbert, sean w , € H
tales que 1, cuando £-*0 y
(i) O i l -  5 0(E)
(ii) Existen nûmeros 6 R  tales que jlwg - = 0(e)
Entonces, j|Wg - - 0(£)
Demostracioni Podemos suponer sin pirdida de generalidad que 
= <fWg ,Wjj> en (ii), pues Hw^-<Wg^,w^>Wp)|^é ll\-|Wgll^
para todo numéro real y •
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Entonces, H Wg - ,Wq>Wq/|^ =  ^ -<'wg,w^)'^ - 0(c),
lo que implica -<Wg, =  0(c) - (IwgW .
Por tanto, como 0 < <’Wg ,Wp>, i(lwg/|||w^j|| i 1, tenemos
l|wg - W q H ^ =  !|wg|(^+ - 2<fwg,WQ> ^ |/wg||^+ 1 - 2 < w g , w y > ^ ^
i + 1 + 0(C) - 21lwgH^ =  ^4 1 4 0(C) = 0(C).
QED
III.5 Continuidad (en £ ) de los operadores K g
Debido al hecho de que A^^^(Hg) esta acotado
inferiormente por una constante estrictamente positiva, el 
A
operàdor Tx^Üefinido en el Capitule II esta acotado en 
norma cuando £ —»0.por una constante que denotaremos siempre 
C. I IIXg.ll . A /V i  C para 0 i € ^ 5^ .
/ ^^(Hg,Lg)  ^ ®
Sea ^  la proyecciôn definida en el Capitule II.
Lema III.5.1 Supongamos que E. -» C , y f —Jc o t-Q
2
g — * g fuertemente en L . Entonces,
^0
L ' f  k k"«k L ,  4 o "e q
k *0 *lc *o
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Demostracioni La primera relacion es consecuencia directe de 
la définieion de convergencia en L^ . La segunda résulta de 
aplicar la deslgualdad de Schwarz y la Proposicion 111.4.3.
Las dos ultimas se deducen de forma anâloga; basta considé­
rer los multiplicadores de g_ como una sucesion convergente 
de numéros reales.
QED
Proposicion III. 5.2 Supongamos que £.-* c y g g
*02 I?fuertemente en L . Entonces P. g. —» P. g. cuando k
*k k 0 *0
Ademas, si =: 0, se tiene
Demostracioni Escribamos P g s w- ,
*k ‘k ^k ' ^k k
aonde = L V ' k
Basta entonces aplicar el lema anterior junto con la relacion
Demostracion de la segunda partei 
Pggg - s (Pg - Pg)ê^ + '
- W o l  V O -
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= | i i ^ r i i 2 o r ‘ f j ^ y  lOqi ^R.Se'^yji ^
L (Og)
1.2 (ttq)
""tfjijVe - "o(i^ «£"0 (1^2 
' ll’"Ef(a^Se‘"£-’*o> + + <(jiy’'o>'"E-"o)ll
Aplicando la Proposicion III.4.4, obtenemos el resultado.
QED
Proposicion III. 9.3i Supongamos que £.-*E , f -* f*K U Cjç to
fuertemente en L y sean q^ e L (1%^) tales que
"Cl
^*4^ W i  k . , donde k. <  G , y q q en casi
^k L(A, )  ^  ^  ^ ^k (p
*Tc
todo rZ_ . Entonces se tiene1
(i) $  (I - P )f -V 1< (I - P )f
k^ ^k ^k ^0 ^0 ^0
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(ii) Si v_ es la solucion unica de
V = X, (I-P. )(f- +  4- V ),
^k ^k ^k ^k ^ k  ^ k
entonces v. fuertemente en y débilmente en
Ademas, si =  0 y fg es localmente constante, 
se verifican las siguientes estimacionesi 
(iU) ^ H-
Observacioni Si la expresion "q_ q. en casi
k 0 *k
todo Clf " significa — * q^  en casi todo flg ",
^0 ^k ®0 0
donde 'q es la funcion definida en extendiendo "q_ a 0
^k *k
en el exterior de il-
^k
Demostracionii)Por la proposicion anterior, tenemos
(I-P, )f, -* (I-Pf )f, . Llamemos u_ - (I-P, )f.
®k ^0 ^0 ^k ^k 'k ^k
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Entonces - u_ =: (I-P- ) f, , y, ademâs, |lu }( .
V  ^k *^k ^k H^(rv )
^k
esta acotado superiormente por C^ ||f^  I l ((%_ ) ' tanto,
existe una subsucesion (que seguiremos llamando £ tal que 
'u. u € (12f ) débilmente en y fuertemente en L^.
Por la Proposicion III.3*4, u^ es solucion de
-Ae u - (I-P_ )f , y es fâcil comprobar que J u = O
C.Q u t© ^0
r ^1 u^w — 0. Esto implica u g H , y, por unicidad, se
debe satisfacer u» — u .u fe©
(ii) Como k.< C , la existencia y unicidad de
 ^ k
no presentan problems. Ademâs,
luego tenemos una acotacion a priori para II H )
k
Tomando subsucesiones, podemos suponer que — » v €H^(fi_ )
*-k " 0
débilmente en H^, fuertemente en y en casi todo ; si
*"o
*£©, apliquese la observacion hecha antes. Vamos a demos-
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trar ahora que q v q v_ fuertemente en L^ i
"%»L"(n, ) " \  - 0
por el Teorema de Convergencia Dominada de Lebesgue. Si
-* £©, puede aplicarse el mismo argumento a las extensio­
ns s q , V .  , obteniendo 
^k ^k
) = “V s  ■ ) -  "•K ig
Aplicando la parte (i), vemos que
"0 = % S ) '
por unicidad, v_ ha de ser igual a ^  , y este limite no 
u fc n
depends de la subsucesion elegida. Esto concluye la demos- 
tracion de (ii).
(iii) Llamemos Ug = 1^1-]^ )f^  . Entonces, tenemos
^ i m ,2 + +
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I,^ (R^ )-'Jlg-" "'"i.2(R^) • ■2'^V(Qg) =
= life - S  - <Pef£ - SS>"i,2(„ . <
por la Proposicion III.5*2.
(iv) Vg = Xç(I-Pg. ) (^ 4-q^Vg ) implica 
'vg. - X(I-I^)q =■ i^(I-^ )fj. . Aplicando (iii) , obtenemos
" -  2S'S-SII,2,^, -  S'SI',2,,^,
Por lo tanto, Hv_H . ^ C k l|v |l „
^ H^(l^) -  l i t
+  HE^Itf,H , +  2C,llf,-f.l| p, + C Util ,
£ l2(I^) > ^ 0 L^Hlç) 1 ^ l2(r^) >
como querxamos demostrar. Solamente nos queda probar que si 
f© es localmente constante, se tiene (I-P©)f© = 0, hecho que 
hemos utilizado en varies puntos de la demostracioni
?
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Lema III.5.4i Si L^(Ag) es localmente constante,
entonces (I-Pg)f© %= 0.
Demostracioni P© es la proyeccion sobre el subespacio engen- 
drado por {1,w©j, que coincide obviamente con el subespacio 
engendrado por V «, «y , (funciones caracteristicas).
Y decir que f© es localmente constante es equivalents a
decir que f© es combinacion lineal de r ^ L
Por tanto, P©f© =  f©.
^  0 "^0
QED
III.6 Nota bibliogrâfica
La mayor parte de la literature que trata de per­
turbas ions s de dominios considéra unicamente el problème 
de Dirichlet, o problèmes générales de contorno con pertur­
bas ions s de la frontera de tipo muy regular (convergencia 
de los vectorss normales, etc.; véase, por ejemplo, Fujiwara 
y Ozawa [15] ). Ultimamente se han desarrollado ciertos mé- 
todos abstractos considerando families de formas bilineales 
coercivas en espacios de Hilbert y los problèmes de contor­
no asociadost NelSas [25I, BabuSka-Vyborny C3Ü » Grigorieff 
[16], Stummel [29, 303• Stummel, generalizando ciertas ideas 
de Grigorieff, define algunos conceptos de convergencia de
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familias de funciones parecidos a los nuestros, aunque no
idlnticos (por ejemplo, Stummel impone la condicion
|lf-)( ~ — »■ 0 en la definicion de convergencia fuerte),
L^(Rg)
y sus resultados pueden aplicarse unicamente a familias de 
dominios que gozan de una "propiedad uniforme del segmento" 
de la que carecen nustros dominios . Rauch y Taylor [27] 
estudian familias decrecientes de dominios imponiendo la 
existencia de operadores de extension uniformemente acotados 
en norma. Finalmente, Lobo Hidalgo y Sanchez-Palencia \22^ 
consideran las propiedades espectraies del problema de 
Neumann con el tipo mas general de perturbacion (su unica 
hipotesis es \X2.£ )-» 0) a traves del analisis de sus
■familias espectraies Eg(A) ; entre otras cosas, demustran 
g^ ue todo autovalor de A ©  es punto de acumulacion de auto­
valores de Ag .
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CAPITÜLO IV 
REGULARIDAD CE LAS ECUACIONES DE BIFURCACION
Los resultados obtenidos en el Capîtulo III nos 
permiten demostrar que las ecuaclones de bifurcacion defi- 
nidas en el Capîtulo II, junto con sus derivadas en w , ^ , A 
son continuas en £. La demostracion para las funciones mis- 
mas y sus derivadas primeras no es muy difîcil, e incluse 
puede llevarse a cabo bajo condiciones mucho mâs générales 
(ver Haie y Vegas [iS] y los comentarios del Capîtulo XI).
Sin embargo, al tratar las derivadas de orden superior, 
la aplicacion del Teorema de Inclusion de Sobolev résulta 
esencial, y la demostracion de continuidad para un cierto 
valor E© cambia de forma crucial segun se tenga £© > 0 
o C© = 0. Si C© > 0, el argumento es sencillo, pues
disponemos de uniformidad local para las normas de las in­
clus ione s de Sobolev; pero si E© = 0, tal uniformidad desa- 
parece, y nos vemos obligados a utilizer las estimaciones 
de tipo 0(£^) obtenidas en el capîtulo anterior.
En primer lugar enunciaremos el teorema. La demos- 
tracion consistirâ en la serie de proposiciones subsiguientes,
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IV.1 Enunclado del teorema de continuidad
Teorema IV.1.1 Sea Ag la familia de dominios definida en 
el Capîtulo III, y sea f « .A-x (R-* IR una funcion de clase 
C^^^ tal que D^f, ... , ^f son acotadas en ,
^ ki <  l/(2C^), I f^(A,u) f g kgluj + k^, donde kg,
k^ son constantes y C^ = inf ^ ||Kg|| : 0 ^ ^  } ■
Entonces, las funciones G y H definidas por 
(II.4) y (II.5) son de clase C^ en ®<', A  , y G, H y
todas sus derivadas en A has ta el orden k son
continuas en €.
Recordemos la definicion de u(tx’,^  ,A,e) t 
(^®<,/i,>,r) = *>^ (1-^  )f(A,«^4pWg4 u(<w',|s,i,e)).
IV.2 Continuidad de u(»^.^,A,c) en g .
Proposicion IV.2.1 Si f satisface las hipotesis del Teo­
rema IV. 1.1, la aplicacion IR x IR x A- -* (Og) dada por 
k-» u(<x,^,^,c) es de clase C^, y , para cada r = 
(ri,r2,r^) con |r| = r^ 4^ r^ + r^ £ (o, 1,... ,k|, D^u(w .A,c) 
es continua.débilmente en y fuertemente en L^ .
Ademas, para cada p > 2  se tiene
IIu(«< ,A ,C)|| , = 0( E ^ /P) cuando €-*0, uniformemente
. ' H^ (i2g)
en 07,^,A en conjuntos acotados. Esta estimacion se veri­
fies también para p = 2 si |r) = 0 o )r| = 1.
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Demostraci6m En el Caopîtulo II dimos la demostracion de
regularldad con respecto a (S, A . Para demostrar las 
estimaciones utilizaremos el metodo de induceion.
lr| = 0 I Llamemos u^ = u(o<,(t,A,£). Ug satisface
Ug a 1^ (1-:^  + .
Por el teorema del valor medio, podemos escribir
f(A,or+|ivi^ 4'Ug) = f(A,«+|5w©) 4 ¥?©.♦■ n^(>,K) {|5{wg-w©)4i^)
donde n^(A,x) es una funcion medible y w© E©w©. Esto 
implica (|u,|| . -c
< (1 -Ojkj)-‘[cj|lf(>,.'Y5o)ll^ 2 +
Por tanto. Il u, | . es acotado si A, lo son.
HXOg) ‘
Sean ^  _  (J • ^o’ %  =
=. u(*^ j^ ,^ j^ , . Tomando subsucesiones si es necesario,
podemos suponer que ^  u_ € ) débilmente en H^,
^ 0
2
fuertemente en L y en casi todo IL. . Sea f_ =
^0 k
s: ^  g f(A,iX4^Wg 4 u©). Entonces
2
f —» f fuertemente en L debido al crecimiento lineal 
*k ^0
de f (A,') y la continuidad de f. Por la Proposicion III.5.3.
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tenemos u„ = f C ( I - P .  )f(A ,« '+ |îw  +  u ) ,  luego u = u
 ^ 0 *"0 ^0 "  ^ 0
por u n ic id a d . Por c o n s ig u ie n te , u(«x-j^,^j^,
 ^ i 2
d éb ilm en te  en H y fu e rte m e n te  en L .
S i  &©=: 0 , d e fin im o s  = f ^ (  A, o7+pw©-»-m^), 
fg =  f(X ,o^+^w © )+ f^(A,w+^w©+mj)/î(T/^ -w©) , f© =  f(A ,« 4 ^ w © ).
Como w© es una fu n c io n  f i j a  de para  c u a l-
.JL
quier P > 0  fijo se tiene llf(^,«<+fiw I « ^  M. |(L|^  _
' ' °  L (Rg. ) ^
|lw ,-w©|| 2 ^  ||Wg(( 2 4- llw©|| 2 =  0 ( £^ )  s i  W l , - . , £ P .
^ ° L (Rg ) L (Rg) ° L'^(Rg)
Esto  im p lic a  que H L  il ,  r= O(C^) . Ademâs, K f. K -
 ^ L'^(Rg)  ^ L^(lTg)
es uniform em ente acotado p a ra  (<rf|,||3|^|>\ ^  jo, y ,  por o t r a  p a r te ,
Por lo  ta n to , 11^ Il , ^  0 (e®)  (un ifo rm em ente en k l,lf t|,lA l^ p )-
| r |  =  1 « Llamemos = u (w ,^ ,  A , E ) , Vg =  Dug -
( ^ .  ^ ,  ( ‘^ ,^ , A , e ) . Tenemos entonces
^fy(  A,<y4^w^ + i^ )
4 Ug )Wg
f^ (A,e(-4^ Wg + 1^)
4- f^j(A,of-*(îw^ + Ug .
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— 0(£^) ya que f es uniformemente acotada,
fy crece de forma lineal y Hw,j| « - 0{€^). Como todas
*' 4
las derivadas segundas son acotadas y |Ivl-w^ || « - 0(£®),
^ ^ L^(n©)
tenemos II IL  -f.(I « - 0{£^). Estas estimaciones, y  la
^ ° L^(û©)
observacion de que llf-|| p es acotado nos dan el resul-
^ -L iü^ )
tado.
El caso general! |r|> 2i Supongamos que la esti­
macion l|D^ u(«<,/5,A,e)ff . _ 0( se satisface para
todo p > 2, 0 ^ j^k-1. (El motivo por el cual no podemos to-
mar p = 2 aparecerS en la demostracion.)
Por la Proposicion III.2,3,
Ademâs. tenemos llw,|| + Ilvt-w-|l „ — 0( i
* LP(Rg) ( °Vuig)
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por tanto, )l w || es acotado cuando E -»0 para
cada p >2 fijo, y, si j =  1, HduH ■=. 0 (
Fijemos p > 2 .  La expresion general de una derivada 
de orden k (que denotaremos es
D^u = i^( I ^  fg. 4 fy(A,erf+^ v^  + u)D*^ u j 
donde las funciones f representan termines del tipo
®2
Ux'~3 / ^
donde ""i "^ 2 ^2^2"*^ ^3^3 ”
Dividiremos el analisis en dos partes»
Primer caso» r^^s^+ r2S g4 r^s^ ^  1.
Toraamos f© =» 0. Supongamos, para fijar ideas, que 
rgSg ^  1 (las otras posîb^lidades pueden tratarse de la
y z g  r.
misma forma). En tal caso, podemos expresar f =--- —
Por la hipotesis de induccion (observemos que todas
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las derivadas de u que aparecen en fg son de orden ^ k-1), 
D^u es acotada en para cada p>2, y lo mismo su-
cede con w^. Esto implica que
llfjll p é , , l . ^ ï  r ,
L ^(XL) L  ^  ^ I 2 d 4m 1 ^ 1
II ^('^2-1)^ II ) / 3  llj,*'3'Ï5
(donde ^2"^+ s «s acotado
para cada p^  > 2. Por consiguiente,
/2{t
L^Oj) ~ I  Il ^P2
(x^ )
y . ,
y I rZ II 1 ^  ®*p* ^ para cualquier p*> 2
dado (por la hipotesis de induccion).
Queremos elegir p«, p*>2 taies que
-1
(l/Pg) - (1/2) + (1/p*) > 1/p, o sea p*<(è - ^  +  I)
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si (1/p) - (l/pg) +  (1/ 2) > 0 .
Totnemos p^ arbitrario, con la propiedad 2 < p 2<p. 
Entonces, la segunda desigualdad se satisface, y todo lo 
que tenemos que hacer es seleccionar un p* tal que
2 < p * < ( ( l / p )  - (1/pg) +  (1/ 2))"^.
En resumen, el proceso a seguir est dado p > 2  a 
priori, elegiraos p^ € ( 2 ,p) y p* como en la formula ante­
rior. Estos valores determinan las constantes y p^
tal que Pj +  Pg  ^ 2 Una vez elegido p ^ , podemos
encontrar una cota superior para ^ ; finalmente,
L
concluimos que existe una constante dependiente unica- 
mente de p, tal que |]f-|| o ^  Ml donde
a =  (l/pg) - (1/ 2) +  (l/p*) >  l/p.
Segundo casot ^2^2 ^  ^ 3^5 - 0» Entonces définîmes
‘'o =  .
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ya que Pj'V Pg"^  = 1/2.
- ^X..\u..u'^-‘'+P'*0>>*o"^ ll 2 +
L^ lflo)
+ . X u . 6 + % )  ■ *0
^ ”3 ""0 „ llp(*k-*0>*“ < 2,„ , +
L (Op) ^ '“o'
Ya sabemos que llfS(w--w«) + u | i p >2
‘ ^ ° L^ (S\j)
Los otros termines pueden acotarse de la sigulente formai
IK ‘ + l ï )   ^ ( ( " c -^ ^ )  -*0^)11
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ll(‘ + ^ )  - "o>[ ”o  ^ jll
Observemos que ^ 1 + ^ j  y % 2  ^ %jT) '"o
permanecen acotados en cuando C -*0 , para cualqUier p > 2 ; 
pob tanto, la expresion compléta esta mayorada per
!!("%) f j?i‘vip’^*'o ^ lllp iip(.g-"p)+"i
• L ' L ^(açj)
I/Pg
=  0( E ). Toraando Pg =  p, obtenemos el resultado deseado.
El otro termine puede mayorarse de forma similar.
Sumando todos los termines y aplicando la Proposi- 
cion III.5«3t obtenemos finalmente |)D^ u(| . = ,
lo que compléta la demostracion.
El caso £ q > 0 es mue ho mas sencillo; la prueba 
consiste en sucesivas aplicaciones de la Proposicion III.5-3 
y del teorema de Sobolev.
QED
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IV,3 Continu!dad de G. H en £ .
Gracias a la Proposicion IV.2.1, la demostracion
del Teorema IV,1,1 es muy simple. Todo lo que hay que obser­
ver es que las derivadas de orden k de
(n) f (%, of+|&v^ +u(of ,^ ,6) )
tienen la forma general
(^b
['bàL'^ ll 1 ^ 2 /
®3
donde m^  ^+ m^ + r^s^+ ^ 2®2'*' ^ 3®3 ^
Como consecuencia de la Proposicion IV.2.1, tenemos
llm ND^ ûll _ ss 0 para todo p>2 (basta fijar p*> 2, 
£-* 0 lP(Hj)
p* <  2p/(p-2) y aplicar la Proposicion III.2.3).
Todo esto implica
que coincide precisamente con (•f,|i,^ ,0).
Como este limite es uniforme en en conjuntos
acotados, se tiene ) ( * i ' ( o ( , | b t ^ , 0 )  cuando £ 
îiL» >. Finalmente, cuando 0, la demostracion 
es similar, por lo cual la omitimos.




Este capîtulo se divide en très secciones. En la 
primera demostramos que toda solucion del problems estacio- 
nario S(^,0) es localmente constante en fl^ si se satis- 
facen las hipotesis del Teorema IV. 1.1. En la segunda, su- 
ponemos que todos los ceros de la funciôn f(0 ,.) son sim­
ples» esto implica que todas las soluciones de S (0 ,0) son 
hiperbôlicas (en el sentido espectral), lo que, a su vez, 
nos permite aplicar el Teorema de la Funcion Implicita y  
concluir que cada una de dichas soluciones "genera" una fa- 
milia continua de soluciones u*(A,£) para X,E suficiente- 
mente pequenos. En la tercera secciôn probaremos que las 
propiedades de estabilidad (en el sentido de Liapunov) de 
las soluciones estan determinadas por las de
u*(0 ,0)t
V .1 Caracterizacion de las soluciones de S(A.O)
Lema V . 1.1 u(»/,^, !^ ,0) =r 0 para todo .
Demostracion: Como f(^,o< + |îw^) es localmente constante en
XIq, el Lema III.5 .^ implica que (I-PQ)f(A,o^+pw^) - 0. Por tan­
to, u(<v,p,^,o) = 0 por unicidad.
QED
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Proposicion V.1.2 Con las hipotesis del Teorema IV,1,1, 
toda solucion de S(A,0) tiene la forma u = en
u = k^ en XIq , donde k^ , k^ son constantes taies que
f(A,kj^)= f(A,kj^ )sr 0.
DemostracionI Por el lema anterior, u ? por tanto, 
u es localmente constante, y es obvio que las constantes 
correspondientes han de ser ceros de f(A,.).
QED
Observacioni Nuestras hipotesis sobre f implican que 
Lip f(A,.) ^ kj, y kj-^  Esto explica
el hecho de que no haya soluciones no constantes en nin- 
guno de los dominios disjuntos .
V.2 El caso hiperbolico
Teorema V.2.1 Si todos los ceros de f(0,.) son simples, 
entonces, para cada solucion Uq de S(0,0) existe rQ(uQ)>0 
y >^(Uq) > 0, y una familia de ftnciones u*(A,C) para 
0 ^  g < C q(Uq), IAI^Aq CUq), continua débilmente en y fuer- 
temente en tal que u*(0,0)=  Ug y cada u*(A,E) es 
solucion de S(AtC)>
Ademâs, para cada K> 0 existen c(K) y A(K) 
taies que si u e H^(X^) es una solucion de S(A,c) con
6 K, entonces u«.u*(A,C) para alguna de las fa-
milias de soluciones construidas.
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Demostracion: Sea una solucion de S(0,0). Por la
Proposicion V.1.2, u^ = en u^ = en H  ^ , con
f(0,K^) = f(0,K^)= 0. Ademâs, = f^(0,Kj^)^0, k^ = f^(0,K^) ^  
^  0 pues, por hipotesis, todos los ceros de f(0 ,.) son 
simples. Escribamos u^ r ^"^tonces, tenemos
Gi^Q,pQ,0,0) = HKq,^q,0,0) - 0,
^U^(«Vo,po»0'0) = det
^R r^ I o^I 
"^ r^rI^oI '^ r^rI^oI
donde C^, son las constantes que definen (ver Pro­
posicion III.4.4).
Como se dan las condiciones de regularidad suficientes, 
podemos aplicar el Teorema de la Funciôn Implicite, y concluir 
la existencia de una âoluciôn unica («/*( A,ê) ,^*(A,e) ) de 
G(«(,p,A,E) =  H(o/,^,X,E) = 0 tal que ^*(0,0)= «q. (3*{0 ,0)- 
ademâs, ci* y , junto con sus derivadas primeras en A, son 
continuas en un entorno de (A,f) = (0,0). Entonces,
u *(A,£)= w'*(A,€) -f p*(),E)v^ + 'u(*c*(A,f ) ,^*(A,€) ,A,e) 
es una solucion de S(A,C) y es continua en A ,C débil- 
meqte en H y fuertemente en L , y u *(0,0) s Uq .
Si u es una solucion de S(A,€) tal que 
(n^) ^  ^ e s c r i b i r  u = « + ^ w ^ +'u(w ,|î ,A ,£) , donde
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donde G ( o f = H(«v,p,A,e) =s 0 y
«^Iü q I 4- ^ (1 + ^ K^. Por lo tanto, «/ y^ varfan en un
conjunto compacte, y la propiedad de unicidad dada por el 
Teorema de la Funciôn Implicita demustra la ultima parte 
del teorema
QED
V.3 Estabilidad de las soluciones
El carâcter hiperbolico de las soluciones de S(0,0), 
consecuencia de la hipotesis de simplicidad de los ceros de 
f(0,.), nos permite, como veremos a continuaciôn, analizar 
la estabilidad (Liapunov) de las ramas de soluciones u*(A,c) 
por medio de sus aproxlmac i one s lineales. Para ello hemos 
de demostrar previamente que la porcion del espectro del 
operador linealizado A,u*(A,e)) prôxima al eje ima-
ginario goza de cierta propiedad de continuidadi
Lema V.3.1 Sea u^ una soluciôn de S(0,0), y *
Aq(Uçj) como en el teorema previo. Supongamos que <
Z. (^(UQ), ' y sea un autovalor de
àç + ^ ‘u^ Ajç.»u*(Aj^ ,£j|.)) tal que (la constante del
Teorema IV. 1.1), y "*/o' Entonces es un autovalor
de f„(An,u*(An'En)).
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Demostracion» Sea v una autofuncion correspondiente a
Definamos ,
Claramente, Rq^ M ^
k Cjç
Escribamos Pk^C + v^ . Como dedujimos
en el Capîtulo II, tenemos ahora
'’Ek''cK‘“A^PA’'Ek"""Ek’ = °
Como l‘*‘/^ k -  ^' podemos suponer que
Entonces. <!6|^(“k+Pk\^>-■ % ‘V  P o % >
Por la Proposicion 111,5-3. v _* v débilmente en yEjç , V
fuertemente en L^ , donde 'vq es la solucion unica de ) 
\  = \ < I - ’’eo>[’£„<“o+Po'*Eo-»-\Ü
Por otra parte, P (q + %  )) = 0 implies
^k ^k ^k ^k
satisface = [ro + >]''o • ^
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||v II « — 1» pues la convergencia es fuerte en .
Por consiguiente, es un autovalor de - + f^ ( Ag, u* ( )  )
QED
Lema V .3-2 El mayor autovalor ^ de (A ,u*(A ,£) )
satisface y<^ g ^ ^ ~
Demostracion» Por la caracterizacion variacional de los 
autovalores y nuestra hipotesis sobre f^, tenemos
= inf|^|Vv|^ - f^(A,u*0,£))v^ i (^^=1, v^
^  ’^ r
QED
Teorema V ,3.3 Bajo las hipotesis del Teorema V.2.1, las 
soluciones u*(X,£) tienen las mismas propiedades de estabi- 
lidad que u*(0 ,0), para suficientemente pequenos.
Demostracion» Supongamos que u*(0,0) es estable, pero 
existen sucesiones — * 0 , 3^  — # 0 taies que u*(A^,C^)
es inestable.
Las hipotesis del Teorema V.2.1 implican que u*(0,0)
es hiperbolico, es decir,yy^ ^ <  0 en la notaciôn del Lema
V.3.2. Pero al mismo tiempo estâmes suponiendo w. ^  0,
' ^ n'^n
y, ademâs, tenemos ^ 1~ ^1 * ^ esto es una contradic-
n n
cion, por el Lema V.3.I
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Supongamos ahora que u*(0,0) es inestable. De 
nuevo, por hiperbolicidad, tenemos  ^> 0» hemos de 
demostrar que para A,£. suf icientemente pequenos.
Existe Vgë tal que =: 1 y
■'o,o<''o> = ' Uw^ol^ - -A.o <^ 0-
0
Sea V = EgV^. Es fâcil comprobar que
Jj^(v) f„ ( i V v F  - f^a.u^o.e)) v^}
converge hacia JQ^o(v) = ya que (y esto es esen-
cial) V es una funciôn fija (independiente de £). Ademâs,
v^ —* j^Vg sï 1 por la misma razôn. Esto implica que
é para ^ ,E suf icientemente pequenos»
y esto implica que u*(A,£) es inestable, por la caracteri­
zacion variacional de los autovalores y el principio de esta­




EL CASO CRITICO CON FUNCION SIMETRICA
V I .1 Introducciôn
En este capitule consideraremos el caso no hiper- 
bôlico, o crîtico, en el cual la funcion f(0,.) tiene un
V
cero multiple. Por simplidad supondremos que f tiene la 
forma f(l,u) =. A u  - g(u), donde g es una funciôn diferen- 
ciable C**** tal que g(0) = g ’(O) = 0. Puede comprobarse fâ- 
cilmente que las Ecuaciones de Bifurcaciôn son
|G(o/,p,A,E) : |Xlç|Ao< - g(e< + 4 u(o< ) s 0
(1.1)1 . ^
lH(of ,p,*A,C) =r [ Wgg(e^+ pWç 4  u(o«,p,A,£)) * 0
El analisis de estas ecuaciones constara de los 
siguientes pasos»
1) Definimos s = A g , y lo consideraremos como un paramètre 
independiente.
2) Si g(u) = au^+0( |ul ^ *^ ) , ajiO, las ecuaciones (1.1) adop- 
tan la forma
(1.2) A L j ( € ) X + sL2(ê )X+T(X,A,£)4-R(X,A,C) = 0
donde X =: («^,^), Lj(£) y ^ 2 ^^^ son matrices 2%2 con­
tinuas en £, T(*,A,£) es un polinomio homogèneo de 
grado p continue en A,e y 1r(X,X,£)| = 0( |x| ^ *^) unifor- 
memente en A,£.
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3) Analizaremos (1.2) mediante el mltodo de cambio de 
escala, y obtendremos un numéro finito de curvas de 
bifurcaciôn AsAjCs.t), j = 1,... ,q.
4) Recordando que 8 » Ag, concluiremos que A = A ^ , g) = 
A j(C) representan las curvas de bifurcaciôn en el 
piano (A,C).
VI.2 Formulaeiôn del problema con dos parâmetros
Sea gi una funciôn de clase C** tal que
(i) g(0)s g'(0) jr ... *g^P”^^ (0) a 0, g^^^ (O) » p! a jfc 0.
(ii) g',.,. ,'g^ P'*’^  ^ son uniformemente acotadas en R , y 
lg*(u)|^ k^/2.
Entonces, la funciôn f(A,u) ss Au - g(u) satisface
las hipôtesis del Teorema IV.1.1, y el resto de las proposi-
ciones del Capîtulo IV, si lAl i kj^ /2.
Por hipotesis, g(u)« au^+r(u), r(u) a 0()u|^*^).
Definamost h(u)= au^ ,
v - r : ) -  V -
/-Lh(<4-pwg) \
T(of,^,€)= T(X,€)=rl ^  j
/-L g(«*'*pvi^ 4u((K,p,A,e)) - h(«(+pwg)
R(oc.p,A,e) - I ^
^£fg(«<+|bWg+u(«,|5,A,E)) - h(«4pwg)]
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Con esta notaciôn, las Ecuaciones de Bifurcaciôn 
toman la expresiôn
(1.2) ALj(£)X+ sL2(£)X + T(X,C) + R(X,A,£) * 0 
donde Xa(oP,p), s =Ag.
Proposicion VI.2.1 (i) T(* ,g) es un polinomio homogéneo
de grado p continue en X,€ ,
(ii) R(X,A,£) = 0( )X| P^^) cuando X -* 0,'unifor-
memente en A,E , lAI 6 kj^ /2, 0 £ £ i .
Demostracion» (i) *
- k " ' " ' " ' "  - Â  i H L - '  V ' " '
cuando £ -+ 0, pues  ^ para todo j, y
îp —► 0 por los resultados del Capîtulo III.
(ii) Como f(A»«<) es constante, (I-I^ )f(A,«) “ 0, y
u(o<,p,>,£)=: K^(I-Pg )f( A,o*4pv^ .».u(*<,p,'>,e) )
implica '^(*(,0,A,£) = 0 por unicidad. Por lo tanto,
I^ u(<X,o,A,£) = 0, C^ u(o<,0,>,r) Si 0. Por otra parte,
D^u = Kg(I-Pg )f^ (X,«-i>pWg +u) (Wg + DpCî)
(por diferenciaciôn implicita» hemos omitido los argumentes
(o^ ,^ ,'X,e) ). Por la misma razôn de antes, (I-I^  )f^(A,«)v^ = 0,
y entonces D_u(e<,0,A,6) » 0 por unicidad. 
r
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Todo esto implica |(ü(#/,A,A,E)|| _ - 0(w^4flP) uni-
f ormemente en A» 5» para todo q>2, ya que D^u es 
acotada en L^ (Xîg) independientemente de o«,|î,A,g para 
A*o(,^  en conjuntos acotados.
Ahora. tenemos
(
- ]L r («4p\| 4 u) \ I jjp^  («+pwc ) 0
I +  t
- Jjq^rk4pv^4u)/ \ [h(«4pv^  ) -h(fl(4pvs^ + uj
El primer tirmino es claramente 0(lx|P'*’^), pues 
las p primeras derivadas de r(*) se anulan en 0. El 
segundo término puede expresarse como
k
j^Wgh*(o{+pv^+ 9u)u
donde d es una funciôn tal que 0 9 i 1 • Y como
llu(l _ s O(X^), y h' (u) = apu^"^, tenemos
||h* («<4pWç+9u)|j  ^sr 0(|X|P“ )^, lo que implica que el
segundo tirmino es 0( |x| .
QED
VI.3 Acotaciones a priori y cambio de escala
Podemos procéder ahora a analizar el problema de 
bifurcaciôn con dos parâmetros (1.2) siguiendo el mltodo de 
cambio de escala desarrollado por Chow, Haie y Mallet-Paret [s]
h* (o(■l'IÎWg 4 9u)u
80
Lema VI.3.1 Sea
(3.1) F(X,X,s ,€)h >L^(6)X + sL2(€)X+T(X,e)+R(X,'X,£) 0
donde L^ , L2 son matrices continuas 2*2, T(* ,c) es un poli­
nomio homogéneo de grado p continue en X ,E y |r(X,A,c)| == 
0(|x(P'*’^) unif ormemente en A, 6 . Entonces, si se verifies 
la siguiente hipotesis
(i) T(X,0) - G implica X =s 0,
existe un entorno U de X = 0, y existen p >0, K>0, taies 
que toda solucion (X,A,s,e) de (3.1) con Xe U , |», |s| ,£ .iip 
satisface
Demostracion» Supongamos que la conclusion es falsa* existen 
sucesiones X 0, X.jÉO, A ,-»0, s.-#>0, E. -»0 taies que
J J J J U
F(x ., A. ,s .,€.) Sî 0 y l>.| + ls.l /(x J 0 cuando
J J J J J J J
Podemos suponer que X^/lX^) —» X*, |x*|ssl.




|x,| p T(X,,e.) =  T(|X,| X,.C ) -. T(X«,0) ,
IX j I p R (X j , A j *  ^  ^0 ,
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Vemos asî que T(X*,0)«0, pero X*ÿ& 0, lo que con- 
tradlce la hipôtesis (i).
QED
Nuestro objetivo es estudiar las soluciones "peque- 
nas" de (3.1), es decir, las soluciones X en el entorno de 
0 dado por el lema recién establecido, para valores pequenos 
de A, s, C. En particular, nos interesa encontrar los valo­
res de bifurcaciôn (A,s,f) en cuyo entorno el numéro de 
soluciones de P(X,A,s,C)sO cambia. Esos valores se encon- 
trarân entre las ternas (A,s ,e) taies que existe al menos 
una soluciôn X de
, F(x,A,s,e) = 0
(3.2) {det DjjF(X,A,s,c) ss 0
En primer lugar queremos expresar A srrs para eli- 
minar s de las ecuaciones. Para ello, hemos de asegurar- 
nos primero que tal cambio de escala no trae consigo perdida 
de inforraaciôn, es decir, que no existen bifurcaciones para 
valores de r arbitrerlamente grandes» lo cual se demuestra 
en el siguiente lema.
Lema VI.3.2 Si se verifica la siguiente hipôtesis 
(ii) Lj(0)X+T(X,0)st 0 implica det(L^(0)+D^T(X,0))ÿi 0 
y, si p es impar,
-Lj(0)X+T(X,0)= 0 implica det( -L^ (^O) + D^T(X,0) ) f»0.
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entonces existen î>0, /*->0 taies que todos los valores de 
bifurcaciôn (A,s,e) de 0.1) con IA|,£ <y<.satisfacen |s|^ 5^ l>|.
Demostracion» Supongamos lo contrario» existe una sucesiôn
de valores de bifurcaciôn (A^.s^.C^) taies que Aj-» 0,
£.-*0, 8 ./A. -*0, y )A.{, |s.|, £. é f >  (la constante del
ü J J J J J I
Lema VI.3.1). Esto quiere decir que existen X^ taies que
F(X ., A .,s . ,£ .) = 0, det DyF(X ., A. ,s ., £ .) s= 0.
J J J J  ^ J J J d
Definamos nuevas variables X*, s* por el "cambio 
de escala"
l/(p-l)
X =: |A| X*, s = As* .
Entonces, las anteriores ecuaciones toman la forma 
, ,l/(p-l) l/(p-l)
K  1 V(P-I)
+ 1X1 T(X*, £.)+ R(X 0
J J J J J J
det [AjL^(Cj) + siAjL2(£j) + ;A.|D^T(X^,£j) + D^R(Xj,Aj,£j)] = 0
ya que T(-,£) y D^T(',g) son homogeneos de grades p y 
p-1, respectivamente. -
,P/(P-1)
Dividamos la primera ecuacion por (Ajl y
la segunda porIAjl y observemos que
lAjl ^ ^ R ( ^ \ t , A . , E . )  = ^\()x4|P+h,
J J J J J J J
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I, I “1 l/(P"l) , , l/(p-l) , , p
ix.j D„R(|A.| Xi,%,,£.)= |A.( 0(|x^l ).J ^ V J J j « )  J
El Lema VI.3*1 implica que X^ es acotado, por lo 
cual podemos suponer que X# -# X* , para algun X*. Si ahora 
hacmoB tender j a eo , y aplicamos nuestra hipotesis s^ 0, 
obtenemos
±L^(0)X* + T(X*,0) =. 0 
det( Lj(0) + Dj^ T(XJ.O)) = 0
lo que contradice (ii).
QED
{
Gracias a este lema, el cambio de variables A - rs
esta justificado. Podemos ahora procéder a expresar X en
funcion de st definimos 
i/(p-l)
(3.4) X = 8 Y I Asrs
(En general, deberfamos tomar |s| , pero en este caso 
nos interesa unicamente la region 5*9 0, ya que s "repré­
senta" Ag.) Sustituyendo en (3.1) y dividiendo por gP/(P"l)^ 
definimos
(3.5) F(Y,r,s,£)= rLj^(c)Y+L2(€)Y + T(Y,€) +
4- s’‘P/^P"^^R(s^/^P‘^^Y,rs,e) » 0
De la misma forma que en la demostracion del Lema 
VI.3.2, puede comprobarse que si (A^.CySj) son valores de 
bifurcaciôn de (3.1) con sj 0, C j 0, y r es un punto
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de acumulacion de ^Aj/s^j (que es acotado, por el susodicho 
lema), entonces existe una soluciôn Y de
f ri,(0)Y + L„(0)Y + T(Y,0) = 0
(3.6) f  ^ ^
l det(rLj(0) + LgCo) 4- D^T(Y.O)) = 0
Nustro proximo objetivo es, por tanto, estudiar las 
ecuaciones (3*5)i (3-6) en nuestro problema.
VI. 4 Las curvas de bifurcaciôn bajo hipôtesis de simetria
En lo que sigue supondremos que se satisface la 
siguiente hipôtesis de simetria»
Hipôtesis (S)» Los dominios son simétricos con respecte 
al eje Oy. \
Ademâs, con objeto de simplificar al mâximo las 
fôrmulas, supondremos que » 1 (lo cual no supone pâr-
dida de generalidad al corresponder a un simple cambio de 
variables)» tambien supondremos a > 0 si p es impar.
Con estas simplificaciones, T(',0) toma la forma
/ \ /& ( h (ofi-p) +h (K -p ) )
(3.7) T(X,0) = T(«/,^ ,0)= I ® - j
' \i(h(K4'p) -h(e( -^ ) )
La justificaciôn del cambio de escala recién dis- 
cutido es el objeto del siguiente lema, que muestra que las 
condiciones (i) del Lema VI.3.1 y (ii) del Lema VI.3*2 
se verifican para nuestras ecuaciones de bifurcaciôn.
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Lema VI.4.1 La funcion T(«,0) definida en (3.7) satisface
(i) T(X,0) s 0 implica XsO.
(ii) L^(0)X+T(X.O) - 0 implica det(L^(0) + D^T(X,0))^0, 
y, si p es impar,
-Lj(0)X+T(X,0)ji0 implica det(-L^(0) 4 Dj^ T(X ,0) ) ^ 0.
Demostracion» (i) T(«^,^,0)»0 implica h(«<+|3 )« h(o<-^ ) -s 0»
por tanto, u  ~  p  s  0 ,
(ii) Sea tal que
O f - i(h(*4^)+ h(o»-p) ) »  0, p ~  i(h(*+^) - h(«-|3))s»0,
fl - i(h'(«4^)+h*(o#-^)) -i(h'(«+p)-h'(ot-p) )\
\ -i(h ' w + p ) -h' (p( -p) ) 1 - i(h'(y»p)4h'(*(-p))/
=  (l-h'(^4p))(l-h'(«f-p)) - 0 .
Sumando y restando las dos primeras ecuaciones, ob­
tenemos of+p 3 h(*tp) ; ot-p s h(»^ -p). Por lo tanto, w+p 
y «-p son raices de h(u) r u. Ahora bien, si u»0, se 
tiene h*(0)sO, y si u^O, entonces au^"^- 1, y 
h* (u) s apu^ "*^ - p . En cualquier caso, el déterminante 
nunca se anula.
Si p es impar, entonces -L^(0)X+T(X,0) =» 0 
tiene unicamente solucion trivial XeO (esto es conse­
cuencia de que el problema -Au s Au - au^ , a > 0, p impar,
A < 0 es estrictamente monotono). Entonces, 
det (-Lj(o)4 Dj^ T(0,0)) =. 1/0.
QED
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Una vez justificados los cambios de variables efec- 
tuados, comenzamos el analisis de las ecuaciones (3.6), que, 
en nuestro caso, tienen la forma
(
rYj - iChCY^+Yg) 4 h(Y^ - Y^)) =: 0
(r-DYg - i(h(Y^+Yg) - h(Y^ - Yg)) =0
r(r-l) - ^ÇJ^(h’(y^4Y2)+h’(y^-Y2))+h*{Yj+Y2)h’(Yj-Y2)ir 0 
pues Lj(0)=I, L2(0)= y
r-i(h-(Yj+Y2)+h’(Y^-Y2)) -i(h’(Y^4Y2)-h’(YJ-Y2) )
-i(h'(Yj+Y2)-h'(Yj-Y2)) r-l-i(h'(Y^4Y2)4-h'(Y^-Y2))
A V  det
= r(r-l) - ^^(h'(Y^+Y2)4b’(Y^-Y2)) + h’(Y^+Y2)h’(Y^-Y2).
El calculo de las soluciones de (4.1) se simpli- 
fica grandemente gracias al siguiente resultado, causado 
basicamente por las simetrias présentes en nuestro problema.
Proposicion VI.4.2 Toda solucion (Yj.Yg.r) de (4.1)
satisface Yj^ Y2 » 0.
Demostracion: Definamos = ^ i"*"^ 2 Y^ = ^ (2^+22)
Z2*Y^-Y2 Y2* i(Z^-Z2)
Si ( Y ,Y2,r) es una soluciôn de (4.1), entonces, 
multiplicande la primera fila de A por Y^, la segunda por 
Y2 y utilizando las dos primeras ecuaciones, obtenemos
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4Y^YgA = h(Z^)^ - h(Zg)^ - i((Z^-Zg)(h(Z^)4h(Z2)) +
4  (Zj^+Zg) (h (Z^) -hCZ g)  ) ) (h*  ( Z ^ ) + h • (Zg) )4- 
+(Z^+Z2)(Z^-Z2)h*(Z^)h'{Z2) =
= a^ZjP - a^Zg^ - pa^ (zP'^  ^- zP"*"^) (zj"^ + zg"^) +
4 a V ( Z ^  - Z )^ ZP"^ZP"^ .
For tanto, _ g 2p _ % 2p _ 2 _ Zg^)zP"^zP"^ .
a^(l-p)  ^  ^ 1 2  1 2
Si suponemos ^^^2 entonces jA=.0 si y solo si
(4.2) zJP - ZgP - p(Zj - Z2)zP"^zP"^ff 0.
Si Z2 = 0, (4.2) implica Zj^ ss^ O, y entonces YasO, 
contra nuestra hipotesis, Por tanto, podemos escribir 
Z^= AZ2. Sustituyendo en (4.2 ) y dividiendo por ZgP, tenemos
(4.3) F(A) A^P - paP*^ +^ pAP"^ - 1 « 0,
Nuestro objetivo es demostrar que las unicas raices 
de F(A) son A a 1, A s-1, ya que A«1 implica Yg = 0, y 
A r -1 implica Y^ sO.
F’(A)s 2pAP"^ - p(p+1)aP+p(p-1)aP'^s pAP"^(2AP*^-(p4l)A+p-l) .
Llamemos G(A) s 2aP"^  ^- (p»l)A^4 p - 1. Entonces 
G'(A) » 2(p41)A(aP“  ^- 1), es decir, G'(A)>0 si A M ,
G'(A)<: 0 si 0^A<1.
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Como G(1) = 0, tenemos G(A)>0 para A > 0, A/ 1 ; 
esto implica que F*(A)>0 si A>0, A/I, luego F es 
estrictamente creciente en ( 0, *»), y as I la ecuacion F(A) a 0 
tiene exactamente una raiz en (O,*») , que es A = 1.
Si p es impar, F es par y no hay nada mas que 
demostrar.
Si p es par, G’(A) es positiva para A< 0, y 
entonces existe un unico valor A^ tal que G(A)<0 si 
A<^Aq , y G( A) > 0 si A >A^, pues G(0) = p-1 > 0, mientras 
que G( -1) ï= -4<ro.
Como F'(A) tiene el mismo signo que G(A), F(A) 
tiene un unico mînimo en A^ y F( -#) = f ». , F(0)= -1
implican que F puede tener unicamente una raîz negativa, 
que es precisamente Ast-1. Esto compléta la demostracion.
QED
A continuaciôn vamos a calculer las soluciones de
(4.1),
1) Y^/0, YgrrO.
En este caso, la segunda ecuaciôn de (4.1) se sa­
tisface automâticamente para todo Y^, r y nos queda
{
rYj - h(Y^) - 0
A=r(r-1) - (2r-l)h’(Yj)+h'(Y^)^ := (h* (Y^)-r) (h* (Yj)-r+l) * 0
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Como Yj/0, tenemos r=aYP~ i vemos que h ' (Y^  ) « r 
no puede verificarse, por lo cual debemos tener y 
r-1 rr h'(Yj^ ) - apY^"^ = pr, es decir r 3 -l/(p-l).
Si p es impar, esto es imposible, ya que a>0, 
implica r ^  aY^“  ^ > 0.
Si p es par, el valor de r obtenido es admisible, 
y el valor correspondiente de Y^ es Y^ s -( l/a(p-l))^^^P~^^.
2) Y^ = 0, Yg /O.
Si p es par, la primera ecuacion se reduce a 
h(Yg) - 0, cuya unica solucion es Yg g^ O.
Si p es impar, la primera ecuacion se satisface 
automâticamente para todo r, Yg, y nos queda
I (r-l)Yg - h(Yj) s 0
I6,r(r-1) - (2r-l)h‘{Yg) + h'(Yg)^ s= 0
Como vimos antes, aparte de la solucion Y^ s^tYgSrO, 
las soluciones de la primera ecuacion verifican r-1» aY^ ^, 
por lo cual r^l.
Nuevamente, A = (h"(Yg)-r)(h'(Yg)-r+l). Como 
r-1 St aY^” ,^ es imposible que h'(Yg)-rf1 s 0. Por tanto, 
las soluciones han de ser
l/(p-l)
r * p/(p-l) t Yg =■ i(l/a(p-D)
3) Yj - Yg s 0.
La primera y segunda ecuacion se satisfacen para todo 
r, y la tercera para rsO, r s 1.
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Résumâmes estes resultades para futur a referenda: 





0 0 0 0 0 0





dende -  ( l / a ( p - l ) )
l / ( p - l )
Estas selucienes représentas les unices valeres 
posibles de (Y^«Y^.r) para les cuales puede haber bifur- 
cacion de selucienes en nuestre preblema original (1.1) 
que, tras les cambios de variables, tiene la forma
- p / ( p - l )  l / ( p - l )
(4.4:
Fj S rlI^lYj - h(Y^ +-Y2Wç ) + s R^(s Y,rs,f)rO
f  - p / ( p - l )  l / ( p - l )
Pj = (r-Dïj - |s^»th(Yj«2W^) + Rgfs Y . r s . f ) -
Les valeres r^  = 0 y r^  = 1 daran lugar a bifur- 
cacienes primaries de la solucion trivial , mientras que 
r®- p/(p-l) (si p es impar) y r*^ =: -l/(p-l) (si p es
par) representan posibles bifurcaciones secundarias.
En este lugar, se hace esencial distinguir les des 
cases p -L par, p - impar. Resumimos a continuée ion les 
resultades que obtendremost
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1) Si g(') es impar (y, por tanto, p es impar),
las dos bifurcaciones primaries son supercrîticas (siendo
r el parâmetro), y para r®= p/(p-l) hay dos bifurcaciones 
secundarias simultaneas, ambas supercriticas, a arobos lados 
de la rama que sale de cero en r®= 1.
2) Si g(*) es par (y entonces p es par), la
bifurcaci5n primaria en r^= 0 es transcritica, y la que 
tiene lugar en r®= 1 es supercrftica. En r® s -l/(p-l) 
hay una bifurcacion secundaria subcrîtica de la rama que 
parte de cero en r®s 0.
La bifurcaci6n para r®s: 0 no présenta diferencias 
entre ambos casosi corresponde simplements a la rama de 
soluciones constantes de la ecuaciôn en derivadas parclaies 
que estâmes estudiando» tal rama es supercrftica o transcrî- 
tica segûn la paridad de g(*).
Aparté de ser ambas supercriticas, hay mucha dife-
rencia entre los casos (1) y (2) en lo que se refiere a la
bifurcacion para r^a 1. De hecho, el caso p par présenta 
degeneracion de cierto ordeni la rama obtenida es de orden 
(r-l)^/^P” i^ 8in embargo, cuando p es impar, dicha rama 
es de orden (r-l)^^^^~^\ como cabrîa esperar genéricamente,
Debido a estas diferencias, trataremos los casos 
(l) y (2) separadamente. Pero previamente hemos de derivar 
ciertas propiedades de las acuaciones (4.4) que se deducen 
de la hipotesis de simetria (S).
92
Proposicion VI.4.4 Supongamos que se verifica la Hipotesis 
(S). Definamos S L^ (Jlg) como (Sg) (x,y) = g(-x ,y)
para cada g € . Entonces, para todo £ suficientemente
pequeno, se verifican las siguientes propiedadesi
(i) SWg - -w^  , es decir, es impar en x.
(ii) S^d-Pj. )g^ = -Jçd-Pç )Sg^  para toda g^eL^Ca^).
(iii) Su W  ,) ,£ ) =. u(«f, -y),%,£)
(iv) GW,-y8,A,£) s G(or,^ ,^,f); H( ^ ,C ) = -H
(v) F^(Yj,-Y2 ,r,s,£) = F^(Y^,Y2 ir,s,£)
F2(Y^,-Y2,r,s,£) = -F2(Y^,Y2,r,s,f)
(vi) Si ademas f(A,-u)= -f(A,u) para todo A,u£ R, entonces
G(-o(, ^  ,'X,£.) — - G ,£) •
^ ,^ ,C) *
Fi(-Y^,Y2,r,s,£) - -F^(Y^,Y2.r,s,£)
F2(“Y^,Y2,r,s,£) = F2<Y^,Y2ir,s,f)
donde G , H son las funciones de bifurcacion de (1.1) y 
Fj, F2 son las funcioi 
bles, dadas por (4.4)
^ , ciones obtenidas tras los cambios de varia-
Demostraciont (i): Por simetrla, al ser Ag un autovalor 
simple, Wg ha de ser par o impar en x. Pero sabemos que
f RWg y jWg son distintos de cero y tienen signos 
^0 ^0
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opuestos. Por tanto, Wg ha de ser impar en x,
(ii); Sean tales que -Au^rhgi
entonces satisface - 6(S(^) = Shg, y, ademas, si
•9vL ^ VsÛg)
= 0 en 9Slg , entonces —7^ —  = 0  en 'iSl^ , como es fa-
cil comprobar. Vemos asf que se tiene S(1^1^)s ^(Shg)
por unicidad. Para terminar la demostracion de (ii) todo
lo que hace falta es ver que S conmuta con 1 y esto es
consecuencia directa de (i) y del hecho de que i^Sh s T h
2 t f
para toda f une ion h€L (ûg).
(iii): Llamemos z u(«(,^,^,E). Entonces,
* 1^(1“^  )f(A,*fpv^ + ûg) implica
Si^ r S^^(I-]^ )f 0,«f-»-p,v^ >Ug) s Kg(I-I^ )Sf(^,e*+p^+Ug) 5 
= )f(>,S(ct*pWg4Ug)) - ftg(I-Pg )f(^ ,«i-pWg+Su^ )
Por unicidad, se ha de verificar Su^ - u(ot,-^,2,£).
(iv), (v) son consecuencias inmediatas de (iii). 
(vi);
-Ug = -1^(1“^  )f(X,<(+|>WgtUg) r Kgd-:^ )f(X,-»^ -jSWg-Ug).
Por unicidad, -u^  s;u{-#«,-^,X,c). Las demas identidades se 
siguen inmediatamente de esta.
QED
94
VI.4.1 El caso g(-u)= -g(u)
Procedenos ahora a analir.ar los distintos puntos 
obtenidos en la Proposicion VI.4.3
VI.4.1.1 r ° » p/(p-l)
Los valores correspondientes de Y son 
Y° = 0 , Y° = ±(l/a(p-l))^/(P"^\
Consideremos en primer lugar el valor positive de Y^ . Tenemos 
F2(Y°,Y°,r®,0,0) = 0 
DY^F2(Y®.Y2,r°,0,0) « r® - 1 - h^Yg) / 0.
Por el Teorema de la Funcion Implicite, F2 — 0 tiene una 
ûnica solucion ^2 ~ Y2(Y^,r,s,E) tal que Y2(0,r®,0,0)= Y®
(|Yj| , |r-r®| ,s,î suf icientemente pequenos). Por sustitucion 
en F^, definimos
Fj^ (Y^  ,r,s,€) E Fj^ (Y^  ^,Y2(Y^  ,r , s , e )  ,r ,s ,£) .
Por la Proposicion VI.4.4, la hipotesis de que g es impar 
implica F2(-Yj,Y2,r,s,e) =  ^ 2^^1«^ 2,r,s,r). Por unicidad, 
se verifica Y2(-Y^  ,r ,s,6) = Y2(Yj^ ,r ,s,C) . Y, por otra parte, 
tenemos F2(-Yj^  ,Y2 ,r ,s,e) = -F^(Y,Yg ,r ,s , e ) .
Todo esto implica que F^  es impar en Yj para cada 
s,r,E fijos. Tenemos asi un problème tipico de bifurcacion 
"Tpara una ecuacion escalar con simetria impar. Para aplicar 
los métodos apropiados y obtener expresiones aproximadas para
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las ramas de soluciones, tenemos que calculer ciertas deri­
vadas de Fj^ i para ello, calcularemos primer© las derivadas 
de Fg, y después obtendremos las de F^  por diferenciacion 
implicite
Y2(Yj,r,s.e) satisface
Fg =  ( r - l )Y g  -  J ^ h (Y j+ Y 2Wg)Wg 4-s"P /^P"^^R 2(s^/^P"^^Y,rs ,C ) =  0 .
Como h(-u) = -h(u), para s r £ » 0 tenemos 
^2(^1 * (r-OYg - i(h(Y^+Y2)-h(Y^-Y2)) =
* (r-DYg - i(h(Y2+Y^)+h(Y2-Y^))
Derivando, obtenemos
Dy^Fg = (r-l)D y ^ Y g  -  * ( h '  (Y^+Yg) (1+Dy J g )  +  h" (Yg-Y^) (D y^Y g-l) ) .
DpFg -  Yg +  (r -l)D ^ Y g  -  i ( h ' (Yg+Y^D^Yg + h ’ (Yg-Yj)D^Yg) ) -  
= Yg + [ r  -  1 -  i(h '(Y g + Y ^ ) +  h '(Y g -Y ^))]D ^Y g
gPg = (r-l)D ^ g Y g  -  i[h " (Y g + Y j)(D Y  Yg f - 1)^ +  h ' (Yg+Y^)D^gYg +
1 ^1 ^
+ >'"(Ï2-Ïi)(d2 Ï2-1)2+ h X Yg-Ypn^Yj .
Vamos a evaluar estas funciones para r * r®» p/(p-l),
omo
f) n n P-1 n n P"1
Dy^Fg - r^ - 1 - h ’(Yp *  a(Yp - ap(Yp *  a(l-p)(Yp ,
vemosI
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Fg sr 0 implica Dy Yg(0,r^,0,0) = 0
D'^ gFg = 0 Implica (Yp)D^2Y2 + h"(Yp =0» entonces,
ap(p-l)(Y®)P~^ p
D^Fg = 0 implica (r -1-h* (Yg) )D^Yg-+- Yg = 0; entonces.
D Y,(0,r'’,o,0) =
........  a(p-l)(Y»)P-2
2 ^Podemos ahora calculer Dy ^F^ y otras derivadas 
que necesitaremos mas adelante:
Fj(Y^,r,0,0) = rYj - i(h(Yg+Y^)-h(Yg-Y^)).
Dy^Fj = r - i[h'(Yg+Y^)(Dy Jg4- l) - h'(Yg-Y^)(Dy Jg - 1)J .
2
Y—  " " ' i
= -è[h"(Y2*Yj)(DVj+l)^ + h'(Y2+Yj)D'
Ï1
- h"(Yg-Y^)(Dy Yg-1)^ - h'(Yg-Y^)D^gYg] .
°v/l = -è[h“(Ï2+ïi)(tV Ï2+ l)^-*-3h"(Y2*Yj)DV2(D Y3+I)
Yj 1 Xj^ 1
+ h'(Y2«i)D3 Y3 - h”(Y3-Yj)(D^ Y3-1)3 -
Ï j 1
-  3 h ” ( Y 3 - Y j ) D 2 Y 3 ( D  Y 3 - I )  -  h ' ( Y 3 - Y ^ ) ï  1 ,
1  ^ d
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ÿ l '  1 - &(h"(Y2+Yp(Dy^Y3 + l) - h'(Y3-Yp(D^j3 - 1)] D^Yj - 
- i[h'(Y3+YpD|y3 - hXYg-ypo^^^Yg] .
Evaluando estas funciones para r = , Yj»0,
YgSiYg, 8 » g a 0, y recordando que Fj^ (-Yj^ ,r,s,t) ? -Fj(Yj,r,s,t),
obtenemosI
Dy^ Fj^  s r® - h'(Yg) g 0.
2
V ^ i  = ° -
D^3F^  = -iT (Y^ ) - 3h"(Y°)D^gYg = 2ap(p-l)(2p+2){Y°)^ > 0.
D^ ^^ Fj = 1 - h"(Y°)D^Yg = 1-p <0.
Al ser Fj^ impar en Y^ ,^ podemos escribir
F^(Y^,r,S,f) =: Y^f^(Y^,r,S,«)
donde f^  es diferenciable en Y^ , r, s y continua en c.
Ademas, para Yj^ s 0 tenemos
y fjL(-Yj^ ,r,s,€) s ^(Yj^,r,s,£).
Por lo tanto, el conjunto de soluciones de Fj *t 0 
esta formado por» (1) Y^«0, y (2) el conjunto de solucio­
nes de fj^ s 0. pero observemos que
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f^(0,0,0,0) = 0; D^f^(0.0,0,0) = Dy = l-p<0;
Dy f j(0,r,s,f) rs 0; D^gf^(0,0,0,0) = j > 0.
Por consiguiente, podemos aplicar el Teorema de la
Funcion Implicita y concluir que el conjunto de soluciones 
de = 0 (en el entorno de (0,r^,0,0) ) viene dado por 
una unica funcion r= r*(Y^,s,e), diferenciable en Y^, s y
continua en C, con las propiedades: r*(0,0,0)= r^ j 
r*(-Yj^,s,E) =r r*(Y^ ,s,E),
D^ 2 r*(0,0,0) =•
— _L_ i ri3
p-1 3 ^y3 ^1 ^  °'
1^
Llamemos fts,c)= r*(0,s,£). Por las propiedades 
anteriores, vemos que r*(* ,s,c) alcanza su valor minimo 
para Y^ c 0, y este minimo es estricto. Podemos entonces 
concluirI
(i) Si r>f(s,f), Fj^ (Yj^ ,r,s,f )-0 tiene exac tamente très 
soluciones en el entorno de (0,r^,0,0), a saber
Yj= 0 y r s r*(Yj^  ,s,c).
(ii) Si r^f(s,e), F^ (Yj^  ,r,s,f ) s 0 tiene unicamente la 
solucion trivial YjS^O.
Estamos, pues, ante una bifurcacion supercrftica de
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tipo •’tridente", cuyo diagrama es
Figura n° U
Este es precisamente el diagrama que se obtiene 
para s s C s O  (si se quiere, analizando directamente las 
formulas (4.1)). Vemos asf que, gracias a las simetrfas 
présentes en el problems, la aparicion de imperfecciones 
para s,C > 0 no rompe las conexiones del diagrama de 
bifurcacion, y, por tanto, para cada s,€ > 0 tiene lugar 
una bifurcacion secundaria en 0, Yg = Yg(0,f(8,£),s,f),
r stf(s,e).
Consideremos ahora el valor negative de Yg, es
decir, (Yg)” s: -(l / a ( p - l ) . Como antes, el Teo­
rema de la Funcion Implfcita nos da una funcion Yg =■ 
Yg{Y^,r,s,g) tal que Y"(0,r®,0,0) = (Yg)”, y
Fg(Yj^ ,Yg(Y^  ,r,8,c) ,r,8,£) ss 0. Por la Proposicion VI .4.4,
-Yg(Y^,r,s,£) también serfa solucion de la misma ecuacion,
y -Yg(0,r®,0,0) z: -(Yg)”. Por tanto, hemos de tener
Yg(Yj^ ,r,s,£) ir -Yg(Y^,r,s,g), donde Yg(... ) es la funcion 




P”(Y^,r,s,£) = P^(Y^,Yg(Y^,r,s,C),r,s,E) 
y, por la Proposicion VI.4.4, tenemos 
F"(Y^,r,s,e) = Fj(Yj,-Y2(Yj^ ,r,s,c) ,r,s,c) -
” "Pl(Yi,Yg(Yi,r ,s,£) ,r,s,c) ^ =r -F^(Yj ,r,s,e).
Luego las soluciones de F^ = 0 coinciden con las 
soluciones de Fj^»0, y el diagrama de bifurcacion, asI 
como el valor de bifurcacion f(s,g), son los mismos obte­
nidos antes. Entonces, considerando conjuntamente las ra­
mas positiva" y negative de Yg, vemos que el numéro de 
soluciones para r^r(s,c) y el numéro de soluciones para 
r>r(s,C) se diferencian en cuatro.
VI.4,1.2 r^g 0 ,
ProcederemoB exactamente como en el caso anterior: 
aplicando el Teorema de la Funcion Implicita, obtenemos 
una funcion unica Yg = Yg(Y^,r,s,c) tal que
Fg(Y^,Yg(Yj,r,s,C) ,r,s,c) g 0, Yg(0,0,0,0) g 0. Ah'ora bien,
como Fg(Y^,0,r,s,&) = 0 para todo Y^ , r, s,£ , hemos
de tener Yg(Y^,r,s,E) g 0 por unicidad.
Sustituyendo en F^ , definimos
F^(Y^,r,s,e) g F^ (Yj^  ,0,r,s,£) g
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a rlXijlYj^  - 8 \^ + u(s^/(P”^)Y^,0,8r,g)),
y como u(w^,0,X,E) =. 0 para todo e^,X,C , vemos que las 
Soluciones de 0 Son las soluciones de
rYj^  - s~P/^P"^^g(s^/^P"^^Yj^) s  0, es decir, Yj = 0 y
r*(Y^,s,C) = Y^^g(8^/(P”^)Y^)s"P/(P” )^ = aY^ 0(|y J^)
o, en las variables iniciales w<,y3, las soluciones de 
Aoe - g(o<) g 0, que, obviamente, corresponden a las solucio­
nes constantes de -Au s£ Xu - g(u).
VI.4.1.3 r°= 1
En este caso aplicaremos el Teorema de la Funcion 
Implfcita a F^ =; 0, ya que F^(0,0,r°,0,0) =.0 y 
Dy Fj^(0,0,r®,0,0) g 1. Obtenemos una unica funcion
Yi= Yi(Y2^ ,r,s,f). Pero F^(0,Yg,r,s,£) = 0 por la Proposi­
cion VI.4.4. Por tanto, Yj^ (Y2,r,s,c) r 0. Sustituyendo en 
Fg, definimos
FgCYg.r.s.C) s F2(0,Y2,r,s,g) =
=  (r-l)Yg - g-P/(P-l) ]^v^g(8^/^P”^^Y2\i^+u(s^/^P”^^Y2,r8,£) ) 
Claramente, ^gt'Yg.r.s.e) s -FgCYg.r.s, c) j por 
tanto, Fg(Y2,r,s,E) = ^2 diferen­
ciable en r ,3 y continua en C , y fg(-Y^tr,s,e)g f2{Yg,r,s,c)^
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fg =. Dy ^ Fg g 1 para Yg = 0, r g 1, s,£gO.
Por consiguiente, las soluciones de fg = 0 estan 
dadas por una unica funcion r = r*(Yg,s,£), con r*(0,s,E)= 1 
Es facil ver que r* satisface
r*(Yg,s,t) = a ( ^ w P  ^)yP"^+ 0()Yg|P).
Luego, para |r-l|, s, £ suf icientemente pequenos,
(i) Si r > 1, Fg(Yg ,r ,s ,c )'5s 0 tiene exac tamente tres
soluciones, a saber, Yg =0 y r r*(Yg,s,£).
(ii) Si r <1, Fg(Yg,r,s,c)g 0 tiene unicamente la solu­
cion trivial Yg g 0.
VI.4.1.4 El diagrama de bifurcacion complète
En VI.4.1 encontramos los unicos lugares donde 
puede haber bifurcacion de soluciones, y en las secciones 
anteriores hemos analizado la estruetura local de dichas 
bifurcaciones. Solo nos queda, pues, compaginar todos estos 
resultados »
Existen exactamente tres superficies de bifurcacion
en el espacio (X,s,£), que estan dadas por funciones
X = X.(s.f) g r.(s,c)s, donde
J J •
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r^(s,f) = 0 
TgCs.i) - 1
r^(s,C) s r(s,«), f(0,0) a p/(p-l).
Hagamos s = Ag . Entonces, existen exactamente tres 
curvas de bifurcacion en el piano (A,c), cuya expresion es




Dibujemos estas curvas, escribiendo en cada region 
el numéro de soluciones de nuestras ecuacionesi
Figura n® 5
Cada punto de cada curva représenta un punto de bi­
furcacion "estricto", en el sentido de que es el punto de 
incidencia de dos curvas continuas de soluciones. Las curvas 
0 y ^ s representan las bifurcaciones primaries 
que tienen lugar en los autovalores simples 0 y ^  , mien­
tras que en la curva  ^a ^0(6) tienen lugar dos bifurcacio-
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nés secundarias simultaneas.
Para £ fijo, £>0, el conjunto de soluciones, o 








Observacioni Estos resultados pueden aplicarse tambi^n a ciertas 
funciones que no verifican las condlciones del Teorema IV.1.1.
Por ejemplo, consideremos g(u) = u^, p impar > 1, cuyas deri­
vadas no son acotadas en K. Sin embargo, por los resultados 
del Capitule I, to das las soluciones de-^^u a ^ u - u^ son 
fuertes, y, por tanto, acotadas (por el Teorema de Sobolev), 
y, por el principio de comparacion, toda solucion acotada 
de dicha ecuacion satisface u(x,y)é
(x,y)eXl£ . Por tanto, si definimos
si (u I ^ S’i:g(u); . , ,G(u) si |u|
donde uG(u) > 0, I ^ (Î) si W U J  , G es
impar y g es C**, entonces, tomando pl^“  ^é tenemos 
|g'(u)|^kj, y todas las derivadas de g son acotadas. Esta­
mos, pues, en condiciones de aplicar los resultados obtenidos 
en esta secciôn a la funcion g. Observemos ahora que las 
soluciones del problems original y las del nuevo problems 
-i&gU s ^ u - gCu) que satisfacen coinciden,
siempre y cuando |X| ^  ^ p”^kj. Por tanto, el diagrama
de soluciones es el mismo obtenido antes, y, ademâis, tal dia­
grama es global en este caso, es decir, contiene todas las 
soluciones del problems para A suficientemente pequeno.
106
VI.4.2 El caso g(-u) =  g(u)
VI.4.2.1 = -l/(p-l)
El (posible) punto de bifurcacion en consideracion 
es r° = -l/(p-l), Y° -(l/a(p-l))^/(P-^) , Y®=rO. Como
F^(Y°,0,r°,0,0) r 0 y Dy^F^(Y°,0,r°,0,0) = r° - h'(Y°)/ 0,
podemos aplicar el Teorema de la Funcion Implicita, obte- 
niendo una solucion unica Y^^^ Yj^(Y2 ,r,s, ) que cumple
Yj(0,r°,0,0) = yJ, Yj(-Y2 ,r,s,£) =  Yj(Y2 .r,s,£) (por 
la Proposicion V I .4.4). Sustituyendo en F 2 , definimos
F2(Y2,r,3,€) w  F2(Yj(Y2.r,s,c),r,s,c). Nuevamente, por
la Proposicion VI.4.4, tenemos F 2(-Y2»r,s,e)= -F2(Y2tr,s,c).
De la misma forma que en el caso. g ^ impar, nos 
encontramos ante un problems de bifurcacion con simetria 
impar. Podemos, pues, escribir F2(Y2pr,s,e)s Y2f2(Y2 »r,s,c),
donde f2 es diferenciable en Y 2, r, s y continua en t , 
y, ademas, f2(-Y2 »r,s,£) = f2(Y2.r,s,e).
Como en el caso impar, hemos de calculer varias 
derivadas de Yj^(...) y F2 para obtener las condiciones 
précisas que nos permitan obtener la rama de bifurcacion 
(si existe), junto con sus propiedades de ser super-, sub- 
o transcritica, Debido a las simetrias, nos basta limitarnos 
a calculer las derivadas en r = r ^ , con s ,€ = 0. Pero
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F^(Y^,Yg,r,0,0) = rY^ - [^hCYj^ -Yg) htY^-Yg)]
tiene exactamente la misma forma que la expresion que 
obtuvimos en el caso impar para r® = p/(p-l) si cambiamos 
r-1 por r e Yg por Y^. Igualmente,
FgCYg.r.O.O) =  (r-l)Yg - i[h(Y^Yg) - h(Y^-Yg)]
tiene la misma forma que la funcion obtenida en el
lugar mencionado si cambiamos r por r-1 e Y^ por Yg, 
Por tanto, efectuando las mismas operaciones que hicimos 
en VI.4.1.1, hallamos
Dy^Y^(0,r,s,c) & 0 (pues Yj^ (* ,r,3,t) es par) 
D%Y^(0,r°,0,0) g -(r^-h'(Y°))"^h"(Y°) = aA? . 
Dj.^l(0,r°,0,0) s -(r°-h'(Y°))"4° = l/a(p-l) (yJ)^*^
Dy^Fg(0,r°,0,0) % 0,
D^2^2(0,r,s,t) s 0. 
^2
D^^g(0,r°,0,0) = -h""(Y°)-3h"(Y°)= 2ap(p-l)(2p*2)(Y^)P-^ < 0. 
^2
= 1 - h"(Y^)DAi " ^ O'
Las soluciones de Fg = 0 seran Yg rO mâs el 
conjunto de soluciones de 2^ = 0. Como fg(0,r^,0,0) = 0 y
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D^fg(0,r®,0,0) = 1-p 0, conclulmos que el conjunto fg = 0
consiste de una unica superficie r s r*(Yg,s,fi) que veri­
fica r*(0,0,0)=r® y r*(-Yg,s,f) =; r*(Yg,s,£)» ademas,
d V * ( 0 .0 ,0) =  -(D^?2)-1d2 fj =  i d3 PgCO.rO.O.O) C  0 .
^2 ^2 ^2
Por consiguiente, para s, C , ir-r®) suficiente- 
mente pequenos, tenemos
(i) Si r<r*(0,s,c), Fg= 0 tiene exac tamente tres solu­
ciones, Yg=-0 y r *r*{Yg,s,c).
(ii) Si r^r*(0,s,c), Fg = 0 tiene la unica solucion
Yg-0.
Observaciont Nuevamente vemos que la presencia de imperfec- 
ciones para £>0 no rompe las conexiones del diagrama de 
bifurcacion, y se da una bifurcacion secundaria para todo £ 
pequeno. Sin embargo, en este caso el hecho de que g es 
par se ha utilizado unicamente para asegurar que p es par. 
Esto quiere decir que dicha bifurcacion secundaria seguirâ 
existiendo incluse en presencia de perturbaoiones de orden 
superior de cualquier tipo, en contraste con la bifurcacion 
secundaria estudiada en VI.4.1.1, en la cual el hecho de que 
g (y no solo p) es impar se empleo sistemâticàmente.
109
VI.4.2.2 r°= 0
Procediendo exactamente como en VI.4.1.2, conclul- 
mos que las soluciones de nuestras ecuaciones en el entorno 
de r®s 0, Y®* 0, s g 0, CsO vienen dadas por Y^sYgsO 
y YgS-O, r»aYP”^> 0( \Y^  ^ . En las variables de parti-
da w ^ s t a s  representan las soluciones constantes 
de -Au » >^ u - g(u).
VI.4.2.3 r°= 1
Por el Teorema de la Funcion Implfcita existe una 
unica funcion Y^»Y^(Yg,r, s,C) tal que
Fi(Yi(Y2 »r,B,£),Y2»r,s,£)= Cjademâs, Y^(0,r^,0,0)= 0,
Yi(-Y2,r,s,C) sa Yi(Y2tr,s.€) y
^ Y^(0,r,s,c) - 0 para k*l, 2,...,p-l
^2
^ p Y^(0,r'",0,0) & p!a ^ 0. 
^2
Como siempre, definimos 
Fg(Yg,r,s,€) St FgCYjCYg.r.s.C),Y2.r,s,£).
Es facil ver que F2(-Y2»r,s,€) » FgCYg,r,s,£).
Como ^ Fg sr 1, las soluciones de Fg =0 estan
dadas por Yg » 0 y una unica funcion r(Yg,s,€), que satis­
face r(0,0,0)= r^ , r(-Yg,s,e) z= r(Yg,s,£), Por otra parte,
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Pg(Yg,r^,0,0) = -i[h(Y^(Yg,r°,0,0)+ Yg)-h(Y^(Yg,r°,p,0)-Yg)]
y Y^(Yg,r^,0,0) = aY^ 4- 0( lYgl . Por tanto,
n r p p+1 p
Fg(Yg,r^,0,0) = -èa[(aYg + 0( lYgl ) + Yg) -
p p+1 ■ p_ ~ 2p-l 2p
- (aYg +• 0(|Yg| ) - Yg) J  -  -a'^ pYg +  0( |Yg| ).
Vemos que la primera derivada he r(* ,0,0) que
no se anula para Yg = 0 es la de orden 2p-2, y es posi­
tiva (= a^p(2p-l)!){ esto signifies que la bifurcacion es 
supercrftica para s& 0, 6 = 0. Si queremos deducir que lo 
mismo sucede para s >0, £ > 0  (pequenos), tendremos que 
demostrar que todas las derivadas de r(* ,s,c), "hasta el or­
den 2p-3» se anulan para Yg = 0, lo cual no es claro en
absolute, pues todo lo que sabemos hasta este momento es 
que se anulan las derivadas hasta el orden p-1. De hecho,
es aquf donde la hipotesis compléta de que g es par (y
no Solo p) es esencial. En el argumente que présentâmes 
a continuaciôn se ve claramente que si p es par y g 
no es una funcion par, la primera derivada de r que no 
se anula puede ser negative, lo cual implicaria que la bi­
furcacion es subcrîtica. Por otra parte, la hipotesis 
"g es par" es demasiado fuerte; otras condiciones mas 
ajustadas apareceran mas adelante.
Escribamos la formula compléta correspondiente a
^2*
Ill
Fg =  ( r - l ) Y g  -  8 ^ ( s ^ / ( P - ^ ) ( Y ^ + Y g V ^ )  +
+ u(s^/^P“^^ Y, rs,£))w^^
y desarrollemos g en potencias pares de ui 
g(u) as au^ + agU^ ^ + ...
8.4-Sp ^
Es facil ver que D  ^ _ u(0,0,A,£)= 0  si
-®ip®2
®1‘*’®2 ^ P “ »^ y es ^ 0  si 8^  ^4" Sg «p. Esto se deduce de 
la expresion
G.+8^ 4^  8 fS^ A S.ts_
D g g u = %(!-%) D  ^  ^ u +K.(I-%)D I I g(or+nw 4-u)
o/®l|3p2 « ^ «®ip®2 ^ ^ of l/a 2 ‘ ^
(todos los términoB evaluados en (0,0,X,£)).
Por tanto, u(w,/),X,£) s 0((.|cr|4)^ ) uniformemente 
en X,C. Esto implica
u(8^/^P"^^Yj^,B^/^P’^^Yg,rs,£) r
= gP/(p-l) DPpU(0,0,rs,£)YP + 0( |s^/^P"^^Yg|^ )
Tomemos uno cualquiera de los tSrminos del desa- 
rrollo de g, por ejemplo, cu^ (k par). Tenemos:
s P" ^ ^ ( ï J.-Ï2 Wj )-.û) *'wj
b i b l i o t e c a
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A+B*C=k
donde el termino correspondiente % Bsk, A=C=0 no
aparece, pues, al ser Wg. impar en x, y k par, tenemos
= 0. Ademas, = k!/A!B!C!
Buscamos la  minima p o te n c ia  de Yg que aparece en 
la  fo rm u la  a n te r io r  ; es to  é q u iv a le  a e le g i r  B ^ k  t a l  que 
Ap 4- B 4- Cp sea minimo, con l a  r e s t r ic c io n  A +B 4-C  =  k .
Como k es p a r , e s te  minimo se a lc a n za  evidentem ente para
B = k - 1 , A 4"Ca rl. A s i,  l a  exp res io n  toma la  form a
»'Jjj^ DPpU(0,0,rs,C)w^  ] + 0(Yg*^) .
Vemos asi que la minima potencia de Yg aparece
f 2kcuando k »p. Teniendo en cuenta que es acotado
(cuando £ -» O) y D^pU(0,0,rs,c) = 0(e '^^"') en para
cualquier m>2, el termine dominante dentro del corchete 
(para k =p) es el primero. Volviendo a la expresion de Fg, 
obtenemos
Fg =  ( r - l ) Y g  -  [a ^ p (J ^ W t)  + 0 (£ ^ / '" ) ] y |P “  ^ +  0 ( |Y g |^ P ) .
Por tanto, la bifurcacion es supercrftica.
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Notai Si analizamos los câlculos recién efectuados y consi­
dérâmes la posibilidad de que hubiera potencias de orden 
impar en el desarrollo de g, podemos ver que si k es 
impar y < 2p-l, el término correspondiente a B = k, A»C=0 
serîa el dominante, y la expresion de Fg serfa
Fg = (r-l)Tg - ^  g(^)(0) 8^^ '
EntoncesI si g^^^(0)>0 para todo k impar, k^2p-l, 
la bifurcacion es supercrftica* si g^^^(0)<0 para algûn 
k impar, k 2p-l, se tiene el siguiente diagrama
Figura n° 8
Este es el caso* por ejemplo, de g(u) » u - u ...
En cambio, para la funciOn g(u) » au^ + u^ (que estudiare- 
mos en el proximo capftulo), la bifurcacion es supercrftica 
y "genOrica", en el sentido de que la rama de bifurcacion 
es una parObola (mOs tOrminos de orden superior).
VI.4.2.4 El diagrama de bifurcacion comoleto
Al igual que en VI.4.1.4, obtenemos exactamente 





 ^ ^ ~ *■ î •
Para £ fijo, el diagrama de bifurcacion es
Figura n°10 
y, para X fijo,
Figura n® 11
X>o
Figura n® 12 Figura n® 13
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CAPITULO VII 
EL CASO CRITICO CON FUNG ION NO SIMETRICA
En este capitule varaos a considerar la fundon 
g(u) = au^+ u^ + ... , que es una "mezcla" de les eases 
g » par y g s impar recién analizades. Nuestre objetivo es 
analizar el cemportamiente del cenjunto de solucienes 
cuando el parâmetro a tiende a cero, cen la idea de ver 
de que ferma la estructura de bifurcacion cerrespendiente 
a g(u)s au^ (que, cerne vîmes, résulta ser la misma de 
g(u)s au^+ u^ en un enterne de 0) se transferma en la 
estructura de bifurcacion cerrespendiente a g(u)«u^.
La ecuacion ebjeto de nuestre analisis tiene la
ferma
(0,1) ^Lj(e)X + sL2(£)X+aQ(X,f )+C(X,c)4R(X,A,t) sr 0
dende, cemo de cestumbre, L^(g) y Lgft) sen matrices 2*2,
Q(*,€) y C(',g) sen pelinomies cuadratice y cubice, res­
pect ivamente , |R(X,X,e)|s 0(|x|^) unifermemente en A,£ , y 
tedas las funcienes, junte cen sus derivadas, son continuas 
en £.
El métede de analisis serâ esencialmente el misme 
empleade en el Capitule VI « ebtener una acetacion a priori 
para solucienes "pequenas”,y définir nuevas variables mediante
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algun cambio de escala. Como ahora tenemoa tres paramètres, 
Al s y a, si queremes asegurar que ne hay pérdida de selu- 
cienes a causa del cambie de variables, tendremes que efec- 
tuar estes cambies de tres formas distintas, cada una de las 
cuales da lugar a un preblema de bifurcacion con des parâme- 
tres que ha de analizarse para tedos les valores pesibles de 
dichos paramétrés (no solamente para valores "pequenos"). 
Esta observacion, junto con el heche de que la prepiedad 
^1^2*® (Preposicion VI.4.2) de les (pesibles) puntes 
de bifurcacion ya no se verifies, hacen mucho mâs cempli- 
cade el analisis de este problems, y, en particular, incre­
ments el numéro de curvas de bifurcacion y produce c1ertes 
"bucles" en el conjunto de bifurcacion cuande el parâmetre 
a es grande en comparsel6n cen Ay "•
VII.1 Acotacion a priori
Lema VII.1.1 Supengames que C(X,0) = 0 implies X»0. 
Entonces, existe un enterne U de X»0 y existen ^>0, 
K>0 tales que teda selucion de (0.1) con X€U,
|a|,f>| ,)s(, € ^ p satisface
(1.1) IxU K [ 1>|^+ls|^ 4 |a| ] .
Demostracioni Es analogs a la del Lema VI,3.1*
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VII.2 Eliminaclon de s
Definamos las variables Y, r, â como siguet
(2.1) X » s^Y, A = rs, a s  s^â .
El Lema VII.1,1 implies que mediante este cambio 
de variables no se pierde ninguna solucion y que Y es 
acotado (es decir, no existe ninguna sucesiôn de soluciones 
tal que j Y j|-# ##). Supondremos que r y â son también 
acotadosj los casos A /s -* o* , a/s^ se analiza-
rân empleando otros cambios de variable.
La ecuacion (0.1) se convierte en
(2.2) rLj(C)Y4 L2(C)Y + âQ(Y,e) + C(Y.e)+ s~^/^R(s^Y,rs,€) =0
Si (Yj,rj,âj,8j,gj) son posibles puntos de bifur­
cacion taies que 8j-»0, Êj-*0, rj, âj acotados cuando j 
entonces todo punto de acumulacion de la sucesion debe 
satisfacer
.0) s 0f rL. (o)y + l„(o )y -i-£q {y .o) + c (y , 
(2.3)1  ^ ^
I det(rLj(0)+ L2(0) + âDyQ(Y,0) + DyC(Y,0)) s 0
donde
 ^£(Yj+Y2)^+ £(Yj-Y2)^ 
1 Q(Y,0) s - ^ ^
‘ i(Y^+Y2)^-
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C(Y.O) = - I




frïj - âï^ - 5ï| - 3ïjï| - y 3 , 0







Multiplicande la primera columna de A por Yj^ » 
la segunda por Yg y aplicando las dos primeras ecuaciones, 
obtenemos
Y^YgA = -y |(32 Y^+22 âY^ + 4iY^ + 2âY2)
Si âsO, entonces A = 0 si y solo si Y^Yg = 0«
Si â/éO, expresando Yj^ « âY| , Yg s âY^ vemos 
que 6 = 0, YjYg jé 0 si y solo si
(2.5) 16 Y*^4 11 Y*^ 4 2Y* 4 Y*^ » 0.
Multiplicande la primera ecuacion de (2.4) por Yg, 
la segunda por -Y^  y sumando, obtenemos
Y^Y2 4aY^Yg- £Y^4-2Y^Yg- 2Y^y| ^0.
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Si esto es équivalente a
(2.6) 2Y*^ - 2Y*y*^ ■¥ YJ^ - Y*^ Y* = 0.
Por (2.5) y (2.6),
(2.7) kY*^ + 5YJ^ +" 2Y* + (2â^+l)/8â^ s 0
Analicemos la funcion
(2.8) V(x,d) s 4x^4-5x^+ 2x-f d
para distintos valores de d > 1/4 (ya que (2â^ l)/8â^> l/^ 
para todo â)i
D^V(x,d) = 12x^+ 10x 4 2 = 0 si y solo si xa- ^
V(- i.d) s - ^  4 d. 




Si ^ < d < ^  , V(x,d) = 0 tiene exactamente tres rafces 
negativas.
Si ^  < d, V(x,d) = 0 tiene exactaîP.ente una ralz negativa. 
Volviendo a (2.5), tenemos 
-16Y*^ - IIY*^ - 2Y* = -Y*(16Y*^+ 11YJ4 2)
Ahora Men, ll^-(8) (l6) ^  0, por lo cual 16Y*^ 11Y|42> O
para todo Y*. Esto quiere decir que para cada ralz negativa 
de (2.7) obtenemos exactamente dos valores de Y^ que 
satisfacen (2,5).
En funcion de â, la clasificacion anterior es :
Si â^< ^  , (2.7) tiene exactamente una rafz real v^(â), 
que es negativa; esta da dos valores de Y|, ±bj^ (â).
Si (2.7) tiene exactamente tres rafces
Vj(â) Vg(â) < v^(â), todas ellas negativas. A 6stas corres-
ponden seis valores de Y|, ±b^(â), ± b2(â) , tb^(i).
Para calcular los valores correspondientes de r, 
dividimos la segunda ecuacion de (2.4) por Y^t expresando 
el resultado en termines de Y^, Y^, obtenemos
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^  % Y*^ 4- 3Y*^ + 2Y*
Por (2.5)» = -16Y*^ - 8YJ^ , que, junto con (2.7),
da
(2.10) ^  = 12Y*^ + BY* +
Para cada valor de Y| obtenemos exactamente un 
valor de r. Llamaremos r^(a) al valor de r obtenido 
a partir de (2.10), correspondiente a la rafz Vj^ (a) de
(2.7), Asf, rj^ (â) estâ definido para todo valor de â, 
mientras que rg(â) y r^(â) estSn definidos solamente
si > 27/2.
Estas son todas las posibles soluciones de (2.4) 
que satisfacen âY^Yg ^ 0. Nos queda analizar el caso res­
tante, es decir Yj^YgsO. Supondremos que â^O, ya que 
âaO puede obtenerse como limite de los casos anteriores.
1) Y^= 0, Yg/O.
Si Y^»0, entonces -üYgsO, lo que implica Yg r 0,
2) Y^/0, Yg*0.
Tenemos que resolver en este caso
« 1  - - Y? = 0
|r - 2SY, - 3ïJ 0 I _ ^
A = I 2
r - 1 - 2aYj - 3Y^
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Como Y^^O, la primera ecuacion se reduce a 
r - âY^ - Y^ =^ 0. Sustituyendo, vemos que
A  =. 2Y^(a+ 2Yj)j^(Yj+|) 4 ^ ^  ] •
Las rafces de A =0 son:
a) Yj^ - -â/2 ; entonces, r = -a^/4.
b) Si â^>8, Yj = - ^ i ^(a^-8)®j entonces,
^ " 2 “ - ^ (â^-8)^.
3) Y^ = Yg =0.
En este caso, A = 0 si y solo si r =.0 6 r - 1
En resumen, hemos obtenido lo siguientei
Proposicion VII.3.1 Las soluciones de (2.4) son:
1 ) Para todo valor de âfLOt
h  ^2





2) Solo para â^>8i
Yi Yg
3) Solo para â^>27/2i
rg(â) âvg(â) 4 âbg(â)
rj(i) ÎVjCS) iSbj(5)
donde v^(â) (i 1. 2, 3) son las raîces reales de
Lj 
■24v^+ 5v^+ 2v 4 = 08i^
con la ordenacion Vj^(â) < V g ( â )  < v^(â). V g  y 
existen solamente si â^>27/2.
rj^ (â) esta dado por cualquiera de las formulas:
r^(i) =  -8â^[2v^(â)^+v^(â)^J + 1.
rj^ (â) = a^[l2v^(i)^-+ 8v^(â) 4 4 1 .
bj^ (â) est5 dado por cualquiera de las formulas: 
b^(â)^ = -l6v^(â)^ - llv^(â)^ - 2v^(â)
bj^ (â)^  = -3v^(â)^ - év^(â) + (2â^+l)/2â^ .
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Ademâs, se verifican las siguientes propiedadesi
(i) Vj^ (â) < -i/2 para todo â|ÉO.
(ii) Vj(â)<-l/2 < Vg(â) -I/3 v^(â) -1/4 si â^>2?/2,




-2(iv) Para â > 27/2, se tiene r^(â) < rg(â) y
f <  - 2 - ■ T  <  ^3^^) < r 2 ( à ) ^
2 - T  ^ ®a
para todo â en un entorno de 27/2, â > 27/2.
Demostracioni Los valores que aparecen en la tabla fueron 
calculados antes. Tenemos, pues, que demostrar (i)-(iv)i




(i) y (il) se deducen fâcl]mente de la figura anterior.
(iii)*
r, (â)-l
Esta figura muestra claramente que -2
Figura n'' 16
Vj(â) < -1/2.
Para calcular los limites, consideremos la ecua­
cion 5v^ 4- 2v 4-1 »0, y sea v(t) la unie a rafz real
para t»i . Como v(t) s 0(t^/^), tenemos t"^v(t) 
t ^v(t)^ -* 0 cuando t .En nuestro caso, t =
s (2â^+l)/8â^ —► pa cuando â -* Oj por tanto, â^v(â)-*0, 
â^w(â)^—♦ 0 cuando â -» 0, y (iii) se sigue fâcilmente
de las formulas correspondientes a r^Câ) y b^(â).
(iv)I A partir de las figuras puede verse que 
&(v2(â)+v^(â) ) <, -1/3. Entonces,
j^(r2(â)-r^(â) ) - 3Vg(a)^+ 2vg(a) - 3v^(â)^ - 2v^(â) «
- 6(v2(â)-v^(â))(i(v2(â)+v^(â))+(1/3)) > 0.
Para â^s 27/2, tenemos* -â^/4 -3.375»
- ^ ^  - ^ (1 - 8/â^) _ -5.2646, r^(â) s r2(â) s -3.
.-1. 0,
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- ^ ^  + ^{1 - 8/â^) = -1.1104. Luego (iv) se satisface
por continuidad para |a^-(27/2)1 suficientemente pequeno.
QED
Procedemos ahora a analizar la estructura del 
conjunto de soluciones en el entorno de cada punto de la 
tabla anterior. Recordemos que las ecuaciones para £sO sont
Fj = rYj - ây^ - âYg - 3YjY2 - Y^ + s“^/^Rj(s^Y,rs,0) = 0 
Fg 5 (r-DYg - 2iYjY2 " ^^1^2 '  ^ 2  s'^/^RgCs^Y,rs,0) 5-0
VII.2.1 r°= 0
Por el Teorema de la Funcion Implicita, la unica 
solucion de F2 = 0 en el entorno de r*^ » 0, Y^sO, Yg = 0 
es Y2 20. Sustituyendo en la primera ecuacion definimos
?^(Y^,r,s,a,€) = rY^ - slY^ - Y^ - s"^/^R^(s^Y,rs,«).
Recordando que Rj^ ssO cuando Y2 " 0, las soluciones de
Fj^ = 0 son Yj*0 y rjsaYj + Y^ . De nuevo, esta rama corres-
2 3ponde a las soluciones constantes de -^us^u - au - u*'^.
Figura n° 17 Figura n° II
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VII.2.2 r°= 1
Este caso es el mismo que vimos en el capitule an­
terior, en cuya nota final conclulmos que, para p = 2, el 
tipo de bifurcacion se mantiene ante perturbasiones cübicas 




Los valores correspondientes de Y son Y® e -â/2,
Y°»0.
Como en VII.2.1, podemos aplicar el Teorema de la 
Funcion Implfcita a la ecuacion FgS 0, obteniendo Yj, = 0 
como solucion unica. Nuevamente definimos
Fi(Yi,r,s,â,€) s Fj(Yj,0,r,s,â,€) s rY^ - âY^ - Y^ .
cuya solucion es la funcion r(Y^) g âYj^  + Y^, El punto de 
bifurcacion corresponde al mînimo de esta funcion, por lo 





En este caso, = âVj^ (â), Yg =4ab. (â).
Dy^F2(Y°,r°,0,â,0) = r° - 1 - 2iY® - 3(Y®)^ - 3(Yg)^ ^  0,
pues si fuese = 0 ,  A = 0 implicarîa -2aY^ - ôâY^Yg = 0,
y entonces Y® = -â/3, lo cual es imposible, pues Vj^ (a)^  -1/3'
Por tanto, podemos aplicar el Teorema de la Funcion 
Implicite, obteniendo una unica solucion Yg = Yg(Yj^,r,s,â,f ) 
en un entorno de (Y^,r^,0,â,0) tal que Yg(Y^,r^,0,a,0) ^ Yg. 
Ademâs, Yg(Y^,r,0,â,0)^e r - 1 - 3âY^ - 3Y^ » esto se dedu­
ce directamente de dividir Fg - 0 por Y^ 0.
Definimos
Fi(Yi,r,s,i,e) = ,Yg(Yj^  ,r,8,â,c) ,r,s,â,e).
Para s = 0, E = 0 tenemos
Fj(Y^,r,0,i,0) = rY^ - âY^ - âYg - 3Y^Yg - y J -
= rY^ - iY^ - (â-l-3Yj)Y2 - Y^
= rY^ - iYj - (£-»-3Yj)(r-l-2SY^-3Yj) - Y^
= â(l-r) + (3-2r4-2â^ )Yj + 8âY^ + BY^ .
Por lo tanto, en el punto (Y^,r®,0,a,0) se tiene
Fj^ g Oj D^F^ — - â - 2Y^ I Dy Fj^ = 0 ;
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D^2 = l6â + 48yJ s l6i(l + 3v^(â)). Pero
^1
-â -2Y® = - â - 2âv^(â) - -£(1+ 2v^(â) ) ^  0, ya que
v^(£) -1/2 si âfÉO.
Como ^ podemos aplicar el Teorema de la
Funcion Implfcita, obteniendo una unica funcion rg r(Y^,s,â,f)
en el entorno de (r®,Yj,0,£,0). Esta funcion satisface
Dy^r(Y°,0,£,0) = 0
l6â(l 3v, (£)) / > 0 para i = 1, 3
para i a 2.
2 0 - oad + 3v. (a)) f
D'^2 r(Y° C.a.o) - — -------------- - {
Yj  ^ a(l + 2v^(a)) V < 0
En cualquier caso, podemos aplicar de nuevo el 
Teorema de la Funcion Implfcita, hallando Y^sYj(s,â,e) 
tal que Dy r(Yj^ (s,a,C) ,s,â,£) = 0, ^ ®
l Yj
(para s,E suficientemente pequenos). Si definimos
r(s,â,e) » r(Yj(s,â,6),s,S,fc), vemos que f(s,â,e) es un 
punto de retorno, subcrftico para i g 2 y supercrftico para
ixl. 3.
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El valor correspondiente de es
yJ = - I t J(a^-8)^, Yg «0. Tenemos, P^(Y°,r°.0,a,0) =0,
Dy^Fj(Y°.r°,0,â,0) = r° - 25yJ - 3(Y°)^ =r 1.
Aplicando el Teorema de la Funciân Implfcita, obte­
nemos Yj = Y^(Yg,r,8,a,E), y esta funcion es par en Yg, 
por los resultados del Capftulo VI. En (Y®,0,r®,S,0) tenemos
°ï/i = '» V i  ' ^1' V i  = -4'
2^




es impar en Yg» por tanto, podemos escribir 
Fg(Yg,r,s,a,£) * Ygfg(Yg,r,s,a,£)
donde fg es diferenciable (excepto en E ) y par en Yg, y 
para s = 0, C«0 toma la siguiente forma,
fg(Yg,r,0,a,0) * r - 1 - 2aY^ - 3Y^ - Yg.
En el punto (Y^,r®,0,i,0) se verifies
D^fg g 1 - 2£d^Yj - 6YjD^Yj s i -  (2£+6Y°)(-yJ) -
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= 1 + âY® + 2(Y°)^+ âY° + 4(Y°)^ = aY® + 4(yJ)^ -
s Yj(â + 4Yj) yé 0, pues Y® ^  0, Y° ^ -â/4. (Hemos utili-
aado la formula que define Y®i l+iY®+2(Yj)^ = 0.)
■ V A  = «' °y2 ^  - 2 =
 ^ ^2 ^2 2^
= -(2â + 6Y°)D^gY^ - 2 ^-(2â+6Yj)(2â+6Y°) - 2.
^2
Como D^fg ^  0, obtenemos una funciân r(Yg,s,â,c),
par en Yg (por lo cual Dy r =0), y
2 .-1 2 ~ 2 + (2â + 6Y^)^
\ 2  = - ' % )  “^2^2 = ïO(5^.wO, ■
1) Si Y® = ç(-â + (i^-8)^), entonces Y°< 0 y â-t4Y® > 0.
Por tanto, r < 0, y la bifurcacion en r(0,s,â,£)
es subcrftica. Esto corresponde a la bifurcacion secun­
daria que encontramos en el caso g s par, que, como 
apuntamos anteriormente, permanece ante perturbaciones 
de orden superior.
2) Si Y® s ^(-â-(â^-8)^), entonces Y®<:0 y â + 4Y^ < 0.
Por tanto, r >0, y la bifurcacion es supercrftice.
— f -
Figura n® 21 Figura n® 2 2
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VII,2.6 El diagrama de bifurcacion completo
Reuniendo toda la informacion obtenida en esta 
seccion podemos construir las cürvas de bifurcaciSn en el 
piano (X,s) para distintos valores de â, y describir la 
estructura del conjunto de soluciones para s (es decir, e ) 
y a fijos, en funcion de X ,










A = y (^5.^ s 4- *6)
\  = s
^ = f- I - ^  + ^  ^5.'- 'J *
)= v^/£)s 4 ofs)
^ r A L)f 4 oCt)
•^r [ - ^  ^  ^  ^  ^5.'- lî) ^  j s + o(s)
Figura n° 2 5
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VII.2 Eliminaclon de a
El cambio de variable que vamos a efectuar es el 
m&s importante a la hora de analizar los cambios en la es­
tructura del conjunto de soluciones cuando la funcion f(A,u) 
permanece fija y s es decir, SI dominie) cambia.
Définîmes nuevas variables ^ , s, X i
(3.1) A = a^Â I s s a^s I X s aX .
La ecuaclOn (0.1) se transforma en
liLj^(€)X+SL2(€)X+Q(X,£) 4.C(X,C) + a"^R(aX,a^Â,£) = 0.
Esta vez no necesltamos considerar todos los valores de A, s", 
ya que los casos A /O, F 0 ban side discutidos previa- 
mente (SecclOn VII.1). Nos queda analizar el cemportamiente 
de las soluciones en el entorno de s sO, es decir, cuando 
a /s —eo# .
Los posibles puntos de bifurcacion en el entorno 
de 8=0 son las soluciones de
/ ÂX + Q(X,0) + C(X,0) = 0
(3.2) <
I det (5l 4- Dj^ Q(X,0) r DjjC(X,0)) s 0 
o, en termines de 5 (X «
(3.4)
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^ ^  ôf^ r  O
5 |i -  2 a ^  -  3 5 ^  -= o
Definamosi
•<+(i = Z]^ = i(Ffp)
K-p z Zg Z2=i(if-p
Entonces, (3.3) se transforma en
ÂZj - zj - Z^ = 0
(3.5){5z2 - Zg - Z^ = 0
A  = (^ - 2Z^ - 3ZJ)(Â- 2Zg - 3Z^ ) r 0.
Calculemos las soluciones de (3.5)*
1) Z^  a 0, Z2 - 0. Entonces A = 0.
2) Zj = 0, Zg^O. Entonces A - Zg - Zg «0, A - 2Zg - 3Zg = 0
implican 2Zg + Zg =0* por tanto, Zg =-&, A=-i , y
A - Zg - Zg g 0, A = 0 implican Zg*-1, A = 0.
3) Zj^^O, Zg # 0. Debido a la simetrfa de las ecuaciones, en­
contramos los mismos valores de (2), cambiando por Zg,
4) Z^jiO, Zg/0. Entonces, A - Z^ » Zg + Zg ,
A=(-Z^-2Z^)(-Zg-2Zg) = ZjZgd+ 2Zj)(l+ 2Zg) I por tanto.
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A =k -i, Zg+Zgs-i» lo que implica Zg e -i. 
En sfntesis, las soluciones de (3*5) son
/
Nuestro objetivo es obtener las curvas de bifurca- 
ci6n ^ - Aj(s,f) para a fljo. Una vez obtenidas las 
curvas, podemos utilizar los resultados de la seccion ante­
rior para decidir la estructura local de cada bifurcacion.
■no
VII.3.1 Ac 0. Z°»0
Este es precisamente el problems que tratamos en 
el Capftulo VI, para g par, Como vimos, cuando el primer
t^rmino no nulo de g es cuadr&tico, las curvas de bifur­
cacion se mantienen ante perturbaciones de orden superior. 
Podemos, pues, concluir que hay tres curvas de bifurcacion
A = 8; A s 0| A = -8 + o{s)
138
Estas curvas corresponden a las soluciones *'muy 
pequenas” de (O.l), es decir, las soluciones que satisfacen 
la acotacion a priori | X| fS M [  1^1+ I 51^ , de forma que
el término cuadrâtico es dominante.
VII.3.2 0, Z° = 0, Zg =-l
Si definimos ts A - ii, para £ = 0  (0.1) se con­
vierte en
s tz^4- isZg - zf - zj ^ = 0
(3.6) (fg = èsZj + tZg - Zg - Z^ f ... = 0
A  r (t-2Z^-3Z^)(t-2Zg-3Zg) - it^ + ... a 0
Entonces,
*3 (t,Z^ ,Zg,s)
Zj t-2Zj-3Z^ ii iZg
Zg ii t-2Zg-3Zg iZj
A B C -ii
donde A = 2t - 2(Z^ 4-Zg) - 3(zJ+Zg)
B = -(2-^6Zj)(t-2Zg-3z|)
C = -(2+6Zg)(t-2Z^-3Z^)
Para t«0, Z^s:0, Zg a -1, i»0 tenemos
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•Xfl.fg.A)
*d ( t, , Zg > s)
Por el Teorema de la Funcion Implfcita existe una 
solucion unica
— Z^(t,a,c) 1 Zg%Zg(t,a ,£) f
Para t aO, XjS 0, H s -
/V ' 0 0 -i '-1 ' 0
h = 0 - 1 0 -1




Como i sO, necesitamos calcular los termines 
de segundo orden en t. Por la estructura especial de estas 
ecuaciones, se ve que podemos obteber s directamente
a partir de la primera ecuacion, es decir, c 0, por 
diferenciacion implfcita*
Zj + tD^Z^+ iZgD^s + isD^Zg - ZZjD^Zj - 3zJd^Zj s  0.
Volviendo a derivar y aplicando Zj^»0, s c 0, ts.0, D^s«o, 
obtenemos ZD^ Z^  ^+(iD^g i)Zg - 2(D^Z^)^ c 0.
Como s i  y Zg s-1, conclufmos finalmente
D^g i(0,0,0) g 1. Por tanto, i = it^ + o(t^).
l4o
Recordando que t= A - |s, encontramos que
^ = (2s)^ 4- o(s^)
A *-(2i)^ + o(s^)
son las curvas de bifurcacion.
El case A^= 0, Zjs-1, Zg a 0 nos da exactamente 
las mismas curvas de bifurcacion, debido a las simetrias 
de las ecuaciones.
A=-i, %i=o, z2=-i
En este caso tenemos
(0 -i 0-i 0 0
-i 0 -i
For el Teorema de la Puneion Impllcita, la solueion
es t=s.t(i,a,e) , Z j St Zj(i,a,£), Zg = Zg(8,a,t), y
Dg t(0,0,0)-tO. For lo tanto, t » -i + o(s) ; es deciri
^ = -i + ii f o(i).
Como antes, obtenemos la misma curva en el caso 
complementario A® » -i, Z® Zgs 0.
l4l
YII.3.4 -i, zO.-i, .-i
En este caso la matrix ---  —  tiene
^ ("t,Z#Zg• s)
rango 2. For ello, trabajaremos dlrectamente con las 
ecuaciones 0, $gS.Oi parece tambi^n m&s indlcado
volver a las variables originales A , ya que
Necesitamos el desarrollo de Taylor de F^ , Fg 
alrededor del punto ô?s-è# = 0. Sean
y-s- 4-A* I m s -i+of* Entonces, si definimos
, A" ,8,a,E) F^(5,^,5,i,a,C) (i e 1,2), tenemos,
»fi' fX ,B*o,o) = (-i 4 y)(-i +#') - -
- + r
s -iv + > v  + i«*^+ - 3of'^ '^  - *'3,
*P* • A* »®»OfO) — ( A* )|3* - Bji* - 2{-^4-ot*)^' -
- 3(-j4'«*)^ /9* -/3'^ =
= A’/l* - 5/3* +  «'/Î* - 3»*^ /3 * -/3 ‘^ .
) I y  + *' +3»'^- 3a'^ /Î' - 6w ’a *
A  H det — f = ' 2 p
A(c*',(i,) I /Î* - >'_s4f-3«'^-3/a’^
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Sabemos que ,0,A%8,a,c) TLO, ya que la se-
gunda ecuacion de bifurcacion satisface H(e^ ,0,A ,E) = 0.
For lo tanto, consideraremos primero la solucion = 0 de
0# sustituyendo en "5P"j^-=0, obtenemos
-iA*+>•«*•+ 0
En las variables originales, esto corresponde a Ae<-a«i^- 0.
El valor de bifurcacion es A=-ia^, que represents el punto
de retorno de la rama de soluciones constantes de 
2 3- u = Au - au “ u"^.
Una vez consider ado el caso ^'=.0, poderoos dividir 
la ecuacion ^  =.0 por p', obteniendoi
-  0
X  - i + «’ - 3«‘^  - sr 0 
jA 4-i.’ - 3«*^- 3/i*^A  S' I I —  ~ b' +  • • • s 0
1 - 6#(' -2/3'
For el Teorema de la Funcion Implfcita, la solucion 
es >'r >'(s,a,£), w' = w' (s,a,E), » /s'(i,a,t). For deri-
vacion implfcita, es fâcil ver que _Dg X' = 0, derivando de
nuevo, tenemos -i D^g A' + (Dg tt')^  + (Dg /3*)^  *
A partir de la segunda ecuacion, Dg cf ' = 1, y de 
A-0 conclufmos Dg /)' = 0. For lo tanto, D^g A' 2, y la
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curva de bifurcacion es
"Â i=-i + 2i^+o(s^).
VII,3.9 El diagrama de bifurcacion complets
La informacion recogida nos permits construir las 
curvas de bifurcaciont
Figura n® 2 6
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VII.4 Eliminacion de A .
Solo nos queda eliminar A f para ello, efectuamos 
el siguiente cambio de variables,
X - X|Aj ^  ) s a  8 |A| I a r ilAl^ .
La ecuacion (0.1) se transforma en 
±Lj(£)X4-sLg(c)X4.âQ(X,t)+C(X,E) + »>T^/^R(W ^ X,A,E) a 0.
Tenemos que estudiar esta ecuacion en el entorno
de 8 = 0, âsO, pues los demâs casos ya han sido analizados.
Ahora bien, es fâcil ver que, cuando â = 0, esta ecuacion
es la misma que estudiamos en el Capftulo VI para g impar,
y demostramos allf que ±L^(0)X + C(X,0) = 0 implica 
det (*L^(0) 4- Dj^ C(X,0)) /O.
Por lo tanto, no hay bifurcaciones para â, s 
suficientemente pequenos.
VII,9 Estabilidad de las soluciones
Discutiremos brevemente en esta seccion la estabi­
lidad de las distintas ramas de soluciones que hemos encon- 
trado. Por simplicidad, analizaremos unicamente el ejemplo 
g(u) r au^4-u^ , ya que contiene toda la informaciOn necesa- 
ria para deducir los resultados correspondientes a g(u)= u^  
y g(u) = u^ . Para identificar las ramas de soluciones, 
consideraremos solamente el diagrams de soluciones correspon-
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diente a a,a fijos, A variable» el anâlisis de los dia- 
gramas de soluciones para A»a fijos, s variable y 
8,A fijos, a variable serfan idlnticos, con la salvedad 
de que, en el caso de s =Ag variable, hemos de utilizer 
la propiedad de continuidad del espectro ante perturba- 
ciones en e (LemaV.3-1)*
En la figura siguiente, los numéros que aparecen 
en los puntos de bifurcacion representan el autovalor 
dominante (es decir, el mayor) de la ecuacion linealizada 
alrededor de tal punto. Si este autovalor es Ag , sabemos 
que todas las ramas que concurran en dicho punto han de
Figura n® 27
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ser inestables (en el entorno del punto). Tarobien sabemos 
que,en este problems, todo cambio de estabilidad (todo 
posible punto de bifurcacion) ha resultado ser, de hecho, 
un punto de bifurcacion (bifurcacion primaria, secundaria 
o punto de retorno)i esto signifies que una rama continua 
de soluciones no puede sufrir cambio en su estabilidad 
a no ser que origine una nueva rama de bifurcacion (o dO 
la vue1ta sobre s£ misma).
Estas consideraciones nos permiten decidir la 
estabilidad de todas las ramas del diagrams anterior, excep- 
to aquellas que inciden en un punto afectado del sfmbolo 
En vez de procéder a un detallado anâlisis de dichos pun­
tos, podemos argumentar como siguei
Demostramos en la Proposicion V .3.2 que si A,a 
son tales que Au - au^ - u^ tiene solo rafces simples, 
entonces, para E suficientemente pequeno, las soluciones 
correspondientes a t pequeno comparten las propiedades de 
estabilidad con sus valores ifmite cuando Si > > -ia^ ,
hay exactamente nueve soluciones (£=.0), cuatro de las 
cuales son estables y cinco inestables. Por lo tanto, en 
las partes del diagrams que contengan nueve soluciones, de- 
bemos tener la misma distribueion i cuatro estables y cinco 
inestables. Este hecho, combinado con los anâlisis preceden- 
tes, nos permits compléter la figurai
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APLICACION A UN MODELO DE SELECCION GENETICA CON MIGRACION
La ecuacion de reaccion-difusion que hemos consi- 
derado en los capftulos precedentes aparece de forma natu­
ral en muchas situaciones reales. En este capftulo nos fi- 
jaremos exclusivamente en el llamadq modelo de seleccion- 
migracion en Gen^tica de poblaciones. A partir del trabajo 
pionero de Fisher en 1937. muchos autores han estudiado los 
efectos combinados de los procesos de seleccion natural y 
migracion con la idea de entender el mecanismo de la évo­
lue ion genetica en grandes poblaciones.
Consideremos una isla, representada por un dominio 
bidiraensional Jfl , habitada por una poblacion numéros a, 
distribufda uniformemente en H. . y cuyo tamano se encuentra 
proximo al nivel de saturacion, por lo cual puede conside- 
rarse constante con el paso del tiempo.
Nos fijaremos en c1erta caracterfstica genetica 
de la poblacion, que supondremos regida por la combinacion 
de dos alelos A y a. De esta forma, la poblacion se halla 
dividida en très posibles genotiposi aa, aA y AA. Supon­
dremos que los demâs aspectos geneticos de la poblacion no 
interfieren con este, que machos y hembras tienen las mis-
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mas frecuenclas de distribueion de genes, el apareamiento 
es aleatorio (independiente del genotipo) y la poblacion 
86 desplasa dentro de la isla con cierta tasa de difusion 
r independiente del tiempo y de forma isotropa.
Representemos por las tasas de morta-
lidad de los genotipos aa, aA y AA, respectivamente. Estas 
cantidades pueden depender de x, es decir, ser distintas 
en distintas regiones de la isla» se han estudiado algu- 
nos casos en esta direcciân, cuando XI es unidimensional * 
ver Fleming [l2] , Nagylaki [24] , etc.
Nosotros supondremos que dichas tasas no dependen 
de X ni del tiempo. En este caso, puede demostrarse (ver, 
por e jemplo, Fife C i l ]  * Ewens [10] , Hoppensteadt [l9] i esta 
presentacion estâ tomada de Aronson y Weinberger [5]) que 
la frecuencia del gene A en la poblacion viene dada por*
(1) r*Ap + p(l-p)((i:j-'^)(l-p)-( tj-T^)p) en XL
con la condiciân de contorno = 0  en '3X1 , puese n
se trata de una isla sin contact© con el exterior. Una dis- 
cusion de la relevancia de esta condiciôn de contorno apa­
rece en Fleming y Su [l]].
Si Tj^  r T 2 = no hay seleccion natural, y (1) 
es precisamente la ecuaciân de Fisher.
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o ^3” '^2^'*'l représenta el 
caso llamado heterozigoto intermedlo*
SI ^ o Tg < T^ ^  "c^  , tenemos el caso
llamado heterozigoto superior, muy frecuente en los procesos 
reales, en los cuales la seleccion natural favorece la 
mezcla de razas.
Si f T ^ < Tg o Tj ^  T ^  < Tg, es tamos en el 
caso heterozigoto inferiori la seleccion natural actua 
contra la raza mixta, favoreciendo las razas puras AA y aa. 
Segun una comunicacion personal del profesor Fleming, este 
caso se presents en algunas especies vegetales cuando las 
razas puras representan caracterfsticas extremadamente 
opuestas, comq adaptacion a condiciones desârticas y adapta- 
cion a condiciones de gran humedad, o adaptacion al frfo y 
adaptacion al calor, etc. Este es el caso al que podremos 
aplicar nuestros resultados.
■^ 2 -'^ 1Définamos m =  --------
Tras ciertas normalizaciones llegamos a
(2) ^  = r Ap 4- p(l-p) (p-m)
y la hipotesis de inferioridad del heterozigoto se refleja 
en el hecho de que m satisface 0 < m <1. Por el princi- 
pio del maximo, toda solucion estacionaria p(x) de (2)
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satisface 0<p(x)é 1, que es precisamente la restriccion 
fisica de este problems (p represents la frecuencia).
Llamemos b s i-m» (2) se convierte en
(3) ^  = rAp + p(l-p)(p-i+b).
Ses p una solucion estacionaria de (3)i définamos 
p s p-i*b; entonces, p satisface a 0 en "3X1 y
(4) - rAp a (pti-b)(i-^b) = (i-b^)p + 2bp^ - p^ .
Ses ahora p - Su. Entonces
-rSAu - (i-b^)Su +• 2bk^u^ - ,
Dividiendo por € y designando h^/v * 1, (i-b^)p r A > 0, 
obtenemos
-Au s Au 4-2b(i-b^)"^A^u^ - u^ en XI 
(6) ; ^
Is * 0 en 3fl
Si b (que depende solo del aspecto genâtico) per- 
manece fijo y la tasa de migracion r es suficientemente 
grande, entonces A es pequeno y podemos aplicar los resul­
tados del Capftulo VII. En particular, si fijamos A y b 
podemos utilizer el diagrana de bifurcacion correspondiente 
a A, a 2b(i-b^)^A^ fi jo para A > 0 (pues b^< i,
debido a la hipâtesis de inferioridad heterozigotica)i
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Ac
s - a* Figura n® 29
Vemos asI que si & es suficientemente pequeno hay 
nueve soluciones, cuatro de las cuales son estables; y co- 
rresponden a distribuclones de frecuencia proximas a 1 o 0 
en XIQ y Xl^  (no necesariamente constantes en Xlg. ). Las 
soluciones inestables son las que se encuentran proximas al 
valor intermedio m en XI^ 6 fig.
Cuando € alcanza un cierto valor crftico, dado 
apreximadamente por
) - 1  f  _ 1
2 - 2 ^^2
el nâmero de soluciones se reduce a cincot las dos solu­
ciones estables no homogâneas desaparecen, y permanecen
las tres distribuclones homogâneas, junto con dos solucio­
nes no homogeneas inestables. Y cuando Ag c A , ^stas 
dos soluciones no homogâneas inciden con p = m, y solamente 
quedan las soluciones homogâneas. Grâficamente
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Figura n® 30
Si msi, es decir, las tasas de mortalidad de los 
genotipos aa y AA son idânticas, el diagrama de solucionea 
es
■ Figura n° 31
Podemos interpreter estos resultados de la siguien­
te format supongamos que hay dos islas XI^ y Xlg en las 
cuales el proceso de selecciân natural ha actuado de forma 
que en Xlg toda la poblaciân es de tipo AA, mientras 
que en XIq toda la poblacion es de tipo aa.(esta hipote­
sis es perfeetamente realists, pues, por la hipâtesis de 
inferioridad del heterozigoto, la poblacion tenderâ a esta- 
bilizarse alrededor de una de las razas puras). Si construl- 
mos un pequeno puente entre ambas islas, observaremos una 
distribucion de genotipos prâcticamente idânticat casi todos 
los individuos en son AA, y casi todos en Xi^ son aa. 
Al aumentar la amplitud del puente, esta distribuciSn pier-
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de estabilidad y, aunque persister) ciertas distribuciones 
no homogeneas, âstas son inestables, y solo observaremos, 
eventualmente, una distribucion homogâneai todos los 
individuos del grupo de las dos islas mas el puente, es 
decir, jflg , son de una raza pura ânica.
Nota: El analisis llevado a cabo requiere que i-b^ sea
pequeno, de forma que A = A/a^ s (i-b^)/4b^ , i = s/a^ s 




GENERALIZACIGNES Y PROBLEMAS ABIERTOS
Una de las cuestiones abiertas planteadas por el 
problems que hemos conslderado es la siguienteI "XCuâl es 
la clase mâs general de dominios Xlg para la cual se satis­
face el Teorema IV.1.1 sobre regularidad de las Ecuaciones 
de Bifurcacion?" Es decir,^ es posible dar una serie de 
condiciones sobre fig que garantice la aplicabilidad de los 
mâtodos y resultados de los capftulos III y IV?
Una respuesta parcial a esta cuestion aparece en 
Hale y Vegas [l8], donde se demuestra el siguiente resultado:
Sea Ag una familia creciente de dominios regulares 
y conexos con las siguientes propiedadest
1) XIq es la union de dos dominios conexos, acotados y
regulares cuyas clausuras son disjuntas.
2) La funcion £ es continua en [p, 1^  .
3) estâ acotado inferiormente por una constante
estrietamente positiva.
4) r w3 —» 0 cuando g-* 0, donde w- représenta
cualquier autofuncion normalizada para Ag c A. .
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5) Existe una familia de operadores de extension E^  
taies que II E^H ^ C(c), donde C(*) es acotada en 
intervalos compactes de (0,1).
Entonces, los resultados del Capftulo V (el caso 
hiperbolico) se satisfacen.
Por otra parte, estas hipotesis no parecen ser 
suficientes para demostrar la continuidad en e de las derl- 
vadas de orden superior; como se observe en el Capftulo IV, 
âstas requieren estimaciones muy précisas de las autofuncio- 
nes, normas L^ , etc., y no parece claro quâ tipo de condi­
ciones abstractas pueden garantizarlas.
La propiedad (3) se manifiesta como la crucial 
para aplicar el metodo de Liapunov-Schmidt (con dos parâ- 
metros), por lo cual hay que imponerla como parte de las 
hipotesis. El ejemplo siguiente, inspirado en une anâlogo 
en Courant y Hilbert f9j» rauestra una familia de dominios 
para la cual IHgVS^ |-*0, y A^^^(Qg) — ► 0, es decir, (3) 
no se cumplei
i >!♦*-- 1 ■Sf 4 - - 4*- • i 4-
Flgura n® 3 2
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Por siinetrfa, ee igual a donde
Gg es el "semidominlo"
Figura n® 3 3
Y es fâcil ver (Courant y Hilbert [9]) que
*0. usando la caracterizacion variacional de 
los autovalores.
La propiedad (4) es consecuencia de las anteriores 
si XZg es simâtricoi esto se demuestra también en Haie y 
Vegas [l8].
La propiedad (5) tiene un carâcter ticnico, pero 
pone de manifiesto un hecho importante^ que, en parte, hace 
que el problema que hemos tratado no pueda estudiarse con 
los mâtodos tfpicos de perturbasiones de dominiosi para la 
clase de dominios construîda en el Capitule III no existe 
ninguna familia de operadores de extension que estân uni­
formemente acotados cuando €-e 0| pues tal propiedad impli 
caria que las inclusiones de Sobolev H^(X^) L^ (XZg)
son uniformemente acotadas, lo cual es imposible por el
e»
siguiente contraejemploi Sea v€ C^  QR), supp vc(-l,l)j
définamos v - £“^ v. Entonces || % il . es constante con f, 
®  ^ H^ (flg)
mientras que ^ «0 si p>2.
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