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Abstrakt
Tato práce se zabývá rozpoznáváním užitečných dat v systémech pro zákonné odposlechy.
První stránky shrnují standardy a normy týkající se počítačových sítí i zákonných od-
poslechů. Další část projektu se soustředí zejména na aplikační protokol HTTP, který je
popsán ve verzi 1.1. Práce dále obsahuje návrh tříd, do kterých lze datový provoz rozdělit
podle důležitosti pro orgány činné v trestním či přestupkovém řízení. Je navrhováno několik
postupů sloužících k distribuci datových toků do těchto tříd, včetně popisu jejich implemen-
tace. V závěru práce je implementace podrobena testování, které má ukázat použitelnost
na dnes používaných linkách.
Abstract
This thesis deals with the identification of useful data in lawful interception. First part
summarizes the standards related to computer networks and lawful intercepts. Next part of
the project focuses mainly on the HTTP application protocol, which is described in version
1.1. The work also specifies the classes into which the data traffic can be divided according
to the importance to law enforcement agency. It introduces several methods of distribution
of data streams into the proposed classes. Finally, the implementation of this methods has
been tested for usability in network lines used today.
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Kapitola 1
Úvod
Počítačové sítě včetně Internetu zaznamenaly v posledních letech mohutný rozmach. In-
ternet umožňuje nalezení odpovědí na mnohé otázky i komunikaci mezi lidmi na libovolnou
vzdálenost. Stále větší množství podniků je na dostupnosti Internetu naprosto závislých.
Síť takového rozměru je dokonalým prostředkem podporujícím jakoukoliv skupinovou
činnost, a to bohužel i tu trestnou. Stále více organizovaných skupin komunikuje prostřed-
nictvím Internetu. Využívají toho, že se jedná o relativně anonymní kanál. Existují ale způ-
soby, jak anonymitu eliminovat, zjistit přesný zdroj i cíl daného síťového provozu, a tato
data spolu s obsahem komunikace zaznamenávat. Výsledkem jsou velké datové soubory,
jejichž prohledávání je náročné. Podstatná část zaznamenaného obsahu však nevypovídá
o odposlouchávaném žádné relevantní informace.
Tato práce se zabývá identifikací dat užitečných pro orgány činné v trestním či přestup-
kovém řízení. Cílem práce je vyfiltrovat pouze provoz, který umožní získat o sledovaném
informace využitelné v dalších postupech. Může se jednat dokonce o důkazy, které umožní
vyřešit přestupek či trestný čin. Ačkoliv existují znaky, které dokáží obecně naznačit míru
užitečnosti přenosu, u každého odposlechu mohou být důležité jiné vlastnosti. Pověřená
osoba by proto měla mít možnost nakonfigurovat každý odposlech tak, aby byla upřednost-
něna určitá skupina znaků před jinými.
Text práce je rozdělen do 8 kapitol. Ve druhé kapitole se nachází základní popis síťo-
vého prostředí používaného v dnešním Internetu. Naleznete zde popis základních architek-
tonických modelů a nejčastějších protokolů používaných na jednotlivých vrstvách. Detailní
pohled je věnován protokolu HTTP, který je často používán, a umožňuje získat o odposlou-
chávaném velké množství informací. Ve třetí kapitole najdete rozbor systému pro zákonné
odposlechy, jak jej normalizuje organizace ETSI. Čtvrtá kapitola se zabývá identifikací růz-
ných dat, přenášených počítačovými sítěmi protokolem HTTP, a obecným stanovením jejich
důležitosti pro potřeby odposlechů. Jednotlivé druhy přenosů jsou rozděleny do 5 tříd. Pátá
kapitola řeší způsoby rozpoznávání druhu přenosu přímo v proudu dat odposlechnutého
ze sítě. Šestá kapitola obsahuje návrh softwarového nástroje umožňujícího rozdělení odpo-
slechnutého provozu do popisovaných tříd. Sedmá kapitola popisuje implementaci tohoto
nástroje a jeho testování. V závěru práce se nachází shrnutí všech kapitol a popis možného
budoucího pokračování práce. Práce navazuje na stejnojmenný semestrální projekt.
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Kapitola 2
Počítačové sítě
Tato kapitola se zabývá rozborem standardů a norem v oblasti počítačových sítí, tedy
referenčního modelu ISO/OSI a všeobecně používaného TCP/IP. Tyto modely byly vytvo-
řeny, aby normalizovaly rozhraní mezi různými částmi síťového subsystému všech zařízení.
Na konci kapitoly je popsán aplikační protokol HTTP, na který je tato práce zaměřena.
Protokolem HTTP je přenášena více než polovina objemu dat proudících Internetem [1].
2.1 ISO/OSI
Na poli počítačových sítí je velice důležitá standardizace, neboť rozsáhlé sítě mohou
obsahovat zařízení různých výrobců. Proto byl organizací ISO navržen hierarchický refe-
renční model, který dnes slouží především k názorným demonstracím síťových modelů. Byl
pojmenován Open Systems Interconnection (OSI) [2]. Slouží také jako vzor při tvorbě no-
vých protokolů. Obsahuje sedm vrstev a každá z nich plní svoji funkci za pomoci vrstev
umístěných níže. Při průchodu strukturou shora dolu (z aplikační do fyzické vrstvy) jsou
data zapouzdřována do obálek jednotlivých vrstev. Výhodou hierarchické struktury je to, že
zařízení, přes které data prochází, stačí rozbalit obálky pouze do úrovně, kterou potřebuje
ke svému chodu. Příkladem může být směrovač, který k práci potřebuje pouze informace ze
síťové vrstvy, aplikační data ho nezajímají. Schématické znázornění modelu je na obr. 2.1.
Aplikační
Prezentační
Relační
Transportní
Síťová
Linková
Fyzická
Obrázek 2.1: Vrstvy referenčního modelu ISO/OSI
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• Fyzická vrstva
Definuje fyzické vlastnosti přenosu i samotného média. Pracuje s daty ve formě binární
informace. U drátových sítí popisuje vlastnosti kabelů, druh konektorů i rozložení pinů
v nich. Pro rádiové sítě jsou pak důležité frekvence používané pro komunikaci, druh
modulace a používané antény. Stará se i o efektivní využívání přenosového pásma.
Vrstva je implementována síťovým hardwarem.
• Linková vrstva
Slouží k uspořádání bitů přijatých ve vrstvě fyzické. Tvoří z nich rámce, které postu-
pují do vyšších vrstev. Opravitelné chyby jsou opravovány, neopravitelné jsou ozna-
movány vyšším vrstvám. Stará se i o fyzickou adresaci zařízení a synchronizaci fyzické
vrstvy.
• Síťová vrstva
Zabezpečuje propojení několika sítí mezi sebou, stará se o směrování mezi nimi a
o adresaci zařízení. Implementace bývá na koncových stanicích často pouze softwarová.
V případě požadavků na vyšší výkon se používá hardwarové zpracování, například
u routerů.
• Transportní vrstva
Zajišťuje potřebnou kvalitu spojení mezi koncovými uzly. Tato vrstva se stará o za-
bezpečení přenosu proti ztrátě informací nebo změně pořadí jednotlivých paketů.
• Relační vrstva
Vrstva má za úkol řídit a synchronizovat komunikaci mezi zůčastněnými stranami.
Umožňuje zařadit příchozí paket do kontextu s dříve přijatými daty.
• Prezentační vrstva
Konvertuje data z paketů do struktury, která je používána v aplikační vrstvě. Upravuje
data do aplikační formy, zajímá ji však pouze formát dat, nikoliv jejich sémantika.
• Aplikační vrstva
Nejvyšší vrstva, která zpracovává data naformátované prezentační vrstvou nebo na-
opak vytváří požadavky k odeslání. Jedná se o uživatelské i systémové části progra-
mového vybavení, které chtějí komunikovat pomocí síťového subsystému.
2.2 TCP/IP
Nejznámější a dnes nejpoužívanější model síťového prostředí je TCP/IP. Je pojmenován
podle protokolů, které jsou v něm nejčastěji využívány. O standardizaci modelu se stará
organizace IETF [3].
TCP/IP obsahuje 4 vrstvy, přičemž některé ze sedmi vrstev modelu ISO/OSI jsou zde
sloučeny. Na této architektuře je vystvavěn Internet i většina lokálních sítí. Požadavky
jsou vytvářeny v aplikační vrstvě a postupují níže až k vrstvě fyzické (obr. 2.2). Následuje
stručný popis jednotlivých vrstev a jejich nejčastějších implementací.
• Vrstva síťového rozhraní
Jedná se o sloučenou fyzickou a linkovou vrstvu z ISO/OSI. Zajišťuje přístup k médiu a
jeho řízení. Přenosovou jednotkou je rámec a identifikace uzlů je umožněna fyzickými
adresami. Nějčastěji je využíván Ethernet nebo rádiový standard 802.11, vrstvu je
však možné implementovat i jinými technologiemi, např. FDDI nebo Token Ring.
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Aplikační vrstva Aplikační vrstva
Transportní vrstva Transportní vrstva
Síťová vrstva Síťová vrstvaSíťová vrstva
Síťové rozhraní Síťové rozhraní Síťové rozhraní
PC1 PC2
Směrovač
Obrázek 2.2: Postup odesílaných dat jednotlivými vrstvami modelu TCP/IP
• Síťová vrstva
Na této vrstvě téměř výhradně získal místo protokol IP. Dnes se vyskytuje ve dvou
verzích, IPv4 a IPv6. Častěji je využívána starší verze, i když se dnes nachází na
vrcholu svých možností (zejména v počtu adresovatelných uzlů) [4]. Vrstva poskytuje
adresování pomocí IP adres a směrování paketů podle směrovacích tabulek na všech
prvcích sítě. Kromě protokolu IP běží na této vrstvě i několik dalších podpůrných
protokolů: ARP, ICMP, IGMP.
• Transportní vrstva
Poskytuje aplikační vrstvě dvou koncových zařízení možnosti vzájemné komunikace.
Může se jednat o spojovaný přenos pomocí protokolu TCP, kdy je zaručena spoleh-
livost přenosu, nebo o nespojovaný přenos pomocí protokolu UDP, kdy spolehlivost
zaručena není, ale díky menším hlavičkám může být tento protokol rychlejší.
• Aplikační vrstva
Je tvořena aplikacemi komunikujícími po síti a službami. Jedná se o nejvíce různo-
rodou vrstvu z modelu TCP/IP a právě na ní se datům zasílaným pomocí síťového
subsystému přiřazuje sémantika.
Každá aplikace potřebuje přenášet rozdílná data a zároveň je třeba, aby příjemce
odesílateli rozuměl. Tyto problémy řeší jednotlivé aplikační protokoly, které jsou také
v mnoha případech standardizovány, aby bylo možné používat např. různé internetové
prohlížeče nebo poštovní programy pro přístup ke stejným zdrojům dat. Protokoly,
které potřebují zabezpečit data proti ztrátě či poškození při přenosu používají spo-
jovanou komunikaci transportní vrstvy (protokol TCP). Ty, které toto zabezpečení
nepožadují, nebo ho řeší ve vlastní režii používají protokol UDP.
Mezi používanými protokoly aplikační vrstvy má dnes nezastupitelné místo protokol
HTTP používaný zejména k přenosu webových stránek. Při sledování trestné činnosti
je také jedním z nejdůležitějších protokolů. Proto se zbytek práce zaměří zejména na
tento protokol.
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2.3 Síťový protokol IP
Protokol IP byl navržen v 80. letech 20. století pro využití v přepínaných sítích. Neza-
jišťuje z žádného hlediska bezpečnost přenosu. Protokol je standardizován IETF [5]. Jak již
bylo psáno výše, v současné době je protokol ve verzi 4 nejrozšířenější, současně je ale na
hranici svých možností. Přechod na novější verzi je však náročný a velice pozvolný.
Hlavička protokolu verze 4 je naznačena na obr. 2.3. Nejdůležitějšími údaji pro potřebu
této práce jsou:
• Version
Verze protokolu, toto pole se vyskytuje na stejném místě i v IPv6, lze pomocí něj
rozeznat která verze je používána.
• IHL
Položka vyjadřuje poměrnou délku IP hlavičky. Pro získání skutečné délky hlavičky
nutno násobit čtyřmi.
• Length
Délka celého datagramu.
• Upper Protocol
Protokol vyšší vrstvy, který je v datagramu zabalen.
Význam ostatních položek lze nalézt v [5]. Číselný seznam možných protokolů vyšších
vrstev byl standardizován IETF [6], ale nyní je udržován organizací IANA ve formě on-line
databáze [7]. Důležitými protokoly jsou například TCP s číslem 6 nebo UDP s číslem 17.
Version DSCP
Identiﬁcation
Upper protocol Header Checksum
Options (variable length)
2 bytes 2 bytes
IHL Length
Flags Fragmentation Oﬀset
TTL
ECN
Source address
Destination address
Obrázek 2.3: Hlavička protokolu IP verze 4
Už v devadesátých letech bylo patrné, že protokol verze 4 nebude dostačovat budoucím
požadavkům. Začal tedy vývoj nové verze protokolu IP a po určité době došlo i na stan-
dardizaci prostřednictvím IETF. IP verze 6 se vyznačuje několika odlišnostmi od verze 4,
pro tuto práci však nejsou podstatné. Vše je možno nalézt v [8]. Nejdůležitější změnou je
rozšíření adresovatelného prostoru, což řeší největší problém starší verze IP.
Formát hlavičky byl upraven ve snaze urychlit zpracování datagramů na směrovačích
(obr. 2.4). Důležitá pole jsou podobná, jako u starší verze. Údaj o velikosti hlavičky byl
vypuštěn, protože základní hlavička má velikost pevnou, 40 bajtů. Další informace je k ní
možno přidávat pomocí rozšiřujících hlaviček, které následují za hlavičkou základní, a jsou
provázány pomocí polí
”
Next header“ (viz obr. 2.5). Toto pole vyjadřuje typ hlavičky nebo
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Version
Payload length
2 bytes 2 bytes
Traﬃc class Flow label
Next header Hop limit
Source address
Destination address
Obrázek 2.4: Hlavička protokolu IP verze 6
protokolu vyšší vrstvy, který následuje, přičemž hodnoty protokolů vyšších vrstev jsou
stejné, jako u IPv4. Vyskytují se následující typy rozšiřujících hlaviček (v závorce je číselné
označení) [8]:
• Hop-by-hop (0)
Informace pro každý uzel, přes který datagram putuje.
• Routing (43)
Informace o směrování, zpracovávané na směrovačích.
• Fragment (44)
Obsahuje parametry fragmentace.
• AH (51), ESP (50)
Hlavičky IPsec.
• Destination (60)
Informace pro cílový koncový bod sítě.
• Mobility (135)
Parametry používané rozšířením IP Mobility
Pole
”
Payload length“ vyjadřuje velikost obsahu datagramu i s těmito rozšiřujícími
hlavičkami. Vzhledem k nepřítomnosti informace o celkové velikosti rozšiřujících hlaviček
je nutné rozparsovat všechny hlavičky k úspěšnému nalezení hlavičky protokolu vyšší vrstvy,
což může být časově náročné.
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IP
next header = 6
         (TCP)
TCP hlavička + užitečný obsah
IP
next header = 43
      (Routing)
Routing
next header = 44
      (Fragment)
Fragment
next header = 6
         (TCP)
TCP + obsah
Obrázek 2.5: Zřetězení hlaviček v IP verze 6
2.4 Transportní protokol TCP
Protokol TCP je založen na principu dvoubodových spojů, kterými je možné po úspěš-
ném ustanovení zasílat data. TCP zaručuje především [9]:
• Integritu přenášených dat pomocí kontrolních součtů
• Doručení datagramů beze ztrát a ve správném pořadí
• Kontrolu zahlcení cesty
Source port Destination port
Seq
Ack
Oﬀ Res Flags Window
Checksum Urgent
Options
Payload
2 bytes
Obrázek 2.6: Hlavička TCP protokolu
TCP hlavička (obr. 2.6) má proměnlivou délku. Pozice znaku následujícího za koncem
hlavičky je vyjádřena parametrem Offset. Pro sestavení TCP proudů budou důležíté přede-
vším zdrojový a cílový port. Jedná se o čísla o délce 16 bitů, které se nacházejí na začátku
hlavičky. Dále bude nutné pakety seřadit do správného pořadí, protože při průchodu síti se
mohou zpozdit nebo přeházet. K tomu slouží dvě dvoubajtová čísla označená Seq a Ack.
Číslo Seq je komunikujícími stranami s každým odesílaným paketem inkrementováno o ve-
likost odesílaných dat. Dále platí, že správně doručený paket potvrzuje přijímající strana
straně odesílající pomocí Ack čísla o 1 většího, než bylo číslo Seq v potvrzované zprávě. Při
potvrzování je vždy nastaven příznak ACK, který je součástí bitového pole příznaků Flags.
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TCP spojení je možné navázat odesláním paketu s příznakem SYN a náhodně vyge-
nerovaným sekvenčním číslem X. Druhá strana odpovídá příznaky SYN a ACK, číslem
odpovědi X+1 a dalším náhodně vygenerovaným sekvenčním číslem Y. Navazující strana
poté odešle potvrzení s příznakem ACK, sekvenčním číslem X+1 a číslem odpovědi Y+1.
Tím je spojení navázáno, a lze přes něj přenášet data. Data přenesená jedním spojením
tvoří dohromady TCP proud. Schématicky je navázání spojení naznačeno na obr. 2.7.
Ukončení spojení probíhá dvoucestně pomocí odeslání paketu s příznakem FIN. Druhá
strana na něj odpoví pomocí paketu s příznakem ACK a následně také pošle FIN. Strana
která vyvolala ukončení musí i na tento zpětný dotaz odpovědět ACK a až poté je spojení
řádně ukončeno.
Klient Server
SYN, SEQ = x, ACK = 0
SYN, ACK, SEQ = y, ACK = x+1
ACK, SEQ = x+1, ACK = y+1
Klient Server
FIN, SEQ = x
ACK, ACK = x+1
ACK, ACK = y+1
FIN SEQ = y
Obrázek 2.7: Navázání (vlevo) a ukončení (vpravo) TCP spojení
2.5 Aplikační protokol HTTP
HTTP je textový protokol založený na dotazu od klienta k serveru a odpovědi opačným
směrem. Nejpoužívanější verze je 1.1 [10]. Původně byl HTTP vytvořen pro přenos HTML
souborů, dnes má však již širší využití.
2.5.1 Formát dotazu a odpovědi
Jak dotaz, tak i odpověď, jsou složeny z úvodního řádku, hlaviček a těla. Hlavičky a tělo
jsou navzájem odděleny prázdným řádkem. Jedná se o bezstavový protokol, což znamená, že
server není schopen spojit více požadavků do jednoho kontextu, každý je vyřizován zvlášť.
Následuje obecný formát dotazu, jednotlivé prvky budou vysvětleny dále:
<metoda> <objekt> HTTP/<verze>
<hlavičky>
<tělo>
Odpověď serveru má následující tvar:
HTTP/<verze> <stavový kód> <stavová zpráva>
<hlavičky>
<tělo>
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Objektem je většinou soubor, nebo jiná struktura na serveru, se kterou má klient zájem
pracovat.
Podporované metody v HTTP 1.1 [10] jsou:
• GET
Vyjadřuje požadavek na zaslání určitého objektu. Umožňuje i předání omezeného
množství parametrů. Jedná se o často používanou metodu, jelikož se používá např.
pro stažení HTML souboru při zobrazování v internetovém prohlížeči.
• HEAD
Stejně jako GET vyjadřuje zájem o určitý objekt. Server však neodpovídá objektem,
ale pouze hlavičkou, ve které jsou vyplněny metadata objektu.
• POST
Metoda slouží k odeslání dat od klienta na server. Umožňuje předat teoreticky neo-
mezený objem dat. Proto je využívána zejména při odesílání formulářů z webových
stránek nebo odesílání souborů.
• PUT
Umožňuje nahrát na server data ve formě souboru, vyžaduje zvláštní oprávnění.
• DELETE
Smaže zadaný objekt na serveru, jsou potřeba zvláštní oprávnění.
• TRACE
Server by měl na přijetí tohoto dotazu reagovat jeho odesláním zpět klientovi v těle
odpovědi. Umožňuje to klientovi zjistit, jak se dotaz v průběhu přenosu změnil.
• OPTIONS
Slouží ke zjištění podporovaných metod přenosu od serveru.
• CONNECT
Umožňuje spojení přes proxy při sestavování šifrovaného spojení.
V úvodním řádku odpovědi je důležitou položkou chybový kód. Umožňuje již po přečtení
několika znaků zjistit, zda se požadavek vyřídil v pořádku, nebo zda nastala chyba. Rovněž
může vyjadřovat typ chyby podle následujícího schématu chybových kódů:
• 100-199
Tyto chybové kódy znamenají dočasnou informativní odpověď. Příkladem může být
zpráva
”
100 Continue“, která znamená, že se předchozí požadavek vyřizuje a bude
následovat další odpověď.
• 200-299
Kódy začínající dvojkou označují úspěšné vyřízení. Nejčastější kladnou odpovědí je
”
200 OK“, v jejímž těle se nachází požadovaný soubor.
• 300-399
Sdělují, že objekt byl přesměrován. Např.
”
301 Moved Permanently“ vyjadřuje trvalé
a
”
307 Temporary Redirect“ dočasné přesměrování.
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• 400-499
Nastala chyba na straně klienta. Např.
”
400 Bad Request“ znamená špatně zadaný
dotaz, kterému server nerozuměl.
”
401 Unauthorized“ je v odpovědi, pokud se klient
měl autentizovat před přístupem k objektu a neučinil tak. Nejznámější chybou z této
skupiny je
”
404 Not Found“, která vyjadřuje nepřítomnost objektu na serveru.
• 500-599
Nastala chyba na straně serveru. Častou chybou je
”
500 Internal server error“, kterou
server zasílá, pokud není kvůli chybě schopen vyřídit požadavek.
Hlavičky slouží k předání informací o způsobu přenosu, identifikace klienta a dalších.
Skládají se z názvu hlavičky, znaku
”
:“ a příslušné hodnoty. Standard HTTP 1.1 [10] je
rozděluje na obecné hlavičky, hlavičky dotazu, hlavičky odpovědi a hlavičky obsahu. Často
používané jsou:
• Cache-Control
Nachází se v odpovědi od serveru. Určuje zacházení klienta s přijatým tělem ohledně
ukládání do dočasné lokální paměti.
• Connection
Pomocí hlavičky
”
Connection: close“ je možné sdělit druhé straně, že po dokončení
přenosu odpovědi bude uzavřeno TCP spojení. HTTP protokol jinak umožňuje spo-
jení neuzavírat a využít ho pro přenos dalších objektů.
• Content-Encoding, Content-Language, Content-Type
Upřesňuje type a kódování obsahu odpovědi.
• Date
Server zasílá pomocí této hlavičky časové razítko okamžiku vygenerování odpovědi.
• Expires
Obsahuje datum a čas okamžiku vypršení platnosti objektu. Klient by měl po tomto
okamžiku vymazat objekt ze své dočasné paměti.
• Host
Určuje kterému serveru má být dotaz směrován. Užitečné v případě využití virtuálních
serverů.
• Location
V případě přesměrování (kódy 3xx) vyjadřuje, na kterou adresu má klient pokračovat.
• Proxy-Authenticate, Proxy-Authorization
Hlavičky směřované k proxy serveru, umožňující přihlášení k němu.
• Server
Vyskytuje se v odpovědi a obsahuje název HTTP serveru a jeho verzi.
• Transfer-Encoding
Umožňuje sdělit, v jakém kódování je zasíláno tělo odpovědi. Časté je
”
Transfer-
Encoding: chunked“, což znamená rozdělení delšího souboru do více odpovědí.
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• Upgrade
Přidáním této hlavičky do odpovědi s kódem
”
426 Upgrade Required“ server vyja-
dřuje nutnost změny protokolu pro pokračování přenosu. Používá se při přechodu
z nešifrovaného spojení na SSL spojení.
• User-Agent
Klient přidává do dotazu svoji identifikaci - název programu a verzi.
• WWW-Authenticate
V případě nutnosti autentizace poskytuje klientovi autentizační schéma pro zahájení
přihlašování.
Dotaz a odpověď může vypadat stejně, jako na následujícím příkladu:
GET /index.html HTTP/1.1
Host: www.stranka.cz
User-Agent: Firefox/12.0
HTTP/1.1 200 OK
Date: Wed, 14 Nov 2012 22:38:34 GMT
Server: Apache/1.3.3.7 (Unix)
Connection: close
Content-Type: text/html; charset=UTF-8
<html>
<body>
Nejaky text
</body>
</html>
2.5.2 Optimalizace
Jedním z problémů protokolu HTTP je velké množství malých dotazů, které svojí čet-
ností zatěžují server, ale i síť mezi serverem a klientem. V první verzi protokolu bylo nutné
pro každou transakci, tedy dvojici dotaz a odpověď, otevírat samostatné TCP spojení. Při
přenosu malých souborů tedy většinu času zabrala režie protokolů nižších vrstev.
V protokolu HTTP verze 1.1 byl proto normalizován způsob komunikace klienta a ser-
veru, při kterém není po dokončení transakce spojení uzavřeno, ale čeká po určitou dobu,
zda se nebude stejným směrem provádět další transakce (obr. 2.8). Pokud se nic neděje,
spojení se uzavře. Tím se šetří režie protokolu TCP tvořená handshakem a přenosem paketů
s příznakem FIN. Persistentní spojení je používáno často, v roce 2012 bylo v rámci testů
nad anonymizovanými daty od jednoho evropského poskytovatele Internetu v 30% spojení
více než jeden HTTP dotaz. V jednom spojení z tisíce bylo více než 100 dotazů [1].
Uvedené řešení po určitou dobu postačovalo, ale dnes, když tvoří HTTP velkou část
internetového provozu, je třeba další optimalizace. Uvažujme HTTP dotaz uvedený v pří-
kladu na této straně. Velikost dotazu v podobě čistého textu je 76 bajtů. Při odesílání přes
síť jsou přidány hlavičky protokolů nižších vrstev, takže celková velikost odesílaná přes síť
roste.
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Klient Server
GET index.html
HTTP/1.0 200 OK
TCP handshake
TCP ﬁnalization
GET image.png
HTTP/1.0 200 OK
TCP handshake
TCP ﬁnalization
Klient Server
GET index.html
HTTP/1.1 200 OK
TCP handshake
GET image.png
HTTP/1.1 200 OK
TCP ﬁnalization
Obrázek 2.8: Přenos protokolem HTTP 1.0 (vlevo) a 1.1 (vpravo)
Uvažujme IP ve verzi 6 a nejmenší možné hlavičky všech protokolů:
SIZEheader = SIZEEthernet + SIZEIP + SIZETCP
SIZEheader = 14 + 40 + 20 = 74B
SIZE = 76 + 74 = 150B
EFFICIENCY =
SIZEpayload
SIZE
=
76
150
.
= 50%
Z výpočtu je patrné, že k odesílanému dotazu musíme odeslat ještě jednou tolik infor-
mací, aby dorazil na správné místo. Ethernet však umožňuje ve svých rámcích odesílat až
1500B dat [11]. Po odečtení velikosti IP a TCP hlaviček zůstane volné místo o velikosti
1440B. Ukázkových dotazů by se tedy do jednoho rámce vešlo 18. To by značně zvýšilo
efektivitu:
SIZEpayload = 76 · 18 = 1368
SIZE = 1368 + 74 = 1442B
EFFICIENCY =
SIZEpayload
SIZE
=
1368
1442
.
= 95%
Větší množství přenášených dat při odesílání dotazů v samostatných TCP streamech
však není tím největším problémem. Pro každý odesílaný paket obsahující HTTP dotaz
musí existovat vytvořené spojení, pokud neexistuje, musí se explicitně vytvořit. Na všech
14
přepínačích a směrovačích po cestě jsou všechny dotazy zpracovávány individuálně. Před-
pokládejme takový dotaz, že odpověď na něj má zanedbatelnou velikost, např. je tvořena
pouze samostatnou hlavičkou 201. Při průměrné odezvě 30ms by poté trvalo odeslání 18 po-
žadavků a příjem odpovědí na ně 540ms. Pokud by se všechny požadavky odeslaly v jednom
paketu, celkový čas odeslání a přijetí potvrzení by byl jen o něco málo větší než 30ms. Nej-
spíše by se prodloužila doba zpracování paketu na cílovém HTTP serveru, ale v porovnáním
s přenosovou dobou přes síť je toto zpoždění zanedbatelné.
Klient Server
GET index.html
HTTP/1.1 200 OK
TCP handshake
GET image.png
HTTP/1.1 200 OK
TCP ﬁnalization
Obrázek 2.9: Přenos protokolem HTTP 1.1 se zřetězeným zpracováním
Odeslání více dotazů v rámci jednoho TCP spojení je nazýváno HTTP Pipelining,
a je podporováno protokolem HTTP od verze 1.1 [10]. Umožňuje zřetězení požadavků i
odpovědí na principu popsaném výše (znázorněno na obr. 2.9) a v mnoha případech tak
dokáže urychlit komunikaci. Jedná se o technologii která nesporně ulehčí síťovým zařízením,
přes které proudí internetový provoz. I přes jeji přítomnost v protokolu je však podpora
ze strany prohlížečů i HTTP serverů zatím spíše menší. Všechny často používané servery i
klienti už by sice měly umět technologii používat, ale často bývá zakázáná v prohlížečích.
Důvodem je, že stále existuje software, který zřetězené dotazy neumí správně zpracovat, a
u některých uživatelů by kvůli tomu mohly vzniknout problémy. V roce 2012 se zřetězené
dotazy vyskytovaly příbližně ve 4% TCP streamů obsahujících HTTP komunikaci [1].
HTTP Pipelining je základem pro vznikající verzi protokolu HTTP 2.0 [12]. Proto je
možné předpokládat, že se zřetězené dotazy budou vyskytovat v budoucnu více.
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Kapitola 3
Zákonné odposlechy
V této kapitole bude popsána architektura systému pro zákonné odposlechy (LI - Lawful
interceptions) tak, jak ji doporučuje Evropský ústav pro telekomunikační normy (ETSI)
[13].
3.1 Zúčastněné strany
Při každém odposlechu existují alespoň dvě strany, strana odposlouchávaná (nazvěme ji
objekt) a odposlouchávající (dále subjekt). Cílem odposlechů je, aby subjekt získal všechny
důležité informace o komunikujícím objektu, ale neméně důležité je i to, aby objekt neměl
o svém odposlechu tušení. Odposlouchávající stranou jsou orgány činné v trestním či pře-
stupkovém řízení. Většinou je nutná jejich spolupráce s provozovateli sítí, přes které proudí
data mezi Internetem a komunikujícím objektem odposlechu. Součásti této infrastruktury
definuje ETSI následovně:
• Network Operator (NWO)
Provozuje síť, ve které se nachází všichni účastníci. Má kontrolu nad informacemi
proudícími přes všechny uzly a je schopen tyto data zaznamenávat.
• Service Provider (SvP)
Poskytuje služby, které sledovaný objekt prostřednictvím telekomunikační sítě využívá
a ke kterým se připojuje. Může se jednat o provozovatele webových serverů či služeb
elektronické pošty.
• Access Provider (AP)
Umožňuje objektu přístup k síti provozované síťovým operátorem.
Ve velkém množství případů jsou však části NWO a AP tvořeny jednou organizací.
V dalším textu je tedy budu nazývat společným termínem
”
Poskytovatel internetového
připojení“ (ISP - Internet service provider). Dále se v doporučeních ETSI vyskytuje po-
jem Law Enforcement Agency (LEA), který označuje agenturu zodpovědnou za vedení
vyšetřování trestných činů. V našich podmínkách se jedná o orgány činné v trestním či
přestupkovém řízení, dále však budou uvedeny pod původní zkratkou LEA.
Rozhraní v systému můžeme rozdělit na externí (mezi ISP a LEA) a interní (mezi
jednotlivými prvky systému pro zákonné odposlechy na straně ISP).
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3.2 Orgány činné v trestním řízení
Na straně vládních orgánů jsou nezbytné dvě sekce. První je administrativní a dává
prostřednictvím předem definovaného rozhraní vědět ISP o nutnosti zahájit či ukončit od-
poslech. V [13] je označována jako Administration Function (ADMF). Další nezbytnou
částí je zpracování odposlechnutých informací. Ta je dle ETSI nazývána Law Enforcement
Monitoring Facility (LEMF). Je zodpovědná také za archivaci a vyhodnocování informací.
3.3 Poskytovatelé připojení, služeb a obsahu
V této části systému velice záleží na druhu odposlouchávaného zařízení. GSM síť bude
vyžadovat jinou strukturu než trunková signalizační síť SS7. Zcela jiný způsob odposlechů
bude použit u poskytovatele služeb či obsahu (SvP). Další text bude proto zaměřen přímo
na odposlechy v rámci IP sítí a v nich poskytovaných služeb.
Schéma systému pro ISP dle doporučení ETSI [14] se nachází na obrázku (3.1). Obsahuje
několik modulů, které spolu komunikují pomocí rozhraní INI (Internal Interface), které
bývá proprietární, a není standardizováno ETSI. Rozhraní může být tvořeno dedikovanými
linkami nebo využívat stávající infrastrukturu ISP, ve druhém případě je ale zapotřebí
vyřešit problémy zabezpečení a dostupnosti [15]. Následuje popis jednotlivých modulů:
AF
CCTF IRI-IIF
CC-IIF
MF
INI1b
INI1a INI1c
CCTI
CCCI
INI2
INI3
běžná data
Obrázek 3.1: Schéma podsystému ISP
• Administration Function (ADMF)
Stejně jako u LEA se u ISP nachází administrační funkce, která se stará o přebírání
příkazů k zahájení či ukončení odposlechu a o hlášení chyb. Zasílá příkazy ostatním
modulům a nastavuje je. Komunikuje pomocí sady rozhraní INI1:
– pomocí INI1a s IRI-IIF,
– pomocí INI1b s CCTF,
– pomocí INI1c s MF
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• Intercept Related Information Intercept Function (IRI-IIF)
Zastupuje funkci, která sleduje pohyb sledovaného objektu v síti a zjišťuje infor-
mace o jeho přenosech. Detekuje zahájení a ukončení přenosů, cíl přenosu, délku
spojení, apod. Výstup předává pomocí rozhraní INI2. Dále je připojena i na rozhraní
CCTI (Communication Content Triggering Interface), pomocí kterého je konfiguro-
vána CCTF.
• Communication Content Triggering Function (CCTF)
Slouží k zjištění prvku CC-IIF, který je schopen zachytit obsah dat sledované komu-
nikace. Informace o zařízení, které má být sledováno dostane buď od administrační
funkce pomocí INI1b nebo od IRI-IIF pomocí CCTI po detekování toku od monito-
rovaného objektu.
• Communication Content Intercept Internal Function (CC-IIF)
Vlastní funkce sledování dat. Nachází se poblíž aktivního prvku sítě, přes který proudí
data, které je třeba zachytit. Z toho vyplývá, že těchto modulů bývá v síti více.
Výběr správného modulu pro zachytávání je práce CCTF a zvolená CC-IIF se o tom
dozví pomocí rozhraní CCCI. Odchycená data v co nejméně pozměněné formě jsou
předávána dál pomocí INI3.
• Mediation Function (MF)
Mediační funkce je zodpovědná za přizpůsobení výstupních dat do univerzáního for-
mátu používaného na externích rozhraní. Konvertuje informace přijaté na rozhraních
INI2 a INI3 do správného tvaru a odesílá je dále příslušné LEA.
3.4 Předávání informací mezi účastníky
Rozhraní, nazývané u ETSI
”
Handover interface“ (HI) [13], tvoří propojení mezi oběma
spolupracujícími stranami v rámci odposlechu. Obsahuje tři kanály znázorněné na obr. 3.2.
• HI1
Umožňuje orgánům činným v trestním řízení zahajovat či ukončovat odposlech. Pří-
kazy jsou odesílány administrační sekcí na straně LEA a přijímány administrační
funkcí u ISP. Opačnou cestou je možné zasílat upozornění od ISP.
• HI2
Jedná se o jednosměrný kanál přenášející metadata odposlechnutých informací od
mediační funkce na straně ISP zpracovávající službě u LEA (LEMF). Může se jednat
o zahájení nebo ukončení přenosu, délku spojení, atd . . .
• HI3
Opět představuje jednosměrný kanál propojující stejné prvky jako HI2. Přenáší však
veškerá odposlechnutá data v nezměněné podobě.
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Obrázek 3.2: Schéma rozhraní v LI systému
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Kapitola 4
Třídy přenášeného obsahu
Tato kapitola popisuje rozdělení odposlechnutého HTTP provozu na síti do tříd podle
důležitosti pro zákonné odposlechy. Třídy jsou označeny čísly, přičemž nižší číslo třídy vy-
jadřuje vyšší stupeň důležitosti. Pro orgány činné v trestním řízení má nejvyšší cenu obsah,
který co nejpřesněji popisuje úmysly a myšlenkové pochody odposlouchávaného objektu.
Naopak, pokud objekt sleduje veřejně dostupné video uložené v internetu, nemá sledování
detailních dat přenosu žádný význam, protože v případě potřeby je možné video znovu
dohledat. LEA si tedy vystačí pouze s metadaty popisujícími, na které video se uživatel
díval, a v jakém čase tak činil.
Navrhované třídy můžeme rozdělit na předdefinované a uživatelské. Předdefinovaných
tříd je 5 a slouží pro základní rozdělení síťového provozu. Uživatel nástroje bude mít možnost
dodefinovat další, uživatelské, třídy. Do nich pak bude možné umisťovat provoz tříděný na
základě specifických požadavků konkrétního odposlechu. Dotaz i odpověď na něj musí být
vždy součástí stejné třídy, aby byl zachován kontext mezi nimi.
4.1 Třída pro aktivní komunikaci
První předdefinovaná třída je vyhrazena pro obsah vytvořený uživatelem. Měla by se
zde nacházet všechna data, která odposlouchávaný uživatel vložil pomocí klávesnice, nebo
jiným způsobem ovlivnil. Zejména jsou důležité následující položky:
• Odesílané e-mailové zprávy z webmailových služeb
• Odeslaná data z formulářů na webových portálech
• Přidávané příspěvky na diskuzních fórech
• Dotazy odeslané vyhledávačům
• Odeslané příspěvky na blogy a sociální sítě
Do této třídy budou zařazeny veškeré požadavky typu POST a odpovědi na ně.
4.2 Třída pro pasivní komunikaci
Ve druhé předdefinované třídě se bude nacházet obsah tvořený běžným procházením
webových stránek, tedy požadavky a odpovědi typu GET. Tímto způsobem si internetový
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prohlížeč žádá soubory uložené na webových serverech. Provoz v této třídě nebude vykazo-
vat takovou personalizaci vzhledem k odposlouchávanému objektu jako v třídě předchozí,
ale může být důležité vědět, co konkrétně si podezřelý na webu přečetl. Je nutné schraňo-
vat kompletní data, protože webové stránky jsou dnes generovány dynamicky a opětovným
zadáním adresy do prohlížeče bychom už nemuseli být schopni přečíst stejný dokument.
4.3 Třída pro multimédia
Třetí předdefinovaná třída obsahuje provoz tvořený přenosem multimediálního obsahu,
tedy přehrávání nebo stahování hudby nebo videí. Můžeme sem zařadit:
• Přenosy multimédií - požadavky a odpovědi typu GET s multimediálním MIME
typem
• Přenosy médií ze serverů poskytujících video obsah
• Přenosy médií do přehrávačů vytvořených technologií Flash běžících v klientském
prohlížeči
• Internetové televize
Společným jmenovatelem těchto přenosů bývá zejména datová náročnost a potom také
to, že přenosy jsou v budoucnu většinou snadno zopakovatelné. Na veřejně uložené video,
na které se objekt díval, se můžeme v budoucnu kdykoliv podívat znovu, takže stačí mít
uložená pouze metadata, jako je čas sledování a adresa videa. Stejné principy jsou platné i
pro další multimediální soubory, jako např. hudbu nebo obrázky.
4.4 Třída pro šifrovaný obsah
V mnoha případech lze u přenosů pomocí protokolu HTTP narazit na zabezpečení
přenosu pomocí šifrování. Protokol HTTP je možné šifrovat pomocí SSL nebo TLS. Oba
způsoby jsou založeny na stejném principu, neboť TLS z SSL vychází. Nejprve je dohodnut
šifrovací klíč, přičemž komunikace je šifrována asymetricky, pomocí certifikátu1 serveru.
Poté je navázán symetricky šifrovaný bezpečný kanál s využitím dohodnutého klíče. [16]
Jedná se o řešení, které činí odposlech složitějším, a zpravidla vyžaduje spolupráci po-
skytovatele dané služby. Bez znalosti klíče není možné přesně analyzovat komunikaci mezi
serverem a klientem, ale pomocí technik uvedených v následující kapitole je možné od-
hadnout, že komunikace probíhá pomocí HTTP (např. pomocí čísla portu). Pokud bude
pravděpodobné, že se uvnitř šifrovaného kanálu přenáší HTTP, provoz bude přesunut do
zvláštní třídy. Při spolupráci SvP je poté možné data rozšifrovat a analyzovat.
4.5 Třída pro jiné protokoly
Při klasifikaci do tříd je důležité, aby nedocházelo ke zkreslení či ztrátě žádných dat.
Protokol HTTP se vyskytuje ve velkém množství paketů procházejících sítěmi, ne však
ve všech. Pro ostatní protokoly, jako například UDP, ICMP nebo jiné aplikační protokoly
pracující nad TCP, bude vytvořena zvláštní třída, která veškerý obsah komunikace bezpečně
uchová, ale zároveň bude tento provoz oddělen od zpracovávaných HTTP toků.
1Veřejný šifrovací klíč serveru podepsaný soukromým klíčem důvěryhodné autority
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4.6 Uživatelské třídy
V každém konkrétním odposlechu se orgány činné v trestním či přestupkovém řízení
zaměřují na různé skutečnosti. Někdy může být důležité vědět, zda odposlouchávaný sledo-
val určitou stránku, nebo odesílal data, obsahující nějaké vzory. Protože nelze pro všechny
odposlechy obecně vymezit, který obsah je důležitý, je třeba ponechat odposlouchávajícím
možnost vytvořit si vlastní třídy, které budou nastaveny na míru konkrétnímu odposlechu.
Více o uživatelských třídách bude uvedeno v kapitole 6.
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Kapitola 5
Analýza protokolu HTTP
Komunikace v protokolu HTTP je vždy tvořena dotazem a odpovědí. Dotaz i odpověď
však mohou být rozděleny do více paketů a proto je nutné při sledování provozu pakety
zpětně kombinovat a složit zpět obě části včetně zachování kontextu mezi nimi. Rekonstru-
ované dvojice dotaz - odpověď lze již klasifikovat do jednotlivých tříd, dvojice musí být
však vždy celá v jedné třídě.
5.1 Podle adresy či DNS názvu serveru
Klasifikace dle IP adresy nebo DNS názvu serveru, se kterým sledovaný komunikuje je
velice jednoduchou, avšak účinnou technikou. Umožňuje zařazení do určité třídy i při pou-
žitém šifrování. Rozšířením a upřesněním této metody může být inspekce HTTP hlavičky
Host, která také oznamuje název serveru, ze kterého data pocházejí. Tato technika však
nemusí vždy generovat správné výsledky. Problém nastane při využívání virtuálních ser-
verů různých provozovatelů na jednom fyzickém stroji. Pak nelze přesně rozpoznat doménu
podle reverzního DNS záznamu a v případě šifrování ani pomocí hlavičky.
Příkladem využití metody mohou být:
• Sociální sítě
Toky mezi zařízením odposlouchávané osoby a servery, které patří do domén sociál-
ních sítí (např. facebook.com, myspace.com, twitter.com) lze za normálních okolností
zařadit do třídy pro aktivní nebo pasivní komunikaci. Provozovatelé těchto síti si však
uvědomují rostoucí rizika vlivem snižování anonymity prostředí Internetu a přenosy
bývají šifrované pomocí TLS. Pak ale není možné provést analýzu komunikace a zjistit
přesný typ přenášeného obsahu, takže jsou dotazy a odpovědi zařazeny do třídy pro
šifrovaný obsah.
• Služby pro streamování videa
Velice známou službou tohoto typu je YouTube.com. U nás je v popředí také interne-
tový server Stream.cz. Pakety přicházející ze serverů těchto domén budou ve většině
případů naplněny videem a proto mohou být zařazeny do multimediální třídy. Toky
tvořené odesláním dotazu při vyhledávání by měly být zařazeny do třídy aktivní ko-
munikace, protože z nich lze odvodit plány sledovaného. V tomto případě by tedy
mělo být provedeno podrobnější zkoumání, ne pouze zhodnocení názvu serveru.
• Vyhledávače
Datové proudy, pomocí kterých webový klient sledovaného uživatele komunikuje se
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servery vyhledávačů lze ihned zařadit do skupiny aktivních přenosů, protože je prav-
děpodobné, že se budoucí pachatel trestného činu bude pokoušet najít na internetu
různé návody, které mu se spácháním tohoto činu pomohou. Příkladem jsou pakety
pocházející z domén google.com, google.cz, seznam.cz nebo bing.com.
5.2 Podle HTTP hlaviček
Základem prohlížení webových stránek jsou dotazy GET a POST. Dotazy POST obsa-
hující textové tělo můžeme ihned zařadit do třídy aktivní komunikace, jelikož jejich obsahem
budou data odesílaná pomocí webových formulářů. Dnes však situaci zhoršuje aktivní obsah
využívající technologii Flash, který dotazy typu POST využívá ke komunikaci se serverem.
Dotazy GET obsahující parametry mohou být také použity k odesílání dat směrem
k serveru. Komplikací zde může být skutečnost, že parametry dotazu GET jsou mnohdy
využívány nejen k tomuto účelu, ale i jako dočasné úložiště kontextu, např. aktuální stránky
vícestránkového seznamu. Proto může být zařazení do třídy aktivní nebo pasivní komuni-
kace nejednoznačné.
Při rozdělování toků do tříd je důležitá i hlavička Content-Type. Právě ona označuje
MIME typ přenášených dat [17]. Rozpoznávané typy jsou:
• video/*
• audio/*
• image/*
přičemž hvězdička za lomítkem označuje jakýkoliv řetězec. Tyto typy oznamují, že ob-
sahem komunikace jsou multimediální data. V případě nálezu těchto hlaviček bude dvojice
dotaz - odpověď zařazena do třídy multimédií.
5.3 Podle obsahu paketů
Další možností je hloubková inspekce obsahu přenášeného HTTP protokolem. HTTP je
textový protokol, takže lze využít nástroje vytvořené pro vyhledávání v textu. Mohou však
nastat i komplikace v podobě šifrování (viz výše).
Rozpoznávání je založeno na hledání vzorů v těle paketů daného toku. Vzory mohou
identifikovat jak typ přenášeného obsahu (obrázky, text), tak i aplikaci, která provoz gene-
ruje (informační systémy, sociální sítě, diskuzní fóra). Dle [18] je rozpoznávání typu dat při
dostatečném počtu vzorů velice úspěšné, avšak náročné na výpočetní prostředky.
5.4 Na základě chování a statistických analýz
Existuje několik metod využívajících odlišné chování různých síťových přenosů. Příkla-
dem může být klasifikátor BLINC [19], který rozlišuje na základě chování ve 3 úrovních:
• Sociální
Uvažuje vztah mezi obecnými komunikujícími stranami, využívá informace z druhé
vrstvy TCP/IP.
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• Funkcionální
Uvažuje vztah mezi klientem a serverem, využívá informace z druhé a třetí vrstvy
TCP/IP.
• Aplikační
Kombinuje předchozí dvě úrovně a přidává k nim další statistické informace
Klasifikátor BLINC však dokáže určit pouze třídu aplikačního protokolu, která by
v tomto případě byla vždy WWW-HTTP. Přesněji neurčuje proto, že vůbec nevyužívá
informací z aplikační vrstvy. To je považováno za jeho výhodu, avšak kvůli této vlastnosti
ztrácí význam pro využití v této práci.
Další možností detekce jsou metody založené na strojovém učení. Rozeznáváme násle-
dující typy metod:
• Učení bez učitele
Jedná se o učení bez dostuných informací o požadované výstupní hodnotě. Data jsou
porovnávána na základě statistické podobnosti a rozdělována do tříd. Používanou
metodou učení tohoto typu je clustering. Při něm jsou vytvářeny
”
shluky“ podobných
dat.
• Učení s učitelem
Máme k dispozici
”
trénovací“ data, což jsou různé vstupy a k nim dotsupné poža-
dované výstupy. Algoritmus se pomocí těchto dat
”
naučí“. Poté získaných informací
využívá k rozpoznávání neznámých vstupů. Příkladem mohou být rozhodovací stromy.
• Posilované učení
Po zpracování určitého množství dat a vygenerování výstupu na ně je systém ohod-
nocen kladným nebo záporným číslem. Cílem je mít hodnocení co nejvyšší. Systém
sám si tak hledá nejlepší možnou cestu, jak dosáhnout správného výsledku.
Strojové učení je vhodné pro rozpoznávání aplikačního protokolu [20], v našem případě
se ale vždy jedná o protokol HTTP. Při úpravě algoritmů k analýze HTTP by bylo nutné
prohledávat velkou část paketu, což by bylo stejně náročné, jako vyhledávání vzorů. Dalším
problémem by mohla být nedostupnost dobrých trénovacích dat při učení s učitelem.
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Kapitola 6
Návrh softwaru pro klasifikaci
Tato kapitola popisuje architektonický návrh systému pro třídění odchycené komunikace
do základních tříd definovaných v čtvrté kapitole a rozšířených tříd definovaných obsluhou
systému. Nejprve je nastíněn způsob rozdělení na jednotlivé moduly a je popsán způsob
předávání dat. Následně je popsána architektura jednotlivých modulů.
Nejčastějšími chybami v rozpoznávání HTTP provozu jsou [1]:
• Zpracování pouze prvního dotazu v rámci TCP streamu
• Přílišný spoleh na pravdivost hlavičky Content-type
• Přílišný spoleh na délku paketu uvedenou v hlavičce Content-length
Navrhovaný program by měl všechny tyto chyby řešit a umět pracovat tak, aby k nim
nedocházelo.
6.1 Celkový koncept
Cílem je software, který umí rozdělit vstupní množinu paketů do několika množin vý-
stupních. Software bude v systému pro zákonné odposlechy součástí mediační funkce, popř.
ji bude přímo nahrazovat (obr. 6.1). Vstupní data jsou přijímana ze zachytávacích zařízení
pomocí rozhraní INI3 v co nejméně pozměněné podobě. Výstupy jsou navázany na rozhraní
HI2 a HI3, přičemž na HI3 je odesílán kompletní roztříděný provoz. Rozhraní HI2 slouží
k výstupu IRI dat, která mohou být využita k dalšímu strojovému zpracování informací
o probíhajících tocích. Třídění by mělo být spouštěno dávkově, vždy při zaplnění vstupních
bufferů, nebo v určitých časových intervalech. Strana orgánů pro zákonné odposlechy má
možnost ovlivnit konfiguraci softwaru, například zasláním adres stránek, které ji konkrétně
zajímají a mají být upřednostněny.
Pro výstupní soubory je použit formát PCAP. Vstup je možné načíst také z PCAP
souboru, nebo zachytávat přímo pomocí síťové karty. Program byl rozdělen na dvě základní
části. První je rekonstrukce TCP proudů, která umožňuje zpracovávat najednou celý obsah
tvořený hlavičkou HTTP protokolu a jeho tělem. Druhou částí je analýza získaných proudů
a jejich rozdělení na HTTP toky, včetně jejich zařazení do správné třídy. Schéma částí
programu je uvedeno na obr. 6.2
Obě části budou spouštěny pro každý TCP stream sekvenčně. Nejprve proběhne rekon-
strukce TCP a po rozpoznání posledního paketu streamu bude spuštěna HTTP analýza.
Důvodem je skutečnost, že jednotlivé pakety tvořící jeden TCP stream mohou být libovolně
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Obrázek 6.1: Umístění produktu v systému pro zákonné odposlechy
přeházeny, a pro analýzu protokolu aplikační vrstvy je nutné mít k dispozici všechny a ve
správném pořadí.
Dále je součástí programu několik pomocných modulů, které slouží k zápisu a čtení
PCAP a textových souborů nebo k práci s konfiguračním souborem. Konfigurační soubor
bude popsán v příslušné podkapitole.
6.2 Rekonstrukce TCP proudů
TCP proud je množina paketů odeslaných v rámci jednoho TCP spojení. Jinými slovy,
pro potřebu práce je to množina paketů, které procházejí sítí v určitém časovém úseku, a
mají stejné následující hodnoty:
• Zdrojová IP adresa
• Cílová IP adresa
• Zdrojový TCP port
• Cílový TCP port
Každý TCP proud by měl být zahájen TCP-SYN sekvencí, ale v programu nebude tato
sekvence vyžadována. Díky tomu budou zpracovány i toky navázané ještě před startem
programu. Pro třídění jednotlivých paketů podle těchto 4 položek bude využita indexo-
vací tabulka. Využívat konkatenaci všech údajů by znamenalo porovnávat velké indexy,
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Obrázek 6.2: Přehledové schéma jednotlivých modulů v systému
proto bude výhodnější použít dobře zvolenou hashovací funkci, která délku indexu pod-
statně zkrátí, ale zachová dobrý rozptyl údajů po tabulce. Je důležité, aby pakety proudící
od klienta k serveru byly zařazeny do stejného proudu, jako pakety od serveru klientovi.
Proto bude výhodné najít takovou hashovací funkci, která zajistí mapování obou směrů na
stejnou hodnotu. Případné kolize, které mohou nastat, je možné řešit zřetězeným lineárním
seznamem.
V programu je využíváno abstraktního typu TCPPacket, který obsahuje užitečný obsah
jednoho paketu spolu se všemi důležitými identifikátory. Identifikátory se rozumí zdrojová
a cílová IP adresa, zdrojový a cílový TCP port, čísla SEQ a ACK a bitové příznaky z TCP
hlavičky. Dalším důležitým typem je TCPStream, jehož obsahem bude vektor objektů typu
TCPPacket.
V každé iteraci program načte jeden paket a spočítá k němu příslušný hash (obr. 6.3).
Po nalezení místa v tabulce je prohledán lineární seznam k tomuto místu připojený. Při
nalezení správného TCPStreamu je k němu paket připojen. Pokud není vhodný TCPStream
nalezen, je nejprve vytvořen. Po připojení paketu k TCPStreamu běh programu pokračuje
načtením dalšího paketu.
Každý TCPStream má v sobě uložené poslední viděné číslo SEQ. Z něj je dopočítáváno
číslo následující. Při připojování paketu ke streamu je kontrolováno, zda jeho SEQ číslo
souhlasí s očekávaným. Pokud tomu tak není, je paket uložen do dočasného bufferu, kde
čeká, až budou doplněny pakety, které měly přijít před ním. Algoritmus porovnávání vychází
ze stavového automatu protokolu TCP definovaného v [9].
Pří zpracovávání jednotlivých paketů je kontrolováno, zda již TCPStream nebyl ukon-
čen. To může nastat dvěma způsoby:
• Byla detekována ukončovací sekvence příznaků FIN a ACK (řádné ukončení).
• Byl detekován příznak RST (jednostranný reset při předpokládané chybě).
V případě ukončení TCPStreamu je uvolněn jeho případný dočasný buffer a TCPStream
je předán dalšímu modulu systému - HTTP klasifikátoru.
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6.3 HTTP toky a dělení do tříd
Protokol HTTP ve verzi 1.1 podporuje přenos více souborů identifikovaných různými
URL v jednom TCP spojení. Definujme tedy HTTP tok jako množinu paketů, která náleží
jednomu TCP proudu a zároveň se vztahuje k jednomu URL. Klasifikátor prochází jednot-
livé proudy a pakety v nich. Zjišťuje, ke kterému URL se daná komunikace váže, a zároveň
určuje třídu, do které daný HTTP tok zařadí. Pokud je uprostřed zpracování TCP proudu
detekována změna URL, nebo je zpracovávaný TCP stream ukončen, je provedeno zařazení
všech paketů zpracovaného HTTP toku do konkrétní třídy.
Jednotlivé toky jsou roztříděny prioritně do předdefinovaných tříd. Předdefinované třídy
mají bez další konfigurace nastaveny identifikátory 100, 200, 300, S a O. 100 značí třídu pro
aktivní komunikaci, 200 třídu pro pasivní komunikaci a 300 pro multimediální třídu. S ozna-
čuje třídu pro šifrovaný a nerozpoznaný obsah a O třídu pro ostatní protokoly. Identifikátory
tříd 100, 200 a 300 je možné předefinovat na jiné hodnoty. Před spuštěním anaylýzy je také
možné uživatelsky dodefinovat libovolnou třídu s číslem různým od předdefinovaných tříd.
Musí ale platit, že číslo jakékoliv třídy je větší než 0 a menší než 899. Třídy vyšší než 900
budou vyhrazeny pro interní využití uvnitř programu a jako aliasy pro předdefinované třídy
S a O.
HTTP toky jsou do jednotlivých tříd přiřazovány podle několika různých kritérií. Vývo-
jový diagram průchodu programem je znázorněn na obr. 6.3. Nejprve je nutné extrahovat
případnou HTTP hlavičku z každého paketu a rozdělit je na jednotlivé položky. Pak začíná
vlastní analýza. Výchozí třída každého toku je na začátku jeho analýzy nastavena na nej-
vyšší možnou hodnotu. V průběhu analýzy je třída snižována. Analýza probíhá nad každým
zpracovávaným paketem sekvenčně na několika úrovních podle různých kritérií:
1. Typ dotazu a odpovědi
Jedná se o první analýzu v pořádí, protože pokud se zjistí, že žádný paket streamu
neobsahuje HTTP hlavičku, je stream okamžitě přesunut do třídy S nebo O a není již
dál zpracováván. Do třídy S je přesunut, pokud jiné okolnosti nasvědčují tomu, že by
se mohlo jednat o HTTP komunikaci (např. číslo portu), jinak je přesunut do třídy
O. Dotaz typu POST snižuje třídu aktuálního toku na hodnotu 100, ostatní typy na
300.
2. Hlavička Content-Type
Prověřením lze snadno zjistit typ informací přenášených protokolem HTTP. Otázkou
zůstává, zda dnešní servery poskytují tento parametr v každé odpovědi a pravdivě.
Při implementaci vlastního webového serveru nebo úpravě stávajícího je jistě možné
tento údaj podvrhnout. Proto je důležité umožnit rozpoznávání datového typu i jinou
metodou, například rozpoznáváním vzorů. Při detekci multimediálních dat zůstává
tok ve třídě 300, jinak je povýšen do třídy 200, pokud již není ve třídě užitečnější.
3. Hlavička Host
U každého potenciálního pachatele trestných činnů bude nutné sledovat přístupy
k různým zdrojům v Internetu. Často může být nutné sledovat přístup pouze na
jeden konkrétní web. Proto bude kontrolována i hlavička Host, která spolu s identi-
fikátorem dotazovaného objektu tvoří URL. Podle něj pak bude možné upřednostnit
provoz mezi klienty a vybranými internetovými portály.
4. Detekce vzorů v přenášených datech
Nejpomalejší a nejdůkladnější je analýza těla komunikace pomocí vzorů. Vzory spolu
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s cílovými třídami je možné nastavit v konfiguračním souboru. Tato metoda je vhodná
například pro detekci multimedíálních dat, a to i v případě podvržení hlavičky Content-
Type.
Dále budou probíhat doplňující kontroly spouštěné nad HTTP tokem po detekci jeho
ukončení (tedy ukončení TCP streamu nebo změně URL):
• Port serveru
Tato kontrola je důležitá pro rozpoznání HTTPS přenosu, neboť v šifrovaných datech
není možné vysledovat žádné hlavičky ani vzory. Sledují se porty 80 a 443.
• Reverzní DNS záznam serveru
Bude sloužit pro zjištění přibližných URL HTTPS přenosů. Zjistí reverzní DNS zá-
znam podle IP adresy serveru. Bude nutné připojení klasifikátoru k DNS serveru.
Tato analýza bude však časově velice náročná. Navíc se analyzátor musí aktivně ze-
ptat DNS serveru, což může zvýšit šanci na odhalení odposlechu. Kontrolu proto bude
možné v konfiguračním souboru zakázat.
Všechny kontroly je nutné provést s každým zachyceným dotazem i odpovědí. Nestačí
kontrolovat pouze první bajty TCP streamu, ale je nutné ho projít celý. V opačném případě
by při použití persistentního spojení nebo dokonce zřetězení dotazů mohlo dojít k zmeškání
detekce důležitých dat. Bylo zjištěno, že v případě zpracování pouze začátku streamu je
možné ztratit až 60% dotazů [1].
6.4 Konfigurace
Konfigurační soubor je načítán programem vždy při spuštění a je možné pomocí něj ve
velkém měřítku změnit chování programu. Řádky, které jako první znak obsahují # jsou
považovány za komentáře a jsou ignorovány. Příklad hotového konfiguračního souboru se
nachází v příloze B.
Konfigurační soubor je rozdělen do několika sekcí:
• Global
Obsahuje obecné nastavení programu. Je v ní definováno, zda vstupní data pocházejí
ze souboru nebo přímo ze síťové karty, v případě vstupního souboru i jeho název. Sekce
obsahuje i nastavení ovlivňující zpracování toků, jako například filtrování prázdných
toků (s užitečným obsahem nulové velikosti) a aktivaci pokročilejších technik (zpětný
DNS překlad, vyhledávání vzorů). Nachází se zde i volby výstupu IRI zpráv.
• Classes
Slouží ke změnám tříd. Umožňuje dva druhy změn. Nejdůležitější je definice uživatel-
ských tříd, které slouží k jemnějšímu dělení komunikace. Další funkcí sekce je volitelné
přečíslování hlavních tříd 100, 200 a 300 na jiné identifikátory.
• Urls, Patterns
Sekce Urls a Patterns obsahují vzory vyhledávané v příchozích paketech. V Urls jsou
definovány regulární výrazy, jejichž shoda je hledána v URL probíhajících toků. Pat-
terns obsahuje vzory, které jsou hledány v těle požadavků a odpovědí.
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Obrázek 6.3: Vývojový diagram zpracování na úrovni TCP (vlevo) a HTTP (vpravo)
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Kapitola 7
Implementace
Pro ověření správnosti návrhu byl systém popsaný v předchozí kapitole implementován
a otestován. Tato kapitola popisuje použité implementační techniky a jednotlivé problémy,
na které jsem v rámci implementace narazil.
7.1 Použité technologie
Následující odstavce popisují použíté implementační prostředky, které byly využity k vy-
tvoření realizačního výstupu práce. Cílovou platformou byl zvolen Linux, ve 32 i 64 bitové
verzi. Hlavním implementačním jazykem je C++, pro pomocné skripty byl vybrán Python.
Jedním z cílů implementace byla minimální závislost na externích knihovnách. Proto
jsou pro většinu úkolů použity funkce ze standardní knihovny jazyka C, nebo z knihoven
STL, které jsou velmi často přítomny na cílových systémech.
Pro zachytávání paketů a základní práci s nimi je použita knihovna libpcap. Umožňuje
také čtení a zápis PCAP souborů a velice rychlé filtrování paketů podle zadaných kritérií.
Knihovna je součástí balíku tcpdump.
Pomocné funkce, jako například zjišťování reverzních DNS záznamů nebo práce s řetězci
zabezpečuje sada knihoven Boost, která značně rozšiřuje možnosti standardních knihoven
i programovacího jazyka jako takového.
7.2 Rekonstrukce TCP proudů
Po načtení paketů a odfiltrování provozu vedeného jiným transportním protokolem,
než je TCP, je prováděna rekonstrukce TCP streamů. Každý paket je rozbalen na úroveň
vrstvy TCP a je hledáno vhodné místo v hash tabulce. Jako hashovací funkce byl zvolen
algoritmus FNV1a s 32-bitovým výsledkem, který je podle studie [21] vhodný pro proudy
obsahující na síťové vrstvě protokol IP verze 6. Zejména se jedná o maximální rozptyl
po tabulce a minimální překrývání položek. Vhodnost pro IP protokol verze 4 je možné
prokázat testováním, popsaným dále. Algoritmus vypadá následovně [22]:
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1 o f f s e t b a s i s = 0x811C9DC5
2 FNV prime = 0x01000193
3
4 hash = o f f s e t b a s i s
5 for each o c t e t o f d a t a to be hashed
6 hash = hash XOR oc t e t o f d a t a
7 hash = hash ∗ FNV prime
8 return hash
Konstanty offset basis a FNV prime jsou použity dle doporučení autorů algoritmu.
Funkci bylo potřeba upravit, aby pro pakety proudící oběma směry vracela stejný výsle-
dek. Toho bylo docíleno tím, že do funkce vstupuje výsledek operace xor mezi zdrojovou a
cílovou adresou a také mezi zdrojovým a cílovým portem. Také je nutné, aby funkce uměla
zpracovat adresy protokolu IP verze 4 i 6. Po úpravě vypadá výpočet následovně:
1 o f f s e t b a s i s = 0x811C9DC5
2 FNV prime = 0x01000193
3
4 hash = o f f s e t b a s i s
5
6 for each 32 b i t s e c t i o n in IP address
7 part = 32 b i t s e c t i o n o f s r c addr XOR 32 b i t s e c t i o n o f dst addr
8 for each byte o f part
9 hash = ( byte XOR hash ) ∗ FNV prime
10
11 por t xo r = s r c p o r t XOR ds t po r t
12
13 for each byte in por t xo r
14 hash = ( byte XOR hash ) ∗ FNV prime
15
16 return hash
Základní testování hashovacího algoritmu probíhalo zpracováním reálných dat vygene-
rovaných běžným používáním osobního počítače i dat generovaných v laboratoři a násled-
ným zobrazením histogramu rozptylu dat po tabulce. Sledovaným kritériem byl počet kolizí
v hash tabulce, který by měl být nižší než 1% z celkového počtu streamů. Testovací data a
výsledky testování jsou uvedeny v tabulce 7.1. Soubor test2.pcap obsahuje reálné přenosy.
Soubory test5.pcap a test6.pcap jsou uměle vygenerovány z komunikace 253 virtuálních
strojů se dvěma servery.
Název souboru Počet paketů Počet TCP streamů Počet konfliktů v tabulce
test2.pcap 7 684 193 0
test5.pcap 675 445 94 082 0
test6.pcap 1 812 173 253 167 0
Tabulka 7.1: Testovací data a výsledky testu
Jak je patrné z tabulky 7.1, při zpracování testovacích PCAP souborů se kolize vůbec
nevyskytovaly. Proto bylo provedeno doplňkové testování, při kterém byly algoritmu před-
kládány pseudonáhodně generované čtveřice hodnot (zdrojová a cílová IP adresa, zdrojový
a cílový port). Testování bylo pro každý počet čtveřic provedeno desetkrát, v tabulce 7.2
jsou uvedeny průměrné počty kolizí a podíl kolizí v rámci všech hodnot zapisovaných do
tabulky. Při 10 000 000 čtveřic je vidět zvýšené množství kolizí, část z nich však mohla
nastat opakovaným generováním stejných čísel. Sledovaným kritériem byl počet kolizí. Ten
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byl ve všech případech výrazně nižší než 1% zpracovaných čtveřic. Funkce je tedy využitelná
k zamýšlenému účelu – počítání hashe hlavičkových dat z paketu.
Počet čtveřic Průměrný počet kolizí Podíl kolizí v zápisech [‰]
100 0,0 0,000
1 000 0,0 0,000
10 000 0,0 0,000
100 000 1,2 0,012
1 000 000 116,8 0,116
10 000 000 11 535,3 1,153
Tabulka 7.2: Výsledky doplňkového testu funkce FNV-1a
7.3 HTTP toky a dělení do tříd
Modul pro třídění se stará jak o vlastní dělení do jednotlivých tříd, tak i o detekce
různých optimalizací HTTP protokolu: více dotazů jedním spojením a řetězení dotazů.
Po načtení nového TCP proudu je odeslána informace o zahájení toku IRI zapisovači.
Poté jsou postupně procházeny pakety. U každého je nejprve detekována hlavička HTTP
protokolu. Děje se tak vyhledáváním řetězce
”
HTTP“ v textu. Pokud není nalezen, zpra-
cování paketu končí s výslednou třídou S nebo O. Třída S je zvolena při zjištění portu
serveru 80 nebo 443, jinak je paket zařazen do třídy O. Pokud je řetězec
”
HTTP“ nalezen,
je zjištěno, zda se jedná o dotaz nebo odpověď kontrolou, jestli je řetězec
”
HTTP“ na za-
čátku textu. Pokud je, jedná se o odpověď, jinak je to dotaz. Program pokračuje přečtením
celé hlavičky a podle jednotlivých polí je určována výsledná třída. Také jsou kontrolovány
všechny URL, které se v hlavičkách v paketu vyskytují. Po projití všech paketů proudu
jsou spuštěny doplňkové kontroly (port, vyhledávání vzoru), tok je ukončen, je odeslána
IRI zpráva a běh programu pokračuje dalším TCP proudem.
Velice častá optimalizace přenosem více souborů přes jedno spojení je řešena deteková-
ním změny URL. Pokud k takové změně uprostřed TCP streamu dojde, je uzavřen aktuální
HTTP tok, všechny jeho pakety vypsány do příslušné třídy na disku a zahájen nový HTTP
tok nově detekovanou URL. Do tohoto toku je ihned zařazen i paket, ve kterém byla změna
URL detekována. Nakonec jsou odeslány příslušné IRI zprávy.
V případě, že je zjištěno použití zřetězených dotazů, je detekce změny URL vyřazena.
Je to nutné vzhledem k požadavku mít na výstupu stejné pakety jako na vstupu. Pokud
bychom při každé změně URL vytvořili nový tok, URL by se změnilo několikrát uprostřed
jednoho paketu a současně by měl každý dotaz patřit do jiné třídy, bylo by nutné paket
nějakým způsobem dělit. Paket je ale ve zbytku programu považován za atomickou jed-
notku. Celý, nerozdělený, TCP stream je tedy přiřazen nejlepší možné třídě, jakou by získal
kterýkoliv dílčí tok v případě rozdělení.
Problémem dané architektury je vysoká paměťová náročnost. Protože musí být všechny
pakety jednoho HTTP toku v jedné třídě a třída se může s příchodem každého paketu
změnit, je možné o umístění rozhodnout až po příchodu posledního paketu. Všechny TCP
streamy, které nejsou ukončené pomocí TCP FIN sekvence nebo RST příznaku, tak zůstá-
vají v paměti, a čekají na další příchozí pakety. Při delším běhu programu by tak zůstavalo
velké množství streamů v paměti, i kdyby již nebyly třeba. Je tedy nutné po určitém čase
nečinnosti stream považovat za ukončený. To je zařízeno pomocí porovnávání časových zna-
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ček příchodu paketu. Čas mezi vstupem prvního a posledního paketu na vstup je rozdělen
na okna po předem určených intervalech (obr. 7.1). Na konci každého okna je provedena
kontrola, zda uprostřed okna dorazil ke streamu alespoň jeden paket. Pokud nedorazil, je
stream považován za ukončený, rozdělen do tříd a jím obsazená paměť je uvolněna. Ji-
nými slovy, pokud poslední paket TCP streamu dorazil v okně, které je již označeno za
neplatné, je stream ukončen. Tímto chováním je simulován timeout při ztrátě spojení mezi
jednotlivými uzly. Zpětné procházení streamů a hledání časových značek však může spotře-
bovávat nepodstatné množství systémových prostředků, proto bude funkci možné vypnout
prostřednictvím konfigurace.
čas
příchod 1. paketu
  z PCAP souboru
   příchod posledního
paketu z PCAP souboru
časové okno
výchozí: 20s
neplatná okna
předchozí
   okno
aktuální
  paket
Obrázek 7.1: Schéma časových oken používaných při sestavování TCP proudů
Ze stejného důvodu jako v předešlém případě může být spotřeba paměti razantně zvý-
šena při dlouhém TCP spojení, při kterém je přeneseno mnoho dat, typicky se jedná staho-
vání rozsáhlých souborů. Stahovaný soubor by zůstával až do uzavření spojení v operační
paměti. Předchozí funkce by paměť neuvolnila, neboť by stále přicházely další pakety. Ře-
šením je nastavení určitého počtu paketů, po kterém se provede vyhodnocení a zařazení
do třídy i bez ukončení spojení. Stream je zapsán na disk a uvolněn z paměti. Všechny
další příchozí pakety streamu již poté nejsou vyhodnocovány a jsou rovnou zapisovány do
výstupní třídy. Ukázka průběhu obsazené paměti v čase je uvedena v kapitole Testování.
Jako pomůcka pro zpřehlednění výstupních PCAP souborů bylo implementováno filtro-
vání protokolu TCP. Jedná se o přesun navazovací (TCP SYN) a ukončovací (TCP FIN)
sekvence datagramů do třídy S, takže v důležitějších třídách se poté nachází již jen užitečný
obsah komunikace, jak je vidět na obrázku 7.2.
7.4 Pomocné struktury a funkce
Při implementaci bylo třeba řešit spoustu drobných komplikací. Některé byly natolik
komplexní a důležité, že pro ně vznikla vlastní třída v objektovém modelu. Jednalo se
zejména o zapouzdření IP adres a výstup zpráv týkajících se odposlechu (IRI - Intercept
Related Information).
7.4.1 IP adresy
Problémem, který nastal při implementaci části starající se o kompletaci a řazení TCP
streamů, byla adresace protokolu IP verze 6. Struktury používáné pro IPv4 nejsou pro no-
vější verzi použitelné, protože ve verzi 4 má IP adresa délku 32 bitů, zatímco v 6. verzi 128
bitů. Byla proto navržena třída zapouzdřujíci oba typy adres a poskytující transparentní
přístup k nim pro všechny ostatní části programu. Třída obsahuje identifikátor používané
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Obrázek 7.2: Záznam paketů při použití filtrování (vlevo) a bez něj (vpravo)
verze protokolu IP a dostatek místa pro uložení obou typů adres. Zároveň obsahuje před-
definované i pomocné operace s adresami, jako jejich porovnávání, nebo převod na textové
řetězce.
7.4.2 Výstup IRI zpráv
Při návrhu modulu na výstup zpráv s informacemi o zpracovávaných přenosech byl brán
ohled hlavně na univerzálnost. Nikdy není jisté, jak budou informace dále zpracovávány.
Základem je výpis IRI zpráv do souboru, kdy jsou data zapisována v následujícím formátu:
Flow from fd01:0:0:2::43,9516 to fd01:0:0:1::2,80 begins.
Flow from fd01:0:0:2::43,9516 to fd01:0:0:1::2,80 continues with URL \
’server.domain/index.html’.
Flow from fd01:0:0:2::43,9516 to fd01:0:0:1::2,80 ends in class 120.
IRI zprávy jsou generovány při zahájení a ukončení toku a při detekci URL. Při ukončení
toku je navíc hlášena třída, do které byl tok zařazen. Z příkladu je vidět, že jsou vypisovány
všechny důležité informace o IP adresách, portech, URL a detekované třídě přenosu. Tyto
informace však může být potřeba dále třídit a zpracovávat. Pro ty případy podporuje
program výstup do síťového socketu. Výstup je ve formátu kompatibilním s projektem
SEC6NET[23]. Navíc lze části výstupu v pythonu pomocí funkce eval() jednoduše převést
na datový typ tuple a dále zpracovávat. V rámci testování byl vytvořen krátký skript
v pythonu, který ukazuje, jak takové zpracování může vypadat.
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Kapitola 8
Testování
Testování realizačního výstupu – programu HTTP Classifier – bylo zaměřeno především
na ověření funkčnosti a zjištění časové a paměťové náročnosti. Účelem testování bylo prově-
řit, zda je program schopen zpracovávat dostatečně rychle data získaná z linky o kapacitě
100 Mb/s či 1 Gb/s.
8.1 Funkční testování
Testování chování programu probíhalo pomocí souborů ve formátu PCAP generovaných
zachytáváním běžné komunikace. Při generování souborů bylo používáno běžných programů
a nástrojů komunikujících se servery v Internetu, jako je internetový prohlížeč, rýchlé zasí-
lání zpráv, e-mail a podobně. Při testování vstupních modulů a rekonstrukce TCP proudů
byly generovány spíše malé soubory přesně cílených dat (např. komunikace pouze s jedním
serverem). Následně bylo testováno třídění do tříd generováním pouze takového provozu,
který spadá právě do jedné třídy, a následným porovnáním vstupních a výstupních souborů.
Zachytáváním provozu byly vytvořeny soubory uvedené v tabulce 8.1.
Název souboru Počet paketů Velikost [bytů] Obsah
ffb.pcap 2475 1 887 525 Procházení facebook.com
fseznam.pcap 1 595 622 266 Hledání na seznam.cz
fsurf.pcap 6 649 4 582 720 Prohlížení různých webů
fyoutube.pcap 17 042 19 530 399 Sledování videa na youtube.com
ftest.pcap 16 655 15 883 091 Hledání na google.com, prohlížení webů
fcomplex.pcap 24 395 23 498 445 Hledání na seznam.cz, odesílání dat, video
Tabulka 8.1: Testovací data
Program byl pro testování funkcí nastaven následovně:
• Vypnut reverzní DNS překlad, vypnuto filtrování SYN a FIN.
• Vytvořena uživatelská třída 90, do které jsou vkládány toky s URL shodným s regu-
lárními výrazy ^[^\/]*seznam\.cz.*\$ a ^[^\/]*google\..*\$.
• Interval čištění paměti nastaven na 20 sekund.
Po spuštění programu s každým vstupem byly analyzovány výstupní soubory. Velikosti
těchto souborů jsou uvedeny v tabulce 8.2 a grafu 8.1. U souboru ffb.pcap byla většina
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Název souboru
Velikost výstupního souboru třídy [B]
90 100 200 300 S O
ffb.pcap 24 3 375 2 993 24 1 857 946 23 283
fseznam.pcap 400 256 24 5 552 198 824 9 588 8 142
fsurf.pcap 48 965 4 915 1 820 357 1 002 621 1 662 704 43 278
fyoutube.pcap 1 313 24 81 535 19 411 599 15 630 20 418
ftest.pcap 824 307 3 024 783 320 14 112 108 63 632 98 820
fcomplex.pcap 395 676 155 979 1 233 814 21 323 511 728 216 51 713
Tabulka 8.2: Výsledky testování
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Obrázek 8.1: Velikosti výsledných tříd
zachycené komunikace šifrována, proto je nejvíce dat přiřazeno do třídy S, a v ostatních
třídách je pouze málé množství paketů. Výsledky u souboru fseznam.pcap jsou ovlivněny
nastavením programu. V tomto souboru je spousta URL shodná s regulárním výrazem na-
staveným v konfiguračním souboru pro třídu 90, proto je podstatná část dat přesunuta do
této třídy. Ve třídě 300 jsou umístěny přenosy externích obrázků z jiných domén. Soubor
fsurf.pcap obsahuje běžné procházení několika webů, proto jsou velikosti výstupních sou-
borů vyrovnanější. U souboru fyoutube.pcap převaha multimediálních přenosů způsobuje
zařazení většiny obsahu komunikace do třídy 300.
Název souboru
Velikost výstupního souboru třídy [B]
100 200 300 S O
ffb.pcap 3 375 2 993 24 1 857 946 23 283
fseznam.pcap 4 042 214 969 385 621 9 588 8 142
fsurf.pcap 4 915 1 840 738 1 031 181 1 662 704 43 278
fyoutube.pcap 24 82 824 19 411 599 15 630 20 418
ftest.pcap 7 042 1 382 394 14 333 299 63 632 98 820
fcomplex.pcap 155 979 1 466 241 21 486 736 728 216 51 713
Tabulka 8.3: Výsledky testování bez regulárních výrazů
Soubory ftest.pcap a fcomplex.pcap obsahují všechny druhy komunikace z předchozích
souborů, pokouší se tedy simulovat reálný provoz po síti. Při generování souboru ftest.pcap
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byl nejprve vyhledáván řetězec ve vyhledávači Google.com, poté prohlíženy některé další
weby (ze kterých jeden používal šifrování) a na závěr shlédnuto video na Youtube.com.
Po vyhodnocení experimentů byl program se všemi vstupy spuštěn ještě jednou, avšak
bez použití regulárních výrazů pro upřednostnění vyhledávačů. Výsledky jsou v tabulce 8.3.
Změny proti tabulce 8.2 jsou vyznačeny tučně. Je patrné, že provoz dříve zařazený do třídy
90 kvůli detekci URL je nyní rozdělen do tříd 100, 200 i 300.
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Obrázek 8.2: Průběh třídění souboru fcomplex.pcap v čase
Začátek souboru fcomplex.pcap je tvořen vyhledáváním na Seznam.cz. Uprostřed bylo
vyhledáváno autobusové spojení na Idos.cz a nahráván soubor do online úložiště. Na konci
pak bylo opět vyhledáno a shlédnuto video na Youtube.com. U tohoto souboru bylo sledo-
váno dělení do tříd v závislosti na časových značkách odchycených paketů. Časový průběh
odposlechu se znázorněním plnění jednotlivých tříd je zobrazen na grafu 8.2. Graf vyjadřuje
množství paketů zapsané do dané třídy v průběhu jedné sekundy. Přibližně od 19:31:28 do
19:32:10 došlo k několika vyhledání na portálu Seznam.cz. V grafu se to projevilo převahou
třídy 90. V čase mezi 19:32:20 a 19:33:20 byla odeslílána data pomocí formulářů (vyhle-
dání spojení, odeslání souboru). V grafu jsou v tomto časovém úseku vidět maxima, která
vznikla zařazením paketů do třídy 100. Přibližně v čase 19:33:35 bylo vyhledáváno video na
Youtube.com. V grafu je v tomto čase možné pozorovat komunikaci zařazenou do tříd 200
a 300 (HTML i náhledové obrázky). Video bylo následně přehráváno, a tím došlo k přenosu
velkého množství dat třídy 300.
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Z výsledků je patrné, že multimediální obsah ve třídě 300 tvoří značnou část zpra-
covávaných přenosů, v tomto případě dokonce 85 % dat ze vstupních souborů. Všechna
odposlechnutá data musí být ze systému pro zákonné odposlechy přenesena pomocí roz-
hraní HI3 orgánům činným v trestním či přestupkovém řízení. Pokud z přenosu vyřadíme
multimediální třídu, u které je pravděpodobné, že pro vyšetřování nebude příliš důležitá,
značně snížíme objem přenášených dat. Takto můžeme vyřadit z přenosu všechny méně
důležité třídy.
8.2 Testovací prostředí
Při konečných úpravách projektu bylo nutné ladit různé detaily, které se často v běžném
provozu nevyskytují, například konkrétní kombinace IPv6 rozšiřujících hlaviček. Konečné
testování bylo tedy prováděno v laboratorních podmínkách, kde je možné dané experimenty
realizovat. Testování probíhalo na architektuře naznačené na obr. 8.3. Mezi serverovou a
klientskou sítí byl zapojen přepínač firmy Cisco, na kterém byl nastaven span port násle-
dujícími příkazy:
SWITCH(config)#monitor session 1 source interface fa0/1
SWITCH(config)#monitor session 1 destination interface fa0/3
... ...
Fa0/1 Fa0/2
Fa0/3
PC s nainstalovaným
SW HTTP Classiﬁer
Cisco Catalyst 
  3560 series
Spirent Avalanche TestCenter
     100PC client network Spirent Avalanche TestCenter     100PC server network
Monitor Session
Fa0/1 -> Fa0/3
Obrázek 8.3: Testovací architektura
Všechna data, která proudila mezi klienty a servery byla tedy zrcadlena na port, ke
kterému bylo připojeno PC s běžícím programem HTTP Classifier. Klientská i serverová
část sestávala vždy ze 100 strojů a obě byly simulovány nástrojem Spirent Avalanche. Jedná
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se o nástroj pro zátěžové testování počítačových sítí. Je schopný na svých portech simulo-
vat jak klientskou tak serverovou stranu. Umí generovat reálný provoz mnoha aplikačních
protokolů přes různé portokoly transportní a síťové vrstvy.
Jako testovací PC byl použit notebook s procesorem Intel Core2Duo T5870 běžícím
na frekvenci 2GHz a 3GB RAM. Na tomto PC byl nainstalován operační systém Ubuntu
13.04 v desktopové 64-bitové verzi. Na testovacím PC byl nejprve provoz odchytáván po-
mocí nástroje Wireshark a následně ve formě souboru předložen programu HTTP Classifier
pro zpracování. Velice brzy však nastaly problémy s paměťovou a procesorovou náročností
Wiresharku, který nebyl schopný rychle zpracovat komunikaci o objemu v řádu stovek
megabajtů. Další testování tedy probíhalo zachytáváním pomocí nástroje TCPDump, či
samotným testovaným programem.
8.3 Paměťová náročnost
Paměťová náročnost byla měřena pomocí nástroje Massif, který je součástí balíku Val-
grind. Většina testovacích dat byla uměle generována v laboratoři nástrojem Spirent Ava-
lanche. Aby se zabránilo zkreslení vlivem jednotvárnosti generovaných dat, byly mezi tes-
tovací množinu vloženy i soubory odchycené při běžném internetovém provozu. Navíc byly
soubory vygenerované pomocí Spirent Avalanche upraveny náhodným smazáním jednot-
livých paketů, což simulovalo horší parametry linky a chyby na obou stranách přenosu.
Informace o testovacích souborech jsou v tabulce 8.4. Naměřené hodnoty jsou zazname-
nány v tabulce 8.5.
Název souboru Počet paketů Velikost [bytů] Zdroj
test1.pcap 9 218 1 379 363 Běžný provoz
test2.pcap 7 684 4 951 716 Běžný provoz
test3.pcap 232 867 36 365 569 Spirent Avalanche
test4.pcap 332 997 56 609 370 Spirent Avalanche
test5.pcap 675 445 187 262 786 Spirent Avalanche, přidané chyby
test6.pcap 1 812 173 502 591 779 Spirent Avalanche, přidané chyby
Tabulka 8.4: Testovací data
Název souboru Max. obsazená paměť [kB]
test1.pcap 101
test2.pcap 4 785
test3.pcap 123
test4.pcap 173
test5.pcap 28 130
test6.pcap 31 802
Tabulka 8.5: Paměťová náročnost
U souborů test2, test5 a test6 si lze všimnout nadměrného obsazení paměti. To je způso-
beno uměle vnesenými chybami, kvůli kterým není řádně ukončen probíhající TCP stream.
Ten tak zůstává v paměti a čeká na další pakety, které by do něj mohly být zařazeny. Pro-
gram je v testovací konfiguraci nastaven tak, že vždy po dvaceti sekundách probíhá kontrola
neaktivních TCP streamů, při níž jsou odstraněny z paměti. Bylo provedeno testování i s vy-
pnutým pravidelným odstraňováním neaktivních TCP streamů z paměti, celková obsazená
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paměť však v tomto případě byla o mnoho vyšší (viz obr. 8.4, na kterém je zobrazena spo-
třeba paměti v čase při zpracování souboru test5.pcap). Spotřebovaný procesorový čas však
zůstal stejný. Čistění paměti v pravidelných intervalech je tedy doporučeno nevypínat.
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Obrázek 8.4: Průběh obsazené paměti v čase, nahoře s čistěním paměti, dole bez něj
8.4 Časová náročnost
Časová náročnost programu byla měřena pomocí nástroje time. Výsledkem jsou hodnoty
real, user a sys. Real vyjadřuje celkový reálný čas, po který program běžel, user programem
spotřebovaný procesorový čas v uživatelském prostoru a sys spotřebovaný procesorový čas
pro systémová volání. Naměřené hodnoty jsou uvedeny v tabulce 8.6.
Název souboru Real [s] User [s] Sys [s]
test1.pcap 0,812 0,052 0,104
test2.pcap 0,063 0,048 0,012
test3.pcap 1,611 1,400 0,204
test4.pcap 2,129 1,852 0,202
test5.pcap 6,789 5,804 0,984
test6.pcap 17,909 15,200 2,164
Tabulka 8.6: Časová náročnost
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Na základě naměřených hodnot byla spočtena průměrná rychlost zpracování vstupních
dat, a to jak na základě počtu paketů, tak na základě velikosti vstupních souborů. V obou
případech byla za skutečnou délku běhu programu považována naměřená hodnota Real
z tabulky 8.6. Výsledky jsou v tabulce 8.7.
Název souboru Rychlost [paketů/s] Rychlost [MB/s]
test1.pcap 11 352 1,62
test2.pcap 121 968 74,95
test3.pcap 144 548 21,53
test4.pcap 156 410 25,35
test5.pcap 99 491 26,35
test6.pcap 101 238 26,76
Tabulka 8.7: Rychlost zpracování
Z tabulky 8.7 je patrné, že měření v případě souboru test1.pcap bylo zatíženo znatelnou
chybou, neboť podstatnou část času strávil procesor na dynamickém linkování a iniciali-
zacích. Proto bude tento řádek pro další výpočty vyřazen. U souboru test2.pcap je vidět
znatelné zvýšení rychlosti zpracování v bajtech za sekundu, ačkoliv rychlost v paketech za
sekundu zůstává stejná jako u následujících souborů. Příčinou je původ souboru. Soubor
byl naplněn daty odchycenými z komunikace internetového prohlížeče a webových serverů.
Obsahoval tedy o mnoho větší pakety, než soubory uměle generované. Při umělém gene-
rování souborů v laboratoři byla účelně zachovávána nízká velikost paketů, protože jejich
zpracování trvá déle (u každého paketu je nutné provést všechny analýzy), a lze na nich
ověřit délku trvání výpočtů v nejhorších možných případech.
Průměrná velikost paketů [B] Datová rychlost [Mb/s]
300 285,44
600 570,96
800 761,28
1000 951,60
1200 1 141,92
Tabulka 8.8: Zpracovatelný tok
Spočtením průměru hodnot uvedených v tabulce 8.7 byla zjistěna průměrná rychlost
zpracování 124731 paketů/s. Při uvažování rychlosti v bajtech za sekundu je nutné brát
v úvahu velikost paketů. Z tabulky 8.7 získáme datovou rychlost 34,98 MB/s, což odpovídá
průměrné velikosti paketů 294 bajtů. V praxi však mohou být velikosti paketů vyšší, což
znatelně zvýší zpracovatelný datový tok, jak je vidět na příkladu test2.pcap. Při uvažování
naměřené paketové rychlosti můžeme dopočítat zpracovatelný datový tok pro různé prů-
měrné velikosti paketů, jak jsou uvedeny v tabulce 8.8. Výpočty jsou však pouze teoretické.
Reálná rychlost bude o něco nižší, neboť se s většími pakety zvedne i doba potřebná k jejich
zapsání na disk.
Cílem testování bylo zjistit, zda lze plynule bez možnosti přeplňění bufferů klasifikovat
HTTP toky do tříd na lince o rychlosti 100 Mb/s. Měřením bylo zjištěno, že program
je schopen pracovat dostatečnou rychlostí i ve špatných podmínkách. Zvětšení průměrné
velikosti paketů a přidání více paketů jiných aplikačních protokolů rychlost zpracování dále
zvyšuje. Díky tomu je možné zpracování dat i z linky o rychlosti 1 Gb/s, i když v případě
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zahlcení plné kapacity linky jedním uživatelem, který by přenášel velké množství malých
HTTP paketů, by docházelo k zahlcení.
Testování mohlo být ovlivněno chybou, vzhledem k syntetické povaze testovacích sou-
borů. Použití reálných dat procházejících sítí nějakého poskytovatele připojení však není
možné bez určité anonymizace těchto dat. I poté by ale mohly nastat problémy s legálností
takového jednání. Během testování bylo zjištěno, že použitý generátor Spirent Avalanche
nedokáže při potřebném nastavení vyvinout kontinuální tok o rychlosti vyšší než přibližně
28 Mb/s. Z tohoto důvodu byly testovací data při testování výkonnosti nejprve zachycena
do PCAP souboru na disku. Potom byla spuštěna analýza tohoto souboru.
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Kapitola 9
Závěr
Cílem této práce bylo vytvořit program, který je schopný třídit síťový provoz do několika
tříd, v závislosti na užitečnosti přenosů pro oprávněné orgány. Výsledky práce budou pou-
žity v rámci nástroje pro zákonné odposlechy SEC6NET[23]. Úloha vytvořeného programu
bude spočívat v redukci odposlechnutého provozu, který bude posílán zákonným orgánům.
V kapitolách 2 a 3 byly shrnuty základy počítačových sítí a odposlechů v nich prová-
děných. Odposlechy na aplikační vrstvě jsou velice obsáhlým problémem, a proto byl po
konzultaci s vedoucím práce zvolen konkrétní protokol, na nějž se práce zaměří. Tím je pro-
tokol HTTP. V druhé kapitole jsou popsány všechny skutečnosti, které se tohoto protokolu
týkají, a které jsou důležité pro rozpoznávání dat pomocí něj přenášených. V třetí kapi-
tole byla popsána architektura systému pro zákonné odposlechy tak, jak je doporučována
evropskou organizací ETSI.
Provoz zasílaný prostředníctvím HTTP byl v kapitole 4 rozdělen do čtyř předdefino-
vaných tříd. Byla vytvořena speciální třída pro umístění šifrované komunikace a také tři
obecné třídy, sloužící k roztřídění přenášeného obsahu podle úrovně užitečnosti pro orgány
činné v trestním či přestupkovém řízení. Do zvláštní třídy je oddělen i provoz, který nepro-
bíhá protokolem TCP. V rámci konfigurace systému je možné dodefinovat další třídy, které
mohou sloužit například pro uložení komunikace se specifickými webovými servery. Dále
je možné nakonfigurovat pravidla pro přesuny do důležitějších tříd. Konkrétně je přesun
proveden při shodě URL a regulárního výrazu nebo při nalezení daného vzoru v obsahu
HTTP komunikace.
V kapitole 5 je navrženo několik způsobů, jak lze internetový provoz klasifikovat do
dříve vytvořených tříd. Jedná se o rozpoznávání čísla portu a údajů získaných z HTTP
hlavičky, jako např. URL nebo typu obsahu. V závěru kapitoly jsou také popsány existující
způsoby pokročilého rozpoznávání, které však nejsou příliš vhodné pro účel této práce.
Návrhem softwaru se zabývá kapitola 6. Program byl koncipován jako konfigurovatelný,
aby ho bylo možné přispůsobit různým potřebám. Byl rozdělen na dvě hlavní části: rekon-
strukci TCP proudů a vlastní klasifikaci do tříd. Dále obsahuje několik pomocných modulů,
které se starají o práci s vstupy a výstupy, zpracování nastavení nebo výpis informací o pro-
bíhajících tocích v textové podobě. Ty mohou být použity, pokud odposlouchávaná strana
nepořebuje znát obsah komunikace a stačí ji pouze informace, že odposlouchávaný procházel
určité stránky.
V kapitole 7 je popisována implementace navrhovaného programového vybavení. Jsou
popsány jednotlivé technologie a knihovny, které byly při vytváření realizačního výstupu
použity. Dále jsou zmíněna některá zajímavá témata týkající se vlastní implementace rekon-
strukce TCP streamů i HTTP klasifikátoru, jako je výběr a přizpůsobení vhodné hashovací
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funkce, nebo různé techniky pro snížení paměťové náročnosti.
V kapitole 8 je popsána testovací architektura i způsoby testování funkcí a paměťové
i časové náročnosti. Testování probíhalo v laboratorních podmínkách za pomoci generá-
toru síťového provozu Spirent Avalanche i mimo laboratoř analýzou zachyceného běžného
provozu.
Bylo zjištěno, že vytvořený nástroj je schopný pracovat dostatečně rychle, aby ho bylo
možné využít na analýzu plně saturovaných síťových linek s propustností 100 Mb/s. Tím
byla potvrzena použitelnost v reálném prostředí. Na linkách s rychlostí 1 Gb/s je situace
složitější. I při vypnutí rozšířených možností programu, jako je vyhledávání vzorů nebo čiš-
tění paměti, nestačil procesorový výkon testovacího stroje na dostatečně rychlé zpracování
všech paketů z teoretické, plně saturované, linky. Protože však bude vstup programu před-
filtrovaný a bude se v něm nacházet pouze provoz aktuálně odposlouchávaných uživatelů,
nemělo by k přehlcení docházet. Laboratorně však toto tvrzení nelze ověřit, protože se stá-
vajícím vybavením není možné vygenerovat dostatečné množství paketů pro plnou saturaci
linky o rychlosti 1Gb/s.
Jako další rozšíření se nabízí podpora více aplikačních protokolů, například SMTP nebo
IMAP. U těchto protokolů je však dnes používáno šifrování ještě častěji, než u HTTP. To
znemožňuje přesnou klasifikaci bez znalosti šifrovacího klíče. Dále by bylo možné program
rozšířit o další detekční techniky v rámci protokolu HTTP, např. detekce pomocí regulárních
výrazů i u jiných hlaviček, než Content-Type a Host (resp. celé URL). S cílem zvýšit rychlost
programu by bylo možné paralelizovat obě hlavní části – TCP rekonstrukci i rozpoznávání
protokolu HTTP – tak, aby byla data zpracovávána zřetězeně a běžely po většinu času obě
části programu najednou.
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Příloha A
Uživatelský manuál
Program při spuštění přijímá jeden volitelný parametr, a tím je název vstupního sou-
boru. Pokud není parametr zadán, je název vstupu hledán v konfiguračním souboru. Nasta-
vení programu je prováděno pomocí konfiguračního souboru config.cfg. Konfigurační soubor
je rozdělen do 4 sekcí. Sekce [global] obsahuje obecná nastavení, další sekce potom definice
vlastních tříd a kritérií pro třídění.
Sekce [global]
Sekce může obsahovat následující příkazy:
• InputFile - definuje název vstupního PCAP souboru.
• OutputTemplate - definuje vzor pojmenování výstupních souborů. Program za tento
název automaticky doplní číslo třídy, která je v souboru obsažena a příponu
”
.pcap“.
Pokud je možnost zakomentována, název výstupního souboru je odvozen od souboru
vstupního.
• OutputMode - může nabývat hodnot
”
w“ (výstupní soubory jsou neustále přepiso-
vány) nebo
”
a“ (výstupní soubory přepisovány nejsou, jsou vytvářeny nové a řazeny
podle pořadových čísel ve jméně souboru).
• MaxPackets - hodnota označuje maximální počet paketů zpracovávaných v rámci
jednoho streamu. Maximálně po daném počtu paketů je nalezena vhodná výstupní
třída. Pokud je ve streamu paketů více, jsou následující již jen kopírovány do výstupní
třídy bez provádění analýzy.
• CleanupInterval - interval hledání neaktivních streamů v paměti a jejich násilného
ukončování.
• IRIMode - může nabývat hodnot
”
file“(IRI informace jsou zapisovány do textového
souboru) nebo
”
socket“(IRI informace jsou odesílány do síťového socketu).
• IRIFile - při zápisu IRI informací do souboru definují název tohoto souboru.
• InverseDNS - při hodnotě
”
yes“ u tohoto příkazu je aktivován reverzní DNS překlad
IP adresy HTTP serveru.
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• FilterTCP - při hodnotě
”
yes“ jsou pakety s nulovou délkou užitečného obsahu (ty-
picky TCP hanshake a ukončování spojení) přesunuty do třídy S. Důležitější třídy se
tím stávají přehlednějšími.
• PatternMatching - při hodnotě
”
yes“ je povoleno hledání vzorů v celých paketech.
Vzory jsou definovány v sekci [patterns].
Sekce [classes]
Pomocí klíčového slova
”
Class“ a čísla třídy umožňuje deklarovat uživatelskou třídu,
která může být použita v následujících sekcích konfiguračního souboru. Pomocí příkazů
”
MainClass1“,
”
MainClass2“ a
”
MainClass3“ následovaných číslem třídy je možné přede-
finovat hlavní třídy na jiné identifikátory, než jsou základní 100, 200 a 300. Všechna čísla
tříd musí být v rozsahu 1 - 899.
Sekce [urls] a [patterns]
Obě sekce jsou si velmi podobné. Na každém řádku je uvedeno jedno pravidlo přiřazení
do tříd. Pravidlo začíná číslem třídy, pokračuje bílým znakem a končí regulárním výrazem
(v případě sekce [urls]) nebo řetězcem k vyhledání (v sekci [patterns]). V sekci [urls] regulární
výraz porovnáván s URL HTTP toků a v případě shody je tok přesunut do dané třídy
(pokud se již v této nebo vhodnější třídě nenachází). V sekci [patterns] je výraz vyhledáván
v celém obsahu paketu. V případě nalezení je třída toku nastavena maximálně na třídu
výrazu.
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Příloha B
Příklad konfiguračního souboru
# HTTP Classifier configuration file
#
[global]
# Can be file or device
InputType file
# Input device name or filename
InputFile test/ftest.pcap
InputDevice eth2
# Template of output filename
# Id of class and pcap extension will be added
# If commented out, the input name with class number postfix will be used
OutputTemplate test/output
# Output mode can be
’’
a‘‘ (Append) or
’’
w‘‘ (reWrite)
OutputMode w
# IRIType can be
’’
socket‘‘ or
’’
textfile‘‘
IRIType textfile
IRIFile test/iri.txt
IRIAddress localhost
IRIPort 29876
# Max count of packets inspected in one TCP Stream
MaxPackets 20000
# Interval of deleting old inactive streams, in seconds
CleanupInterval 20
# Reverse DNS calls to determine hostname when URL is not known from header
InverseDNS no
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# TCP handshake and finalization will be moved to class S, when set to yes
FilterTCP yes
# Activates pattern matching
# Patterns definitions are in own section
PatternMatching yes
[classes]
# User classes definitons
# Class id have to be numeric
# Default classes are 100, 200, 300, S~and O.
# 100, 200 and 300 can be overwritten by MainClass commands
# User classes can be defined by Class command
MainClass1 500
MainClass2 600
MainClass3 700
Class 90
Class 120
Class 130
[urls]
# Class URL definitions
#
# Uses extended regexp format.
# Mandatory delimiter between class number and regexp is TAB.
#
# Example:
#
# To add url to class 30, if other cicumstances cannot add it to higher class
#30 .*foo\.bar.*
90 ^[^\/]*seznam\.cz.*$
90 ^[^\/]*google\..*$
[patterns]
## Patterns definitions
120 GIF89
130 JFIF
130 <?xml version=
52
