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Abstract
In this paper, we present a nonmonotone trust-region algorithm with nonmonotone penalty parameters
for the solution of optimization problems, with nonlinear equality constraints and bound constraints.
The proposed algorithm combines an SQP approach with a trust-region strategy to globalize the process.
Each step is obtained through the computation of a normal step (to reduce infeasibility) and a tangen-
tial step (to decrease some merit function). The algorithm makes use of an augmented Lagrangian function
as merit function, and allows the value of this merit function and the penalty parameter involved in it to
decrease non-monotonically. The global convergence theory for the proposed algorithm is developed with-
out regularity assumption, and shows that any limit point of the sequence generated by the algorithm is a
’-stationary point, while at least one limit point, under the suitable assumptions, is a substationary
point (and a stationary point if it is feasible). Some preliminary numerical experiments are also
reported.
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1. Introduction
Every minimization problem with nonlinear equality and inequality constraints can be reduced, by
means of the introduction of slack variables, to the standard form
min f(x)
s:t: c(x) = 0;
l6 x6 u;
(1.1)
where x∈Rn, c(x)=(c1(x); c2(x); : : : ; cm(x))T, m¡n, f(x) and ci(x) (i=1; 2; : : : ; m) are real functions
deFned in X= {x∈Rn | l6 x6 u} and −∞6 li ¡ui6+∞ (i = 1; 2; : : : ; n). All along the paper,
we denote by g(x) the gradient of f(x) and A(x)=(∇c1(x); : : : ;∇cm(x)). Let ‖ ·‖ be the l2-norm on
Rn and also use fk for f(xk), ck for c(xk), etc. We deFne a ’-stationary point and a substationary
point of (1.1) as follows.
Denition 1.1 (Gomes et al. [8]): For some x∗ ∈X, if there exist l¿ 0, u¿ 0, l, u ∈Rn, such
that
A(x∗)c(x∗)− l + u = 0;
Tl (x
∗ − l) = 0; Tu (u− x∗) = 0;
then x∗ is called a ’-stationary point of (1.1).
Denition 1.2 (Chen et al. [3]): For some x∗ ∈X, if there exist l¿ 0, u¿ 0 and ∈Rm such that
g(x∗) + A(x∗)− l + u = 0;
Tl (x
∗ − l) = 0; Tu (u− x∗) = 0;
then x∗ is called a substationary point of problem (1.1). Moreover, if c(x∗) = 0, then x∗ is called a
stationary point of problem (1.1).
Moreover, a point x is said to be feasible if x∈X and c(x) = 0. A feasible point x is said to be
regular if the gradients of the active constraints at x are linearly independent. It is obvious that a
regular substationary point is a stationary point.
For a general problem such as (1.1), we do not know whether the feasible set F={x∈Rn | c(x)=0,
l6 x6 u} is a nonempty set. If F=∅, that is, (1.1) has no feasible solution, then it has no stationary
point. In other words, we can only obtain a substationary point or a ’-stationary point of (1.1). For
example, we consider
min f(x) = (x1 − 1)2 + x22
s:t: 2x1 + (x2 − 2)2 = 0;
06 x1; x26 1:
Take x0 =(0; 1)T, we can check that x0 is a ’-stationary point, furthermore, it is also a substationary
point. But c(x0) = 0 and the example is infeasible.
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Formulation (1.1) is used in many successful practical algorithms for nonlinear programming,
like those based on the generalized reduced gradient (see [11]) and on the augmented Lagrangian
approach (see [4]).
Given xk ∈X an estimate of the solution, problem (1.1) is also often solved by sequential quadratic
programming (SQP) methods, and it is assumed that a search direction dk can be computed by
solving the following quadratic programming subproblem
min gTk d+
1
2 d
TBkd
s:t: ck + ATk d= 0;
l6 xk + d6 u;
(1.2)
where Bk ∈Rn×n is a symmetric matrix. The new iterate is then set to xk+1=xk+kdk , where k ¿ 0
is a step length and k depends on some line search techniques [1].
In this paper, we use the concepts of the substationary point and the ’-stationary point and
introduce a general algorithm, based on SQP and trust regions for solving (1.1). In particular, most
trust-region algorithms proposed up to now are descent methods, in that they only accept the trial
point as next iterate if its merit function value is strictly lower than that at the current iterate. This
monotonicity property ensures that each “successful iteration” produces a point that is better than any
other point found so far, a property which is heavily used in the theoretical justiFcations for such
algorithms. Toint [16] pointed out that abandoning this algorithmic restriction allows the sequence of
iterates to follow the bottom of curved narrow valleys (a common occurrence in diMcult nonlinear
problems) much more loosely, which hopefully results in longer and more eMcient steps. References
[6,10], etc. also discuss nonmonotone trust-region methods.
In this work, we use the following augmented Lagrangian function as merit function as [8]
P(x; ; ) = ‘(x; ) + (1− )’(x); ∈ [0; 1]; (1.3)
where
‘(x; ) = f(x) + Tc(x); ’(x) = 12 ‖c(x)‖2;
∈Rm is the Lagrange multiplier. In the convergence theory, the monotone decrease of  is not
necessary. Gomes et al. [8] deFne a nonmonotone strategy that ensures convergence and allows one
to test diNerent “degrees of nonmonotonicity”. Their numerical results show that the nonmonotone
strategy algorithm spends less time and takes less iterations than the monotone strategy one in many
occasions.
This work generalizes and modiFes, in many aspects, the approach given in [2,3,7,8,13,14,16],
for constrained optimization. Our algorithms are nonmonotone methods, i.e., the value of the merit
function does not decrease monotonically, no monotone property of the penalty parameter, either. At
each iterate, two subproblems are solved. Under no regularity assumption, we prove that any limit
point of the sequence generated by our algorithm is a ’-stationary point or one of the limit points
is a substationary point of (1.1). Furthermore, under the suitable conditions, the substationary point
is just a stationary point.
This paper is organized as follows: Section 2 introduces the main model algorithm. In Section 3,
it is proved that, under mild conditions, this algorithm is well deFned and some global convergence
results are given. In Section 4, we report some numerical experiments. Some conclusions are stated
in Section 5.
10 Z. Chen, X. Zhang / Journal of Computational and Applied Mathematics 172 (2004) 7–39
2. Description of the main algorithm
Let xk ∈X and k ∈Rm be an approximate solution of (1.1) and Lagrange multiplier estimates
at the kth iteration, respectively. Then many sequential quadratic programming (SQP) methods for
solving problem (1.1) obtain a search direction dk by solving subproblem (1.2). However, (1.2)
may be infeasible, especially when a trust-region constraint is added. One way to overcome the
infeasibility is the known Byrd–Omojokun strategy, which splits a step into its normal and tangential
components. The purpose of a normal step is to reduce infeasibility while one of a tangential step is
to decrease the merit function values. Therefore, we Frst consider solving the following subproblem:
min k(v) = 12 ‖ck + ATk v‖2 + 12 ‖v‖2
s:t: l6 xk + v6 u;
‖v‖∞6 0:8R;
(2.1)
where R¿ 0 is a trust region radius and the regularizing term ‖v‖2=2 guarantees that (2.1) is a
strictly convex programming problem, which implies from vk(R) = 0 that xk is a ’-stationary point
of (1.1) (see Lemma 3.1), where vk(R) is the solution to subproblem (2.1). We then solve the
following subproblem:
min k(d) =∇‘Tk d+ 12 dTBkd
s:t: ATk d= A
T
k vk(R);
l6 xk + d6 u;
‖d‖∞6R;
(2.2)
where Bk ∈Rn×n is an approximate Hessian matrix of the Lagrangian function for problem (1.1)
at xk . Since vk(R) is feasible for (2.2), there exists an optimal solution to (2.2). Let dk(R) be a
solution to (2.2). Having determined the trial step dk(R), We deFne the actual reduction of the
merit function (1.3) from xk to xk + dk(R) as
aredk(R) = P(xk ; k ; k)− P(xk + dk(R); k + k ; k)
and the predicted reduction as
predk(R)= k[−∇‘Tk dk(R)− 12 dk(R)TBkdk(R)− (ck + ATk dk(R))Tk]
+ 12 (1− k)(‖ck‖2 − ‖ck + ATk dk(R)‖2);
where k +k is a new Lagrange multiplier estimate at the trial point xk +dk(R). In order to allow
the nonmonotonicity, we let
Pi(k) = P(xi(k); i(k); i(k)) = max
06j6m(k)
{P(xk−j; k−j; k−j)}; (2.3)
where m(k)=min{m(k − 1)+ 1; M;Mk}, m(0) := 0, M¿ 0 is an integer constant and Mk¿ 0 is an
integer variable. Pi(k) denotes the maximum among Pk−m(k); Pk−m(k)+1; : : : ; Pk and i(k) denotes the
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index corresponding to the maximum. Obviously, k − m(k)6 i(k)6 k. Let
!1; k(R) =
Pi(k) − P(xk + dk(R); k + k ; k)∑k
j=i(k) predj(R)
; (2.4)
!2; k(R) =
Pk − P(xk + dk(R); k + k ; k)
predk(R)
; (2.5)
!k(R) = max{!1; k(R); !2; k(R)}; (2.6)
where !2; k(R) is the usual ratio in the standard trust-region method and !1; k(R) is the measure-
ment in the nonmonotone sense. If !k(R)¿ "1 ∈ (0; 1), then the next iteration point is xk+1 = xk +
dk(R), otherwise, a new smaller trust-region radius R is chosen, then resolve (2.1) and (2.2) until
!k(R)¿ "1. The kth iteration is completed. If M =0, it is obvious that the algorithm is a monotone
trust-region one in the usual sense. The nonmonotone strategy for penalty parameter is given in the
following algorithm and the details are discussed in Section 3.
Algorithm 2.1. Step 0: Given x0 ∈X, 0 ∈Rm is an estimate of the Lagrange multiplier at x0, a
symmetric matrix B0 ∈Rn×n, Rmin ¿ 0, "1; "2 ∈ (0; 1), an integer constant M¿ 0, m(0) := 0; M0 :=
M and k := 0.
Step 1: R(0)k := Rmin, i := 0.
Step 2: Let vk(R
(i)
k ) and dk(R
(i)
k ) be the solutions to (2.1) and (2.2), respectively. If vk(R
(i)
k )= 0
and ck = 0 or vk(R(i)k ) = 0 and 0 is a stationary point of (2.2), then stop.
Step 3: Compute k ∈Rm such that ‖k +k‖6L1. (In a practical implementation, k depends
on Bk; xk ; k and R
(i)
k ).
Step 4: Choose k; i ∈ [0; 1] such that
predk(R
(i)
k )¿
1
4 (‖ck‖2 − ‖ck + ATk dk(R(i)k )‖2): (2.7)
Especially, if ck = 0, then set k; i ∈ [k;0; 1], where k;0¿min{1; 0; : : : ; k−1}.
Step 5: Calculate !k(R
(i)
k ).
(i) If !k(R
(i)
k )¡"1, then R
(i+1)
k := "2R
(i)
k , Mk := Mk + 1, i := i + 1, go to Step 2;
(ii) If !k(R
(i)
k )¿ "1, then
dk = dk(R
(i)
k ); vk = vk(R
(i)
k ); Rk =R
(i)
k ;
xk+1 = xk + dk; Mk+1 =M; k = k; i;
m(k + 1) = min{m(k) + 1; M;Mk}:
Step 6: Generate Bk+1, k := k + 1, and go to Step 1.
Remark. In Step 3, L1 is a large constant, e.g., L1 = 104. In the convergence analysis of Algorithm
2.1, L1 is only a given positive constant. In the implementation of the algorithm, if some Lagrange
multiplier estimate  is such that ‖‖¿L1, it can be projected on the box ‖‖∞6L1=
√
n. In
other words, the estimates of the Lagrangian multipliers are arbitrary in the convergence analysis of
Algorithm 2.1, where we only assume that it is bounded (although we use the Lagrangian multiplier
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obtained when we solve subproblem (2.2)). In Step 4, the details about the choice of k; i are
given in Section 3. In Step 5, if !k(R
(i)
k )¡"1, then we decrease the trust-region radius, enlarge
the measurement of nonmonotonicity, and go to step 2, whose process is called the inner cycle.
Otherwise, it is called the outer cycle. Rk is the trust-region radius for which the trial step dk
is accepted, whose iteration is called the successful one. R(i)k means the trust-region radius inside
the ith inner cycle. The index i represents the iteration number in the inner cycle. Moreover, at
the beginning of each iteration, we always set R(0)k = Rmin in Step 1, which will avoid too small
trust-region radii. The details can be found in [12].
3. Global convergence
We introduce the following assumptions for the global convergence analysis in this paper:
(AS1) f(x) and ci(x) (i = 1; 2; : : : ; m) are twice continuously diNerentiable for all x∈X.
(AS2) There exists a bounded convex closed set $ such that xk are all in $ for all k.
(AS3) The matrices {Bk} are uniformly bounded.
At Frst, we have the following lemma:
Lemma 3.1. xk is a ’-stationary point if and only if vk(R) = 0 for all R¿ 0.
Proof. Note that (2.1) is a strictly convex programming problem, which implies that vk(R) = 0 is
equivalent to 0 being a Karush–Kuhn–Tucker (KKT) point of (2.1). The result is obtained by the
deFnition of the ’-stationary point.
Theorem 3.2. If vk(R)=0 and 0 is a stationary point of (2.2), then xk is a substationary point of
(1.1).
Proof. The conclusion is easily deduced from the deFnition of the substationary point and the fact
that 0 is a stationary point of (2.2).
Lemma 3.3. Algorithm 2.1 is well de9ned. That is, if the process does not terminate at xk , then
the inner cycle stops after a 9nite number of iterations.
Proof. Suppose that Algorithm 2.1 does not stop at kth iteration such that the inner cycle at the kth
iteration is looped. It follows that
!k(R
(i)
k )¡"1; i = 0; 1; 2; : : : ; (3.1)
where R(i)k = "
i
2Rmin, the super index i denotes the ith inner iteration. By the Taylor’s expansion,
we have that
c(xk + dk(R
(i)
k )) = c(xk) + A(xk)
Tdk(R
(i)
k ) + O(‖dk(R(i)k )‖2);
f(xk + dk(R
(i)
k )) = f(xk) +∇f(xk)Tdk(R(i)k ) + 12 dk(R(i)k )T∇2f(xk + %k; idk(R(i)k ))dk(R(i)k );
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P(xk + dk(R
(i)
k ); k + k ; k; i)
=k; i‘(xk + dk(R
(i)
k ); k + k) + (1− k; i)’(xk + dk(R(i)k ))
=k; i[f(xk + dk(R
(i)
k )) + (k + k)
Tc(xk + dk(R
(i)
k ))] +
1
2 (1− k; i)‖c(xk + dk(R(i)k ))‖2
=k; i‘(xk ; k) + k; i[∇x‘(xk ; k)Tdk(R(i)k ) + 12 dk(R(i)k )T∇2f(xk + %k; idk(R(i)k ))dk(R(i)k )
+(c(xk) + A(xk)Tdk(R
(i)
k ))
Tk] + ‖k + k‖O(‖dk(R(i)k )‖2)
+12 (1− k; i)‖c(xk) + A(xk)Tdk(R(i)k )‖2 + O(‖dk(R(i)k )‖2);
where %k; i ∈ (0; 1). By Step 3 of Algorithm 2.1, ‖k + k‖6L1, we have that
P(xk ; k ; k; i)− P(xk + dk(R(i)k ); k + k ; k; i)− predk(R(i)k )
=12 k; idk(R
(i)
k )
T(Bk −∇2f(xk + %k; idk(R(i)k )))dk(R(i)k ) + O(‖dk(R(i)k )‖2):
By (AS1)–(AS3), there exist positive constants a1 and a2 such that
|P(xk ; k ; k; i)− P(xk + dk(R(i)k ); k + k ; k; i)− predk(R(i)k )|6 (a1k; i + a2)‖dk(R(i)k )‖2:
(3.2)
Now we consider the following two cases:
(1) vk(R
(i)
k ) = 0; (2) vk(R
(i)
k ) = 0:
For (1), we have that ck = 0, ATk dk(R
(i)
k ) = 0. So
predk(R
(i)
k ) = k; i(−∇‘Tk dk(R(i)k )− 12 dk(R(i)k )TBkdk(R(i)k )) =−k; ik(dk(R(i)k )): (3.3)
Since the algorithm does not stop, 0 is not a stationary point of (2.2), which implies that
k(dk(R
(i)
k ))¡ 0. By Step 4 in Algorithm 2.1, k; i¿ k;0 under case (1). Moreover, there exists sk =
0 such that sk is a feasible descent direction of (2.2), which implies that there exists a scalar Tk ¿ 0
such that ATk sk = A
T
k vk(R
(i)
k ) = 0, l6 xk + sk6 u for any ∈ [0; Tk] and ∇‘Tk sk =∇dk(0)Tsk ¡ 0.
Let s(i)k = (R
(i)
k =‖sk‖∞)sk . Then for R(i)k ¿ 0 small enough, s(i)k is a feasible point of (2.2). Hence,
by the boundedness of {Bk},
k(dk(R
(i)
k ))6k(s
(i)
k ) =∇‘Tk s(i)k +
1
2
s(i)
T
k Bks
(i)
k
=
R(i)k
‖sk‖∞ ∇‘
T
k sk +
(R(i)k )
2
2‖sk‖2∞
sTk Bksk
6
R(i)k
2‖sk‖∞ ∇‘
T
k sk (3.4)
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holds for all suMciently large i. From (3.2)–(3.4), we have that∣∣∣∣∣P(xk ; k ; k; i)− P(xk + dk(R
(i)
k ); k + k ; k; i)
predk(R
(i)
k )
− 1
∣∣∣∣∣
6
2(a1k; i + a2)‖sk‖∞‖dk(R(i)k )‖2
k; i|∇‘Tk sk |R(i)k
6
2n(a1k; i + a2)‖sk‖∞(R(i)k )2
k;0|∇‘Tk sk |R(i)k
→ 0 if i →∞: (3.5)
The last inequality follows from ‖dk(R(i)k )‖6
√
n‖dk(R(i)k )‖∞ and k; i¿ k;0. It yields a contradic-
tion from (3.1) and (3.5).
For (2), we consider the following problem:
min (Akck)Ty
s:t: l6 xk + y6 u;
‖y‖∞6 1:
Let y∗ be a solution to the subproblem above. Since 0 is not a solution to (2.1), y∗TAkck ¡ 0 and
y∗ is a feasible descent direction of subproblem (2.1) at v=0. Let v= y∗, ¿ 0 and let Tk be the
solution of min¿0k(y∗), we then have that
Tk =− y
∗TAkck
‖y∗‖2 + ‖ATk y∗‖2
:
On the other hand, if 06 6min{1; 0:8R(i)k } def= t
(i)
k , then
l6 xk + y∗6 u; ‖y∗‖∞6 0:8R(i)k :
If Tk6 t
(i)
k , then
k(vk(R
(i)
k ))6k( Tky
∗) =
1
2
‖ck‖2 − 12
(cTk A
T
k y
∗)2
‖y∗‖2 + ‖ATk y∗‖2
;
which implies that
‖ck‖2 − ‖ck + ATk vk(R(i)k )‖2¿
(cTk A
T
k y
∗)2
‖y∗‖2 + ‖ATk y∗‖2
+ ‖vk(R(i)k )‖2
¿
(cTk A
T
k y
∗)2
‖y∗‖2 + ‖ATk y∗‖2
= − Tky∗TAkck :
If Tk ¿ t
(i)
k , then
k(vk(R
(i)
k ))6k(t
(i)
k y
∗) =
1
2
‖ck‖2 + t(i)k cTk ATk y∗ +
(t(i)k )
2
2
(‖y∗‖2 + ‖ATk y∗‖2):
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Note that Tk ¿ t
(i)
k implies that
t(i)k (‖y∗‖2 + ‖ATk y∗‖2)¡− cTk ATk y∗:
By the two relations above,
‖ck‖2 − ‖ck + ATk vk(R(i)k )‖2¿− t(i)k y∗TAkck :
So, we have that
‖ck‖2 − ‖ck + ATk vk(R(i)k )‖2¿ |y∗TAkck |min{ Tk ; t(i)k }:
For all suMciently large i, min{ Tk ; t(i)k }= 0:8R(i)k . By ATk dk(R(i)k ) = ATk vk(R(i)k ) and (2.7),
predk(R
(i)
k )¿
1
4 (‖ck‖2 − ‖ck + ATk vk(R(i)k )‖2)¿ a3R(i)k ; (3.6)
where a3 = 0:2|y∗TAkck |. Similar to (3.5), we have, from (3.2) and (3.6), that
|!2; k(R(i)k )− 1|6
(a1k; i + a2)‖dk(R(i)k )‖2
a3R
(i)
k
6
n(a1k; i + a2)(R
(i)
k )
2
a3R
(i)
k
→ 0 if i →∞;
which is also a contradiction with (3.1).
So the result is true.
The parameter  that satisFes (2.7) is chosen according to F.A.M. Gomes et al. (see [8]). Let us
Frst deFne
min0 = 1;
mink =min{1; 0; 1; : : : ; k−1}; k¿ 1;
largek =
(
1 +
N
(k + 1)1:1
)
mink ; (3.7)
where N¿ 0 is a number that reUects the “degree of nonmonotonicity” desired for the penalty
parameter. At the ith inner cycle of xk , we deFne
supk; i = 
sup(xk ;R
(i)
k ) = sup{∈ [0; 1]|predk(R(i)k )¿ 0:25(‖ck‖2 − ‖ck + ATk d(R(i)k )‖2)}: (3.8)
Thus the value of k; i that satisFes (2.7) is given by
k; i = (xk ;R
(i)
k ) = min{ supk; i ; ′k; i}; (3.9)
where ′k; i is given by
′k; i =


largek ; if i = 0;
′(xk ;R
(i)
k ) def=
k; i−1 = (xk ;R
(i−1)
k ); if i¿ 0:
(3.10)
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Lemma 3.4. For the penalty parameter sequence {k}, we have that
k − k+1 + kN(k + 1)1:1 ¿ 0
holds for all k.
Proof. We assume that
!k+1(R
(ik+1)
k+1 )¿ "1; !k+1(R
(ik+1−1)
k+1 )¡"1;
where ik+1 is a nonnegative integer. By the choice of the penalty parameter ,
k+1 = k+1; ik+1 = min{supk+1; ik+1 ; ′k+1; ik+1}
6 ′k+1; ik+1 = k+1; ik+1−1 = min{supk+1; ik+1−1; ′k+1; ik+1−1}
6 ′k+1; ik+1−1 = k+1; ik+1−26 · · ·6 ′k+1;0 = largek+1 :
Moreover,
largek+1 =
(
1 +
N
(k + 1 + 1)1:1
)
mink+1
¡
(
1 +
N
(k + 1)1:1
)
mink+1
6
(
1 +
N
(k + 1)1:1
)
k ;
where the last inequality above is deduced by mink+1 = min{1; 0; 1; : : : ; k}. So the result holds.
The asymptotic stability of k , which corresponds to the successful iteration, is given in the
following lemma (also see [8, Lemma 6]).
Lemma 3.5 (Gomes et al. [8]). The penalty parameter sequence {k} is convergent.
By (AS1), (AS2) and the boundedness of k , it follows that ‘(xk ; k), ’(xk) and P(xk ; k ; k) are
bounded, which also implies that there exists a positive constant L2 such that
|‘(xk ; k)− ’(xk)|6L2 for all k: (3.11)
DeFne the nonmonotone index set
SNM = {k|!k(Rk) = !1; k(Rk) and !1; k(Rk) = !2; k(Rk)}:
In the discussion below, Pk; predk , vk ; dk and k are all the values corresponding to the successful
iterations. We have the following properties on SNM.
Z. Chen, X. Zhang / Journal of Computational and Applied Mathematics 172 (2004) 7–39 17
Lemma 3.6. Assume that SNM is an in9nite set and lim inf k→∞ predk=a4¿ 0. Then there exists k1
such that for any ju ∈ SNM, ju¿max{2M +3; M +k1+1}, we have an index t: ju−2−2M6 t ¡ ju
such that
Pi( ju)6Pt+1 − 14 "1a4:
Proof. It follows from Lemma 3.5 that limk→∞ (k−k−1)=0, which implies that, for "1a4=(2L2)¿ 0,
there exists k1 such that
|k − k−1|¡ "1a42L2 ∀k¿ k1; (3.12)
where L2 is deFned in (3.11). Suppose, by contradiction, that
Pi( ju)¿Pju−j − 14 "1a4; j = 0; 1; : : : ; 2M + 1
holds for some ju ∈ SNM and ju¿max{2M + 3; M + k1 + 1}. By the deFnition of Pi( ju), we have
that
Pi( ju) = max{Pju−m( ju); : : : ; Pju−1; Pju}= Pju−j0
holds for some j0: 06 j06m(ju). It follows from ju ∈ SNM and the deFnition of SNM that j0¿ 0.
If ju− j0− 1∈ SNM, which implies that !ju−j0−1= !1; ju−j0−1 and i(ju− j0− 1)¡ju− j0− 1, then,
since we consider the successful iterations,
Pi( ju−j0−1) − P(xju−j0 ; ju−j0 ; ju−j0−1)¿ "1
ju−j0−1∑
l=i( ju−j0−1)
predl: (3.13)
Note that
P(xju−j0 ; ju−j0 ; ju−j0−1) = Pju−j0 + (ju−j0−1 − ju−j0)(‘ju−j0 − ’ju−j0): (3.14)
So,
Pi( ju−j0−1) ¿P(xju−j0 ; ju−j0 ; ju−j0−1) + "1 predju−j0−1
(by (3:13) and i(ju − j0 − 1)¡ju − j0 − 1)
= Pju−j0 + (ju−j0−1 − ju−j0)(‘ju−j0 − ’ju−j0) + "1 predju−j0−1 (by (3:14))
¿Pju−j0 − L2|ju−j0−1 − ju−j0 |+ "1a4 (by (3:11) and predl¿ a4;∀ l)
¿Pju−j0 +
1
2 "1a4 (by (3:12))
= Pi( ju) +
1
2 "1a4 (by the deFnition of i(ju))
¿Pju−j +
1
4 "1a4; j = 0; 1; : : : ; 2M + 1 (by the supposition): (3.15)
On the other hand,
Pi( ju−j0−1) = max{Pju−j0−1−m( ju−j0−1); : : : ; Pju−j0−2; Pju−j0−1}= Pju−j0−1−j1
holds for some j1: 0¡j16m(ju − j0 − 1) and j0 + j1 + 16 2M + 1, which yields a contradiction
from (3.15).
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If ju − j0 − 1 ∈ SNM, which implies that !ju−j0−1 = !2; ju−j0−1, then
Pju−j0−1 − P(xju−j0 ; ju−j0 ; ju−j0−1)¿ "1 predju−j0−1¿ "1a4: (3.16)
So,
Pju−j0−1¿Pju−j0 + (ju−j0−1 − ju−j0)(‘ju−j0 − ’ju−j0) + "1a4 (by (3:14))
¿Pju−j0 +
1
2 "1a4 (by (3:11) and (3:12))
= Pi( ju) +
1
2 "1a4 (by the deFnition of i(ju))
¿Pju−j +
1
4 "1a4; j = 0; 1; : : : ; 2M + 1 (by the supposition);
which also yields a contradiction. Thus, the result is proved.
Let SNM={j1; j2; : : : ; ju; : : :}, Sˆ={jv ∈ SNM|jv+1− jv¿M +2}, then we have the following lemma.
Lemma 3.7. Assume that the hypotheses of Lemma 3.6 hold, then Sˆ is a 9nite set.
Proof. We assume, by contradiction, that Sˆ is an inFnite index subset. Let Sˆ = {jv1 ; jv2 ; : : : ; jvt ; : : :}
and jvt+1 − jvt¿M + 2, t = 1; 2; : : : :
At Frst, We prove that
Pjv1+2¿Pjv2+1 : (3.17)
By the deFnition of Sˆ, jv2 ∈ SNM, so there exists u1: 0¡u16m(jv2) such that
Pi( jv2 ) = max06u6m( jv2 )
{Pjv2−u}= Pjv2−u1
¿P(xjv2+1; jv2+1; jv2 ) + "1
jv2∑
l=i( jv2 )
predl (the successful iteration)
¿Pjv2+1 + (jv2 − jv2+1)(‘jv2+1 − ’jv2+1) + "1a4 (by (3:14) and u1¿ 0)
¿Pjv2+1 +
1
2
"1a4¿Pjv2+1 (by (3:11) and (3:12)): (3.18)
We now consider two cases.
Case 1: v1 + 1 = v2.
We have, by the deFnition of SNM, that
k ∈ SNM; for all k: jv1 + 16 k6 jv1+1 − 1;
which implies that
Pk ¿Pk+1 for all k: jv1 + 16 k6 jv1+1 − 1: (3.19)
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Moreover, it follows from 0¡u16M and jv1+1 − jv1 = jv2 − jv1¿M + 2 that
jv2 − u1 = jv1+1 − u16 jv1+1 − 1;
jv2 − u1¿ jv2 −M = jv1 + (jv2 − jv1)−M¿ jv1 + 2:
That is, jv1 + 1¡jv1 + 26 jv2 − u16 jv1+1 − 1, by (3.19),
Pjv1+2¿Pjv2−u1
(3:18)
¿ Pjv2+1:
The equality in the Frst relation above holds only when jv2 − u1 = jv1 + 2. So (3.17) holds.
Case 2: v1 + 1¡v2.
It follows from v1+1¡v2 that jv2¿ jv1+2¿ jv1+1+1. So, by 0¡u16M and jv1+1−jv1¿M+2,
jv2 − u1¿ jv1+1 + 1− u1 = jv1 + 1 + (jv1+1 − jv1)− u1¿ jv1 + 3: (3.20)
Case 2.1: jv2 − u16 jv1+1.
It follows, by (3.19) and (3.20), that (3.17) also holds.
Case 2.2: jv2 − u1 = jv1+1 + 1.
Since jv2 − u1 − 1 = jv1+1 ∈ SNM, there exists u′: 0¡u′6m(jv2 − u1 − 1) such that
Pi( jv2−u1−1) = Pjv2−u1−1−u′ ¿Pjv2−u1
(3:18)
¿ Pjv2+1: (3.21)
Note that jv2 − u1 − 1− u′ = jv1+1 − u′¡jv1+1 and
jv2 − u1 − 1− u′ = jv1+1 − u′
= jv1 + (jv1+1 − jv1)− u′
¿ jv1 + 2 (by jv1 ∈ Sˆ and u′6M):
It follows from (3.19) that Pjv1+2¿Pjv2−u1−1−u′ . Combining (3.21), we get (3.17).
Case 2.3: jv2 − u1¿jv1+1 + 1.
If jv2 − u1 − 1 ∈ SNM, we have, from !2; jv2−u1−1¿ "1 and (3.18), that
Pjv2−u1−1¿Pjv2−u1 ¿Pjv2+1:
If jv2 − u1 − 1∈ SNM, then there exists u′2: 0¡u′26m(jv2 − u1 − 1) such that
Pi( jv2−u1−1) = Pjv2−u1−1−u′2 ¿Pjv2−u1
(3:18)
¿ Pjv2+1:
Let
u2 =
{
1 if jv2 − u1 − 1 ∈ SNM;
1 + u′2 if jv2 − u1 − 1∈ SNM:
So, under case 2.3, there exists u2 : 16 u26 1 +M (by u′26M) such that
Pjv2−u1−u2 ¿Pjv2+1
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and
jv2 − u1 − u2¿ jv1+1 + 2− u2 = jv1 + (jv1+1 − jv1) + 2− u2¿ jv1 + 3:
If jv2 − u1 − u26 jv1+1 + 1, then, we have, similarly to cases 2.1 and 2.2, that (3.17) holds.
If jv2 − u1 − u2¿jv1+1 + 1, then, we can Fnd an integer number u3: 16 u36 1 +M such that
Pjv2−u1−u2−u3 ¿Pjv2+1 and jv2 − u1 − u2 − u3¿ jv1 + 3:
Repeating the process above, since v1 and v2 are two given indices, there exists ul:
16 ul6 1 +M such that
Pjv2−u1−u2−···−ul ¿Pjv2+1
and
jv1 + 36 jv2 − u1 − u2 − · · · − ul6 jv1+1 + 1:
So, (3.17) holds.
Next, for any jvt ∈ Sˆ, we have, similar to the proof of (3.17), that
Pjvt+2¿Pjvt+1+1 ; t = 1; 2; : : : : (3.22)
Finally, we have that
Pjvt+1 − Pjvt+2¿ 12 "1a4; t = 1; 2; : : : : (3.23)
In fact, it follows, from jvt ∈ Sˆ and jvt+1− jvt¿M +2, that jvt +1 ∈ SNM. So !jvt+1=!2; jvt+1¿ "1,
which implies that
Pjvt+1 ¿ P(xjvt+2; jvt+2; jvt+1) + "1 predjvt+1
(3:14)
= Pjvt+2 + (jvt+1 − jvt+2)(‘jvt+2 − ’jvt+2) + "1 predjvt+1
¿ Pjvt+2 +
1
2 "1a4 (by (3:11) and (3:12)):
Adding those inequalities in (3.23) from t = 1 to q, where q is an arbitrary positive integer, and
using the relation Pjvt+2¿Pjvt+1+1 , t = 1; 2; : : :, we have that
Pjv1+1 − Pjvq+2¿
q
2
"1a4
which, by the arbitrariness of q, (AS1) and (AS2), is a contradiction with the boundedness of {Pk}.
Thus the lemma is proved.
In the sequel, it is assumed that the distance between any two successive indices in SNM is not
greater than M + 2.
Lemma 3.8. Assume that the hypotheses of Lemma 3.6 hold and, without loss of generality, as-
sume that the smallest index of SNM is not less than k1 (de9ned in the proof of Lemma 3.6). If
!t = !2; t at xt and TS = {j∈ SNM|j¡ t} = ∅, then there exists jv ∈ SNM such that Pjv+1¿Pt+1 and
0¡t − jv6M + 1.
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Proof. Suppose that jv is the largest index in TS. By the deFnition of the index jv and the set TS, for
j: jv + 16 j6 t, j ∈ SNM. So it follows from the deFnition of the successful iteration that
Pjv+1 ¿P(xjv+2; jv+2; jv+1) + "1a4
= Pjv+2 + (jv+1 − jv+2)(‘jv+2 − ’jv+2) + "1a4 (by (3:14))
¿Pjv+2 +
1
2 "1a4 (by (3:11) and (3:12))
¿Pjv+2¿ · · ·¿Pt ¿Pt+1:
Let jv, jv+1 be two successive indices in SNM. Then we have 0¡t− jv ¡ jv+1− jv6M +1. So the
result is proved.
Lemma 3.9. Assume that the hypotheses of Lemma 3.6 hold, let SNM = {j1; j2; : : : ; }, and assume,
without loss of generality, that j1¿max{2M + 3; M + k1 + 1}, where k1 is de9ned in the proof
of Lemma 3.6. If u¿ 3M + 3 + j2, then there exists jv ∈ SNM such that Pi( ju)¡Pjv+1 and
0¡ju − jv6 4 + 4M .
Proof. Since j1¿max{2M+3; M+k1+1}, ju ¿u. For ju ∈ SNM, it follows from u¿ 3M+3+j2¿j1
that ju ¿max{2M + 3; M + k1 + 1}. By Lemma 3.6, there exists t satisfying ju − 2− 2M6 t ¡ ju
such that
Pi( ju)6Pt+1 − 0:25"1a4: (3.24)
Consider the following two cases.
Case 1: t ∈ SNM.
We have, by (2.3), that
Pi(t) = max
06l6m(t)
{Pt−l}= Pt−l0 ; i(t) = t − l0; 0¡l06m(t)6M: (3.25)
Moreover, t ∈ SNM implies that !t = !1; t . So, by the deFnition of the successful iteration,
Pi(t)¿P(xt+1; t+1; t) + "1
t∑
l=i(t)
predl
¿Pt+1 + (t − t+1)(‘t+1 − ’t+1) + "1a4 (by (3:14) and l0¿ 0)
¿Pt+1 + 0:5"1a4 (by (3:11) and (3:12)): (3.26)
Note that
i(t)− 1 = t − l0 − 1 (by (3:25))
¿ t −M − 1 (by l06M)
¿ ju − 3M − 3 (by t¿ ju − 2− 2M)
¿u− 3M − 3 (by ju ¿u)
¿ j2; (3.27)
that is, j2¡i(t)− 1.
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Case 1.1: j2¡i(t)− 1, where i(t)− 1∈ SNM.
We take jv = i(t)− 1, which yields
Pjv+1 = Pi(t)¿Pt+1¿Pi( ju) (by (3:26) and (3:24))
and
0¡ju − jv = ju − i(t) + 1
= (ju − t) + (t − i(t)) + 1
6 (2 + 2M) + l0 + 1 (by ju − 2− 2M6 t ¡ ju and (3:25))
6 3 + 3M (by (3:25)):
It deduces the lemma.
Case 1.2: j2¡i(t)− 1, where i(t)− 1 ∈ SNM.
j2 ∈ SNM implies that {i∈ SNM|i¡ i(t)− 1} = ∅. Moreover, i(t)− 1 ∈ SNM implies that !i(t)−1 =
!2; i(t)−1. By Lemma 3.8, there exists jv ∈ SNM such that Pjv+1¿Pi(t) and 0¡i(t)− 1− jv6M +1.
So,
ju − jv6 (2 + 2M + t)− jv (by ju − 2− 2M6 t ¡ ju)
= 2 + 2M + (t − i(t)) + (i(t)− jv)
6 2 + 2M + l0 + (M + 2)6 4 + 4M;
ju − jv ¿ t − jv = (t − i(t)) + (i(t)− jv)¿l0 + 1¿ 0
and
Pjv+1¿Pi(t) ¿Pt+1 + 0:5"1a4 (by (3:26))
¿ (Pi( ju) + 0:25"1a4) + 0:5"1a4 (by (3:24))
¿Pi( ju);
which shows the lemma.
Case 2: t ∈ SNM.
Since ju − 2− 2M6 t ¡ ju and u¿ 3M + 3 + j2,
t¿ ju − 2M − 2¿u− 2M − 2¿M + 1 + j2¿j2;
which implies that j2 ∈{i∈ SNM | i¡ t} = ∅. Since t ∈ SNM, !t = !2; t . By Lemma 3.8, there exists
jv ∈ SNM such that Pjv+1¿Pt+1 and 0¡t − jv6M + 1. It follows from (3.24) that Pjv+1¿Pi( ju).
Moreover,
ju − jv ¿ t − jv ¿ 0 (by ju − 2− 2M6 t ¡ ju);
ju − jv6 (2 + 2M + t)− jv (by ju − 2− 2M6 t ¡ ju)
= (2 + 2M) + (t − jv)6 3 + 3M (by t − jv6M + 1):
So the result is true.
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Lemma 3.10. The following two conditions are inconsistent:
(i) SNM is an in9nite set;
(ii) lim inf k→∞ predk = a4¿ 0.
Proof. Suppose, by contradiction, that (i) and (ii) all hold. Let SNM = {j1; j2; : : :} and, without loss
of generality, j1¿max{2M + 3; M + k1 + 1}, where the deFnition of k1 is given by (3.12). By
(AS1) and (AS2), we assume that |P(xk)|6Pmax;∀k. We take
u=max
{
2;
[
4Pmax
"1a4
]
+ 1
}
(3M + 3 + j2); (3.28)
where [x] means the largest integer not greater than x.
By (3.28), u¿ 3M + 3+ j2. For ju ∈ SNM, it follows from Lemma 3.9 that there exists ju1 ∈ SNM
such that Pi( ju)¡Pju1+1 and 0¡ju − ju16 4 + 4M .
If u−u1¿ 5+4M , then ju¿ ju1+5+4M¿ ju1 +5+4M , which is a contradiction with ju−ju16 4+
4M . So u− u16 4 + 4M , which implies that
u1¿ u− (4 + 4M)¿ 2(3M + 3 + j2)− (4 + 4M) (by (3:28))
= j2 − (M + 1) + (3M + 3 + j2)
¿j1 − (M + 1) + (3M + 3 + j2)
¿ 3M + 3 + j2 (the assumption of j1):
By Lemma 3.9, there exists ju2 ∈ SNM such that Pi( ju1 )¡Pju2+1 and 0¡ju1 − ju26 4 + 4M .
Similarly, u1 − u26 4 + 4M . So, u2¿ u1 − (4 + 4M) ≥ u − 2(4 + 4M). By (3.28), if
[4Pmax=("1a4)]¿ 2, then u¿ 3(3M + 3 + j2)¿ (3M + 3 + j2) + 2(4 + 4M), that is, u2¿ 3M +
3 + j2. It follows from Lemma 3.9 that there exists ju3 ∈ SNM such that Pi( ju2 )¡Pju3+1 and 0¡
ju2 − ju36 4 + 4M .
We repeat the process above, until the index q=max{2; [4Pmax=("1a4)]+1}, where Pi( juq−1 )¡Pjuq+1
and 0¡juq−1 − juq6 4 + 4M .
On the other hand, since ju ∈ SNM and !ju¿ "1, we have that
Pi( ju) − P(xju + dju ; ju + ju ; ju)¿ "1
ju∑
l=i( ju)
predl:
By (3.14),
P(xju + dju ; ju + ju ; ju) = Pju+1 + (ju − ju+1)(‘ju+1 − ’ju+1):
By (3.11) and (3.12), we have that
Pi( ju) − Pju+1¿ (ju − ju+1)(‘ju+1 − ’ju+1) + "1a4¿ 0:5"1a4:
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Similarly, we have that
Pi( ju) − Pju+1¿ 0:5"1a4;
Pi( ju1 ) − Pju1+1¿ 0:5"1a4;
...
Pi( juq ) − Pjuq+1¿ 0:5"1a4:
Adding all inequalities above, we obtain that
2Pmax¿Pi( juq ) − Pju+1¿
q+ 1
2
"1a4;
which yields that
q6
4Pmax
"1a4
− 1;
which is a contradiction with the deFnition of q. So the Lemma is proved.
Theorem 3.11. Any limit point of {xk} is a ’-stationary point of (1.1).
Proof. Suppose, by contradiction, that there exists one: {xk}K → x∗, where x∗ is not a ’-stationary
point of (1.1). Let I(x∗) = {i|x∗i = li or x∗i = ui}. Since x∗ is not a ’-stationary point of (1.1), we
have that
(1) there exists at least an index i0 ∈ I(x∗) such that (A(x∗)c(x∗))i0 = 0; or
(2) for all i ∈ I(x∗), (A(x∗)c(x∗))i = 0 but there exists at least an index i0 ∈ I(x∗) such that
(A(x∗)c(x∗))i0 ¡ 0 if x∗i0 = li0 or (A(x
∗)c(x∗))i0 ¿ 0 if x∗i0 = ui0 .
At Frst, we show that
lim inf
k∈K
Rk = TR¿ 0: (3.29)
Otherwise, there exists an inFnite subset K1 ⊆ K such that limk∈K1 Rk = 0.
For case (1), we take
(sk)i =
{−(A(xk)c(xk))i0 if i = i0;
0 if i = i0:
(3.30)
By (AS1) and limk∈K1 xk = x∗, there exists k2 such that, for k ∈K1, k¿ k2, we have that
x∗i0 − 12 min{x∗i0 − li0 ; ui0 − x∗i0}6 (xk)i06 x∗i0 + 12 min{x∗i0 − li0 ; ui0 − x∗i0};
1
2 ‖c(x∗)‖6 ‖c(xk)‖6 32 ‖c(x∗)‖;
1
2 |(A(x∗)c(x∗))i0 |6 |(A(xk)c(xk))i0 |6 32 |(A(x∗)c(x∗))i0 |:
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Let
a5 =
1
3|(A(x∗)c(x∗))i0 |
min{x∗i0 − li0 ; ui0 − x∗i0}:
Then, for all k ∈K1; k¿ k2, we have that
l6 xk + sk6 u ∀ ∈ [0; a5]:
Let
k =
1:6Rk
3|(A(x∗)c(x∗))i0 |
:
Since limk∈K1 Rk = 0, we can assume, without loss of generality, that k2 is large enough such that
k ¡a5 for all k¿ k2. Therefore, ksk is a feasible solution of (2.1) for all k ∈K1; k¿ k2, which
implies that
k(vk)6k(ksk) =
1
2
‖ck + kATk sk‖2 +
1
2
‖ksk‖2
=
1
2
‖ck‖2 + kcTk ATk sk +
2k
2
‖ATk sk‖2 +
2k
2
‖sk‖2
=
1
2
‖ck‖2 − k((Akck)i0)2 +
2k
2
((Akck)i0)
2
m∑
i=1
(
9ci(xk)
9xi0
)2
+
2k
2
((Akck)i0)
2
=
1
2
‖ck‖2 + k((Akck)i0)2
(
−1 + 0:8Rk
3|(A(x∗)c(x∗))i0 |
(
1 +
m∑
i=1
(
9ci(xk)
9xi0
)2))
holds for all k ∈K1, k¿ k2. By limk∈K1 Rk = 0 and limk∈K1 xk = x∗, there exists k3¿ k2 such that
0:8Rk
3|(A(x∗)c(x∗))i0 |
(
1 +
m∑
i=1
(
9ci(xk)
9xi0
)2)
¡
1
2
∀k ∈K1; k¿ k3:
So,
k(vk)6
1
2
‖ck‖2 − 0:8Rk3|(A(x∗)c(x∗))i0 |
((Akck)i0)
2
6
1
2
‖ck‖2 − 0:8Rk3|(A(x∗)c(x∗))i0 |
1
4
((A(x∗)c(x∗))i0)
2
=
1
2
‖ck‖2 − a6Rk ∀k ∈K1; k¿ k3; (3.31)
where a6 = 0:2|(A(x∗)c(x∗))i0 |=3. By (3.31),
‖ck‖2 − ‖ck + ATk vk‖2¿ 2a6Rk k ∈K1; k¿ k3:
From (2.7) and ATk vk = A
T
k dk ,
predk(Rk)¿
1
4 (‖ck‖2 − ‖ck + ATk dk‖2)¿ 12 a6Rk ; k ∈K1; k¿ k3:
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Note that Rk corresponds to the last iteration in the inner cycle at xk . Without loss of generality,
we let Rk =R
(ik)
k , where ik is a nonnegative integer. Then by the updating rule of the trust region
radius, R(ik−1)k = (1="2)Rk → 0 (k ∈K1; k →∞), we also have that
predk(R
(ik−1)
k )¿
1
2 a6R
(ik−1)
k : (3.32)
By (3.2) and (3.32),
|!2; k(R(ik−1)k )− 1|6
2(a1k; ik−1 + a2)‖dk(R(ik−1)k )‖2
a6R
(ik−1)
k
6
2n(a1k; ik−1 + a2)(R
(ik−1)
k )
2
a6R
(ik−1)
k
→ 0 if k →∞:
So !2; k(R
(ik−1)
k )¿ "1 for all suMciently large k ∈K1. On the other hand, by the deFnition of Rk ,
we have that
!k(R
(ik)
k )¿ "1; !k(R
(ik−1)
k )¡"1 for all k
holds, which is a contradiction.
For case (2), we assume, without loss of generality, that for all i ∈ I(x∗), (A(x∗)c(x∗))i = 0 but
there exists an index i0 ∈ I(x∗) such that (A(x∗)c(x∗))i0 ¡ 0 and x∗i0 = li0 . Taking sk ∈Rn as (3.30)
and k = 1:6Rk =(3|(A(x∗)c(x∗))i0 |). By (AS1), limk∈K1 xk = x∗ and limk∈K1 Rk = 0, there exists k2
such that, for k ∈K1, k¿ k2, we have that
l6 xk + ksk6 u; ‖ksk‖∞6 0:8Rk :
So ksk is a feasible solution of (2.1) for all k ∈K1, k¿ k2. Therefore,
k(vk)6k(ksk) =
1
2
‖ck + kATk sk‖2 +
1
2
‖ksk‖2
=
1
2
‖ck‖2 + k((Akck)i0)2
(
−1 + 0:8Rk
3|(A(x∗)c(x∗))i0 |
(
1 +
m∑
i=1
(
9ci(xk)
9xi0
)2))
:
By limk∈K1 Rk = 0 and limk∈K1 xk = x∗, there exists k3¿ k2 such that
‖ck‖2 − ‖ck + ATk vk‖2¿ 2a6Rk
and
predk(Rk)¿
1
2 a6Rk
hold for k ∈K1, k¿ k3, where a6 is deFned as (3.31). Similar to the proof of case (1), we also
deduce a contradiction.
Therefore, (3.29) is true.
Next, we prove that
lim inf
k∈K
predk ¿ 0: (3.33)
Otherwise, we assume that there exists an inFnite set K2 ⊆ K such that {predk}k∈K2 → 0.
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For case (1), since i0 ∈ I(x∗), li0 ¡x∗i0 ¡ui0 . Taking sk as (3.30). By (AS1) and limk∈K2 xk = x∗,
there exists k2 such that, for k ∈K2, k¿ k2, we have that
x∗i0 −
1
2
min{x∗i0 − li0 ; ui0 − x∗i0}6 (xk)i06 x∗i0 +
1
2
min{x∗i0 − li0 ; ui0 − x∗i0};
1
2
|(A(x∗)c(x∗))i0 |6 |(A(xk)c(xk))i0 |6
3
2
|(A(x∗)c(x∗))i0 |;
1
2
m∑
i=1
(
9ci(x∗)
9xi0
)2
6
m∑
i=1
(
9ci(xk)
9xi0
)2
6
3
2
m∑
i=1
(
9ci(x∗)
9xi0
)2
:
Take ′k = a7Rk , where
a7 = min
{
1
3|(A(x∗)c(x∗))i0 |
min
{
0:8;
x∗i0 − li0
TR
;
ui0 − x∗i0
TR
}
;
1(
1 + 32
∑m
i=1 (9ci(x∗)=9xi0)2
) TR
}
;
we then have that
l6 xk + ′ksk6 u; ‖′ksk‖∞6 0:8Rk :
So ′ksk is a feasible solution of (2.1) for all k ∈K2; k¿ k2. Therefore,
k(vk)6k(′ksk) =
1
2
‖ck + ′kATk sk‖2 +
1
2
‖′ksk‖2
=
1
2
‖ck‖2 + ′k((Akck)i0)2
(
−1 + 
′
k
2
(
1 +
m∑
i=1
(
9ci(xk)
9xi0
)2))
6
1
2
‖ck‖2 − a7Rk2 ((Akck)i0)
2
6
1
2
‖ck‖2 − a74 ((A(x
∗)c(x∗))i0)
2Rk ;
which implies that
‖ck‖2 − ‖ck + ATk dk‖2¿
a7
2
((A(x∗)c(x∗))i0)
2Rk :
So, by (2.7) and (3.29) and the relation above, we have that
predk(Rk)¿
a7
8
((A(x∗)c(x∗))i0)
2 TR¿ 0; ∀k ∈K2; k¿ k2;
which is a contradiction with limk∈K2 predk = 0.
For case (2), we also deduce a contradiction analogously.
So (3.33) holds.
Finally, we prove that
S◦ = {k ∈K |!k = !1; k and !1; k = !2; k} ⊆ SNM (3.34)
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is an inFnite set. Otherwise, there exists k4 such that !k(Rk)=!2; k(Rk) for all k ∈K , k¿ k4. Then,
for all k¿ k4, we have that
Pk+1 = k+1‘k+1 + (1− k+1)’k+1
= k+1‘k+1 + (1− k+1)’k+1 − [k‘k+1 + (1− k)’k+1]
+ [k‘k+1 + (1− k)’k+1]
= (k+1 − k)‘k+1 + (k − k+1)’k+1 + [k‘k+1 + (1− k)’k+1]
= (k − k+1)(’k+1 − ‘k+1) + Pk − Aredk ;
where Aredk = Pk − P(xk+1; k+1; k). By (3.11) and Lemma 3.4,
Pk+1 =
(
k − k+1 + kN(k + 1)1:1
)
(’k+1 − ‘k+1)
+Pk − Aredk − kN(k + 1)1:1 (’k+1 − ‘k+1)
6
(
k − k+1 + kN(k + 1)1:1
)
L2 + Pk − Aredk + kN(k + 1)1:1 L2
= (k − k+1)L2 + Pk − Aredk + 2kN(k + 1)1:1 L2
holds for all k¿ k4. Writing the inequality above for k = k4; k4 + 1; : : : ; Tk, we have that
Pk4+1 6 (k4 − k4+1)L2 + Pk4 − Aredk4 + 2NL2
k4
(k4 + 1)1:1
;
Pk4+2 6 (k4+1 − k4+2)L2 + Pk4+1 − Aredk4+1 + 2NL2
k4+1
(k4 + 2)1:1
;
· · · · · · · · · · · ·
P Tk+1 6 ( Tk −  Tk+1)L2 + P Tk − Ared Tk + 2NL2
 Tk
( Tk + 1)1:1
:
Adding all these inequalities above, we obtain, after simpliFcation, that
P Tk+16 (k4 −  Tk+1)L2 + Pk4 + 2NL2
Tk∑
j=k4
j
(j + 1)1:1
−
Tk∑
j=k4
Aredj
6 2L2 + Pk4 + 2NL2
Tk∑
j=k4
1
(j + 1)1:1
−
Tk∑
j=k4
Aredj (3.35)
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holds for all Tk ¿k4. From the convergence of the series
∑∞
j=0 1=(j+1)
1:1 and from the boundedness
of {Pk}, it follows that
∞∑
j=k4
Aredj ¡+∞;
which implies that limk→∞Aredk = 0. On the other hand, for all k ∈K , k¿ k4, !k = !2; k . So it
follows, from Aredk¿ "1 predk¿ 0, k ∈K , k¿ k4, that limk∈K predk = 0, which is a contradiction
with (3.33). So S◦ is an inFnite set, which implies that SNM is also an inFnite set.
By Lemma 3.10, we prove the result.
Now, it will be proved that, under the suitable assumptions, there exists at least a limit point
of the model algorithm which is a substationary point of problem (1.1). Assume that the inFnite
sequence {xk} is generated by Algorithm 2.1. We Frst give the following assumption:
(AS4) For any limit point x∗ of {xk}, there exists a neighbourhood U (x∗) at x∗ such that
rank(A(x)) = rank(A(x∗)) for all x∈U (x∗).
Lemma 3.12. There exists an in9nite set K such that limk∈K predk = limk∈K ‖vk‖= 0.
Proof. Suppose, by contradiction, that there exists a8¿ 0 such that predk¿ a8;∀k. By Lemma 3.10,
SNM is a Fnite set. So we assume that there exists a positive integer k5 such that !k(Rk)=!2; k(Rk)
for all k¿ k5. By (3.35), the series
∑∞
j=k5 Aredj is convergent, which yields limk→∞ predk=0. This
deduces a contradiction. So lim inf k predk = 0, which implies that there exists an inFnite subset K
such that limk∈K predk = 0. On the other hand, for any k, vk is a solution to (2.1), which implies
k(vk)6k(0). So, by ATk dk = A
T
k vk ,
‖ck‖2 − ‖ck + ATk dk‖2¿ ‖vk‖2 ∀k:
By (2.7), predk¿ 0:25‖vk‖2, ∀ k, so limk∈K ‖vk‖= 0. Thus the lemma is proved.
We need a perturbation result, Theorem 4.2, in systems of linear inequalities in [5]. For conve-
nience, we list it as follows:
Let A; A′ ∈Rm1×n, B; B′ ∈Rm2×n, C; C ′ ∈Rm3×n, a; a′ ∈Rm1 , b; b′ ∈Rm2 , c; c′ ∈Rm3 ,
D= {x|Ax6 a; Bx6 b; Cx = c}; (3.36)
D′ = {x|A′x6 a′; B′x6 b′; C ′x = c′}; (3.37)
1′ =max{‖A′ − A‖; ‖B′ − B‖; ‖C ′ − C‖; ‖(a′ − a)+‖; ‖b′ − b‖; ‖c′ − c‖}; (3.38)
where for any vector x, we denote by x+ that vector, of the same dimension, whose ith component
equals the maximum of zero and the ith component of x.
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Lemma 3.13 (Daniel [5]). Let nonempty sets D and D′ be de9ned by (3.36) and (3.37), respec-
tively, and de9ne 1′ by (3.38). Suppose that
(i) for all x∈D, we have Bx= b, and either A is vacuous or there exists xˆ∈D with Axˆ6 a− h,
where h¿ 0.
(ii) rank
( B
C
)
= rank
(
B′
C′
)
.
Then there exist positive constants 3 and 10 depending on D such that to every x in D satisfying
1′(1 + ‖x‖)6 10, there corresponds an x′ in D′ satisfying ‖x − x′‖6 31′(1 + ‖x‖).
Lemma 3.14. Assume that (AS4) holds, lim inf k Rk =R′¿ 0 and all limit points of {xk} are not
substationary points of (1.1). Then there exists a9¿ 0 such that lim inf k (dk) =−a9.
Proof. By Lemma 3.12, we can assume, without loss of generality, that there exists an inFnite index
subset K such that limk∈K xk = x∗, limk∈K predk = 0, limk∈K vk = v∗ = 0; limk∈K k = ∗. Since x∗ is
not a substationary point of problem (1.1), 0 is not a solution to the following subproblem
min ∗(d) =∇‘T∗d+ 12 L3dTd
s:t: AT∗d= 0;
l6 x∗ + d6 u;
‖d‖∞6R′;
(3.39)
where ‖Bk‖6L3 for all k. Let d∗ be a solution to (3.39). Then, ∗(d∗)¡ 0. Let
D∗ = {d∈Rn|AT∗d= 0; l6 x∗ + d6 u; ‖d‖∞6R′};
D′k = {d∈Rn|ATk d= ATk vk ; l6 xk + d6 u; ‖d‖∞6R′}:
Let
xˆi =


min{0:5(ui − x∗i ); 0:5R′} if x∗i = li;
max{0:5(li − x∗i );−0:5R′} if x∗i = ui;
0 if li ¡ x∗i ¡ ui:
Then, xˆ∈{d∈Rn| l − x∗¡d¡u − x∗; ‖d‖∞¡R′} = ∅. By (AS4), rank(A(xk)) = rank(A(x∗))
for all suMciently large k ∈K . By Lemma 3.13, there exist positive constants 3 and 10 depending
on D∗ such that for d∗ ∈D∗ satisfying 1′k(1 + ‖d∗‖)6 10, there corresponds a d′k ∈D′k satisfying
‖d∗ − d′k‖6 31′k(1 + ‖d∗‖), where 1′k = max{‖Ak − A∗‖; ‖ATk vk‖; ‖xk − x∗‖}. Noting that dk is a
solution to (2.2). Therefore, there exists k1 such that for all k ∈K , k¿ k1,
k(dk)6k(d′k) =∇‘Tk d′k + 12 dTk′Bkd′k
6∇‘Tk d′k + 12 L3‖d′k‖2
6∗(d∗) + R′‖∇‘k −∇‘∗‖+O(1′k)
6 12 ∗(d
∗)¡ 0
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holds for all k ∈K large enough. On the other hand, {k(dk)} is bounded below. Therefore, there
exists a9¿ 0 such that lim inf k k(dk) =−a9. Thus the proof is concluded.
To prove the convergence, an additional assumption on the decrease ‖c(x)‖2 − ‖c(x) + A(x)Td‖2
is necessary, which is similar to the second algorithm assumption in [8].
(AS5) For a solution, dk(R), to (2.2), there exists a10¿ 0 such that
‖ck‖2 − ‖ck + ATk dk(R)‖2¿ a10‖ck‖R;
whenever ‖ck‖¿−k(dk(R))=(4L1).
Assumption (AS5) means that the algorithm will decrease mainly ‖c(xk + d)‖ when ‖ck‖¿
−k(dk(R))=(4L1) and the algorithm does not terminate at xk .
Lemma 3.15. Assume that the hypotheses of Lemma 3.14 and (AS5) hold, then limk→∞ k = 0.
Proof. By Lemma 3.12, there exists an inFnite subset K such that limk∈K predk = 0, limk∈K vk = 0.
We can assume, without loss of generality, that limk∈K xk = x∗. By the proof of Lemma 3.14, there
exist a9¿ 0, K1 ⊆ K and k1 such that k ∈K1, k¿ k1, k(dk)6− 0:5a9. If ‖ck‖¿−k(dk)=(4L1),
k ∈K1, k¿ k1, then
predk(Rk)¿ 0:25(‖ck‖2 − ‖ck + ATk dk‖2) (by (2:7))
¿ 0:25a10‖ck‖Rk (by (AS5))
¿
a9a10
32L1
R′¿ 0
(
lim inf
k
Rk =R′¿ 0
)
;
which implies from limk∈K predk = 0 that there exists k2¿ k1 such that ‖ck‖6 − k(dk)=(4L1)
holds for all k ∈K , k¿ k2. Since k(vk)6k(0), ‖ck‖2 −‖ck + ATk dk(Rk)‖2¿ 0 and ‖ck‖− ‖ck +
ATk dk(Rk)‖¿ 0. By ‖k‖6L1, we have that
‖k‖6 ‖k + k‖+ ‖k‖6 2L1: (3.40)
It follows from the deFnition of predk that
predk(Rk) = k[−∇‘Tk dk(Rk)− 12 dk(Rk)TBkdk(Rk)− (ck + ATk dk(Rk))Tk]
+12 (1− k)(‖ck‖2 − ‖ck + ATk dk(Rk)‖2)
¿ k(−k(dk)− (ck + ATk dk(Rk))Tk)
¿ k(−k(dk)− ‖ck + ATk dk(Rk)‖‖k‖)
¿ k(−k(dk)− 2‖ck‖L1) (by (3:40))
¿−0:5kk(dk) (by ‖ck‖6−k(dk)=(4L1))
¿ 0:25a9k ; ∀k ∈K1; k¿ k2:
Since limk∈K predk = 0, we have that limk∈K1 k = 0. By Lemma 3.5, {k} is convergent, so the
lemma is true.
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Theorem 3.16. Assume that (AS4) and (AS5) hold, and lim inf k Rk = TR¿ 0. Then there exists at
least a limit point of {xk} which is a substationary point of (1.1).
Proof. Suppose, by contradiction, that all limit points of {xk} are not substationary point of the
problem (1.1).
First, we have, by Lemma 3.15, that limk→∞ k = 0.
Next, at any iterate point xk , we have, by Algorithm 2.1, that
!k(R
(ik)
k )¿ "1; !k(R
(ik−j)
k )¡"1; j = 1; 2; : : : ; ik ; k = k; ik ; (3.41)
where ik is the iteration number in the inner cycle. By lim inf k Rk = TR¿ 0 and R
(ik)
k = "
ik
2 Rmin,
"ik2 ¿
TR
Rmin
;
which implies that
ik6
[
ln TR− ln Rmin
ln "2
]
def= imax: (3.42)
Let
K (0) = {k | ik = 0};
K (1) = {k | ik = 1};
· · ·
K (imax) = {k | ik = imax}:
We assume, without loss of generality, that each set K (j)(06 j6 imax) is an inFnite set.
Now, we prove that there exists a positive constant ′¿ 0 such that
supk; i = 
sup(xk ;R
(i)
k )¿ 
′¿ 0 (3.43)
holds for any k and any i: 06 i6 ik .
For any k and 06 i6 ik , we consider two cases:
Case 1: ‖ck‖6−k(dk(R(i)k ))=(4L1)
By Algorithm 2.1, we have that,
‖ck + ATk dk(R(i)k )‖6 ‖ck‖: (3.44)
So, we have, from (3.40) and (3.44), that
−k(dk(R(i)k ))− (ck + ATk dk(R(i)k ))Tk
¿−k(dk(R(i)k ))− 2‖ck‖L1
¿ 2L1‖ck‖: (3.45)
Let
KL = {k | ‖ck‖¿L1}; TKL = {k | ‖ck‖6L1}:
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For k ∈ TKL, it follows from (3.45) that
−k(dk(R(i)k ))− (ck + ATk dk(R(i)k ))Tk¿ 2‖ck‖2;
which implies from (2.7) that  sup(xk ;R
(i)
k ) ≡ 1.
For k ∈KL, we assume, without loss of generality, that KL is an inFnite set. Then we can prove
that
lim
k∈KL
(‖ck‖ − ‖ck + ATk dk(R(i)k )‖) = 0 (3.46)
holds for ∀i: 06 i6 imax.
In fact, suppose, by contradiction, that (3.46) does not hold for some inFnite subset K ′ ⊆ KL
and some i0: 06 i06 imax. By (AS2) and the boundedness of {dk(R(i0))}, we can assume that
limk∈K ′ xk = x∗ and limk∈K ′ dk(R(i0)) = d∗. It follows from (AS1) and the deFnition of KL that
limk∈K ′ ‖c(xk)‖= ‖c(x∗)‖¿L1. By Theorem 3.11, x∗ is a ’-stationary point, which implies that
(A∗c∗)i¿ 0 if x∗i = li;
(A∗c∗)i6 0 if x∗i = ui;
(A∗c∗)i = 0 if li ¡ x∗i ¡ ui:
(3.47)
On the other hand,
06 ‖ck‖ − ‖ck + ATk dk(R(i0))‖
=
‖ck‖2 − ‖ck + ATk dk(R(i0))‖2
‖ck‖+ ‖ck + ATk dk(R(i0))‖
6
1
‖ck‖ (−2(Akck)
Tdk(R(i0))− ‖ATk dk(R(i0))‖2):
Taking k ∈K ′, k →∞, we get
06− 2
∑
x∗i =li
(A∗c∗)id∗i − 2
∑
x∗i =ui
(A∗c∗)id∗i − ‖AT∗d∗‖26 0: (3.48)
Note that l6 x∗ + d∗6 u, it follows from (3.47) and (3.48) that
lim
k∈K ′
(‖ck‖2 − ‖ck + ATk dk(R(i0)k )‖2) = 0
which yields a contradiction. So (3.46) holds.
By (3.46), there exists k1 such that
4L1¿ ‖ck‖ − ‖ck + ATk dk(R(i)k )‖ for k ∈KL; k¿ k1 and ∀i: 06 i6 imax;
which implies that
2L1‖ck‖¿ 0:5‖ck‖(‖ck‖ − ‖ck + ATk dk(R(i)k )‖)
¿ 0:25(‖ck‖+ ‖ck‖)(‖ck‖ − ‖ck + ATk dk(R(i)k )‖)
¿ 0:25(‖ck‖2 − ‖ck + ATk dk(R(i)k )‖2)
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holds for k ∈KL, k¿ k1 and ∀i: 06 i6 imax. Therefore, (2.7) holds for suMciently large k ∈KL and
∀i: 06 i6 imax, which implies that  sup(xk ;R(i)k ) ≡ 1.
Case 2: ‖ck‖¿−k(dk(R(i)k ))=(4L1)
A trivial calculation shows that
 sup(xk ;R
(i)
k ) = min{1; Tk; i};
where
Tk; i =
‖ck‖2 − ‖ck + ATk dk(R(i)k )‖2
2(‖ck‖2 − ‖ck + ATk dk(R(i)k )‖2) + 4k(dk(R(i)k )) + 4(ck + ATk dk(R(i)k ))Tk
:
It follows that
1
2 Tk; i
= 1 +
2k(dk(R
(i)
k ))
‖ck‖2 − ‖ck + ATk dk(R(i)k )‖2
+
2(ck + ATk dk(R
(i)
k ))
Tk
‖ck‖2 − ‖ck + ATk dk(R(i)k )‖2
:
So by (AS5),
1
2 Tk; i
6 1 +
4L1
a10R
(i)
k
+max
{
0;
2k(dk(R
(i)
k ))
a10‖ck‖R(i)k
}
: (3.49)
Now we can prove that
lim inf
k∈K (j)
Tk; i ¿ 0 (3.50)
holds for ∀j: 06 j6 imax, ∀i: 06 i6 j.
In fact, suppose, by contradiction, that (3.50) does not hold for some j: 06 j6 imax and some
i: 06 i6 j, which implies that there exists an inFnite subset K ⊆ K (j) such that
lim inf
k∈K
Tk; i = 0: (3.51)
By (AS2), we can assume that limk∈K xk = x∗. It follows from (AS1) that limk∈K c(xk) = c(x∗).
If c(x∗) = 0, then it follows, by (3.49) and R(i)k ¿ TR, that Tk; i is bounded away from zero,
which implies a contradiction with (3.51). If c(x∗) = 0, it follows from k(vk(R
(i)
k ))6k(0) that
limk∈K ‖vk(R(i)k )‖=0. Noting that x∗ is not a substationary point of (1.1), it follows, from the proof
of Lemma 3.14, that there exists k1 such that
k ¡ 0 ∀k ∈K; k¿ k1:
From (3.49) and R(i)k ¿ TR, we have that
1
2 Tk; i
6 1 +
4L1
a10 TR
∀k ∈K; k¿ k1;
which also deduces a contradiction with (3.51). So (3.50) holds. Therefore, (3.43) holds.
By (3.9) and Algorithm 2.1,
k = k; ik =min{supk; ik ; 
sup
k; ik−1; : : : ; 
sup
k;0 ; 
large
k }:
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It follows from limk→∞ k=0 and (3.43) that limk→∞ 
large
k =0. So there exists k2 such that k=
large
k
for all k¿ k2. By the deFnition of mink and 
large
k , k2 =
large
k2 ¿
min
k2 . So 
min
k2+1=min{mink2 ; k2}=mink2 .
Analogously, we have that
k ¿mink2 ; 
min
k = 
min
k2 ∀k¿ k2;
which deduces a contradiction with limk→∞ k = 0.
Thus the result is proved.
We now summarize all the previous results as follows:
Theorem 3.17.
(i) All limit points are ’-stationary point.
(ii) Under the assumption of Theorem 3.16, at least one limit point is a substationary point
of (1.1).
(iii) A feasible substationary limit point is a stationary point of (1.1).
4. Numerical experiments
A FORTRAN subroutine is written to test Algorithm 2.1. The trust region subproblems (2.1) and
(2.2) have the general form
min gTx + 12 x
TBx
s:t: a(· ; j)x = bj; j = 1; 2; : : : ; me;
a(· ; j)x¿ bj; j = me + 1; 2; : : : ; m;
(4.1)
which can be solved by Fletcher’s Harwell subroutine VE02AD.
The intermediate penalty parameter ′ is chosen using (3.8) when R¿ 10−3, and using (3.9) when
R¡ 10−3. This apparent modiFcation of Algorithm 2.1 was motivated by preliminary numerical
experiments (see [8]). However, it is easy to observe that it does not represent a real alteration
of the model algorithm, since it can always be interpreted that the Frst trust region radius tried at
iteration k is the last one which is greater than 10−3. So, only when the trust region radius is less
than 10−3, it is necessary to decrease the penalty parameter, as required by the convergence theory.
The test examples that we have run are from [9,15]. For each problem, we choose initial parameters
Rmin = 10, "1 = 0:001, "2 = 0:25, m(0) = 0. The stopping condition is either
‖c(xk)‖∞¡ 10−6 and ‖gk + Akk‖∞¡ 10−6
or
‖vk(R)‖¡ 10−8 and ‖dk(R)‖¡ 10−8;
where k is Lagrange multiplier of (2.2). Bk is updated by means of the Powell’s safeguarded BFGS
update formula.
The results are listed in Tables 1 and 2. In the tables, the problems are numbered in the same
way as in [9]. For example, “HS26” means problem 26 in Hock and Schittkowski (1981). n,
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Table 1
N= 0
Problem n me M NI-NF-NG ‖c(xk)‖∞ Residual
HS26 3 1 0 31-41-31 8.3437259E−07 6.7468402E−08
2 52-82-52 9.0890782E−07 2.3665413E−07
4 49-56-49 6.9652771E−07 2.0747980E−07
6 26-30-26 6.6273322E−07 4.7283880E−07
HS28 3 1 0 9-10-9 0.0000000E+00 7.7644788E−08
HS41 4 1 0 13-19-13 1.4375057E−11 2.9782904E−07
2 11-11-11 2.9999991E−10 5.2134752E−07
HS46 5 2 0 33-48-33 7.8495870E−08 3.7340467E−07
2 44-67-44 1.7102660E−07 3.5398342E−07
4 44-67-44 1.7102660E−07 3.5398342E−07
6 40-58-40 1.3056817E−07 9.8062288E−07
12 59-69-59 2.4199293E−07 2.4532796E−07
14 45-51-45 6.9962143E−08 7.3214576E−08
HS53 5 3 0 49-94-49 8.5989074E−07 4.2947415E−07
2 49-49-49 8.5989074E−07 4.2947210E−07
HS60 3 1 0 12-14-12 3.2825878E−11 1.9841890E−07
2 11-11-11 2.2505605E−10 1.9853851E−07
HS61 3 2 0 12-39-12 1.6952203E−10 4.7684127E−06
2 18-26-18 5.8242068E−11 4.0706472E−05
4 22-25-22 7.8565450E−11 4.7277187E−05
HS62 3 1 0 62-277-62 2.7755576E−17 9.9906107E−04
2 63-109-63 2.7755576E−17 1.9207302E−04
4 40-48-40 0.0000000E+00 9.1504717E−07
6 35-44-35 2.7755576E−17 2.3949161E−05
8 44-48-44 2.7755576E−17 9.3875042E−06
14 43-45-43 5.5511151E−17 1.9912503E−04
HS112 10 3 0 47-187-47 2.9165038E−17 3.4063407E−06
2 51-153-51 7.0256301E−17 2.6073900E−07
4 60-115-60 7.1774184E−17 2.6038647E−06
6 54-82-54 5.8980598E−17 9.2592519E−07
8 48-62-48 8.5868812E−17 8.9716074E−07
10 44-64-44 8.4134089E−17 2.0437891E−07
12 53-53-53 8.2182525E−17 7.0874668E−07
HS216 2 1 0 38-63-38 2.9456213E−09 9.4536557E−06
2 8-9-8 5.8800398E−08 1.5929800E−09
HS46∗ 5 2 0 fails — —
m means numbers of the variables and equality constraints, respectively. NI, NF and NG means
numbers of iterations, function evaluations and gradient evaluations, respectively. If NI¿ 300 or
NF¿ 1000, then we regard the method as failing. N denotes the degree of nonmonotonicity of the
penalty parameter , according to (3.7). In the tables, only the results for N= 0 and N= 106 are
shown. Moreover, each code runs from M = 0; 2; : : : ; 16, where M = 0 means that we use mono-
tone trust region method. We omit the results if the results are the same as that of the last value
of M .
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Table 2
N= 106
Problem n me M NI-NF-NG ‖c(xk)‖∞ Residual
HS26 3 1 0 41-67-41 8.1274813E−07 3.2291963E−07
2 41-48-41 8.3675325E−07 5.2195262E−08
4 65-74-65 5.4520843E−07 9.7710942E−07
8 44-47-44 3.3132538E−07 2.7295370E−07
HS28 3 1 0 9-10-9 0.0000000E+00 7.7644788E−08
HS41 4 1 0 13-19-13 1.4375057E−11 2.9782904E−07
2 11-11-11 2.9999991E−10 5.2134752E−07
HS46 5 2 0 43-93-43 4.6895245E−08 4.2469256E−07
2 30-31-30 3.3841631E−07 7.7938475E−07
HS53 5 3 0 49-94-49 8.5989074E−07 4.2947415E−07
2 49-50-49 8.5989074E−07 4.2947210E−07
4 49-49-49 8.5989074E−07 4.2947210E−07
HS60 3 1 0 12-15-12 3.2825878E−11 1.9841890E−07
2 12-39-12 2.2505605E−10 1.9853851E−07
HS61 3 2 0 12-39-12 1.6952203E−10 4.7684127E−06
2 12-39-18 1.6952203E−10 4.7684127E−06
4 12-38-12 1.6952203E−10 4.7684127E−06
6 12-36-12 1.6952203E−10 4.7684127E−06
8 13-25-13 5.2045208E−11 4.0168446E−05
10 12-13-12 9.5323215E−11 5.2048645E−05
HS62 3 1 0 62-277-62 2.7755576E−17 9.9906107E−04
2 63-109-63 2.7755576E−17 1.9207302E−04
4 40-48-40 0.0000000E+00 9.1504717E−07
6 35-44-35 2.7755576E−17 2.3949161E−05
8 44-48-44 2.7755576E−17 9.3875042E−06
14 43-45-43 5.5511151E−17 1.9912503E−04
HS112 10 3 0 47-187-47 2.9165038E−17 3.4063407E−06
2 51-153-51 7.0256301E−17 2.6073900E−07
4 60-117-60 6.6570013E−17 4.9286462E−07
6 54-82-54 5.8980598E−17 9.2592519E−07
8 48-62-48 8.5868812E−17 8.9716074E−07
10 44-64-44 8.4134089E−17 2.0437891E−07
12 53-53-53 8.2182525E−17 7.0874668E−07
HS216 2 1 0 fails — —
2 8-9-8 5.8800398E−08 1.5929800E−09
HS46∗ 5 2 0 34-101-34 1.5630135E−07 8.1489818E−08
2 fails — —
4 39-42-39 7.7298518E−07 1.2084644E−09
According to the results in the tables, the nonmonotone method is superior to the monotone one
for some problems. And the preliminary numerical results show that the computational results for
each test problem will not change when M is added to some value, which is uniform with the
phenomenon in [16]. Especially, when “HS46∗” is solved, the method all fails for N= 0, not only
for monotone trust region method but also for nonmonotone trust region method. But for N= 106,
the method only fails when M = 2.
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Remark. In the tables, if some problem has no simple bounds in [9,15], we all add the simple
bounds −106 xi6 10, i = 1; 2; : : : ; n. Moreover, if some initial point x0 ∈ D = {x∈Rn|l6 x6 u},
we take the projection of x0 on D. The problem “HS46” is adapted as the following “HS46∗”:
min f(x) = (x1 − x2)2 + (x3 − 1)2
s:t: x21x4 + sin(x4 − x5)− 1 = 0;
x2 + x43x
2
4 − 2 = 0:
5. Discussions
In this paper, we present a nonmonotone trust region method with nonmonotone penalty parameters
for minimizing diNerentiable functions with general equality constraints and simple bounds. We
believe that the results in this paper are of signiFcance.
The method presented in this paper has the following characteristics: the method is a globalized
sequential quadratic programming algorithm; it uses trust region as a globalization strategy; the merit
function is an augmented Lagrangian (thus, it is diNerentiable); the estimates of the Lagrangian mul-
tipliers are arbitrary (although we use the Lagrangian multiplier obtained when we solve subproblem
(2.2)); the behavior of the penalty parameter is not monotone, which avoids the overUow resulted
from too large penalty in the implementation of the algorithm. Furthermore, the sequence of the merit
function values is not monotone, either, which relax the restriction of accepting new iterate point.
At each iterate, we only solve two quadratic subproblems. All these features are valuable for the
development of practical algorithms. Sequential quadratic programming is the most natural extension
of Newton’s method to constrained optimization and the trust region approach allows one to deal
consistently with infeasibility of quadratic subproblems. The nonmonotonicity feature tends to avoid
the inheritance of unnecessary extreme values of penalty parameters from the Frst few iterations and
the iterate sequence can follow the bottom of curved narrow valleys much more loosely, and maybe,
results in longer and more eMcient steps. Gomes et al. [8] pointed out that the method with non-
monotone penalty parameter is very robust and eNective especially for some nonlinear optimization
problems. On the other hand, Toint [16] also pointed out that the nonmonotone strategy hopefully re-
sults in longer and more eMcient steps. The convergent results and the preliminary numerical tests in
this paper shows that the method combining these two ideas is very interesting and of signiFcance. It
is necessary to unravel further the more exact behavior of such methods and all their characteristics.
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