Let U be the enveloping algebra of a symmetric Kac-Moody algebra. The Weyl group acts on U, up to a sign. In addition, the positive subalgebra U + contains a so-called semicanonical basis, with remarkable properties. The aim of this paper is to show that these two structures are as compatible as possible.
INTRODUCTION

1.1
Let A = (a i j ) be a generalized Cartan matrix, with lines and columns indexed by a set I.
From the datum of A, one builds a Kac-Moody algebra g; its derived algebra is generated by sl 2 -triples (e i , h i , f i ), for i ∈ I. Let U be the enveloping algebra of g and let U
+ be the subalgebra of U generated by the elements e i . The algebra U + contains a special basis B, defined by Lusztig [5] and called the canonical basis. In [6] , Lusztig shows that these two bases correspond to each other under T i : U
It induces a basis π i (B)
When A is symmetric, U + can also be endowed with Lusztig's semicanonical basis [7] . Though not being algorithmically computable, this basis recently attracted some interest because of its relation with the theory of cluster algebra, see [2] for a recent survey. The main result of the present paper is a proof that the above statement about the canonical basis also holds true for the semicanonical basis.
1.2
Let * be the antiautomorphism of U + that fixes all the generators e i . This involution exchanges (U + e i , U Our aim is to prove the analog formula for the semicanonical basis:
We consider the dual framework. Let us denote by {S * (b) | b ∈ B} the dual semicanonical basis, namely the basis of (U + ) * dual to the semicanonical basis. Then (1) is equivalent to
Taking u = π i (G(b)) in (2), we get
Relation (3) constrains the transition matrix between the canonical and the semicanonical bases.
ADAPTED FILTRATIONS
This section is devoted to the statement and to the proof of a key combinatorial result.
2.1
Given an algebraic variety X over C, we denote by M(X ) the Q-vector space consisting of all constructible functions f : X → Q, that is, the Q-vector space spanned by the indicator functions of the locally closed subsets of X . Let X : M(X ) → Q be the linear form given by f → a∈Q a χ( f −1 (a)), where χ denotes the Euler characteristic with compact support.
2.2
We consider the following setup:
x is an endomorphism of V which leaves the flag stable and is such that x 2 = 0;
(f) J is a subset of {1, . . ., n} of cardinal k.
Let F be the set of all filtrations
We define a function f : F → Q as follows. Given X ∈ F , we set f (X) = 0 except when
When (h) holds true, we set f (X) = p∈J η p , where
(This definition of η p makes sense, because at least one of the inclusions
Likewise, let G be the set of all filtrations
We define a function g : G → Q as follows. Given Y ∈ G , we set g(Y) = 0 except when
When (k) holds true, we set g(Y) = p∉J η p , where
We claim that with the above notation,
The proof of this fact occupies the rest of section 2.
2.3
We consider the setup (a)-(e) of the previous paragraph. We show that one can construct a basis e = (e 1 , . . ., e n ) of V such that
(n) im x, ker x and W are coordinate subspaces w.r.t. the basis e.
We will show in fact a slightly stronger statement, namely that we can replace the subspace W by an increasing sequence im x ⊆ W 1 ⊆ · · · ⊆ W ℓ ⊆ ker x and demand (n) for each W p at once.
The existence of e is obvious if V is a line. To prove the general case, we use induction on n = dimV .
To the sequence W p , we add W 0 = im x and W ℓ+1 = ker x. Since x leaves stable the hyperplane V n−1 , it induces an endomorphism of the line V n /V n−1 , which is necessarily zero for x is nilpotent, and therefore V n−1 ⊇ im x. Applying the induction hypothesis to V = V n−1 , endowed with the flag (V p ) 0≤p≤n−1 , the endomorphismx = x V and the subspaces W p = W p ∩ V , we get a basis e = (e 1 , . . ., e n−1 ) of V n−1 satisfying (l) and (m) for p < n and such that all the W p are coordinate subspaces w.r.t. the basis e.
We now have to complete e by adding a vector e n . We distinguish two cases. 
2.4
We consider again the setup of paragraph 2.2. Using 2.3, we find a basis (e 1 , . . ., e n ) that satisfies (l)-(n). The situation can be depicted on a diagram of the following form.
q p r
Each column contains two indices p, q such that x(e p ) = e q , an isolated box contains an index r such that e r ∈ (ker x \ im x), and the gray boxes are those that contain an index s such that e s ∈ W. The above picture represents a situation with n = 9, k = 4, dimim x = 3, dimker x = 6.
2.5
To compute the left hand side of (4), we may eliminate the filtrations X such that f (X) = 0, hence we may replace F by the set F 0 of all filtrations X that satisfy (g), (h) and
We want to describe F 0 in coordinates. To this aim, we denote by K the set of labels in the gray boxes; in other words,
In addition, let (e * 1 , . . ., e * n ) be the dual basis to e.
We first note that if F 0 = ∅, then (A) Each p ∈ J either lies in the top box of a column or belongs to K .
In fact, if p ∈ J does not lie in the top box of a column, then e p ∈ ker x. Picking X ∈ F 0 , we thus
and therefore e p ∈ W.
We now claim that when Condition (A) is satisfied, a filtration X ∈ F 0 is uniquely described by a matrix Ξ = (ξ pq ) of complex numbers with the following properties: (F) Ξ is invertible.
As an example, consider the following diagram Conditions (E) and (F) demand that ξ 51 ξ 52 ξ 61 ξ 62 = 0.
2.6
We prove here the claim of 2.5.
Given the matrix Ξ, we set ϕ p = q∈K ξ pq e * q . The correspondence Ξ → X is given by the rule
We first check that X satisfies Conditions (g)-(i) when Ξ satisfies Conditions (B)-(F).
thanks to (F). All this gives (g).
To establish the inclusion X p ⊆ V p , we proceed by decreasing induction on p. So let us assume that X p ⊆ V p and let us show that
by Condition (C), and therefore In fact, x(e p ) ∈ X p holds for any p, because x(e p ) = 0 when p is not in a top box. It follows that x(V p ) ⊆ X p . Combined with the inclusion X p ⊆ V p proved in the previous paragraph, we get (h).
Fix p ∈ J. If p does not lie in the top box of a column, then X p−1 = {v ∈ X p | e * p (v) = 0} by Condition (C); in addition, we have already proved (g), so we know that X p−1 = X p ; these two facts imply that X p cannot be contained in ker e * p , that is,
Therefore the map Ξ → X is well-defined. To show its bijectivity, we construct its inverse. We thus start with a filtration X ∈ F 0 and look for the matrix Ξ.
Take p ∈ J. The p-th line of Ξ displays the coordinates of a linear form
We need to show the existence of ϕ p and to normalize it in a unique way. By induction, we may assume that the p ′ -th line of Ξ has been determined for each p ′ ∈ J greater than p. 
Assume first that p does not lie in the top box of a column. Then by (h), we have x(
We now modify ϕ p so as to obtain the form specified in Condition (D), without altering the property
• Since X p ⊆ W, we may subtract from ϕ p all the terms ξ pr e * r such that r ∉ K .
• If p ′ > p lies in the top box of a column and if
be the index in the box below p ′ ; we may then subtract ξ pq ′ ϕ p ′ from ϕ p , which yields a new ϕ p with ξ pq ′ = 0.
• We repeat the previous step for each relevant p ′ in order to annihilate all ξ pq ′ .
• Lastly, if q ′′ > p does not lie a the top box of a column and if q ′′ ∈ J, then X p ⊆ V p ⊆ ker e * q ′′ , so we may subtract the term ξ pq ′′ e * q ′′ from ϕ p .
It remains to check that the matrix Ξ satisfies (E) and (F). We note that by construction, 
. This is Condition (E).
2.7
Sections 2.5 and 2.6 gives a description of F 0 as a set of matrices. This allows to compute the Euler characteristic of F 0 : it is equal to zero or one, the latter case happening precisely when each column of the diagram contains exactly one element of J and when the remaining elements of J occupy the isolated gray boxes. The aim of this section is to show this result.
We begin with a closer look at the Conditions (B)-(F). Conditions (C) and (D) prescribe that certain matrix elements ξ pq have value zero or one. The other matrix entries of Ξ can be freely chosen; we call them the free entries. The set V of all matrices defined by Conditions (B)- (D) is thus a finite dimensional C-vector space, spanned by the free entries. Conditions (E) and (F) define a locally closed subset G ⊆ V .
The position of the zeros and the ones in a matrix Ξ ∈ V obey a special pattern, which can be described as follows. Up to a reordering of the rows, Ξ can be viewed as the pile of two matrices Ξ 1 and Ξ 2 . The matrix Ξ 1 gathers the rows with index in J ∩ K ; by Condition (C), each row of Ξ 1 is a basis row-vector, that is, its entries are all zero except one entry equal to one. The matrix Ξ 2 gather the rows with index in J \ K ; all free entries of Ξ are in Ξ 2 . Condition (D) implies that a column of Ξ 2 either is a basis column-vector, or its entries are zero or free entries. In other words, if a column of Ξ 2 contains a one, then it is a basis column-vector.
With the help of this description, one easily sees that a minor of Ξ is a homogeneous polynomial in the free entries. In fact, let H be a matrix obtained from Ξ by removing some lines and some columns. Like Ξ, the matrix H has a description as a pile of two matrices H 1 and H 2 ; the only difference with Ξ is that a row of H 1 is either a basis row-vector or zero. To compute the determinant of H, we pick a row in H 1 . If the row is zero, then the determinant vanishes; otherwise, this row contains a one, and the determinant is changed at most by a sign if we remove the line and the column that contains this one. Repeting this operation, we get rid of all the lines of H 1 and end up with a matrix obtained by removing columns from H 2 . Again, a column of this matrix either is a basis column-vector, or its entries are zero or free entries. Pursuing the expansion of the determinant, we remove the basis vector-columns together with some lines. We wind up with a matrix H 3 whose entries are zeros or free entries, and we have det H = ± det H 3 . This establishes our claim.
In view of this property, Conditions (E) and (F) define G as a cone in V . Therefore G 0 = G \{0} is endowed with a free action of C * . The principal C * -bundle G 0 → G 0 /C * then gives for the Euler characteristic with compact support
We conclude that χ(F 0 ) = χ(G ) is zero if G = G 0 and is one if G = G 0 ⊔ {0}. To finish the proof, it remains to determine when the origin of the vector space V belongs to G .
According to the computation explained above, det Ξ = ± detΞ 3 , where the entries of Ξ 3 are either zero or free. In view of Condition (F), the origin of V belongs to G if and only if Ξ 3 is the empty matrix. A scrutiny of the construction of Ξ 3 reveals that the columns of Ξ 3 are indexed by columns q p with p, q ∉ J and boxes r with r ∉ J. Therefore Ξ 3 is the empty matrix if and only if each column of the diagram contains at least one element of J and each isolated gray box contains an element of J. By cardinality, the latter condition is equivalent to the criterion given in our claim.
2.8
We are now in a position to prove (4).
We first consider the left hand side of the equality. By definition of f , given X ∈ F , we have f (X) = 0 if and only if X ∈ F 0 . In addition, in the case X ∈ then gives us the following combinatorial recipe for the value of F f :
• It is zero if there is an isolated white box whose index belongs to J or if there is a column whose two indices belong to J;
• Otherwise, it is (−1) N , where N = J \ K .
The right hand side G g can be computed by duality. Indeed, we define a twisted setup as follows: (ẽ) W is the orthogonal of W;
In addition, duality also gives us a bijective correspondence between Y and the set X of filtrations for the twisted setup; the map g is thereby transported to a mapf . We then have
We can then use again our combinatorial recipe. We observe that the diagram of the twisted situation is obtained by turning upside-down the diagram in section 2.4, by changing each entry p to n + 1 − p, and by inverting the colors in all the boxes. Comparing this with the change described in (f), we retrieve for Ff the same value as for F f . Therefore both sides of (4) are equal.
THE PREPROJECTIVE MODEL FOR U +
3.1
We consider a finite non-empty graph without loops. This is the same as giving two finite sets I and H with I = ∅, a fixed point free involution h → h * of H, and two maps s, t :
For i, j ∈ I, we set a i j = − {h ∈ H | s(h) = i, t(h) = j} if i = j and a i j = 2 if i = j. Then A = (a i j ) is a symmetric generalized Cartan matrix.
Let U + be the Q-algebra defined by generators e i for i ∈ I, submitted to the Serre relations The weight lattice is the free Z-module with basis {α i | i ∈ I}; we denote it by ZI. We write a typical element in ZI as ν = i∈I ν i α i ; when all the ν i are non-negative, we write ν ∈ NI. Given ν ∈ NI, we denote by U + ν the subspace of U + spanned by the monomials e i 1 · · · e i n for sequences i 1 , . . ., i n in which i appears ν i times.
3.2
For i = j and 0 ≤ m ≤ −a i j , let 
3.3
We fix a function ε : H → {±1} such that ε(h) + ε(h * ) = 0 for all h ∈ H. We view the tuple (I, H, s, t) as directed graph, s and t being the source and target maps. We work over the field of complex numbers.
The preprojective algebra is defined as the quotient of the path algebra of this graph by the ideal generated by
Thus, a finite dimensional representation M of the preprojective algebra is the datum of finite dimensional C-vector spaces M i together with a tuple
Each vertex i ∈ I affords a one-dimensional representation S i of the preprojective algebra; explicitly, dim S i = α i and the arrows act by zero on S i . A finite dimensional representation M of the preprojective algebra is said to be nilpotent if all its Jordan-Hölder components are one-dimensional, that is, are isomorphic to a S i . Nilpotent representations of the preprojective algebra are the same as finite dimensional Π-modules, where Π is the completion of the preprojective algebra with respect to the ideal generated by the arrows.
We can here fix the vector space M i and let the linear maps M h vary: we denote by C the category of finite dimensional I-graded C-vector spaces V = i∈I V i , and for given V ∈ C , we denote by Λ V the set of all elements x = (x h ) in
such that (V, x) is a nilpotent representation of the preprojective algebra. An isomorphism V ∼ = W in C induces an isomorphism Λ V ∼ = Λ W ; in particular, the group G V = i∈I GL(V i ) acts on Λ V .
Isomorphism classes of Π-modules of dimension-vector dimV are in one-to-one correspondence with G V -orbits in Λ V .
3.4
Recall the notation defined in section 2.1.
canonically isomorphic. One can therefore identify these spaces and safely denote them by M ν .
where the following notation is used:
• H is the variety consisting of all I-graded subspaces W ⊆ V such that dimW = dimV ′′ (this is a product of Grassmannian varieties).
• Given W ∈ H , the number φ(W) is zero except if x h (W s(h) ) ⊆ W t(h) for all h ∈ H. In the latter case, letx ′ ∈ Λ V/W andx ′′ ∈ Λ W be the elements induced by x, and let x ′ ∈ Λ V ′ and x ′′ ∈ Λ V ′′ be the elements obtained by transportingx ′ andx ′′ through isomorphisms
The maps ⋆ combine to endow the Q-vector space M = ν∈NI M ν with the structure of a NIgraded algebra.
With this notation, there is a unique morphism of algebras κ : U + → M such that for any i ∈ I and any p ≥ 1, for any V ∈ C of dimension-vector pα i , the element κ(e p i /p!) is the function f ∈ M(Λ V ) with value 1 on the point Λ V . The morphism κ is injective (Theorem 2.7 (c) in [7] ).
3.5
In section 2.2 of [1] , endofunctors Σ i and Σ * i of the category Π-mod, called reflection functors, are defined for each vertex i ∈ I. In this paper, we will use only Σ * i ; it can be quickly defined as Σ * i = I i ⊗ Π ?, where I i is the annihilator of the simple Π-module S i . To concretely describe Σ * i , we introduce a special notation, that analyzes a Λ-module M locally around the vertex i. We break the datum of M in two parts: the first part consists of the vector spaces M j for j = i and of the linear maps between them; the second part consists of the vector spaces and of the linear maps that appear in the diagram
For brevity, we will write the latter as
The relations of the preprojective algebra imply
With this notation, the module Σ * i M is obtained by replacing (5) with
The vector spaces M j for j = i and the linear maps between them are not affected by the functor Σ * i .
3.6
Let ν ∈ NI and let V ∈ C be of dimension-vector ν. The evaluation at a point
In section 4, we will show the following statement. Let M be a Π-module of dimension-vector ν.
In the remainder of section 3, we explain how to deduce (2) from this result.
3.7
Given an algebraic variety X , we denote by Irr X the set of irreducible components of V .
Let ν ∈ NI. Given V, W ∈ C of dimension-vector ν, one can construct an isomorphism Λ V ∼ = Λ W , determined up to composition with an element of G V . The latter being connected, one gets a canonical bijection Irr Λ V ∼ = Irr Λ W . One can therefore identify these sets and safely denote them by B ν .
In section 
where
In addition, Saito's reflection σ i (which we define in section 1.2) also has a nice interpretation:
For a proof, see Proposition 18 in [1] .
3.8
Let ν ∈ NI, let V ∈ C be of dimension-vector ν, and let Z ∈ Irr Λ V . Given u ∈ U By Theorem 2.7 in [7] , {δ Z | Z ∈ Irr Λ V } is a basis of (U 
Applying Equation (7) 
where ν is the weight of b. This equation is (2), with b instead of b ′ . In other words, we have showed that (2) is a corollary to (7).
PROOF OF (7)
It remains to show (7) . This is the purpose of this section.
4.1
We first look at a particular case of (7). Namely, we consider the following star-shaped graph with set of vertices I = {0, . . ., n}.
Let 0 ≤ k ≤ n and let M be a Π-module of dimension-vector ν = kα 0 + (α 1 + · · · + α n ). We claim that if ker M out(0) = 0, then (7) holds for i = 0.
By linearity, it suffices to check (7) 
Let us set
The preprojective relation M in(0) M out(0) = 0 ensures that x 2 = 0 and that W ⊆ ker x. We further
this gives a complete flag in V .
If x does not leaves this flag stable, then both sides of (7) vanish, so (7) holds true.
If x leaves this flag stable, then we are in the setup of section 2.2. Then the two sides of (7) are given by the integrals on the two sides of (4). The proof of (4) in section 2 therefore ensures that our particular case of (7) holds true.
4.2
We now tackle the general case of (7).
Since U The left hand side of (7) 
The right hand side of (7) can be computed by a similar convolution product. Let H Equation (7) can thus be written
Therefore to prove (7), one only has to show
where each side depends on the choice of a point in H * .
4.3
We keep the notations of section 4.2.
For each k = i, let A k be the vector space with basis {h ∈ H | (s(h), t(h)) = (i, k)}. Let V = M i ; in other words,
We also set x = M out(i) M in(i) .
We have chosen a point in H * , that is, a filtration in V k for each k = i: Let us first assume that x does not leave stable the filtration (10). In this case, both sides of (9) vanish, so (9) holds true.
Let us now assume that x leaves stable each V s . Noting that x induces a nilpotent endomorphism on each quotient V s / V s−1 , we can find a basis e = (e 1 , . . ., e n ) of V in which the matrix of x is strictly upper triangular and such that (e 1 , . . ., e q s ) is a basis of V s , for each s ∈ [1, r].
We then consider the graph (8) . The objects attached to this graph will be underlined: the enveloping algebra is U + and is generated by elements e i with i ∈ {0, 1, . . ., n}; the completed preprojective algebra is Π.
We set M 0 = V This last argument finishes the proof of (9), hence of (7).
