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Supervised load identification of 18 fixed-speed
motors based on their turn-on transient current
Christian Gebbe, Adil Bashir and Thomas Neuha¨user
Abstract—Several studies have already shown that the tran-
sient current can be successfully used to identify electric loads.
However, most of the proposed methods were validated using
only a handful of loads whose electric properties often differed
significantly from each other. Therefore, a much more challenging
empirical study was carried out here using 18 different fixed-
speed motors in a real work environment. A further difficulty was
introduced by normalizing the current amplitude to a value of 1 A
during steady state. It is shown that a classifier can distinguish
these 18 motors even under those conditions with an f1-score of
97.7 % after a supervised training period. In addition to that it
was tested whether the mechanical output type (pump, fan or
compressor) of the fixed-speed motors could be inferred using
only the transient current. However, the classification results
indicate that this is not possible.
Index Terms—Load identification, Nonintrusive load monitor-
ing, fixed-speed motor, transient current, classification, current
harmonics
I. INTRODUCTION
Load identification is an important step of nonintrusive load
monitoring (NILM) [1]. The term ”load identification” refers
to classification methods which map input data, usually electric
properties derived from the current and/or voltage, to a certain
load type [2].
This classification problem has already been tackled in
several papers [3]–[23], [23]–[38] and different features and
classifiers have been proposed (see section A). However, most
of the proposed methods were validated using only a handful
of loads, whose electric properties often differed significantly
from each other (see section A). We asked ourselves: Is a
classification still possible
• if the loads are very similar to each other,
• if the loads are normalized with respect to their current
draw during steady state,
• if there are much more than only a handful of loads?
Therefore, we conducted an empirical study using 18 dif-
ferent fixed-speed motors in a real working environment.
Thereby, we directly address an issue raised by [39], who
state that ”load identification performance using STFT [short
time Fourier transform] has not been characterized for many
practical scenarios”.
In addition to that we wanted to know whether the type
of mechanical load (i.e., a pump, a fan or a compressor)
could be inferred automatically after a supervised training.
The difference between these three mechanical loads is that
a pump transfers a liquid from a region of low pressure to a
region of high pressure, whereas a fan moves a gas with adding
negligible amounts of pressure to it, and a compressor (and
a blower) raises the pressure of a gas significantly [40]. This
analysis was motivated by the statement that the ”transient
behavior of a typical load is intimately related to the physical
task that the load performs” [4]. Moreover, Sultanem [3], one
of the earliest publication in this area, already proposed to
distinguish pump-operated appliances from other motor-driven
appliances. Since fixed-speed motors represent one of the most
frequently occurring loads in industry, a classifier which could
infer its mechanical load by measuring its current would be
of great benefit.
The rest of the paper is structured as follows: Section II
describes the load identification problem in more depth from
a theoretical point of view. After that, the data and methods
used in this case study are reported in detail in section III. The
results of the classification are reported in section IV. Finally,
the paper is briefly summarized in section V.
II. LOAD IDENTIFICATION THEORY
As mentioned above, load identification refers to classifi-
cation methods which map input data to a certain load type
[2]. In this section, the possible load types and the kind of
classification problem shall be explained in more depth.
A. Possible load types
In a lot of papers it is not clearly specified, which load
types exist. Several options are conceivable and have been
(implicitly) proposed in papers:
• One type for each operational status for each (physically
different) load
• One type for each (physically different) load
• One type for each device model (e.g. dishwasher of
company A, model X)
• One type for each device type (e.g. dishwasher)
• One type for each group of devices (e.g. linear loads)
For example, [30] partitions a hair dryer and a electric heater
into their different operational statuses (e.g. full power, half
power and standby). Opposed to that, [37] uses two different
hair dryers in his case study but does not distinguish them
further by their operational status. In contrast to that, [33]
groups all washing machines, dishwashers, etc. into one load
type. Similarly, [8] groups two different induction motors into
one load type. Last, [38] mentions that the signatures from
an electric heater and an electric iron appear very similar,
indicating that grouping them together might be beneficial for
increasing the classification accuracy. Similarly, [3] proposes
a load category ”resistive appliances”.
In this paper, we only want to recommend to clearly specify
the load types, but we shall not evaluate which load types
are the most sensible choice. Such an evaluation will certainly
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need to take the final purpose of the classification into account
which may differ from application to application. Moreover,
the choice of load types might also be influenced by the
choice of features: While [12] reports that devices of the same
model exhibit very similar features, [41] noticed a discernible
variation in the voltage noise of four compact fluorescent lights
of the same model, purchased as a packaged bundle, by which
they could be distinguished.
B. Kind of classification problem
In the simplest case, the current and/or voltage of one load
is measured, relevant features are extracted and exactly one
load type is predicted. Since the classifier needs to know the
load types a priori, the classifier is provided with samples of
each load type during training. Thus, we are dealing with a
supervised classification.
Often, the current and/or voltage of an aggregated load
comprising many individual loads is measured. In these cases,
the switching events are usually detected at first [2] and it
is assumed that each switching event is caused by exactly
one load. For each switching event, features are extracted
by using some kind of disaggregation method and one load
type is predicted. Thus, the problem simplifies to a supervised
classification problem again. However, switching events, in
particular turn-on events, may also overlap. [4] solve this
problem by only considering a section of a turn-on event,
which they then assume to be caused by only one load.
In all of the descriptions above, only one class is inferred
for a particular input. In contrast to that, papers using artificial
neural networks as classifiers, e.g. [12], [14], [35], often have
one binary output neuron for each possible load type. These
output neurons represent whether a load of a certain type is
present (”on”) in the measured aggregate load. Thereby, the
presence of multiple load types can be predicted at once. Such
classifiers are often trained with all possible load type combi-
nations. Since there are 2N possible combinations assuming N
different load types, this approach does not scale well for large
numbers of N . However, posing the classification problem
in this way makes sense if no event detector is used or if
overlapping events are likely.
Last, some nonintrusive load algorithms [42]–[45] pose the
disaggregation problem as an optimization problem by trying
to match the measured aggregate power demand as closely
as possible and modeling appliances as e.g. Markov models.
While such algorithms also implicitly estimate which loads
are active at which times, the structure of such algorithms de-
viates significantly from the supervised classification methods
described above. Thus, such algorithms shall not be further
analyzed in this paper.
III. DATA AND METHODS
In the following, information about the dataset, the data
acquisition methods, the preprocessing methods, the feature
extraction methods and the classification method is presented.
A. Dataset
The dataset includes the electric measurements from 18
different fixed-speed motors (see table I). All motors are part
of machines which are used in manufacturing plants and were
located at the workshop of Fraunhofer IGCV. For each motor,
the type of mechanical load (pump, compressor, fan or other)
was determined. No more specifications about the motors was
obtained due to often limited documentation and difficulties
with disassembling the machine to analyze the motor from
close range. However, it is assumed that all motors differ
from each other in terms of the device model, since the
machines come from different manufacturers and the motors
serve different purposes.
TABLE I
OVERVIEW OF ANALYZED FIXED-SPEED MOTORS
Machine Pump Com-
pressor
Fan Other
mech.
Load
Number
of
turn-
on
events
Thermoform machine - vac-
uum pump
1 14
Thermoform machine - con-
veyor belt
1 12
Thermoform machine - motor
for winding
1 21
Thermoform machine - cool-
ing unit
1 12
Thermoform machine - cool-
ing unit
1 8
Thermoform machine - cool-
ing unit
1 9
Heated washing basin 1 27
Milling machine - cooling lu-
bricant pump
1 8
Motor driving a generator 1 10
Pedestal fan 1 28
Cooling unit for selective laser
sintering machine 1
1 15
Cooling unit for selective laser
sintering machine 1
1 38
Cooling unit for selective laser
sintering machine 1
1 39
Cooling unit for selective laser
sintering machine 2
1 47
Cooling unit for selective laser
sintering machine 2
1 46
Ultrasonic cleaner - fan 1 14
Ultrasonic cleaner - fan for
drying
1 18
Ultrasonic cleaner - circulation
pump
1 10
SUM 6 4 5 3 376
B. Data Acquisition
The current of each motor was measured by placing a
current clamp around the cables leading to the motor, usually
in the control cabinet. Similarly, the voltage was obtained
by placing a magnetic voltage probe to live metal parts in
the control cabinet. In case of three-phase motors, only one
(arbitrary) phase was measured.
As current clamps, the model WZ12B from the company
GMC-I Messtechnik GmbH were used, for which a measure-
ment error of  = ±1.5 · i± 1mA is stated. Even though they
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are only specifed for a frequency range of 45 Hz to 500 Hz,
it was experimentally determined by both the author and the
manufacturer that they measure a current with a frequency of
10 kHz with an attenuation factor of only a few percent (see
Fig. 1).
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Fig. 1. Experimentally determined frequency response of the current clamps,
which output a voltage signal
As data acquisition device, the model DS-NET from the
company DEWESoft GmbH was used. Its V4-HV module was
used for recording the voltage, and its V8 module to record
the voltage output of the current clamps. Both were measured
with a sample frequency of 10 kHz.
In this paper, we are intentionally measuring the current of
the motor directly (similar to previous papers, see section A).
In contrast to that, NILM devices only measure the current
of an aggregate load. As described above, loads are then
identified by detecting switching events and extracting features
for each switching event which includes some kind of disag-
gregation method. Thus, load identifcation using the aggregate
current actually comprises two problems: A disaggregation
and a classification problem. Here, we are only tackling the
classification problem. The reason is as follows: If the load
identification using the aggregate current yields poor results,
it is not clear whether it is due to the disaggregation or
the classification method. On the other hand, if the load
identification using the motor current yields poor results, it
is clear that the issue is the classification method.
C. Preprocessing methods
The current measurements of each motor were divided by
a constant factor so that the current peaks during steady state
were at approximately ±1 A. Then, the turn-on events of each
motor were detected using a simple threshold algorithm. The
turn-on currents of a motor usually varied significantly, most
likely due to a different phase angle at the time of turning-on
(see Fig. 2 top).
In order to mitigate this influence, the current was split into
periods using a zero-crossing approach and the first period
corresponding to the first approximately 20 ms was omitted
(see Fig. 2 middle). Moreover, the current was potentially
multiplied by (−1) so that the first current peak is positive.
After this preprocessing, all turn-on currents of a fixed-speed
motor looked much more similar (see Fig. 2 bottom). Based on
the preprocessed current i and the measured voltage u, the in-
stantaneous power pinst was calculated as pinst(t) = i(t)·u(t).
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Fig. 2. Transient current of 27 turn-on events of the heated washing basin
before (top) and after (bottom) performing the preprocessing (middle).
D. Extracted features
For each turn-on event, several features were calculated.
Therefore, only the time scale of the second to sixth period
of the current after the turn-on event was considered, which
corresponds to the first approximately 20-120 ms after a turn-
on event (see Fig. 2 middle). While later times would probably
provide useful features, too, there is higher chance that another
turn-on event occurs during that time period. Because of that,
the duration of the transient was not used as a feature, since
it can be much longer than 120 ms. The following features
were calculated (see summary in Table II):
Exponential decay constant: An exponential function of
the form ipeak(t) = imax · e−λt + isteady was fitted to the
current peaks and the parameter λ was used as a feature.
More exactly, this function was fitted to four different signals
resulting in four different features: The five peak maxima
of the current, the five peak minima of the current, the ten
peak maxima of the absolute value of the current and the ten
maxima of the instantaneous power pinst.
Linear slope constant: Analogous to calculating
the exponential decay constant, a linear slope constant
m was calculated by fitting a function of the form
ipeak(t) = imax ·m+ isteady . It was also calculated for
the four signals specified above.
Current peak values: Another set of features were the
peak values of the current in the second to sixth period.
In total, five current peak maxima values and five current
peak minima values were used as a feature. If we would not
have normalized the current during preprocessing, such current
peaks would represent absolute values. However, one might
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prefer using relative values to using absolute values in order
to classify identical device types equally, independent of their
size. Therefore, the absolute current peak values have to be
divided with other absolute values. In this paper, the transient
current peak values are implicitly divided by the steady state
current peak values during the normalization in preprocessing
(see subsection III-C). Alternatively, the transient current peak
values can be divided by themselves. This approach was also
tested. As divisor, the maximum peak value of the third period
was chosen, because this particular value varied, on average,
the least for all motors compared to the other current peaks
in the second to sixth period. Concluding, both the ”absolute”
(only implicit division with steady state current amplitude)
and the ”relative” (explicit division with transient current peak
value) current peak value were used as features.
Energy: Inspired by [14], the energy of the transient de-
fined as e(t0,∆t) =
∫ t0+∆t
t0
pinst(t)dt was used as a feature.
More precisely, the energy of each period from the second to
sixth period was used (five values) and the sum of the energy
ranging from the second to either the second, third, fourth,
fifth or sixth period (five more values). Since these values
represent absolute values again, in addition to the absolute
values relative values were calculated by dividing the energy
in each period by the energy of the sixth period. The sixth
period was chosen, because it varied, on average, the least for
all motors compared to the energies of the four periods.
Current harmonics: Similar to [8], the magnitude of the
first 20 current harmonics was calculated using a fast Fourier
transform. The magnitudes were divided by the magnitude
of the first harmonic, resulting in relative features. The fast
Fourier transform was applied five times for each of the second
to sixth periods, resulting in a total of 100 features. Moreover,
the total harmonic distortion was calculated for each period via
THD = (|I2|+ |I3|+ · · ·+ |I20|)/|I1|, where |In| represents
the magnitude of the n’th current harmonic. This resulted in
five more features.
Presence of additional local extrema and inflection
points: In a perfect sinus signal, there is only one local
extrema in the middle of each half-period. However, some
currents exhibited multiple local extrema in half-periods. This
phenomenon was captured with one feature per half-period
which took the value one whenever multiple local extrema
appeared and otherwise zero. Similarly, an inflection point, at
which the curvature of a signal changes, only appears for a
perfect sinus when its value approaches zero. In some half-
periods additional inflection points were observed though and
in these cases a corresponding feature adopted the value one
and otherwise zero.
E. Classifier for distinguishing motors
The actual classification can be subdivided into the follow-
ing five substeps:
• Prepare the data set in order to facilitate the classification
process
• Split the data set into training and test set
• Choose features
• Choose a classifier
TABLE II
LIST OF ALL FEATURES CALCULATED IN THE CASE STUDY
Feature category Number of features in category
Exponential decay constant 4
Linear slope constant 4
Peak values - absolute and relative 20
Energy - absolute and relative 10
Energy sum - absolute and relative 10
Magnitude of current harmonics 100
Total harmonic distortion of harmonics 5
Presence of local extrema 10
Presence of inflection points 10
Sum 173
• Train a classifier
• Choose a classification accuracy measure
Prepare data set: Before the classification, all features
were rescaled to [0, 1]. Otherwise, features with a high mag-
nitude are likely to dominate the classification process. There
are 18 labels for each (physically different) fixed-speed motor.
Split data set: In order to train and evaluate the classifier,
the data set is split into a training set for training the classifier
and a test set for evaluating the classifier. This is performed
using the stratified k-fold cross validation technique with
k = 8 [46]. One weakness of the data set is that the number
of turn-on events differs among motors. In machine learning
terms the data set is said to be imbalanced. Thus, the classifier
would prioritize the correct classification of those motors that
have the highest number of turn-on events while it should
consider all motors as equally important. The equal treatment
of classes can be achieved by modifying the cost function
during the training procedure. Therefore, in scikit-learn the
parameter class weight was set to ’balanced’.
Choose features: One could train a classifier using all the
173 features defined in the previous subsection. However, it
would be desirable to use significantly fewer features to make
the classifier simpler and also avoid overfitting. To this end,
we followed the following strategy: At first, train a classifier
with each of the 173 features (only one feature). Determine
the accuracy of each classifier. Pick the ”winning” feature
which yielded the highest classification accuracy. Then, train a
classifier with two features. Limit the 1732 = 29929 possible
feature combinations to only 173 possible combinations by
fixing one feature to the ”winning” feature of the previous run.
Again, train 173 different classifiers and pick the ”winning”
feature of the second run. Follow this approach of adding
one more ”variable” feature for each run and keeping the
”winning” features of the previous runs. Thereby, we tested
classifiers that use 1-15 features. For a given number of
features, only the classifier with the ”winning” features is
reported in the following.
It is clear that this approach will yield worse results than
trying all possible combinations for a fixed number of features.
However, for a classifier with 15 features, there are approx-
imately 17315 = 3.7 · 1033 possible feature combinations.
Trying all these out by brute force would take too much time.
Choose classifier: Two of the most often employed super-
vised classification techniques are neural networks and support
vector machines. While neural networks tend to require a
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large number of samples [47], support vector machines ’are
well suited to deal with learning tasks where the number
of features is large with respect to the number of training
instances’ [48, p. 13]. Since this condition was true for this
case study (the number of potential features was approximately
half as large as the number of the samples), the support
vector machine was chosen. It was implemented using the
function ’sklearn.svm.SVC’ from the python module scikit-
learn, version 0.19.2 [49]. One of the parameters to further
specify the support vector machine classifier is the choice of
the kernel. Here, three kernels were tested: a linear kernel,
a polynomial kernel with three degrees and a radial basis
function kernel. All other parameters of the function were left
to their default values.
Train classifier: Training the classifier means fitting the
parameters of the mathematical model of the support vector
machine to the training data such that the classification ac-
curacy is maximized. To this end, scikit-learn provided the
function fit.
Choose accuracy measure: The classification accuracy of
the trained classifier was evaluated using the macro-averaged
f1-score. This metric is more appropriate than the default
accuracy measure (fraction of correct classifications) in case
of imbalanced data sets.
F. Classifier for predicting the mechanical output
The classifier for predicting the mechanical output was the
same as the one used for distinguishing the 18 different fixed-
speed motors with the following deviations:
• The three motors whose mechanical output was neither a
pump, a compressor nor a fan, were omitted.
• Instead of the 18 labels for each motor, only three labels
were used representing the three different mechanical
outputs: pump, compressor and fan
• The number of turn-on evens per mechanical output was
not equal. Therefore, the parameter class weight was set
to ’balanced’ again.
• The number of turn-on events per motor was not equal.
To ensure equal importance, the number of turn-on
events per motor was reduced to eight through omission.
Thereby, only eight turn-on events from each motor were
used.
• Instead of the default stratified cross-validation we em-
ployed a custom cross-validation strategy. The reason
is that the default stratified cross-validation folds would
likely contain one turn-on event from each motor. In
this way, the classifier could learn to predict the three
different mechanical outputs by distinguishing the (18-
3=) 15 different motors. Instead, we want the classifier
to generalize the characteristics of a mechanical output.
Therefore, the data set was split such that the test set
includes all turn-on events from one motor from each
mechanical output (i.e., the test data includes three motors
and a total of 24 turn-on events). All residual turn-
on events form the training set. This splitting strategy
ensures that the motors in the test data set are new to the
classifier. There are 6 · 4 · 5 = 120 possible combinations
to split the dataset in this way (see table I). For each
of these combinations, a classifier was trained and its
accuracy (f1-score) was evaluated. The final f1-score was
determined as the mean of these f1-scores.
IV. RESULTS
First, the results of the classifier for distinguishing motors
are presented in subsection IV-A. Then, the results of the
classifier for inferring the mechanical output type are discussed
in subsection IV-A.
A. Distinguishing motors
The classification results for distinguishing the 18 different
fixed-speed motors are presented in Fig. 3. Among the three
different SVM kernels, the classifier using the linear kernel
achieved the highest f1-score. It may be surprising that the
classifier using the linear kernel performed better than the one
with the polynomial kernel, because the linear kernel is just
a subset of the polynomial one. However, we believe that the
use of the polynomial kernel increased the degree of freedom
of the model too much given the limited amount of training
data.
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Fig. 3. classification results for distinguishing the 18 fixed-speed motors
The f1-score of the classifier using the linear kernel depends
significantly on the number of features used for classification.
It is less than 20 % when only one feature is used, approxi-
mately 80 % when five features are used and 97.7 % when 14
or 15 features are used. This f1-score is significantly higher
than the expected f1-score of 1/18 = 5.6 % for a randomly
guessing classifier.
The winning features for each run are shown in table III.
Most of these feature represent the magnitudes of certain cur-
rent harmonics. This might not be too surprising, as 100 out of
173 features represent current harmonic magnitudes. However,
we expected that the total harmonic distortion of a period
would be a more helpful feature than a rather specific current
harmonic. Moreover it was surprising to us that the winning
feature when using only one feature was the second harmonic
in the period 2, an even harmonic, whose magnitude is usually
negligible compared to any odd harmonic. Apart from the
current harmonics, two features repesenting the current peak
values directly as well as two linear slope constants could also
XXX, VOL. XXX, NO. XXX, XXXX 6
TABLE III
”WINNING” FEATURE FOR EACH RUN
number of
features
Additional ”winning” feature f1-score
1 Magnitude of 2nd harmonic in period 2 14.6 %
2 Linear slope constant using maxima of absolute
current
27.2 %
3 Magnitude of 3rd harmonic in period 5 47.3 %
4 Absolute peak value of current minimum in
period 4
67.2 %
5 Magnitude of 7th harmonic in period 5 78.9 %
6 Magnitude of 9th harmonic in period 3 84.8 %
7 Magnitude of 17th harmonic in period 3 90.7 %
8 Relative peak value of current maximum in
period 5
92.7 %
9 Magnitude of 6th harmonic in period 3 94.5 %
10 Magnitude of 3th harmonic in period 6 95.4 %
11 Magnitude of 9th harmonic in period 5 96.0 %
12 Magnitude of 11th harmonic in period 5 96.8 %
13 Magnitude of 11th harmonic in period 6 97.3 %
14 Magnitude of 17th harmonic in period 4 97.7 %
15 Linear slope constant using current minima 97.7 %
be found among the winning features. In contrast to that, all
four exponential decay constants were found to be one of the
most unhelpful features. They exhibited the highest average
coefficient of variation, calculated for all the turn-on events of
one motor, among all the 173 features.
A visual representation of the data is possible by plotting
the turn-on events in a two-dimensional scatter plot along the
axis of the first two winning features (see Fig. 4). It can be
seen, that most turn-on events belonging to the same motor
are grouped closely together while turn-on events of different
motors are separated from each other. This observation is in
alignment with the good classification results.
B. Predicting mechanical output of motors
The classification results for inferring the mechanical output
of a motor are shown in Fig. 5. Similar to Fig. 3, the
classifier using the linear kernel outperforms the one with the
polynomial kernel. While the classifier using the radial basis
function kernel achieves slightly higher f1-scores, its f1-score
sometimes decreases if the number of features is decreased
which may be sign of a too complex model for the very
limited amount of training data. Therefore, we will analyze
the classifier using the linear kernel in the following.
Its resulting f1-score depends on the number of features: Us-
ing only one feature (relative peak value of current minimum
in period 6) it achieves an f1-score of already 52.4 %. Using
five features, an f1-score of 70.7 % is reached, but it does
not increase more using any additional features. While these
values seem high, they have to be compared to a randomly
guessing classifier whose f1-score is 1/3 = 33 %. While
there is an increase in classification accuracy, it does not seem
significant.
Thus, it seems that no classifier could be found that per-
forms significantly better than a randomly guessing one. This
may be due to the very limited amount of training data which
comprises only 4 − 6 motors for each type of mechanical
load. Potentially, the common characteristics determined by
the mechanical load could not be automatically inferred by
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Pump of washing basin
Pump of CU of SLM1
Pump of CU of SLM2
Pump of CU of TM
Pump of UCM
Cooling lubricant pump of MM
Generator (other)
Conveyor belt (other)
Winding (other)
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Vacuum pump (comp)
Fan of CU of SLM1
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Fan for drying of UCM
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Pedestal fan
Fig. 4. Scatter plot of all turn-on events. CU=cooling unit, SLM=selective
laser sintering machine, TM= thermoform machine, MM=milling machine,
UCM=ultrasonic cleaning machine.
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Fig. 5. classification results for inferring the mechanical output type
so few motors. On the other hand, it might also be that the
inference of the mechanical load based on only the transient
current is simply not possible, because the motor type and/or
its specific application influences the transient current much
more than the type of the mechanical output.
The turn-on events can again be plotted in a scatter plot
along the axis of the first two winning features. The second
and third winning feature of the classifier using the linear
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kernel were the presence of inflection points in a particular
half period. Since these are binary features, the resulting
visualization is difficult to read. Instead, the first two winning
features of the classifier using the radial basis function were
used as axis, which represent the magnitude of the 2nd current
harmonic in period 5 and the magnitude of the 8th current
harmonic in period 6 (see Fig. 6). According to this graph, the
turn-on evens from fans (white shapes) tend to exhibit fewer
current harmonics than the turn-on events from compressors
(black shapes). Turn-on events from pumps (numbers) fall
somewhere in between. However, the class borders are more
overlapping compared to Fig. 4, which explains the lower
classification performance.
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Fig. 6. Scatter plot of all turn-on events. CU=cooling unit, SLM=selective
laser sintering machine, TM= thermoform machine, MM=milling machine,
UCM=ultrasonic cleaning machine.
V. SUMMARY
We tested whether 18 different fixed-speed motors could
be distinguished based upon their normalizedtransient current.
We found a classifier using 14 different features that can
separate these motors with an f1-score of 97.7 %. This can be
considered a success compared to the f1-score of 5.6 % from
a randomly guessing classifier. Even when only five features
can be used, a classifier was found that can distinguish the
motors with an f1-score of approximately 80 %.
In addition to that it was tested, whether the mechanical
output type of a motor (i.e., a pump, a fan or a compressor)
could be inferred by only analyzing the normalized transient
current. Therefore, the classifier was trained with turn-on
events from 3-5 motor for each mechanical output type, but
it performed the prediction on turn-on events from motors
which it has never seen before. In this way, the best classifier
achieved f1-scores of approximately 70 %. This is not a
significant improvement compared to a randomly guessing
classifier which yields an f1-score of 33.3 %. This poor per-
formance might be due to the low numbers of motors for each
mechanical load type. However, it may also indicate that such
an inference is simply not possible, because the motor type
and/or the specific application influence the transient current
characteristics more than the type of mechanical output.
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APPENDIX A
OVERVIEW OF EXISTING PAPERS CONCERNING LOAD IDENTIFICATION
Paper Proposed
categories
Proposed
features
Proposed clas-
sifier
Classifier
tested?
Input
data
Input
data
Loads in case study Evaluation of case study
[3]
One class
per load
P,Q, shape and
duration of tran-
sient, current har-
monics
Iterative
sorting using
benchmark
values and
heuristics
yes measured aggregate Appliances in occupied
household for 24h (no details
available)
Only qualitative: For ap-
pliances with simple op-
erating cycles 95 % accu-
racy. Issues were (1) du-
ration of transient could
not be determined reliably
(2) appliances with several
components combined in
different manners (3) vari-
able power appliances
[4]–
[7]
Load
classes, here:
instant-start
fluorescent
lamps,
rapid-start
fluorescent
lamps,
induction
motors
P , Q, |I3|, |I3|2
during most
varying part of
transient (dubbed
v-section)
transversal fil-
ter
yes measured per load
and ag-
gregate
of two
loads
Four loads: instant-start fluo-
rescent lamp, rapid-start fluo-
rescent lamp, two three-phase
induction motors with ratings
of 0.25 hp and 0.33 hp
Only qualitative: ”[the
classificator] performs
remarkably well”.
[8]
Load classes
specified
in [4] plus
personal
computer
Time-varying
Fourier
coefficients
of current
transversal fil-
ter
yes measured per load
and ag-
gregate
of two
loads
Same as in [4] Only qualitative: ”all
events are correctly
identified”.
[9]
not specified Linear slope of
active power
not specified no,
only
ap-
proxi-
mation
evalu-
ated
measured per load A compressor of heat pump
and a washing machine
Linear approximation of p
yields an error of less than
5 %.
[10]
Load classes
similar to [8]
Time-varying
Fourier
coefficients
of transient
current
pattern
matching using
least squares
criterion in
case of single
events. Pattern
matching
using a more
complex
optimization
in case of
multi-event.
yes Simulated
and
mea-
sured
per load
and ag-
gregate
In chapters 3-4 simulations
of a few loads (e.g. pumps,
fans). In chapter 8 a laundry
room comprising nine dryers
as well as a building compris-
ing a variable speed drive.
In chapters 3-4 few
quantitative results
(mostly 100 % accuracy
in very limited tests). In
chapter 8 no quantitative
results.
[11]
Load classes
similar to [8]
but not spec-
ified in detail
Time-varying
Fourier
coefficients
of voltage
fitting
procedure
performed
as a series
of decoupled
estimation
problems
yes measured aggregate Four loads: 1 kW heater, 0.33
single-phase induction motor,
three-way incandescent lamp,
rapid-start fluorescent lamp
Only qualitative: ”the
complete system has been
able to identify nearly all
loads”
[12]
One class
per load
Odd (complex)
Fourier
coefficients until
15th harmonic
extracted from
steady state
current
1. Multilayer
perceptron
neural network
2. Radial
basis function
neural network
3. Support
vector machine
with different
kernels
yes Measured
(some
aggre-
gate
data
was
simu-
lated)
per load
and
aggre-
gate. All
possible
combi-
nations
in
training
data.
Setup 1: monitor, fridge, fan,
CPU, battery charger, televi-
sion, light bulb, fluorescent
lamp.
Setup 2: CPUs, monitors,
DC power supplies, note-
book, phone charger, fluores-
cent lamp.
Setup 3: motors, inverters, flu-
orescent lamps.
Accuracies between 53-
100 % depending on train-
ing set, generate noise and
choice of classifier
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Paper Proposed
categories
Proposed
features
Proposed clas-
sifier
Classifier
tested?
Input
data
Input
data
Loads in case study Evaluation of case study
[13]
One class
per load
Coefficients of
fast Fourier
transform from
voltage in
the frequency
range between
0-50 kHz
Support vector
machine (ker-
nel not speci-
fied)
yes measured aggregate Six different residental
houses, whose appliances
are not further specified. It
is only reported that house
1 comprises 41 different
appliances. Training data
was collected by manually
switching appliances.
Classification accuracies
between 79-92 % for
different houses and
different training sets
[14],
[15]
One class
per load
P , Q, VTHD ,
ITHD , energy of
transient e de-
fined as integra-
tion over pinst
Simple neural
network
trained by
backpropa-
gation and
learning vector
quantization
yes measured per load
and
aggre-
gate. All
possible
combi-
nations
in
training
data.
Five loads: three induction
motors (95 hp, 140 hp,
300 hp), one induction motor
controlled by a variable speed
drive (95 hp), one load bank
(R=4 Ω) supplied by an un-
controlled three-phase bridge
rectifier
For backpropagation: Ac-
curacy between 95-100 %
already with only P,Q.
For LVQ classifier; Ad-
ditional use of VTHD ,
ITHD and e increase ac-
curacy from 81-100 %
(individual loads) and 2-
43 % (load combinations)
[16]
Load classes
different
classification
systems are
discussed in
paper
several features
describing the
shape of the
normalized
voltage-current-
trajectory
Hierarchical
clustering (not
classification!)
yes
(clus-
tering
only,
not
clas-
sifica-
tion)
measured per load resistive appliances (electric
kettle, heater, hair dryer),
motor-driven appliances
(vacuum cleaner, fan,
blender), pump-operated
appliances (refrigerator,
dehumidifier), electronic
appliances (computer,
television, video recorder,
energy-saving light bulb) as
well as microwave oven and
induction cooker
No accuracy, since only a
clustering was performed,
not a classification
[17]
Not clear:
Either one
class per
load or or
load classes
similar to [5]
Fourier
coefficients
of current
not specified no,
only
analy-
sis of
data
measured per load compact fluorescent light,
lamp with dimmer, fan with
speed control
No
[18]
same as in
[14]
P,Q, energy of
transient
Simple neural
network
trained by
backpropaga-
tion
yes Case1
simu-
lated
Case2
mea-
sured
same as
in [14]
Case 1: two three-phase in-
duction motors rated 2.6 hp
and 4.7 hp and a R-L-linear
load whose real and reactive
power resembles the 4.7 hp
motor.
Case 2: 119 W dehumidifier,
590 W vacuum cleaner, R-
L linear load whose real and
reactive power resembles the
590 W vacuum cleaner
In both cases, accuracy for
test data is approx. 40 %
using only P,Q and 100 %
using P,Q,e.
[19],
[20]
One class
per load
Wavelet
coefficients
representing the
value and phase
of local peaks in
current
unclear yes measured per load
and ag-
gregate
A vacuum cleaner, an in-
duction cooker, a microwave
oven and an air conditioner
Accuracy of 100 % if only
one load is active and ac-
curacies between 95-99 %
if multiple loads are active
[21]
Different
load classes
including
incandescent
lights and
motors
Manually
selected
coefficients
of time-varying
Fourier series of
transient current
pattern match-
ing using least
squares
yes measured aggregate Case 1: Nine loads within
a car comprising lights and
motors. Case 2: Eight loads
in an AC network comprising
induction machines, a
computer and different
lights (instant start, compact
fluorescent, rapid start,
incandescent). Case 3:
Loads within a naval vessel
comprising induction motors
driving pumps.
No quantitative results
concerning transient
classification are reported
for any of the case studies.
Instead, rather focus on
condition monitoring.
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Paper Proposed
categories
Proposed
features
Proposed clas-
sifier
Classifier
tested?
Input
data
Input
data
Loads in case study Evaluation of case study
[22]
same as [10] same as [10] same as [10] yes measured aggregate 1500 turn-on events of a
naval waste collection and
disposal system comprising
mainly two water pumps and
two discharge pumps
Accuracy of 95.9 %
[23],
[24]
same as in
[14]
same as [18] same as [18] yes Case1
simu-
lated
Case2
mea-
sured
Case3,4
see
[18]
same as
[14]
Case 1: two three-phase in-
duction motors rated 160 hp
and 123 hp supplied by vari-
able voltage drives and a
load bank supplied by a con-
trolled three-phase bridge rec-
tifier (six pulse thyristor rec-
tifier).
Case 2: a one-phase induction
motor rated 0.2 hp, a three
phase induction motor rated
1 hp and a three phase R-L
linear load.
Case 3, 4 are equivalent to
case 1, 2 in [18].
Case 1: accuracy for test
data is already 100 % us-
ing only P,Q.
Case 2: In both cases,
accuracy for test data is
95 % using only P,Q and
100 % using P,Q,e.
Case 3, 4 are equivalent to
case 1, 2 in [18]
[25]
same as [10] same as [10] same as [10] yes measured aggregate A shipboard power system
comprising 15 static loads,
4 rectifier-type loads and 11
motors
No results reported con-
cerning the load identifi-
cation algorithm. Only a
few qualitative statements
such as NILM succesfully
detected these changes
[26]
One
class per
appliance
type (e.g.
washing
machine)
real power,
power factor,
peak current,
RMS current,
peak voltage,
RMS voltage
neural network yes measured aggregate kettle, heater, microwave,
fridge
Accuracy of 95 % in sce-
nario without heater, Ac-
curacy of 84 % in scenario
with heater
[27]
same as in
[14]
same as in [14] +
duration of tran-
sient tTR deter-
mined by either
DWT or STFT
coefficients
same as in [18] yes same
as in
[23]
same as
in [14]
Case 1: same as case1 in [23].
Case 2: same as case1 in [18].
Case 3: same as case2 in [23].
Case 4: same as case2 in [23].
Case 1: Accuracy is
100 %, even when using
only P,Q.
Case 2: Accuracy
increases from 53 %
(only P,Q) to 92 % (only
e, tTR).
Case 3: Accuarcy
increases from 92 %
(only P,Q) to 97 % (only
e, tTR).
Case 4: Accuarcy
increases from 48 %
(only P,Q) to 83 % (only
e, tTR).
[28]
One class
per load
Crest Factor and
peak value of
current
Neuro fuzzy
pattern
recognition
combined with
fuzzy c-means
clustering
yes measured per load
and ag-
gregate
A fan, a fluorescent light and
a radio
Accuracies between 86-
100 %
[29]
One class
per load
peak, average
and rms of
current as well
as duration of
transient
K-nearest
neighbor and
neural network
yes measured per load
and ag-
gregate
A fan, a fluorescent light, a
radio and a microwave oven
Accuracies between 84-
100 %
[30]
One class
per load
seven Shanon
entropy
coefficients
calculated using
FFT extracted
from current in
steady state
nearest
neighbor using
Euclidian
distance
yes measured per load 16 loads: coffee machine, hair
dryer (full and half power),
halogen light, electric heater
(full power, half power and
standby), home theater, air
conditioner (with and without
inverter), iron, laptop, LED
light, luminaire, refrigerator,
and washing machine
Accuracies of 100 %
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Paper Proposed
categories
Proposed
features
Proposed clas-
sifier
Classifier
tested?
Input
data
Input
data
Loads in case study Evaluation of case study
[31]
same as in
[14]
(rescaled) real
and reactive
power
neural network
trained with
particle swarm
optimization
method
yes Case1
simu-
lated
Case2
mea-
sured
Case3
mea-
sured
same as
in [14]
Case 1: same as case1 in [23]
Case 2: same as case2 in [23]
Case 3: A 910W air-
conditioner, a 100W
television, a 1200W
vacuum cleaner, a 780W
hair dryer and a 168W
desktop computer
Case 1: Accuracy of
99.2 % on validation data
Case 2: Accuracy of
92.9 % on validation data
Case 3: Accuracy of
96.7 % on validation data
[32]
One class
per load
Amplitude of
first, third,
fifth, seventh,
eigth and
nineth current
harmonics
one neural net-
work for each
load
yes measured per load
(?)
personal computer, monitor,
compact fluorescent light, flu-
orescent light, incandescent
light, ventilator
Mean precision of 98.3 %
[33]
One
class per
appliance
type (e.g.
washing
machine,
dishwaser,
microwave
oven)
Ten custom
features extracted
from active
power signal
neural network yes measured per load Washing machine, refrigera-
tor, dishwasher, smart TV,
iron, microwave oven, light-
ing, coffee machine
Average accuracy of
95.3 % (test case 1)
[34]
One class
per load
fundamental
phase angle,
third component
harmonic,
fundamental
ratio, fifth
component
harmonic
fundamental
ratio, transient
impedance
Self-organized
map
yes measured per load
(?)
space heater, furnace, wa-
ter heater, lightning, fan, TV,
printer, desktop PC, projector,
monitor
Accuracies between 77-
99 %
[35]
same as in
[14]
Power spectrum
of the wavelet
transform coeffi-
cients from cur-
rent
neural network
trained by
backpropaga-
tion
yes Simulated
and
mea-
sured
same as
in [14]
Case 1: same as case1 in [23]
Case 2: subset of case 3 in
[31] (only television, vacuum
cleaner and hair dryer)
Case 3: same as case1 in [18]
Case 4: 100W television,
80W lamp, 100W fan
Case 5: same as case3 with
simultaneous turn-on events
Case 6: same as case3 for
turn-off events
Depending on training
data:
Case 1: Accuracy of 97-
100 % Case 2: Accuracy
of 88-97 % Case 3: Ac-
curacy of 99-100 % Case
4: Accuracy of 86-97 %
Case 5: Accuracy of 0-
100 % Case 6: Accuracy
of 90-100 %
[36]
One class
per load
time frequency
based S-
transform
(similar to short
time Fourier
transform)
ant
colonization
algorithm
search
algorithm
yes measured aggregate A vacuum cleaner, an electric
boiler, a microwave oven and
a hair dryer
Accuracy of 79 %
[37]
One class
per load
real, reactive
and apparent
power as well
as short time
Fourier transform
coefficients of
transient current
neural network yes measured per load water heater, freezer, hand
held mixer, two different
hair-dryer, mixer, incandes-
cent lamp, heater oven, en-
ergy saving lamp, radio
Accuracies between 0-
100 % depending on
appliance, selected feature
and sample length
[38]
see [30] see [30] see [30] yes simulated
(based
on
mea-
sure-
ments
from
[30])
see [30] see [30] Accuracies between 6-
100 %, mean accuracy
between 77-99 %
depending on type of
input
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