Introduction
Policymakers and economic analysts track the aggregate movement in the economy, that is, the business cycle. Most of this activity traces its roots to the work of Mitchell and Burns (1938) Analysts frequently want to track not only national but also state and regional economic activity. As long as state and regional activity move closely with national activity, the national indicators can provide reasonable information about state and regional economic fortunes. The performance of state and regional economies, however, became much more diffuse in the United States during the 1980s, with different states and regions having dramatically different experiences with economic performance. As such, national coincident and leading economic indicators provided less-useful information for forecasting economic performance at the state and regional level. This problem stimulated interest in developing state and regional coincident and leading indexes of economic activity i Knowledge about the local business cycle can provide critical information for policymakers and for many businesses. The construction industry, for example, responds quickly to changes in the local business cycle. In addition, sales of numerous items, such as cars and homes, depend on the local economic climate. Regional indexes can also inform foreign and domestic companies about potential regional markets. Further, the regional coincident index helps to date state business cycles. This is an important function, since official dates for state business cycles do not exist.
Charting the business cycle at the level of a state or region presents the analyst with a number of additional problems. The availability of data severely limits the set of useful variables when compared to the national level. Moreover, the timeliness of many data series become a serious issue. These problems frequently cause the researcher to limit the scope of analysis to coincident and leading employment indexes. We follow this path as well.
We present the first attempt to chart recent Connecticut employment cycles with newly constructed Connecticut coincident and leading employment indexes.
ii The i Phillips (1994) examines and discusses the methods and issues involved in the construction of regional indexes of leading economic indicators. Moreover, he provides an extensive list of existing leading indicators at the state and regional level.
ii Our analysis explores "classical cycles," rather than "growth cycles." A classical cycle measures the ups and downs of the economy with absolute levels of those variables entering the indexes. A growth cycle, on the other hand, traces the ups and downs through deviations of the actual growth rate of the economy from its long-run trend rate of growth. development of these indexes was assisted by Dr. Geoffrey H. Moore, Director of the Center for International Business Cycle Research (CIBCR) at Columbia University, and his staff.
iii The CIBCR has participated in the development of many such indexes around the world. We use the leading employment index to forecast the coincident employment index, nonfarm employment, and the unemployment rate in Connecticut, using univariate and multivariate techniques. We find that significant differences exist in the ability to accurately forecast the coincident employment index and nonfarm employment during various phases of the most recent recession; fewer problems arise in the forecast of the unemployment rate. These findings we attribute to the unusual character of this most recent recession, especially with respect to the movement of employment. That is, the most recent recovery has sometimes been called the jobless recovery.
Method for Constructing Coincident and Leading Indexes
Coincident indexes include a number of economic series that collectively represent the current state of the economy. Each series in a coincident index contains some information about the turning points in the business cycle. Since series do not all show the same turning points, a coincident index provides a collective call on the business cycle.
This averaging process produces better information about cyclical turning points than any one of the individual series in the index can generate on their own.
Leading indexes provide valuable information about the future path of the economy, combining information from several economic series and collectively forecasting future movements in the economy. As with coincident indexes, each series provides some information but it is unlikely that the individual series will show identical turning points.
In other words, an expansion (contraction) means growth higher (lower) than the long-run trend rate of growth. As a result, all classical cycles associate with growth cycles, but not all growth cycles associate with classical cycles. Interest in growth cycles emerged during the 1960s when some economists pronounced the death of business cycles (Bronfenbrener 1969) . The experience since the early 1970s has resurrected the classical business cycle.
iii Cullity (1993) and Klein (1993) provide recent commentary on the life's work of Geoffrey H. Moore and the CIBCR.
The combined information in leading indexes produces better predictions about future turning points.
The construction of the Connecticut coincident and leading employment indexes follows well-developed procedures used by the Department of Commerce and described in U.S. Department of Commerce (1977 Commerce ( , 1984 and in Niemira and Klein (1994) . These procedures adopt methods developed by National Bureau of Economic Research researchers Geoffrey H. Moore and Julius Shiskin in the 1950s.
The method proceeds as follows. We begin by constructing the coincident index.
We then determine the turning points of the coincident index. Using these turning points, the coincident index sets the employment cycle dates in Connecticut. The dating of the employment cycle in Connecticut then facilitates the construction of the leading index.
That is, given the employment cycle provided by the coincident index, we select series for inclusion in the leading index based on the leads in their turning points relative to the turning points in the coincident index. After identifying the components of the leading index, we construct the leading index.
Construction of Composite Indexes
The following discussion provides a step-by-step outline of the construction of the coincident and leading employment indexes for Connecticut. This discussion assumes that the components for the indexes have already been chosen. We merely outline the construction of the indexes in this sub-section.
Step 1 computes for each component series the monthly symmetrical percentage changes. Shiskin (1961) originally suggested symmetric treatment to ensure that positive and negative changes receive the same weight in the index. For level series, the difference in the monthly levels is divided by the average of the two monthly levels and multiplied by 100 to generate a percentage. More precisely, monthly symmetrical percentage changes (c it ) are calculated as follows:
where X it is the data for month t of component i. If a component is expressed in percentage, rather than level form, then monthly symmetrical percentage changes are calculated as follows:
Step 2 The A's change only when the composite index is revised.
Step 3 averages the standardized monthly symmetrical percentage changes with equal weights across all components in the index. The process of scaling the percentage changes to prevent more volatile series from dominating the index implicitly provides a weighting scheme in the index. The average of the standardized components (r t ) is calculated as follows:
where M is the number of components in the index.
Step 4 involves the calculation of the "raw" index with value 100 for the initial month. The series r t measures the monthly symmetrical percentages change in the index.
Thus, we can employ equation (1), where r t replaces c it and I t , the index, replaces X it . As a result, we have the following relationship: Solving for I t as a function of I t-1 and r t gives the up-dating formula for the index as follows: Shiskin (1967) proposed the reverse trend adjustment method to reduce false signals in coincident and leading indexes.
Step 5 calculates the trend adjustment factor. To do so, a target variable is chosen, such as GDP for an overall index, or nonfarm employment for an employment index. The trend growth rate is calculated between the initial and terminal peaks of the target series. The trend in the "raw" series is subtracted from the trend in the target series to produce the trend adjustment factor.
Steps 6 to 8 complete the construction process.
Step 6 adds the trend adjustment factor calculated in step 5 to the average of the standardized components (r t ) calculated in
Step 3.
Step 7 involves the calculation of the trend adjusted index by cumulating the average of the standardized components. Finally, step 8 computes the final index by dividing the index produced in step 7 by its average value in the base year.
Dating Employment Cycles
The Connecticut coincident employment index determines dates of employment cycle turning points. In this regard, we note the difference between specific and reference cycle analysis. Specific cycle analysis evaluates the chronology of movements in a variable or an index using the peaks and troughs identified for that variable or index. Reference cycle analysis examines the chronology of movements in a variable or an index using the chronology of movements in some other variable or index as a reference. As such, we Burns and Mitchell (1946) and continue to be applied by the CIBCR. Finally, turning points must pass muster through the experienced judgment of the researcher. Turning points can be rejected because of special one-time events that produce spikes in the data, indicating turning points. Experienced judgment excludes exogenous shocks that are not cyclical in nature. See Bry and Boschan (1971) and Boehm and Moore (1984) for more details concerning the process of selecting turning points
Connecticut Coincident and Leading Employment Indexes
The possible data series in Connecticut available to construct coincident and leading indexes proved to be limited. In fact, our indexes must because of these data limitations reflect employment conditions only. Moreover, historical data exist only since 1969, which restricts our indexes to begin at that date. While employment conditions are closely related to aggregate economic activity, they are, however, not identical. For example, in the last recession, the NBER business cycle dates for the nation are a peak in July 1990 and a trough in March 1991 for a duration of 10 months while the national employment cycle dates based on the coincident employment index constructed by the CIBCR are a peak in June 1990 and a trough in December 1991 for a longer duration of 18 months.
Connecticut Coincident Employment Index
A useful coincident index must contain information that is promptly accessible and needs little later revision. This requirement focuses our attention on monthly data that are available with a short time lag.
A coincident index at the national level can include measures of income, sales, production, and employment. At the state level, however, such a broad array of monthly information is not available in a timely fashion. After considering the available data and performing preliminary turning-point analyses, we decided to limit our Connecticut coincident index to focus on employment variables only. Coincident and leading employment indexes were first constructed at the national level (see Moore 1981 Moore , 1985 and have also been considered at the state level (see Conger 1981, and Loeb 1983) . The CIBCR produces coincident and leading employment indexes for the national economy. The coincident employment index contains five components --nonfarm employees on payroll (nonfarm employment), total employment, the total unemployment rate (inverted), the insured unemployment rate (inverted), and nonfarm iv When examining possible variables for inclusion in the coincident index, we considered real personal income, electricity sales, retail sales, a manufacturing output index, and gross state product. Real personal income, which equals Connecticut nominal income divided by the U.S. consumer price index, has a 6-month publication lag and is only available on a quarterly basis. Timeliness of data availability eliminated this variable. Electricity sales, which included commercial, industrial, and residential components, proved to be highly erratic, even after computing moving average representations. Moreover, it did not pick up cycles. Retail sales data have only been available since 1987. In addition, the reliability of this series is questionable, since the sample size used by the Bureau of the Census of the Department of Commerce leads to a small sample in Connecticut, a small state. The Connecticut Labor Department computes a manufacturing output index. Sources at the Labor Department cautioned us about the reliability of this data series. Finally, gross state product appears only as annual data with at least a two year lag.
hours. As seen above, we replicate this set of variables except for nonfarm hours in the Connecticut coincident employment index. December 1994. Turning points are determined using the method described in Section 2 and are denoted by asterisks. As frames of reference, the charts contain the national business cycle recessions as shaded areas in Figure 1 and the national employment cycle in v Total nonfarm hours is the product of average weekly nonfarm hours and total nonfarm employment. We could only get data on average weekly hours in manufacturing, and construction.
Focusing on individual components, the insured unemployment rate turned in January 1992 while the unemployment rate series turned in February 1992, both preceding the June 1992 turn in the coincident index. The nonfarm employment turned in December 1992, but this series continued to bump along at the bottom of the trough through December 1994. Finally, total employment had not turned till the end of 1993. A turn since then may be difficult to identify due to data revisions from January 1994 forward. In sum, the coincident index signals a trough in June 1992, but the call is not yet a strong one. We report the turn largely because of the information contained in our leading index (see below).
Connecticut Leading Employment Index
Since our coincident index is based on employment information, so is our leading index. The leading employment index constructed by the CIBCR at the national level includes six components --the average work week of manufacturing production workers, the short-duration (less than 15 weeks) unemployment rate (inverted), the initial claims for unemployment insurance (inverted), overtime hours in manufacturing, the layoff rate (inverted), and the ratio of voluntary to involuntary part-time employment. These variables are chosen because their movements lead the movements in the employment cycle as measured by the coincident employment index.
We could only get the first three of these six variables for Connecticut; overtime hours in manufacturing, the layoff rate, and the ratio of voluntary to involuntary part-time employment are not available. We add two additional variables to the three we have to construct the Connecticut leading employment index, a composite index of five individual employment-related series --the average workweek of manufacturing production workers, short-duration (less than 15 weeks) unemployment rate (inverted), initial claims for unemployment insurance (inverted), Hartford help-wanted advertising, and total housing permits. While not an employment-sector variable, housing permits are closely related to construction employment. We also used the New England help-wanted advertising index. It performed about as well as, if not slightly better than, the Hartford variable. We do not have the luxury of a Connecticut help-wanted advertising index. We decided to adopt the Hartford index as it is not subject to spurious movements outside Connecticut. At the same time, it may not always capture the full flavor of the Connecticut help-wanted advertising information. 
Using the Leading Index to Forecast Economic Activity
The leading employment index typically moves in advance of the coincident index and its components. Thus, it can predict turning points in economic activity. Simple rules include looking for a 2-or 3-month reversal in the direction of movement of the index.
More sophisticated analysis combines such simple reversals with a threshold criterion that specifies upper and lower bounds on the monthly growth rate in the index. Monthly movements within such a band do not signal reversals from the previous turning point.
That is, the movements in the index must break out of the band to signal a reversal. Even more sophisticated analysis specifies rules for observing sequential signals in the leading and coincident indexes as described in Zarnowitz and Moore (1982) and Moore (1990) .
We pursue a different path in this paper. Rather than calling turning points, we employ our leading index to forecast the level of and some of the components in the coincident index. We develop two multivariate forecasting models that include the leading and coincident employment indexes, nonfarm employment, and the unemployment rate.
These models are estimated for three initial sample periods using monthly data from 1970 to 1984, 1970 to 1987, and 1970 to 1990 . Out-of-sample recursive forecasts are generated by continuous updating and reestimation and are evaluated for three corresponding subperiods --1985 to 1987, 1988 to 1990, and 1991 to 1993. More specifically, we estimate three models --univariate models for each variable, a 4-variable unrestricted vector autoregressive model (VAR), and a 4-variable Bayesian VAR (BVAR). The univariate models provide a benchmark against which we can judge the performance of the VAR and BVAR models. BVAR models generally dominate unrestricted VAR models (i.e., Sims 1980) because such models generally suffer from overparameterization, producing fewer degrees of freedom and multicollinearity.
Consequently, inefficient estimates and large out-of-sample forecasting errors emerge. This problem frequently causes researchers to eliminate lags or insignificant variables based on statistical tests.
Rather than eliminating longer lags or insignificant variables and forcing their coefficients to zero, the BVAR approach imposes restrictions that these coefficients approach zero, but do not vanish.
ix If these coefficients possess strong effects, the data can override this specification. We assume normal prior distributions with zero means, except for the mean of the first own lag, which is set to unity, and small standard deviations that decrease with lag length for the model coefficients. For example, see Litterman (1981) , Todd (1984) , Doan, Litterman and Sims (1984) , Litterman (1986), and Spencer (1993) . respectively. A symmetric interaction function --f(i, j) --is assumed with k = 0.5.
x
The laglength in each model is 12 and the variables are specified in levels. This allows comparisons between the three models. In the Bayesian approach, variables can be specified in levels rather than in differences, since it depends entirely on the likelihood function, which has the same shape regardless of the presence of nonstationarity (Sims et al. 1990 ).
Furthermore, Sims et al. (1990) note that, "Bayesian inference need take no special account of nonstationarity." (p. 136) xi We measure the out-of-sample forecast accuracy with four different measures --root mean squared errors (RMSE), Theil U-statistics, mean errors (ME), and mean absolute errors (MAE) for 1-through 6-month-ahead forecasts. If A t+n denotes the actual value of a variable in period (t+n), and t F t+n the forecast made in period t for (t+n), then for T observations the RMSE, Theil U-statistic, ME, and MAE are defined as follows: The RMSE depends on the units of measurement (e.g., the RMSE for nonfarm employment in measured in thousands while the RMSE of the unemployment rate is in percent). As a result, comparisons of forecast accuracy cannot be made across variables. The U-statistic is unit free and easier to use. The U-statistic measures the ratio of the root mean square error x Doan (1990) recommends 0.1 or 0.2 for the overall tightness prior and 1 or 2 for the harmonic lag decay parameter; we choose 0.2 and 2, since these generally yield the most accurate out-of-sample forecasts. Similarly, k = 0.5 generally yields the most accurate forecasts.
xi See also Sims (1988) for a discussion on Bayesian skepticism on unit-root econometrics.
(RMSE) of the model forecasts to the RMSE of naive, no-change forecasts. The U-statistic, therefore, implicitly compares forecasts to the naive model. When the U-statistic equals 1, then the model's forecasts match, on average, the naive, no-change forecasts. A U-statistic greater than 1 indicates that the naive forecasts out perform the model forecasts. A Ustatistic less than 1 demonstrates that the model's forecasts out perform the naive forecasts.
A value much less than one, however, does not necessarily mean that the forecasts are accurate, since this result may only reflect extremely inaccurate no-change forecasts. This issue becomes especially applicable for series with trend.
The ME and MAE, like the RMSE, depend on the units of measurement but are reported because together they help to determine whether the model consistently forecasts too high or too low. If the mean error matches the magnitude of the mean absolute error and is positive (negative), then the model consistently underestimates (overestimates) the variables.
We generate the four accuracy statistics using the Kalman filter algorithm in RATS.
xii
We estimate the models for the initial period 1970:1 to 1984:12 and forecast up to 6-months-ahead. We then add one more observation to the sample, reestimate the models, and again forecast up to 6-months-ahead. This process continues forward until the 6-month-ahead forecast hits the end of our first out-of-sample forecast period in 1987:12.
Based on the out-of-sample forecasts, we compute the RMSEs, Theil U-statistics, MEs, and MAEs for the 1-through 6-month-ahead forecasts. Next, we reestimate the models for the expanded period 1970:1 to 1987:12 and forecast, using the same procedure, through the second out-of-sample forecast period from 1988:1 to 1990:12. We compute RMSEs, Theil Ustatistics, MEs, and MAEs for the 1-and 6-month-ahead forecasts. Finally, we again reestimate the models for the period 1970:1 to 1990:12 and forecast, using the same procedure, through the third out-of-sample forecast period from 1991:1 to 1993:12.
xii All statistical analysis was performed using RATS, version 3.1. The multivariate models produce more accurate forecasts than the univariate models for the first two subperiods, implying that useful information exists in other variables. Moreover, the BVAR forecasts also generally outperform the VAR forecasts in the first two subperiods. These finding confirm those of Dua and Miller (1995) , Dua and Ray (1995) and Dua and Smyth (1995) .
Additional observations are variable specific. For the coincident index, the RMSEs and MAEs are the lowest in the first subperiod and the highest in the last subperiod for the VAR and BVAR models, which is expected since the last two subperiods include turning points. In addition, the BVAR forecasts are marginally more accurate than the VAR forecasts in the first two subperiods. The multivariate models both produce forecasts that are less accurate than the univariate models in the last subperiod. This finding may reflect the fact that the coincident index remains flat after the last trough. Moreover, the MEs and MAEs for this third subperiod indicate that all three models --multivariate and univariate --consistently overpredict the index especially at longer horizons.
The RMSEs, MAEs, and Theil U-statistics for the VAR and BVAR models of nonfarm employment, on average, indicate that the first two subperiods have the most accurate forecasts while the third subperiod has the least accurate forecasts. In addition, the BVAR forecasts outperform the VAR forecasts in the first subperiod. Univariate forecasts of nonfarm employment outperform the multivariate forecasts in the third subperiod, probably, once again, because nonfarm employment remains flat after the most recent turning point. Finally, the MEs and MAEs indicate that all three models consistently overpredict nonfarm employment at the longer horizons in the middle subperiod.
Moreover, the multivariate models overpredict nonfarm employment in the third subperiod while the univariate model does not.
The VAR and BVAR models more accurately forecast unemployment than the univariate models in the first two subperiods. In addition, the BVAR model marginally outperforms the univariate model in the third subperiod. These findings may reflect the fact that the unemployment rate variation has been larger than nonfarm employment and the coincident index since the most recent turning point. The MEs and MAEs do not signal consistent underestimation in any of the three subperiods. Nonetheless, forecasts are, on average, worst in the last subperiod and best in the second subperiod.
Overall, the multivariate models perform reasonably well for the three variables during the first two subperiods; the last subperiod results are less encouraging.
Conclusion
We report on the construction of coincident and leading employment indexes for the Connecticut economy. These new pieces of information provide valuable information to followers of the Connecticut economy, including policymakers. The coincident index measures the ups and downs of the employment cycle in the Connecticut economy and provides a reference cycle to monitor recession and recovery. The leading index provides a forecast of future movements in the coincident index and its component parts (e.g., the unemployment rate and nonfarm employment).
We provide a series of three out-of-sample forecasting tests of three different time series models --one univariate and two multivariate models. The three subperiods capture the final stages of the boom in Connecticut from 1985 to 1987, the downturn into the recession from 1988 to 1990, and the bottoming of the recession and the slow recovery from 1991 to 1993. The multivariate models work reasonably well in the first two subperiods, but not in the third. The univariate models generally work better in the third subperiod.
What does this mean? Much discussion has occurred, especially concerning the Connecticut (and New England) economy, about the jobless recovery in the early 1990s.
The consistent overprediction of the coincident index and nonfarm employment provides support for this view. That is, previous recoveries experienced much sharper rebounds in employment than we have seen in the early 1990s.
Structural changes may be influencing the accuracy of our measures of employment.
Nonfarm employment is based on a survey of state employers that includes major employers and some small firms. It does not capture start-up firms, except with a lag, and the self-employed. Corporate downsizing, the termination of service units and the rehiring of similar services on a consulting basis, and the growth of home-office workers and independent contractors suggest that official statistics may underreport actual nonfarm employment. The unemployment rate (and total employment), on the other hand, is based on a survey of about 600 Connecticut households. This survey captures start-up firms and the self-employed. The sample size, however, makes the series subject to higher variation.
Whether such differences in measurement can in fact explain our findings go well beyond the goal of this paper. Rather we note strong evidence of a major structural shift that makes our multivariate forecasting models for the coincident index and nonfarm employment less accurate than univariate models.
These speculations are supported to some extent by our findings for forecasting the unemployment rate. That is, the BVAR model provides marginally better unemployment rate forecasts than the univariate model in the third subperiod where the forecasting of the coincident index and nonfarm employment is best accomplished with univariate models.
Another explanation of our findings begins with the assumption that the measurement of employment is accurate. If so, then the deterioration of the forecasting ability of the multivariate models suggests that structural change within the Connecticut economy has been dramatic enough to render forecasting models based on historic data obsolete. In other words, the new structure of the economy cannot be adequately captured by the old structure. Note: N is the number of observations. RMSE is the root-meansquare-error. U is the Theil U-statistic. ME is the mean error. MAE is the mean absolute error. -3 -9 -2 -9 4 4 -9 -6 -13 -6 6 6 -8 -9
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