Abstract. Composition operators between weighted Bergman spaces with a smaller exponent in the target space are studied. An integrability condition on a generalized Nevanlinna counting function of the inducing map is shown to characterize both compactness and boundedness of such an operator. Composition operators mapping into the Hardy spaces are included by making particular choices for the weights.
Introduction
Let D be the open unit disk in the complex plane and let ϕ : D → D be an analytic self-map of D. Then ϕ induces a linear operator C ϕ on the space of analytic functions on D, defined by C ϕ (f ) = f • ϕ. The restrictions of such a composition operator to various Banach spaces of analytic functions on D has received much attention. In particular, it is a well known consequence of Littlewood's Subordination Principle that every composition operator maps every Hardy and Bergman space into itself (see for example [MS] or [Sh] ). Here we continue the line of investigation from Hunziker and Jarchow [HJ] , Riedl [Ri] and the first author [Sm] , and study composition operators that in some sense improve integrability.
We denote Lebesgue measure on D by dA, normalized so that A(D) = 1. For γ > −1, define the measure dA γ on D by dA γ (w) = [ log(1/|w|)] γ dA(w).
For 0 < p < ∞ and γ > −1 the weighted Bergman space A p γ consists of those functions f analytic on D and satisfying
The same space of functions and an equivalent norm results if the measure dA γ is replaced by (1 − |w|) γ dA(w), since (1 − |w|) γ and [ log(1/|w|)] γ are comparable for 1/2 ≤ |w| < 1, and the singularity of dA γ at the origin is integrable. The J. H. Shapiro in [Sh] used the classical Nevanlinna counting function N ϕ,1 (defined below) to give a formula for the essential norm of the composition operator from H 2 to H 2 induced by ϕ. In the same paper Shapiro also introduced the generalized Nevanlinna counting functions N ϕ,γ , defined for γ > 0 by
in his work on composition operators from a weighted Bergman space to itself. Subsequently, in [Sm] , the first author used the growth of these counting functions to characterize when C ϕ : A p α → A q β is bounded or compact, when q ≥ p. The Hardy spaces were included in these results by defining A p −1 to be H p ; see the comments following Lemma 2.1 below. A growth condition was also shown to be sufficient for boundedness and compactness in the remaining case, when q < p, in [Sm] , but a characterization was left open. In this paper we show that an integrability condition on the counting functions provides that characterization.
1.1 Theorem. Let 0 < q < p and α > −1, and suppose ϕ is an analytic self-map of D. Then the following are equivalent.
(
We remark that the theorem fails for α = −1. For example, if ϕ(z) = z, then C ϕ : H 2 → H 1 is bounded but not compact, and condition 1.1(iii) fails. We also note that it is an easy consequence of Littlewood's Inequality, stated in §2 below, that condition 1.1(iii) holds for every analytic self-map ϕ of D whenever q/p < (1 + β)/(1 + α). In particular, this holds if β ≥ α, since q/p < 1. The following corollary is the case α = 0 and β = −1 of this theorem.
1.2 Corollary. Let 0 < q < p and suppose ϕ is an analytic self-map of D. Then the following are equivalent.
A natural question is suggested by this corollary: what operator theoretic property of C ϕ is characterized by the condition N ϕ,1 (z)/(1 − |z| 2 ) 2 ∈ L 1 (dA)? This has been recently answered by the first author and R. Zhao in Theorem 1.3 of [SZ] , where it is shown that this condition is equivalent to C ϕ : B → H 2 being bounded or compact. Here B denotes the Bloch space.
We present one application of Corollary 1.2 to polygonal maps. Let P ⊂ D be a polygon and let π/η be the largest angle at a vertex of P that lies on ∂D. It was proved as Theorem 6.7 of [Sm] that if ϕ is an analytic self-map of D with ϕ(D) ⊂ P and η ≥ 2q/p ≥ 2, then C ϕ : A p → H q is bounded. This conclusion is sharp in the sense that C ϕ need not be compact and the lower bound for η cannot be increased. Using Corollary 1.2 we can now get sharp result for the case q < p.
1.3 Theorem. Let 0 < q < p and let P and η be as above. If ϕ is an analytic self-map of D with ϕ(D) ⊂ D and η > 2q/p, then C ϕ : A p → H q is bounded or equivalently compact. Moreover, this fails for η ≤ 2q/p.
We only sketch the proof; see the proof of Theorem 6.7 in [Sm] for more details. By Littlewood's Subordination Principle, it suffices to consider the case that ϕ is a Riemann map from D onto P . Since N ϕ,1 is supported on P , we need only check that the integrability condition 1.1(iii) is satisfied at each of the finitely many vertices of P on ∂D. It is an easy consequence of the Schwarz Reflection Principle that N ϕ,1 (w) = O((1 − |w| 2 ) η ), as |w| → 1, with these quantities comparable in an appropriate sector having vertex at the largest angle of P on ∂D. Thus, using polar coordinates at each vertex in turn, we see 1.1(iii) holds if and only if (2 − η)p/(p − q) < 2, or equivalently η > 2q/p.
Our proof of Theorem 1.1 uses the method D. H. Luecking used in [Lu] to establish a necessary condition for a measure µ to satisfy an inequality of the form
where q < p. Luecking gives a characterization of the measures satisfying this inequality, but it is the necessity part of the argument that is the most interesting for us and that we employ here. In our work with composition operators mapping into A q β , we estimate integrals of the form
see Lemma 2.1 below. If we could assume q = 2, then Luecking's result could be applied and the proof of Theorem 1.1 would be simpler. This reduction does not seem possible, but nevertheless Luecking's method applies. In this context we remark that it follows from the work of C. Horowitz that, for an integer n ≥ 1 and [H] . Even with this result it does not seem easy to make the reduction of assuming that q = 2 when α ≥ 0.
In the next section we provide background material on the weighted Bergman spaces and the generalized counting functions. Khinchine's Inequality, which played a key role in [Lu] and will be used in our proof of Theorem 1.1, is also reviewed. Theorem 1.1 will then be proved in §3.
Background Material
The utility of the generalized counting functions in studying composition operators between weighted Bergman spaces comes from the following lemma. [Sm, Proposition 2.4] . Let ϕ be an analytic self-map of D and let f be analytic on D. Then, for γ ≥ −1,
Lemma
Here the symbol "≈" means that the left hand side is bounded above and below by constant multiples of the right hand side, where the constants are positive and independent of f . The case γ = −1 requires some comment. Recall that the spaces A p γ were initially defined just for γ > −1. The reason for this is that if γ ≤ −1, then dA γ (D) = ∞, and it is easy to see that A p γ contains just the zero function. The right side of the display above, however, is well behaved with γ = −1. Indeed, it is a special case of C. S. Stanton's formula for integral means of analytic functions [St] (see also [ESS] and [Sm] ) that
Comparing this formula to the statement of Lemma 2.1, we see that the definition A p −1 = H p allows us to include the Hardy spaces in our results. We now collect some properties of the generalized counting functions that we will require. The first is a bound for N ψ,γ known as Littlewood's Inequality. This was established by Littlewood for γ = 1 in [Li] , and was extended to γ > 1 by Shapiro; see Proposition 6.3 in [Sh] .
Littlewood's Inequality. Let ψ be an analytic self-map of D and let γ ≥ 1. If
From now on, for λ ∈ D let σ λ (w) = (λ − w)/(1 − λw) be the automorphism of D that exchanges 0 and λ. The next lemma shows how the counting functions transform under composition with these automorphisms. It is an easy consequence of the definition of the counting functions; see Lemma 4.2 in [Sm] .
2.2 Lemma. Let ψ be an analytic self-map of D and let λ ∈ D. Then
An important property of these counting functions is that they satisfy a subharmonic mean value property. This was proved for the classical case γ = 1 in [ESS] and for the generalized counting functions by Shapiro as Corollary 6.7 of [Sh] .
Subharmonic Mean Value Property. Let ψ be an analytic self-map of D and let γ ≥ 1. If ψ(0) = 0 and 0 < r < |ψ(0)|, then
The lemma below is a conformally invariant formulation of this property that will be used in proving Theorem 1.1. We use D(λ, δ) to denote the pseudohyperbolic disk with center λ and radius δ:
2.3 Lemma. Let ψ be an analytic self-map of D satisfying ψ(0) = 0 and let γ ≥ 1. There is a constant C such that if 1 > |w| > 1/4, then
Proof. By applying Lemma 2.2, the Subharmonic Mean Value Property and then Lemma 2.2 again, we have
Note that the application of the Subharmonic Mean Value Property used the assumption that |σ w • ψ(0)| = |w| > 1/4. The change of variable ζ = σ w (z), along with the estimate |σ w (ζ)| ≈ (1 − |w| 2 ) −1 for ζ ∈ D(w, 1/4), now shows
2.4 Lemma. There is a constant C such that, for every function f analytic on D and all λ ∈ D,
Proof. By making the change of variable w = σ λ (z) and using that |σ λ (z)| ≈ (1 − |λ| 2 ) −1 for z ∈ D(λ, 1/2), we may assume that λ = 0. After this reduction, the given estimate is an easy consequence of Lemma 2.1, applied with γ = 0 and ϕ(z) = z/2.
Our proof of Theorem 1.1 uses Khinchine's Inequality. This inequality involves the Rademacher functions {r n (t)}, defined as follows:
Khinchine's Inequality. Let 0 < p < ∞ and let {c j } m j=1 be complex numbers. There are constants 0 < b p ≤ B p < ∞, depending only on p, such that
A final ingredient of our proof of Theorem 1.1 is that the Hardy-Littlewood maximal function can be used to give a bound for the average of a function over a pseudohyperbolic disk. Let M [f ] denote the Hardy-Littlewood maximal function for f , i.e.
|f |dA.
Here B(z, δ) = {w : |z−w| < δ} and f is extended to be 0 outside its original domain of definition. Since there is a constant C such that D(λ, 1/2) ⊂ B(λ, C(1 − |λ| 2 )) for all λ ∈ D, it follows that (2.1)
Proof of the Main Result
Proof of Theorem 1.1. We begin by observing that it is enough to prove the theorem under the assumption that ϕ(0) = 0. To see this, replace ϕ with σ ϕ(0) • ϕ, noting that C ϕ is bounded or compact if and only if C ϕ C σ ϕ(0) is bounded or compact, since C σ ϕ(0) is bounded and invertible on every weighted Bergman space. Also,
, and it is easy to verify that this function satisfies condition 1.1(iii) if and only if N ϕ,β+2 does.
We first assume that 
Also, for the function ψ(z) = z/2 we have N ψ,β+2 (z) = (log(1/2|z|)) β+2 , |z| ≤ 1/2, and so
This estimate and Lemma 2.1 therefore give (3.2)
Since the f is bounded on ψ(D), it follows that
Next, using Lemma 2.3 for
We now apply Fubini's Theorem, using that χ D(w,1/4) (z) = χ D(z,1/4) (w) and 1 − |w| 2 ≈ 1 − |z| 2 for w ∈ D(z, 1/4), and then Lemma 2.4 to get that the above is less than
Another application of Fubini's Theorem thus gives
where
The lower bound of M [f ] noted in (2.1) yields that
The well known estimate that, for s > 1, M [f ] s ≤ C f s , and the assumption that condition 1.1(iii) holds, now show
and so H ∈ L p p−q (dA α ). Since we are assuming that α > −1 and f ∈ A p α , |f | p dA α < ∞. Thus it is now a consequence of Hölder's inequality and (3.4) that
Combined with (3.3) this shows that (3.1) holds, and therefore that
is bounded. This completes the proof that condition 1.1(iii) implies condition 1.1(i).
We now show that [Sm] ), they comprise a normal family. Hence by passing to a subsequence we may assume that {f n } converges to f uniformly on compact subsets of D, and by considering integrals over rD and letting r increase to 1 we see that f ∈ A p α . Since we have shown that
Thus by subtracting f from each element of the sequence {f n }, we may assume that {f n } converges to 0 uniformly on compact subsets of D, and it suffices to show that lim n→∞ C ϕ f n A q β = 0. By Lemma 2.1, this means that we must show
The proof now follows the argument used to show C ϕ was bounded, by considering the integrals over 
Combined with (3.6) this shows that (3.5) holds, and therefore that
is compact. This completes the proof that condition 1.1(iii) implies condition 1.1(ii). Since a compact operator is bounded, it remains to prove that condition 1.1(i) implies condition 1.1(iii). This proof involves ideas from the theory of atomic decomposition of the A p α spaces. A sequence of points {z n } ⊂ D is said to have a positive separation constant if the pseudohyperbolic distance between points of the sequence is bounded below, i.e.
Let f (z) = n a n k n (z), where
and M > (2 + α) max(1, 1/p). It is known that if {z n } has a positive separation constant, then there is a constant C such that
see Theorem 2.2 in [Ro] . (We note the assumption that α > −1 was used here.) We apply this inequality with a n replaced by a n r n (t), where the r n are the Rademacher functions introduced in §2. Suppose that C ϕ : A p α → A q β is bounded, and for now assume that q ≥ 2. Then, recalling that |r n (t)| = 1,
Integrating this inequality from 0 to 1 with respect to t, we get
The first inequality just used the assumption that q ≥ 2, and the second inequality followed from Khinchine's Inequality. From Lemma 2.1, we conclude that
It is easily verified that
on D(z n , 1/2), and thus
The argument now proceeds exactly as in [Lu] . We include a sketch of the argument for completeness; see [Lu] for further details. From the inequality above, we conclude that the sequence D(z n , To get the integrability condition we require from this, we choose the sequence {z n } so that it has positive separation constant and so that the disks D(z n , 1/4) cover D. Then (1 − |z| 2 )
and it is easily checked that this is equivalent to
This completes the proof that condition 1.1(i) implies condition 1.1(iii) in the case that q ≥ 2. If q < 2, choose an integer m satisfying mq ≥ 2. Assume that 1.1(i) holds, i.e. C ϕ : A is bounded by the Closed Graph Theorem. Since mq ≥ 2, we get that
as required, and the proof of the theorem is complete.
