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Abstract
In this paper, we study the composition operator CΦ with a smooth but not necessarily holomorphic
symbol Φ. A necessary and sufficient condition on Φ for CΦ to be bounded on holomorphic (respectively
harmonic) weighted Bergman spaces of the unit ball in Cn (respectively Rn) is given. The condition is
a real version of Wogen’s condition for the holomorphic spaces, and a non-vanishing boundary Jacobian
condition for the harmonic spaces. We also show certain jump phenomena on the weights for the target
spaces for both the holomorphic and harmonic spaces.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction and statement of results
Let Un be the open unit ball centered at origin in Cn and write H(Un) for the space of all
holomorphic functions on Un, and let Bn be the open unit ball centered at origin in Rn and write
h(Bn) for the space of all harmonic functions on Bn. For 0 <p < ∞ and α > −1, with Ω either
Un or Bn, we let Lpα(Ω) be the space of all measurable functions f on Ω such that
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L
p
α(Ω)
=
∫
Ω
∣∣f (z)∣∣p dVα(z) < ∞,
where dVα(z) = (1 − |z|2)α dV (z) and dV is the normalized Lebesgue volume measure on Ω .
The weighted Bergman space Apα(Un) is the space of all f ∈ H(Un) for which ‖f ‖Lpα(Un) < ∞,
and the weighted harmonic Bergman space bpα (Ω) is the space of all f ∈ h(Ω) for which
‖f ‖Lpα(Ω) < ∞, here we identify h(Un) with h(B2n) in the natural way. For the case α = 0,
we will often write Ap(Un) = Ap0 (Un) and bp(Ω) = bp0 (Ω) for simplification.
With Ω either Un or Bn, let Ψ be a map from Ω into itself, then Ψ induces the composition
operator CΨ , defined by
CΨ f = f ◦Ψ.
In this paper, we assume Ψ is a smooth but not necessarily holomorphic self-map of Ω and find
a necessary and sufficient condition on Ψ such that∫
Ω
∣∣CΨ f (z)∣∣p dVα(z) C ∫
Ω
∣∣f (z)∣∣p dVα(z) (1.1)
for some C > 0 and all f ∈ X, where X = Apα(Un) when Ω = Un, and X = bpα (Bn) when
Ω = Bn.
When Ψ is a holomorphic self-map of Un with n 2, W. Wogen has given a necessary and
sufficient condition on Ψ ∈ C3(Un) in [9] for CΨ to be bounded on Hardy spaces Hp(Un),
which recently has been generalized to weighted Bergman spaces Apα(Un) in [5]. Recently,
W. Wogen provided some geometric properties for bounded composition operators [10]. By the
result of [5], it is straightforward to see that Ψ (z1, z2) = (z1,0) induces a bounded operator CΨ
on A
p
α(U
2) for any 0 < p < ∞. But for the same map, the harmonic counterpart does not hold.
In fact, if we take fk(z) = 1|z−(1+1/k,0)|2 , then a direct calculation shows that fk(z) is harmonic
and belongs to b2(U2), but
lim
k→∞
‖CΨ fk‖L2(U2)
‖fk‖b2(U2)
= ∞.
This raises a natural question:
What is the condition for (1.1) to hold with X = bpα (Bn)?
If Ψ is not holomorphic, we cannot expect CΨ f to be holomorphic even f is, and CΨ f may
not be harmonic even both Ψ and f are harmonic. Therefore, if we do not impose the analyticity
condition on the symbol Ψ : Ω → Ω , then we lose the analyticity or the harmonicity of CΨ f ,
but we have much more flexibility for the choice of the symbol map Ψ .
In this paper we find a simple necessary and sufficient condition for (1.1) to hold for all
f ∈ bpα (Bn) when Ψ ∈ C2(Bn), and the corresponding result for the holomorphic spaces Apα(Un)
when Ψ ∈ C4(Un). Here we do not assume the analyticity of Ψ .
More precisely, our first main result is for the harmonic spaces.
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there exists a constant C > 0 such that
‖f ◦Ψ ‖Lpα(Bn)  C‖f ‖bpα (Bn)
for all f ∈ bpα (Bn) if and only if
JΨ (ζ ) = 0 for all ζ ∈ Ψ−1
(
∂Bn
)
.
Here JΨ (ζ ) is the Jacobian of Ψ at ζ .
Our second main result is the corresponding holomorphic version.
Theorem 1.2. Let 0 < p < ∞, α > −1 and Φ : Un → Un be a map with Φ ∈ C4(Un). Then
there exists a constant C > 0 such that
‖f ◦Φ‖Lpα(Un)  C‖f ‖Apα(Un)
for all f ∈ Apα(Un) if and only if Φ satisfies:
(1) Rank MΦη(ζ ) = 2 for all η, ζ ∈ ∂Un with Φ(ζ) = η, and
(2) D˜ζ	Φη(ζ ) > D˜ττ	Φη(ζ ) for all η, ζ, τ ∈ ∂Un with Φ(ζ) = η and τ ∈ ζ⊥.
Here, Φη(z) = 〈Φ(z), η〉 is the Hermitian inner product of Φ(z) and η, MΦη(ζ ) is the real
Jacobi matrix of Φη(·) at ζ , ζ⊥ is the subspace of R2n which is orthogonal to (x1, x2, . . . , x2n)
with (x1 + ix2, . . . , x2n−1 + ix2n) = ζ , and D˜ζ is the real directional derivative in the ζ direction
considered as a real vector in ∂B2n. For more details see Section 4.
As mentioned before when Φ is holomorphic, Theorem 1.2 is proved in [9] for Hardy spaces
and in [5] for weighted Bergman spaces. In Section 4, we will show that our necessary and
sufficient condition in Theorem 1.2 is equivalent to Wogen’s original condition in [9] and [5] for
the holomorphic self-map Φ .
Moreover, we show that there are jump phenomena in the optimal target spaces in our main
theorems: if the inducing self-map Ψ is smooth enough and CΨ does not map Apα(Ω) (respec-
tively bpα (Ω)) into Lpα(Ω), then it does not map Apα(Ω) (respectively bpα (Ω)) into any larger
spaces Lpβ(Ω) for all α < β < α + 0. We show that 0 = min{1/4, α + 1} for holomorphic
spaces, and 0 = min{1/2, α + 1} for the harmonic spaces, which all depend on the weight α.
See Theorem 3.2 and Theorem 4.1 for more precise statements. This contrasts with that for
the holomorphic spaces with holomorphic inducing symbols, where the jump is constant 1/4
(see [5]). We further provide examples which show these jumps are sharp.
Since holomorphic functions are harmonic, the necessary and sufficient condition of The-
orem 1.1 implies that of Theorem 1.2 for sufficiently smooth symbol, although they are not
equivalent. Thus, the boundary Jacobian condition of Theorem 1.1 implies the real version of
Wogen’s condition in Theorem 1.2, which also can be proved directly.
One may consider the limiting case α = −1, the Hardy spaces. For Hardy spaces we need to
replace ‖f ◦Ψ ‖Lpα(Ω) by ‖f ◦Ψ ‖Lp(∂Ω), but ‖f ◦Ψ ‖Lp(∂Ω) may not dominate the integrals over
the sphere centered at the origin with radius 0 < r < 1 since f ◦Ψ may be neither harmonic nor
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is harmonic or holomorphic. For this reason, it is meaningless for the Hardy spaces if Ψ is not
holomorphic and hence we do not include the limiting case.
The rest of the paper is organized as follows: We state the well-known Carleson measure
criteria in Section 2, which are main tools for our proofs of the main results. The proof of Theo-
rem 1.1 together with the jump phenomenon is given in Section 3, and the proof of Theorem 1.2
together with the jump phenomenon is given in Section 4.
In the sequel, we often use the same letter C, depending only on the allowed parameters, to
denote various positive constants which may change at each occurrence. For non-negative quan-
tities X and Y , we often write X  Y or Y X if X is dominated by Y times some inessential
positive constant. Also, we write X ≈ Y if X  Y X.
2. Carleson measures
For every ζ ∈ ∂Un and 0 < δ < 1, let S(ζ, δ) be the Carleson box on Un defined by
S(ζ, δ) = {z ∈ Un: ∣∣1 − 〈z, ζ 〉∣∣< δ}.
For a vector-valued function Φ : Un → Un which is continuous on Un, we have the following
change of variables formula [4]:∫
Un
|f ◦Φ|p dVα =
∫
Un
|f |p dμα,
where the Borel measure μα on Un is defined by μα(E) = Vα(Φ−1(E)).
Therefore, the usual Carleson measure type characterization also holds for the non-holo-
morphic Φ : Un → Un which is continuous on Un.
Proposition 2.1. Let 0 < p < ∞ and α,β > −1. Suppose that Φ : Un → Un is a map which is
continuous on Un. Define the Borel measure μβ on Un by μβ(E) = Vβ(Φ−1(E)). Then, there
is some C > 0 such that for all f ∈ Apα(Un)
‖f ◦Φ‖Lpβ(Un)  C‖f ‖Apα(Un)
if and only if there exists C1 > 0 such that
μβ
(
S(ζ, δ)
)
 C1δn+1+α
for all ζ ∈ ∂Un and 0 < δ < 1.
For a proof of Proposition 2.1 we refer to [3]. When α = β , Proposition 2.1 is [3, Theorem
3.37] and the same proof works for α = β .
There is a complete analogue of Proposition 2.1 for the harmonic setting. Fix an integer n 2
and let Bn be the unit ball of Rn. For ζ ∈ ∂Bn and 0 < δ < 1, let D(ζ, δ) be the Carleson box on
Bn defined by
D(ζ, δ) = {x ∈ Bn: |ζ − x| < δ}.
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if we just replace the Carleson boxes with ones defined with the Euclidian metric as above. For
the necessary adjustments for the harmonic setting, see [1] and references therein.
Proposition 2.2. Let 0 < p < ∞ and α,β > −1. Suppose that Ψ : Bn → Bn is a map which is
continuous on Bn. Define the Borel measure μβ on Bn by μβ(E) = Vβ(Ψ−1(E)). Then, there is
some C > 0 such that for all f ∈ bpα (Bn)
‖f ◦Ψ ‖Lpβ(Bn)  C‖f ‖bpα (Bn)
if and only if there exists C1 > 0 such that
μβ
(
D(ζ, δ)
)
 C1δn+α
for all ζ ∈ ∂Bn and 0 < δ < 1.
We know from Propositions 2.1 and 2.2 that the inequalities above are independent of p,
which means that if (1.1) holds for some p > 0, then it holds for every p > 0. So we can reduce
the proofs of Theorems 1.1 and 1.2 to the case p = 2.
3. Harmonic case on the real unit ball
Let Ψ : Bn → Bn be a smooth function on the unit ball in Rn with Ψ ∈ C1(Bn). We will say
Ψ satisfies the non-vanishing boundary Jacobian condition if the following condition holds:
JΨ (ζ ) = 0 for all ζ ∈ Ψ−1
(
∂Bn
)
. (3.1)
Here JΨ (ζ ) is the Jacobian of Ψ at ζ .
In this section we will prove Theorem 1.1. First, we note that a similar boundary condition
was used to characterize the boundedness of composition operators on the polydisk in [6] for
holomorphic self-maps. The main idea for the sufficiency proof of Theorem 1.1 is from [6]. We
restate the sufficiency part for an easy reference. Note that we only assume Ψ ∈ C1(Bn) for the
sufficiency part, and Ψ ∈ C2(Bn) is assumed only for the necessity part.
Theorem 3.1. Let 0 < p < ∞, α > −1 and Ψ ∈ C1(Bn) with Ψ (Bn) ⊂ Bn. If Ψ satisfies the
non-vanishing boundary Jacobian condition (3.1), then CΨ : bpα (Bn) → Lpα(Bn) is bounded.
Proof. Let K = Ψ−1(∂Bn). Then K ⊂ ∂Bn. JΨ is continuous since Ψ ∈ C1(Bn), and thus
JΨ (x) = 0 for all x in some neighborhood OK of K . Therefore, for each x ∈ K there exists a
neighborhood Ox of x such that Ψ : Ox → Ψ (Ox) is one-to-one and onto. We claim that Ψ−1(η)
is a finite subset of ∂Bn for any η ∈ ∂Bn. In fact, if there exists an infinite sequence of distinct
points {ζj } ⊂ Ψ−1(η), then there is a subsequence of {ζj }, which, we call it {ζj } again, converges
to some ζ ∈ ∂Bn. So Ψ (ζ ) = limj Ψ (ζj ) = η, and then ζ ∈ K . Since JΨ (ζ ) = 0, Ψ is locally
invertible near ζ , which contradicts the fact that Ψ (ζj ) = η for all j . This proves the claim.
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some points {ζj }kηj=1 ⊂ ∂Bn and their neighborhoods {Oζ1, . . . ,Oζkη } such that Ψ : Oζj → Oη is
one-to-one and onto for every j = 1, . . . , kη . This implies that if Oη is sufficiently small, then
Ψ−1(Oη) =
kη⋃
j=1
Oζj ,
and {Oζj } are pairwise disjoint. Combining these with the compactness of Ψ (∂Bn) ∩ ∂Bn we
have
sup
{
kη: η ∈ Ψ
(
∂Bn
)∩ ∂Bn}< ∞.
Since |JΨ | is bounded from below and above on any compact subset of OK , there are some
positive constants c and C such that
cVα(Oη) Vα(Oζj ) CVα(Oη), j = 1, . . . , kη.
Therefore, if O is a sufficiently small open subset near Ψ (∂Bn)∩ ∂Bn, we have
Vα
(
Ψ−1(O)
)
 Vα(O)
for all α > −1, which completes the proof by Proposition 2.2. 
The proof above can be modified for the holomorphic case to show that the non-vanishing
boundary Jacobian condition is also a sufficient condition for the boundedness of CΦ in Theo-
rem 1.2, and we leave it to the interested reader. Note that the non-vanishing boundary Jacobian
condition is not a necessary condition for Theorem 1.2 by the example mentioned in the intro-
duction.
We now prove the necessity of Theorem 1.1 together with the jump phenomenon.
Theorem 3.2. Let 0 <p < ∞, α > −1 and Ψ ∈ C2(Bn) with Ψ (Bn) ⊂ Bn. If the non-vanishing
boundary Jacobian condition (3.1) fails, then CΨ : bpα (Bn) → Lpα+m(α)−(Bn) is not boundedfor any  > 0, where m(α) = min{1/2, α + 1}.
Proof. We prove this using Carleson measure characterization (Proposition 2.2). Suppose the
boundary Jacobian condition (3.1) fails at some ζ ∈ Ψ−1(∂Bn), and let Ψ (x) = (g1(x), . . . ,
gn(x)), where x = (x1, . . . , xn) ∈ Bn. Set
gkj (x) = ∂gk
∂xj
(x), 1 k  n, 1 j  n.
Let MΨ (x) be the Jacobi matrix of Ψ at x, that is,
MΨ (x) =
⎛⎜⎜⎝
g11(x) g12(x) · · · g1n(x)
g21(x) g22(x) · · · g2n(x)
...
...
. . .
...
⎞⎟⎟⎠ .
gn1(x) gn2(x) · · · gnn(x)
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try CΨ0 on b
p
α (B
n). By composing with orthogonal transformations of Bn if necessary, we may
assume that η = Ψ (ζ ) = ζ = e1 = (1,0, . . . ,0). Let ekj = gkj (e1). Then by Taylor expansion of
gk(x) we have
gk(x) = δ1k + ek1(x1 − 1)+
n∑
j=2
ekj xj +O
(|x − e1|2) (3.2)
for each 1 k  n. It follows that
(x1, . . . , xn) ∈ Ψ−1
(
D(η, δ)
)
for any 0 < δ < 1 if and only if
n∑
k=1
∣∣∣∣∣ek1(x1 − 1)+
n∑
j=2
ekj xj +O
(|x − e1|2)
∣∣∣∣∣
2
< δ2. (3.3)
Since g1(cos t,0, . . . ,0, sin t,0, . . . ,0) attains its maximum at t = 0, we see that from (3.2)
e1j = 0 for j = 2, . . . , n. (3.4)
We consider the case e11 = 0 and the case e11 = 0 separately.
First, suppose e11 = 0. Since the rank of MΨ (ζ ) is less than or equal to (n − 1) by our
hypothesis, there is a column, which is not the first column by (3.4), that is a linear combination
of the remaining (n−1) columns. Without loss of generality we may assume it is the last column,
that is ⎛⎜⎜⎝
e1n
e2n
...
enn
⎞⎟⎟⎠= c1
⎛⎜⎜⎝
e11
e21
...
en1
⎞⎟⎟⎠+ · · · + cn−1
⎛⎜⎜⎝
e1(n−1)
e2(n−1)
...
en(n−1)
⎞⎟⎟⎠ (3.5)
for some real constants cj where 1 j  (n− 1). By (3.4) again we have c1 = 0, and thus (3.3)
is equivalent to
n∑
k=1
∣∣∣∣∣ek1(x1 − 1)+
n−1∑
j=2
ekj (xj + cjxn)+O
(|x − e1|2)
∣∣∣∣∣
2
< δ2. (3.6)
For c > 0, let Dδ,c be
Dδ,c =
{
(x1, . . . , xn) ∈ Bn: 1 − x1 < δ, |xn| < c
√
δ, |xj + cjxn| < δ for 2 j  (n− 1)
}
.
By (3.6), we see that there is a constant C1 > 0 such that
Dδ,c ⊂ Ψ−1
(
D(η,C1δ)
)
for sufficiently small c > 0.
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Vβ(Dδ,c) ≈ δn+β−1/2,
Vβ
(
Ψ−1
(
D(η,C1δ)
))
 δn+α implies β  α + 1
2
. (3.7)
Next, for e11 = 0 there are two possibilities: either the first column is a linear combination of
the other (n − 1) columns, or one of the last (n − 1) columns, which we may assume the last
column, is a linear combination of the remaining (n− 1) columns. For the first case, we see that
(3.3) is equivalent to
n∑
k=1
∣∣∣∣∣
n∑
j=2
ekj
(
xj + cj (x1 − 1)
)+O(|x − e1|2)
∣∣∣∣∣
2
< δ2
for some real constants cj , 2 j  n. For c > 0, let D′δ,c be
D′δ,c =
{
(x1, . . . , xn) ∈ Bn: 1 − x1 < c
√
δ,
∣∣xj + cj (x1 − 1)∣∣< δ for 2 j  n}.
From this we see that Vβ(D′δ,c) ≈ δn+β/2−1/2 and D′δ,c ⊂ Ψ−1(D(η,C1δ)) for some C1 > 0 and
sufficiently small c > 0. Thus
Vβ
(
Ψ−1
(
D(η,C1δ)
))
 δn+α implies β  2α + 1. (3.8)
For the second case, we see that (3.3) is equivalent to
n∑
k=1
∣∣∣∣∣ek1((x1 − 1)+ c1xn)+
n−1∑
j=2
ekj (xj + cj xn)+O
(|x − e1|2)
∣∣∣∣∣
2
< δ2
for other constants cj , 1 j  n− 1. For c > 0, let D′′δ,c be
D′′δ,c =
{
(x1, . . . , xn) ∈ Bn:
∣∣(x1 − 1)+ c1xn∣∣< δ, |xn| c√δ, |xj + cjxn| < δ
for 2 j  (n− 1)},
then D′′δ,c ⊂ Ψ−1(D(η,C1δ)) for some C1 > 0 and sufficiently small c > 0. If c1 = 0, D′′δ,c is
exactly Dδ,c. If c1 = 0, we see that Vβ(D′δ,c) ≈ Vβ(D′′δ,c). So this completes the proof by (3.7)
and (3.8). 
It follows from Theorem 1.1 that the boundedness of CΨ defined on bpα (Bn) is independent
of α when Ψ ∈ C2(Bn). But we know this is not a general phenomenon without the assumption
of smoothness of Ψ (refer to [8]).
While the jump on the optimal range spaces for the holomorphic symbol of the unit ball in Cn
[5] is 1/4, the jump here is min{1/2, α + 1}. We give examples to show that this jump is sharp.
First we give an example which shows the upper bound 1/2 is optimal for α −1/2.
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α > −1, then CΨ : bpα (Bn) → Lpα(Bn) is not bounded, but CΨ : bpα (Bn) → Lpα+1/2(Bn) is
bounded.
Proof. Note that JΨ (ζ ) = 0 for every ζ = (0, ζ2, . . . , ζn) ∈ ∂Bn, which implies that
CΨ :b
p
α (B
n) → Lpα(Bn) is not bounded by Theorem 3.2.
We use Proposition 2.2 to show that CΨ : bpα (Bn) → Lpα+1/2(Bn) is bounded, i.e., show that
there is some C > 0 such that
μα+1/2
(
D(ζ, δ)
)
 Cδn+α for all ζ ∈ ∂Bn and 0 < δ < 1. (3.9)
Let x = (x1, . . . , xn) = (x1, x′) and ζ = (ζ1, ζ ′) ∈ ∂Bn. Then
Ψ−1
(
D(ζ, δ)
)= {x ∈ Bn: ∣∣ζ − (0, x′)∣∣< δ}
⊂ {x ∈ Bn: |ζ ′ − x′| < δ}.
Since |x1|
√
1 − |x′|2 √2√1 − |x′| and then
Vα+1/2
({
x ∈ Bn: |ζ ′ − x′| < δ})≈ δn+α,
which immediately completes the claim (3.9). 
Next we give another example which shows the upper bound α + 1 is optimal for α −1/2.
Example 3.4. Let Ψ (x, y) = (1 − (1 − x)2 − y2, y) with 0 <  < 1/5. For 0 < p < ∞
and α > −1, then CΨ : bpα (B2) → Lpα(B2) is not bounded, but CΨ : bpα (B2) → Lp2α+1(B2) is
bounded.
Proof. First note that ∣∣Ψ (x, y)∣∣2  (1 − y2)+ (y)2  1.
Since Ψ−1(∂B2) = {e1}, it is easy to see that CΨ : bpα (B2) → Lpα(B2) is not bounded by Theo-
rem 3.2.
To show the boundedness of CΨ : bpα (B2) → Lp2α+1(B2), we will verify the Carleson criterion
for D(ζ, δ) with all ζ = (x0, y0) ∈ ∂B2 and 0 < δ < 1 by using Proposition 2.2. Without loss of
generality, we may assume y0 is sufficiently small and y0  0.
If 0 y0  4δ, then D(ζ, δ) ⊂ D(e1,16δ). Therefore, we have
Ψ−1
(
D(ζ, δ)
)⊂ {(x, y) ∈ B2: (1 − x)2 < 16δ, |y| < 16δ}.
From this we have
V2α+1
(
Ψ−1
(
D(ζ, δ)
))
 δ
√
δ∫
r2α+1 dr ≈ δ2+α.0
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then

[
(1 − x0)− δ
]
> (y)2 = (y − y0 + y0)2  y20 − 2y0δ + δ2  y20/2,
where the last inequality follows from the assumption that y0 > 4δ. This implies that

[
(1 − x0)− δ
]
> y20/2 =
(
1 − x20
)
/2 (1 − x0)/2
which is a contradiction, so the claim is proved. Now suppose Ψ (x, y) ∈ D(ζ, δ), then
|y − y0| < δ and
(1 − x0)− y2 − δ  (1 − x)2  (1 − x0)− y2 + δ.
By the claim above,
Ψ−1
(
D(ζ, δ)
)⊂ {(x, y) ∈ B2: |y − y0| δ, (1 − x) 2√δ }.
Now the proof is completed by the same way as in the previous case. 
The following example shows that CΨ does not map bpα (B2) into Lpβ(B2) for any α,β > −1.
Example 3.5. Let Ψ (x, y) = (1 − y2, y) with 0 <  < 1, then CΨ : bpα (B2) → Lpβ(B2) is not
bounded for any α,β > −1 and 0 <p < ∞.
Proof. Note that∣∣Ψ (x, y)∣∣2  1 − y2 + (y)2  1 and Ψ−1(∂B2)= {e1}.
For any 0 < δ < 1,{
(x, y) ∈ B2: |y| δ, |x| < 1}⊃ Ψ−1(D(e1, δ))⊃ {(x, y) ∈ B2: |y| δ/2, |x| < 1}.
Thus, we have
Vβ
(
Ψ−1
(
D(e1, δ)
))≈ δ.
It is easy from Proposition 2.2 that the boundedness of CΨ : bpα (B2) → Lpβ(B2) must imply
δ ≈ Vβ(Ψ−1(D(e1, δ))) σ 2+α . But it is impossible because of 2 +α > 1, which completes the
proof. 
We would like make a remark on the last example. It is well-known that CΦ : Apα(Un) →
A
p
α+n−1(Un) is always bounded for any holomorphic symbol Φ : Un → Un (see [2] and [7]).
The above example shows that this is not true for the Harmonic Bergman spaces with some non-
analytic symbols. Let Φ(z) = (1−y21 + iy1,0, . . . ,0), then, by the same argument as the above
proof of Example 3.5, we see that CΦ : Apα(Un) → Ap(Un) is not bounded for any α,β > −1.β
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Let Φ : Un → Un be a smooth function on the unit ball in Cn with Φ ∈ C4(Un). In this section
we consider the boundedness of CΦ defined on Apα(Un) for α > −1 and prove Theorem 1.2.
For η ∈ ∂Un, let
Φη(z) =
〈
Φ(z), η
〉
be the coordinate of Φ in the η direction, period. Here 〈z,w〉 is the usual Hermitian inner product
of z,w ∈ Cn. For any ζ = (x∗1 + ix∗2 , x∗3 + ix∗4 , . . . , x∗2n−1 + ix∗2n) ∈ ∂Un and f : Un → R with
f ∈ C1(Un), let
D˜ζ f (z) =
2n∑
j=1
x∗j (D˜j f )(z)
be the real directional derivative in the ζ direction viewed as a vector in R2n, where D˜j denotes
the j th partial differentiation operator D˜j = ∂∂xj . Note that Φη : Un → U1 for any fixed η ∈ ∂Un.
Let MΦη(ζ ) be the (2 × 2n) real Jacobi matrix of Φη at ζ . We use ζ⊥ to denote the (2n − 1)-
dimensional real vector subspace of R2n which is orthogonal to (x∗1 , x∗2 , . . . , x∗2n). We will say Φ
satisfies the RW-condition (Wogen’s condition for real variables) if the following two conditions
hold:
(1) Rank MΦη(ζ ) = 2 for all η, ζ ∈ ∂Un with Φ(ζ) = η,
(2) D˜ζ	Φη(ζ ) > D˜ττ	Φη(ζ ) for all η, ζ, τ ∈ ∂Un with Φ(ζ) = η and τ ∈ ζ⊥. (4.1)
It is worth noticing that when Φ is a holomorphic self-map of Un and of class C4(Un), this
RW-condition is equivalent to the Wogen’s original condition:
DζΦη(ζ ) >
∣∣DττΦη(ζ )∣∣ for all η, ζ, τ ∈ ∂Un with Φ(ζ) = η and 〈ζ, τ 〉 = 0. (4.2)
Here Dζ is the complex directional derivative in the ζ direction. To see this, without loss of
generality, we suppose ζ = e1 = (1,0, . . . ,0) with Φ(e1) = η ∈ ∂Un and let Φη(z) = F(z) +
iG(z). Expand Φη at e1 by using Taylor’s theorem and Lemma 6.8 in [3], we have
Φη(z) = 1 + a1(z1 − 1)+
n∑
j=2
ajj z
2
j /2 +O
(|1 − z1|3/2)
= 1 + a1(x1 − 1)+
n∑
j=2
ajj
(
x22j−1 − x22j
)
/2 +O(|1 − z1|3/2)
+ i
(
a1x2 +
n∑
ajj x2j−1x2j +O
(|1 − z1|3/2)
)
.j=2
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ables. From this we see that (1) of RW-condition is always true for holomorphic self-map Φ ,
since a1 = ∂Φη∂z1 (e1) = ∂F∂x1 (e1) > 0 by Lemma 6.8 of [3]. In addition, since F(z1,0, . . . ,0) =
F(cos t + i sin t,0, . . . ,0) 1, we get
0 a1(x1 − 1)+ 	a11(z1 − 1)2/2 +O
(|1 − z1|3)
= a1(x1 − 1)− 	a11x22/2 +O
(|1 − x1|3/2)
= [−a1/2 − 	a11/2]t2 +O
(
t3
)
.
This implies a1 > −	a11. Notice that −	a11 = − ∂2F
∂x21
(e1) = ∂2F
∂x22
(e1) since F(z1,0, . . . ,0) is
harmonic, and so a1 > ∂
2F
∂x22
(e1) for any holomorphic Φ : Un → Un with Φ(e1) ∈ ∂Un. There-
fore, our RW-condition for holomorphic Φ is essentially
a1 >
∂2F
∂x2j
(e1) (j = 3, . . . ,2n).
Since F(0, . . . ,0, zj ,0, . . . ,0) is harmonic, we have ajj = ∂
2Φη
∂z2j
(e1) = ∂2F
∂x22j−1
(e1) = − ∂2F
∂x22j
(e1)
for j = 2, . . . , n. Therefore, our RW-condition is equivalent to
|ajj | < a1 (j = 2, . . . , n).
This is exactly Wogen’s original condition (4.2), so the claim is proved.
For the proof of Theorem 1.2 we split it into two parts. First, we prove the necessity to-
gether with the jump phenomenon. For notational convenience, for the rest of the paper we often
use the real variable x = (x1, x2, . . . , x2n) in place of the complex variable z = (x1 + ix2, x3 +
ix4, . . . , x2n−1 + ix2n) and identify ∂Un with ∂B2n if necessary.
Theorem 4.1. Let 0 <p < ∞, α > −1 and Φ ∈ C4(Un) with Φ(Un) ⊂ Un. If the RW-condition
(4.1) fails, then CΦ : Apα(Un) → Lpα+m(α)−(Un) is not bounded for any  > 0, where m(α) =
min{1/4, α + 1}.
Proof. We prove this using Carleson measure characterization (Proposition 2.1). Suppose the
RW-condition (4.1) fails at some ζ , where η = Φ(ζ) ∈ ∂Un. By some unitary transformations
we may assume ζ = e1 and let Φη(x) = Fη(x)+ iGη(x). Note that by Taylor expansion of Φη(x)
at e1 we have
Φη(x) = 1 +
[
a1(x1 − 1)+ a2x2 + · · · + a2nx2n
]+ i[b1(x1 − 1)+ b2x2 + · · · + b2nx2n]
+O(|1 − x1|2 + |x2|2 + · · · + |x2n|2).
Since Fη(
√
1 − t2,0, . . . ,0, t,0, . . . ,0) has its maximum at t = 0, we have
a1  0, aj = 0 (j = 2, . . . ,2n). (4.3)
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Φη(x) = 1 + i
[
b1(x1 − 1)+ b2x2 + · · · + b2nx2n
]
+O(|1 − x1|2 + |x2|2 + · · · + |x2n|2). (4.4)
For δ ∈ (0,1), let
Ωδ :=
{
x ∈ Un: ∣∣b1(x1 − 1)+ b2x2 + · · · + b2nx2n∣∣< δ, |1 − x1|2 + |x2|2 + · · · + |x2n|2 < δ}.
By (4.4), we see that
Ωδ ⊂ Φ−1
(
S(η, cδ)
) (4.5)
for some c > 0. Now we estimate the volume Vβ(Ωδ). If b2 = · · · = b2n = 0, then there is some
c > 0 such that
Ωδ ⊃
{
x ∈ Un: 1 − x1  cδ, |x2|2 + · · · + |x2n|2 < cδ
}
.
A straightforward calculation shows that
Vβ(Ωδ) δn+1+(β−1)/2.
Suppose bj = 0 for some j = 2, . . . ,2n. Without loss of generality we may assume that b2 = 0.
Then, there is some c > 0 such that
Ωδ ⊃
{
x ∈ Un: c√δ < 1 − x1 < 2c
√
δ, c
√
δ < |xj | < 2c
√
δ, j = 3, . . . ,2n,∣∣b1(x1 − 1)+ b2x2 + · · · + b2nx2n∣∣< δ}. (4.6)
In fact, for any x in the above set on the right side, we have
|x2| 1|b2|
(∣∣b1(x1 − 1)+ b2x2 + · · · + b2nx2n∣∣+ ∣∣b1(x1 − 1)+ b3x3 + · · · + b2nx2n∣∣)
 δ|b2| +
1
|b2|2c
√
δ
(|b1| + |b3| + · · · + |bn|)

√
δ
for δ ∈ (0,1). Then |1 − x1|2 + |x2|2 + · · · + |x2n|2  δ, that is, (4.6) is proved. Therefore, we
have
Vβ(Ωδ) δ(β+1)/2+1+(2n−2)/2 = δn+1+(β−1)/2.
From (4.5) we have
Vβ
(
Φ−1
(
S(η, cδ)
))
 δn+1+(β−1)/2.
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Vβ
(
Φ−1
(
S(η, cδ)
))
 δn+1+α implies β  2α + 1. (4.7)
Second, suppose the condition (1) of (4.1) fails at ζ and a1 > 0. Then, we have b2 = · · · =
b2n = 0 since the two rows of MΦη(ζ ) are linearly dependent and hence
Φη(x) = 1 + (a1 + ib1)(x1 − 1)+O
(|1 − x1|2 + |x2|2 + · · · + |x2n|2).
Therefore if
x ∈ Ω ′δ :=
{
z ∈ Un: |1 − x1| + |x2|2 + · · · + |x2n|2 < δ
}
for 0 < δ < 1, then Φ(x) ∈ S(η, cδ) for some c > 0, i.e.,
Ω ′δ ⊂ Φ−1
(
S(η, cδ)
)
.
Since Vβ(Ω ′δ) ≈ δn+β+3/4,
Vβ
(
Φ−1
(
S(η, cδ)
))
 δn+1+α implies β  α + 1/4. (4.8)
Finally, suppose the condition (1) of (4.1) holds but the condition (2) fails at ζ (i.e., at e1).
Note that a1  0 and a2 = · · · = an = 0 by (4.3). Since (1) holds, we see that
a1 > 0. (4.9)
Since (2) fails at e1, a1 = D˜ττFη(e1) for some τ ∈ e⊥1 ∩ ∂Un. Since (1) of (4.1) is independent
of any unitary transformation, by some unitary transformation in (x2, . . . , x2n) variables we may
assume
a1 = D˜22Fη(e1). (4.10)
Since
√
1 − s2 − t2 = 1 − (s2 + t2)/2 +O(s4 + t4), by (4.3) we have
Fη
(√
1 − s2 − t2, s, t,0, . . . ,0)= 1 + a1(√1 − t2 − s2 − 1)+ (a22s2 + 2a23st + a33t2)/2
+O((|t | + |s|)(1 −√1 − t2 − s2 )+ |s|3 + |t |3)
= 1 − (a1 − a22)s2/2 − (a1 − a33)t2/2 + a23st
+O(|s|3 + |t |3).
Since a1 = a22 by (4.10), we have
Fη
(√
1 − s2 − t2, s, t,0, . . . ,0)= 1 − (a1 − a33)t2/2 + a23st +O(|s|3 + |t |3).
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√
1 − s2 − t2, s, t,0, . . . ,0)  1. By the
same reason we have
a2j = 0 (j = 3, . . . ,2n). (4.11)
Since
Fη
(√
1 − s2, s,0, . . . ,0)= 1 + (a222/6 − a12/2)s3 +O(s4) 1,
we see that
a222/6 − a12/2 = 0. (4.12)
Thus we have
Φη
(√
1 − s2, s,0, . . . ,0)= [1 +O(s4)]+ i[−b1s2/2 + b2s + b22s2/2 +O(s3)].
Since |Φη(x1, x2,0, . . . ,0)| 1, we have
b2 = 0. (4.13)
Since (1) holds and a1 = 0 = a2 = · · · = a2n = b2, we see that there is some j  3 such that
bj = 0. So we may assume without loss of generality
b3 = 0. (4.14)
For notational convenience, we will often use the following notation:
x = (x1, . . . , x2n) = (x1, x′) = (x1, x2, x′′) = (x1, x2, x3, x′′′).
With those notation, from Eq. (4.10) to (4.14), we have
Fη(x) = 1 + a1(x1 − 1)+ a222 x
2
2 + a12(x1 − 1)x2 +
a222
6
x32 +O
(|1 − x1|2 + |x2|4 + |x′′|2)
= 1 + (a1 + a12x2)
[
(x1 − 1)+ 12x
2
2
]
+O(|1 − x1|2 + |x2|4 + |x′′|2)
= 1 − (a1 + a12x2)
2
(
1 − x21 − x22
)+O(|1 − x1|2 + |x2|4 + |x′′|2),
and
Gη(x) = b1(x1 − 1)+ b3x3 +
∑
j4
bjxj +O
(|1 − x1|2 + |x′|2).
For  > 0 and 0 < δ < 1, let
A(, δ) := {x ∈ ∂Un: (1 − x2 − x2)< δ, |x2| < δ1/4, |x3| < δ1/2, |x′′′| < δ1/2}.1 2
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1 − x1  1 − x21  δ + x22  δ + 2
√
δ,
and
A(, δ) ⊂ {x ∈ ∂Un: ∣∣1 − Fη(x)∣∣ Cδ} (4.15)
for some C > 0 and sufficiently small  > 0. Also, for x ∈ A(, δ) we have
∣∣Gη(x)− b3x3∣∣= O(x22 + x23 + |x′′′|).
Since Gη(x) = b3x3 + (Gη(x)−b3x3) and b3 = 0, by choosing  > 0 sufficiently small, for each
x ∈ A(, δ) there is x˜ = (x1, x2, x˜3, x′′′) ∈ A(, δ) such that Gη(x˜) = 0.
Let
A˜(, δ) := {x˜: x ∈ A(, δ)},
and
A(δ) := {(y1, x2, y3, x′′′) ∈ Un: |x1 − y1| + |x˜3 − y3| < δ, x˜ ∈ A˜(, δ)}.
Since Gη(x˜) = 0, by (4.15) we have
A(δ) ⊂ Φ−1(S(η,Cδ)).
Then
Vβ
(
Φ−1
(
S(η,Cδ)
))
 Vβ
(
A(δ)
)
 δβ · δ · δ1/4 · δ · δ(2n−3)/2 = δn+β+3/4.
So
Vβ
(
Φ−1
(
S(η,Cδ)
))
 δn+1+α implies β  α + 1/4. (4.16)
This together with (4.7) and (4.8) completes the proof. 
Note that Φ(z1, . . . , zn) = (z1 + z22/2,0, . . . ,0) induces a bounded operator CΦ : Apα(Un) →
L
p
α+1/4(Un), but CΦ : Apα(Un) → Lpα(Un) is not bounded (see [5, Theorem 4.2]). Therefore, the
following example shows that the jump in Theorem 4.1 is sharp. This example can be proved
exactly as the same way as the proof of Example 3.4, and thus we omit its proof.
Example 4.2. Let Φ(z1, . . . , zn) = (1 − (1 − x1)2 − x22 + ix2, z2, . . . , zn) with 0 <  < 1/5.
Let 0 <p < ∞ and α > −1, then CΦ : Apα(Un) → Lpα(Un) is not bounded, but CΨ : Apα(Un) →
L
p
(Un) is bounded.2α+1
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will prove the sufficiency of Theorem 1.2 by checking the Carleson criterion via local analysis.
First, we need several lemmas.
For 0 < δ < 1, let
K = Φ−1(∂Un),
Kδ =
⋃
ζ∈K
{
(z,w) ∈ Un ×Un: |z − ζ | < δ, ∣∣w −Φ(ζ)∣∣< δ},
Uδ =
{
z ∈ Un: d(z,K) < δ},
Wδ =
{
z ∈ Un: d(z,Φ(K))< δ}. (4.17)
Here, d(z,K) = minζ∈K d(z, ζ ) and d(z, ζ ) = |1 − 〈z, ζ 〉|.
Lemma 4.3. Let Φ : Un → Un with Φ ∈ C2(Un) and satisfy the RW-condition (4.1). Then there
exits δ0 > 0 such that the condition (4.1) also holds for every pair (ζ, η) ∈ Kδ0 .
Proof. Fix any w ∈ Un. For any (x, z) ∈ ∂Un ×Un, we define fw,gw and hw by
fw(z) =
〈
Φ(z),w
〉
gw(x, z) = D˜x	
〈
Φ(z),w
〉
,
hw(x, z) = sup
τ∈x⊥∩∂Un
D˜ττ	
〈
Φ(z),w
〉
,
respectively. If zˆ = Φ(z), then the RW-condition is equivalent to
(1) Rank Mf
ζˆ
(ζ ) = 2 for ζ ∈ K, and
(2) g
ζˆ
(ζ, ζ ) > h
ζˆ
(ζ, ζ ) for ζ ∈ K.
Note that fw(z), gw(x, z) and hw(x, z) are all continuous since Φ ∈ C2(Un), and K is a compact
subset of ∂Un. Thus, above two conditions also hold in some neighborhood O of K × Φ(K) in
Uδ ×Wδ , i.e.,
Rank Mfw(z) = 2 and gw(z, z) > hw(z, z) for all (z,w) ∈ O.
Now choose δ0 > 0 sufficiently small so that Kδ0 ⊂ O . Then, the condition (4.1) holds
on Kδ0 . 
We also need certain estimates for the real part of 1 − Φη(z). For ζ ∈ ∂Un and 0 < δ < 1,
define S(ζ, δ) by
S(ζ, δ) = {z ∈ Un: 	(1 − 〈z, ζ 〉)< δ}.
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exit δ0 > 0 and C > 0 such that if η ∈ Wδ0 ∩ ∂Un and ζ ∈ Uδ0 is a local minimum point for	(1 −Φη(z)) with |η −Φ(ζ)| < δ0, then ζ ∈ ∂Un and for all 0 < δ < δ0
Φ
[S(ζ, δ0) \ S(ζ,Cδ)]∩ S(η, δ) = ∅.
Moreover, for |z − ζ | < δ0,[	(1 −Φη(ζ ))+ 	(1 − 〈z, ζ 〉)]≈ 	(1 −Φη(z)). (4.18)
Proof. We will choose δ0 small enough so that our local Taylor expansion holds with the uniform
control over the coefficients up to the second order terms and the remainder terms, which is
possible since Φ ∈ C3(Un). Using Lemma 4.3, choose δ0 > 0 sufficiently small such that the
condition (4.1) holds for all (ζ, η) ∈ Kδ0 .
Fix η ∈ Wδ0 ∩ ∂Un and let ζ ∈ Uδ0 be a local minimum point for 	(1 − Φη(z)) with|η −Φ(ζ)| < δ0. Then, (ζ, η) ∈ Kδ0 and so (4.1) holds for (ζ, η). By (1) of (4.1), Φη is an open
map near ζ , which implies that ζ ∈ ∂Un.
We may assume that ζ = e1 by some unitary transformation. Let Φη(z) = F(z)+ iG(z). Since
F(z) has a local maximum at e1 and |x′|2  2(1 − x1), by the same argument for getting (4.3)
we have
F(z) = F(e1)+ a1(x1 − 1)+
2n∑
i=2
2n∑
j=2
aij xixj /2 +O
(|1 − x1|3/2).
Then, after an orthogonal transformation in x′-variables, we have
F(z) = F(e1)+ a1(x1 − 1)+
2n∑
j=2
ajj x
2
j /2 +O
(|1 − x1|3/2). (4.19)
Since Φ ∈ C3(Un) and (2) of (4.1) holds for all (ζ, η) ∈ Kδ0 , there exists  > 0 independent of η
and ζ such that
a := max
2j2n
{ajj } < a1 − .
Thus we have
1 − F(z) 1 − F(e1)− a1(x1 − 1)− a/2
2n∑
j=2
x2j −O
(|1 − x1|3/2)
 1 − F(e1)− a1(x1 − 1)− a/2
(
1 − x21
)−O(|1 − x1|3/2)
 1 − F(e1)− a1(x1 − 1)− a(1 − x1)−O
(|1 − x1|3/2)
 1 − F(e1)+ (1 − x1)−O
(|1 − x1|3/2).
On the other hand, since |x′|2  2(1 − x1), from (4.19) it is straightforward to see that
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(|1 − x1|3/2)
for some constant C > 0, which completes the proof of (4.18).
From (4.18) it is easy to see that Φ[S(ζ, δ0)\S(ζ,Cδ)]∩S(η, δ) = ∅ for all 0 < δ < δ0. More
precisely, suppose z ∈ S(ζ, δ0) \ S(ζ,Cδ), then
	(1 −Φη(z)) [	(1 −Φη(ζ ))+ 	(1 − 〈z, ζ 〉)]	(1 − 〈z, ζ 〉) Cδ.
Therefore, we can choose C > 0 such that Φ(z) /∈ S(η, δ) if z ∈ S(ζ, δ0) \ S(ζ,Cδ). 
We now prove a mapping property of Φ for the Carleson box on a local minimum point of
	(1−Φη(z)). Instead of the usual Carleson box S(ζ, δ), we will use a certain “twisted” Carleson
box, S˜(ζ, δ). Precise definitions of S˜(ζ, δ) and d˜(z, ζ ) are given in (4.20) in the proof of the
following lemma.
Lemma 4.5. Let Φ : Un → Un with Φ ∈ C3(Un) and satisfy the RW-condition (4.1). Then, there
exit δ0 > 0 and C > 0 such that if η ∈ Wδ0 ∩ ∂Un and ζ ∈ Uδ0 is a local minimum point for	(1 −Φη(z)) with |η −Φ(ζ)| < δ0, then for all 0 < δ < δ0
Φ
[
S˜(ζ, δ0) \ S˜(ζ,Cδ)
]∩ S(η, δ) = ∅.
Moreover, ∣∣1 −Φη(z)∣∣ C[d(Φ(ζ), η)+ d˜(z, ζ )].
Proof. As in the proof of Lemma 4.4, choose δ0 > 0 small enough so that condition (4.1)
holds for all (ζ, η) ∈ Kδ0 . Fix η ∈ Wδ0 ∩ ∂Un and let ζ ∈ Uδ0 be a local minimum point for	(1 −Φη(z)) with |η −Φ(ζ)| < δ0. Then, ζ ∈ ∂Un and (4.1) holds for (ζ, η) by Lemma 4.4.
We may assume that ζ = e1 and let a + ib = Φη(e1). By (4.19), we have
Φη(z) = F(z)+ iG(z)
= a + a1(x1 − 1)+
2n∑
j=2
ajj x
2
j /2 +O
(|1 − x1|3/2)
+ i
(
b + b1(x1 − 1)+
2n∑
j=2
bjxj +
2n∑
i=2
2n∑
j=2
bij xixj /2 +O
(|1 − x1|3/2)
)
.
Define d˜(z, ζ ) and S˜(ζ, δ) by
d˜(z, ζ ) := (1 − x1)+
∣∣∣∣∣b + b1(x1 − 1)+
2n∑
j=2
bjxj +
2n∑
i=2
2n∑
j=2
bij xixj /2
∣∣∣∣∣,
S˜(ζ, δ) := {z ∈ Un: d˜(z, ζ ) δ}. (4.20)
Suppose Φ(z) ∈ S(η, δ) with |z − ζ | < δ0, then by Lemma 4.4
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(
1 − F(z)) C[(1 − a)+ (1 − x1)]
for some C > 0 independent of η. Therefore
δ >
∣∣G(z)∣∣
 d˜(z, ζ ) − (1 − x1)−O
(|1 − x1|3/2)
 d˜(z, ζ ) −C′δ
for some C′ > 0. Therefore, there is C′′ > 0 such that z ∈ S˜(ζ,C′′δ) if Φ(z) ∈ S(η, δ). This
completes the proof of the first claim.
For the second claim, note that
∣∣1 −Φη(z)∣∣ ∣∣1 − Fη(z)∣∣+ ∣∣Gη(z)∣∣

∣∣1 − Fη(z)∣∣+ d˜(z, ζ )+O(|1 − x1|3/2).
Now the proof is complete by Lemma 4.4. 
We are now ready to prove the sufficiency of Theorem 1.2. Note that we assumed Φ ∈ C4(Un)
for the necessity but we only assume Φ ∈ C3(Un) for the sufficiency. The scheme here is similar
to that of [9] by using Lemma 4.5. We include the proof for completeness. First, we restate the
sufficiency part of Theorem 1.2 for an easy reference.
Theorem 4.6. Let 0 < p < ∞, α > −1 and Φ ∈ C4(Un) with Φ(Un) ⊂ Un. If Φ satisfies the
RW-condition (4.1), then CΦ : Apα(Un) → Lpα(Un) is bounded.
Proof. We complete the proof by verifying the Carleson condition
μα
(
S(η, δ)
)= O(δn+α+1)
for all η ∈ ∂Un and 0 < δ < 1. Clearly it is enough to check this for all sufficiently small δ. Let
m = max{|Φ(z)|: z ∈ Un\Uδ0}, where δ0 is the number which satisfies Lemmas 4.4 and 4.5, then
m< 1, and for δ  1 −m we have
Φ−1
(
S(η, δ)
)⊂ Uδ0 .
Let t0 = min{δ0,1 − m}, we will verify the Carleson condition for all δ < t02 . If necessary, we
will shrink δ0 > 0 further. Here K,Uδ and Wδ are defined in (4.17). It also suffices to consider
η ∈ ∂Un which is close to Φ(K), i.e., η ∈ Wδ0 ∩ ∂Un, because the other case is trivial due to
Φ−1(S(η, t0)) = ∅ for any η ∈ ∂Un\Wδ0 .
Therefore, we may assume η ∈ Wδ0 ∩ ∂Un and δ < t02 . Let Oj be one of the components of
Φ−1(S(η, t0)) which also intersects with Φ−1(S(η, t0/2)). Let ζj satisfy
	(1 −Φη(ζj ))= min
z∈O
{	(1 −Φη(z))},
j
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This implies ζj ∈ ∂Un since ζj is a local minimum point for 	(1 −Φη(z)).
Next, we show that there is an upper bound M , which is independent of η ∈ Wδ0 ∩ ∂Un, on
the number of the components of Φ−1(S(η, t0)) which also intersects with Φ−1(S(η, t02 )). To
see this, note that by the inequality of Lemma 4.5, there is c > 0 independent of η ∈ Wδ0 ∩ ∂Un
such that Φ(S˜(ζj , ct0)) ⊂ S(η, t0), i.e., S˜(ζj , ct0) ⊂ Oj by the connectivity of Oj . Also, from
the definition (4.20) it is easy to see that
Vα
(
S˜(ζj , ct0)
)≈ tn+α+10 .
This shows the number of these components has an upper bound M < ∞, since Mtn+α+10 ≈
MVα(S˜(ζj , ct0)) Vα(Un), which is a constant.
Now fix such a component Oj as above. Then, by Lemmas 4.4 and 4.5, there is C > 0 inde-
pendent of η such that
Oj ∩Φ−1
(
S(η, δ)
)⊂ S˜(ζj ,Cδ). (4.21)
By the definition of Oj , every point of Φ−1(S(η, δ)) lies in one of the at most M components Oj ,
so
μα
(
S(η, δ)
)
MVα
(
S˜(ζj ,Cδ)
)
 δn+α+1. 
It also follows from Theorem 1.2 that the boundedness of CΦ defined on Apα(Un) is indepen-
dent of α when Φ is smooth enough, although this is not true for general case.
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