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ABSTRACT 
Effects of a Present Cell Phone on Student Lecture Note Taking Performance 
Joe Tarantino 
 
Cell phone ownership among student populations is approaching ubiquity and many cell 
phone owners interact with their devices frequently throughout the day. Since cell phones often 
hold the power to connect and entertain their owners at any given moment, it is possible that 
students' increased proximity to cell phones during a classroom lecture may lead to increased 
distraction from academic tasks. This study investigated whether the mere presence of a cell 
phone, self-reported general frequency of cell phone use, and anxiety related to being separated 
from one’s cell phone were related to classroom lecture outcomes. Undergraduate participants 
(N=72) unknowingly signed up for one of three groups: phone-on-desk, phone-under-desk, or 
phone-at-front-of-room. In each condition, participants were asked to take notes during a video 
lecture; their protocols were subsequently scored for lecture note quantity, lecture note quality, 
and performance on a lecture content quiz. After controlling for self-reported general cell phone 
use frequency and cell phone separation anxiety, results indicated participants who had their 
phones on their desks during the lecture wrote more complete ideas in their notes than 
participants who had their phones under their desks or at the front of the room. Additional 
analyses indicated the phone-on-desk group wrote significantly more propositions and complete 
ideas in their notes than the other two groups. These outcomes fall in the direction opposite to the 
stated hypothesis. Future investigations should consider students’ habituation to having their cell 
phones present and the possibility that the absence of one’s cell phone could be distracting 
enough to suppress academic performance.
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Chapter I: Introduction 
 The rise of the mobile phone, particularly “smartphones,” in recent decades is difficult to 
understate. IBM and BellSouth introduced the first smartphone in 1993, and since then 
smartphone sales have grown into a $400 billion-dollar industry (GfK, 2016). Pew Research 
Center data show that 77% of American adults owned a smartphone in 2018 (Pew Research, 
2018), more than double the 35% found by Pew’s first standalone measure of smartphone 
ownership in 2011 (Smith, 2011). The 2018 data also found that younger adults own phones at 
the highest rate of any age group, with 94% of American adults aged 18-29 reporting smartphone 
ownership. 
 In addition to an increase in cell phone ownership rates over the last few years, the 
number of daily interactions with technology also appears to have risen significantly. Data from 
the professional services firm Deloitte (2017) indicates that the average American checks their 
phone 47 times per day, approximately 35% more than the 34 checks per day found by a similar 
study published five years earlier (Oulasvirta et al., 2012). Furthermore, the Deloitte (2017) data 
found that younger Americans check their phones most often, with users aged 18-24 checking 
their phones an average of 86 times per day. 
 Each time a smartphone owner interacts with their phone (e.g. checking for notifications, 
talking on the phone, texting, reading emails, checking the time, etc.), they are participating in 
some form of information exchange. In order for the information to be understood, it must be 
processed cognitively to some degree. Since working memory is considered an inherently limited 
system in which individuals process information from the environment (Baddeley, 2003; 
Baddeley & Hitch, 1974), and since it is widely accepted that people often have trouble 
performing multiple tasks at the same time (Pashler, 1994), each interaction with a smartphone 




could potentially distract the owner from any concurrent activity (Stothart et al., 2015). In an 
effort to understand the cognitive effects of increasing cell phone use, researchers have begun to 
study the extent of distraction on consumers as they attempt to use cell phones while 
concurrently performing a cognitively demanding task. This model is sometimes referred to as a 
dual-task paradigm. 
For example, the negative effects of cell phone-related distractions while driving have 
been well documented as a public safety concern (e.g. Beede & Kass, 2006; Hancock et al, 2003; 
National Highway Traffic Safety Administration, 2015; Strayer and Johnston, 2001). Similarly, 
Schwebel et al. (2012) found that college students distracted by texting were more likely to be hit 
by a vehicle in a virtual pedestrian environment than their undistracted peers. 
 Furthermore, there is a growing concern that cell phone use may also negatively affect 
owners’ social relationships. The idea of an individual choosing to interact with their cell phone 
rather than interacting with another individual in a social setting has resonated strongly enough 
with the general public to popularize the term “phubbing,” a combination of the words “phone” 
and “snubbing” (Steinmetz, 2013). Roberts and David (2016) have reported that phubbing indeed 
has a negative effect on relationship satisfaction. A more general finding by McDaniel and 
Coyne (2016) described that married or cohabitating women who reported more disruption from 
technological devices (e.g. cell phones, computers, TV) also reported “more conflict over 
technology use, lower relationship satisfaction, more depressive symptoms, and lower life 
satisfaction.” 
 In addition to research in the areas of both public safety and social relations, several 
studies have been conducted to explore the potential effect of cell phone use on students in 
classroom environments. There is a strong theoretical basis for the hypothesis that cell phone 




distraction could easily disrupt learning processes, as a significant portion of new learning takes 
place in working memory (Atkinson & Shiffrin, 1968; Baddeley, 2003; Waugh & Norman, 
1965), and working memory is likely to be taxed to some extent while using a mobile phone. 
Ellis et al. (2010) found that college students instructed to send three text messages during a 
lecture performed significantly worse than their peers that were instructed to turn their phones 
off. Similarly, Froese et al. (2012) found college students that texted during a quiz scored nearly 
30% lower than their colleagues who did not text during the quiz. 
 To those familiar with the driving-while-talking-on-a-cell-phone literature, it may not 
come as a surprise that a word-generation task such as texting has a significant detrimental effect 
on performance in a classroom environment; both Strayer and Johnson (2001) and Horrey and 
Wickens (2006) reported significant risks of talking on the phone while driving, even if 
participants were using “hands-free” devices. However, several recent studies suggest that cell 
phones may affect human behavior even when owners are not actively interacting with their 
device. Thornton et al. (2014) found that participants left in a room with a cell phone resting on a 
table performed less well on cognitive tasks than participants who were instead left with a 
notebook resting on a table. Extending the work on social distraction noted above, Misra and 
colleagues’ (2016) article on “The iPhone Effect” found that conversations held by dyads in the 
absence of mobile devices “were rated as significantly superior compared with those in the 
presence of a mobile device, above and beyond the effects of age, gender, ethnicity, and mood”. 
Their data also demonstrated that those “who had conversations in the absence of mobile devices 
reported higher levels of empathetic concern.”  
  Although the literature on the presence of cell phones is very limited, the idea that the 
presence of a cell phone could significantly affect cognitive performance could have wide 




implications on teaching strategy and policy in educational settings. To test this idea in the 
educational arena, one could measure the performance of mobile-phone-present and mobile-
phone-absent groups on an important classroom skill.   
One such skill, widely considered to be crucial for students throughout adolescence and 
into adulthood, is note taking (Thomas et al., 1987). Note taking is an appropriate candidate for 
study because 1) quality of notes taken is a significant predictor of test performance (Peverly et 
al., 2007), 2) a majority of college students rate note taking as an important educational skill 
(Dunkel & Davey, 1989), with approximately 99% take notes in classes (Palmatier & Bennett, 
1974), and 3) note taking is a “difficult and cognitively demanding skill” (Peverly et al., 2007) 
and thus more likely to be sensitive to distraction compared to highly automatized skills. 
In summary, interacting with mobile phones has been shown to decrease performance of 
concurrent activities in dual-task experimental designs, and recent research suggests that the 
mere presence of a cell phone may have a distracting effect. Since optimal learning conditions 
require minimal distractions, such a phenomenon could have a considerable effect on students’ 
performance of an academic task, specifically lecture note taking. This dissertation attempts to 
answer the following question: does the presence of a cell phone have a significant effect on 
student lecture note-taking performance in a classroom setting? 
  




Chapter II: Literature Review 
Lecture Note Taking 
Bligh (1998) describes lecturing as the “continuous periods of exposition by a speaker 
who wants the audience to learn something”, and names lecturing as the most common method 
in adult teaching. Putnam, Deshler, and Schumaker (1993) support this assertion, indicating that 
most teachers employ a lecture format after elementary school. To enable learning from lecture, 
the vast majority of high school and college students take notes during lectures (Kiewra, 1987). 
This has support in the note taking literature: Palmatier and Bennett (1974) estimated the 
percentage of college students who take notes in class could be as high as 99%, Landrum (2010) 
surveyed 53 faculty members and found that 83% expected students to take notes in class, and 
Dunkel and Davy (1989) reported that 94% of students believe that note taking is an important 
activity. Data from Peverly and Wolf (2019) provide additional support here; in a survey of 435 
college students, nearly 94% reported they “often” or “always” took notes in class. 
The ubiquity of lecture note taking by students is likely reinforced by its reputation for 
enhancing students’ learning and knowledge retention. Multiple studies have shown the quality 
and/or quantity of notes taken during a lecture correlates significantly with test performance 
(e.g., Baker & Lombardi, 1985; Bretzing & Kulhavy, 1981; Fisher & Harris, 1973; Kiewra et al., 
1991; Peverly et al., 2007; Peverly et al., 2013; Titsworth & Kiewra, 2004). These benefits of 
note taking support their use, but research on performance alone does not shed light on the 
function(s) that note taking may serve. According to Di Vesta and Gray (1972), taking notes 
appears to serve as an encoding mechanism and/or external storage mechanism. The authors note 
that, as an external storage mechanism, notes can “provide a resource for later study or reference 
by the author” (p. 8). On the other hand, the authors describe encoding as the process by which 




note takers learn and derive meaning from notes by linking the material to their existing 
cognitive structure.  
The encoding function of note taking has been widely studied over the past several 
decades. In these studies, participants take notes, but are not allowed to review material before 
taking a test of some sort. Kiewra (1985) found that this “process” function of encoding (p. 23) 
generally supported student outcomes, citing 33 studies that supported encoding, 21 studies that 
did not indicate a significant difference, and two studies that showed detrimental effects. Kiewra 
(1985) downplayed the number of studies that indicated no significant difference by citing Ladas 
(1980), who criticized the methods of many that fell into that category. Furthermore, a meta-
analysis of 57 studies on encoding effects by Kobayashi (2005) calculated a mean weighted 
effect size of 0.22 (mean unweighted ES = 0.29), indicating small to medium effects (according 
to Cohen’s, 1988 criteria). 
The external storage function of notes has also been studied by many researchers, and 
with even stronger outcomes than that of encoding. The utility of external storage is typically 
operationalized through comparisons of groups that review their notes with those that do not. 
Kiewra (1985) found that this “product” function of review (p. 23) was mostly helpful for 
students, citing 17 studies that supported the review of notes, five that did not indicate a 
significant difference, and zero that found review to be a debilitating process.  
Taken together, the encoding and external storage functions of note taking appear to have 
a significant positive impact on student outcomes. Kobayashi (2006) calculated a mean weighted 
effect size of 0.75 (mean unweighted ES = 0.77) across 32 studies that compared groups that 
took and reviewed notes with control subjects who were not allowed to take or review notes. 
This indicates medium to large effects, according to Cohen (1988). 




While the benefits of note taking seem quite clear, they are not without their cost. Peverly 
et al. (2007), citing support from others (Kiewra & Benton, 1988; Kiewra, Benton & Lewis, 
1987; Kobayashi, 2005; Peverly, 2006; Piolat et al., 2005) describe note taking as a “difficult and 
cognitively demanding skill” (p. 167) that requires holding information in verbal working 
memory, selecting important ideas, and rapidly transcribing those ideas before the information is 
forgotten. Furthermore, they stress that all this must be done while maintaining the continuity of 
the lecture (Piolat et al., 2005).  
Handwriting speed. Gleason (2012), Peverly et al. (2007), Peverly et al. (2013), Peverly 
et al. (2014) all demonstrated handwriting speed as a significant predictor of lecture note taking 
skill, and Peverly and Sumowski (2012) demonstrated handwriting speed as a significant 
predictor of text note taking skill. Each of the studies employed a handwriting speed measure 
based on one used by Berninger, Mizokawa, and Bragg (1991); participants were asked to write 
as many letters of the alphabet as they could in either 30 (Peverly et al., 2014), 45 (Peverly et al., 
2011; Peverly et al., 2013) or 60 (Peverly et al., 2007) seconds. Results demonstrated that 
increased handwriting speed predicted higher note quantity and quality (with the latter defined as 
a greater amount of relevant information included in the participants’ notes) after accounting for 
covariation with other variables. Peverly et al. (2013), generalizing further, asserts that these 
studies provide support to a growing body of evidence that handwriting speed is positively 
related to writing outcomes (e.g., essays) across writers of all ages (e.g., Berninger et al., 1997; 
Brown et al., 1988; Connelly et al., 2006; Graham et al., 1997; Olinghouse & Graham, 2009). 
Language comprehension. Gleason (2012), Peverly et al. (2013), Reddington, Peverly, 
and Block (2015) and Vekaria and Peverly (2018) also found that language comprehension was a 
significant predictor of lecture note taking skill. Since listening skills and reading comprehension 




skills correlate highly for college adults (Gernsbacher et al., 1990), participants’ language 
comprehension was measured by the Comprehension section of the Nelson-Denny Reading Test 
(Brown, Fishco, & Hanna, 1993). Their data show that participants with higher language 
comprehension scores were more likely to produce higher quality notes.  
Selective attention. Peverly, Garner, and Vekaria (2014) and Vekaria and Peverly (2018) 
found that selective attention is a significant predictor of notes and note taking skill. Drawing 
from Posner’s (1990) three functions of attention (orienting to sensory events, detecting signals 
for conscious processing, and maintenance of an alert state), the authors found that participants’ 
performance on a sustained attention task correlated positively with the quality of notes 
produced. This was measured using the Lottery subtest of the Test of Everyday Attention 
(Robertson et al., 1994), which requires participants to listen to a 10-minute series of five-
character letter/number strings (e.g., BC145 or LD968), and told to listen for their number, 
which ended in 55. When the participants heard the number, they were to orally recall the two 
letters that preceded that number. Since sustained attention is considered a limited cognitive 
resource (Sarter, Givens, & Bruno, 2001), this supports Piolat et al.’s conclusion that note taking 
places significant cognitive demands on note takers. 
The results reviewed so far suggest that the encoding function of note taking is a 
cognitively complex task that is based in the ability to attend for sustained periods of time 
(sustained attention), comprehend the lecture (language comprehension), and to record important 
information before it is forgotten (handwriting speed). However, lectures are typically long. Over 
the course of a lecture there can be a number of distractions, which can include many of the 
electronic devices students bring to a class. The most ubiquitous of these are laptops and cell 
phones, the latter of which is the focus of this investigation. 




Limited Capacity Processing 
 The evidence in support of note taking as a cognitively demanding task suggests that note 
takers must devote a significant amount of cognitive resources toward note taking to successfully 
carry out the task, which is related to a core construct of cognitive psychology-- limited capacity 
processing (e.g., Baddeley, 2003, 2010; Eysenck, 1993; Lachman, Lachman, & Butterfield, 
1979; Moray, 1967; Roberts & Besner, 2005). Limited capacity processing refers to the widely 
observed phenomenon that there is a limit to how much information humans can manage at one 
time.  
It is important to note that the constraints of limited capacity processing seem to apply 
only to limits on the intentional processing of working memory, not long-term memory. Working 
memory, which “temporarily maintains and stores information, supports human thought 
processes by providing an interface between perception, long-term memory and action” 
(Baddeley, 2003, p. 829), is only able to “hold” a limited amount of information at any one time, 
and is thus often described as a limited capacity system. Although there are differences in 
capacity among individuals, each individual’s memory is bound by these limitations.  
Unsworth and Engle (2007) have proposed a framework to explain these differences. 
They suggest that working memory differences arise from one of two components: a dynamic 
attention component and a cue-dependent search component. This framework is based on 
previous research that conceptualizes memory as consisting of an attentional component and a 
cue-dependent search function (e.g., Davelaar, Goshen-Gottstein, Ashkenazi, Haarmann, & 
Usher, 2005; Raaijmakers & Shiffrin, 1980, 1981), which accounts for the idea that working 
memory fulfills two functions: maintenance and retrieval. The authors explain that maintenance 
(attention) is necessary to keep the new information in a heightened state of awareness 




(especially in the presence of distractors), and that retrieval of relevant information (background 
knowledge from LTM) is carried out based on context cues (Van den Broek, 2010). Some 
researchers refer to the maintenance component as executive control (e.g. Heitz, Unsworth, & 
Engle, 2005), and differences in executive control may help to explain differences between 
individuals’ working memories (Kondo, Morishita, et al., 2004; M. Osaka et al., 2003).  
Another theory that could explain differences in working memory capacity is that 
proposed by Ericsson and Kintsch (1995). Ericsson and Kintsch assert that there must be a 
mechanism by which individuals maintain access to large amounts of information developed 
over time, as evidenced by individuals’ performance of complex tasks such as text 
comprehension or chess masters’ ability to play chess without having to see the board. They 
point out that, despite this, working memory generally only refers to temporary storage of 
information. To address this issue, they propose that a long-term working memory exists in 
addition to a short-term working memory. In this model, long-term working memory (LTWM) 
represents the activated portion of a stable long-term memory, which develops over time based 
on skilled use. Short-term working memory holds the cues that activate knowledge related 
portions of long-term working memory, which forms the basis of LTWM. Here, individual 
differences in working memory capacity would be related to the amount of resources in long-
term memory. 
As a result of capacity limitations, researchers have found that humans often struggle to 
carry out two activities both concurrently and accurately (e.g., Just et. al, 2001) unless one of the 
activities is highly automatized (e.g., Neumann, 1984). A highly-cited review by Paschler (1994) 
concluded that “people have surprisingly severe limitations on their ability to carry out 
simultaneously certain cognitive processes that seem fairly trivial from a computational 




standpoint” (p. 241). This is the reason that limited capacity processing is a dominant theoretical 
framework in research on academic tasks. For example, Gough and Tunmer’s (1986) “simple 
view” of reading asserts that reading comprehension (R) should be modeled as the product of 
decoding (D) and language comprehension (C), or R = D x C. Thus, significant reading 
comprehension can only occur in the presence of both fluent word recognition and adequate 
understanding of language; as decoding or language comprehension skill approaches zero, so 
does one’s reading comprehension, regardless of the level of the remaining skill. In the case of 
one who struggles to decode words, the limited capacity processing paradigm is clear: the reader 
is forced to allocate more cognitive resources to decoding, leaving fewer resources for language 
comprehension, and ultimately reducing overall reading comprehension. Conversely, once word 
recognition skills are automatized, variance in reading comprehension is due to differences in 
language comprehension (Catts, Adlof, & Weismer, 2006; Hulme & Snowling, 2011; Perfetti, 
1985). The findings in reading seem to be consistent with those found in note-taking where 
handwriting speed and language comprehension ability are directly related to note taking 
performance (Gleason, 2012; Peverly et al., 2013; Reddington, Peverly, & Block, 2015; Vekaria 
& Peverly, 2018). 
Researchers often resort to a “dual-task paradigm” to demonstrate the effects of limited 
capacity processing. In these studies, participants are asked to carry out two tasks concurrently 
while researchers measure their performance. Brünken et. al (2002) provide a valuable 
explanation of this methodology:  
If two tasks have to be processed at the same time…and both require the same cognitive 
resources, then these resources have to be split between the two tasks. This means that 
fewer resources are available for processing each individual task than would be available 




for processing a single task…If the processing of a task depends on available cognitive 
resources, then performance in processing a secondary task will be reduced in relation to 
the amount of cognitive resources required by a primary task. (p. 110) 
Thus, it follows that if any task were to divert attention from a cognitively demanding 
activity such as note taking (e.g. intrusive conversation of peers, slow handwriting speed, 
physical discomfort, etc.), note taking quality may suffer. The concept of note taking as a 
cognitively demanding process is outlined thoroughly by Piolat et al. (2005) in their review of 
studies that employed dual- and triple- task procedures to test the cognitive demands of different 
activities, including note taking. In the dual-task procedures, participants were asked to perform 
a primary and secondary probe task concurrently. Subjects were required to react as quickly as 
possible to a probe task stimulus (e.g., pressing a button immediately after hearing a sound that 
occurs at random intervals) while carrying out the primary task. Participants’ reaction times were 
compared to control condition reaction times collected where the probe response is isolated as 
the only task. The degree of interference in reaction time between the two conditions provided a 
measure of the cognitive effort required.  
In the triple-task procedures reviewed by Piolat et al. (2005), the dual-task procedure 
outlined above is extended such that participants are required to perform a third task directly 
following each probe stimulus. This third task asks participants to verbally categorize their 
thoughts at the moment the probe stimulus occurred (e.g. planning, translating, or reviewing 
processes). This verbalization provides information about both the proportion of time spent on 
each of the underlying processes (based on the frequency of report) and the cognitive demands of 
each type of underlying process (based on the reaction time interference to the probe task). 




Results in Piolat et al. (2005) showed that note taking interfered with participants’ 
reaction times significantly, having a stronger effect on reaction times than other demanding 
activities such as reading and learning. More specifically, Piolat et al. (1996) found that 
planning, revising, translating, and composition tasks resulted in reaction time interference 
approaching 400ms, while Britton et al., (1982) found that simpler tasks such as reading 
sentences or a text resulted in reaction time interference of approximately 150 to 200ms. Piolat 
(2007) reported that lecture note taking induced reaction time interference at about 370ms, 
providing support for the idea that lecture note taking is a cognitively demanding activity to a 
similar degree that tasks such as planning and composition are cognitively demanding. The 
authors concluded that the time constraints of note taking levy significant cognitive demands on 
note takers, and characterized note taking as “a complex activity that involves interweaving both 
comprehension and production processes” (p.305). 
Piolat et al. (2005) provides a starting point for understanding note taking in a dual task 
situation, but the concept remains largely unexplored. With numerous studies demonstrating a 
distracting effect of mobile devices both inside and outside of the classroom, there is reason to 
believe that the technology that has been introduced in our classroom may have a detrimental 
effect on the critical skill of note taking.  
Use of Cell Phones in Classrooms 
 With cell phone ownership and use steeply rising for so many, it is no surprise that the 
use of cell phones, particularly smartphones, has become an issue in classrooms nationwide. 
Educators and students have been presented with the difficult choice of whether to embrace or 
reject what many worry is an intrusion on the classroom experience. 




Based on survey data of over 75,000 students, Dahlstrom, Walker, and Dziuban (2014) 
found that 59% of students reported that they used their smartphones in class for class-related 
purposes and 37% said they could be more effective in class if they were better skilled at using 
their smartphone. Furthermore, the study found that 30% of instructors created assignments that 
incorporated mobile technology and 34% said they could be more effective if they if they were 
better skilled at incorporating students’ smartphones in their classes. 
However, widespread encouragement or required use of smartphone in class does have its 
barriers. The same study found that 55% of instructors banned or discouraged smartphones for 
in-class use, with 67% agreeing that in-class use of mobile devices is distracting. Educators’ 
relationship with in-class smartphone usage appears complicated at best. 
While smartphone ownership and use are certainly powerful drivers in the increasing 
prevalence of in-class smartphone use, it should be noted that the pedagogical literature has seen 
an increase in the encouragement of in-class use as well. Wisman and Forinash (2010) discuss 
the use of smartphone accelerometers to teach acceleration, Beddal-Hill, Jabbar, and Al Shehri, 
(2011) examine the use of smartphones to record photo and video observations on ethnographic 
field trips, and Cummiskey (2011) explains how health and physical education can benefit from 
smartphone apps that allow students to easily track progress, share results, motivate 
improvement, and collaborate with others. And yet, with each of these applications, instructors 
would have to manage the reality that students could easily be distracted by the multitude of 
other uses for their phones. In the literature regarding use of computers in the classroom, there 
has been some discussion of how some schools have attempted to minimize what they believe is 
a major source of distraction: internet access. In a 2006 article for The Chronicle of Higher 
Education, Young describes steps taken by Bentley College to block internet access in college 




classrooms, with some positive results described by students and professors. It does not appear 
that a similar exploration has been undertaken with cell phones, although a news article by 
Matyszczyk (2015) does describe the suspension of a Florida science teacher for using an illegal 
device to jam the cell phone signals of his students. 
Cell Phones as Distractors 
The dangerously distracting effects of using a cell phone while driving have been well 
documented as a public safety concern (e.g. Beede & Kass, 2006; Hancock et al, 2003; National 
Highway Traffic Safety Administration, 2015 Strayer & Johnston, 2001). Strayer and Johnston 
(2001) employed dual-task studies which demonstrated that participants engaged in cell phone 
conversations were more likely to miss traffic signals and took longer to react to traffic signals 
when they were detected compared to when they were not talking on a cell phone. They also 
found that deficits were equivalent for both handheld and hands-free cell phone users. Beede and 
Kass (2006) provided further evidence by demonstrating that participants who were talking on a 
cell phone were more likely to commit traffic violations, deviate from their lane position, 
experience lapses in attention, and react less quickly to events than when they were not talking 
on a cell phone. Given these results, it is not surprising that the National Highway Traffic Safety 
Administration (2015) reported cell phone use in 14% of fatal crashes that involved distractors in 
2013.  
More recently, studies have shown that cell phone use can be dangerous for pedestrians 
as well. Schwebel et al. (2012) found that college students distracted by texting were more likely 
to be hit by a vehicle in a virtual pedestrian environment than their undistracted peers, and 
Stavrinos et al. (2009) reported similar findings with 10 and 11-year-olds. 




With such an abundance of information on the use of a cell phone as a public safety 
concern, it seems quite clear that interacting with a cell phone is considered by most to be a 
significant distractor. However, new research is emerging that suggests that the mere presence of 
a cell phone may be enough to significantly distract from daily activities (Misra et al., 2016; 
Przybylski & Weinstein, 2013; Thornton et al., 2014).  
Przybylski and Weinstein (2013) assigned young adults to either a phone-present or 
phone-absent condition. In the phone-present condition, experimenters placed a mobile phone 
(that did not belong to the participants) on a nearby desk outside participants’ direct visual field. 
In the phone-absent condition, a pocket notebook took the place of the phone. Dyads spent 10 
minutes discussing a conversation prompt together before completing measures of relationship 
quality, closeness, trust, and empathy.  Relationship quality was measured by a seven-item 
version of the Intrinsic Motivation Inventory (McAuley, Duncan, & Tammen, 1989; e.g., ‘‘It is 
likely that my partner and I could become friends if we interacted a lot’’, p. 240). Closeness 
between dyad partners was measured using the Inclusion of Other in the Self Scale (Aron et al., 
1992), which “instructed participants to select one of seven increasingly overlapping circle pairs 
representing themselves and their conversation partner” (Przybylski & Weinstein, 2013, p. 240). 
Trust was measured with a single item asking participants to rate their agreement with the 
following statement: ‘‘I felt like I could really trust my conversation partner” (Przybylski & 
Weinstein, 2013, p. 242). Empathy was measured with the nine items that comprise the Empathic 
Concern Scale (Davis, 1995), and included items like: ‘‘To what extent do you think your 
partner accurately understood your thoughts and feelings about the topic?’’ (Przybylski & 
Weinstein, 2013, p. 242). Results indicated that dyads in the presence of a cell phone 




experienced significantly lower relationship quality, closeness, trust, and empathy as compared 
to dyads who conversed in the absence of a cell phone. 
In addition to the effects on relationship quality, closeness, trust, and empathy, Przybylski 
and Weinstein’s (2013) data included two other items of note. First, their data indicated that the 
negative effects were more pronounced when individuals were discussing a topic that was 
personally meaningful, as opposed to a more casual conversation topic. Second, their debriefing 
data suggested that participants did not find the mobile phone placement intrusive, indicating that 
participants may not have been consciously aware of the degradation effects due to cell phone 
presence.  
Misra and colleagues’ (2016) article on “The iPhone Effect” found similar results. In 
their study, trained research assistants observed conversing dyads from a distance and recorded 
non-verbal behaviors, including whether either participant held or placed any type of mobile 
device on the table in front of them. Presence or absence of a mobile device was not manipulated 
as it was in Przybylski and Weinstein’s (2013) study; rather, researchers either noted the 
presence or absence of a mobile device naturalistically. 
Misra and colleagues’ (2016) used a six-item version of the Intrinsic Motivation 
Inventory (IMI) (McAuley, Duncan, & Tammen, 1989) to measure interpersonal connectedness, 
and the eight-item Empathic Concern Scale (Davis, 1983, 1995; Reis, Clark, & Holmes, 2004) to 
measure empathy felt by participants. The content of dyads’ conversations was not recorded. 
Immediately following the dyad’s 10-minute conversation, participants were asked to fill out the 
surveys. The survey data indicated that: (1) conversations held by dyads in the absence of mobile 
devices were rated by participants “as significantly superior compared with those in the presence 
of a mobile device, above and beyond the effects of age, gender, ethnicity, and mood” (p. 275), 




and that participants “who had conversations in the absence of mobile devices reported higher 
levels of empathetic concern” (p.275).  
 In what appears to be the most relevant study to cell phone presence and potential student 
outcomes, Thornton et al. (2014) compared the cognitive performance of participants left in a 
room with a cell phone resting on a table to the performance of participants left in a room with a 
notebook resting on a table. The cell phone and notebook were provided by the experimenter, i.e. 
neither the phone nor the notebook were the personal property of the corresponding participant. 
Cognitive tasks utilized to measure performance included a digit cancellation task similar to 
those described by Della Sala, et al. (1992) and Teuber (1972) and The Trail Making Test (TMT) 
(Reitan, 1992). The cell phone or notebook was left on the table for the duration of these two 
cognitive tasks. 
For the digit cancellation task, “participants were presented with a page of 20 rows of 50 
single digit numbers singly spaced” (Thornton et al., 2014, p. 481). The participants were 
instructed to perform two tasks. For the first, less difficult task, participants were presented with 
target numbers at the beginning of each row, and asked to mark out any numbers in the row that 
matched the target. For example, if a row presented a target number of 3, then a correctly 
completed section might look like this: 1 6 9 3 5 8 3 3 2. The second task, referred to as “additive 
cancellation” (p. 481), is similar to the first, but participants were asked to mark out any two 
successive numbers that added up to the target number.  For example, if a row presented a target 
number of 5, then a correctly completed section might look like this: 1 4 9 3 5 0 3 4 7 3 2. 
Thornton et al. (2014) note that Della Sala et al. (1992) and Teuber (1972) supported the use of 
digit cancellation tasks as a valid technique to measure executive functioning, attention, and 
cognitive capacity.  




The Trail Making Test (TMT) (Reitan, 1992) was also utilized to measure cognitive 
performance. In this measure, participants are asked to draw a line to link numbers or 
combinations of letters and numbers. Thornton et al. (2014) describes the TMT as “a measure 
requiring a variety of abilities for successful performance, including attentional processes, 
mental flexibility, and motor function” (p. 481).  
The authors found that participants left in a room with a cell phone resting on a table 
performed less well on the cognitive tasks than participants who were instead left with a 
notebook resting on a table. Since the tasks used in the study were inherently cognitively 
demanding, and since it has been established that note taking is a cognitively demanding skill, it 
follows that there is potential for note taking to be impaired by the mere presence of a cell phone.  
Cell Phones and Addiction 
 Given the evidence that cell phones distract from a variety of activities and that they are 
used at such high frequencies by owners, it comes as no surprise that cell phone addiction has 
emerged as a phenomenon recognized in a number of academic publications. Aviel Goodman 
defines addiction as: 
a process whereby a behavior, that can function both to produce pleasure and to provide 
escape from internal discomfort, is employed in a pattern characterized by (1) recurrent 
failure to control the behavior (powerlessness) and (2) continuation of the behavior 
despite significant negative consequences (unmanageability). (1990, p. 1403)  
A number of researchers have used this or similar definitions of addiction to study cell phone 
behavior in the general population. Roberts, Yaya, and Manolis (2014) describe cell phone 
addiction as the most recent manifestation of technological addiction and present survey data that 
college students spent almost nine hours each day using their cell phones, and Shambare, 




Rugimbana, and Zhowa (2012) published survey results on cell phone use that showed robust 
reliability for factors related to dependence, habituation, and addiction. In this context, 
habituation refers to an action performed with minimal mental awareness, with the authors citing 
work by Biel et al. (2005). These claims are tampered a bit in a review article by Gutiérrez, 
Fonesca, and Rubio (2016), who state that “there is a lack of coherence and uniformity in the 
criteria for studying [cell phone addiction] that requires caution in accepting many of the 
conclusions indicated” (p.11). 
 Assuming there is indeed measurable damaging, compulsive use of cell phones by a 
significant portion of the population, one would be led to the possibility that cell phones not only 
have the potential to distract when they are present, but that, for someone who uses a cell phone 
in an addictive manner, there may be a distracting effect from the absence of the phone as well. 
In this case, the inability to carry out the compulsive behavior could potentially lead to the 
appearance of cell phone related thoughts in the mind of the owner, which could occupy a 
significant amount of space in their limited-capacity system and therefore measurably reduce 
their ability to attend to other tasks.  
Summary, Hypotheses, and Research Question 
In summary, the current study aimed to investigate the effect a present cell phone on the 
quantity and quality of notes taken during a classroom lecture, as well as performance on a 
measure of understanding and memory of lecture content. Additionally, self-reported information 
pertaining to the frequency of participants’ daily cell phone use and cell phone separation anxiety 
was gathered and compared across groups. The investigation measured note taking performance 
and memory for academic content via classroom lecture. Participants listened to a lecture and 
took notes in one of three scenarios: their phone present on their desk, their phone under their 




desk, or their phone placed at the front of the classroom. Two hypotheses and one research 
question were posed for this study. 
Hypothesis 1. Participants in the phone-on-desk condition will write fewer and lower 
quality notes and perform more poorly on measures of lecture content than participants in the 
phone-under-desk and phone-at-front-of-classroom conditions, which will not differ significantly 
from each other. The theoretical basis for this hypothesis is that (1) participants’ limited capacity 
processing will be strained by the visual cue of a cell phone, providing enough of a distraction to 
impair participant performance in note taking, and (2) the evidence that the quality and quantity 
of notes taken during a lecture correlates significantly with test performance (e.g., Baker & 
Lombardi, 1985; Bretzing & Kulhavy, 1981; Fisher & Harris, 1973; Kiewra et al., 1991; Peverly 
et al., 2003; Peverly et al., 2007; Titsworth & Kiewra, 2004). 
Hypothesis 2. Participants who report higher levels of cell phone use in their daily lives 
will produce fewer and lower quality notes and perform more poorly on measures of lecture 
content than participants who report lower levels of cell phone use. The basis for this hypothesis 
is (1) assumption that higher levels of daily cell phone use will increase the frequency that such 
participants would feel an urge to check their phones, thereby increasing the number of 
distractions from the note taking task, and (2) the direct link discussed between note taking and 
academic performance (e.g., Baker & Lombardi, 1985; Bretzing & Kulhavy, 1981; Fisher & 
Harris, 1973; Kiewra et al., 1991; Peverly et al., 2003; Peverly et al., 2007; Titsworth & Kiewra, 
2004). 
Research Question. Is self-reported anxiety due to a lack of access to one’s cell phone 
(hereafter referred to as cell phone separation anxiety) related to quantity of notes, quality of 
notes, or lecture content quiz scores across the three groups?   




Chapter III: Method 
Participants 
 Participants were undergraduate students (N = 84) recruited via the Columbia University 
Psychology Department participant pool. Participants received course credit for completing the 
study. Of those participants, four could not participate due a scheduling conflict with an 
experimenter, and eight did not show to their scheduled sessions. Of the remaining 72 
participants, the mean age was 21 (SD=5.8) (one participant chose not to respond). The 
percentage female was 71%, male 28%, and transgender 1%. Just over eight in ten (82%) 
identified English as their first language. The race/ethnicity breakdown of the sample was as 
follows: 48% Caucasian, 29% Asian-American/Pacific Islander, 6% Black/African-American, 
6% Native American/Alaskan Native, 4% other, and 7% as a combination of two or more of the 
aforementioned groups (i.e., multiracial).  In terms of class year, 35% identified themselves as 
first years, 36% as second years, 18% as third years, 3% as fourth years, and 8% as “other.” 
Mean GPA for the group was 3.70, with N=6 participants choosing not to disclose their mean 
GPA. 
Experimental Design 
 The experiment investigated the effect of a single independent, between-subjects 
variable: the presence or absence of a cell phone in a classroom lecture environment. This 
independent variable was split into three levels: phone-on-desk, phone-under-desk, and phone-at-
front-of-classroom. The study was posted on the Columbia University Department of Psychology 
Participant Pool website and given a dummy name, e.g., “Study 28.” Once posted, the 
experimenter added timeslots for which students could enroll. Although each timeslot was 
predetermined by the experimenter to be one of the three experimental conditions, participants 




were blind to these conditions; the timeslots displayed only days and times, with no information 
related to the content of the study. This blinded self-assignment by participants served as a proxy 
for random assignment by the experimenter. Three dependent variables were measured: quantity 
of notes written (measured by the number of propositions included in the notes), quality of notes 
written (measured by the number of complete ideas included in the notes), and performance on a 
quiz of lecture content.  
Materials 
 The materials consisted of a video lecture on human emotion and research packets which 
included the required consent materials, procedural instructions, a space for students to take 
notes, a word search distractor task (Movies with One Word Titles 2, n.d.), a quiz of lecture 
content, several survey items, a demographic questionnaire, a deception debrief with consent, 
and a debrief per the requirements of the Columbia University Psychology Department 
participant pool. Appendix A includes the phone-on-desk protocol in its entirety. Materials were 
administered to whole groups.  
Video lecture. The video lecture is titled “Human Emotion 1.3: What is an Emotion?” 
(YaleCourses, 2013). The video covers theories, components, and classifications of emotion, and 
includes an expert interview. Its duration is 19 minutes and 2 seconds, but the expert interview 
was not included as part of the screening, so experimenters were instructed to stop the video at 
17 minutes and 25 seconds for each session. On average, phone-on-desk and phone-under-desk 
groups indicated the quality of the video lecture to be 6.85 on a scale from 1 to 10. 
Consent materials and debriefs. Each packet included the required consent materials as 
directed by the Teachers College Institutional Review Board (IRB). One copy was left in for the 
experimenters, and students were given the option to tear out a second copy for their records. 




After the demographic questionnaire, a deception debriefing outlined the minor deception used 
in the experiment and provided a space for participants to indicate whether they would or would 
not like for their data to be included in experimental analysis. Following this debriefing, a 
separate, one-page debriefing was included per the requirements of the Columbia University 
Psychology Department participant pool. This page provided information about the general 
theories behind the experiment, hypotheses, experimental design, independent and dependent 
variables, presence of a control condition, study procedure, questionnaires included, how results 
will be used, contact information, and multiple citations.  
Word search. The word search distractor task consisted of a 14 x 14 array of letters from 
which participants were asked to identify 17 popular one-word movie titles. The titles appeared 
forward or backward in either horizontal, vertical, or diagonal orientations. 
Quiz of lecture content. The quiz of lecture content included a 30-item, multiple choice 
quiz on the content of the video lecture. Following the text comprehension model proposed by 
Kintsch (1998) and operationalized by others in similar note taking experiments (e.g., Gleason, 
2012; Peverly and Sumowski, 2012; Song, 2018), items were designated as either “memory” 
questions, which tested for knowledge mentioned explicitly in the lecture, or “inference” 
questions, which required participants to identify information implied by the lecture. For this 
experiment, fifteen of the items were “memory” questions and 15 were “inference” questions. 
Two raters unfamiliar with the materials were given the lecture quiz questions and asked to 
watch the lecture video. After they watched the video, they were asked to identify the lecture 
quiz questions as either inference questions or memory questions. The raters were trained to 
identify inference and memory questions by providing operational definitions of each type. 
Memory questions were defined as questions with answers that come explicitly from the lecture 




video, while inference questions were defined as items with answers that were constructed by 
logically combining two or more explicit statements from the lecture video. Interrater agreement 
regarding the construction of questions as either inference-based or memory-based was 
established as 96% across three raters, which included two psychology graduate students and the 
author. Disagreements were settled by consensus. Cronbach’s Alpha was calculated to determine 
internal consistency for the total, memory-based, and inference-based items for the quiz, and 
came to 0.67, 0.60, and 0.40, respectively. Analysis indicated that inference items #19 and #23 
had more of a negative effect on reliability than other items, so they were excluded from the 
subsequent analysis. Updated Cronbach’s Alpha for the total items rose to from 0.67 to 0.70, 
remained at 0.60 for the memory-based items, and rose to from 0.40 to 0.47 for the inference-
based items. Overall, reliabilities were unexpectedly low.  
Survey. Twelve items were included in the survey following the quiz of lecture content, 
however only two of the items are of interest to the study. The items of interest asked (1) 
“Approximately how many times do you check your cell phone on a typical weekday?” and (2) 
“Rate the level of anxiety you would feel if you were unable to access your cell phone,” both of 
these items aimed to gauge cell phone attachment and subsequent interference in limited capacity 
processing during the note taking task. The first item of interest was included to address the 
second hypothesis, which postulates increased frequency of cell phone use would heighten 
distraction effects. Response options included “A few times or less per weekday,” “About once 
per hour,” “A few times each hour,” “About every 15 minutes,” “About every 5 minutes,” and 
“Once a minute or more.” The second item of interest was included to explore the research 
question regarding a possible anxiety effect due to some level of cell phone dependence or 
addiction, as discussed in Chapter II. Response options included “None,” “Very low,” “Low,” 




“Moderate,” “High,” and “Incredibly high.” The remaining 10 items (e.g., “Approximately how 
many hours do you watch television/stream shows or movies each day?”) were included as 
distractor items in the interest of masking the intent of the study. Cronbach’s Alpha was 
calculated to be -0.10 across the two items, suggesting that each item measures a separate 
construct (Ritter, 2010).  
Demographic questionnaire. The demographic questionnaire included eight items 
requesting information about participants’ gender, age, first language, race/ethnicity, class year, 
major/minor, and average GPA. 
Scoring lecture content quizzes. Quizzes were scored by two graduate students using an 
answer key (included in Appendix B). Correct answers were awarded one point, and incorrect 
answers were awarded zero points. Total points were summed across total, memory, and 
inference items, with total possible scores ranging from 0 to 28, 0 to 15, and 0 to 13, 
respectively. Disagreements were settled by consensus.  
Scoring notes. Participant’s notes were taken on designated sheets in the packet and 
scored by two trained raters for quality and quantity. Note quality was determined by the number 
of propositions identified in the notes, while note quality was determined by the number of 
complete ideas identified. Scorers developed a rubric based on work by Song (2018) that detailed 
the point values for propositions and complete ideas based on the lecture information. The full 
rubric is included in Appendix C. Propositions included standalone idea units such as “an 
emotion is not a mood” (YaleCourses, 2013), whereas complete ideas often required linking 
information from multiple propositions (e.g., both “an emotion is not a mood” and “mood is a 
long-lasting state” (YaleCourses, 2013) must be present in order to award credit). In several 
cases, propositions that were deemed important enough to stand alone were also counted as a 




complete idea. In general, propositions were scored as one point each, with some multi-part 
propositions divided fractionally, e.g., in a four-part proposition that included the four humors 
(black bile, yellow bile, phlegm, blood) each component was worth 0.25 points. Complete ideas 
were scored as one point each. Notes were scored by trained raters and inter-rater agreement was 
calculated by having two raters randomly select and score 20% of the protocols. Possible scores 
ranged from 0-78 for propositions and 0-30 for complete ideas. Overall interrater agreement 
across randomly selected protocols was 94%. Disagreements were settled by consensus. 
Procedure 
Participants were blindly self-assigned to one of the following groups: a phone-on-desk, 
phone-under-desk, or phone-at-front-of-classroom, as described above. Multiple sessions were 
held for each group, ranging from 11:00am to 4:00pm. The number of participants varied across 
14 total sessions; the mean number of participants was N=4.93 with a standard deviation of 
SD=4.98. The study was posed as an investigation of student lecture and note taking behaviors 
and preferences. At the start of the session, participants completed the required consent 
materials. In two of the groups (phone-on-desk and phone-under-desk), participants were asked 
to use their cell phones to text feedback both before and after a lecture, which provided a cover 
story for the phone to either stay on their table throughout the lecture or be used just before and 
just after the lecture. A third group (phone-at-front-of-classroom) was instructed to keep their 
phones in their bags at the front of the room so as not to distract from the task. This group was 
also asked to provide feedback based on the content of the lecture, but it was done so by marking 
a number 1-10 (indicating “worst quality” to “best quality”) in the packet instead of by text 
message. After the lecture, participants were asked to complete a word-search distractor task, 
which served to control for the effect of recency on participants’ working memory (e.g., Kahana 




et al., 2002; Davelaar et al., 2005). A quiz on the content of the lecture, survey items, a 
demographic questionnaire, and the necessary debriefing and/or consent materials followed the 
distractor task, in that order. In two of the groups, the text message-based cover story provided a 
method to control either the presence or absence of participants’ cell phones during note taking.  
Phone-on-desk group. Participants were asked to take out their cell phones and compose 
a text message that included their randomized participant ID to (720) 663-7214, a Google Voice 
account set up for this experiment. Google Voice accounts provide phone numbers to Google 
account users free of charge. A Google Voice number was used in this case to provide 
participants with a destination for their text messages without experimenters having to provide 
any of their personal phone numbers. Next, participants were instructed to silence their phones 
completely by turning off both sound and vibration. They were then asked to keep their phones 
face down on their desks in order to have them readily available at the end of the lecture. The 
examiner then instructed participants to turn to the note-taking pages in preparation for the 
lecture. The examiner stressed that the participants should take the best lecture notes they can, 
since a lecture content quiz will follow. 
Participants watched a 17-minute lecture on human emotion and took handwritten notes. The 
examiner then asked them to pick up their phones and send a text message to (720) 663-7214 
with a number from 1 (poor) to 10 (excellent) corresponding to their quality rating of the lecture 
video. They were then asked to turn to the word search (distractor task), followed by a multiple-
choice quiz on the lecture material, a survey and demographic questionnaire, and debriefing 
materials. 
 Phone-under-desk group. The procedure for the phone-under-desk group was identical 
to that of the phone-on-desk group, with the exception that, after the participants sent their first 




text message, they were asked to place their silenced, non-vibrating phones in their bags under 
their seat instead of on their desk.  
Phone-at-front-of-classroom group. For this group, the procedure was similar to the 
above groups, except that no cellphone instructions were given, as participants were asked to 
place their phones in their bags, and then to place those bags at the front of the room in the 
interest of minimizing distractions. At the conclusion of the lecture, participants were asked to 
indicate their perceived quality of the lecture on a scale from 1 to 10 by circling a number on the 
scale provided in the packet.  
  




Chapter IV: Results 
Table 1 includes the means, standard deviations, and number of participants in each 
group for outcome measures. Upon initial inspection, means for Total Propositions Recorded and 
Total Complete Ideas Recorded are opposite the direction hypothesized; only Lecture Content 
Quiz means trend in the direction predicted.  
Table 1.  
Means and Standard Deviations of Outcome Measures by Group 
 
 
 Total Propositions 
Recorded 
Total Complete Ideas 
Recorded 
Score on Lecture 
Content Quiz 
Group N M SD M SD M SD 
Phone at front of room 25 50.32 6.73 16.40 3.94 22.56 3.22 
Phone under desk  25 51.68 6.67 17.92 3.88 22.08 3.93 
Phone on desk 22 54.27 6.71 19.05 3.82 21.45 3.65 
Total 72 52.00 6.80 17.74 3.98 22.06 3.68 
 
Correlations among outcome variables, self-reported cell phone use frequency, and self-
reported cell phone separation anxiety are shown in Table 2. As expected, the number of 
propositions was highly correlated with the number of complete ideas, and inference and 
memory questions correct were highly correlated with total quiz scores. The number of 
propositions recorded was significantly correlated with quiz scores, but the number of complete 
ideas was not; these results are similar to those published in Peverly et al. (2007). 




Table 2.  
Pearson Correlations Between Outcome Variables and Covariates 
 
Variable 1 2 3 4 5 6 7 
1. Complete Ideas --       
2. Propositions .913
**
 --      
3. Quiz score .225-- .297
*
 --     
4. Inference questions correct .135-- .192- .846
**
 --    






 --   
6. Cell phone use frequency -.182- -.216 -.192 -.112 -.226 --  
7. Cell phone separation anxiety -.073- -.144 -.096 -.048 -.129 -.050 -- 
*Correlation is significant at the 0.05 level. 
**Correlation is significant at the 0.01 level. 
 
Tables 3 includes the means and standard deviations by group for age, English as first 
language, class year, whether or not the participant is in a major or minor program in 
psychology, and GPA. Coding for demographic survey responses in Table 3 is as follows: for 
English as first language, Yes = 0 and  No = 1; for class year, 1
st
 year = 1, 2
nd
 year = 2, 3
rd
 year = 
3, 4
th
 year = 4, Other = 5; for Psychology Major or Minor 0 = No, 1 = Yes; for GPA, A+ = 4.33, 
A = 4.00, A- = 3.67, B+ = 3.33, B = 3.00, B- = 2.67, C+ = 2.33, C = 2.00, C- = 1.67, D+ = 1.33, 
D = 1.00, D- = 0.67, F = 0.00 (according to the Columbia University Office of the University 
Registrar, n.d.) . Tables D1 and D2 in Appendix D show demographic the breakdown for gender 
and race/ethnicity, respectively. Table 4 includes the means and standard deviations by group for 
self-reported cell phone use frequency and self-reported cell phone separation anxiety. 
  





Table 3.  
Means and Standard Deviations of Age, English as First Language, Class Year, Psych Major or 





Language  Class Year 
Psych Major 
or Minor GPA 
Group M SD M SD M SD M SD M SD 
Phone at front of room 20.50 4.07 0.16 0.37 2.28 1.24 0.12 0.33 3.61 0.40 
Phone under desk 19.84 4.41 0.24 0.44 1.84 0.80 0.12 0.33 3.78 0.29 
Phone on desk 23.14 8.00 0.18 0.40 2.32 1.427 0.23 0.43 3.66 0.31 
Total 21.08 5.77 0.19 0.40 2.14 1.179 0.15 0.36 3.69 0.34 
 
Two multivariate analyses of variance (MANOVAs) were carried out to test if there were 
differences between groups on demographics or responses to the survey items regarding 
frequency of cell phone use or anxiety when separated from cell phone. There were no 
significant between group differences on any of the variables (Gender: (F(2,62) = 0.19, p = 
.824), Age: (F(2,62) = 2.42, p = .098), English First Language: (F(2,62) = 1.01, p = .343), 
Race/Ethnicity: (F(2,62) = 0.55, p = .581), Class Standing: (F(2,62) = 1.93, p = .154), Psych 
Major/Minor (F(2,62) = 1.12, p = .333), GPA: (F(2,62) = 1.21, p = .304)). 
Table 4.  
Means and Standard Deviations of Covariates by Group 
 
 
Cell Phone Use Frequency 
(Scale of 1 to 6) 
Cell Phone Separation Anxiety 
(Scale of 1 to 6) 
Group M SD M SD 
Phone at front of room 3.12 0.83 4.04 1.10 
Phone under desk  3.28 0.98 4.24 1.23 
Phone on desk 3.36 0.90 4.14 0.94 
Total 3.25 0.90 4.14 1.10 
 
Hypothesis 1: Effect of Cell Phone Location on Outcome Measures 
In order to address Hypothesis 1, a one-way, between-subjects multivariate analysis of 




variance (MANOVA) was run to determine if cell phone location (phone-on-desk, phone-under-
desk, phone-at-front-of-room) influenced outcome measures (quality of notes, quantity of notes, 
quantity and quality of notes, score on lecture content quiz). Assumptions for normality and 
equality of variances were tested via skewness, kurtosis, and Levene’s tests and were met for all 
analyses. 
Table 5 shows the MANOVA with effect sizes carried out with group as the dependent 
variable and five outcome variables (the three included in the means table, plus Inference 
Questions and Memory Questions). Results did not indicate a statistically significant difference 
between groups on number of propositions written (quantity of notes), number of complete ideas 
written (quality of notes), overall quiz scores, number of inference questions answered correctly, 
or number of memory questions answered correctly. Notably, Pillai’s Trace for this analysis was 
calculated to be 0.253 (F(10, 132) = 1.91, p = .048), indicating a significant result for group. 




Table 5.  
Multivariate Analysis of Variance for the Main Effect of Group on Outcome Measures 
 
Source  df MS F Sig. 
Partial Eta-
squared 




2 41.60 2.76 .070 .074 
 Quiz Score 2 7.16 0.55 .579 .016 
 Inference Qs 2 1.01 0.23 .792 .007 
 Memory Qs 2 3.24 0.77 .468 .022 




69 15.08    
 Quiz Score 69 13.01    
 Inference Qs 69 4.30    
 Memory Qs 69 4.22    




72     
 Quiz Score 72     
 Inference Qs 72     
 Memory Qs 72     
 
Hypothesis 2 and Research Question: Effect of Cell Phone Location on Outcome Variables 
with Cell Phone Use Frequency and Cell Phone Separation Anxiety as Covariates 
Multiple one-way, between-subjects multivariate analyses of covariance (MANCOVAs) 
were run to determine if cell phone location had an effect on outcome variables when cell phone 
use frequency and cell phone separation anxiety were used as covariates. Cell phone use 
frequency was measured by self-report in response to the survey question “Approximately how 
many times do you check your cell phone on a typical weekday?,” while cell phone separation 
anxiety was measured by self-report in response to the survey item “Rate the level of anxiety you 




would feel if you were unable to access your cell phone.” Table 6 shows the MANCOVA with 
effect sizes carried out with group as the dependent variable and five outcome variables.  
Table 6.  
Multivariate Analysis of Covariance for the Main Effect of Group on Outcome Measures 
 
Source df MS F Sig. 
Partial Eta-
squared 
Cell Phone Use Frequency Propositions 1 208.28 4.95 .029 .069 
 Complete Ideas 1 53.86 3.69 .059 .052 
 Quiz Score 1 31.25 2.44 .123 .035 
 Inference Qs 1 3.41 0.78 .380 .012 
 Memory Qs 1 14.13 3.47 .067 .049 
Cell Phone Separation 
Anxiety 
Propositions 1 89.05 2.12 .150 .031 
Complete Ideas 1 10.56 0.72 .398 .011 
 Quiz Score 1 9.49 0.74 .393 .011 
 Inference Qs 1 0.78 0.18 .674 .003 
 Memory Qs 1 5.21 1.28 .262 .019 
Group Propositions 2 118.42 2.82 .067 .078 
 Complete Ideas 2 50.21 3.44 .038 .093 
 Quiz Score 2 4.72 0.37 .693 .011 
 Inference Qs 2 0.69 0.16 .854 .005 
 Memory Qs 2 1.94 0.48 .622 .014 
Error Propositions 67 42.07    
 Complete Ideas 67 14.61    
 Quiz Score 67 12.81    
 Inference Qs 67 4.37    
 Memory Qs 67 4.07    
Total Propositions 72     
 Complete Ideas 72     
 Quiz Score 72     
 Inference Qs 72     
 Memory Qs 72     
 




Results did not indicate a statistically significant difference between groups on number of 
propositions written, overall quiz scores, number of inference questions answered correctly, or 
number of memory questions answered correctly. Results did indicate a significant effect of 
group on the number of complete ideas written (F(4, 67) = 3.44, p = .038). Unexpectedly, the 
significant result of group indicates that participants whose phones were closer in proximity 
wrote more complete ideas than those whose phones were kept further away. See Figure 1. 
Figure 1.  
Total Complete Ideas Recorded: Multivariate Analysis of Covariance for the Effects of 
Cell Phone Use Frequency, Cell Phone Separation Anxiety, and Group 
 
 
In terms of covariates, cell phone use frequency was significantly related to the number 
of propositions recorded (F(4, 67) = 4.95, p = .029). Taken with the results of the correlation 
table, this indicates that those who reported higher general cell phone use frequency wrote fewer 
propositions. Covariates were not significantly related to any other outcomes. An additional 




MANCOVA including all 2-way interaction terms was run, with no significant results to report. 
See Table D3 in Appendix D.  
MANCOVAs for outcome variables were also completed using a contrast technique 
which tested two hypotheses: that phone-on-desk group outcomes were different from phone-at-
front-of-room and phone-under-desk outcomes, and that phone-at-front-of-room and phone-
under-desk outcomes did not differ from one another. See Tables 7 and 8, respectively.  




Table 7.  
Multivariate Analysis of Covariance for the Main Effect of On Desk Group vs. Other 
Groups on Outcome Measures 
 
Source df MS F Sig. 
Partial Eta-
squared 
Cell Phone Use Frequency Propositions 1 194.75 4.63 .035 .064 
 Complete Ideas 1 47.27 3.16 .080 .044 
 Quiz Score 1 32.37 2.56 .114 .036 
 Inference Qs 1 3.58 0.83 .365 .012 
 Memory Qs 1 15.23 3.76 .057 .052 
Cell Phone Separation 
Anxiety 
Propositions 1 79.80 1.90 .173 .027 
Complete Ideas 1 7.69 0.51 .477 .007 
 Quiz Score 1 10.08 0.80 .375 .012 
 Inference Qs 1 0.86 0.30 .657 .003 
 Memory Qs 1 5.88 1.45 .233 .021 
On Desk Group vs. Other 
Groups 
Propositions 1 193.52 4.60 .036 .063 
Complete Ideas 1 62.72 4.20 .044 .058 
 Quiz Score 1 8.38 0.66 .418 .010 
 Inference Qs 1 1.14 0.26 .609 .004 
 Memory Qs 1 1.16 0.29 .594 .004 
Error Propositions 68 42.08    
 Complete Ideas 68 14.95    
 Quiz Score 68 12.64    
 Inference Qs 68 4.31    
 Memory Qs 68 4.05    
Total Propositions 72     
 Complete Ideas 72     
 Quiz Score 72     
 Inference Qs 72     
 Memory Qs 72     
 




Table 8.  
Multivariate Analysis of Covariance for the Main Effect of Under Desk vs. Front of Room 
Groups on Outcome Measures 
 
Source df MS F Sig. 
Partial Eta-
squared 
Cell Phone Use Frequency Propositions 1 131.65 3.19 .080 .065 
 Complete Ideas 1 52.97 3.73 .060 .075 
 Quiz Score 1 89.05 7.75 .008 .144 
 Inference Qs 1 12.21 2.52 .119 .052 
 Memory Qs 1 37.88 12.51 .001 .214 
Cell Phone Separation 
Anxiety 
Propositions 1 136.65 3.32 .075 .067 
Complete Ideas 1 30.87 2.18 .147 .045 
 Quiz Score 1 1.16 0.10 .752 .002 
 Inference Qs 1 0.64 0.13 .718 .003 
 Memory Qs 1 3.11 1.03 .316 .022 
Phone at Front of Room 
Group vs Phone Under 
Desk Group 
Propositions 1 46.32 1.12 .295 .024 
Complete Ideas 1 41.75 2.94 .093 .060 
Quiz Score 1 0.56 0.05 .826 .001 
 Inference Qs 1 0.21 0.04 .835 .001 
 Memory Qs 1 1.97 0.65 .424 .014 
Error Propositions 46 41.21    
 Complete Ideas 46 14.19    
 Quiz Score 46 11.49    
 Inference Qs 46 4.84    
 Memory Qs 46 3.03    
Total Propositions 50     
 Complete Ideas 50     
 Quiz Score 50     
 Inference Qs 50     
 Memory Qs 50     
 
 Results indicated three additional findings. First, phone-on-desk group wrote 
significantly more complete ideas and propositions than the other two groups (F(3, 68) = 4.20, p 
= .044 and F(3, 68) = 4.60, p = .036, respectively), compared to only writing more complete 




ideas in the non-contrast method. The other two findings emerged when phone-at-front-of-room 
and phone-under-desk groups were compared. Here, cell phone use frequency was significantly 
related to lower quiz scores overall (F(3, 46) = 7.75, p = .008) and specifically fewer memory 
items answered correctly (F(3, 46) = 12.51, p = .001). Separate univariate ANCOVAs for both 
hypotheses were also run on outcome measures, with nearly identical outcomes.  
Summary of Results 
The MANOVA that evaluated the effect of cell phone proximity on the quantity of notes, 
quality of notes, and performance on a lecture content quiz was not significant. After controlling 
for self-reported general cell phone use frequency and cell phone separation anxiety however, 
MANCOVA results indicated participants who had their phones on their desks during the lecture 
actually wrote more complete ideas than participants who had their phones under their desks or 
at the front of the room (p < .05). This outcome is the opposite of the direction predicted in the 
first hypothesis.  
 MANCOVA results also indicated that participants who reported higher levels of general 
cell phone use wrote fewer propositions in their notes across all groups (p < .05). This finding 
supports the hypothesis that increased self-reported frequency of cell phone use would be 
associated with lower quantities of lecture notes written.  
 Two additional MANCOVA analyses were carried out using a contrast method to 
increase statistical power. First, outcome measures of the phone-on-desk group were tested 
against those of the phone-under-desk and phone-at-front-of-room groups combined. Results of 
this analysis indicated that, in addition to writing more complete ideas, the phone-on-desk group 
wrote significantly more propositions than the other two groups (p < .05). For the second 
analysis, outcome measures in the phone-under-desk and phone-at-front-of-room groups were 




tested against one another. Results showed that cell phone use frequency was significantly 
related to lower quiz scores overall (p < .01), and fewer memory items answered correctly (p < 
.01). This provides further support for the hypothesis that increased cell phone use is related to 
lower performance on outcome measures. Finally, the second analysis also indicated that 
outcomes for the phone-under-desk group and phone-at-front-of-room group were not 










Chapter V: Discussion 
 This study sought to investigate the effects of cell phones on student lecture note taking 
and test taking performance. The meteoric rise of cell phones and their proliferation into our 
everyday activities has left academics with many questions about possible ramifications, 
especially in the area of distraction. Studies have shown strong evidence that cell phones can be 
significant distractors (Strayer & Johnston, 2001; Hancock et al, 2003; Beede & Kass, 2006, 
National Highway Traffic Safety Administration, 2015) and that cell phone use may be addictive 
(Shambare, Rugimbana, & Zhowa, 2012; Roberts, Yaya, & Manolis, 2014). Furthermore, there 
is evidence that the mere presence of a cell phone may result in decreased relationship quality 
and empathy (Przybylski & Weinstein, 2013), decreased conversation quality (Misra et al., 
2016), and decreased performance on cognitive tasks (Thornton et al., 2014). Until now, there 
does not appear to be any similar investigations carried out in a classroom setting, where cell 
phones have become ubiquitous. The present study was designed to be the first to explore the 
possibility of an analogous effect in the context of an undergraduate lecture.   
 Student performance on lecture note taking was chosen as a skill to study for this 
investigation for several reasons. First, the vast majority of high school and college students take 
notes during lectures (Kiewra, 1987; Peverly & Wolf 2018), and since note taking is a 
cognitively demanding task (Kiewra & Benton, 1988; Kiewra, Benton & Lewis, 1987; 
Kobayashi, 2005; Peverly, 2006; Peverly et al., 2008, Piolat et al., 2005), it follows that note 
taking performance may be particularly sensitive to distraction. Indeed, studies have shown that 
sustained attention (arguably the opposite of distraction) is a significant predictor of notes and 
note taking skill (Peverly, Garner, & Vekaria, 2014; Vekaria & Peverly, 2018). Finally, multiple 
studies have shown the quality and/or quantity of notes taken during a lecture correlates 




significantly with test performance (e.g., Kiewra et al., 1991; Peverly et al., 2003; Peverly et al., 
2007). Therefore, this study aimed to measure any potential effect of the proximity of a cell 
phone on lecture note taking quantity and quality, as well as performance on a lecture content 
quiz.  
 The present study utilized a between-subjects design; participants blindly self-assigned to 
either the phone-on-desk, phone-under-desk, or phone-at-front-of-classroom conditions. Those in 
the phone-on-desk and phone-under desk conditions were asked to text their randomized ID 
number to a Google voice number, then place their phones either on their desks or under their 
chairs. A lecture video was shown, and participants were asked to take the best notes they could. 
At the conclusion of the lecture, participants were asked to text their rating of the quality of the 
lecture (1-10, worst to best), complete a distractor task, take the lecture content quiz, and fill out 
survey and demographic information, in that order. Participants in the phone-at-front-of-
classroom condition followed a similar procedure, with the exception that they were asked to 
place their cell phones in their bags and move them to the front of the room for the duration of 
the session. For this group, lecture quality feedback was indicated by circling 1-10 in the 
protocol in lieu of texting.  
 This study endeavored to answer the following questions: are lecture note quantity, 
quality, or quiz performance affected by (a) the proximity of one’s cell phone (b) self-reported 
general frequency of cell phone use, and (c) anxiety related to being separated from one’s cell 
phone? Hypotheses stated that participants in the phone-on-desk group would write fewer notes, 
notes of lower quality, and receive fewer points on a lecture content quiz than students in the 
phone-under-desk and phone-at-front-of-room groups, which would not differ from each other. It 
was also hypothesized that participants who reported higher daily cell phone use would write 




fewer notes, notes of lower quality, and receive fewer points on a lecture content quiz than those 
who reported lower levels of daily cell phone use.  
  Results of the initial MANOVA that did not incorporate self-reported general cell phone 
use frequency and cell phone separation anxiety as covariates did not support a significant effect 
of cell phone location on the quantity of notes, quality of notes, or performance on a lecture 
content quiz. However, after controlling for self-reported general cell phone use frequency and 
cell phone separation anxiety, results indicated participants who had their phones on their desks 
during the lecture wrote more complete ideas than participants who had their phones under their 
desks or at the front of the room (p < .05). This outcome is the opposite of what was predicted. 
Results with covariates also indicated that those who reported higher levels of general cell phone 
use wrote fewer propositions across all groups (p < .05). This finding supports the second 
hypothesis of the study.  
 Additional analyses were carried out using a contrast method which yielded several 
additional findings. Results of the first contrast indicated the phone-on-desk group wrote 
significantly more complete ideas and propositions than the other two groups taken together (p < 
.05). The second contrast provided further support for the second hypothesis, indicating that cell 
phone use frequency was significantly related to lower quiz scores overall (p < .01) and fewer 
memory items answered correctly (p < .01), and that outcomes for the phone-under-desk group 
and phone-at-front-of-room group were not significantly different from each other.  
Limitations and Future Research 
 When covariates were employed, the present study found some effects of cell phone 
location on student performance, though not as strong and not in the same direction as those 
published by Przybylski and Weinstein (2013), Misra et al., (2016), and Thornton et al., (2014). 




Possible explanations for this result include limitations related to age and cell phone separation 
anxiety, which are outlined below. Additional limitations of the study and suggestions for future 
research follow those explanations.  
Age. Based on both age and publication date, participants in this study were born an 
average of 5 to 10 years later than the participants in the aforementioned studies by Przybylski 
and Weinstein (2013), Misra et al., (2016), and Thornton et al., (2014). This age gap could 
theoretically account for differences in behavior, especially in the context of a digital culture that 
has undergone dramatic exponential growth. The typical 21-year old in 2018 may be 
significantly more habituated to a hyper-connected digital lifestyle than a 33-year old in 2016, 
which is the mean age of the population studied by Misra et al. (2016). Such digitally habituated 
students may be less affected by cell phone proximity than their older peers who spent less time 
using cell phones during their schooling years.  
One specific manifestation of digital habituation could be the increased probability that 
students typically take notes on a laptop rather than on paper. In Mueller and Oppenheimer 
(2014), the authors note that “taking notes on laptops rather than in longhand is increasingly 
common” (p.1). It’s possible that the present study included students who typically took notes on 
a laptop; for such a student, the requirement to take notes by hand could have been a significant 
deviation from a routine classroom activity. This could theoretically have affected the outcomes 
of the study. Future studies should include at least one demographic item crafted to investigate 
participants’ typical method of note taking in classroom lecture settings.  
 Cell phone separation anxiety. Possible anxiety due to separation from one’s cell phone 
was explored in the present study with a single question embedded in the demographics 
questionnaire. Data analyses of student responses to the separation anxiety question did not 




support a significant relationship between students answers and outcome variables. In this case, a 
single survey item may not have been sufficient to elucidate a pattern of outcomes related to the 
attachment to one’s cell phone. Future studies should look to investigate cell phone separation 
anxiety with multiple reliable self-report measures of trait anxiety (e.g., using trait items from the 
State-Trait Anxiety Inventory [STAI; Spielberger, 2010]) and of participants’ attachment to their 
cell phones (e.g., using the Mobile Phone Attachment Scale [MPAS; Bock et al., 2016]). 
 The investigation of cell phone separation anxiety in this study may have been 
confounded by anxiety due to separation from other personal belongings, especially for 
participants in the phone-at-front-of-room group. At the beginning of the phone-at-front-of-room 
sessions, participants were asked to deposit their phone in their bag and place their bags at the 
front of the classroom. The bags remained at the front of the room for the duration of the 
experiment. In addition to possibly triggering cell phone separation anxiety, this act may have 
also elicited anxiety related to placing other belongings out of reach. For example, participants 
who left items such as a wallet, laptop, important documents, etc. in their bags may have 
experienced conscious or non-conscious anxieties related to the increased possibility that their 
items could be lost or stolen, especially since participants were likely in an unfamiliar classroom 
with unfamiliar peers. These anxieties could have existed at levels above and beyond what might 
be induced by cell phone separation and could have contributed to decreased performance for 
this group, who wrote the fewest propositions and complete ideas overall.  
It is not clear whether anxiety of this type significantly affected the outcome of the 
present study. Phone-under-desk and phone-at-front-of-room groups did not differ significantly 
on outcome measures, which could suggest that anxiety due to separation from belongings was 
negligible. However, if there existed a positive effect of having your phone at the front of the 




room (due to a combination of decreased distraction and minimal access, for example) the 
anxiety felt due to distance from one’s belongings could have masked the effect.  
To address this issue, future studies may benefit from asking participants to place their 
phones in a location that would allow for unobstructed monitoring (e.g., face down in a closed, 
transparent box near an experimenter) instead of requesting that participants deposit their phones 
and bags on the floor at the front of the room. Sticky notes with corresponding participant IDs 
could be placed on the phones to minimize the possibility that a participant would leave with 
someone else’s phone. This would remove the potential confounds of separation anxiety due to 
other personal belongings and concerns regarding the safety of their phones in an unfamiliar 
classroom. 
 Experimental design. Future studies may also benefit from adding a “control” group in 
which no instruction is given regarding the placement of one’s cell phone on their desk or under 
their desk. The inclusion of this control group would provide a sample that mimics the 
expectations of a typical undergraduate classroom setting, which is not likely to explicitly 
stipulate where a student should place their cell phone during a routine lecture. 
 Measurement of cell phone use frequency. The present study employed a single self-
report item to measure participants’ general frequency of cell phone use. While analyses with 
covariates did indicate a significant inverse relationship between cell phone use frequency and 
number of propositions recorded, future studies could benefit from including multiple items 
regarding cell phone use to create a more reliable instrument, which might lead to stronger and 
more interpretable results. Ideally, self-report measures would be replaced by more objective cell 
phone use data, which is becoming increasingly accessible with contemporary smartphone 
software. For example, Apple’s “Screen Time” feature, which was released in September 2018 




as a part of iOS 12 and is easily accessed through the Settings menu, provides “a detailed report 
about how your device is used, apps you've opened, and websites you've visited” (“Using Screen 
Time,” 2019). Specifically, Screen Time’s average “pickup” count could be particularly useful 
for measuring cell phone use frequency in future studies. In the article “What Are Pickups in 
Screen Time” (iMobie, 2018), the author explains that the software counts each time a user picks 
up their phone, which is triggered by actions such as an owner unlocking their device, using the 
accelerometer, or activating Siri, the personal assistant. Leveraging data from Screen Time or 
from similar software like Google’s Digital Wellbeing app for Android (Google, 2019) would 
likely provide researchers with a more accurate and reliable measurement of cell phone use 
frequency than would be received through self-report. 
Sample size and statistical power. In terms of sample size, the present study may have 
underestimated the number of participants needed to demonstrate an effect of cell phone location 
on outcome variables. A post hoc power analysis indicated that, given the differences in group 
means for note quantity and quality, target group sizes would ideally range from n = 35 to n = 50 
in order to achieve a power of 0.8. For comparison, group sizes of the present study for phone-
on-desk, phone-under-desk, and phone-at-front-of-room groups were n = 22, n = 25, and n = 25, 
respectively. An additional post hoc power analysis indicated sample sizes would need to be 
significantly higher (n = 200 or more) to achieve a power value of 0.8 for quiz score 
performance, as the mean quiz score between groups in the present study was nearly identical.  
Sample population. Participants in the current study were undergraduate students 
enrolled in programs at a highly competitive private university. Admittance rates for 
undergraduate programs at Columbia University are routinely in the 5-7% range, with 90% of 
students performing in the top 10% of their graduating class (“Class of 2021 Profile”, n.d.; 




“Class of 2022 Profile”, n.d.). Future studies would benefit from targeting a population that may 
more accurately represent the average undergraduate student. Continued focus on undergraduate 
populations (as opposed to high school or graduate populations) would remain appropriate; high 
school populations may be subject to significantly wider variability in their schools’ cell phone 
policy (e.g., due to the presence of absence of school-wide cell phone bans or steeper 
consequences for cell phone use), and graduate populations may be too selective for results to be 
relevant to a more general population.  
Future studies may also benefit from the inclusion of one or more demographic survey 
items pertaining to socioeconomic status (SES), as several studies have linked SES to specific 
trends in cell phone use. For example, Soto et. al (2011) proposed an SES prediction model 
based on aggregated cell phone records, and Yardi and Bruckman (2012) found that “low 
socioeconomic status families share devices more often and low socioeconomic status teens have 
more responsibility and independence in their technology use” (p. 3041). One or more measures 
of SES in the demographic survey could serve as an access point for investigation and or 
statistical control through analysis of covariance. 
Lecture. It is possible that participants’ previous coursework may have covered content 
presented in the “Human Emotion 1.3: What is an Emotion?” (YaleCourses, 2013) lecture. 
Analysis in the present study did not indicate an effect of background knowledge on outcome 
measures based on whether students self-reported a psychology major or minor, but this 
demographic item could not account for background knowledge in psychology gained during 
instruction in high school, elective courses, or self-directed research. Future studies may benefit 
from choosing a lecture that covers concepts and terms more novel than the lecture used in the 
present study. Alternatively, a separate group sampled from the same population could be 




administered the lecture content quiz without having seen the lecture in order to estimate the 
relevant background knowledge of the population overall. If results indicated average quiz scores 
higher than what would be achieved by guessing at random, it may be necessary to control for 
background knowledge in a more formal way, e.g., using a lecture content pretest.  
 Furthermore, future studies could look to study possible effects during live lectures 
instead of video lectures in the interest of building an environment that is more ecologically 
consistent with typical undergraduate lectures. Replacing the video lecture with a live lecture 
could potentially increase student accountability and engagement, creating an environment 
where the effect of distractions (e.g., due to the proximity of one’s cell phone) may be easier to 
detect. Such a setup would certainly come with its own threats to validity, as a live instructor 
would not be able to achieve the level of standardization in pace, tone, and script afforded by 
playing the exact same video for each participant. However, it is possible that this introduction of 
noise into the data may be outweighed by the benefit of increased realism in the eyes of the 
participant and subsequent data that is theoretically more generalizable. 
Lecture content quiz. Given the unexpectedly low Cronbach’s Alpha values for the total 
test as well as for memory-based, and inference-based items (0.70, 0.60, and 0.47, respectively), 
future studies should aim to develop a test for this video with increased reliability. This would 
increase the likelihood that the established effect of note quantity and quality on test performance 
(e.g., Baker & Lombardi, 1985; Bretzing & Kulhavy, 1981; Fisher & Harris, 1973; Kiewra et al., 
1991; Peverly et al., 2007; Peverly et al., 2013; Titsworth & Kiewra, 2004) could be detected, if 
such an effect were present.  
It was also noted that, of the three outcome measures, only the means from the lecture 
content quiz trended in the direction of the hypothesis; that is, mean scores decreased with 




increased proximity to participants’ cell phones. While this outcome was not significant and 
reliabilities for the quiz were less than expected, it is possible that phone presence had more of a 
negative effect on quiz performance than lecture note taking performance. Future studies should 
consider this possibility and any possible theoretical mechanism by which it may be expressed. 
In terms of quiz difficulty, after two of the low-reliability items were thrown out, there 
were four participants who earned perfect scores of 28/28 on the quiz. These perfect scores 
indicate a ceiling issue that may have affected the overall analysis. Future quizzes should be 
designed to be more difficult in order to more accurately capture all participant scores.  
Type of cell phone. All participant phones observed by experimenters in the present 
study were smartphones, a number even higher than the 94% recently found by the Pew 
Research Center (2018). However, the study did not elicit information regarding the operating 
system, model, or age of the cell phones, which could prove useful in identifying subtleties in 
cell phone use and academic performance.  
The US mobile operating system market is dominated by Apple’s iOS and Google’s 
Android platforms with February 2019 market shares weighing in at 57% and 42%, respectively 
(Mobile Operating System, 2019). While loyalty to both platforms appears quite strong (Siegal, 
2019), there is evidence that significant differences exist between iOS users and Android users. 
One survey conducted in late 2018 indicated that iOS users self-report that they are happier, send 
more texts, take more selfies, and spend nearly twice as much each month on technology 
purchases as compared to Android users (Renner, 2018). Similarly, a study by Shaw et al. (2016) 
found that iOS users were more “concerned about their smartphone being viewed as a status 
object” (p. 1). Since it is possible these metrics could be a proxy for cell phone attachment 
(including frequency of use and separation anxiety), researchers could investigate whether iOS 




users perform similarly to Android users when their phones are present/absent during academic 
tasks. If differences between iOS and Android groups were found, future research could 
investigate whether software design is a causal factor in student performance outcomes, which in 
turn could inform consumer decisions regarding cell phone purchases. 
Similarly, future studies could investigate the age and model of participants’ cell phones. 
These dimensions would give investigators the ability to assess the monetary value of the phone, 
which could significantly moderate the anxiety participants feel when they are separated from 
their phone. Currently, smartphones prices range from less than $50 (e.g., the BLU Dash 
smartphone on Amazon [BLU Dash, n.d.]) to nearly $1500, as is the case for Apple’s 512 GB 
iPhone XS Max (iPhone XS Max, n.d.). It stands to reason that separation from a $1500 cell 
phone may very well elicit a more intense anxiety response than separation from a $50 cell 
phone; such data would likely be an informative covariate in analyzing effects on student 
outcomes.        
Conclusion 
 This study sought to explore the effects of cell phones on student classroom performance, 
including lecture note quantity and quality as well as performance on a lecture content quiz. 
Specifically, the investigation focused on whether the mere presence of one’s cell phone, self-
reported general frequency of cell phone use, and anxiety related to being separated from one’s 
cell phone were related to classroom lecture outcomes. In contrast to findings in other settings by 
Przybylski and Weinstein (2013), Misra et al., (2016), and Thornton et al., (2014), this study, 
which appears to be the first to test for such an effect in a classroom setting, did not find a 
straightforward effect of cell phone presence on performance outcomes. However, the data 
suggest that cell phone proximity may be affecting performance when considering the 




relationship to one’s cell phone. After controlling for self-reported general cell phone use 
frequency and cell phone separation anxiety, results indicated participants who had their phones 
on their desks during the lecture wrote more complete ideas in their notes than participants who 
had their phones under their desks or at the front of the room. Similarly, when additional 
analyses were carried out using a contrast method, results indicated the phone-on-desk group 
wrote significantly more propositions than the other two groups. These outcomes fall in the 
direction opposite to the stated hypothesis. Possible explanations include an underestimation of 
students’ habituation to having their cell phones present and the possibility that the absence of 
one’s cell phone could be distracting enough to suppress academic performance.  
 Results also indicate that, after controlling for self-reported general cell phone use 
frequency and cell phone separation anxiety, those who reported higher levels of general cell 
phone use wrote fewer propositions in their notes across all groups. This finding supports the 
original hypothesis. Similarly, additional analyses utilizing the contrast method showed that cell 
phone use frequency was significantly related to lower quiz scores overall and fewer memory 
items answered correctly. Future research should focus on implementing experimental 
improvements, including increased reliability in self-report of cell phone separation anxiety and 
lecture content quiz measures, a move toward more objective, software-based measures of cell 
phone use frequency, increased sample size, and increased ecological validity with the collection 
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Please have a seat and wait for further instruction.  
 
Do NOT look ahead in this packet.   
 66 
Hello everyone. Please follow along with the instructions as I read them to you. Over the 
next four pages, you will find documentation to provide your consent to participate in 
this study. Please read the consent and provide a signature indicating your participation 
if you so choose. A second copy of the consent follows the first. If you would like to 
keep one for your records, you may tear it out of the packet. If you decline to consent, 
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The purpose of this study is to explore student lecture and note taking behaviors and 
preferences in an undergraduate setting. You will be asked to send a text message to a 
phone number both before and after a 20-minute lecture note taking activity. You will 
then be asked to complete a word search and a quiz on lecture content. A survey and 
demographic questionnaire will follow, and then you will be dismissed. In order to 
minimize distractions, please silence cell phone alerts and vibrations at this time. If you 
have any questions about the procedure, you may ask them now. 
  
You will now be given a student identification number for this study. When you receive 
your student identification number, text that number to (646) 801-2194. When you are 
finished, leave your phone face down on your desk, as you will need it again after the 
lecture. Then wait for further instruction. 
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We will now begin the video lecture portion of the session. When the lecture video 
begins, follow along and take the best notes you can in the space below (across this 
page and the two that follow). A quiz on the lecture content will follow. When the lecture 
is over, wait for further instruction before moving on. 
 
Note-taking space (page 1 of 3): 
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Note-taking space (page 2 of 3): 
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Now rate the quality of the video lecture by texting a single number from 1 (worst 
quality) to 10 (best quality) to (646) 801-2194, the same number to which you texted 
your student identification number before the lecture. 
 
After sending the text, wait for further instruction.  
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Lecture Content Quiz 
 
Answer each of the following by selecting the best response to each question. Do not 
look back at your recorded notes. After you finish the quiz, you may move on to the 
survey and demographic questionnaire. 
1. Cannon and Bard ________ William James’ physiological approach to emotion. 
a. Agreed with  
b. Disproved  
c. Disagreed with  
d. Popularized 
2. The four components of emotion described in the lecture are: 
a. Valence, eliciting, enables pursuit of goals, multiple-component response 
b. Feeling, cause, enables success, multiple-component response 
c. Direction, trigger, enables survival, multiple-component response 
d. Thinking, provocation, enables reproduction, multiple-component response 
3. In general, an emotion requires which of the following: 
a. A consequence 
b. A behavior 
c. A stimulus 
d. A reaction  
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4. Lazarus’ _________ Theory asserted that judgements, evaluations, and/or thoughts are 





5. The three take away questions at the end of the lecture covered all of the following 
except: 
a. Models of emotions 
b. Origin of emotions 
c. Elements of emotions 
d. Organization of emotions 
6. The lecture explicitly listed five terms that are not the same as an emotion. Which of the 
following was not on that list? 
a. A feeling 
b. A mood 
c. A personality trait 
d. A sensation 





8. Multiple-component response is further broken down into which three parts: 
a. Objective, cognitive, behavioral 
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b. Perspective, physiological, behavioral 
c. Biological, behavioral, subjective 
d. Subjective, behavioral, physiological 
9. Darwin would likely agree the most with which of the following assertions? 
a. Emotions are always required for survival. 
b. Emotions are detrimental to survival.  
c. Emotions are irrelevant to survival.  
d. Emotions are assets to survival. 
10.  The thought that a grizzly bear is a dangerous animal is fundamental to whose theory of 
emotion? 
a. Darwin 
b. William James 
c. Hippocrates 
d. Lazarus 
11. Perspectives on emotion from an evolutionary perspective were initiated by Charles 
Darwin in his book titled? 
a. The Manifestation of Emotions in Man & Beasts 
b. The Expression of Emotions in Man & Animals 
c. The Demonstration of Emotions in Man & Mammals 
d. The Exhibition of Emotions in Man & Organisms 
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12.  Which of the following is an illustration of the Schacter-Singer approach to emotion? 
a.   
b.   
c.   
d.  
13.  Emotions are not specific or individual categories but are conceptualized as a 
combination of several psychological features. Which of the following classification 





14. The Schacter-Singer _________ theory of emotion asserted that the appraisal of 







15. William James’ physiological approach asserted that emotions were ________ bodily or 
physiological phenomena. 
a. Secondary to 
b. Primary to 
c. Unrelated to 
d. Synonymous with 
16.  The best description of the purpose of this lecture is to help the audience _________. 
a. Better understand emotion 
b. Better understand the history of emotion 
c. Know the components of emotion 
d. Know how to classify emotions 
17. Which of the following is an example of cognition? 
a. A feeling 
b. A behavior 
c. A response 
d. An idea 







19. Complete the following analogy. Emotion is to _______ as weather is to climate. 
a. Affect 
b. Personality trait 
c. Feeling 
d. Mood 
20. Which of the following is an illustration of the Cannon-Bard approach to emotion?  
a. Brain activity → increased muscle tension and experience of fear → 
seeing a grizzly bear 
b. Brain activity → seeing a grizzly bear → increased muscle tension and 
experience of fear 
c. Increased muscle tension and experience of fear → seeing a grizzly bear 
→ brain activity 
d. Seeing a grizzly bear → brain activity → increased muscle tension and 
experience of fear 
21.  Compared to emotions, personality traits are _____________. 
a. More abundant 
b. More useful 
c. More fixed 
d. More difficult 
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22.  Which of the following was not one of the three take away questions from the 
end of the lecture? 
a. What is an emotion and what is not an emotion? 
b. What are the differences between early emotion theories? 
c. What are the 3 components of an emotion?  
d. What are the 2 main emotion classification systems? 
23.  Which of the following is an illustration of William James’ physiological approach 
to emotion?  
a. Seeing a grizzly bear → experience of fear → increased muscle tension 
b. Seeing a grizzly bear → increased muscle tension → experience of fear 
c. Experience of fear → increased muscle tension → seeing a grizzly bear 
d. Experience of fear → seeing a grizzly bear → increased muscle tension  
24. Which emotion classification system would best describe an emotion as 





25. Cognitions __________ facial expressions. 
a. Do not have 
b. Always have 
c. Are synonymous with 
d. Are in no way related to  
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26.  Affect is considered to be _____________ emotion. 
a. Narrower than 
b. Equivalent to  
c. Unrelated to 
d. Broader than 
27.  Theories by Cannon and Bard asserted that physiological responses to stimuli in 
the environment___________. 
a. Are always enough to explain emotion experience.  
b. Are sometimes are enough to explain emotion experience.  
c. Cannot explain emotion experience alone.  
d. Are not related to emotion experience. 
28. Aristotle’s principle of ___________ asserted that part of what predicts emotional 





29. Aristotle’s advocacy for balance in emotional health _________ assertions about 






30. The two main classification systems of emotion are 
a. Basic and Discrete 
b. Basic and Dimensional 
c. Dimensional and Directional 
d. Discrete and Directional 
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Survey and Demographic Questionnaire 
 
Answer each of the following. For multiple choice items, select the response that is most 
accurate for you. After you finish the survey and demographic questionnaire, you may 
move on to the debrief. 
1. Write your student identification number here: ______________ 
 
2. Approximately how many hours do you study for coursework each day? 
 Less than 30 minutes 
 About 1 hour 
 About 2 hours 
 About 3 hours 
 About 4 hours 
 5 hours or more 
 
3. Approximately how many hours do you watch television/stream shows or 
movies each day? 
 Less than 30 minutes 
 About 1 hour 
 About 2 hours 
 About 3 hours 
 About 4 hours 




4. Approximately how many hours do you spend following current events 
each day? 
 Less than 30 minutes 
 About 1 hour 
 About 2 hours 
 About 3 hours 
 About 4 hours 
 5 hours or more 
 
5. Approximately how many times do you check your cell phone on a typical 
weekday? 
 A few times or less per weekday 
 About once per hour 
 A few times each hour 
 About every 15 minutes 
 About every 5 minutes 
 Once a minute or more 
 
6. Approximately how many hours do you exercise each week? 
 Less than 30 minutes per week 
 About 1 hour per week 
 About 2 hours per week 
 About 3 hours per week 
 About 4 hours per week 




7. Rate the level of anxiety you would feel if you felt that you had let down a 
close friend or family member.  
 None 




 Incredibly high 
 
8. Rate the level of anxiety you would feel if you were unable to access your 
computer. 
 None 




 Incredibly high 
 
9. Rate the level of anxiety you would feel if you received a failing grade on an 
exam.  
 None 








10. Rate the level of anxiety you would feel if you were unable to access your 
cell phone. 
 None 




 Incredibly high 
 
11. Rate the level of anxiety you would feel if you were unable to access 
information about current events. 
 None 




 Incredibly high 
 
12. Rate the level of anxiety you would feel if you were unable to exercise. 
 None 













 Prefer not to say 
 








16. To which of the following group(s) do you belong? 
Check all that apply. 
 Black/African-American  
 Latina/Latino/Latinx  
 Caucasian  
 Asian-American/Pacific Islander  
 Native American/Alaskan Native  









 Other (specify: ________________________) 
 


























 I prefer not to answer 
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On the next page, you will find a debrief. Please read the debrief and provide a 






Thank you for your participation in our research study. In order to collect the intended 
data, some information about the purpose of this study was withheld. Specifically, the 
purpose of the study was not merely to explore student lecture and note taking 
behaviors and preferences in an undergraduate setting, but to measure the potential 
distracting effects of a present cell phone or a cell phone under a desk on lecture note 
taking performance. This information was withheld because prior knowledge of this 
purpose could have influenced how you took notes during the lecture.  
We ask that you not share this information through the calendar year 2018, as it could 
affect others who may participate in this study in the near future. We appreciate your 
discretion in this matter.  
If you have any further questions about the information withheld, you may address them 
to the investigator at this time. If you do not have further questions, proceed to confirm 
or withdraw your participation below.  
Your involvement in the study is optional, even at this point in the process. Thus, you 
may choose to withdraw the data you provided without penalty. 
Please indicate below whether you choose to include or withdraw your data: 
 I agree that the data I provided may be included for the purpose of this study. 





Can the mere presence of a cell phone significantly impact academic 
performance in a classroom setting? 
 
It’s no secret that cell phone use can be a particularly distracting activity. Consider the 
cell phone users who blindly walk the sidewalk while looking at their phones, or who 
miss connecting with their friends at dinner because they choose to text instead.  
 
But what makes something distracting? In cognitive science, the concept of limited 
capacity processing refers to the idea that we are only capable of handling a certain 
amount of information at one time; at a certain point, an attempt to attend to more 
information becomes more difficult and more likely to result in human error. This is one 
of the central explanations behind why it’s so challenging for people to successfully 
carry out multiple complex tasks at the same time.  
 
What’s interesting about cell phone use is that it has become so deeply integrated in our 
lives that there is some evidence the mere presence of a cell phone can be distracting. 
Thornton et al. (2014) found that participants left in a room with a cell phone resting on 
a table performed less well on cognitive tasks than participants who were instead left 
with a notebook resting on a table, and Misra and colleagues’ (2016) article on “The 
iPhone Effect” found that conversations held by dyads in the absence of mobile devices 
“were rated as significantly superior compared with those in the presence of a mobile 
device, above and beyond the effects of age, gender, ethnicity, and mood.” Their data 
also demonstrated that those “who had conversations in the absence of mobile devices 
reported higher levels of empathetic concern.”  
 
Despite the fact that cell phone use in classrooms is rising, we found no research that 
addressed the possibility of distraction effects by present cell phones in a classroom 
setting. In this experiment, we tested the student lecture note taking and lecture content 
quiz performance as a function of cell phone location.  
 
We hypothesized that students whose cell phones were visibly present on their desks 
during the lecture would take lower quality notes and score more poorly on a lecture 
content quiz material compared to their peers whose cell phones were either under their 
desks or stored at the front of the room. Thus, the independent variable was the 
location of the phone (on-desk, under-desk, or at the front of the room) and the 
dependent variables were the quantity and quality of notes taken, as well as 
performance on a lecture content quiz. This is an experimental study with between-
subjects manipulation. 
 
In addition to the hypotheses listed above, we hypothesized that students in the phone-
on-desk group who endorsed higher levels of cell phone use on a demographic survey 
would perform more poorly than their peers who endorsed lower levels of cell phone 
use in the same group.  
 
In order to test our hypotheses, participants were randomly assigned to one of three 
groups: a phone-on-desk group, a phone-under-desk group, and a phone-at-front-of-
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classroom group. In the phone-on-desk and phone-under-desk groups, participants 
were asked to text their name and a rating of the lecture material to an external number. 
This was a cover story for the phone to be used during the experiment. In the phone-on-
desk group, participants were asked to keep their phones on their desks so they could 
use them later. In the phone-under-desk group, participants were asked to store their 
phones under their desks to minimize distractions. In the phone-at-front-of-classroom 
group, participants were asked to put their phones in their bags and leave them at the 
front of the classroom to minimize distractions; since phones were not present for this 
group, their data served as a control. Participants were blind to their group assignment.  
 
Each group was asked to take notes during a lecture video, take a lecture content quiz, 
and fill out a survey and demographic questionnaire. Quantity and quality of notes will 
be assessed by a word count and a count of “propositions” or ideas, respectively. The 
multiple-choice lecture content quiz will be graded for accuracy, and the survey and 
demographic questionnaire results will be analyzed against performance data for 
meaningful, theoretically-supported correlations.  
 
This experiment is sponsored by Dr. Stephen Peverly at Teachers College Department 
of Health and Behavior Studies. We are providing you with this debriefing form to 
ensure that you are comfortable with the tasks that you completed and that you learn 
from this experience. In its entirety, this experiment usually takes approximately 60 
minutes to complete, and you have   received experimental credit. Please ask the 
experimenter any further questions about your participation. Please contact Joe 
Tarantino, lead experimenter, at jjt2143@tc.columbia.edu or Dr. Stephen Peverly at 
stp4@tc.columbia.edu for further questions. 
References: 
Misra, S., Cheng, L., Genevie, J., & Yuan, M. (2016). The iPhone effect the quality of in-
person social interactions in the presence of mobile devices. Environment and 
Behavior, 48(2), 275-298. 
 
Thornton, B., Faires, A., Robbins, M., & Rollins, E. (2014). The mere presence of a cell 
phone may be distracting. Social Psychology. 
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Lecture Content Quiz Answer Key 
 
Question Number Correct Answer Inference (I) or Memory (M) Question 
1 C I 
2 A M 
3 C I 
4 C M 
5 B I 
6 D M 
7 A M 
8 D M 
9 D I 
10 D I 
11 B M 
12 D I 
13 D M 
14 B M 
15 A M 
16 A I 
17 D I 
18 A I 
19 D I 
20 D I 
21 C I 
22 A M 
23 A I 
24 C I 
25 A M 
26 D M 
27 C M 
28 A M 
29 D I 













Idea (0 or 1) 
Complete 
Idea #1 
Total = 1 pt 




Total = 3 
pts 




there were four humors 1 
 
 
black bile  0.25 
 
 










Emotional health 1 
 
 
Total = 4 pts = balance between four humors 1 
 
 
Mental and physical disease 1 
 
 




Aristotle believed in  1 
 
 
Total = 4 pts principle of moderation  1 
 
 
= emotional health/functioning AND/OR part of what 












 Total = 3 pts saw emotions as inferior to OR in conflict with 1  
 




During the enlightenment  1 
 
 
Total = 5 pts  focused on trying to figure out what is an emotion  1 
 
 
Descartes  1 
 
 
wrote the Passion of the Soul 1 
 
 
which focused on developing a taxonomy of 
emotions OR a description of their bodily causes 








Total = 4 
pts 
initiated the idea that emotions evolved via natural 




Emotions are not irrational 1 
 
 






Darwin’s work paved the way for future research 1 
 
 Total = 2 
pts 
such as looking into physical AND/OR 





Physiological approach =  1 
 
 
Total = 3 
pts 
Emotions are secondary to bodily OR physiological 











Total = 3 
pts 
emotions are not simply physiological phenomena 











2 factor theory  1 
 
 
Total = 4 pts Schachter-Singer  1 
 
 









Lazarus  1 
 
 Total = 3 pts 
= cognitive activity in the form of judgments, 








Total = 1 pt 
Emotions are not one single phenomena OR 






Total = 2 
pts 




Can be positive  0.33 
 
 
Negative  0.33 
 
 
or neutral 0.33 
 
Complete 
Idea # 15 
Total = 1 pt 
Emotions have an aboutness OR emotions are 






Emotions have a purpose AND/OR are important 




Total = 2 pts 
Emotions allow us to pursue important goals 




meaningful to us in everyday life without emotions 
Complete 
Idea #17 
Emotions are made up of different 




Total = 6 
pts 
Three core pieces to emotion:  1 
 
 subjective experience 0.33 
 
 behavior 0.33 
 
 physiological reaction  0.33 
 
 Subjective experience: internal representation OR 
experience of what it feels to have an emotion  
1 
 
 Behavior: outward display and/or showing emotions 
in your face and/or bodily actions/movements that 
go with the emotion 
1 
 
 Physiological aspects:  
 
changes in brain OR 
 
autonomic nervous system → changes in heart 





Emotion is not a mood  1 
 
 




Emotion is not a feeling 1 
 
 
Total = 2pts 
Feeling: subjective representation of an emotion 





Emotion is not affect 1 
 
 Total = 2 
pts 
Affect refers to general topics of emotions, feelings 





Emotion is not a personality trait  1 
 
 
Total = 2 
pts 
Personality traits are stable individual differences 





Emotion is not internal thoughts OR cognitions 1 
 
 
Total = 3 
pts 








basic/discrete system and  1 
 
 Total = 2 
pts 




Total = 1pt 












Total = 3 
pts 
and universal to all humans 1 
 






Basic emotions lead to more complex emotions  1 
 
 
Total = 3 
pts 
Complex emotions: guilt, pride, shame  1 
 






Total = 1 pt 
Sample theorists of basic system: Paul Ekman, 






Total = 1 pt 
Emotions are a combination of several 





Two dimensions in emotion response (explicit): 1 
 
 
Total = 4 
pts 
valence dimension  0.5 
 
 and arousal dimension 0.5 
 
 (Valence): how pleasant/unpleasant are emotions 1 
 




Total = 1 pt 
Theorists of dimensional system: Wilhelm Wundt, 






78 0 0 
 
  






Gender Frequencies and Percentage of Sample 
 
 Frequency Percent of Sample 
Female 51 70.8 
Male 20 27.8 
Transgender 1 1.4 
Other 0 0 
Prefer not to say 0 0 
Total 72 100.0 
 
Table D2. 
Race/Ethnicity Frequencies and Percentage of Sample 
 
 Frequency Percent of Sample 
Caucasian 35 48.6 
Asian-American/Pacific Islander 21 29.2 
Black/African-American 4 5.6 
Latina/Latino/Latinx 3 4.2 
Native American/Alaskan Native 0 0 
Other 4 5.6 
Multiracial 5 6.9 
Total 72 100.0 
 
Table D3. 
Multivariate Analysis of Covariance for the Main Effect and 2-Way Interaction Effects of Group 
on Outcome Measures 
 
Source  df MS F Sig. 
Group*Cell Phone Use 
Frequency 
Complete Ideas 2 3.42 0.23 .795 
Propositions 2 11.63 0.27 .765 
Quiz Score 2 31.37 2.63 .080 
Cell Phone Use 
Frequency*Cell Phone 
Separation Anxiety 
Complete Ideas 1 13.20 0.89 .349 
Propositions 1 33.86 0.79 .379 
Quiz Score 1 2.14 0.18 .673 
Group* Cell Phone 
Separation Anxiety 
Complete Ideas 2 15.17 1.02 .366 
Propositions 2 19.72 0.46 .635 
Quiz Score 2 14.90 1.25 .294 
 109 
Group Complete Ideas 2 8.49 0.57 .567 
Propositions 2 18.37 0.43 .655 
Quiz Score 2 13.70 1.15 .324 
Cell Phone Use 
Frequency 
Complete Ideas 1 5.53 0.37 .544 
Propositions 1 12.02 0.28 .599 
Quiz Score 1 0.59 0.05 .825 
Cell Phone Separation 
Anxiety 
Complete Ideas 1 10.96 0.74 .393 
Propositions 1 20.06 0.47 .498 
Quiz Score 1 0.79 0.07 .798 
Error Complete Ideas 62 14.84   
Propositions 62 43.13   
Quiz Score 62 11.95   
Total Complete Ideas 72    
Propositions 72    
Quiz Score 72    
 
