We design a method of decomposing convex polytopes into simpler polytopes. This decomposition yields a way of calculating exactly the volume of the polytope, or, more generally, multiple integrals over the polytope, which is equivalent to the way suggested in [9] , based on Fourier-Motzkin elimination ([10, pp. 155-157]). Our method is applicable for finding uniform decompositions of certain natural families of polytopes. Moreover, this allows us to find algorithmically an analytic expression for the distribution function of a random variable of the form
Introduction
The indefinite integral of a function is in general "smoother" than the function itself. However, it is also usually more difficult to express. Thus, the integral of an elementary function is usually non-elementary. The value of a definite integral may not be a "recognizable" number even if the function is quite simple. The situation is even more difficult for multiple integrals; these to the one presented in [9] , which is based on the Fourier-Motzkin elimination method. (However, it may be more amenable to certain computational improvements; see Remark 3.1 below.) It enables us tackling also the following problem: Given a polytope P ⊆ R d and a linear function L of d arguments, find an expression for the volume of the sub-polytope P , consisting of those points of P at which the value of L does not exceed t, as a function of t.
Clearly, this solves the problem of finding the distribution function of a random variable of the form L( X), where L is the linear function of several variables and X a random vector, uniformly distributed in some polytope.
In Section 2 we present the main results. Section 3 is devoted to the proofs.
We would like to express our gratitude to A. Barvinok, A. Enge, M.
Goldberg, V. Kaibel, K. Kedem, M. Pfetsch and T. Scot for the helpful information they provided us on the subject matter.
Main results
Methods for finding the exact volume of a polytope usually fall into one of three categories: Those starting with the half-space (H-) representation of the polytope, those starting from its vertex (V -) representation, and those requiring both representations. Our method belongs to the first of these.
for some m × d matrix A and m-vector b. Of course, calculation of volumes is relevant only for polytopes, that is bounded polyhedra, but multiple integration makes sense for general polyhedra as well.
It will be usually convenient for us to move the components of the vector b in the definition of P to the left hand side, and write the system of inequalities
is repetitive if it may be represented in the form
for appropriate a, b ∈ R and linear functions f
for every x i in the projection of P in (the space corresponding to the first i coordinates)
(b) A polyhedron is repetitive it can be represented as in (3), where some of the constrains , and is not an inherent property. For example, a rectangle with edges parallel to the coordinate axis is repetitive according to our definition, but after a rotation it become non-repetitive. Also, the property depends on the order in which the coordinates are taken. For example, the triangle defined by the system
is repetitive if we start with the variable y, but not if we start with x. Theorem 2.1 Any polyhedron P is effectively decomposable into a union of finitely many repetitive polyhedra, the intersection of any two of which is contained in a (d − 1)-dimensional polytope.
Remark 2.2 As will be apparent from the proof, the number of polyhedra in the decomposition is in general of the order of magnitude of (m Remark 3.1 infra.) As elaborated in [3] , each method works well for certain types of polyhedra and worse for others. Our method is clearly much superior to methods based on decomposition to simplices for, say, axis-parallel boxes or, more generally, repetitive polyhedra. It is much worse, however, for simplices.
The decomposition shows immediately whether or not P is a polytope.
If it is one, we can find its volume Vol(P ) by summing the volumes of the repetitive polytopes appearing in the decomposition of P . The volume of a repetitive polytope as in (3) is calculated in a straightforward manner:
... . That is, the probability of (X 1 , X 2 , ..., X d ) to assume a value in some (measurable) set A ⊆ P is Vol(A)/Vol(P ). Consider a 1-dimensional random variable of the form
To find the value of the distribution function F T (t) at any point t, we need to find the ratio
The calculation of this expression for any specific value of t presents no difficulty. However, we would like to obtain an explicit formula for it as a function of t.
x, y, z ≥ 0, x + y + z ≤ 1} and T = X + 2Y + 3Z. We would like to express F T (t) as a function of t.
To this end, it is natural to look for a way of writing the polyhedron
appearing in the numerator of (4), as a union of repetitive polyhedra in a uniform way as t varies. In general, given a polyhedron
Example 2.2 Let P and T be as in Example 2.1 Thus, putting L(x, y, z) =
x + 2y + 3z, we want to express P L (t) as a function of t. Let:
One can verify that:
We want to develop an algorithm for obtaining representations of P L (t) of the form (5). More precisely, we start with Definition 2.2 Let {P t : t ∈ I} be a family of polyhedra, where I is some interval (finite or infinite). The family is uniformly repetitive if there exist linear functions f
(where some of the functions f 
Example 2. 
Now we shall see how a formula such as (8) Assume the theorem holds for (d − 1)-dimensional polyhedra, and let P be an n-dimensional polyhedron given, say, by (2) . Without loss of generality, any two of the f i 's (not including free terms) are linearly independent.
Reordering the f i 's, we may assume that, for some 0
and in f l+1 , f l+2 , ..., f m − zero. The first k inequalities provide a "ceiling"
, the maximal value of x d (if there exists any) for which (x 1 , x 2 , ..., x d ) belongs to P is one of the values g
We want to split P into subsets, according to which of the g + i 's is the actual ceiling:
Similarly, we may split P according to the prevalent floor:
Finally, put:
P ij , and the intersection of any two of the P ij 's is contained in some hyperplane in
unbounded from above or below, the splitting of P is only according to the prevalent floor or ceiling, respectively. If l = k = 0, then we do not split P at all. In the following we shall disregard these simpler cases.)
determined by the (m − 1) inequalities:
(Recall that the f s 's do not depend on the d-th coordinate, so the inequalities involving them make sense in R d−1
.) According to the induction hypothesis, each π(P ij ) may be expressed as a finite union of repetitive polyhedra. For typical i, j, write π(P ij ) = ∪ h∈H ij Q ijh , where H ij is a finite index set, the Q ijh 's are repetitive and intersect each other at sets of dimension (d − 2) (or smaller). The set P ij ∩ π −1 (Q ijh ) is also repetitive, as it is determined by the same inequalities defining Q ijh and the additional inequality g
(Q ijh )) provides a decomposition of P as required. 
Set a i = min 
Then P = P Proof of Theorem 2.2: Let P be given by (2) and
Write the system of inequalities defining P L (t) in the form:
The system (9), with t varying rather than fixed, defines a (d+1) -dimensional polyhedron. Denote this polyhedron by P . By Theorem 2.1 we can write P = ∪ r i =1 P i , where the polyhedra P i intersect in lower dimensional sets and are repetitive: That is, for 1 ≤ j ≤ k, let
be the polyhedra P i lying over I j .
For 1 ≤ j ≤ k, 1 ≤ i ≤ l j and any t ∈ I j , denote: The distribution function of T is given by
The denominator is constant and we want to find the numerator. According to Theorem 2.2 we define a decomposition of the t-interval (−∞, ∞)
into a union of finitely many (finite and infinite) intervals I j , and uniformly repetitive families P j,i,t such as (7) . By representation (12) of P j,i,t we can write Vol(P L (t)) = V j (t) =
...
(Note that the functions f 
