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Abstract
Matrix completion is a popular paradigm in machine learning and data science, but
little is known about the geometric properties of non-random observation patterns.
In this paper we study a fundamental geometric analogue of the seminal work of
Candès and Recht (2009) and Candès and Tao (2010), which asks for what kind
of observation patterns of size equal to the dimension of the variety of realm× n
rank-r matrices there are finitely many rank-r completions. Our main device is to
formulate matrix completion as a hyperplane sections problem on the Grassman-
nian Gr(r,m) viewed as a projective variety in Plücker coordinates.
1 Introduction
Matrix completion problems are concerned with filling-in the missing entries of a partially observed
matrix so that the completed matrix lies in a certain class M of interest. Common choices for
M are positive semi-definite matrices, Euclidean distance matrices and matrices of bounded rank
(Laurent, 2009). It is in this latter class of m × n real matrices of rank at most r, denoted by
M(r,m× n), that we are interested in this paper. When r is small relative tomin{m,n} obtaining
a completion inM(r,m × n) is known as low-rank matrix completion. This is probably the most
popular type of matrix completion in machine learning and data science owing to the combination
of several factors. First, it is by now well-known that low rank matrices are simple and effective
representations for a wide variety of high-dimensional data, a consequence of the latter exhibiting
low intrinsic dimensionality. Moreover, such high dimensional data occur in applications more
often than not in incomplete form, since usually not all features of all samples are observed. Second,
when the relative rank r/min{m,n} is small, the otherwise NP-hard matrix completion problem
has been proved to be solvable under some conditions via convex optimization in polynomial time
(Candès and Recht, 2009). This has opened the way to scalable implementations (Keshavan et al.,
2010; Yu et al., 2012; Jain et al., 2013) which in turn have boosted the significance of low rank
matrix completion in applications. Its popularity has also led it serving as a fertile paradigm for
investigations in machine learning theory, e.g., in the study of data-induced benign structures in non-
convex optimization (Vandereycken, 2013; Ge et al., 2016; Balcan et al., 2019) or more recently
towards understanding the behavior of gradient descent in the training of deep neural networks
(Arora et al., 2019).
In their seminal paper Candès and Recht (2009) proved that an incoherent low rank matrix X can
be correctly completed with high probability via convex optimization as long as the observed entries
Ω ⊆ {1, . . . ,m}×{1, . . . , n} =: [m]× [n] are sampled uniformly at randomwith cardinality#Ω ∼
O(rmax{m,n}6/5 logmax{m,n}). Ignoring logarithms this sampling rate is almost optimal since
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M(r,m× n) is an affine algebraic variety of dimension r(m+ n− r) (Harris, 2013). Reaching an
optimal sampling rate by removing the 6/5 exponent was achieved shortly after in another famous
paper by Candès and Tao (2010), which involved long and complicated combinatorial arguments.
Then Recht (2011) simplified the proof by using results of Gross in quantum information theory,
who in turn generalized the theorem for arbitrary linear measurements ofX (Gross, 2011).
Given the magnitude of the attention that low rank matrix completion has been attracting for over
more than a decade, it is rather surprising that much less is known about the geometric analogue of
the stochastic problem studied by Candès, Recht, Tao and Gross. This can be posed as follows:
Question 1. For what kind of observation patternsΩ of size#Ω = dimM(r,m×n) = r(m+n−r)
there are finitely many completions inM(r,m×n) for any matrixX observed atΩ, withX ranging
in a dense set ofM(r,m × n)? Informally, for what Ω with size dimM(r,m × n) does a generic
rank-r matrix admit finitely many rank-r completions?
Example 1. Let r = 2, m = 6, n = 5 and consider the following Ω ⊂ [6]× [5] with #Ω = 18 =
2(6 + 5− 2) = dimM(2, 6× 5) represented by its indicator matrix:
Ω =


1 0 0 1 1
1 0 1 1 0
1 0 0 0 1
1 1 1 1 0
1 1 0 1 1
0 1 0 1 0


Suppose we observe a generic X ∈ M(2, 6 × 5) at the locations of 1’s in Ω. Question 1 asks
whether there are only finitely many otherX ′ ∈M(2, 6× 5) that agree with X at Ω.
In analogy to the fact that the completion theory of Candès et al. holds for incoherent matrices
and that a random matrix is incoherent with high probability, Question 1 does not ask for the finite
recovery of anyX ∈ M(r,m×n), rather of anyX in a dense set ofM(r,m×n), i.e. for a generic
X . On the other hand, for dimM(r,m × n) observed entries of X unique recovery of X is not
expected for the same reason that intersecting a higher degree curve in R2 with a line passing from
a point ξ on the curve is in general expected to give multiple points on the curve. One would need to
further intersect with another line passing from ξ, so that the number of lines now is more than the
dimension of the curve, to begin to hope that ξ is the unique point of intersection on the curve. The
analogy here is that each observed entry ofX corresponds to a hyperplane section ofM(r,m× n).
Nevertheless, in the context of matrix recovery (Recht et al., 2010; Cai et al., 2015), a special case
of which is matrix completion, Rong et al. (2019) conjectured the existence of dimM(r,m × n)
linear measurements for which unique recovery ofX is possible on a dense set.
Question 1 is fundamental in matrix completion theory. Its significance lies in that most observa-
tion patterns Ω that arise in applications are not uniformly distributed, as assumed in the majority
of the existing theory, see Shapiro et al. (2018); Liu et al. (2019); Bernstein et al. (2020) for some
recent exceptions. Still, very little is known about Question 1. This is in part due to the fact that
in its essence this is a problem of algebraic geometry, a notoriously difficult subject to penetrate.
Early use in the machine learning community of algebraic geometric tools for understanding matrix
completion was by Király and Tomioka (2012) and Király et al. (2015) who gave a characterization
of the subset of the unobserved locations in the matrix that are uniquely completable on a dense
set. Ashraphijuo and Wang (2020) considered the analogue of Question 1 in tensor completion
and extensions but their analysis was based on the assumption that each algebraically independent
polynomial reduces the dimension of the set of solutions by one (proof of Lemma 31 there). This
assumption is not true in general as shown in Example 2. Instead, for homogeneous polynomials
the right notion is that of a regular sequence2. Pimentel-Alarcón et al. (2016a) considered a special
instance of Question 1 and suggested for n ≥ r(m − r) an intriguing answer, however, their proof
strategy was based on the assumption that for a generic choice of coefficients a family of polynomi-
als is algebraically independent if and only if it forms a regular sequence. This assumption is also
not true in general and heavily depends on the supports of the polynomials of interest, see Example
2. Thus a sufficient justification for their statement, which has been used extensively in important
follow-up work such as Pimentel-Alarcon and Nowak (2016), has been elusive3.
2See Appendix D in Tsakiris et al. (2020) for a self-contained definition of regular sequence.
3This was not addressed in Pimentel-Alarcón et al. (2016b).
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Example 2. The polynomials c1x
2, c2xy
2 ∈ R[x, y] are algebraically independent for almost all
values of c1, c2, but their common root locus in R
2 is the y axis and thus has dimension 1. Moreover,
there are no values of c1, c2 for which they form a regular sequence.
Question 1 is also important in the pure mathematics community. Indeed, it is equivalent to asking
for a characterization of the algebraic matroid or else called independence complex associated to
the determinantal varietyM(r,m × n), see Rosen et al. (2020) for a beautiful exposition. Indeed,
the Ω’s of Question 1 are the bases sets of the algebraic matroid. For rank-1 matrices (r = 1) these
are the Ω’s whose corresponding bipartite graph is a tree (Singer and Cucuringu (2010)). For rank-2
matrices (r = 2) these are the bipartite graphs for which an acyclic orientation with no alternating
closed trails exists (Bernstein (2017)). For higher ranks a characterization remains elusive.
In this paper we describe a family of Ω’s that satisfy the conditions of Question 1, which we also
conjecture that they completely characterize the algebraic matroid of M(r,m × n). Our main
device is a novel point of view of matrix completion via the lens of Plücker coordinates as a hy-
perplane sections problem on the Grassmannian Gr(r,m). A basic ingredient is the interpretation
of certain local coordinates on Gr(r,m) described by Sturmfels and Zelevinsky (1993). Positive
consequences are establishing the correctness of the claim of Pimentel-Alarcón et al. (2016a) used
in Pimentel-Alarcon and Nowak (2016) as well as answering in the affirmative the aforementioned
conjecture of Rong et al. (2019) by exhibiting Ω’s with #Ω = dimM(r,m× n) for which unique
completion holds in a dense set. For the complete proof of our main Theorem 1 we refer the reader
to Tsakiris (2020). Here we give an intuitive exposition to the algebraic geometric landscape sur-
rounding our analysis, which we believe to be of general relevance to subspace and matrix recovery
problems.
2 Formulation of matrix completion via Plücker coordinates
2.1 Coordinate projections ofM(r,m× n) and their fibers
We begin by setting some notations. M(r,m× n) ⊂ Rm×n is the set of allm× n real matrices of
rank at most r for some given r. We write X ∈ M(r,m × n) in column form as X = [x1 · · ·xn]
and denote its column space by C(X). We denote by xij the i-th entry of xj ∈ Rm. We consider
an observation pattern Ω ⊆ [m]× [n], where [m] = {1, . . . ,m} and [n] = {1, . . . , n}. We identify
R#Ω with the set of m × n matrices which have zeros in the complement of Ω. With that, we let
πΩ :M(r,m×n)→ R
#Ω be the coordinate projection that preserves the entries ofX indexed byΩ
and sets the rest to zero. The set of matricesX ′ ∈M(r,m×n) for which πΩ(X ′) = πΩ(X) is called
the fiber of πΩ over πΩ(X) and denoted by π
−1
Ω
(
πΩ(X)
)
. Finding an at most rank-r completion of
πΩ(X) is the same as finding an element X
′ ∈ π−1Ω
(
πΩ(X)
)
. Asking that there are finitely many
at most rank-r completions is the same as asking the fiber π−1Ω
(
πΩ(X)
)
to be a finite set. Unique
completion is the same as π−1Ω
(
πΩ(X)
)
= {X}. For a subset ω of [m] we let πω : Rm → R#ω be
the coordinate projection that takes a vector v = (vi)i∈[m] to the vector πω(v) = (vi)i∈ω . It will be
also convenient to express the observation pattern as Ω = ∪j∈[n]ωj × {j} for ωj’s subsets of [m].
2.2 The determinantal varietyM(r,m× n)
A matrixX ∈ Rm×n lies inM(r,m× n) if and only if all (r+1)× (r+1) determinants (minors)
of X are zero. These are polynomials of degree r + 1 in the entries of X . HenceM(r,m × n) is
the root locus of these polynomials and as such it is an affine4 algebraic variety of Rm×n. Since the
defining polynomials of M(r,m × n) are determinants of a matrix of variables, M(r,m × n) is
called a determinantal variety. It is irreducible5 of dimension6 dimM(r,m× n) = r(m+ n− r).
The set of matrices U (r,m × n) ⊂ M(r,m × n) that have rank r is further defined by the non-
vanishing of polynomials: X has rank r if and only if at least one r × r minor ofX is non-zero. As
4Here affine indicates that the variety lives in Rm×n which is called affine space in algebraic geometry.
5A variety is irreducible if it can not be written as the union of finitely many other proper subvarieties.
6For a concise introduction to the notion of dimension in algebraic geometry the reader is referred to appen-
dices A and B in Tsakiris et al. (2020).
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such U (r,m × n) is an open7 set of M(r,m × n) and since it is non-empty it has the important
property of being dense. This is due to a topological fact according to which non-empty open sets of
irreducible varieties are dense. In the language of probability, being dense implies that a randomly
drawnX from a continuous distribution onM(r,m×n)will lie with probability 1 in U (r,m×n).
There is another finer open set ofM(r,m× n) that we need, one that is contained in U (r,m× n),
defined as follows. For a fixed j ∈ [n] and fixed ψ ⊆ ωj with#ψ = r, the set ofX ∈ M(r,m×n)
for which dimπψ
(
C(X)
)
= r is an open set because this condition is equivalent to the existence of
some non-zero r × r minor of X with row indices ψ. Since the intersection of finitely many open
sets is open we define our open set UΩ(r,m×n) to be the set ofX’s for which dim πψ
(
C(X)
)
= r
for every ψ ⊆ ωj for every j ∈ [n]. Note here the subtle fact that UΩ(r,m × n) may be empty if
#ωj < r for some j, we will address this shortly.
2.3 The Grassmannian varietyGr(r,m) and its Plücker coordinates
The Grassmannian Gr(r,m) is the set of all r-dimensional linear subspaces of Rm. Let V ∈
Gr(r,m) and let B ∈ Rm×r contain a basis for V in its columns. Then V is certainly defined
by B as the column space C(B), but the entries of the matrix B do not serve as coordinates for
V , i.e. they are not discriminative features of V , since any matrix BS for invertible S ∈ Rr×r
also satisfies V = C(BS). Suppose for a moment that V is 1-dimensional. Then B = b ∈ Rm
and a non-zero vector b′ ∈ Rm also defines V if and only if b and b′ are equal up to scale. That
is V is identified with a unique point of the projective space8 Pm−1 and that point serves as a set
of (projective) coordinates for V . The Plücker embedding Gr(r,m) → PN is a construction that
generalizes this representation of V for any r ≥ 1 by identifying V with a unique point of a higher
dimensional projective space PN with N =
(
m
r
)
− 1. The coordinates of that point, called the
Plücker coordinates of V , are the ordered r × r minors of B. Indeed, these are invariant up to scale
with respect to the basis of V used to compute them, since the r× r minors of BS are exactly those
ofB multiplied by det(S). Since specifying an r× r minor ofB is the same as specifying r rows of
B indexed by some ψ = {i1 < · · · < ir} ⊂ [m], the Plücker coordinates of V are denoted by [ψ]V
where ψ ranges among all
(
m
r
)
subsets of [m] of cardinality r. The points of PN that are images
of r-dimensional subspaces under the Plücker embedding are the roots of certain quadratic homoge-
neous9 polynomials called the Plücker relations. This identification of Gr(r,m) with points of PN
satisfying homogeneous polynomial equations makes Gr(r,m) an irreducible projective variety of
dimension r(m− r).
Example 3. Gr(1, 3) is identified via the Plücker embedding with P2, since there are no (Plücker)
relations between the 1× 1 minors of a 3× 1 matrix B. Indeed, by definition the points of P2 are in
1-1 correspondence with the lines through the origin in R3. We have dimGr(1, 3) = 2 = 1 · (3− 1).
Example 4. B ∈ R4×2 and the Plücker coordinates of the 2-dimensional V of R4 defined by B.
B =


1 0
0 1
0 2
3 4

 ,
[
[12]V : [13]V : [14]V : [23]V : [24]V : [34]V
]
=
[
1 : 2 : 4 : 0 : −3 : −6
]
∈ P5
The points α = [α12 : α13 : α14 : α23 : α24 : α34] ∈ P5 that correspond to 2-dimensional
subspaces ofR4 are those that satisfy the (unique for this case) Plücker relation α14α23+α12α34−
α13α24 = 0. E.g., for the V = C(B) above we have 4 · 0 + 1 · (−6) − 2 · (−3) = 0. Hence
Gr(2, 4) is a projective hypersurface of P5 of dimension 4 = 2 · (4− 2). To conveniently talk about
polynomial functions onGr(2, 4) we consider the polynomial ring R
[
[12], [13], [14], [23], [24], [34]
]
with coefficients in R and polynomial variables the [ij]’s with i < j ∈ {1, 2, 3, 4}. With that
conventionGr(2, 4) is the hypersurface of P5 defined by the polynomial [14][23]+[12][34]−[13][24].
Example 5. Gr(2, 6), the set of all 2-dimensional subspaces of R6, is identified via the Plücker
embedding as an 8-dimensional projective variety of P14 defined by 15 Plücker relations.
7In the Zariski topology, which is the topology used to analyze algebraic varieties, open sets are the comple-
ments of algebraic varieties, i.e. they are defined by the non-vanishing of polynomial equations.
8
P
m−1 is the set of all equivalence classes of non-zero points of Rm, where the two points of Rm are
equivalent if they are equal up to scale.
9A polynomial is called homogeneous if every monomial in it has the same degree.
4
As a first application of the Plücker coordinates, a simple inspection suffices to immediately deter-
mine the coordinate projections under which V preserves its dimension.
Lemma 1. Let V ∈ Gr(r,m) and ψ ⊆ [m], #ψ = r. Then dimπψ(V) = r if and only if [ψ]V 6= 0.
Proof. Let B = [b1 · · · br] ∈ Rm×r be a basis of V . Then πψ(V) is spanned by πψ(bj), j ∈ [r].
Also dim πψ(V) = r if and only if the πψ(bj)’s are linearly independent. This is equivalent to the
r× r row submatrix of B indexed by ψ being invertible, which in turn is by definition equivalent to
the Plücker coordinate [ψ]V of V corresponding to ψ being non-zero.
Example 6. Continuing with Example 4, all Plücker coordinates of V are non-zero except [23]V:
the projection of V onto coordinates {2, 3} has dimension 1 because b1 has all zeros in these coor-
dinates.
We will need the set UΩ(r,m) of V ∈ Gr(r,m) such that dimπωj (V) = r, ∀j ∈ [n]. We have:
Lemma 2. Suppose that#ωj ≥ r, ∀j ∈ [n]. Then UΩ(r,m) is an open dense set of Gr(r,m).
Proof. By Lemma 1 the set Uωj (r,m) of V’s such that dimπωj (V) = r is open as it is defined
by the non-vanishing [ψ] 6= 0 for some ψ ⊆ ωj with #ψ = r. Moreover it is non-empty because
for fixed such ψ we can easily exhibit a subspace that does not drop dimension under πψ . Now
UΩ(r,m) =
⋂
j∈[n] Uωj (r,m) and we use the fact that the intersection of finitely many non-empty
open sets of an irreducible variety is non-empty and open, thus dense.
The following is a direct consequence of the definitions.
Lemma 3. LetX ∈ UΩ(r,m× n). Then C(X) ∈ UΩ(r,m).
We close this section by noting that on the open set where the first Plücker coordinate does not
vanish, that is [{1, . . . , r}] 6= 0, Gr(r,m) becomes the same as R(m−r)×r. This is because on that
open set the top r × r submatrix of B is invertible so that it can be transformed by elementary
column operations to the identity matrix Ir. Then the remaining (m − r) × r bottom block of the
transformed B serves as local coordinates for Gr(r,m). The matrix B in Example 4 is already in
that form.
2.4 Matrix completion via hyperplane sections on the Grassmannian
Fix X = [x1 · · ·xn] ∈ M(r,m × n) a ground truth complete matrix and B = [b1 · · · br] ∈ Rm×r
a basis for its column space C(X). For every j ∈ [n] we have that πωj (xj) ∈ πωj (C(X)) and
the columns of πωj (B) := [πωj (b1) · · ·πωj (br)] ∈ R
#ωj×r span πωj (C(X)). Note that if X ∈
UΩ(r,m × n) then for any ψ ⊆ ω with #ψ = r every πψ(B) := [πψ(b1) · · ·πψ(br)] is invertible
and thus a basis for πψ(C(X)). In view of Lemma 4 we will assume that#ωj ≥ r for every j ∈ [n].
Lemma 4. Suppose rank(X) = r. If#ωj < r for some j ∈ [n], then π
−1
Ω
(
πΩ(X)
)
is infinite.
Proof. πωj (B) has more columns than rows so infinitely many c ∈ R
r give πωj (xj) = πωj (B)c.
Since rank(B) = r, there are infinitely many v = Bc ∈ C(X) with πωj (v) = πωj (xj).
The next lemma shows that ifX is generic, in the senseX ∈ UΩ(r,m×n), then completing πΩ(X)
is equivalent to learning V = C(X) from n coordinate projections πωj (xj) of points xj ∈ V .
Lemma 5. AnyX ∈ UΩ(r,m× n) can be uniquely completed from πΩ(X) and C(X).
Proof. Since X ∈ UΩ(r,m × n) for any j ∈ [n] there is ψj ⊆ ωj with #ψj = r and
dimπψj (C(X)) = r. Then πψj (B) is a basis for πψj (C(X)). Since πψj (xj) ∈ πψj (C(X)), there is
unique cj ∈ Rr with πψj (xj) = πψj (B)cj . Let c
′
j ∈ R
r with xj = Bc
′
j . Then πψj (B)(cj−c
′
j) = 0
and the invertibility of πψj (B) gives cj = c
′
j . Hence xj = B
(
πψj (B)
)−1
πψj (xj).
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Lemma 5 suggests a tight relationship between completions of πΩ(X) and subspaces V that agree
with the incomplete columns of πΩ(X) in the sense that πωj (xj) ∈ πωj (V). The following lemma
can be read as: if X is generic and there are finitely many generic subspaces V that agree with
πΩ(X) then there are finitely many generic completions of πΩ(X)
10.
Proposition 1. SupposeX ∈ UΩ(r,m × n). Then π
−1
Ω
(
πΩ(X)
)
∩UΩ(r,m × n) is finite if there
are finitely many subspaces V ∈ UΩ(r,m) with πωj (xj) ∈ πωj (V).
Proof. Set UΩ,X(r,m) = {V ∈ UΩ(r,m) : πωj (xj) ∈ πωj (V)}. As in the proof of Lemma
5 any V ′ ∈ UΩ,X(r,m) gives a unique completion X ′ ∈ π
−1
Ω
(
πΩ(X)
)
∩ UΩ(r,m × n). So by
Lemma 3 two distinct X ′, X ′′ ∈ π−1Ω
(
πΩ(X)
)
∩UΩ(r,m × n) give two distinct C(X ′), C(X ′′) ∈
UΩ,X(r,m).
We pause for a moment to make sure the reader appreciates the difficulty of answering Question
1. Directly inquiring the finiteness of the set π−1Ω
(
πΩ(X)
)
would involve the following process.
Let T = R
[
zij : i ∈ [m], j ∈ [n]
]
be a polynomial ring with real coefficients and polynomial
variables the zij’s. Denote by Z the m × n matrix of variables whose (i, j)-th entry is zij . For
every (i, j) ∈ Ω substitute zij with xij both in Z and the polynomial ring and call the new ring
T¯ and the new matrix Z¯. For any ϕ ⊂ [m] and χ ⊂ [n] with #ϕ = #χ = r + 1 let pϕ,χ be
the polynomial of T¯ obtained by taking the (r + 1) × (r + 1) minor of Z¯ . For all such ϕ and χ
consider the polynomial system of equations pϕ,χ = 0. Then π
−1
Ω
(
πΩ(X)
)
is finite if and only if
the aforementioned polynomial system of equations has finitely many roots in R. However, due to
the complexity of these polynomial equations, it appears to be intractable to directly reason about
the finiteness of their common roots. For example, a standard technique towards that end would
be to compute the initial ideal (Cox et al., 2013) of the polynomial system as a function of Ω. The
initial ideal is a combinatorial object that we could use to monitor the Ω’s for which the polynomial
system defines a variety of dimension 0, that is a finite set of points. But computing the initial ideal
in our case appears to be very complicated.
The insight of Proposition 1, elementary as it may be, offers a potential avenue via the Grassmannian
towards avoiding working with the determinantal equationsmentioned above. This insight was at the
basis of the approach of Pimentel-Alarcón et al. (2016a) who used the standard local coordinates on
Gr(r,m) mentioned in §2.3 to define a family of polynomials directly extracted from the relations
πωj (xj) ∈ πωj (V). But the polynomials obtained in this way are still too complicated due to the
fact that the standard local coordinates onGr(r,m) are not a natural choice for the problem at hand.
An important part of our contribution here is the realization that there is a rich family of other types
of local coordinates on Gr(r,m), which can be exploited depending on what Ω is, and lead to finite
fibers. To benefit from these coordinates we formulate matrix completion as a subspace learning
problem directly on Gr(r,m) as a projective variety, i.e. without a-priori committing to a local
parametrization, and let the different sets of local coordinates induced by Ω do their work at the
same time in different local patches of Gr(r,m). This greatly facilitates the analysis. The first step
is to express the relation πϕ(x) ∈ πϕ(V) for#ϕ = r + 1 in terms of Plücker coordinates.
Lemma 6. Let ϕ = {i1 < · · · < ir+1} be a subset of [m], and let x ∈ Rm and V ∈ Gr(r,m) with
dimπϕ(V) = r . Then πϕ(x) ∈ πϕ(V) if and only if
∑
k∈[r+1] (−1)
k−1 xik [ϕ \ {ik}]V = 0.
Proof. Let B ∈ Rm×r be a basis for V . Identifying [ϕ \ {ik}] with det
(
πϕ\{ik}(B)
)
for every
k ∈ [r + 1] and applying Laplace expansion on the first column of the matrix [πϕ(x) πϕ(B)] ∈
R(r+1)×(r+1) shows that det
(
[πϕ(x) πϕ(B)]
)
= 0 is equivalent to the formula in the statement.
Since πϕ(B) has rank r, det
(
[πϕ(x) πϕ(B)]
)
= 0 is equivalent to πϕ(x) ∈ πϕ(V).
Example 7. Consider the Ω of Example 1 and note that ω2 = {4, 5, 6}. Then forX ∈M(2, 6× 5)
and V ∈ Gr(2, 6) with dimπ{4,5,6}
(
V
)
= 2 we have π{4,5,6}(x2) ∈ π{4,5,6}(V) if and and only if
x42 [56]V − x52 [46]V + x62 [45]V = 0
10A statement for the reverse direction is possible but requires getting more technical.
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The relation
∑
k∈[r+1] (−1)
k−1 xik [ϕ \ {ik}]V = 0 in Lemma 6 is a linear equation in Plücker co-
ordinates and thus defines a hyperplane in Gr(r,m). As a consequence, the constraints in Gr(r,m)
induced by the incomplete matrix πΩ(X) for the purpose of computing C(X) are encoded in the
columns corresponding to #ωj ≥ r + 1 and have the form of hyperplane sections. That is each ωj
gives as many hyperplanes as distinct subsets ϕ ⊆ ωj of cardinality r + 1 that it contains, with the
normal vectors to the hyperplanes parametrized by the πϕ(xj)’s. These hyperplanes cutGr(r,m) in
the sense that every V that agrees with the incomplete matrix must lie in their intersection. Notice
what we have achieved: we went from the complicated determinantal equations to the simplest type
of equations one can hope for, i.e. linear equations. The catch is that the variables of these equations
are not independent as in linear algebra, rather they satisfy the Plücker relations. It is very well
known that if one cuts a projective variety X with dimX many generic hyperplanes one gets a
finite set of points (Harris, 2013) and any fewer hyperplanes cut the variety at an infinity of points.
In particular, r(m − r) generic hyperplanes cut Gr(r,m) into a finite number of subspaces. On the
other hand, the hyperplanes of Lemma 6 are very non-generic: their coefficients are sampled from a
subspace while their support is sparse since only r + 1 Plücker coordinates appear in each equation.
But genericity is a notion attached to a specific property and our contribution is to show that these
sections are still generic with respect to cutting (a dense set of) Gr(r,m) into a finite number of
subspaces (§3.3).
3 Finiteness of the fibers via Plücker coordinates
3.1 Standard dual local coordinates on Gr(r,m)
For the sake of illustration we consider Gr(2, 6). The standard local coordinates on Gr(2, 6) (see
§2.3) apply to a 2-dimensional subspace V of R6 as long as its projection onto the first two coordi-
nates does not drop dimension, that is [12]V 6= 0 (see Lemma 1). In that case there exists a basis
BV ∈ R6×2 whose top 2 × 2 block is the identity while its bottom 4 × 2 block plays the role of the
local coordinates:
BV =


1 0
0 1
∗ ∗
∗ ∗
∗ ∗
∗ ∗


The issue with this representation is that the relationship between sparsity and rank is in the opposite
direction than the one governing the matrix completion problem. In particular, the lower the rank
the more dense the representation of V is as the number of zeros per column in BV is equal to
r − 1. On the other hand, dimM(r,m × n) is an increasing function of r so that for lower ranks
we observe fewer entries per column. Thus using the representation above makes it highly unlikely
that Ω contains an ωj that supports a column of BV , a property that is important in our development.
Instead, the representation of V via a basis for its orthogonal complement V⊥ is:
BV⊥ =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗


Notice that now the sparsity level per column has become r + 1 which is exactly the minimum
required, as per the discussion surrounding Lemma 6, for the j-th column of πΩ(X) to contribute a
hyperplane section ofGr(r,m). As far as the nature of the ∗ entries is concerned, this is expressible
by direct determinant computations in terms of the Plücker coordinates of V⊥, i.e.
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BV⊥ ∼


[1234]V⊥ 0 0 0
0 [1234]V⊥ 0 0
0 0 [1234]V⊥ 0
0 0 0 [1234]V⊥
−[2345]V⊥ [1345]V⊥ −[1245]V⊥ [1235]V⊥
−[2346]V⊥ [1346]V⊥ −[1246]V⊥ [1236]V⊥


where ∼ denotes equality up to scale. Finally, there is a 1-1 correspondence between the Plücker
coordinates of V⊥ and those of V , which when applied gives
BV⊥ ∼


[56]V 0 0 0
0 [56]V 0 0
0 0 [56]V 0
0 0 0 [56]V
−[16]V −[26]V −[36]V −[46]V
[15]V [25]V [35]V [45]V


(1)
Notice what we have achieved: for any V in the open set [56] 6= 0 of Gr(r,m) the matrix in (1)
gives a basis of V⊥ in terms of a subset of the Plücker coordinates of V .
Remark 1. Let φj = {j, 5, 6} for j ∈ {1, 2, 3, 4}. Suppose there is an x ∈ R
6 such that πφj (x) ∈
πφj (V) for all j for some V with [56]V 6= 0. By Lemma 6 this is equivalent to x being orthogonal to
the columns of the matrix in (1) which is equivalent to x ∈ V .
3.2 Dual local coordinates on Gr(r,m) induced by linkage matching fields
Example 8. Suppose in Example 1 we know the ground truth matrix X ∈ UΩ(2, 6 × 5) to be
of the form X = [x1 · · ·x5] = [ξ1 ξ1 ξ2 ξ2 ξ2] for some ξ1, ξ2 ∈ R6. Can we use the relations
πωj (xj) ∈ πωj (V) for V ∈ UΩ(2, 6) to conclude ξ1, ξ2 ∈ V? If yes, then π
−1
Ω
(
πΩ(X)
)
= {X}
since V = Span(ξ1, ξ2). But the problem is that the argument in Remark 1 does not apply here
because the sparsity pattern of Ω is not compatible with the sparsity pattern of BV⊥ in (1).
To address the challenge raised in Example 8 we call upon a theorem of Sturmfels and Zelevinsky
(1993) developed tangentially in an effort to prove the by now well-known, but seemingly irrelevant
to matrix completion, universal Gröbner basis property of maximal minors, e.g., see Conca et al.
(2015). This theorem seems to be little known in the algebraic geometry community, but it does
exactly what we want. Interpreted in our context, it describes a rich family of local sparse basis
matrices for V⊥, generalizing the construction in (1). Specifically, for Φ =
⋃
j∈[m−r] ϕj × {j} ⊂
[m]× [m− r]with the ϕj’s subsets of [m] of cardinality r+1 and ϕij the i-th element of ϕj , define
anm× (m− r) matrix BΦ = (bij) over Plücker coordinates as
bϕijj = (−1)
i−1
[
ϕj \ {ϕij}
]
for i = 1, . . . , r + 1 and bkj = 0 for k 6∈ ϕj (2)
With BΦ|V the evaluation of BΦ at V , the following proposition reformulates11 part of §4 in
Sturmfels and Zelevinsky (1993):
Proposition 2 (Sturmfels and Zelevinsky (1993)). If Φ satisfies (3), then there is an open dense set
UΦ(r,m) of Gr(r,m) such that BΦ|V defined in (2) is a basis for V
⊥ for any V ∈ UΦ(r,m).
#
⋃
j∈T
ϕj ≥ #T + r, T ⊆ {1, . . . ,m− r} (3)
For reasons that we will not elaborate, any Φ satisfying (3) is referred to as support of a linkage
matching field (or SLMF for short) of size (m,m− r). A pleasant consequence of Proposition 2 is:
Lemma 7. If V ∈ UΦ(r,m) then dimπϕj (V) = r for every j ∈ [m− r].
11The reformulation refers to working with the dual Plücker coordinates as compared to
Sturmfels and Zelevinsky (1993) and also it is over R instead of over C in Sturmfels and Zelevinsky
(1993).
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Proof. By Proposition 2 BΦ|V has full rank, while dimπϕj (V) < r if and only if all Plücker
coordinates of V supported onϕj are zero, in which case the j-th column ofBΦ|V becomes zero.
The crucial consequence of Proposition 2 is:
Lemma 8. Let Φ be the support of a linkage matching field of size (m,m − r). Let x ∈ Rm,
V ∈ UΦ(r,m) and suppose that πϕj (x) ∈ πϕj (V) for every j ∈ [m− r]. Then x ∈ V .
Proof. This follows from Lemmas 6 and 7 and the fact that BΦ|V is a basis for V
⊥.
Example 9. The Φ associated with (1) satisfies (3). It is an SLMF of special type, called "pointed".
Example 10. The following Φ1,Φ2 satisfy (3) and thus are SLMF’s of size (6, 4).
Φ1 =


1 1 1 0
1 1 1 0
1 0 0 0
0 1 0 1
0 0 1 1
0 0 0 1


, Φ2 =


0 1 1 1
1 1 1 0
0 0 0 1
1 1 0 0
0 0 1 1
1 0 0 0


They induce the bases BΦ1 |V and BΦ2 |V for V
⊥, valid on UΦ1 (2, 6) and UΦ2 (2, 6) respectively:
BΦ1 |V =


[23]V [24]V [25]V 0
−[13]V −[14]V −[15]V 0
[12]V 0 0 0
0 [12]V 0 [56]V
0 0 [12]V −[46]V
0 0 0 [45]V


, BΦ2 |V =


0 [24]V [25]V [35]V
[46]V −[14]V −[15]V 0
0 0 0 −[15]V
−[26]V [12]V 0 0
0 0 [12]V [13]V
[24]V 0 0 0


Stated in a different language, Proposition 2 was suggested12 independently of
Sturmfels and Zelevinsky (1993) by Pimentel-Alarcón et al. (2015), where they proved the
following important fact:
Proposition 3 (Pimentel-Alarcón et al. (2015)). A randomly sampled Φ =
⋃
j∈[m−r] ϕj × {j} ⊂
[m]× [m− r] with #φj = r + 1, j ∈ [m] is an SLMF of size (m,m− r) with high probability.
3.3 Main result
For j ∈ [n] we let Ωj be the set of all subsets of ωj of cardinality r + 1. Our main contribution is:
Theorem 1. Suppose#ωj ≥ r, ∀j ∈ [n] and there is a partition [n] =
⋃
ℓ∈[r] Tℓ such that ∀ℓ ∈ [r]
there are ϕℓj ∈
⋃
j′∈Tℓ
Ωj′ , j ∈ [m − r] with Φℓ =
⋃
j∈[m−r] ϕ
ℓ
j × {j} SLMF of size (m,m − r).
Then there is a dense open set VΩ ⊆M(r,m× n) with π
−1
Ω
(
πΩ(X)
)
finite ∀X ∈ VΩ.
Using the same techniques that led to Proposition 3, it is possible to show that a random Ω ⊂
[m]× [n]with#Ω = dimM(r,m×n)will meet the hypothesis of Theorem 1 with high probability.
Example 11. The Ω of Example 1 satisfies the hypothesis of Theorem 1 since the partition [n] =
T1 ∪ T2 with T1 = {1, 2} and T2 = {3, 4, 5} supports the SLMF’s Φ1,Φ2 of Example 10. Indeed,
ϕ11, ϕ
1
2, ϕ
1
3 come from ω1 and ϕ
1
4 = ω2, while ϕ
2
1, ϕ
2
2 and ϕ
2
3 come from ω4 and ϕ
2
4 = ω5. Note that
ω3 does not contribute to the construction of the SLMF’s because it has only two 1’s.
3.4 Proof sketch
We illustrate the proof using our running example. It is enough to work over C. The set of X ∈
M(2, 6 × 5) such that C(X) ∈ UΦ1(2, 5) ∩ UΦ2 (2, 5) is dense open. Re-define UΩ(2, 6 × 5) to
12In Pimentel-Alarcón et al. (2015) their proof of Lemma 4 appears to be incomplete. Specifically, the fact
that the entries of β are non-zero is not enough to show that [1 · · · 1 0 · · · 0]β is non-zero because there might
be more than one 1’s. In general, to prove that a polynomial in the matrix A is non-zero requires understanding
the algebraic nature of the entries of A, i.e., the relations that these satisfy. As discussed in the present work,
the entries of A are Plücker coordinates and their relations are the Plücker relations mentioned in §2.3.
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be the intersection of UΩ(2, 6 × 5) with that set. Similarly re-define UΩ(2, 6) to be UΦ1(2, 6) ∩
UΦ2(2, 6) ∩UΩ(2, 6). Let π
′
Ω : UΩ(2, 6× 5)→ C
18 be the restriction of πΩ on UΩ(2, 6 × 5). By
the upper-semicontinuity of the fiber dimension (Harris, 2013) there is an open set UΩ(2, 6× 5)′ of
UΩ(2, 6× 5) for which the fiber is finite. We show that UΩ(2, 6× 5)′ 6= ∅. Pick any V ∈ UΩ(2, 6)
and let ξ1, ξ2 be a basis of V . Set X = [ξ1 ξ1 ξ2 ξ2 ξ2]. Let X ′ ∈ π
′−1
Ω
(
π′Ω(X)
)
. By construction
C(X ′) ∈ UΩ(2, 6). Then by Lemma 8 the relations πφ1
j
(ξ1) ∈ πφ1
j
(C(X ′)) for every j ∈ [4]
give ξ1 ∈ C(X ′). A similar argument with Φ2 gives ξ2 ∈ C(X ′) so that C(X ′) = C(X) = V .
Since dim πωj (V) = 2 there is a unique completion, i.e. π
′−1
Ω
(
π′Ω(X)
)
= {X}. Again by upper-
semincontinuity π′Ω is dominant, hence so is πΩ, which then guarantees the existence of the claimed
VΩ. The construction ofX answers in the affirmative the conjecture of Rong et al. (2019).
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