Generic initial ideals (gins in short) were systematically introduced by Galligo in 1974 under the name of Grauert invariants since they appeared apparently first in works of Grauert and Hironaka. Ever since they are of interest in commutative algebra and indirectly in algebraic geometry. Recently Mayes in a series of articles associated to gins geometric objects called limiting shapes. The construction resembles that of Okunkov bodies but there are some differences as well. This work is motivated by Mayes articles and explores the connections between gins, limiting shapes and some asymptotic invariants of homogeneous ideals, e.g. asymptotic regularity, Waldschmidt constant and some new invariants, which seem relevant from geometric point of view.
Introduction
In 1974 Galligo in his paper [Gal74] observed that given an ideal I ⊆ S(n) = K[x 0 , . . . , x n ], general linear change of coordinates g leads to a monomial ideal in(g(I)) with many interesting properties. More specifically, Galligo proved that in GL n+1 (K) there exists a Zariski open subset U , such that the initial ideal in(g(I)) is invariant for all g ∈ U . This ideal is thus well-defined, and is called the generic initial ideal of I, denoted in this paper by gin(I). The first name that Galligo was using for that kind of ideals was Grauert invariant, but since gin's of ideals are closed under the action of Borel group, a few years later the name of Borel-fixed ideals was in use. In characteristic zero the property of being Borel-fixed can be expressed as a nice divisibility property (see Lemma 1.1) which justifies using the name of strongly stable ideals. Fundamental properties of these ideals were established about 20 years ago in [Gre98] and [GrSt98] .
Mayes [May14] introduced geometric figures, limiting shapes ∆(I • ) associated to the family I • = (I (m) ) of symbolic powers of a fixed ideal I. Dumnicki, Szpond and Tutaj-Gasińska [DST15] for symbolic and ordinary powers of ideals introduced the notions of asymptotic Hilbert function and asymptotic Hilbert polynomial. Ordinary and symbolic powers of an ideal form a graded sequence of ideals. Thus it is natural to try to extend the ideas of limiting shapes and asymptotic Hilbert invariants to arbitrary graded sequences of ideals. Relevant constructions and their properties fill the core of the paper. We provide also some non-trivial applications in Section 4 and 6.
It was observed by Macaulay that the initial ideal in(I) of an ideal I encodes almost all information on I. The advantage of working with the generic initial ideal gin(I) is that, in contrary to in(I), it does not depend on the particular choose of coordinates. In the 90's first asymptotic ideas of ideals (regularity of ordinary and symbolic powers of an ideal) appear in works of Geramita, Gimigliano, Pitteloud [GGP95] and Chandler [Cha97] . Combining the asymptotic approach with gins and associated geometrical objects (limiting shapes) reveals Date: Wednesday 13 th November, 2019. arXiv:1911.04570v1 [math.AC] 11 Nov 2019 certain additional invariants. For example, it is known that for graded sequence of symbolic or ordinary powers of ideal I • the Waldschmidt constant α(I • ) is the minimal first coordinate of intersection points of the limiting shape and the first coordinate axis. The same happens for any graded sequence of ideals, namely there is α(I • ) = min α 0 : (α 0 , α 1 , . . . , α n ) ∈ ∆(I • , t) ∩ {x 1 = . . . = x n = 0} ⊆ R n+1 .
For the asymptotic regularity reg(I • ) the situation is more involved. We prove that reg(I • ) = sup{|x|, such that x = (x 0 , x 1 , . . . , x n ) is an extremal point in ∆(I • )} ∈ R ∪ {∞},
where |x| = |x 0 |+. . .+|x n |. In particular reg(I • ) may not be finite (see Example 3.3). We provide examples of graded sequences of ideals with irrational Waldschmidt constant and irrational asymptotic regularity, see Example 4.11. It remains an open problem if these invariants may be irrational for symbolic powers of an ideal.
The main result of this paper is the construction of limiting shapes with arbitrary high number of line segments which form its boundary. It is done for symbolic powers of ideals defined by carefully chosen 0-dimensional schemes in P 2 (see Corollary 6.7).
Theorem A. For any positive integer M > 0, there exists a set of points Z in P 2 such that the limiting shape of the symbolic powers of ideal I(Z) has at least M line segments.
We prove also the following related result (see Example 4.13)
Theorem B. For a positive integer M > 0, there exists a graded sequence of ideals I • (depending on M ) such that its limiting shape has at least M vertices and all coordinates of these vertices are irrational numbers.
It is not clear if the vertices of limiting shapes can be explained by geometry of the schemes defined by ideals in the sequence. In the specific Corollary 6.7 justifying Theorem A, we expect that the vertices are related to collinearity of points in Z but we were not able to make this relation precise. This paper is organized as follows. For a graded sequence of ideals we define asymptotic Hilbert function and asymptotic Hilbert polynomial in Section 2 using sets constructed in Section 1. Definitions of limiting shape and its complement are formulated in Section 4. This section ends with Example 4.13, which justifies Theorem B. In the next section we introduce the first difference asymptotic Hilbert function, which we use in the last Section 6, where we turn our attention to 0-dimensional schemes in P 2 and families of symbolic powers of their ideals. In this Section 6 we show the applications of developed theory, culminating in Theorem 6.6 and Theorem 6.8 from which Theorem A follows.
Various sets associated to homogeneous ideals
We begin by studying the action general linear group on the ring of polynomials S(n) = K[x 0 , . . . , x n ] over a field K of characteristic 0.
Consider the general linear group GL n (K) as the set of invertible matrices g = (c ij ) ∈ GL n (K). Then for a polynomial f ∈ S(n − 1) we have
In general, for an ideal I ⊂ S(n − 1), we define g(I) = {g(f ) : f ∈ I}. We say that an ideal I is fixed under a subgroup G ⊂ GL n (K) (or simply G-fixed ) if g(I) ⊂ I for all g ∈ G.
In GL n (K) we distinguish the subgroup of upper triangular matrices, denoted by B n (K), the so-called Borel group, for which we have the following nice property.
Lemma 1.1. For a monomial ideal I ⊂ S(n − 1) the following conditions are equivalent 1) I is B n -fixed; 2) If ω ∈ I is any monomial divisible by x j , then ω x i x j ∈ I for all i < j.
In this paper we consider a graded sequence of ideals, i.e. a family of ideals I • = {I m } m∈Z 0 such that for all p, q ∈ Z 0 we have I p · I q ⊆ I p+q . Easy examples of graded sequences of ideals are given by ordinary powers or symbolic powers of a fixed ideal.
Denote by in(f ) the initial term of f in fixed but arbitrary term order, and by in(I) the initial ideal of I. Let I • be a graded sequence of ideals. The ideal I in • := in(I k ) k 1 form also a graded sequence of ideals.
Using the identification in(f ) = x α → α = (α 0 , . . . , α n ) to every polynomial from f ∈ S(n) we can assign a point in R n+1 . For a real number s we consider sets
From now on m will always be a non-negative integer and t a real number. For a graded sequence of homogeneous ideals I • in S(n) we define sets
{β ∈ R n : β j α j for all j = 0, 1, . . . , n−1 and β 0 +. . .+β n−1 mt−α n } and
Note that the sets L m,t (I • ) fulfil the condition
where the sum on the left is the Minkowski sum of sets. Indeed, it follows from the fact that I • is a graded sequence of ideals. For the sets L m,t (I • ) we can prove even more. Lemma 1.2. For a graded sequence of homogeneous ideals I • the set U :=
Passing with i to the infinity we obtain γ ∈ U .
Theorem 1.3. For an arbitrary graded family of ideals I • and a fixed real number t the limit
Proof. The proof of this theorem is similar to proof of [DST15, Theorem 5], since it depends only on property (1).
Definition 1.4. Let t be a given real number and I • a graded sequence of homogeneous ideals.
For a set Ω ⊆ R n we denote by #Ω the number of points in Ω ∩ Z n .
Theorem 1.5. For a graded sequence of homogeneous ideals such that for each m in(I m ) is a Borel-fixed ideal, the following limits exist and are equal
Proof. Observe that the equality
m is a consequence of Definition 1.4. Define the sets
which in fact means that #Γ m,t = #A m + #B m . Observe that with a point a = (a 0 , . . . , a n−1 ) ∈ A m , the cube a + C [n] := [a 0 , a 0 + 1] × . . . × [a n−1 , a n−1 + 1]
Before we proceeding with the proof, it might be convenient to consider the following example and illustration of introduced sets. Let I = (xy 6 , x 3 y 5 z, x 2 yz 3 , x 4 z), then L 1,9 (I) is the shaded area indicated in the presented figure. Here the set T 2 9 is the triangle (0, 0), (0, 9) and (9, 0). Points in the sets A are denoted by filled circle, while points from the set B are denoted as crosses.
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We need to show that lim m→∞ vol(B m ) C m n = 0.
First we claim that for every point b = (b 0 , . . . , b n−1 ) from the set B m we have
In order to show it, take any γ = (γ 0 , . . . , γ n−1 ) ∈ Γ m,t (I • ) ∩ Z n . From definition of Γ m,t (I • ) and the fact that all γ i are non-negative integers, we have γ 0 + . . . + γ n−1 mt .
Assume that γ 0 +. . .+γ n−1 < mt −n. We will show that this implies γ ∈ A m . Take the point γ + 1 := (γ 0 + 1, . . . , γ n−1 + 1). Then γ + 1 ∈ T n mt since we have (γ 0 + 1) + . . . + (γ n−1 + 1) mt . Assume that γ + 1 ∈ L m,t (I • ), then we have two possibilities.
This shows the claim (*). Turning back to the main proof, we calculate the number of integral points b fulfilling the condition
These points lie in hyperplanes described by equations
The number of these points is not larger than the maximal possible number of non-negative integer points satisfying these equations, i.e.,
Thus we have
and then lim m→∞ vol((B m )) C m n = 0.
Functions associated to Borel-fixed monomial ideals
Now we extend classical Hilbert function for ideal I by setting
If we use the definition of Γ m,t (I • ) just for one ideal I, by putting m = 1, we get HF I (t) := #Γ t (I), for all t ∈ R.
Theorem 2.1. Assume that we have a) a graded sequence of homogeneous ideals, or b) a graded sequence of ideals with degree compatible term ordering, such that for each m the ideal in(I m ) is a Borel-fixed ideal. Then there exists the limit
for any real number t.
Proof. We begin with the proof that HF Im (mt) = HF in(Im) (mt) for t ∈ Z. By Macaulay's Basis Theorem ([Eis95, Theorem 15.3]) the set of all monomials not in in(I m ) forms a basis for S(n)/I m . We need to show that therefore the same holds in degree t.
Let I = (f 1 , . . . , f k ) and denote
We prove that B t is a basis for (S(n)/I m ) t . To show that B t forms a system of generators let f ∈ S(n) be such that deg(f ) = t. Here our proof splits in two different parts depending on what we assume: a) I m is a graded sequence of homogeneous ideals, then
where f (Im)t is the remainder of division by (I m ) t . b) I m is a graded sequence of ideals with the assumption that the term ordering is degree compatible. This assures that dividing f by (I m ) t gives us the reminder which does not belong
which finishes the proof.
To prove the linear independence, suppose that
But this means that s i=1 c i x a i ∈ (I m ) t and the only possibility is that
The number HF in(Im) (mt) is equal to the number of all monomials in S(n)/ in(I m ) mt . Therefore by definition of Γ m,t #Γ m,t = HF in(Im) (mt).
Applying Theorem 1.5 completes the proof.
Proved theorem allow us to extend the definition of the asymptotic Hilbert function, originally stated in [DST15, Definition 1], by the cases of homogeneous graded sequences of ideals.
Definition 2.2. For any real number t and a graded sequence of ideals I • fulfilling the assumptions of Theorem 1.5, the asymptotic Hilbert function of I • is defined as
To give similar definition for asymptotic Hilbert polynomial aHP we want to use the regularity index ri(I) (also called Hilbert regularity), which is the smallest number starting from which HF I (i) = HP I (i) for all i ri(I). The existence of aHP was proven in [DST15, Theorem 13] for radical homogeneous ideals under the condition that the linearly bounded symbolic regularity (see [HHT02] and [Swa97] ) holds. We extend this property to graded sequences of Borel-fixed monomial ideals, using regularity index. 
Asymptotic invariants
We begin this section by adapting well-known asymptotic invariant, so called Waldschmidt constant, to the graded sequence of ideals. where I m ∈ I • .
We note here that for a graded system of ideals I • the asymptotic invariant α(I • ) always exists. We can prove it by using Fekete Lemma [Fek23] since from I p · I q ⊂ I p+q we get α(I p+q ) α(I p ) + α(I q ) for all positive integer p, q.
The notation for Waldschmidt constants has evolved over the years. Whereas Waldschmidt, apparently has not used any symbol, Chudnovsky [Chu81] used Ω 0 (I • ). In commutative algebra Waldschmidt constants have been introduced in works of Bocci, Dumnicki, Harbourne, Szemberg and Tutaj-Gasiska [BoHa10a] , [BoHa10b] , [DHST14] . They used the symbol γ(I • ). The notation α(I • ), resembling the notation for asymptotic cohomology functions [FKL07] has appeared first in [DHST14] . It is also worth to mention here that so far, in the literature, Waldschmidt constant is calculated only for symbolic and ordinary powers of ideal, a special cases of graded ideals.
In the paper [CHT99] Cutkosky, Herzog and Trung introduce asymptotic quantities, the socalled asymptotic regularity for ordinary powers of ideals. This work had its continuity in the work of Cutkosky and Kurano in [CuKu11] , where the authors studied this notion for symbolic powers of ideals. Here we introduce the same asymptotic quantities for a graded family of ideals I • . The existence of reg(I • ) was proved for some special cases of graded families, namely symbolic and ordinary powers of ideals (see for example [CuKu11] or [CHT99] ). In contrast to Waldschmidt constant, which always exists for a graded family of monomial ideals, reg(I • ) and ri(I • ) may not exists. The next two examples show that this situation can occur. These examples are of our interest also from other reasons. They show that dropping assumption about LBHR in Theorem 2.5 may not affect on existence of aHP I• and aHF I• .
Example 3.3. Let I • ⊂ S(1). We define
Ideals I m fulfil condition 2) in Lemma 1.1 directly from definition and therefore they are Borelfixed.
In order to show that I • is a graded family observe that
By [Gre98, Proposition 2.11] we see that reg(I m ) = deg(xy 2 m ) = 2 m + 1. Fix a real number t. In this example we have M m,t (I • ) = {a ∈ R : a 1 and a mt − 2 m } ∪ {a ∈ R : a 2 and a mt}.
and as a consequence HF Im (t) = HP Im (t) = 1 for t 2 m +1 m . The limit
From the HF Im we can also read off that ri(I m ) = 2 m +1 m , which means that Hilbert regularity can not be linearly bounded and in addition
All these considerations also show that in this example aHP I• and aHF I• exist although LBHR does not hold. 
We see from HF Jm that HP Jm (t) = t + 1 + 2 m and ri(J m ) = 2 m m , so LBHR does not hold. As a consequence, the limit lim m→∞ HP Jm (mt) m 2 = lim m→∞ mt + 1 + 2 m m 2 is infinity, so that the expression does not define any function. Again, as in Example 3.3 it can be easily seen that reg(J • ) = ri(J • ) = +∞.
Remark 3.5. Examples 3.3 and 3.4 can be generalized to more variables. It is enough to consider families of ideals
The values of reg(I) and ri(I) can differ for Borel-fixed ideals. Take for instance the ideal I = (x 5 , x 4 y, x 3 y 3 , x 2 y 5 , xy 7 ) ⊂ S(3). For this ideal ri(I) = 6 < reg(I) = deg(xy 7 ) = 8. It is an intriguing question however if their asymptotic counterparts may differ as well. What we can prove is the following. 
Limiting shape
Denote by f t : R n → R n+1 the function, which is defined as
Following the authors of articles [May14, DSST15, DST15], we define the following geometrical object.
Definition 4.1. Let I • ⊂ S(n) be a graded system of homogeneous ideals. Fix a real number t. The restricted limiting shape of I • is
where the coordinates in R n are x 0 , . . . , x n−1 and in R n+1 they are x 0 , . . . , x n−1 , t.
Definition 4.2. For the ideals I • ⊂ S(n) and a fixed number t let
then the complement of the limiting shape of I • is
As the next step we want to show a connection between the volume of the complement of the limiting shape of I • and asymptotic Hilbert function. The same connection as authors of [DST15, Theorem 11] showed for homogeneous radical ideals. To do it we need the succeeding lemma 
Proof. Put A := Lm,t(I•) m . We begin the proof by showing that ∂(A) ⊂ ∂(A), that is equivalently int(A) ⊂ int(A). Take a = (a 0 , . . . , a n ) ∈ int(A) ⊂ A ⊂ R n . By definition of sets L m,t we get that a 0 +. . .+a n t. From fact that a ∈ int(A), we have that there exists a point b = (b 0 , . . . , b n ) ∈ A such that b 0 + . . . + b n < a 0 + . . . + a n , and a ball K(b, ), with > 0, such that a / ∈ K(b, ). Since b ∈ A we may find
But then x 0 + . . . + x n < a 0 + . . . + a n and that in fact means that a ∈ int(A). From the definition of the sets L m,t (I • ) we see that A is bounded and from Theorem 1.2 that A is convex. Therefore vol(∂(A)) = 0. Proof. By Theorems 2.1, 1.5 and 1.3,we obtain
applying Lemma 4.3 we get
Observe that from Lemma 4.3 we have vol ∆(I • , t) \ int(∆(I • , t)) = 0,
There is a nice geometrical connection between some already introduced asymptotic invariants and limiting shapes. This will be the subject of our next deliberations. 
and
Before we set similar description for asymptotic regularity we need to present a specific example to show that LBHR is not enough to guarantee the existence of this invariant. In some cases the bound for the regularity has to be more tight. 
for all k ∈ {1, 2, . . .}. We may check by hand that all these ideals are Borel-fixed. We want to show that the condition I p · I q ⊂ I p+q holds for all p, q ∈ {1, 2, . . .}. Thus we need to consider three cases:
if, and only if x ap · x aq = x a(p+q) belongs to the right side of the condition. By definition x a(p+q−1)+1 ∈ I d((p+q)−2)+2 , which gives the inclusion. 2) In case I d(p−1)+1 ·I d(q−1)+r ⊂ I d((p+q)−2)+r+1 with r ∈ {2, 3 . . . d}, we check if x ap ·x aq+1 =
x a(p+q)+1 and x ap · x aq y bq = x a(p+q) y bq belongs to I d((p+q)−2)+r+1 . In this case we use monomials x a(p+q−1)+1 if r d − 1,
x a(p+q−1) if r = d − 1, coming from I d((p+q)−2)+r+1 to show divisibility in both subcases. 3) In the case I d(p−1)+r 1 · I d(q−1)+r 2 ⊂ I d((p+q)−2)+r 1 +r 2 with r 1 , r 2 ∈ {2, 3 . . . d}, we have
x ap+1 ·x aq+1 = x a(p+q)+2 and x ap+1 ·x aq y bq = x a(p+q)+1 y bq . These monomials are divisible by
x a(p+q−1)+1 , for r 1 + r 2 d,
x a(p+q) , for r 1 + r 2 = d + 1,
x a(p+q)+1 , for d + 1 < r 1 + r 2 2d.
.
For monomial x ap y bp · x aq y bq = x a(p+q) y b(p+q) we use
x a(p+q) y b(p+q) , when d + 1 < r 1 + r 2 2d.
. to show divisibility. All these monomials are in I d((p+q)−2)+r 1 +r 2 by definition of I • .
Simply calculations show that asymptotic regularity does not exist, indeed
These considerations lead to the following. Proof. The proof of this lemma is obvious. It is worth pointing out here that the previous example shows that this lemma may not hold if we drop any of the restrictions in the statement. Now we define a new quantity for the sake of the next theorem. Next examples show that for a graded sequence of ideals it is possible to construct a family of ideals for which the Waldschmidt constant and asymptotic regularity are irrational numbers. We recall here that we can find in the literature an example of irrational asymptotic regularity calculated for ordinary powers of the ideal sheaf on P n . See [Cut00] for more details. First, we show that it is indeed a graded sequence. To see that, take x pπ ∈ I p and x qπ ∈ I q , then
x pπ · x qπ = x qπ + pπ ∈ I p+q , since we know that inequality a + b a + b holds for any numbers a, b. Finally, we calculate that
Example 4.11. Pick two positive numbers q 1 q 2 . Define the ideals I m = (x (a,b) ) ⊂ S(1), where a, b are all positive integers such that the inequality aq 2 + bq 1 mq 1 q 2 is fulfilled.
As in Example 4.10, we start by showing that
This implies
Now we show that I • is a Borel-fixed family of ideals. Pick any x (a,b) ∈ I m . We want to check if x (a+1,b−1) ∈ I m . If so, then from Lemma 1.1 we obtain that I m is a Borel-fixed ideal.
We have (a + 1)q 2 + (b − 1)q 1 aq 2 + bq 1 + q 2 − q 1 mq 1 q 2 + q 2 − q 1 mq 1 q 2 , which leads to desired membership. From Theorems 4.5 and 4.9 we obtain α(I • ) = q 1 and reg(I • ) = q 2 .
Remark 4.12. The number π in Example 4.10 can be easily replaced by any other irrational number. The result remains unchanged. We also see that in Example 4.11 the numbers q 1 and q 2 can be irrational. In both examples we can increase the number of variables, ,i.e., considering these ideals in any ring S(n), n 2.
It is possible to find a graded sequence of ideals for which we can construct a limiting shape with finite many hyperplane segments forming its boundary. All we have to do is to proceed in similar way as in Example 4.11. In the next example we can see how it works for ideals in S(1). The more general case is tedious and therefore here omitted.
Example 4.13. In this example we create a family of ideals in S(1) such that the boundary of limiting shape is as indicated on Figure 1 . In order to make it, every ideal I m has to contains all monomials which are in the convex set defined by points (0, mt n ), . . . , (ms 0 , 0) (see Figure 2 ). 
for i ∈ {0, . . . , n − 1}, are desired equations. The condition 2) from Lemma 1.1 and the convexity of ∆(I • ) are fulfilled if
We are ready to set the definition of ideals I m . Pick positive numbers t i and s i such that condition (2) is fulfilled. Let I m = (x (a,b) ) ⊂ S(1), where a, b are positive integers satisfying a(t i+1 − t i ) + b(s i − s i+1 ) m(s i t i+1 − s i+1 t i ) for all i ∈ {0, . . . , n−1}. Then ∆(I • ) is the convex set bounded by points (s 0 , 0), (s n−1 , t n−1 ), . . . , (0, t n ) and x, y-axis.
To check that this definition gives rise to graded sequence of ideal take x (p 1 ,p 2 ) ∈ I p and
Finally, let x (a,b) ∈ I m and observe that for every i we have (a+1
Remark 4.14. It is still an open problem to find a graded sequence of ideals formed by symbolic or ordinary powers for which the breaking points of limiting shape have irrational coordinates. But it is possible to construct examples with any, but finitely many such points. See Corollary 6.7.
Asymptotic first difference Hilbert function
For any function f : Z −→ Z we write ∆f for the first difference function ∆f (t) := f (t) − f (t − 1). In this section we want to prove a nice connection between the theory for Hilbert functions and limiting shapes of graded systems of homogeneous ideals. The main theorem in this part is the following. Theorem 5.1. Let I • be a graded sequence of homogeneous ideals for which aHF I• exists. Assume that for all t ∈ R we have that the limit Using the previous theorem and Theorem 4.4 we may reproduce the complement of the limiting shape in any cases for which we know ∆ HF I• . The next corollary shows how these two theorems work in P 2 . An example of its application is indicated in the Figure 3 (which presents just an idea, it is not associated to any specific graded system of ideals). The volumes of the hatched areas are equal. By comparing the equal volumes we may obtain the following description for P 2 .
Corollary 5.2. Consider a graded family of homogeneous ideals I • such that I m ⊂ S(2) for all m, and for which the assumptions of Theorem 5.1 are fulfilled. Then, every point (x, y), with x t, taken from the graph of ∆HF I• gives the point (y, x − y), which belongs to the boundary of Γ(I • , t).
Proof. Denote by V (t 0 ) the volume of the body between the graphs of ∆HF I• , x = t 0 and t-axis. By P (t 0 ) we denote the volume of the area cut from Γ(I • , t) by the "simplex" boundary by the coordinate axes and the line x + y = t 0 . Observe that for every point from the graph ∆HF I• of the form (t, t), and with assumption t α(I • ), we have V (t) = 1 2 t 2 = P (t). Now assume that for some t α(I • ) we have V (t) = P (t). Let b = ∆HF I• (t). Take any point x, such that t < x. For such point, put y = ∆HF I• (x). Figure 4 presents the situation already described, with the point (s, x − s), which coordinates we want to determine. From Theorems 5.1 and 4.4 we get V (x) − V (t) = P (x) − P (t), which means that
It follows that y = s and we are done.
Limiting shapes and 0-dimensional subschemes in P 2
Starting from this section we want to use the theory and methods for 0-dimensional subschemes in P 2 from [CHT11] (see for example Remark 2.5.1 for further explanation). We begin with an example which shows how to construct the graph of ∆HF I in some special cases (see [CHT11, Theorem 4.1.5]) for with we can obtain the so-called reduction vector.
It is worth mentioning here that in [DST16, Section 2.1] the authors described a decomposition algorithm for a finite set of points in the projective plane P 2 and an effective divisor D vanishing to given orders in these points. As a result D can be decomposed into a sum of irreducible curves C i and a divisor B(D), i.e.,
This decomposition is called the Bezout decomposition and it is uniquely determined ([DST16, Theorem 2.6]). The method that we want to use to obtain a reduction vector u is connected to the Bezout decomposition, if we assume that curves the C i are lines. Each line which appears in the Bezout decomposition will have an impact on the value of the reduction vector, as we will see in the next example.
Example 6.1. Consider 4 distinct lines L 10 , L 8 , L 5 and L 3 in P 2 with 10, 8, 5 and 3 general points lying on them respectively. In particular, these points are not intersection points of the lines and non three of them are collinear, unless they lie already on one of the configuration lines. In this example we want to examine the graded sequence of ideals I • = I (m) , so we assume that in every of distinguished points we have fixed multiplicity m.
Assume that number m is least common multiple of numbers 10, 8, 5 and 3, which is 120. We start by working only with some of the ideals from I • . We begin with creating the reduction vector u by "taking" the line L 10 as many times, as the sum of all multiplicities of the points on that line will be equal to the sum of all multiplicities on the line L 8 . This number, denoted by k 1 , is equal to 10(m − k 1 ) = 8m, hence k 1 = 2 10 m, and the reduction vector is u = (10m, 10m − 10, . . . , 8m k 1 , . . .).
In the next step we we need to choose between the lines L 10 and L 8 according to the sum of multiplicities on them (we choose the lines with the higher sum of multiplicities, if they are equal we choose an arbitrary line from this pair of lines). Let k 2 and k 3 be the numbers counting how many times each of lines were chosen until the sum of the multiplicities will be 5m. As before we compute these numbers using equations We repeat the procedure for lines L 10 , L 8 and L 5 , obtaining the numbers k 4 , k 5 and k 6 from equations To obtain the graph of ∆HF I• we need a few additional observations:
1) It is not hard to see that for 0-dimension subscheme the values of ∆HF I• (t) are equal to 0 for t reg(I • ). It is so since for 0-dimension subscheme the values of HF Im (t) are constant if t reg(I m ). 2) Since (I m ) t = 0 for t < α(I m ), we see that HF Im (t) = t+2 2 for all t < α(I m ) and then ∆HF Im (t) = t + 2 2 − t + 1 2 = t + 1.
Thus for 0 t α(I • ) we have
3) The graph of ∆HF Im results from the entries of the reduction vector in the following way. Given the i-th entry a in the reduction vector, we mark the points (i−1, i), (i, i), . . . , (i+ a − 2, i) on the horizontal line y = i. The graph of ∆HF Im is the upper envelope (see [Yat52] p.75-80) of the resulting set of marked lattice points. 4) If the number m is divisible by at least one of the numbers 10, 8, 5 or 3, the values of all k i should be rounded up, i.e., k 1 = 2 10 m , k 2 = 3 10 m and etc. It is obvious that k k , so from the definition of the sets L m,t (I • ) and therefore from the construction of the set Γ(I • , t) we see that it is enough to consider only numbers m which are exactly divisible by 10, 8, 5 and 3.
Given the previous calculations and observations, we obtain u = (10m, . . . , 8m k 1 , 8m, . . . , 5m
, . . . , 0).
Additionally with Corollary 5.2, we conclude that the graph of ∆HF I• and the set Γ(I • ) are as follows We can easily see that points chosen in the previous example are very special and this speciality leads to result where the limiting shape consists of some break points. As the next step we are going to describe all sets of points for which we can proceed in the similar way. Definition 6.2. Given a set of points Z ⊂ P 2 . We say that a configuration of lines L = {L 1 , . . . , L n } is adapted to the set Z, if
Moreover, if C is an irreducible curve of degree d such that C ∩ Z d+2 2 , then d = 1 and C ∈ L. Remark 6.3. If Z is a set of points, such that there exists an adapted configuration of lines for Z, then in the blow up f : X −→ P 2 of P 2 at Z, there are only (−1)-curves coming from (being proper transforms of) exceptional divisor, lines through pairs of points in Z, conics through quintuples of points in Z and possibly more negative curves coming from configuration of lines.
Remark 6.4. There are sets Z ⊂ P 2 such that there is no adapted configuration to Z.
For example the set of points presented on Figure 7 is the set of points for which, according to Definition 6.2, we cannot adapt a configuration of lines. Indeed, all 3 horizontal and vertical lines must belong to the set L, but this configuration of lines does not fulfil the second condition of Definition 6.2. Hence it makes sense to state that a set Z ⊂ P 2 is adaptable if there exists a configuration of lines adapted to Z. Definition 6.5. Keeping the notation from Definition 6.2 we say that L is a minimal configuration adapted to Z if the number of lines in L is minimal among all adapted configurations. If on each line L i we have a i points of multiplicity m then the weight of L i is the number a i · m. Theorem 6.6. Let Z be a adaptable set of points in P 2 and let L be the minimal adapted configuration to the set Z. Denote by a i number of points on the line L i , for i ∈ {1, . . . , n}. We assume that a 1 > a 2 > . . . > a n . Let I • = {I(mZ)} m . Then the graph of ∆HF I• is the chain of segments connecting the points:
(3) (0, 0), (n, n), a i + 1 j i j k i w j,k m ,
Proof. This theorem is a generalization of Example 6.1. Assume that in every point we have the multiplicity m, and that this number is divisible by all numbers a i for all i. In all future consideration, if we will think about any specific line L, we sometimes use notation a(L) and m(L) instead of a i and m. Observe that the numbers w j,k , in (4) can be calculated with the following reduction algorithm. Reduction:
• Step 1. Pick the line L 1 with the weight a 1 m. The number a 1 m is the first number of the reduction vector u. Then decrease the multiplicities in all points on line L 1 by 1. Thus to get the number w 1,1 , we need to solve the equation a 1 (m − w 1,1 ) = ma 2 , from which we get w 1,1 m = a 1 −a 2 a 1 . We may do it in general for the number w j,k , assuming that we already calculated the numbers w j,s , for all s such that j s < k. Then
and from that
Thus we write the reduction vector as follows u = (a 1 · m, . . . , a 1 (m − w 1,1 )
, a 2 · m, . . . , a 3 · m w 1,2 + w 2,2 , . . . , a k · m, . . . , . . . , a k+1 · m k j=1 w j,k , . . . , 0).
Using the same argumentation which consists of 4 general facts, as in Example 6.1, we obtain the assertion about points (3) in ∆HF I• .
Corollary 6.7. The complement in the first octant of the limiting shape for a graded sequence of ideals I • = {I(mZ)} m from Theorem 6.6 is a cylinder over the convex hull of points (0, 0), (n, 0),
for 2 i n.
Proof. This is a simple consequence of Corollary 5.2, definition of Γ(I • ) and property of gins for saturated ideals (see [Gre98, Proposition 2.21]).
Theorem 6.8. Let L 1 L 2 be two lines. Let Z be the set consisting of the intersection point of these lines and additional a i points on L i , for i = 1, 2, provided that the condition a 1 a 2 > a 1 + a 2 is fulfilled. Then the graph of ∆HF I• for I • = {I(mZ)} m is the chain of segments connecting the points: i) (0, 0), (2, 2), a 1 a 2 +a 1 +a 2 a 1 +a 2 , 1 , a 2 + 1, a 1 −a 2 a 1 , (a 1 + 1, 0), for a 1 > a 2 .
ii) (0, 0), (2, 2), a 1 +2 2 , 1 , (a 1 + 1, 0), if a 1 = a 2 .
Proof. Case i). We reduce the proof of this theorem to the construction of the reduction vector u. Assume that in each of the marked points we have the multiplicity m and let us assume that this number is divisible by both numbers a 1 and a 1 + a 2 . Since a 1 > a 2 , the first entries in u are obtained by taking the line L 1 so many times, that the sum of all multiplicities on lines L 1 and L 2 will be equal. Denote this number by k. Thus (a 1 + 1)(m − k) = a 2 m + (m − k), from which k = a 1 −a 2 a 1 m. Now, the sum of all multiplicities on each line is (a 1 + 1)(m − k) = (a 1 + 1) a 2 a 1 m = (a 2 + a 2 a 1 )m, so u = (a 1 + 1)m, . . . , (a 2 + a 2 a 1 )m k , . . . .
In the next step we need to choose between the lines L 1 and L 2 according to the sum of multiplicities on them (we choose the lines with the higher sum of multiplicities, if they are equal we choose an arbitrary line from this pair of lines). Since a 1 > a 2 as long as the multiplicity in the point of the intersection of the lines is greater than 0. This gives a 2 a 1 m steps. The multiplicity in each point on line L i will be reduced by a i a 1 +a 2 , so the sum of multiplicity on each line is a 2 (1 − a 2 a 1 + a 2 )m = a 1 (1 − a 1 a 1 + a 2 )m, therefore u = (a 1 + 1)m, . . . , (a 2 + a 2 a 1 )m a 1 −a 2 a 1 m , a 2 · m, . . . , a 2 (1 − a 2 a 1 + a 2 )m a 2 a 1 m , . . . , 0 .
We may turn to the construction of ∆HF I• . We have two obvious points, (a 1 + 1, 0) from the first entry in u, and (2, 2) from α(I • ) = 2. Observe that the sum of numbers a 1 − a 2 a 1 + (a 2 + a 2 a 1 ) = a 2 + 1, gives x-coordinate of another point on the graph of ∆HF I• [see fact 3) in Example 6.1 for more explanation]. The y-coordinate of this point is the number of k first steps scaled by m, so we conclude that this point is a 2 + 1, a 1 −a 2 a 1 .
We proceed along the same lines, i.e., if we take the sum of number of steps a 1 −a 2 a 1 m + a 2 a 1 m, and the number describing the sum of multiplicity after last step a 2 (1 − a 2 a 1 +a 2 )m, we get the number a 1 a 2 + a 1 + a 2 a 1 + a 2 m.
If only this number divided by m is greater than 2 = α(I • ), what takes place wherever a 1 a 2 > a 1 + a 2 , then the graph of ∆HF I• consists of one more point a 1 a 2 +a 1 +a 2 a 1 +a 2 , 1 . The number 1 is the multiplicity of the point of the intersection of L 1 , L 2 divided by m. We may check by hand that we do not need any other points to determine ∆HF I• by using the fact that the volume of the body between the graph of ∆HF I• and t-axis is equal to a 1 +a 2 +1 2 (see [May14, Lemma 2.15]). Applying observation 4) from Example 6.1, we deduce that we are done.
Case ii). In this case we insert into the previous case a 2 = a 1 and observe that two points, a 2 + 1, a 1 −a 2 a 1 and (a 1 + 1, 0), coincide.
Corollary 6.9. The complementary of the limiting shape for a graded sequence of ideals I • = {I(mZ)} m from Theorem 6.8 is a cylinder over convex hull spanned by points i) (0, 0), (2, 0), 1, a 1 a 2 a 1 +a 2 , a 1 −a 2 a 1 , a 2 + a 2 a 1 , (0, a 1 + 1) for a 1 > a 2 , ii) (0, 0), (2, 0), 1, a 1 a 2 a 1 +a 2 , (0, a 1 + 1) for a 1 = a 2 .
Remark 6.10. Other theorems similar to the previous two can be obtained if we proceed in the same way. We see, for example, from Corollary 6.7 that we can construct a limiting shape for a graded sequence of symbolic powers of ideal with any, but finite number of line segments forming its boundary. Conclusions following from these two theorems coincide with an observation made by S. Mayes (see [May13, Observation 5 .4]) and contain a partial answer to Question 5.5 in [May13] .
