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Abstract— Web-based technology has improved drastically in
the past decade. As a result, security technology has become a
major help to protect our daily life. In this paper, we propose
a robust security based on face recognition system (SoF). In
particular, we develop this system to giving access into a home
for authenticated users. The classifier is trained by using a
new adaptive learning method. The training data are initially
collected from social networks. The accuracy of the classifier
is incrementally improved as the user starts using the system.
A novel method has been introduced to improve the classifier
model by human interaction and social media. By using a deep
learning framework - TensorFlow, it will be easy to reuse the
framework to adopt with many devices and applications.
I. INTRODUCTION
A. Motivation
Modernization is leading to a remarkable increase number
of crimes, especially robbery. In the report, the law enforce-
ment agencies throughout the US showed an overall increase
of 1.7 percent in the number of violent crimes, which are
brought to their attention for the first 6 months of 2015;
and, robbery has been increased by 1 percent from 311,936
cases in 2014 [1]. Therefore, Security systems have a crucial
role to safeguard people. It is necessary to have a robust
system which can distinguish between people and respond
differently based on their privileges.
A number of methods are available for detecting and
recognizing faces with various levels of complexities. Face
recognition facilitates automation and security. It has already
been used in many applications including ID issuance, law
enforcement, border control, and many other commercial
products. The state-of-art recognizers using convolutional
neural networks (CNN) outperform the human’s recognition
rate; however, these systems are not automatically improving.
Another issue with these systems is that it requires adequate
data to be trained before it is actually being deployed. It
is essential that the system is robust to recognize people
and that the training should be accomplished without much
difficulty.
And with Google Brain’s second-generation system, Ten-
sorFlow [2] is a deep learning framework released by
Google. TensorFlow is flexible, portable, feasible, and com-
pletely open source. It also extensively interacts with differ-
ent hardware such as smartphones, and embedded computers
[3]. With the advancement in mobile, cloud and embedded
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computing, we develop the Security based on Face Recog-
nition System (SoF).
B. Related Work
Home security has been an essential feature in smart
home and received a growing interest in recent years [4] [5].
Various home security systems have been used in the market
for many pre-potent companies such as ADT [6], Vivint [7],
and Protect America [8]. However, none of them have the
face-recognition feature in their systems because of mod-
erate confidence and exhausted computational requirements.
Along with the rapid development of smart devices, Netatmo
[9] presented a device using the deep neural network to
realize the face, but their system is still far from expectation.
This smart camera does not keep up with the competition as
a webcam or a security cam. It is slow at everything; the live
feed is lagged; the notifications are delayed, and it takes a
while to learn faces.
In research problems, there are several security systems
using face recognition technology. Facial recognition system
for security access and identification presented by Jeffrey S.
Coffin [10] uses custom VLSI Hardware and Eigenspaces
method, and security systems presented by Shankar Kartik
also uses Eigenfaces method for face identification [11]
which gives unfavorable results with moderate accuracy. We
use a deep learning algorithm for face recognition problems
which is closing the gap to human-level performance in face
verification.
The robustness of face recognition systems depend on
the changes in conditions of light or expression or even in
the partial blocked of the face can be considered. Several
papers have proposed various techniques for face recognition
under those conditions. Eigenfaces [12] are variant extracted
feature to above factors. Facenet using deep convolutional
neural network [13] with the architecture of Inception model
[14] from Google and uses a novel online triplet mining
method to train instead of an intermediate bottleneck layer.
On the widely used Labeled Faces in the Wild (LFW)
dataset [15], Facenet system achieved a new record accuracy
of 99.63%. However, unfortunately, not only the size of
the database increases but also its computational cost in-
creases and recognition accuracy declines accordingly. That
is why incremental learning is a learning algorithm which
approaches to handle large-scale training data to efficiency
and accuracy. A brief definition of incremental learning is
that learning is a gradual process with new data. The idea
is the existed classifiers that are identified with the new
classes to be learned [16]. Its key idea is to begin learning
on low-resolution images and then gradually increase to
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high-resolution image [17]. We use 96x96 pixels cropped
as the input data which is also mentioned in Facenet [13]
for training data size.
Face detection algorithms have been addressed in many
papers such as Haar Cascades [18], Kalman Filter [19] and
applied in various fields [20] [21] [22]. Besides, OpenCV
is a robust open source which supports many methods
to detect faces. However, in this paper, we use the Dlib
C++ library which supports machine learning algorithms
and uses histogram-of-oriented-gradient algorithm [23]. Face
detection is not only necessary for the camera node detecting
the face but also helpful in pre-processing the input data.
In this paper, we also describe a novel method to collect
the data from social media by using Facebook API and ask
from human interaction to label the unidentified peoples, that
directly incremental learn for the neural network model with
new data. The interface is also designed with easy uses in
many types of devices.
II. AN OVERVIEW OF OUR SYSTEM
This section describes SoF system experimental architec-
ture inside a smart home. The SoF system consists of a
camera node, a cloud server, a smartphone and smart devices
for interacting with users. The SoF system is shown in Figure
1.
Fig. 1: Home Security System Architecture.
A. Camera Node
The camera node uses a Raspberry Pi, a tiny and affordable
computer, which is typically placed near the entrance where
the access has to be granted. Whenever a person needs access
to the house, the camera node will capture a photo, and
process it further. The camera nodes are positioned such that
it has a wide range of vicinity over the subject and it can
detect the face approaching the camera from distance.
The camera node first will detect the human face, and then
it directly runs the all image processing off-line, locally in a
Raspberry Pi by using Dlib library and TensorFlow installed
inside Raspberry Pi.
Raspberry Pi is a tiny embedded computer with limited
power, the training neural network requires expensive com-
putation, so the training task will be done in the cloud node.
In addition, the camera node can adaptively be a smart-
phone or a sensor camera node or an assistant robot because
TensorFlow is able to run on many operation systems.
B. Cloud Server
Cloud computing has found a drastic advancement re-
cently. Cloud computing is a type of computing that relies on
sharing computing resources rather than having local servers
or personal devices to handle applications. Cloud computing
provides a simple way to access servers, storage, databases
and a broad set of application services for research over the
internet. A face recognition application using CNN requires
a lot of computational power machine or computer which
will need general purpose GPUs. Cloud computing offers a
reliable solution at low cost for such kind of applications.
Following on the architecture, the cloud server node will
receive data from the camera nodes and save then train
the data after collection period. It also interacts with the
owner/administrator through a smart device. The server has
a database with a record of all users. The server could
communicate with the sensor nodes and the smart device
using web-socket enabling real-time data processing. The
cloud server also has a web-based server collecting data
from Facebook and saving all data to storage. Based on the
(CoSHE) [24], [25] cloud infrastructure and cloud testbed
for research and education [26]. We built the cloud services
for SoF system. The cloud server architecture is shown in
Figure 2.
Fig. 2: Stack Cloud Architecture.
C. Smart Devices
The cloud server could communicate with smartphones
and other smart devices such as smart thermostats, lights,
and sensors. These smart devices are controlled by the cloud
server. The smartphone allows the owner to control the smart
devices and also to change the permission level for different
users. Based on the granted access level, different users will
able to control different smart devices. We demonstrate the
capabilities of the system using a miniature smart home as
shown in Figure 3 [27]. Whenever a new person is detected,
the cloud server sends an alert to the smartphone. The
owner can then label the person name or take necessary
actions in case of any security breach. Also, smart devices
are dramatically growing in recent years, it is much more
convenient to control smart devices through IoT (Internet of
Things).
Fig. 3: Miniature Smart Home.
D. Social Network
This is a new approach to collect data. Social networks
are the largest free, diversified, adaptive data online. By
using the advantage of Graph API from Facebook, we
could easily detect a face with a tag name. Then, we could
download all picture with user’s faces to the cloud node. And
most importantly, the facebook developer app is simple and
convenient to share between users. They only need to log-in
with their account and accept the app to collect pictures. The
social network node has three collecting interfaces. First is a
public application from Facebook developer website, second
is from a web-based hosted on the cloud server, the last
one is an application on Android devices. These are easy
to collect face images with labeled faces of users who are
given access. We also mentioned that data will be used for
research purpose and protected sensitive data for users.
III. TRAINING AND INCREMENTAL LEARNING
A. Introduction
The human brain makes vision seem very easy. It does
not take any difficulty to tell apart a cheetah and a tiger,
read a sign or recognizes a human face. But these are
really difficult problems to solve with a computer. They
only seem easy because human brains are fabulously good at
understanding images. In recent years, machine learning has
made marvelous progress in solving these difficult problems.
In particular, the model called a deep convolutional neural
network can achieve reasonable performance on difficult
visual recognition tasks which are matching or exceeding
human performance in some domains. Researchers have
demonstrated reliable methods in computer vision by vali-
dating their work in ImageNet [28] - an academic bench-
mark for computer vision. Subsequent models improve each
time to achieve a new state-of-the-art result: QuocNet [29],
AlexNet [30], Inception (GoogLeNet), BN-Inception-v2 and
Inception-v3 [31]. Inception-v3 is the latest trained model
for the ImageNet Large Visual Recognition Challenge from
Google. We implemented the face recognition module based
on the method presented in Facenet [13] and the training
inception-v3 model in TensorFlow [2]. Instead of using In-
ception (GoogLeNet) model architecture, we use Inception-
v3 architecture to train a new model with improved accuracy.
B. Architecture
Based on the architecture and published model from the
Openface [32] and Inception-v3 model
citeabadi2016tensorflow. We trained a new model with a new
database set. The face recognition architecture is shown in
Figure 4. The input data is aligned by using a face detection
method and then goes through the deep convolutional neural
network to extract an embedding feature. We can use the
feature for similarity detection and classification.
Fig. 4: Face Recognition Architecture.
C. Detection and Affine Transformation
When processing an image, face detection (Dlib library)
[23] first find a square around faces. Each face is then passed
separately into the neural network, which expects a fixed-
sized input, currently 96x96 pixels as mentioned in Facenet
[13], which is the best size giving the highest accuracy and
low training time. We reshape the face in the square to
96x96 pixels. A potential issue with this is that faces could
be looking in different directions and we have to rotate the
images. We use align faces method described in OpenFace
[32] by first finding the locations of the eyes and nose with
Dlib’s landmark detector, and if the face is undetected or
unaligned which will be eliminated before going to the neural
network. Finally, an affine transformation is performed on the
cropped image to make the eyes and nose appear at about
the same place as in Figure 5.
Fig. 5: Cropped and Affined data.
D. Initial Training Using Data from Social Network
Our model trained 2622 celebrities from the VGG-Face
dataset [33], 402 people from Facebook and 108 students
using the security system. The process of collecting data
of users and training the data is somewhat cumbersome. In
order to make the training process easier, we obtain the data
from different social network accounts. Images of new users
are obtained from the social media once the owner requests
access for a particular user using the smartphone and new
users after using the security system.
E. Incremental Learning
Often the training data obtained from the social network
are insufficient for the deep learning model to perform
accurately. Once the user is trained with a minimal dataset
from the social media, the representation of the user is further
improved by fine-tuning the model as the user starts using
the system. Sometimes the face recognition system fails
to classify the person properly and will have a very low
accuracy, in such case; the system asks help from the owner.
The owner is sent a request to label the person through his
smart phone. After the owner has labeled, the system will
automatically update with the new data and send back to the
camera node to give the access. The interface is also built
in a website and an android app which are friendly to label
and collect data. We use the Triplet loss method mentioned
in Facenet [13] for incremental learning.
IV. SYSTEM WORKING AND COLLECTING DATA
A. System working
The system has two processing nodes. The first one is from
the camera node as in Figure 6. By using a Raspberry Pi with
Pi camera, Raspberry Pi will detect and realize the human
face with the current model and data stored in memory.
Giving the access or send data to the server is based on if the
system is able to detect and recognize the face with set-up
confidence. If the confidence is low or unable to recognize
the face, the Raspberry Pi will take a series of user’s photo
with different angles and expression to store in the cloud for
training purpose. After the training task done in the cloud,
the updated version of the new model will download to the
Raspberry Pi.
Fig. 6: Camera node processes.
The second process is shown in Figure 7 in the cloud node.
Cloud node aimed to store the face data and send alerts
to the owner asking for labeling the unidentified person.
In addition, the Facebook web-based application is built in
the cloud server, which collects the data from social media.
The cloud server will do the much exhausted computational
training tasks. By using the distributed TensorFlow, we
trained the model in multiple computing nodes to speed up
the training time and also using the incremental learning
technique in Facnet [13] to retrain the model with new data
collected from social networks and the security systems after
specified time uses.
Fig. 7: Cloud node processes.
B. Collecting data from Facebook
The biggest problem of deep neural network is data. As
we mentioned in section III, the VGG dataset is only around
2.6 million images with around 2.6 thousand identities. To
compare with Google datasets mentioned in Facenet paper [
[13], they use hundreds of millions of images from Google
and Youtube. On the purpose of researching or business, you
have to pay for a robust face dataset or manually collecting
the data will take a while, and the data are also insufficient.
However, as social media becomes more popular around
the world, we proposed a novel method to automatically
collect the data from social media. In this paper, we only
mentioned Facebook since it is the largest social network
today, but actually, we can use this method in other social
media networks. By using the graph API for developers,
we can extract the tag face from the users by giving the
login access. We also built and published an application
on Facebook which is very convenient for all users around
the world who can log-in and share their face images. The
working flow of Facebook Graph API is shown in Figure 8.
Fig. 8: Facebook graph API.
V. EXPERIMENTAL RESULTS
A. Face recognition performance
First, we tested SoF model which trained by VGG dataset
[33] on Labeled Faces in the Wild (LFW) datasets [15] and
the classification accuracy is 0.9318 ± 0.0140. The ROC of
SoF model is shown in Figure 9 compared with Human and
Eigenfaces experiments. Unfortunately, the model is unable
to reach the accuracy mentioned in the Facenet paper [13]
since using fewer input data to compare with billion photos
from Google. and also we use a different method to pre-
process the input data. However, the accuracy is obviously
impressed to compare with Eigenfaces algorithm used in
Jeffrey’s [10] and Shankar’s [11] security system. The state-
of-art Inception-v3 model gives a marvelous result which
closes the human gap.
Fig. 9: SoF model test ROC with LFW.
We also tested face recognition in a real environment
by testing 20 people, shown in Figure 10. The highest
accuracy is 92.2%. These people are presented as new guests
coming to the house and asking for a label from the owner.
The datasets we used to train the neural network model is
American, but 60% of test data is Asian and Latino. The
result was lower accuracy to compare with LFW dataset
and it sometimes failed to distinguish people. That makes
collecting data from Social Network advantages because it
is able to collect various, diverse people from around the
world. The SoF systems also confused between two people
with similar faces, but more face images with different angles
and expressions will solve the problem. The light condition is
also important, the background should not be too illuminated.
Fig. 10: Lab members dataset.
The bottleneck values is shown Figure 11 before training
to distinguish different faces.
After collecting the data from 108 students and 402 users
of Facebook, we trained a new model with updated data using
incremental learning. The result is shown in Figure 12 with
improving AUC from 0.974 to 0.985. Also, the correctly rec-
ognize faces of Asian face is increased because we updated
the data with diverse images of people from different regions.
We would not expect the accuracy will dramatically increase
Fig. 11: Bottleneck values.
because the data we collected is insufficient and also at the
limit of the algorithm. However, by using that incremental
learning method, we will reach the accuracy mentioned in the
Facenet paper [13]. We have already improved the accuracy
by using the Inception-v3 [31] model. If we focus more
on pre-processing the input data by aligning the data and
using the TF-Slim libraries with the lightweight package
for defining, training and evaluating models, we can even
improve the performance more.
Fig. 12: SoF model update ROC.
B. Security system setup
The entire system was developed and tested in a miniature
smart home mimicking the actual smart home [27]. Rasp-
berry Pi is plugged in the front door. It is always running
faces detection, then faces recognition locally. The miniature
smart home with raspberry pi is shown in Figure 13.
The cloud server is a stack server, which is described in
section II. The server includes 3 nodes: 1 controller node on
the top and 2 compute nodes in the bottom. We actually run
several systems in the cloud with different projects, which
make it is easy to share the data and information. Our cloud
Fig. 13: Camera Node (Raspberry Pi).
server includes Ubuntu, Cirros, and CentOs operation envi-
ronments and instances hosted by the QEMU hypervisor [34]
on the compute nodes. The cloud server is able maximum
to 12 VCPUs (time slot of the processor) with 16Gb Ram
and 100Gb Root Disk. With highly computational power,
the cloud server is suitable for neural network training and
testing. Stack cloud is shown in Figure 14.
Fig. 14: Cloud Node.
C. Interface collecting data from social media and owner
We developed an android app to alert to the
owner/administrator via a smart phone in Figure 15.
It also is a web-based server in the cloud server, which is
Fig. 15: Android Application.
convenient to access anytime, anywhere from any device.
The left side is interfaced with the owner, whenever someone
tries to access the house, the new data will be updated in
the app and on the website as well. The owner will receive
a notification, which is labeled name or unknown face.
Then the owner can label new users and the system will
automatically retrain the classifier model with new users
and give them access. On the right side, the Facebook graph
API is built into the app with the necessary information
from Facebook’s database. We collected the tagged faces
with face locations and saved to cloud storage. We also gave
a permission level for different users which will protect
privacy or unsupervised children in Figure 16.
Fig. 16: Web-base interface.
For example, the guests do not have access to control the
bedroom door, and the kids cannot control the dangerous
electric devices or television.
VI. DISCUSSION AND FUTURE WORK
In this paper, we introduced a new method of obtaining
data for training a security system from social media and
human interaction. There are several advantages of our
system which can be described.
First, we should mention that using TensorFlow is adap-
tive, powerful, and visualizing. Also, training time is accept-
able to compare with other frameworks and faster if using
distributed TensorFlow. The comparison shows in Table 1
[35].
Library Class Time(ms) Forward(ms) Backward(ms)
TensorFlow conv2d 445 135 310
CuDNN(Torch) cudnn.Spatial 470 130 1148
Caffe ConvLayer 1935 786 1148
TABLE I: TensorFlow benchmark with GoogleNet V1
model.
There are abundant interesting projects which are leading
in Artificial Intelligent and Deep Learning developed in
TensorFlow with huge support from Google . In addition,
computation in parallel mode will dramatically drop the
training time.
By using the method mentioned in the Facenet paper
[13], we succeeded in reaching a robust accuracy comparison
with other algorithms as in Table 2. More importantly, the
accuracy is improving as long as the system is used with
new data from social media and human interaction.
Models Accuracy
SoF model 0.9318 ± 0.0140
Facenet paper 0.9963 ± 0.009
Eigenface 0.6002 ± 0.0079
Human , cropped 0.995
TABLE II: Face Recognition performance.
Second, collecting data from social media is also a bene-
ficial move since social media is the largest public data such
as Facebook with around 1.7 billion active users. With the
publication of Facebook, we can easily collect the necessary
data. We can also collect data from other social networks
such as Instagram, Weibo.
One interesting direction for future work is to collect the
data from the owner’s smartphone such as captured images
and videos and to train the network automatically. Another
direction for future work is to detect fake-face by using gait
speed and eye tracking.
REFERENCES
[1] Federal Bureau of Investigation United States Department of Justice.
Crime in the united states, 2015, 2015.
[2] Martın Abadi, Ashish Agarwal, Paul Barham, Eugene Brevdo, Zhifeng
Chen, Craig Citro, Greg S Corrado, Andy Davis, Jeffrey Dean,
Matthieu Devin, et al. Tensorflow: Large-scale machine learning on
heterogeneous distributed systems. arXiv preprint arXiv:1603.04467,
2016.
[3] Duy Tran, Ha Manh Do, Weihua Sheng, He Bai, and Girish Chowd-
hary. Real-time detection of distracted driving based on deep learning.
IET Intelligent Transport Systems, 2018.
[4] Ha Manh Do, Minh Pham, Weihua Sheng, Dan Yang, and Meiqin Liu.
Rish: A robot-integrated smart home for elderly care. Robotics and
Autonomous Systems, 101:74–92, 2018.
[5] Ha Manh Do. Developing a home service robot platform for smart
homes. Master’s thesis, Oklahoma State University, 2015.
[6] ADT. Security systems, home automation, alarms and surveillance,
2016. [Accessed: 2016-09-09].
[7] Vivint Smart Home Security Systems. Smart home security solutions.,
2016. [Accessed: 2016-09-09].
[8] Protect America. Affordable home securitysystems for everyone.,
2016. [Accessed: 2016-09-09].
[9] K Denmead. Netatmo is the weather station for the
rest of us. wired magazine.[online]. http. archive. wired.
com/geekdad/2013/02/netatmo/.[Accessed 2014-04-02], 2013.
[10] Jeffrey S Coffin and Darryl Ingram. Facial recognition system for
security access and identification, November 23 1999. US Patent
5,991,429.
[11] J Shankar Kartik, K Ram Kumar, and VS Srimadhavan. Security
system with face recognition, sms alert and embedded network video
monitoring terminal. International Journal of Security, Privacy and
Trust Management (IJSPTM) Vol, 2, 2013.
[12] Matthew Turk and Alex Pentland. Eigenfaces for recognition. Journal
of cognitive neuroscience, 3(1):71–86, 1991.
[13] Florian Schroff, Dmitry Kalenichenko, and James Philbin. Facenet: A
unified embedding for face recognition and clustering. In Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition,
pages 815–823, 2015.
[14] Christian Szegedy, Wei Liu, Yangqing Jia, Pierre Sermanet, Scott
Reed, Dragomir Anguelov, Dumitru Erhan, Vincent Vanhoucke, and
Andrew Rabinovich. Going deeper with convolutions. In Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition,
pages 1–9, 2015.
[15] Gary B Huang, Manu Ramesh, Tamara Berg, and Erik Learned-Miller.
Labeled faces in the wild: A database for studying face recognition
in unconstrained environments. Technical report, Technical Report
07-49, University of Massachusetts, Amherst, 2007.
[16] Ilja Kuzborskij, Francesco Orabona, and Barbara Caputo. From n to
n+ 1: Multiclass transfer incremental learning. In Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition, pages
3358–3365, 2013.
[17] Tianjun Xiao, Jiaxing Zhang, Kuiyuan Yang, Yuxin Peng, and Zheng
Zhang. Error-driven incremental learning in deep convolutional neural
network for large-scale image classification. In Proceedings of the
22nd ACM international conference on Multimedia, pages 177–186.
ACM, 2014.
[18] Phillip Ian Wilson and John Fernandez. Facial feature detection
using haar classifiers. Journal of Computing Sciences in Colleges,
21(4):127–133, 2006.
[19] Richard J Qian, M Ibrahim Sezan, and Kristine E Matthews. A robust
real-time face tracking algorithm. In Image Processing, 1998. ICIP
98. Proceedings. 1998 International Conference on, volume 1, pages
131–135. IEEE, 1998.
[20] Ha Manh Do, Craig Mouser, Meiqin Liu, and Weihua Sheng. Human-
robot collaboration in a mobile visual sensor network. In Robotics and
Automation (ICRA), 2014 IEEE International Conference on, pages
2203–2208. IEEE, 2014.
[21] Weihua Sheng, Yongsheng Ou, Duy Tran, Eyosiyas Tadesse, Meiqin
Liu, and Gangfeng Yan. An integrated manual and autonomous driving
framework based on driver drowsiness detection. In Intelligent Robots
and Systems (IROS), 2013 IEEE/RSJ International Conference on,
pages 4376–4381. IEEE, 2013.
[22] Duy Tran, Eyosiyas Tadesse, Weihua Sheng, Yuge Sun, Meiqin Liu,
and Senlin Zhang. A driver assistance framework based on driver
drowsiness detection. In Cyber Technology in Automation, Control,
and Intelligent Systems (CYBER), 2016 IEEE International Conference
on, pages 173–178. IEEE, 2016.
[23] Davis E King. Dlib-ml: A machine learning toolkit. Journal of
Machine Learning Research, 10(Jul):1755–1758, 2009.
[24] Minh Pham, Yehenew Mengistu, Ha Do, and Weihua Sheng. Deliver-
ing home healthcare through a cloud-based smart home environment
(coshe). Future Generation Computer Systems, 81:129–140, 2018.
[25] Minh Pham, Yehenew Mengistu, Ha Manh Do, and Weihua Sheng.
Cloud-based smart home environment (coshe) for home healthcare.
In Automation Science and Engineering (CASE), 2016 IEEE Interna-
tional Conference on, pages 483–488. IEEE, 2016.
[26] Duy Tran, Eyosiyas Tadesse, Praveen Batapati, Weihua Sheng, and
Li Liu. A cloud based testbed for research and education in intelligent
transportation system. In Robotics and Biomimetics (ROBIO), 2015
IEEE International Conference on, pages 452–457. IEEE, 2015.
[27] Trung Nguyen, Barth Lakshmanan, Chengjie Lin, Weihua Sheng,
Ye Gu, Meiqin Liu, and Senlin Zhang. A miniature smart home testbed
for research and education. In 2017 IEEE 7th Annual International
Conference on CYBER Technology in Automation, Control, and Intel-
ligent Systems (CYBER), pages 1637–1642. IEEE, 2017.
[28] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li Fei-
Fei. Imagenet: A large-scale hierarchical image database. In Computer
Vision and Pattern Recognition, 2009. CVPR 2009. IEEE Conference
on, pages 248–255. IEEE, 2009.
[29] Quoc V Le. Building high-level features using large scale unsupervised
learning. In 2013 IEEE international conference on acoustics, speech
and signal processing, pages 8595–8598. IEEE, 2013.
[30] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton. Imagenet
classification with deep convolutional neural networks. In Advances
in neural information processing systems, pages 1097–1105, 2012.
[31] Christian Szegedy, Vincent Vanhoucke, Sergey Ioffe, Jonathon Shlens,
and Zbigniew Wojna. Rethinking the inception architecture for
computer vision. arXiv preprint arXiv:1512.00567, 2015.
[32] Brandon Amos, Bartosz Ludwiczuk, and Mahadev Satyanarayanan.
Openface: A general-purpose face recognition library with mobile
applications. Technical report, Technical report, CMU-CS-16-118,
CMU School of Computer Science, 2016.
[33] O. M. Parkhi, A. Vedaldi, and A. Zisserman. Deep face recognition.
In British Machine Vision Conference, 2015.
[34] Fabrice Bellard. Qemu-open source processor emulator, 2016. [Ac-
cessed: 2016-09-09].
[35] Soumith. Convnet-benchmarks, 2016. [Accessed: 2016-09-09].
