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Apesar de ter surgido na indu´stria ha´ mais de 20 anos, na˜o encontram-se muitas
aplicac¸o˜es de Controle Preditivo Baseado em Modelo (MPC) no setor de controle e
gerac¸a˜o de energia hidrele´trica. Atualmente, a grande maioria das aplicac¸o˜es esta˜o
voltadas para uso em processos qu´ımicos e petroqu´ımicos. Este trabalho tem por ob-
jetivo propor um controlador preditivo para atuar na regulac¸a˜o de tensa˜o de geradores
acionados por turbinas hidra´ulicas. O trabalho aborda a modelagem fenomenolo´gica da
Ma´quina S´ıncrona (MS) para uso no modelo de predic¸a˜o do MPC. O MPC desenvolvido
e´ baseado numa formulac¸a˜o aproximada mista linear-na˜o linear onde a resposta livre
do processo e´ calculada por simulac¸a˜o do modelo fenomenolo´gico e a resposta forc¸ada
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das, mostrando que o MPC apresenta respostas de melhor qualidade em relac¸a˜o aos
controladores atuais aplicados.
ix
Abstract of Dissertation presented to UFSC as a partial fulfillment of the requirements for
the degree of Master in Automation and Systems Engineering.
PREDICTIVE CONTROL APPLIED TO
VOLTAGE REGULATION FOR
HIDROELECTRIC POWER PLANTS
Antoˆnio Ribas Neto
June 2010
Advisor: Julio Elias Normey Rico, Ph.D.
Area of Concentration: Control, Automation and Systems
Key words: Model Predictive Control, Synchronous Machines, Voltage Regulation,
Otimization.
Number of Pages: xxviii + 103
Although being used in industry for more than 20 years, Model Predictive Control
(MPC) has not found many applications in the field of control and hidropower gener-
ation. Currently, the majority of the applications are directed for use in chemical and
petrochemical processes. The objective of this work is to propose a predictive controller
to act in the voltage regulation of generators driven by hydraulics turbines. The work
presents the phenomenological modelling of synchronous machine (SM) for use in the
prediction model of the MPC. The MPC is designed based on a mixed linear-nonlinear
approximate formulation where the free response of the process is calculated by sim-
ulating the phenomenological model and the forced response with the linear model.
The model also considers the predictions for the machine operating modes. The MPC
considers all the SM operating constraints and the constraints imposed by this coupled
system. With the implemented control algorithm, several simulations and analysis are
performed, involving different working conditions to test the controller performance.
Several comparisons with the classical controllers used in constraints voltage regulation
systems are presented, showing that the MPC provides performance of higher quality
compared to the current implemented controllers.
xi
Suma´rio
1 Introduc¸a˜o 1
1.1 Motivac¸a˜o e Objetivos do Trabalho . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Justificativas do uso do controle preditivo . . . . . . . . . . . . . . . . 2
1.2 Organizac¸a˜o do Trabalho . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Sistema de Regulac¸a˜o de Tensa˜o: Ana´lise e Modelagem 5
2.1 Sistema de Gerac¸a˜o de Energia Hidrele´trica . . . . . . . . . . . . . . . . . . . 5
2.2 Ma´quina s´ıncrona - MS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.1 Modelagem: principais equac¸o˜es do funcionamento da MS . . . . . . . 8
2.3 Sistema de Excitac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3.1 Excitatriz esta´tica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4 Curvas de Capacidade de Gerac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4.1 Limite de aquecimento da armadura . . . . . . . . . . . . . . . . . . . 17
2.4.2 Limite de aquecimento do enrolamento de campo . . . . . . . . . . . . 18
2.4.3 Limite de poteˆncia prima´ria . . . . . . . . . . . . . . . . . . . . . . . . 19
2.4.4 Limite de estabilidade . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4.5 Limite de excitac¸a˜o mı´nima . . . . . . . . . . . . . . . . . . . . . . . . 21
2.5 Comparac¸a˜o de resultados dos modelos . . . . . . . . . . . . . . . . . . . . . . 25
2.6 Concluso˜es do cap´ıtulo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
xiii
3 Controle Preditivo Baseado em Modelo 33
3.1 Estrate´gia de Controle MPC . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2 Elementos do MPC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.1 Modelo de Predic¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2.2 Modelo do Processo . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2.3 Modelo das Perturbac¸o˜es . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2.4 Resposta Livre e Forc¸ada . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3 Func¸a˜o Objetivo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4 Obtenc¸a˜o da Lei de Controle . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.5 Controle Preditivo Generalizado . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.6 MPC com Restric¸o˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.6.1 Formulac¸a˜o das restric¸o˜es para uso na func¸a˜o objetivo . . . . . . . . . 47
3.7 Controle Preditivo Na˜o-Linear . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.7.1 Formulac¸a˜o do problema . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.8 NMPC Aproximado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4 Desenvolvimento do Controlador Preditivo 59
4.1 Formulac¸a˜o do Problema . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.1.1 Modos de operac¸a˜o da MS e ana´lise das restric¸o˜es . . . . . . . . . . . 60
4.2 Sequenciamento de Operac¸o˜es do Gerador Relevantes para o RT . . . . . . . 68
4.3 Especificac¸o˜es de Projeto e Desempenho para o Controlador de RT . . . . . . 71
4.4 Proposta de sintonia dos horizontes de predic¸a˜o e ponderac¸o˜es . . . . . . . . 72
4.4.1 Coeficientes de ponderac¸a˜o e horizontes de predic¸a˜o do controlador . . 73
4.4.2 Coeficientes de ponderac¸a˜o e horizontes de predic¸a˜o das restric¸o˜es . . 74
4.5 Funcionamento e Simulac¸a˜o do Controlador . . . . . . . . . . . . . . . . . . . 75
4.6 Robustez a` Incerteza de Modelagem da MS . . . . . . . . . . . . . . . . . . . 82
4.7 Robustez a` Ocorreˆncia de Curto-circuito . . . . . . . . . . . . . . . . . . . . . 84
xiv
4.8 Influeˆncia da Inexatida˜o da estimac¸a˜o de Xe . . . . . . . . . . . . . . . . . . . 84
4.9 Varredura do Diagrama P −Q . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.9.1 Metodologia do teste . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.9.2 Paraˆmetros utilizados . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.9.3 Ana´lise de resultados da varredura do diagrama P −Q . . . . . . . . . 87
4.10 Comparac¸a˜o entre Controle atual, Comissionamento e Controle MPC . . . . . 90
4.11 Adaptac¸a˜o do Algoritmo para Controle de Outras Varia´veis . . . . . . . . . . 93
4.11.1 Alterac¸o˜es realizadas . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.11.2 Modo de controle de corrente de campo . . . . . . . . . . . . . . . . . 94
4.11.3 Modo de controle de poteˆncia reativa . . . . . . . . . . . . . . . . . . . 95
4.11.4 Controle de fator de poteˆncia . . . . . . . . . . . . . . . . . . . . . . . 95
4.12 Concluso˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5 Conclusa˜o 99
xv
Lista de Abreviaturas
AC Corrente alternada (Alternating Current)
ARIMA Modelo Autoregressivo Integrado de Me´dia Mo´vel (Auto-Regressive and Integrative Moving
ARX Auto-Regressive with Exogenous inputs
AVR Controle Automa´tico de Gerac¸a˜o (Automatic Voltage Regulator)
CARIMA Controlled Autoregressive Integrated Moving Average
CCA Curva de circuito aberto
CPBM Controle Preditivo Baseado em Modelo
CPNL Controle Preditivo Na˜o Linear
DC Corrente cont´ınua (Direct Current)
DMC Dynamic Matrix Control
EPSAC Extended Prediction Self-Adaptive Control
FEM Forc¸a eletromotriz
GPC Generalized Predictive Control
GS Gerador(es) S´ıncrono(s)
ISE Integral de Erro Quadra´tico (Integral of Square Error)
kVA quilovolt-ampe`re
LCC Restric¸a˜o de corrente de campo
LCE Restric¸a˜o de corrente estato´rica
LSE Restric¸a˜o de sub-excitac¸a˜o
LVHz Restric¸a˜o da relac¸a˜o volts/hertz
MAC Model Algorithmic Control
MBPC Model-Based Predictive Control
MPC Model Predictive Control
MMF Forc¸a magnetomotriz
MS Ma´quina(s) S´ıncrona(s)
MVA megavolt-ampe`re
MW Megawatts
NMPC (Nonlinear Model Predictive Control)
PI Proporcional-Integral
PID Proporcional-Integral-Derivativo
PSS Estabilizador do Sistema de Poteˆncia PSS (Power System Stabilizer)
xvii
pu por unidade
PQ Programac¸a˜o Quadra´tica (Quadratic Programming)
PSS Sistema Estabilizador de Poteˆncia (Power System Estabilizer)
SE Sistema de Excitac¸a˜o
SEC Sistema de Edic¸a˜o de Configurac¸a˜o
SEP Sistema Ele´trico de Poteˆncia
RT Regulador de tensa˜o
RV Regulador de velocidade
SQP Programac¸a˜o Sequencial Quadra´tica (Sequential Quadratic Programming)
xviii
Lista de S´ımbolos
Notac¸a˜o
Ag Constante de saturac¸a˜o da ma´quina s´ıncrona
Bg Constante de saturac¸a˜o da ma´quina s´ıncrona
d sub´ındice para eixo direto
D Coeficiente de autoregulac¸a˜o da turbina
Eaf Tensa˜o de excitac¸a˜o
Eaf Forc¸a eletromotriz, por fase, nos enrolamentos internos do estator
E∞ Tensa˜o da barra infinita
Ebarra Tensa˜o da barra infinita, convenc¸a˜o para simulac¸a˜o e projeto do controlador
Efd Tensa˜o de campo
E′′d Componente subtransito´ria da FEM no eixo direto
E′′q Componente subtransito´ria da FEM no eixo de quadratura
E′d Componente transito´ria da FEM no eixo direto
E′q Componente transito´ria da FEM no eixo de quadratura
Ei Corrente de excitac¸a˜o de campo, convenc¸a˜o para simulac¸a˜o e projeto do controlador
ET1 Tensa˜o de saturac¸a˜o
fm Frequeˆncia angular mecaˆnica
ifd Corrente de campo da ma´quina rever isso qui..
Ia Corrente da armadura
Id Componente da corrente estato´rica no eixo d
ifd Corrente de campo
Iq Componente da corrente estato´rica no eixo q
Ir Corrente ativa
It Corrente terminal
Ix Corrente reativa
Ke Ganho da excitatriz rotativa
Lad Indutaˆncia com base rec´ıproca
N Horizonte de predic¸a˜o
N1 Horizonte de predic¸a˜o mı´nimo
xix
N2 Horizonte de predic¸a˜o ma´ximo
Nu Horizonte de controle
r Fator de penalizac¸a˜o do incremento do sinal de controle
Ra Resisteˆncia dos enrolamentos da armadura
Rfd Resisteˆncia dos enrolamentos de campo da ma´quina s´ıncrona
p Nu´mero de polos
P Poteˆncia ativa
Pe Poteˆncia ele´trica
Pm Poteˆncia mecaˆnica no eixo da ma´quina
q sub´ındice para eixo de quadratura
q Fator de penalizac¸a˜o de seguimento de trajeto´ria de refereˆncia
Q Poteˆncia reativa
S Poteˆncia aparente
T Torque fornecido pela turbina
Te Constante de tempo da excitatriz esta´tica
T ′d0 Constante de tempo transito´ria no eixo direto
T ′′d0 Constante de tempo subtransito´ria no eixo direto
T ′q0 Constante de tempo transito´ria no eixo de quadratura
T ′′q0 Constante de tempo subtransito´ria no eixo de quadratura
Vd Tensa˜o da armadura no eixo direto
Vq Tensa˜o da armadura no eixo de quadratura
Vreg Tensa˜o de regulac¸a˜o
Vt Tensa˜o terminal
VX Tensa˜o de sa´ıda do excitador
Xad Reataˆncia com base rec´ıproca
Xd Reataˆncia s´ıncrona no eixo direto
X ′d Reataˆncia s´ıncrona transito´ria no eixo direto
X ′′d Reataˆncia s´ıncrona subtransito´ria no eixo direto
Xe Reataˆncia equivalente externa da barra infinita
Xl Reataˆncia de dispersa˜o
Xs Reataˆncia s´ıncrona
Xq Reataˆncia s´ıncrona no eixo de quadratura
X ′q Reataˆncia s´ıncrona transito´ria no eixo de quadratura
X ′′q Reataˆncia s´ıncrona subtransito´ria no eixo de quadratura
2H Paraˆmetro de ine´rcia da turbina
δ Aˆngulo de carga da ma´quina s´ıncrona
δmax Aˆngulo de carga ma´ximo da ma´quina s´ıncrona
∆ω Desvio de velocidade angular
ω0 Frequeˆncia nominal da ma´quina
ωm Velocidade angular mecaˆnica
xx
ωr Velocidade angular do rotor, rad/s ele´tricos
θ Aˆngulo do rotor com relac¸a˜o ao estator
θr Aˆngulo de avanc¸o do eixo d em relac¸a˜o ao eixo magne´tico do enrolamento de fase a
φ Aˆngulo do fator de poteˆncia
ψI Perda de fluxo
ǫ(.) Valor da restric¸a˜o suave para a varia´vel relacionada a (.)
xxi
Lista de Figuras
2.1 Esquema de uma planta hidra´ulica. . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Principais malhas de controle associadas a um gerador. Adaptada de Simo˜es Costa
e S. e Silva (2000). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Esquema de uma ma´quina s´ıncrona trifa´sica. Adaptada de Kundur (1994). . 8
2.4 Componente da frequeˆncia fundamental da corrente de armadura. Adaptada
de Chapman (1999). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.5 Efeitos da saturac¸a˜o. Adaptada de Kundur (1994). . . . . . . . . . . . . . . . 12
2.6 Circuito representando ma´quina s´ıncrona ligada a` rede. Adaptada de Fitzge-
rald et al. (2006). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.7 Curva poteˆncia ativa × aˆngulo de poteˆncia. Adaptada de Fitzgerald et al. (2006) 13
2.8 Configurac¸a˜o f´ısica dos componentes de um sistema de excitac¸a˜o. Adaptada
de Simo˜es Costa e S. e Silva (2000). . . . . . . . . . . . . . . . . . . . . . . . 14
2.9 Esquema de montagem de uma excitatriz do tipo esta´tica. . . . . . . . . . . . 15
2.10 Limites aproximados de gerac¸a˜o ativa e reativa. Adaptado de Monticelli e
Garcia (2000). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.11 Limite de aquecimento da armadura (corrente de armadura ma´xima). Adap-
tada de Kundur (1994). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.12 Limite de aquecimento da corrente de campo. Adaptada de Kundur (1994). . 19
2.13 Limite de poteˆncia na turbina. Adaptada de Monticelli e Garcia (2000). . . . 20
2.14 Limite de estabilidade imposto como valor ma´ximo do aˆngulo de poteˆncia
(margem angular). Adaptada de Monticelli e Garcia (2000). . . . . . . . . . . 21
2.15 Limite de estabilidade imposto como uma margem em relac¸a˜o a` ma´xima poteˆncia
teo´rica. Adaptada de Monticelli e Garcia (2000). . . . . . . . . . . . . . . . . 21
xxiii
2.16 Efeito da margem de estabilidade em poteˆncia no valor de δmax. Adaptada de
Monticelli e Garcia (2000). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.17 Limite de estabilidade imposto como uma margem em relac¸a˜o a` ma´xima poteˆncia
teo´rica. Adaptada de Monticelli e Garcia (2000). . . . . . . . . . . . . . . . . 22
2.18 Diagrama de capacidade t´ıpica de um GS. Adaptado de Monticelli e Garcia
(2000). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.19 Modelo cla´ssico para MS de polos lisos ligada a um sistema de barra infinita.
Adaptado de Monticelli e Garcia (2000). . . . . . . . . . . . . . . . . . . . . . 23
2.20 Diagrama fasorial da ma´quina sobre-excitada. Adaptado de Monticelli e Garcia
(2000). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.21 Diagrama fasorial da ma´quina subexcitada. Adaptado de Monticelli e Garcia
(2000). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.22 Diagrama de blocos da ma´quina s´ıcrona. Modelo IV de Young. Adaptada de
Zeni Jr (1987). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.23 Comparac¸a˜o da tensa˜o terminal (Vt). . . . . . . . . . . . . . . . . . . . . . . . 29
2.24 Comparac¸a˜o do desvio de aˆngulo (∆ω). . . . . . . . . . . . . . . . . . . . . . 30
2.25 Comparac¸a˜o da corrente ativa (Ir). . . . . . . . . . . . . . . . . . . . . . . . . 30
2.26 Comparac¸a˜o da corrente reativa (Ix). . . . . . . . . . . . . . . . . . . . . . . . 31
2.27 Comparac¸a˜o da poteˆncia ativa (Pe). . . . . . . . . . . . . . . . . . . . . . . . 31
3.1 Estrate´gia de controle MPC. . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 Estrutura ba´sica de controle MPC. . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3 Representac¸a˜o de uma restric¸a˜o hard. Adaptada de Qin e Badgwell (2003). . 46
3.4 Representac¸a˜o de uma restric¸a˜o soft. Adaptada de Qin e Badgwell (2003). . . 46
3.5 Representac¸a˜o de uma restric¸a˜o de aproximac¸a˜o de setpoint. Adaptada de Qin
e Badgwell (2003). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.1 Curva de capabilidade mostrando a linha de atuac¸a˜o do LSE. Adaptada de
Zeni Jr (1987) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.2 In´ıcio de operac¸a˜o da ma´quina. Adaptada de IEEE Std 1020-1988 (1988) . . 69
xxiv
4.3 Desexcitac¸a˜o da ma´quina por comando ou falha mecaˆnica. Adaptada de
IEEE Std 1020-1988 (1988) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.4 Comportamento desejado e indesejado da varia´vel sob restric¸a˜o. . . . . . . . . 72
4.5 Intervalo de tempo considerado na ana´lise dos paraˆmetros . . . . . . . . . . . 74
4.6 Relac¸a˜o entre os paraˆmetros de sintonia e erro quadra´tico . . . . . . . . . . . 75
4.7 Tensa˜o terminal, tensa˜o de regulac¸a˜o, corrente ativa e reativa . . . . . . . . . 78
4.8 Desempenho das restric¸o˜es: LCC, LVHz, LCE e LSE . . . . . . . . . . . . . . 79
4.9 Poteˆncia ativa e reativa, aˆngulo de carga e diagramas P −Q e Ir − Ix . . . . 80
4.10 Desempenho do sistema com paraˆmetros relacionados ao erro ISE < 0, 08 . . 82
4.11 Tempo de assentamento para degrau negativo . . . . . . . . . . . . . . . . . . 83
4.12 Tempo de subida, assentamento e sobressinal para degrau positivo . . . . . . 83
4.13 Pm = 0, MPC com restric¸o˜es desabilitadas . . . . . . . . . . . . . . . . . . . . 87
4.14 Pm = 0.7, MPC com restric¸o˜es desabilitadas . . . . . . . . . . . . . . . . . . . 88
4.15 Pm = 0.9, restric¸o˜es habilitadas - instabilidade a partir de 140 s . . . . . . . . 88
4.16 Pm = 0.9, restric¸o˜es habilitadas - estabilidade apo´s inserc¸a˜o de filtro . . . . . 89
4.17 Comparac¸a˜o do MPC com o controlador atual - degrau a vazio . . . . . . . . 91
4.18 Resposta do sistema a degrau com MS operando sob carga . . . . . . . . . . . 92
4.19 Modo de controle de corrente de campo - a vazio . . . . . . . . . . . . . . . . 94
4.20 Modo de controle de corrente de campo - com carga . . . . . . . . . . . . . . 94
4.21 Modo de controle de poteˆncia reativa . . . . . . . . . . . . . . . . . . . . . . . 95
4.22 Modo de controle de fator de poteˆncia . . . . . . . . . . . . . . . . . . . . . . 96
xxv
Lista de Tabelas
2.1 Valores t´ıpicos dos paraˆmetros do modelo de MS. Adaptada de Kundur (1994). 10
4.1 Categorias de ana´lise do paraˆmetro Xe . . . . . . . . . . . . . . . . . . . . . . 86
xxvii
Cap´ıtulo 1
Introduc¸a˜o
Os Controladores Preditivos Baseados em Modelos, mais referenciados como contro-
ladores MPCs, podem ser encontrados nas mais diversas a´reas industriais. O uso de con-
troladores desse tipo desencadeou muitas aplicac¸o˜es desde a de´cada de 70 e a te´cnica tem
sido muito estudada e implementada desde enta˜o. A vantagem do controlador possuir um
modelo expl´ıcito da planta real, e desse modo, predizer o comportamento futuro de varia´veis
selecionadas envolvidas no processo de controle, e´ um dos pontos fortes dessa aplicabilidade.
O grande uso dos controladores preditivos MPCs, tambe´m esta´ relacionado com a
capacidade de lidar com ca´lculos sistema´ticos envolvendo soluc¸o˜es para problemas com um
conjunto complexo de restric¸o˜es, otimizac¸a˜o de valores, uso de modelos lineares e na˜o lineares,
entre outras caracter´ısticas.
Quase nenhuma ou poucas refereˆncias sobre aplicac¸o˜es de controladores MPCs no setor
de gerac¸a˜o e controle de energia hidrele´trica, no que diz respeito ao controle de regulac¸a˜o
de tensa˜o, sa˜o encontradas. Uma abordagem de controle preditivo aplicado a um sitema de
regulac¸a˜o de velocidade e tensa˜o e´ encontrado em da Silva (2002), o qual faz uso de um modelo
simples para a Ma´quina S´ıncronas (MS). Em Sansevero (2006) e´ abordado um controlador
preditivo para turbo-geradores hidra´ulicos do tipo Francis e em Oliveira-Lopes e da Silva
(2007) uma abordagem via inequac¸o˜es matriciais lineares.
A maior parte de empresas que trabalham com este ramo de nego´cios manteˆm seus
tipos de controles aplicados restritos ao uso de controladores do tipo proporcional-integral
(PI) ou proporcional-integral-derivativo (PID). O trabalho a ser desenvolvido aqui, propo˜e
um controlador preditivo para sistemas de regulac¸a˜o de tensa˜o.
1.1 Motivac¸a˜o e Objetivos do Trabalho
Os principais objetivos deste trabalho sa˜o:
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• Aplicar a te´cnica de controle preditivo baseado em modelo para desenvolver um algo-
ritmo para reguladores de tensa˜o de geradores s´ıncronos.
• Testar o desempenho do algoritmo desenvolvido frente a` tecnologia atual dos regulado-
res.
• Avaliar a viabilidade de implementac¸a˜o do regulador de controle preditivo aplicado a
reguladores de tensa˜o em usinas hidrele´tricas.
Vale ressaltar ao leitor que o propo´sito geral deste trabalho, ale´m de ser um problema
de pesquisa, tambe´m tem a finalidade de melhorar o sistema de controle de excitac¸a˜o de
ma´quinas s´ıncronas realizado pela empresa REIVAX. Devido a isto, alguns detalhes e/ou
dados de sintonia podem ser omitidos por motivos de sigilo industrial.
1.1.1 Justificativas do uso do controle preditivo
O sistema de excitac¸a˜o proveˆ a tensa˜o interna do gerador s´ıncrono e por isso e´ res-
ponsa´vel pela tensa˜o e corrente terminais e pelo fator de poteˆncia. O regulador de tensa˜o
comanda o sistema de excitac¸a˜o para que se tenham como caracter´ısticas:
• Controle da tensa˜o terminal da ma´quina, dentro das especificac¸o˜es.
• Manutenc¸a˜o da ma´quina dentro dos limites de operac¸a˜o, definidos para va´rias de suas
varia´veis de sa´ıda, mesmo sob condic¸o˜es severas.
• Prover torque de amortecimento para diminuir oscilac¸o˜es eletromecaˆnicas. Estas podem
ter origem na pro´pria ma´quina, provenientes da influeˆncia do torque ele´trico sobre o eixo
da ma´quina ou de oscilac¸o˜es da poteˆncia mecaˆnica entregue ao eixo, como tambe´m de
perturbac¸o˜es do sistema ele´trico, devido a constantes variac¸o˜es topolo´gicas, mudanc¸as
de carga e tensa˜o na linha de transmissa˜o.
• Proporcionar torque sincronizante para evitar perda de sincronia, quando ocorrer falhas
como curto-circuito ou abertura de linha.
Verifica-se que tais func¸o˜es compreendem um conjunto complexo de restric¸o˜es ao con-
trolador, inclusive conflitantes em alguns casos, como fornecer torque sincronizante durante
uma falha de curto-circuito leva ao aparecimento de oscilac¸o˜es, que devem, pelo mesmo con-
trolador, serem amortecidas. Perturbac¸o˜es bruscas e falhas devem ser compensadas pelo
regulador. Somam-se a isso as caracter´ısticas na˜o-lineares do sistema.
Para atender a todas as especificac¸o˜es, desenvolveu-se, um nu´mero considera´vel de com-
ponentes destinados a resolver isoladamente cada um dos problemas apresentados, que, como
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atuam de maneira isolada sobre objetivos globais (como regia˜o de operac¸a˜o da ma´quina),
suas ac¸o˜es de controle na˜o representam a melhor forma de cumprir as especificac¸o˜es, pela
mesma raza˜o, a sintonia de cada uma destas partes na˜o e´ um processo simples.
Conforme salientado anteriormente, o controle preditivo baseado em modelo e´ uma
te´cnica de controle avanc¸ada que se baseia no conhecimento do comportamento da planta
controlada para definir os sinais a serem aplicados de forma que melhor se cumpram as
especificac¸o˜es do problema ao qual e´ aplicado. Dessa forma, espera-se ter um controlador, ao
mesmo tempo, com o´timo desempenho e sintonia simplificada para o processo de regulac¸a˜o
de tensa˜o.
1.2 Organizac¸a˜o do Trabalho
A dissertac¸a˜o continua no Cap´ıtulo 2, que aborda conceitos fundamentais de geradores
e as principais caracter´ısticas responsa´veis por limitac¸o˜es de gerac¸a˜o e fornecimento de energia
ele´trica. Neste cap´ıtulo e´ apresentada a modelagem matema´tica desses tipos de ma´quinas e
feita a validac¸a˜o do modelo usado no controlador preditivo, com suas devidas considerac¸o˜es.
O Cap´ıtulo 3 e´ responsa´vel por fornecer a base necessa´ria para o entendimento de
como funcionam os controladores preditivos, como sa˜o tratadas questo˜es envolvendo modelos
lineares e as manipulac¸o˜es e inserc¸o˜es de restric¸o˜es em controladores preditivos lineares. Trata
tambe´m de apresentar alguns conceitos relacionados a controladores na˜o lineares associados
ao uso de modelos na˜o lineares.
No Cap´ıtulo 4 esta˜o descritos os procedimentos, ana´lises e abordagens do problema de
controle relacionado ao desenvolvimento do controlador preditivo para regulac¸a˜o de tensa˜o.
Apresentam-se e discutem-se testes realizados sobre o desempenho do controlador desen-
volvido e comparam-se resultados entre o me´todo de controle atual e a nova estrate´gia de
controle.
Por fim, no Cap´ıtulo 5 retomam-se os pontos importantes do trabalho, destacando-se
os principais resultados observados e colocando-se sugesto˜es para trabalhos futuros.
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Cap´ıtulo 2
Sistema de Regulac¸a˜o de Tensa˜o:
Ana´lise e Modelagem
Neste cap´ıtulo sa˜o apresentados os conceitos ba´sicos de funcionamento dos reguladores
de tensa˜o. Inicialmente descreve-se brevemente o funciomanento de um sistema de energia
hidrele´trica e em seguida obtem-se o modelo para o uso no controlador. Finalmente realiza-
se um estudo comparativo por simulac¸a˜o do modelo usado no ambiente de simulac¸a˜o do
MATLAB R© para uso neste trabalho, com o modelo presente no Sistema de Edic¸a˜o de Con-
figurac¸a˜o (SEC) utilizado pela empresa REIVAX S.A para realizac¸a˜o de testes de software e
hardware.
2.1 Sistema de Gerac¸a˜o de Energia Hidrele´trica
A maior parte da energia ele´trica utilizada atualmente no Brasil prove´m da conversa˜o
de energia obtida em usinas hidrele´tricas. Para que ocorra esta conversa˜o de energia, e´
necessa´rio existir um desn´ıvel hidra´ulico natural ou criado por uma barragem. Desse modo
pode-se utilizar a energia potencial e cine´tica da a´gua para acionar turbinas hidra´ulicas,
que por sua vez acionara˜o geradores. Um sistema de gerac¸a˜o de energia, com os elementos
essenciais de uma planta hidra´ulica e´ descrita na Figura 2.1.
A energia ele´trica normalmente e´ produzida pela ac¸a˜o de ma´quinas rotativas, geral-
mente ma´quinas s´ıncronas (MS) funcionando como geradores s´ıncronos (GS), que acionadas
mecanicamente por uma ma´quina prima´ria (turbina hidra´ulica, a vapor, a ga´s, ma´quina
de combusta˜o interna, ou turbina eo´lica) produzem atrave´s de campos de induc¸a˜o eletro-
magne´ticos, uma onda senoidal de tensa˜o com frequeˆncia fixa e amplitude definida pela
classe de tensa˜o do gerador.
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Nı´vel de montante
Gerador
Turbina
Conduto forc¸ado
Reservato´rio
Va´lvula de controle
Nı´vel de jusante
Figura 2.1: Esquema de uma planta hidra´ulica.
O controle do sistema de gerac¸a˜o e´ bastante complexo. Na Figura 2.2 mostram-se as
principais malhas de controle usadas. Neste conjunto de malhas existem as malhas locais
ou prima´rias, que somente controlam o par turbina-gerador e as malhas centralizadas, que
encarregam-se da sincronizac¸a˜o com o sistema de distribuic¸a˜o.
Os controles locais principais sa˜o o regulador de velocidade (RV) e o regulador de tensa˜o
(RT). O primeiro atua sobre o fluxo de a´gua fornecido a` turbina para controlar a velocidade
do conjunto turbina-gerador e assim fixar a frequeˆncia da gerac¸a˜o. O segundo e´ o RT, que
atua na excitac¸a˜o da MS para gerar a tensa˜o desejada.
O controle suplementar ou Controle Automa´tico de Gerac¸a˜o (AVR) - referido na Figura
2.2 - atua quando o controle prima´rio, na˜o consegue eliminar os desvios de frequeˆncia, assim,
e´ necessa´rio a intervenc¸a˜o de outra malha de controle para restabelecer a frequeˆncia ao seu
valor nominal. Em caso de sistemas interligados, este controle, tem ainda a incumbeˆncia de
manter o intercaˆmbio de poteˆncia entre concessiona´rias vizinhas ta˜o pro´ximo quanto poss´ıvel
dos valores previamente programados. Trata-se de um sistema de controle centralizado,
executado no centro de operac¸o˜es das empresas, e cujas constantes de tempo sa˜o de ordem
de minutos (Simo˜es Costa e S. e Silva, 2000).
Os reguladores de tensa˜o sa˜o responsa´veis, entre outras tarefas, de manter e controlar
a tensa˜o terminal ou a poteˆncia reativa de um gerador s´ıncrono em determinadas faixas ou
regio˜es de operac¸a˜o, manipulando a excitac¸a˜o de campo do gerador. Ale´m de manter estas
grandezas dentro de um determinada regia˜o de operac¸a˜o, os reguladores tambe´m exercem
papel fundamental em manter o sistema estabilizado como um todo com a rede.
2.2 Ma´quina s´ıncrona - MS
O gerador s´ıncrono (GS) representa um tipo de ma´quina s´ıncrona (MS) responsa´vel
por converter a energia mecaˆnica do eixo da turbina em energia ele´trica, sendo os geradores
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Figura 2.2: Principais malhas de controle associadas a um gerador.
Adaptada de Simo˜es Costa e S. e Silva (2000).
s´ıncronos trifa´sicos, as ma´quinas mais comuns de gerac¸a˜o em um sistema de poteˆncia. A
palavra s´ıncrona significa que o campo girante no entreferro tem a mesma velocidade angular
que a do rotor.
Uma ma´quina s´ıncrona (ou gerador s´ıncrono), e´ constitu´ıda de dois elementos ba´sicos:
o rotor e o estator. O rotor gira com o eixo da ma´quina e e´ responsa´vel pela gerac¸a˜o do
campo magne´tico. O estator e´ a parte fixa da ma´quina, nele esta˜o dispostos enrolamentos
onde e´ induzida uma tensa˜o, devido ao movimento relativo entre rotor e estator. Existem
duas estruturas ba´sicas de rotores, dependendo da velocidade de trabalho.
As ma´quinas operando em altas velocidades, como turbogeradores acionados por vapor
ou ga´s, possuem rotores de po´los lisos. Neste tipo de rotor, tambe´m conhecido como rotor
cil´ındrico, os po´los encontram-se incrustados no rotor de ac¸o so´lido, sa˜o projetados para dois
ou quatro po´los sendo caracterizadas tambe´m por um pequeno diaˆmetro e longo comprimento
axial. Nas ma´quinas acionadas por turbinas hidra´ulicas, que operam com velocidades baixas,
os rotores sa˜o constru´ıdos com um nu´mero de po´los elevados, geralmente mais do que quatro,
para conseguirem alcanc¸ar a frequeˆncia da rede. Neste tipo de rotor os po´los projetam-se a
partir da superf´ıcie do rotor, sendo conhecidos como rotores de po´los salientes, apresentando
um grande diaˆmetro e um pequeno comprimento axial. No rotor de po´los salientes geral-
mente existe um conjunto de barras conectadas nas extremidades dos po´los, referidos como
enrolamentos amortecedores, com o propo´sito de amortecer oscilac¸o˜es mecaˆnicas do rotor
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provenientes das oscilac¸o˜es de velocidade (Kundur, 1994; Machowski et al., 2008).
2.2.1 Modelagem: principais equac¸o˜es do funcionamento da MS
A modelagem e ana´lise da MS tem sido sempre um desafio. Muitos estudos foram
realizados entre os anos de 1920 a 1930 e diversas outras investigac¸o˜es teˆm sido desenvolvidas
desde enta˜o. O equacionamento da ma´quina s´ıncrona pode ser iniciado utilizando o aˆngulo
do rotor com relac¸a˜o ao estator (θ) como refereˆncia e equacionando as forc¸as magne´ticas de
interac¸a˜o entre os elementos. Com o propo´sito de identificar as caracter´ısticas das ma´quinas
s´ıncronas, dois eixos sa˜o definidos, conforme a Figura 2.3.




















Eixo da fase a
Eixo da fase b
Eixo da fase c
a
b
c
a′
b′
c′
Rotor
Estator
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eixo d
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NS
Entreferro
Enrolamento da armadura Enrolamento de campo
Figura 2.3: Esquema de uma ma´quina s´ıncrona trifa´sica.
Adaptada de Kundur (1994).
O eixo direto d e´ centrado magneticamente no centro do polo norte e o eixo de qua-
dratura q, 90o adiantado em relac¸a˜o ao eixo d (Kundur, 1994). Pore´m a ana´lise da interac¸a˜o
do gerador com a rede e o sistema de excitac¸a˜o, em virtude do cara´ter varia´vel de alguns
paraˆmetros, agravada pela salieˆncia dos polos, fica dificultada, o que levou ao desenvolvimento
da transformac¸a˜o do espac¸o de estados com relac¸a˜o a` posic¸a˜o do rotor (Park, 1929). Esta
te´cnica consiste em uma transformac¸a˜o linear que simplifica as equac¸o˜es da MS introduzindo
um conjunto de varia´veis hipote´ticas, incluindo, ale´m das componentes d e q, uma terceira
componente, a componente de sequeˆncia zero, indicada pelo ı´ndice 0.
Dependendo do que se quer analisar, circuitos com va´rios graus de complexidade po-
dem ser encotrados (Kundur, 1994), sendo que alguns encontram-se normalizados, conforme
IEEE Std 1110-1991 (1991). Os ca´lculos relativos a` MS, assim como as varia´veis levadas em
considerac¸a˜o nos modelos, sa˜o frequentemente executados e expressos na forma conhecida
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como por unidade (pu), ou seja, com todas as quantidades expressas como frac¸o˜es decimais
dos chamados valores de base adequadamente escolhidos, assim, 1 pu significa que a varia´vel
esta´ no seu valor nominal (Fitzgerald et al., 2006). O modelo padra˜o para a MS, no entanto,
utiliza uma representac¸a˜o que independe de sua estrutura f´ısica e e´ expresso pelo sistema de
sexta ordem (Machowski et al., 2008):
E˙′′q =
E′q + Id(X
′
d −X
′′
d )− E
′′
q
T ′′do
(2.1)
E˙′′d =
E′d − Iq(X
′
q −X
′′
q )− E
′′
d
T ′′qo
(2.2)
E˙′q =
Efd − E
′
q + Id(Xd −X
′
d)
T ′do
(2.3)
E˙′d =
−Ed − Iq(Xq −X
′
q)
T ′qo
(2.4)
ω˙ =
ω0(Pm − Pe −D(ω − ω0))
2H
(2.5)
δ˙ = ω − ω0 (2.6)
onde Efd e´ a tensa˜o de campo do gerador, em pu; Id e Iq sa˜o as componentes da corrente
estato´rica, em pu; E′′d e E
′′
q sa˜o as componentes da forc¸a eletromotriz (FEM) proporcionais
ao somato´rio dos fluxos de ligac¸a˜o subtransito´rios no rotor, em pu; E′d e E
′
q sa˜o as compo-
nentes da FEM proporcionais ao somato´rio dos fluxos de ligac¸a˜o transito´rios no rotor; 2H e´
a ine´rcia da turbina, dada em segundos; D e´ o coeficiente de autoregulac¸a˜o da turbina; ω e´ a
frequeˆncia da ma´quina, em pu; ω0 e´ a frequeˆncia nominal da ma´quina, em pu; δ e´ o aˆngulo
de carga da ma´quina, Pm e Pe sa˜o respectivamente a poteˆncia mecaˆnica e poteˆncia ele´trica,
respectivamente.
De acordo com o tipo de MS, polos salientes ou lisos, algumas simplificac¸o˜es podem ser
realizadas nos paraˆmetros, mas a estrutura do modelo se mante´m (Machowski et al., 2008).
Para o estudo feito aqui, esta´ sendo considerado inicialmente um modelo para geradores de
polos salientes. Os valores comuns dos paraˆmetros, em pu, esta˜o mostrados na Tabela 2.1.
Para cara´ter de esclarecimento, a nomenclatura transito´rio e subtransito´rio utilizada
diz respeito a oscilac¸o˜es que ocorrem nas componentes da corrente de armadura no caso
de um curto-circuito. Considerando uma ma´quina operando inicialmente em vazio e um
curto-circuito trifa´sico su´bito aparecendo em seus terminais, pode ser observada uma onda
de corrente no estator em curto-circuito com o aux´ılio de um oscilosco´pio. A Figura 2.4
representa a componente sime´trica de um ensaio de curto circuito, desprezando os transito´rios
do estator (Kundur, 1994).
As varia´veis terminais da ma´quina sa˜o dadas por
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Tabela 2.1: Valores t´ıpicos dos paraˆmetros do modelo de MS.
Adaptada de Kundur (1994).
Paraˆmetros Polos salientes Polos lisos
Reataˆncia s´ıncrona
Xd 0,6 - 1,5 1,0 - 2,3
Xq 0,4 - 1,0 1,0 - 2,3
Reataˆncia transito´ria
X ′d 0,2 - 0,5 0,15 - 0,4
X ′q - 0,3 - 1,0
Reataˆncia subtransito´ria
X ′′d 0,15 - 0,35 0,12 - 0,25
X ′′q 0,2 - 0,45 0,12 - 0,25
Constante de tempo transito´ria*
T ′d0 1,5 - 9,0 s 3,0 - 10,0 s
T ′q0 - 0,5 - 2,0 s
Constante de tempo subtransito´ria*
T ′′d0 0,01 - 0,05 s 0,02 - 0,05 s
T ′′q0 0,01 - 0,09 s 0,02 - 0,05 s
*armadura em curto-circuito
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Figura 2.4: Componente da frequeˆncia fundamental da corrente de armadura.
Adaptada de Chapman (1999).
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Vq = E
′′
q −X
′′
d Id (2.7)
Vd = E
′′
d +X
′′
q Iq (2.8)
Vt =
√
V 2q + V
2
d (2.9)
Pe = VdId + VqIq (2.10)
Q = −VqId + VdIq (2.11)
Ir =
Pe
Vt
(2.12)
Ix =
−Q
Vt
(2.13)
It =
√
I2r + I
2
x (2.14)
onde Vq e Vd sa˜o, respectivamente, as tenso˜es da armadura do eixo de quadratura e eixo
direto do gerador; Vt e´ a tensa˜o terminal do gerador; Pe e´ a poteˆncia ele´trica do gerador; Ir,
Ix e It sa˜o, respectivamente, as correntes ativa, reativa e terminal do gerador e Q e´ a poteˆncia
reativa, sendo todas expressas em pu.
As caracter´ısticas das ma´quinas ele´tricas dependemmuito do uso de materiais magne´ticos.
A` medida que o fluxo magne´tico e´ aumentado, eles comec¸am a saturar, com o resultado de
que suas permeabilidades magne´ticas comec¸am a diminuir assim como a sua efetividade em
contrubuir a` densidade de fluxo total da ma´quina. Nas Equac¸o˜es 2.2 a 2.6, na˜o esta´ descrito,
o efeito na˜o linear da saturaca˜o magne´tica de excitac¸a˜o. Quando o ferro na˜o esta´ saturado, a
relaca˜o entre forc¸a magnetomotriz (MMF) e fluxo e´ linear e pode ser representado pela linha
de entreferro (ver Figura 2.5). Conforme a MMF e´ aumentada, o ferro satura e a relac¸a˜o
MMF/fluxo deixa de ser linear e segue a curva de circuito aberto (CCA), tambe´m chamada
de curva de saturac¸a˜o ou curva de magnetizac¸a˜o (Fitzgerald et al., 2006), resultando uma
perda de fluxo (ψI). Para modelar este efeito, pode-se alterar o valor das reataˆncias de re-
gime permanente (Machowski et al., 2008), ou representar a curva de saturac¸a˜o no modelo,
tornando-o na˜o linear. Neste u´ltimo caso, o modelo pode ser alterado conforme a equac¸a˜o a
seguir (Kundur, 1994; Anderson e Fouad, 1977)
E˙′q =
Efd − f(E
′
q)− E
′
q + Id(Xd −X
′
d)
T ′do
(2.15)
com
f(E′q) = Age
Bg(E′q−ET1) (2.16)
onde ET1 e´ o valor a partir do qual a saturac¸a˜o de E
′
q e´ considerada, Ag e Bg sa˜o constantes
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que podem ser calculados tomandos dois pontos conhecidos da curva de saturac¸a˜o.
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Figura 2.5: Efeitos da saturac¸a˜o.
Adaptada de Kundur (1994).
Uma se´rie de ensaios de identificac¸a˜o para os paraˆmetros padra˜o da ma´quina encontram-
se desenvolvidos e normalizados. O de maior aplicabilidade, no entanto, constitui-se em
analisar a resposta a rejeic¸a˜o de carga, devido a` dificuldade de realizac¸a˜o dos demais (Zeni Jr,
1987).
Uma ma´quina individual conectada a` rede representa uma pequena frac¸a˜o de todo
o sistema, desse modo ela na˜o pode afetar de forma significativa a tensa˜o e a frequeˆncia
do sistema. Quando a ma´quina esta´ em operac¸a˜o ligada a` rede, introduz-se o conceito de
barramento ou barra infinita, representando o restante do sistema como sendo uma fonte de
tensa˜o e frequeˆncia constantes. Muitas caracter´ısticas importantes do comportamento da
ma´quina s´ıncrona podem ser compreendidas a partir de uma u´nica ma´quina conectada a um
barramento infinito (Fitzgerald et al., 2006). A Figura 2.6 (a) representa este sistema.
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Eˆ∞
MS
Xq , Xd
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(a) (b)
Figura 2.6: Circuito representando ma´quina s´ıncrona ligada a` rede.
Adaptada de Fitzgerald et al. (2006).
Se a tensa˜o de barramento Eˆ∞ for decomposta em uma componente de eixo direto Vd =
E∞senδ e uma de eixo de quadratura Vq = E∞cosδ, em fase com Iˆd e Iˆq, respectivamente,
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enta˜o a poteˆncia Pe entregue por fase (ou por unidade) sera´ (Fitzgerald et al., 2006)
Pe = IdVd + IqVq = IdE∞senδ + IqE∞cosδ (2.17)
Uma relac¸a˜o tambe´m pode ser obtida da Figura 2.6 (b) para as correntes de eixo direto
e de quadratura, obtendo-se
Iq =
1
(Xd +Xe)
(Eaf − E∞cosδ) (2.18)
Id =
1
(Xq +Xe)
(E∞senδ) (2.19)
onde E∞ representa a tensa˜o da barra infinita, Eaf a tensa˜o de excitac¸a˜o, Xe representa a
reataˆncia equivalente externa da barra infinita e δ e´ o aˆngulo do rotor ou aˆngulo de carga.
Nota-se que surge mais uma na˜o-linearidade no sistema, devido ao seno e cosseno do aˆngulo
de carga inserido nas correntes Iq e Id. Substituindo estas duas equac¸o˜es na Equac¸a˜o 2.17
para poteˆncia ativa, obtem-se a seguinte relac¸a˜o de regime permanente (Del Toro, 1999;
Machowski et al., 2008; Fitzgerald et al., 2006)
Pe =
1
(Xd +Xe)
EafE∞senδ +
(Xd −Xq)
(Xd +Xe)(Xq +Xe)
E2∞senδcosδ (2.20)
A relac¸a˜o entre Pe e δ expressa pela Equac¸a˜o 2.20 e´ geralmente representada pela curva
de ponto de equil´ıbrio poteˆncia ele´trica-aˆngulo de carga, conforme representado na Figura
2.7. A` medida que δ cresce, o torque ele´trico da ma´quina aumenta. Pore´m, a partir de um
certo limite de δ, a ma´quina na˜o consegue suprir torque suficiente e perde a sincronia com o
sistema (Fitzgerald et al., 2006).
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Figura 2.7: Curva poteˆncia ativa × aˆngulo de poteˆncia.
Adaptada de Fitzgerald et al. (2006)
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2.3 Sistema de Excitac¸a˜o
A func¸a˜o do sistema de excitac¸a˜o e´ fornecer corrente cont´ınua para o enrolamento de
campo da ma´quina s´ıncrona e dessa maneira, estabelecer a tensa˜o interna da mesma. Em
consequeˆncia, o sistema de excitac¸a˜o na˜o e´ responsa´vel somente pela tensa˜o de sa´ıda da
ma´quina, mas tambe´m pelo fator de poteˆncia e pela magnitude da corrente gerada. Ao
sistema de excitac¸a˜o sa˜o atribu´ıdas diversas tarefas, dentre as quais desempenhar controle e
func¸o˜es essenciais para o desempenho satisfato´rio do sistema de controle atrave´s do controle
da tensa˜o de campo e desse modo, controlar a corrente de campo. Uma descric¸a˜o de outras
tarefas do sistema de excitac¸a˜o pode ser encontrada em Zeni Jr (1987). A Figura 2.8 descreve
a configurac¸a˜o f´ısica dos componentes de um sistema de excitac¸a˜o.
Torque da
turbina
Gerador
Tensa˜o e corrente de sa´ıda
Fonte de
energia para
excitatriz
Excitatriz
Controle
auxiliar
Regulador
de tensa˜o
Figura 2.8: Configurac¸a˜o f´ısica dos componentes de um sistema de excitac¸a˜o.
Adaptada de Simo˜es Costa e S. e Silva (2000).
Existem diversos tipos de excitatrizes, que pertencem a basicamente a treˆs amplas
categorias baseadas na fonte de excitac¸a˜o usada (Kundur, 1994):
• Sistemas de excitac¸a˜o de corrente cont´ınua - DC (do ingleˆs Direct Current);
• Sistemas de excitac¸a˜o de corrente alternada - AC (do ingleˆs Alternating Current);
• Sistemas de excitac¸a˜o.
A seguir, explica-se de forma sucinta, o funcionamento da excitatriz do tipo esta´tica que
sera´ utilizada neste trabalho. Outros estudos a respeito dos tipos de excitac¸a˜o e configurac¸o˜es
mais detalhadas podem ser encontradas em Kundur (1994), Anderson e Fouad (1977) e
IEEE Std 421.5dTM-2005 (2006).
2.3.1 Excitatriz esta´tica
A excitatriz esta´tica consiste de uma ponte retificadora eletronicamente controlada,
que utiliza a pro´pria corrente gerada na armadura (ou de um barramento auxiliar) para
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alimentar o campo da ma´quina, atrave´s de um transformador para rebaixar a tensa˜o para
um n´ıvel apropriado, ou em alguns casos, a tensa˜o e´ proveniente de enrolamentos auxiliares no
gerador (Kundur, 1994). Todos os componentes neste sistema sa˜o esta´ticos ou estaciona´rios.
Sa˜o utilizadas escovas, instaladas sobre ane´is lisos, para conduzir a corrente retificada desde
a ponte retificadora ate´ o campo da ma´quina. O regulador eletroˆnico verifica continuamente
a tensa˜o de sa´ıda da ma´quina e, se necessa´rio, executa a correc¸a˜o do valor da corrente de
excitac¸a˜o.
Nexte estudo, as pontes de tiristores que atuam como excitatrizes podem ter sua
dinaˆmica desprezada, pois conseguem atualizar o aˆngulo de disparo numa frequeˆncia cerca
de 1/6 do ciclo da malha de controle (Zeni Jr, 1987). Assim, a modelagem da excitatriz
esta´tica restringe-se a uma saturac¸a˜o simples. Os limites de saturac¸a˜o de tensa˜o da excita-
triz sa˜o calculados a partir das especificac¸o˜es da ma´quina e, portanto, esta˜o dispon´ıveis para
configurac¸a˜o do modelo.
A Figura 2.9 descreve o esquema de montagem de uma excitatriz do tipo esta´tica.
Figura 2.9: Esquema de montagem de uma excitatriz do tipo esta´tica.
2.4 Curvas de Capacidade de Gerac¸a˜o
Em problemas de ca´lculo de fluxo de carga, normalmente sa˜o especificadas as tenso˜es
desejadas para a operac¸a˜o da MS operando como GS e calculadas as injec¸o˜es de poteˆncia
reativa. Esses valores calculados devem obedecer a limites ma´ximos e mı´nimos de gerac¸a˜o
de poteˆncia reativa. Por outro lado, nos problemas de despacho econoˆmico da gerac¸a˜o (ou
fluxo de poteˆncia o´timo), as cargas e os limites de transmissa˜o sa˜o especificados e os n´ıveis
de gerac¸a˜o sa˜o determinados, desde que seus limites ma´ximos e mı´nimos sejam obedecidos
(Monticelli e Garcia, 2000).
Nesses problemas de ca´lculo de fluxo de poteˆncia e fluxo de poteˆncia o´timo, e´ comum
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serem utilizadas restric¸o˜es para o valor da poteˆncia reativa Q e ativa P do tipo
Qmin ≤ Q ≤ Qmax
Pmin ≤ P ≤ Pmax
Se os limites Qmin, Qmax, Pmin e Pmax utilizados nessas restric¸o˜es forem considerados
fixos e independentes entre si, essas restric¸o˜es equivalem a especificar uma regia˜o de operac¸a˜o
via´vel para um determinado GS do tipo da representada na Figura 2.10, ou seja, uma regia˜o
retangular.







Q
P
regia˜o via´vel
Pmax
Pmin
QmaxQmin
Figura 2.10: Limites aproximados de gerac¸a˜o ativa e reativa.
Adaptado de Monticelli e Garcia (2000).
Esses limites (de poteˆncia ativa e reativa) esta˜o relacionados de tal forma a definir uma
regia˜o de operac¸a˜o via´vel do GS. Os limites reativos dependem do n´ıvel atual de gerac¸a˜o de
poteˆncia ativa. Pore´m, em muitas situac¸o˜es pra´ticas, essa aproximac¸a˜o pode levar a erros
inaceita´veis, ja´ que a regia˜o de operac¸a˜o via´vel do GS e´ mais complexa do que a mostrada na
Figura 2.10 (Monticelli e Garcia, 2000). Os limites de gerac¸a˜o ativa e reativa se relacionam
por meio dos chamados diagramas ou curvas de capacidade, cuja forma gene´rica sera´ definida
nesta sec¸a˜o.
Levando-se em conta essas considerac¸o˜es de limites ma´ximos e mı´nimos nos problemas
de ca´lculo de fluxo de carga, o controle de gerac¸a˜o de poteˆncia ativa e reativa deve ser o
responsa´vel por manter o GS dentro da regia˜o de operac¸a˜o via´vel.
Do ponto de vista do controle, a MS pode ser vista como um processo de manipulac¸a˜o
da tensa˜o de campo Efd, variando-se a corrente de excitac¸a˜o de campo ifd, com o intuito de
controlar a tensa˜o terminal Vt gerada. Para a sua operac¸a˜o segura, diversos aspectos devem
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ser considerados. Os limites de aquecimento do rotor e do estator, juntos com qualquer ou
limite externo agindo sobre uma MS operando como GS, podem ser expressos de forma gra´fica
pelos diagramas de capacidade do gerador.
Quando trata-se de estudos de estabilidade de tensa˜o e estudos de estabilidade a longo
termo, e´ importante considerar os limites de capacidade das MS. Geralmente os valores nomi-
nais dos GS sa˜o fornecidos em termos de carga especificada pela poteˆncia aparente ma´xima
(kVA (quilovolt-ampe`re) ou MVA (megavolt-ampe`re)), que pode ser fornecida continuamente
sem superaquecimento, para valores espec´ıficos de tensa˜o e fator de poteˆncia (usualmente
80, 85 ou 90% indutivo). Em geral, a capacidade do acionador mecaˆnico prima´rio limita a
poteˆncia ativa de sa´ıda do gerador a um valor dentro da especificac¸a˜o de poteˆncial nominal
(Kundur, 1994; Fitzgerald et al., 2006).
O sistema regulador de tensa˜o controla a corrente de campo em resposta ao valor medido
da tensa˜o de terminal, mantendo a ma´quina operando com uma tensa˜o terminal constante
cujo valor corresponde a ± 5% em torno da tensa˜o nominal (Fitzgerald et al., 2006). Assim,
quando a poteˆncia ativa de carga e a tensa˜o sa˜o fixadas, a poteˆncia de carga reativa permitida
e´ limitada pelo aquecimento dos enrolamentos da armadura ou do campo. O enrolamento
de campo de armadura e´ o fator limitante dentro da regia˜o que esta´ compreendida entre os
valores unita´rio e nominal do fator de poteˆncia.
A capacidade de produc¸a˜o cont´ınua de poteˆncia reativa e ativa fornecida por uma MS
operando como gerador e´ limitada basicamente por cinco considerac¸o˜es (Monticelli e Garcia,
2000):
• Limite de aquecimento da armadura (corrente ma´xima da armadura);
• Limite de aquecimento do enrolamento de campo (corrente ma´xima de campo);
• Limite de poteˆncia prima´ria;
• Limite de estabilidade;
• Limite de excitac¸a˜o mı´nima e ma´xima.
Cada uma destas considerac¸o˜es contribui com uma curva de modo a compor o diagrama
de capacidade do GS, conforme sa˜o abordadas a seguir.
2.4.1 Limite de aquecimento da armadura
A corrente que circula na armatura gera perdas oˆhmicas RaI
2
a nos enrolamentos, a qual
e´ convertida em energia te´rmica devido ao efeito Joule. Esta energia dissipada em forma de
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calor deve ser removida para o meio atrave´s de refrigerac¸a˜o, impedindo que a temperatura
gerada na˜o exceda valores nominais, danificando o isolamento dos enrolamentos. Tal objetivo
e´ conseguido limitando a ma´xima corrente que circula pela armadura, sem que exceda o limite
de aquecimento dos enrolamentos (Kundur, 1994).
A poteˆncia de sa´ıda, no sistema complexo por unidade e´ dada por
S = P + jQ = |Vt||It|(cosφ+ jsenφ)
onde Vt e It sa˜o a tensa˜o terminal e corrente terminal respectivamente e φ e´ o aˆngulo do fator
de poteˆncia.
Assim, considerando |Vt| = Vnominal, |It|max, impo˜e-se um limite no mo´dulo de S. Em
um plano P −Q o limite da corrente de armadura aparece como um c´ırculo com a origem e
raio igual ao valor da poteˆncia aparente ma´xima (kVA ou MVA), conforme Figura 2.11.







Q
P
|S|
0
Valor MVA e
fator de poteˆncia
φ
Figura 2.11: Limite de aquecimento da armadura (corrente de armadura ma´xima).
Adaptada de Kundur (1994).
2.4.2 Limite de aquecimento do enrolamento de campo
Devido a`s perdas impostas pela perdas oˆhmicas Rfdi
2
fd nos enrolamentos de campo, a
corrente de campo impo˜e um segundo limite na operac¸a˜o da MS funcionando como gerador.
Aqui o subescrito fd diz respeito ao campo do gerador.
O equacionamento do diagrama fasorial1 de um gerador no estado estaciona´rio permite
a obtenc¸a˜o de
P = VtItcosφ =
Xad
Xs
Vtifdsenδ
Q = VtItsenφ =
Xad
Xs
Vtifdcosδ −
V 2t
Xs
1Para maiores detalhes consultar Kundur (1994).
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Aqui, Vt e It sa˜o a tensa˜o terminal e corrente terminal respectivamente, Xs e´ a reataˆncia
s´ıncrona, Xad e´ a reataˆncia resultante da multiplicac¸a˜o da velocidade s´ıncrona (ωr) pela
indutaˆncia Lad
2, ifd e´ a corrente de campo, φ e´ o aˆngulo de fator de poteˆncia e δ e´ o aˆngulo
de carga (Kundur, 1994).
A relac¸a˜o entre a poteˆncia ativa e a poteˆncia reativa para uma dada corrente de campo
e´ um c´ırculo centrado em −V 2t /Xs sobre o eixo Q e com (Xad/Xs)Vtifd como raio. O efeito
da variac¸a˜o da corrente de campo sobre a capabilidade do gerador pode ser ilustrado sobre
o plano P −Q, conforme mostrado na Figura 2.12. No caso ilustrado na figura, para fatores
de poteˆncia baixos, o limite imposto pela corrente ma´xima de campo e´ mais retritivo que o
limite imposto pela corrente ma´xima na armadura (Monticelli e Garcia, 2000).
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Figura 2.12: Limite de aquecimento da corrente de campo.
Adaptada de Kundur (1994).
Geralmente quando projeta-se um gerador, os limites te´rmicos para campo e armadura
interseptam-se no ponto A, o qual representa o local nominal de MVA e o fator de poteˆncia
(Kundur, 1994).
2.4.3 Limite de poteˆncia prima´ria
Existe um limite imposto sobre a poteˆncia que o gerador pode receber da turbina
(fonte prima´ria), que e´ um limite na forma de um valor ma´ximo de poteˆncia ativa gerada
pela ma´quina. A poteˆncia mecaˆnica Pm no eixo da ma´quina e´ dada por (Monticelli e Garcia,
2000)
Pm = Tωm
2O subscrito ad diz respeito a` base rec´ıproca do sistema, conforme representac¸a˜o de obtenc¸a˜o das equac¸o˜es
envolvendo a ma´quina s´ıncrona e e´ dado pelo sistema unita´rio - pu. Para mais detalhes, consultar Kundur
(1994).
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onde T e´ o torque fornecido pela turbina e ωm e´ a velocidade angular mecaˆnica (ωm = 2πfm/p,
onde fm e´ a frequeˆncia angular mecaˆnica, nesse caso 60 Hz, e p o nu´mero de polos da ma´quina).
A Figura 2.13 indica na forma de um valor ma´ximo a poteˆncia ativa gerada pela ma´quina,
representada pela linha horizontal.
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P
Poteˆncia prima´ria ma´xima
0
Figura 2.13: Limite de poteˆncia na turbina.
Adaptada de Monticelli e Garcia (2000).
Dependendo das caracter´ısticas da ma´quina, esse limite podera´ ser mais ou menos
restritivo que o limite imposto pelo aquecimento da armadura. No caso particular ilustrado
na figura, esta´ suposto que na regia˜o de fator de poteˆncia pro´ximo a` unidade, o limite de
poteˆncia prima´ria e´ mais baixo que o limite de aquecimento da armadura. E´ bom salientar
que o limite da fonte primaria so´ afeta a poteˆncia ativa, pois a elergia l´ıquida associada a`
poteˆncia reativa e´ nula, e, assim, em me´dia, e ao longo do tempo, a energia fornecida ao
sistema e´ igual a` energia mecaˆnica fornceida ao eixo, descontadas as perdas.
2.4.4 Limite de estabilidade
O limite de estabilidade e´ imposto pelo aˆngulo de poteˆncia ma´ximo permitido, δmax.
Este tipo de limite esta´ ilustrado na Figura 2.14 para duas situac¸o˜es distintas: ponto O′
dentro da regia˜o via´vel de aquecimento da armadura e fora dessa regia˜o. Nos dois casos, o
limite de δmax = π/2 aparece como uma linha vertical, sendo que, no caso de O
′ ficar fora da
regia˜o de aquecimento via´vel, o limite de estabilidade e´ inoperante. A Figura 2.14 tambe´m
indica outras situac¸o˜es nas quais os limites de estabilidade sa˜o impostos na forma de uma
margem angular em relac¸a˜o ao aˆngulo ma´ximo teo´rico (π/2).
No caso de o limite de estabilidade ser imposto como uma margem de poteˆncia em
relac¸a˜o a` ma´xima poteˆncia teo´rica (poteˆncia correspondente ao aˆngulo δ = π/2), as curvas
limites correspondentes passam a ter a forma ilustrada na Figura 2.15. Nesses casos, o aˆngulo
ma´ximo varia com o n´ıvel de excitac¸a˜o da MS: quanto menor a excitac¸a˜o, menor o aˆngulo
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Figura 2.14: Limite de estabilidade imposto como valor ma´ximo do aˆngulo de poteˆncia (margem
angular).
Adaptada de Monticelli e Garcia (2000).
poss´ıvel.
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Figura 2.15: Limite de estabilidade imposto como uma margem em relac¸a˜o a` ma´xima poteˆncia
teo´rica.
Adaptada de Monticelli e Garcia (2000).
A Figura 2.16 ilustra a curva P−δ. Nota-se que quando a excitac¸a˜o cai, cai a magnitude
de Efd e, portanto, cai o valor ma´ximo de poteˆncia teo´rica; como a margem e´ especificada
em megawatts (MW), isto equivale a aumentar a porcentagem da margem em relac¸a˜o ao pico
de poteˆncia na medida que cai a excitac¸a˜o.
2.4.5 Limite de excitac¸a˜o mı´nima
A diminuic¸a˜o cont´ınua da corrente de excitac¸a˜o de campo ifd avanc¸a ate´ um ponto no
qual o valor de pico correspondente a π/2 se igualara´ a pro´pria margem imposta, e a curva
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Figura 2.16: Efeito da margem de estabilidade em poteˆncia no valor de δmax.
Adaptada de Monticelli e Garcia (2000).
P − δ passa a coincidir com o eixo das abscissas (capacidade de gerac¸a˜o nula). A este valor
mı´nimo ifd min corresponde o limite indicado na Figura 2.14. Isto sugere que existe uma
limitac¸a˜o adicional que deve ser imposta ao valor da corrente de excitac¸a˜o. No plano de
poteˆncia P −Q, a limitac¸a˜o de excitac¸a˜o mı´nima aparece conforme indicado na Figura 2.17.
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Figura 2.17: Limite de estabilidade imposto como uma margem em relac¸a˜o a` ma´xima poteˆncia
teo´rica.
Adaptada de Monticelli e Garcia (2000).
Levando em conta todas as limitac¸o˜es poss´ıveis, pode-se trac¸ar um diagrama de capaci-
dade para geradores s´ıncronos conforme o apresentado na Figura 2.18, onde a a´rea preenchida
na cor cinza e´ o lugar geome´trico dos pontos de operac¸a˜o admiss´ıveis.
Para o entendimento da MS funcionando subexcitada ou sobre-excitada, conforme
apontada na figura acima, considere o caso de uma MS de polos lisos, cujo entendimento
e´ va´lido para o caso da MS de polos salientes. Na Figura 2.19 esta´ representado um modelo
simplificado de MS de polos lisos, por fase.
onde Xs e´ a reataˆncia s´ıncrona e Eaf e´ a forc¸a eletromotriz interna produzida pela corrente
de excitac¸a˜o de campo ifd, por fase. Na figura tambe´m esta´ indicada a convenc¸a˜o de sinais
para os fluxos de poteˆncia: poteˆncias positivas, por exemplo, sa˜o poteˆncias geradas pela MS
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Figura 2.18: Diagrama de capacidade t´ıpica de um GS.
Adaptado de Monticelli e Garcia (2000).
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Figura 2.19: Modelo cla´ssico para MS de polos lisos ligada a um sistema de barra infinita.
Adaptado de Monticelli e Garcia (2000).
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e injetadas no sistema; poteˆncias negativas correspondem a poteˆncias consumidas pela MS.
No caso da MS funcionando como GS, tem-se P positivo, no caso de motor s´ıncrono, tem-se
P negativo; e no caso do compensador s´ıncrono, tem-se P nulo. Nos treˆs casos, ou seja,
gerador, motor e compensador, a poteˆncia reativa pode ser tanto positiva como negativa.
Os diaframas fasorias da MS funcionando como GS sa˜o vistos a seguir. Detalhes sobre os
outros modos de funcionamento, motor e compensador, podem ser encontrados em Monticelli
e Garcia (2000).
Ma´quina sobre-excitada
A Figura 2.20 descreve o diagrama fasorial correspondente a` situac¸a˜o representada na
Figura 2.19 para o caso em que a forc¸a eletromotriz Eaf esta´ adiantada em relac¸a˜o a` tensa˜o
terminal Vt, ou seja, a ma´quina funciona como gerador, e a corrente It, por fase, esta´ atrasada
em relac¸a˜o a` tensa˜o terminal, ou seja, a ma´quina esta´ fornecendo reativos ao sistema. O fato
de P e Q serem positivos esta´ ilustrado tambe´m na Figura 2.20 por meio das setas associadas
a essas duas varia´veis (que teˆm o mesmo sentido que o fluxo convencional positivo dado na
Figura 2.19).
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Figura 2.20: Diagrama fasorial da ma´quina sobre-excitada.
Adaptado de Monticelli e Garcia (2000).
Nota-se que neste caso a projec¸a˜o de Eaf sobre Vt tem magnitude maior que a pro´pria
magnitude de Vt; isto exige uma corrente de excitac¸a˜o maior que um certo valor mı´nimo e
da´ı diz-se que a ma´quina esta´ sobre-excitada, correspondendo ao lado direito do diagrama de
capacidade, descrito na Figura 2.18.
Ma´quina subexcitada
A Figura 2.21 descreve o diagrama fasorial correspondente a` situac¸a˜o representada na
Figura 2.19 para o caso em que a forc¸a eletromotriz Eaf esta´ adiantada em relac¸a˜o a` tensa˜o
terminal Vt (gerador) e a corrente It esta´ adiantada em relac¸a˜o a` tensa˜o terminal, ou seja, a
ma´quina esta´ absorvendo reativos do sistema. O fato de P ser positivo e Q ser negativo esta´
ilustrado tambe´m na Figura 2.21 por meio das setas associadas a essas duas varia´veis; a seta
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correspondente a P tem o mesmo sentido que o fluxo convencional positivo dado na Figura
2.19, enquanto a seta correspondente a` poteˆncia reativa Q tem sentido oposto.
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Figura 2.21: Diagrama fasorial da ma´quina subexcitada.
Adaptado de Monticelli e Garcia (2000).
Nota-se que neste caso a projec¸a˜o de Eaf sobre Vt tem magnitude menor que a mag-
nitude de Vt; isto exige uma corrente de excitac¸a˜o menor que um certo valor ma´ximo e da´ı
diz-se que a ma´quina esta´ subexcitada, correspondendo ao lado esquerdo do diagrama de ca-
pacidade, descrito na Figura 2.18. A capacidade da ma´quina manter-se em sincronismo com
a rede sob estas condic¸o˜es e´ enfraquecida dada que a corrente de excitac¸a˜o e´ pequena.
Portanto, a capacidade de produzir ou absorver reativos e´ controlada pelo n´ıvel de
excitac¸a˜o. Aumentando-se a excitac¸a˜o, aumentam-se os reativos produzidos. Reduzindo-se
a excitac¸a˜o, diminuem-se os reativos produzidos e a ma´quina passara´ a absorver reativo do
sistema. Por convenc¸a˜o, os reativos supridos (sobre-excitado) pela ma´quina recebem sinal
positivo, ao passo que os reativos absorvidos (subexcitado) recebem sinal negativo.
2.5 Comparac¸a˜o de resultados dos modelos
Para efeitos de verificac¸a˜o se o modelo, usado nas simulac¸o˜es desenvolvidas para este
trabalho, poderia ser usado para o projeto do controlador preditivo, alguns procedimentos
foram adotados e seguidos. Foram utilizados para comparac¸a˜o como refereˆncia, os resultados
do modelo proveniente do Sistema de Edic¸a˜o de Configurac¸a˜o (SEC), salvando as entradas
e sa´ıdas do bloco ma´quina s´ıncrona do ambiente SEC durante a entrada em operac¸a˜o da
ma´quina.
Para uso nas simulac¸o˜es, adotou-se a implementac¸a˜o do diagrama de blocos de repre-
sentac¸a˜o da ma´quina s´ıncrona, conforme Modelo IV de Young (ver Figura 2.22), o qual foi
copiado para o ambiente Simulink R© do MATLAB R©.
Segundo Zeni Jr (1987), o Modelo IV e´ capaz de representar com grande fidelidade os
fenoˆmenos da ma´quina s´ıncrona em regime transito´rio. Ha´ outros modelos mais capazes de
representar com mais exatida˜o a realidade, pore´m, ha´ restric¸o˜es de desempenho no projeto e
constata-se que o modelo esta´ bem representado topologicamente.
Para comparac¸a˜o de resultados, a partir do co´digo fonte em C++, o modelo imple-
mentado no SEC foi traduzido para func¸o˜es do ambiente do MATLAB R©, de modo que os
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experimentos fossem executados sem a necessidade de utilizac¸a˜o direta do Simulink R©. O
Modelo IV conte´m algumas simplificac¸o˜es, sa˜o elas (Zeni Jr, 1987):
• o sistema trifa´sico e´ balanceado, anulando a corrente de sequeˆncia nula;
• as variac¸o˜es de velocidade sa˜o pequenas o suficiente para igualar os torques mecaˆnico e
ele´trico a`s poteˆncias desenvolvidas pelos mesmos;
• a saturac¸a˜o e´ considerada somente no eixo direto;
• desconsidera-se o efeito da temperatura sobre a permeabilidade magne´tica e sobre a
condutividade ele´trica dos condutores;
• desconsidera-se a histerese e o magnetismo remanente;
• as equac¸o˜es fasoriais consideram apenas a componente fundamental;
• desconsidera-se salieˆncia subtransito´ria (X ′′d = X
′′
q ).
Seguindo o modelo do bloco no SEC, as mesmas entradas, sa´ıdas e paraˆmetros foram
disponibilizados nos modelos desenvolvidos. As varia´veis utilizadas podem ser classificadas
conforme as seguintes classes de dados:
• Entradas
Efd: tensa˜o de excitac¸a˜o de campo, pu;
Pm: poteˆncia mecaˆnica na turbina, pu;
Xe: reataˆncia externa, pu;
Ebarra: tensa˜o da barra infinita, pu.
• Sa´ıdas
Vt: tensa˜o terminal da ma´quina, pu;
∆ω: desvio de velocidade, pu;
Ir: corrente ativa, pu;
Ix: corrente reativa, pu;
Pe: poteˆncia ativa, pu;
• Paraˆmetros
Xd: reataˆncia s´ıncrona no eixo direto, pu;
X ′d: reataˆncia transito´ria no eixo direto, pu;
X ′′d : reataˆncia subtransito´ria no eixo direto, pu;
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Xq: reataˆncia s´ıncrona no eixo de quadratura, pu;
Xl: reataˆncia de dispersa˜o, pu;
ω0: frequeˆncia nominal de operac¸a˜o, Hz;
T ′do: constante de tempo transito´ria no eixo direto, s;
T ′′do: constante de tempo subtransito´ria no eixo direto, s;
T ′′qo: constante de tempo subtransito´ria no eixo de quadratura, s;
Ag: constante de saturac¸a˜o da ma´quina;
Bg: constante de saturac¸a˜o da ma´quina;
D: fator de autorregulac¸a˜o da turbina;
2H: ine´rcia da ma´quina.
Os valores dos paraˆmetros utilizados nas simulac¸o˜es sa˜o:
Xd = 0.87
X ′d = 0.31
X ′′d = 0.25
Xq = 0.647
Xl = 0.12
Ag = 0.01437
Bg = 7.93509
D = 0.05
ω0 = 0
M = 2H = 7.7
T ′d0 = 4.17
T ′′d0 = 0.05
T ′′q0 = 0.1
O ensaio realizado compreendeu uma manobra de excitac¸a˜o da ma´quina e conexa˜o a`
rede e os resultados esta˜o apresentados para cada varia´vel de sa´ıda. No modelo do SEC,
enquanto o campo na˜o esta´ excitado, a tensa˜o de excitac¸a˜o e´ negativa, enquanto que, no
modelo do MATLAB R©, esta tensa˜o e´ considerada nula. Os valores de Efd na condic¸a˜o de
pre´-excitac¸a˜o foram anulados para poder testar a validade do modelo do MATLAB R©.
No in´ıcio, devido a` falta de conhecimento de como configurar o SEC, a condic¸a˜o ini-
cial de algumas das varia´veis na˜o poˆde ser alterada, o que refletiu em um erro de condic¸a˜o
inicial devido a esta diferenc¸a entre o modelo do SEC e o modelo do MATLAB R©. Pore´m,
nas varia´veis onde isso acontece, o erro inicial pode ser desconsiderado, sem muita com-
plicac¸a˜o para a validac¸a˜o do modelo, conforme e´ comentado nas simulac¸o˜es. Os resultados
das simulac¸o˜es sa˜o mostrados a seguir com os respectivos erros relativos a cada varia´vel.
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1. Tensa˜o terminal (Vt): Ha´ um erro de condic¸a˜o inicial de diferenc¸a entre o modelo do
SEC, que considera Vt(0) = 1 pu e no MATLAB
R©, em que se considera Vt(0) = 0 pu.
A Figura 2.23 fornece a comparac¸a˜o da tensa˜o terminal (Vt) entre os modelos.
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Figura 2.23: Comparac¸a˜o da tensa˜o terminal (Vt).
2. Desvio de aˆngulo (∆ω): A Figura 2.24 fornece a comparac¸a˜o do desvio de aˆngulo (∆ω)
entre os modelos.
3. Corrente ativa (Ir): Ha´ um erro de condic¸a˜o inicial de diferenc¸a entre o modelo do
SEC, que considera Ir(0) = 1 pu e no MATLAB
R©, em que se considera Ir(0) = 0 pu.
A Figura 2.25 fornece a comparac¸a˜o da corrente ativa (Ir) entre os modelos.
4. Corrente reativa (Ix): Ha´ um erro de condic¸a˜o inicial de diferenc¸a entre o modelo do
SEC, que considera Ix(0) = 1 pu e no MATLAB
R©, em que se considera Ix(0) = 0 pu.
A Figura 2.26 fornece a comparac¸a˜o da corrente reativa (Ix) entre os modelos.
5. Poteˆncia ativa (Pe): A Figura 2.27 fornece a comparac¸a˜o da da poteˆncia ativa (Pe)
entre os modelos.
Como pode ser visto nas figuras acima, os erros relativos entre as varia´veis provenientes
do SEC e do MATLAB R© sa˜o pequenos, sendo que as linhas que representam as sa´ıdas das
mesmas esta˜o praticamente sobrepostas.
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Figura 2.24: Comparac¸a˜o do desvio de aˆngulo (∆ω).
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Figura 2.25: Comparac¸a˜o da corrente ativa (Ir).
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Figura 2.26: Comparac¸a˜o da corrente reativa (Ix).
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Figura 2.27: Comparac¸a˜o da poteˆncia ativa (Pe).
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2.6 Concluso˜es do cap´ıtulo
De um modo geral, o modelo deve representar, de forma mais fiel poss´ıvel, o que ocorre
fisicamente no processo, tendo seus graus de liberdade para os estudos a serem realizados, e
ao mesmo tempo ser tambe´m o mais simples poss´ıvel.
O modelo utilizado foi desenvolvido baseado no Modelo IV, que considera as dinaˆmicas
subtransito´rias e os efeitos de saturac¸a˜o na ma´quina, sob as simplificac¸o˜es citadas na sec¸a˜o
anterior.
Com base nestes dados e analisando-se os resultados obtidos acima, veˆ-se que o modelo
implementado em MATLAB R© apresenta um comportamento bem semelhante ao modelo
utilizado pelo SEC para a ma´quina s´ıncrona, possibilitando o uso do mesmo para os estudos
realizados neste trabalho.
Cap´ıtulo 3
Controle Preditivo Baseado em
Modelo (MBPC - Model-Based
Predictive Control)
Os controladores preditivos baseados em modelo - CPBM 1 (em ingleˆs MPC - Model
Predictive Control) teˆm se desenvolvido muito nos u´ltimos anos, desde a sua origem ocorrida
no final da de´cada de setenta (Camacho e Bordons, 2004). MPC refere-se a uma classe de
algoritmos que utiliza um modelo expl´ıcito do processo para predizer a resposta futura da
planta. Em cada intervalo de controle, o algoritmo MPC tenta otimizar o comportamento
futuro da planta calculando uma sequeˆncia de valores futuros das varia´veis manipuladas (Qin
e Badgwell, 2003). Desenvolvido inicialmente para cumprir os requisitos especializados de
refinarias de petro´leo e gerac¸a˜o de energia, a tecnologia MPC e´ encontrada em uma ampla
variedade de a´reas de aplicac¸a˜o, incluindo produtos qu´ımicos, processamento de alimentos,
indu´stria automobil´ıstica e aeroespacial.
Os principais elementos dos controladores MPC sa˜o (Camacho e Bordons, 2004):
• uso expl´ıcito de um modelo para predizer a sa´ıda do processo no instante de tempo
futuro (horizonte);
• ca´lculo de uma sequeˆncia de controle minimizando uma func¸a˜o objetivo;
• horizonte deslizante (receding strategy), tal que em cada instante de tempo, o horizonte
e´ deslocado adiante no futuro, e somente se aplica o primeiro sinal de controle da
sequeˆncia calculada em cada passo.
1Com a finalidade de padronizar e simplificar o uso do termo no texto, sera´ usado o acroˆnimo em ingleˆs
MPC.
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Os controladores preditivos apresentam uma se´rie de vantagens em relac¸a˜o aos outros
me´todos de controle, dentre as quais (Camacho e Bordons, 2004):
• sa˜o particularmente interessantes para operadores com um conhecimento limitado da
teoria de controle, pois os conceitos sa˜o muito intuitivos e ao mesmo tempo, a sintonia
e´ relativamente simples;
• podem ser usados para controlar uma grande variedade de processos, desde aqueles
com dinaˆmica simples ate´ os mais complexos, incluindo sistemas com grande atraso de
tempo, sistemas de fase na˜o-mı´nima e sistemas insta´veis;
• o caso multivaria´vel pode ser facilmente tratado de forma direta;
• a compensac¸a˜o de tempo morto, ou atraso, pode ser feita de modo intr´ınseco;
• o controle de pre´-alimentac¸a˜o (feed foward) pode ser inserido de forma natural para
compensar perturbac¸o˜es mensura´veis;
• a extensa˜o para tratamento de restric¸o˜es e´ conceitualmente simples, pois estas podem
sem inseridas sistematicamente durante o projeto;
• se o sistema na˜o tem restric¸o˜es, o controlador resultante e´ uma lei de controle simples
de ser implementada;
• e´ muito u´til quando as refereˆncias futuras sa˜o conhecidas, como por exemplo em robo´tica
e sistemas de bateladas;
• e´ baseado em uma metodologia totalmente aberta que permite extenso˜es futuras.
3.1 Estrate´gia de Controle MPC
A metodologia de todos os controladores pertencentes a` famı´lia MPC e´ caracterizada
pela seguinte estrate´gia (ver Figura 3.1) (Camacho e Bordons, 2004; Normey-Rico e Camacho,
2007):
1. As sa´ıdas futuras para um horizonte definido N , chamado de horizonte de predic¸a˜o,
sa˜o preditas em cada instante t usando o modelo do processo. Estas sa´ıdas preditas2
yˆ(t+k | t) para k = 1 . . . N dependem dos valores conhecidos ate´ o instante t (entradas
e sa´ıdas passadas) e dos sinais de controle futuros u(t+ k | t), para k = 0 . . . N − 1, que
devem ser calculados.
2A notac¸a˜o indica o valor das varia´veis no instante t+ k calculado no instante de tempo t.
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2. O conjunto de sinais de controle futuros e´ calculado por otimizar um crite´rio de modo
a manter a sa´ıda do processo pro´xima da trajeto´ria de refereˆncia w(t+k) (que pode ser
o set-point ou uma aproximac¸a˜o dele). Este crite´rio geralmente toma a forma de uma
func¸a˜o quadra´tica de erros entre o sinal de sa´ıda predito e a trajeto´ria de refereˆncia.
Na maioria dos casos, o esforc¸o do controle tambe´m e´ considerado na func¸a˜o objetivo.
Uma soluc¸a˜o expl´ıcita pode ser obtida se o crite´rio e´ quadra´tico, o modelo e´ linear e
na˜o existem restric¸o˜es, caso contra´rio, um me´todo iterativo de otimizac¸a˜o tem que ser
utilizado. Algumas informac¸o˜es sobre a estrutura da lei de controle futura sa˜o tambe´m
feitas nestes casos, como aquela que sera´ constante a partir de um dado instante.
3. O sinal de controle u(t | t) e´ enviado para o processo, enquanto o restante da sequeˆncia
de controle calculada e´ desprezada, porque no pro´ximo instante de amostragem y(t+1)
ja´ sera´ conhecido e usado para o ca´lculo de u(t+1 | t+1) (que em princ´ıpio sera´ diferente
de u(t + 1 | t) devido a nova informac¸a˜o dispon´ıvel) (Clarke et al., 1987; Camacho e
Bordons, 2004; Normey-Rico e Camacho, 2007).
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Figura 3.1: Estrate´gia de controle MPC.
A estrutura ba´sica de como implementar esta estrate´gia e´ mostrada na Figura 3.2. Um
modelo e´ usado para predizer a sa´ıda futura da planta baseada nos valores passados e futuros.
Estas ac¸o˜es sa˜o calculadas por um otimizador levando em conta uma func¸a˜o objetivo, onde
o erro de seguimento de trajeto´ria e´ considerado, assim como as restric¸o˜es (Normey-Rico e
Camacho, 2007).
3.2 Elementos do MPC
Todos os algoritmos da famı´lia MPC possuem elementos em comum. Esses elementos
sa˜o (Camacho e Bordons, 2004):
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Figura 3.2: Estrutura ba´sica de controle MPC.
• modelo de predic¸a˜o;
• func¸a˜o objetivo e;
• uma metodologia para obtenc¸a˜o da lei de controle.
3.2.1 Modelo de Predic¸a˜o
O modelo de predic¸o˜es das sa´ıdas do processo desempenha um papel fundamental nos
controladores MPC’s. O modelo deve ser completo o suficiente para permitir capturar a
dinaˆmica do processo e permitir que as predic¸o˜es sejam calculadas e, ao mesmo tempo ser
intuitivo e permitir ana´lise teo´rica (Camacho e Bordons, 2004). O modelo do processo e´
necessa´rio para calcular a sa´ıda predita nos instantes futuros yˆ(t + k | t) (Normey-Rico e
Camacho, 2007). O modelo pode ser separado em duas partes: o modelo do processo e o
modelo de perturbac¸o˜es, ambas as partes sendo necessa´rias para a predic¸a˜o.
3.2.2 Modelo do Processo
Existem diversas formas de modelar o comportamento dinaˆmico de um processo. Pode-
se obter um modelo fenomenolo´gico espec´ıfico, que representa diretamente o comportamento
f´ısico do sistema ou aproximar o comportamento da planta por um modelo gene´rico. Dentro
o conjunto de modelos gene´ricos, os mais usados na pra´tica sa˜o:
• Os modelos fenomenolo´gicos sa˜o desenvolvidos aplicando-se os princ´ıpios ba´sicos da
F´ısica e/ou da Qu´ımica. O me´todo consiste em dividir o sistema em subsistemas,
cujas propriedades sejam bem compreendidas de experieˆncias anteriores, usando “leis da
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natureza”, isto e´, relac¸o˜es de sistemas que correspondem a leis ba´sicas da F´ısica, como
as Leis de Newton, de Kirchhoff e equac¸o˜es de balanc¸o e, outras relac¸o˜es bem definidas
que sa˜o baseadas em trabalhos experimentais anteriores (equac¸o˜es constituitivas). Tais
subsistemas sa˜o agregados matema´ticamente e um modelo completo e´ obtido. Grande
parte destes modelos sa˜o modelos na˜o-lineares, tornando o problema de otimizac¸a˜o
bem mais complicado. Neste tipo de desenvolvimento teo´rico, ha´ a necessidade de se
conhecer certos paraˆmetros do processo, os quais usualmente devem ser avaliados a
partir de experimentos feitos no processo ou enta˜o obtidos de dados operacionais do
processo.
Na modelagem fenomenolo´gica modela-se normalmente o processo propriamente dito.
No entanto, e´ mais dif´ıcil obter os modelos das perturbac¸o˜es, que sa˜o igualmente im-
portantes. Esses modelos frequentemente teˆm que ser obtidos a partir de experimentos,
pois os modelos para perturbac¸o˜es, na maioria dos casos, na˜o podem ser obtidos a partir
de princ´ıpios ba´sicos (Garcia, 2005).
• Resposta ao impulso. Tambe´m conhecido como sequeˆncia ponderada ou convoluc¸a˜o,
este me´todo aparece no MAC (do ingleˆsModel Algorithmic Control) e como um caso es-
pecial em GPC (do ingleˆs Generalized Predictive Control) e EPSAC (do ingleˆs Extended
Prediction Self-Adaptive Control) (Camacho e Bordons, 2004). A sa´ıda y e´ relacionada
com a entrada u pela equac¸a˜o
y(t) =
∞∑
i=1
hiu(t− i)
onde hi e´ a sa´ıda amostrada quando o processo e´ excitado por um impulso unita´rio.
Esta soma e´ truncada e apenas N valores sa˜o considerados, tendo
y(t) =
N∑
i=1
hiu(t− i) = H(z
−1)u(t) (3.1)
onde H(z−1) = h1z
−1 + h2z
−2 + · · · + hNz
−N , onde z−1 e´ o operador de atraso. O
incoveniente deste me´todo e´ que apenas processos esta´veis podem ser representados, e
que precisa-se de um grande nu´mero de paraˆmetros, pois N e´ usualmente um valor alto
(da ordem de 40 ou 50). A predic¸a˜o sera´ dada por:
yˆ(t+ k | t) =
N∑
i=1
hiu(t+ k − i | t) = H(z
−1)u(t+ k | t). (3.2)
Este me´todo e´ largamente aceito na pra´tica indu´strial por ser um me´todo muito intuitivo
e reflete claramente a influeˆncia de cada varia´vel manipulada na determinac¸a˜o da sa´ıda.
Uma grande vantagem deste me´todo e´ que num processo de identificac¸a˜o, nenhuma
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informac¸a˜o a priori e´ necessa´ria sobre o processo. Outra vantagem e´ que permite tratar
sistemas complexos como sistemas de fase na˜o-mı´nima ou sistemas com atraso e pode
ser aplicado a plantas multivaria´veis (Camacho e Bordons, 2004).
• Resposta ao degrau. Este modelo considera a relac¸a˜o entre a entrada u e a sa´ıda y de
um sistema esta´vel usando uma resposta truncada, dada por
y(t) = y0 +
N∑
i=1
gi△u(t− i) = y0 +G(z
−1)(1− z−1)u(t) (3.3)
onde gi sa˜o os valores da sa´ıda amostrada para a entrada a degrau e △u(t) = u(t) −
u(t − 1) (Normey-Rico e Camacho, 2007). Este modelo e´ usado pelo DMC (do ingleˆs
Dynamic Matrix Control). Considerando sem perda de generalidade que y0 = 0, as
predic¸o˜es sera˜o:
yˆ(t+ k | t) =
N∑
i=1
gi△u(t+ k − i | t).
Este me´todo tem as mesmas vantagens e desvantagens do me´todo de anterior.
• Func¸a˜o de transfereˆncia. O modelo e´ dado pela func¸a˜o de tranfereˆncia discreta G =
Ng
Dg
tal que
Dg(z
−1)y(t) = Ng(z
−1)u(t)
com Ng e Dg polinoˆmios em z
−1 (Normey-Rico e Camacho, 2007). A partir de agora
e´ considerado que o processo na˜o pode ter uma resposta instantaˆnea, assim o modelo
pode ser reescrito como
A(z−1)y(t) = B(z−1)u(t− 1)
onde
A(z−1) =1 + a1z
−1 + a2z
−2 + · · · anaz
−na (3.4)
B(z−1) =b0 + b1z
−1 + b2z
−2 + · · · bnbz
−nb. (3.5)
Esta considerac¸a˜o e´ razoa´vel na pra´tica porque, em geral, existe um atraso de tempo de
uma amostra entre a aplicac¸a˜o da ac¸a˜o de controle e a medic¸a˜o de seu efeito na sa´ıda
da planta. Assim, a predic¸a˜o e´ dada por
yˆ(t+ k | t) =
B(z−1)
A(z−1)
u(t+ k − 1 | t), k = 1, 2, · · · , N.
Esta representac¸a˜o e´ va´lida para processos esta´veis e insta´veis e tem a vantagem que ne-
cessita apenas de poucos paraˆmetros, embora seja necessa´rio um conhecimento a priori
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do processo no caso da identificac¸a˜o do modelo, especialmente a ordem dos polinoˆmios
A e B.
• Espac¸o de estados. O modelo tem a seguinte representac¸a˜o (Camacho e Bordons, 2004):
x(t) = Ax(t− 1) +Bu(t− 1)
y(t) = Cx(t)
onde x e´ o vetor de estado e A, B e C sa˜o matrizes do sistema, u e´ a entrada e y e´
sa´ıda. A predic¸a˜o para este modelo e´ dada por (Astro¨m e Wittenmark, 1984)
yˆ(t+ k | t) = Cxˆ(t+ k | t) = C[Akx(t) +
k∑
i=1
Ai−1Bu(t+ k − i | t)].
Ele tem a vantagem que pode ser usado para processos multivaria´veis de uma maneira
simples. Os ca´lculos podem ser simplificados com a necessidade adicional de incluir um
observador se o estado na˜o esta´ dispon´ıvel (Camacho e Bordons, 2004).
• Modelos na˜o-lineares. Outros modelos podem ser obtidos por meio de outros me´todos.
O modelo linear no espac¸o de estados pode ser extendido de modo a incluir na˜o-
linearidades dinaˆmicas, podendo ser representado pelo seguinte sistema
x(t+ 1) = f(x(t), u(t))
y(t) = g(x(t))
onde x(t) e´ o vetor de espac¸o e f e g sa˜o func¸o˜es lineares gene´ricas. Existem ainda
outros modelos, como por exemplo os modelos de Volterra e modelos de Hammerstein.
Os modelos de redes locais constituem uma boa ferramenta para trabalhar com siste-
mas na˜o-lineares, utilizando-se de um conjunto de modelos linearizados que sa˜o usados
para representar o modelo na˜o-linear pro´ximo a pontos de operac¸a˜o. Modelos de redes
neurais tambe´m sa˜o empregados em muitas aplicac¸o˜es de controle preditivo, na qual
uma rede neural artificial e´ utilizada para capturar as caracter´ısticas na˜o-lineares do
processo e aproximar de uma func¸a˜o na˜o-linear com um certo grau de precisa˜o. Mais
informac¸o˜es com sugesto˜es de bibliografia sobre estas te´cnicas podem ser encontradas
em Camacho e Bordons (2004).
3.2.3 Modelo das Perturbac¸o˜es
A escolha do modelo usado para representar as perturbac¸o˜es e´ ta˜o importante quanto
a escolha do modelo do processo (Camacho e Bordons, 2004). Diversos modelos podem ser
usados para descrever as perturbac¸o˜es, isto e´, a diferenc¸a entre a sa´ıda medida e a calculada
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pelo modelo do processo (Normey-Rico e Camacho, 2007). Quando perturbac¸o˜es na˜o de-
termin´ısticas sa˜o consideradas, como trocas randoˆmicas ocorrendo em instantes randoˆmicos,
o modelo autoregressivo integrado de me´dia mo´vel (Auto-Regressive and Integrative Moving
Average - ARIMA) e´ amplamente utilizado. Este modelo e´ dado por
n(t) =
C(z−1)e(t)
D(z−1)(1− z−1)
onde e(t) e´ um ru´ıdo branco de me´dia zero e os polinoˆmios C e D sa˜o usados para descrever
a caracter´ıstica estoca´stica de n(t).
3.2.4 Resposta Livre e Forc¸ada
Uma caracter´ıstica da maioria dos MPC’s lineares e´ o uso do conceito de resposta livre
e resposta forc¸ada (Camacho e Bordons, 2004). A ide´ia e´ expressar a sequeˆncia de controle
como a adic¸a˜o dos dois sinais a seguir
u(t) = uf (t) + uc(t).
O sinal uf (t) corresponde as entradas passadas e e´ mantido constante e igual ao u´ltimo
valor da varia´vel manipulada nos instantes de tempo futuro. Isto e´
uf (t− j) = u(t− j), para j = 1, 2, . . .
uf (t+ j) = u(t− 1), para j = 0, 1, 2, . . .
O sinal uc(t) e´ feito igual a zero no passado e igual aos incrementos de controle futuro,
isto e´
uc(t− j) = 0, para j = 1, 2, . . .
uc(t+ j) = u(t+ j)− u(t− 1), para j = 0, 1, 2, . . .
A predic¸a˜o da sequeˆncia de sa´ıda e´ dividida em duas partes: uma delas (yf (t)), a
resposta livre, corresponde a` predic¸a˜o de sa´ıda quando as varia´veis manipuladas do processo
sa˜o iguais a uf (t) e a outra, a resposta forc¸ada (yc(t)), corresponde a` predic¸a˜o da sa´ıda
do processo quando a sequeˆncia de controle e´ igual a uc(t). A resposta livre corresponde a`
evoluc¸a˜o do processo devido aos controles passados, enquanto a resposta forc¸ada e´ devido ao
controle futuro.
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3.3 Func¸a˜o Objetivo
Os va´rios algoritmos MPC propo˜em diferentes func¸o˜es objetivo para a lei de controle
(Camacho e Bordons, 2004). O principal objetivo e´ que a sa´ıda futura y(t) no horizonte
considerado deve seguir um determinado sinal de refereˆncia (w) e, ao mesmo tempo, penalizar
o esforc¸o de controle△u necessa´rio para fazer com que esta variac¸a˜o de sa´ıda seja conseguida.
A expressa˜o geral para tal func¸a˜o objetivo sera´:
J(N1, N2, Nu) =
N2∑
j=N1
δ(j) [yˆ(t+ j | t)− w(t+ j)]2 +
Nu∑
j=1
λ(j) [△u(t+ j − 1)]2 (3.6)
Em alguns me´todos o segundo termo, o qual considera o esforc¸o do controle, na˜o e´ levado
em conta, enquanto que em outros, os valores do sinal de controle e na˜o dos incrementos e´
usado. Nesta func¸a˜o objetivo, temos:
• Paraˆmetros: N1 e N2 sa˜o os horizontes de predic¸a˜o mı´nimo e ma´ximo respectivamente
e Nu e´ o horizonte de controle. Para plantas simples um valor de Nu igual a 1 fornece
geralmente controle aceita´vel. Um aumento de Nu torna o controle e a resposta de
sa´ıda correspondente mais ativa, ate´ um esta´gio onde o acre´scimo de Nu faz pouca
diferenc¸a (Clarke et al., 1987). Se o processo conte´m um atraso de tempo d conhecido,
na˜o existe nenhum motivo para N1 ser menor que d pois a sa´ıda na˜o comec¸ara´ a ser
afetada pela primeira ac¸a˜o de controle antes do instante t + d. Para processos de fase
na˜o-mı´nima, este paraˆmetro permitira´ que os primeiros instantes da resposta inversa
sejam eliminados da func¸a˜o objetivo. Os coeficientes δ(j) e λ(j) sa˜o sequeˆncias que
penalizam o comportamento futuro de sa´ıda e controle, usualmente valores constantes
ou sequeˆncias exponencias sa˜o consideradas (Normey-Rico e Camacho, 2007; Camacho
e Bordons, 2004).
• Trajeto´ria de Refereˆncia: Uma das grandes vantagens do controle preditivo e´ que se a
evoluc¸a˜o da refereˆncia futura e´ conhecida, o sistema pode reagir antes que a mudanc¸a
tenha sido efetivamente feita, evitando assim, atrasos na resposta do processo (Camacho
e Bordons, 2004). A evoluc¸a˜o de refereˆncia futura r(t + k) e´ conhecida em va´rios
processos, como robo´tica e processos de bateladas, sendo poss´ıvel obter uma nota´vel
melhoria no desempenho mesmo em processos onde a refereˆncia e´ do tipo degrau. Na
minimizac¸a˜o da Equac¸a˜o (3.6), a maioria dos me´todos usualmente usam uma refereˆncia
de trajeto´ria w(t+k), que na˜o necessariamente coincide com a refereˆncia real, mas pode
incluir um filtro de refereˆncia.
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3.4 Obtenc¸a˜o da Lei de Controle
De modo a obter valores u(t+ k | t) e´ necessa´rio minimizar o funcional J da Equac¸a˜o
(3.6). Para fazer isto, o valor das sa´ıdas preditas yˆ(t + k | t) sa˜o calculadas como uma
func¸a˜o dos valores de entradas e sa´ıdas e o sinal de controle futuro, fazendo uso do modelo
escolhido e sustitu´ıdo na func¸a˜o custo, obtendo uma expressa˜o cujo valor avanc¸a para os
valores procurados. Se o sistema e´ linear e na˜o conte´m restric¸o˜es uma soluc¸a˜o anal´ıtica
pode ser usada, caso contra´rio e´ necessa´rio um me´todo de otimizac¸a˜o. No caso linear com
restric¸o˜es, um me´todo de programac¸a˜o quadra´tica tem que ser usado. Qualquer que seja o
me´todo, a resoluc¸a˜o na˜o e´ fa´cil, pois existe um elevado nu´mero de varia´veis independentes.
Para reduzir o tamanho do problema, o paraˆmetro Nu pode ser usado. Se Nu for pequeno, o
problema de otimizac¸a˜o e´ simplificado.
3.5 Controle Preditivo Generalizado
O Controle Preditivo Generalizado (GPC), e´ um dos mais populares algoritmos de
controle preditivo. O algoritmo GPC consiste em aplicar uma lei de controle que minimiza a
func¸a˜o dada em (3.6).
As predic¸o˜es sa˜o calculadas para o caso monovaria´vel com o modelo CARIMA3
A(z−1)y(t) = z−dB(z−1)u(t− 1) +
C(z−1)e(t)
△
, (3.7)
onde u(t) e´ o controle, y(t) e´ a sa´ıda da planta, e(t) e´ o ru´ıdo branco e d e´ o atraso. Os termos
A(z−1), B(z−1), C(z−1) e△ sa˜o polinoˆmios em func¸a˜o do operador atraso z−1, representados
por:
A(z−1) = 1 + a1z
−1 + a2z
−2 + . . .+ anaz
−na,
B(z−1) = b0 + b1z
−1 + b2z
−2 + . . .+ bnbz
−nb,
C(z−1) = 1 + c1z
−1 + c2z
−2 + . . .+ cncz
−nc,
△ = 1− z−1.
O polinoˆmio C(z−1) representa a caracter´ıstica estoca´stica do ru´ıdo e por ser dif´ıcil de estimar
na pra´tica, e´ comum escolher C(z−1) = 1, para ter um algoritmo ba´sico de GPC.
Uma predic¸a˜o o´tima pode ser conseguida por meio do uso da Equac¸a˜o Diofantina
C(z−1) = Ejz
−1△A(z−1) + z−jFj(z
−1) (3.8)
3Controlled Autoregressive Integrated Moving Average.
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Usando esta equac¸a˜o e o modelo da planta (3.7), a sa´ıda futura da planta pode ser
expressa por:
y(t+ j) =
Fj(z
−1)
C(z−1)
y(t) +
Ej(z
−1)B(z−1)
C(z−1)
△u(t+ j − d− 1) + Ej(z
−1)e(t+ j) (3.9)
O termo Ej(z
−1)e(t + j) contido na Equac¸a˜o (3.9) conte´m o ru´ıdo branco no futuro,
pois o grau de Ej(z
−1) = (j − 1). Se considerar C(z−1) = 1 e que a melhor estimativa deste
ru´ıdo e´ zero, a predic¸a˜o o´tima e´ dada por (Camacho e Bordons, 2004):
yˆ(t+ j | t) = Fj(z
−1)y(t) + Ej(z
−1)B(z−1)△u(t+ j − d− 1). (3.10)
A melhor predic¸a˜o para y(t+ j) pode ser formulada como sendo
yˆ(t+ j | t) = Gj(z
−1)△u(t+ j − d− 1) + Fj(z
−1)y(t)
com Gj(z
−1) = Ej(z
−1)B(z−1), sendo que os polinoˆmios Ej e Fj podem ser obtidos recursi-
vamente (Clarke et al., 1987), ou dividindo 1 por △A(z−1).
A equac¸a˜o acima resulta em uma combinac¸a˜o linear das sa´ıdas anteriores do processo
e dos controles passados e futuros. Separando-se as ac¸o˜es de controle passadas das futuras,
pode-se chegar a um conjunto de j predic¸o˜es futuras o´timas para um horizonte N dado por
yˆ(t+ d+ 1 | t) = Gd+1△u(t) + Fd+1y(t)
yˆ(t+ d+ 2 | t) = Gd+2△u(t+ 1) + Fd+2y(t)
...
yˆ(t+ d+N | t) = Gd+N△u(t+N − 1) + Fd+Ny(t)
que pode ser reescrita na forma vetorial como
y = Gu+ F(z
−1)y(t) +G′(z−1)△u(t− 1) (3.11)
com
y =


yˆ(t+ d+ 1 | t)
yˆ(t+ d+ 2 | t)
...
yˆ(t+ d+N | t)

 u =


△u(t)
△u(t+ 1)
...
△u(t+N − 1)


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G(z−1) =


g0 0 · · · 0
g1 g0 · · · 0
...
...
. . .
...
gN−1 gN−2 · · · g0

 F(z−1) =


Fd+1(z
−1)
Fd+1(z
−1)
...
Fd+N (z
−1)


G′(z−1) =


(Gd+1(z
−1)− g0)z
(Gd+2(z
−1)− g0 − g1z−1)z
2
...
(Gd+N (z
−1)− g0 − g1z
−1 − · · · − gN−1z
−(N−1))zN


Observa-se, que os dois u´ltimos termos da Equac¸a˜o 3.11 dependem somente de medidas
passadas e podem ser agrupadas em f . Portanto, a predic¸a˜o pode ser escrita como:
y = Gu+ f (3.12)
onde f e´ a resposta livre do sistema. Note que, se todas as condic¸o˜es iniciais forem zero, a
resposta livre f tambe´m e´ zero.
Se um degrau unita´rio e´ aplicado para a entrada no instante de tempo t, isto e´,
△u(t) = 1,△u(t+ 1) = 0, ...,△u(t+N − 1) = 0
a sequeˆncia esperada na sa´ıda [yˆ(t + 1), yˆ(t + 2), ..., yˆ(t + N)]T e´ igual a primeira coluna
da matriz G. Isto significa que a primeira coluna da matriz G pode ser calculada como a
resposta da planta quando um degrau unita´rio e´ aplicado na varia´vel manipulada (Camacho
e Bordons, 2004). A matriz G tambe´m e´ chamada de matriz dinaˆmica de resposta ao degrau
da planta.
Utilizando-se a forma de expressar as predic¸o˜es com a Equac¸a˜o 3.12, pode-ser tambe´m
reescrever a Equac¸a˜o 3.6 em uma forma mais compacta como
J = (y −w)TQδ(y −w) + u
TRλu (3.13)
ou
J = (Gu+ f −w)TQδ(Gu+ f −w) + u
TRλu (3.14)
onde Qδ e´ uma matriz diagonal contendo as ponderac¸o˜es sobre o seguimento de trajeto´ria
de refereˆncia ao longo do horizonte de predic¸a˜o, w e´ a sequeˆncia do sinal de trajeto´ria de
refereˆncia futura desejada, dado por w = [w(t+ d+ 1) w(t+ d+ 2) . . . w(t+ d+N)]T e
Rλ e´ uma matriz diagonal contendo as ponderac¸o˜es sobre o esforc¸o de controle.
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A Equac¸a˜o (3.14) pode ser ainda manipulada, assumindo a forma
J(u) =
1
2
uTHu+ bu+ f0 (3.15)
onde
H = 2(GTQδG+Rλ)
bT = 2(f −w)TGQδ
f0 = (f −w)
T (f −w)
O valor mı´nimo de J na (3.15), assumindo que na˜o existe restric¸o˜es nos sinais de
controle, pode ser encontrado igualando o gradiente de J a zero, resultando na sequeˆncia de
controle o´tima
u = −H−1b = (GTQδG+Rλ)
−1GTQδ(w − f). (3.16)
Devido a estrate´gia de controle deslizante, o controle aplicado ao processo refere-se
somente ao primeiro elemento do vetor u, isto e´:
△u(t) = k(w − f) (3.17)
em que k e´ a primeira linha da matriz (GTQδG + Rλ)
−1GTQδ. No pro´ximo per´ıodo de
amostragem, o processo de ca´lculo deve ser repetido considerando as novas medic¸o˜es da sa´ıda
do processo (Camacho e Bordons, 2004).
3.6 MPC com Restric¸o˜es
Uma das principais vantagens do MPC e´ a sua habilidade de admitir ca´lculo sistema´tico
de restric¸o˜es, sendo estas facilmente incorporadas na otimizac¸a˜o da Equac¸a˜o (3.6), com a
espectativa de manter alguma extensa˜o de margem de estabilidade e desempenho da lei de
controle sem restric¸o˜es (Rossiter, 2004).
Na pra´tica, todos os processos esta˜o sujeitos a restric¸o˜es, geralmente originadas a partir
de requisitos ba´sicos no processo. Os atuadores teˆm um campo limitado de ac¸a˜o e uma
determinada taxa de variac¸a˜o (slew rate), as condic¸o˜es operacionais impo˜em faixas de variac¸a˜o
para uma varia´vel do processo, o sinal de controle na˜o pode exceder limites ma´ximos ou
mı´nimos, os sinais de sa´ıda devem ser limitados por motivos de seguranc¸a, entre outras.
Violar os limites das restric¸o˜es impostas a`s varia´veis de controle pode ser custoso e perigoso,
ale´m de danificar equipamentos e causar perda na produc¸a˜o (Camacho e Bordons, 2004).
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Restric¸o˜es como estas citadas acima, podem ser incluidas em treˆs tipos de restric¸o˜es
comumente utilizados na tecnologia MPC industrial: duras, leves e aproximac¸a˜o de setpoint,
sendo as duas primeiras mais referidas como hard e soft, respectivamente, e frequentemente
mais utilizadas (Qin e Badgwell, 2003).
Restric¸o˜es hard sa˜o aquelas que na˜o devem ser violadas durante qualquer instante de
tempo do processo (ver Figura 3.3).
 

passado futuro
Restric¸a˜o hard
Figura 3.3: Representac¸a˜o de uma restric¸a˜o hard.
Adaptada de Qin e Badgwell (2003).
Restric¸o˜es soft sa˜o aquelas que sa˜o permitidas algumas violac¸o˜es da restric¸a˜o durante
algum intervalo de tempo, sendo a violac¸a˜o tipicamente minimizada usando penalizac¸a˜o
quadra´tica na func¸a˜o objetivo (ver Figura 3.4).
 


passado futuro
Restric¸a˜o soft
penalizac¸a˜o quadra´tica
Figura 3.4: Representac¸a˜o de uma restric¸a˜o soft.
Adaptada de Qin e Badgwell (2003).
Um terceiro tipo de restric¸a˜o pode ser usada, a restric¸a˜o por aproximac¸a˜o de setpoint
(ver Figura 3.5). Diferentes setpoints sa˜o definidos para cada restric¸a˜o soft, resultando em
uma func¸a˜o objetivo que penaliza ambos os lados da restric¸a˜o. A ponderac¸a˜o de sa´ıda e´ ajus-
tada dinamicamente, tal que a ponderac¸a˜o torna-se significativa apenas quando as varia´veis
controladas se aproximam da restric¸a˜o. Quando a violac¸a˜o da restric¸a˜o e´ predita, a pon-
derac¸a˜o e´ elevada tal que o controle possa trazer as varia´veis manipuladas para os limites da
restric¸a˜o. Assim que as varia´veis controladas esta˜o dentro dos limites da restric¸a˜o, o objetivo
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em estado estaciona´rio e´ usado como o ponto de ajuste novamente, em lugar dos limites da
restric¸a˜o.
 


passado futuro
Aproximac¸a˜o de set-point da Restric¸a˜o soft
penalizac¸a˜o quadra´tica
Figura 3.5: Representac¸a˜o de uma restric¸a˜o de aproximac¸a˜o de setpoint.
Adaptada de Qin e Badgwell (2003).
As restric¸o˜es de entrada sa˜o geralmente tratadas como restric¸o˜es hard e na˜o ha´ um
meio de suavizar este tipo de restric¸a˜o. Exemplos destas restric¸o˜es sa˜o as restric¸o˜es impostas
por va´lvulas e atuadores com campo de atuac¸a˜o e taxa de variac¸a˜o limitadas que, uma vez
alcanc¸adas seus limites, na˜o e´ poss´ıvel exceder os mesmos, exceto por ajuste ou aquisic¸a˜o de
atuadores mais potentes (Maciejowski, 2000).
As restric¸o˜es soft por sua vez, podem ser representadas por restric¸o˜es de sa´ıdas, as quais
podem ser suavizadas, caso haja necessidade, e podem ser exemplificadas pelas restric¸o˜es
relacionadas a varia´veis de desempenho do processo (Zafiriuou e Chiou, 1993).
3.6.1 Formulac¸a˜o das restric¸o˜es para uso na func¸a˜o objetivo
Como descrito anteriormente (Sec¸a˜o 3.5), as ac¸o˜es de controle sa˜o realizadas levando
em considerac¸a˜o o ca´lculo do vetor do incremento de controle futuro u que minimiza a func¸a˜o
objetivo dada por:
J(u) =
1
2
uTHu+ bu+ f0 (3.18)
A soluc¸a˜o o´tima deste problema e´ encontrada pela resoluc¸a˜o da equac¸a˜o linear:
Hu = −b (3.19)
Na pra´tica, o caminho normal usando um MPC e´ calcular u(t) como foi descrito ante-
riormente e aplicar no processo. Se u(t) violar as restric¸o˜es, ele e´ saturado por seus limites,
tanto pelo programa de computador ou pelo atuador. O caso de u(t+1), . . . , u(t+N) violar
as restric¸o˜es na˜o e´ considerado, e na maioria dos casos, este sinal nem mesmo e´ calculado.
Pore´m, este meio de operac¸a˜o na˜o garante que o o´timo seja obtido quando as restric¸o˜es sa˜o
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violadas, fazendo com que o principal propo´sito do GPC, que e´ aplicar o melhor sinal de
controle por minimizar a Equac¸a˜o (3.18), na˜o seja alcanc¸ada (Camacho e Bordons, 2004).
Com a finalidade de prever e previnir quando vai ocorrer a violac¸a˜o da restric¸a˜o, as
restric¸o˜es de entradas e sa´ıdas do processo devem ser incluidas diretamente na formulac¸a˜o
do problema, sendo levadas em considerac¸a˜o na formulac¸a˜o da func¸a˜o objetivo. Para a
implementac¸a˜o de uma restric¸a˜o soft, por exemplo, permite-se que a varia´vel de sa´ıda exceda
em um determinado valor ǫ ≥ 0 o valor da restric¸a˜o, isto e´:
y(t+ j) ≤ ymax + ǫ(t+ j);
ǫ(t+ j) ≥ 0; 1 ≤ j ≤ Nr
com Nr sendo o tamanho do horizonte em que a restric¸a˜o soft e´ considerada.
Desse modo, um termo e´ inclu´ıdo na func¸a˜o objetivo expressa na Equac¸a˜o (3.6):
J =
N2∑
j=N1
δ(j) [yˆ(t+ j | t)− w(t+ j)]2 +
Nu∑
j=1
λ(j) [△u(t+ j − 1)]2 +
Nr∑
j=1
λr(j) [ǫ(t+ j)]
2
(3.20)
onde λr > 0 e´ um coeficiente de ponderac¸a˜o. Reescrevendo a equac¸a˜o da func¸a˜o objetivo
(3.18), temos:
J(u) =
1
2
vTHv + b
T
v + f0 (3.21)
com
vT =
[
uT ǫT
]
,
H =
[
H 0
0 λrI
]
,
b
T
=
[
bT 0
]
,
ǫ = [ǫ(t+ 1), . . . , ǫ(t+Nr)] .
O problema de otimizac¸a˜o devera´ incluir tambe´m as condic¸o˜es
y(t+ j)− ǫ ≤ ymax, ǫ ≥ 0.
A adic¸a˜o de mais restric¸o˜es soft segue o mesmo procedimento descrito acima, expan-
dindo o problema de otimizac¸a˜o.
De forma que possam ser resolvidas como um problema de otimizac¸a˜o quadra´tica, as
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restric¸o˜es apontadas acima, devem ser expressas na forma de desigualdades. O problema de
otimizac¸a˜o quadra´tica a ser resolvido e´ enta˜o definido pela Equac¸a˜o (3.22)
min
v
J =
1
2
vTHv + b
T
v
sujeito a Au ≤ c
(3.22)
A matrizH, tambe´m chamada de matriz Hessiana, e´ uma matriz semi-positiva definida,
devida a` utilizac¸a˜o de modelos lineares e coeficientes de ponderac¸a˜o λ > 0. Assim, a soluc¸a˜o
para a equac¸a˜o acima, pode ser obtida usando te´cnicas de programac¸a˜o quadra´tica convexa,
um problema bastante conhecido, podendo ser aplicado me´todos de soluc¸a˜o como algoritmos
de ponto interior e de conjunto ativo, entre outros (Maciejowski, 2000).
De um modo sistema´tico, restric¸o˜es leves consideradas na varia´vel de sa´ıda y, podem
ser formuladas como:
ymin − ǫ(t+ j) ≤ y(t+ j) ≤ ymax + ǫ(t+ j), N1 ≤ j ≤ N2
sendo estas restric¸o˜es expressas em termos de varia´veis manipuladas como:
Gu− ǫ ≤ 1ymax − f
−Gu− ǫ ≤ −1ymin + f
ǫ ≥ 0
(3.23)
com 1 sendo uma matriz (N2 − N1) × 1 cujos elementos sa˜o todos unita´rios, G e´ a matriz
dinaˆmica, u e´ vetor de controle incremental e f e´ o vetor de resposta livre, ambos com
dimenso˜es apropriadas.
Para restric¸o˜es hard na varia´vel manipulada U , tem-se:
Umin ≤ u(t+ j) ≤ Umax, N1 ≤ j ≤ N2
sendo estas restric¸o˜es expressas em termos de varia´veis manipuladas como:
Tu ≤ 1Umax − 1u(t− 1)
−Tu ≤ −1Umin + 1u(t− 1)
(3.24)
onde T e´ uma matriz triangular inferior Nu ×Nu cuja parte na˜o-nula e´ unita´ria.
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As restric¸o˜es hard da varia´vel manipulada y de sa´ıda podem ser formuladas como
ymin ≤ y(t+ j) ≤ ymax, N1 ≤ j ≤ N2
sendo expressas em termos de varia´veis manipuladas:
Gu ≤ 1ymax − f
−Gu ≤ −1ymin + f
(3.25)
Com o intu´ıto de aplicar o que foi explanado acima, suponha que existam restric¸o˜es
atuando sobre um processo, originadas a partir de limites de amplitude no sinal de controle U ,
limites de taxa de variac¸a˜o do atuador u e limites sobre um sinal de sa´ıda y. Estas restric¸o˜es
podem ser expressas, repectivamente, por (Camacho e Bordons, 2004):
Umin ≤u(t) ≤ Umax ∀ t
umin ≤ u(t)−u(t− 1) ≤ umax ∀ t
ymin ≤y(t) ≤ ymax ∀ t
Considerando um processo com m-entradas e n-sa´ıdas com restric¸o˜es agindo atrave´s de
um horizonte N , estas restric¸o˜es podem ser reformuladas como:
1Umin ≤ Tu+u(t− 1)1 ≤ 1Umax
1umin ≤u ≤ 1umax
1ymin ≤ Gu+ f ≤ 1ymax
onde 1 e´ uma matriz (N ×n)×m formada por Nm×m matrizes identidades e T e´ a matriz
bloco triangular inferior, cujos blocos de entradas na˜o-nulos sa˜o matrizes identidades, de
ordem m×m. Estas restric¸o˜es podem ser expressadas na forma condensada como
Au ≤ c
com:
A =


T
−T
IN×N
−IN×N
G
−G


; c =


1Umax − 1u(t− 1)
−1Umin + 1u(t− 1)
1umax
−1umin
1ymax − f
−1ymin + f


.
3.7. Controle Preditivo Na˜o-Linear 51
Com procedimentos similares a estes, outros tipos de restric¸o˜es hard ou soft, podem ser
ajustadas sobre outras varia´veis manipuladas e controladas de um processo com a finalidade
de forc¸ar a resposta do processo a ter certas caracter´ısticas, fazendo uso das expresso˜es (3.23),
(3.24) e (3.25), mantendo o formato Au ≤ c.
E´ bom salientar que o uso excessivo de restric¸o˜es duras pode levar a problemas de
factibilidade do problema de otimizac¸a˜o, sendo necessa´rio utilizar-se de outros me´todos para
obter uma soluc¸a˜o, variando desde o uso de medidas ad hoc ate´ a sofisticadas estrate´gias de
gerenciamento de restric¸o˜es (Maciejowski, 2000).
A remoc¸a˜o completa de restric¸o˜es que na˜o sejam ta˜o importante para o processo, assim
como na˜o suavizar restric¸o˜es de desempenho, podem apresentar um comportamento na˜o
satisfato´rio em va´rios casos onde o resultado de desempenho a` malha fechada frequentemente
na˜o e´ melhor do que de um algortimo sem restric¸o˜es e, podem levar tambe´m ate´ mesmo a
problemas de instabilidade (Zafiriuou e Chiou, 1992)
Assim, restric¸o˜es duras (hard) podem ser utilizadas para as varia´veis limitadas fisica-
mente, enquanto restric¸o˜es leves (soft), podem ser utilizadas para varia´veis de desempenho,
com interesse de manter o processo em uma regia˜o de operac¸a˜o desejada.
3.7 Controle Preditivo Na˜o-Linear (Nonlinear Model Predic-
tive Control - NMPC )
Embora a maioria dos processos sa˜o inerentemente na˜o-lineares, a vasta maioria de
aplicac¸o˜es de MPC utilizam dados de modelos dinaˆmicos lineares provenientes de me´todos
comuns como modelos de resposta ao degrau e ao impulso derivados a partir da integral de
convoluc¸a˜o, existindo diversas razo˜es para este motivo. Modelos lineares emp´ıricos podem
ser identificados de uma maneira simples a partir de teste de dados do modelo pois a maioria
dos processos operam nas vizinhanc¸as de um ponto de operac¸a˜o desejado (Qin e Badgwell,
2001).
Na maioria dos casos, um MPC linear apresenta precisa˜o suficiente quando as medic¸o˜es
de realimentac¸a˜o sa˜o de alta qualidade. Desse modo, usando um modelo linear com uma
func¸a˜o objetivo quadra´tica, o algoritmo nominal MPC toma a forma de um func¸a˜o de pro-
gramac¸a˜o quadra´tica convexa, o qual o algoritmo e o software podem ser facilmente obtidos.
A importaˆncia desse fato e´ que a soluc¸a˜o deve convergir o quanto antes para um crite´rio
o´timo. Por estas razo˜es, na maioria dos casos um modelo linear fornecera´ a maioria das
vantagens poss´ıveis que a tecnologia MPC apresenta.
Mesmo assim, existem casos onde o comportamento da na˜o linearidade influencia sig-
nificativamente, sendo necessa´rio fazer uso da tecnologia de controle preditivo na˜o-linear, o
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qual e´ definido MPC usando um modelo na˜o-linear. Este abrange pelo menos duas grandes
categorias de aplicac¸o˜es (Qin e Badgwell, 2001):
1. problemas de controle regulador onde o processo e´ altamente na˜o-linear e sujeitas a
grandes perturbac¸o˜es frequeˆntes (controle de pH, etc);
2. problemas de servo controle, onde os pontos de operac¸o˜es mudam frequ¨entemente e
abrangem uma faixa suficientemente ampla de dinaˆmicas de processo na˜o-linear (fa-
bricac¸a˜o de pol´ımeros, s´ıntese de amoˆnia, etc).
O uso de modelos na˜o-lineares em MPC e´ motivado pela necessidade de melhorar
o controle de processos com linearidades acentuadas atrave´s da melhora da qualidade da
previsa˜o. A base fundamental em um problema de processo de controle - conservac¸a˜o de
massa, energia e quantidade de movimento, considerac¸o˜es de equilibrio de fases, relac¸o˜es de
energia qu´ımica e propriedades finais dos produtos - todos introduzem na˜o-linearidades na
descric¸a˜o do processo (Rawlings, 2000).
A principal vantagem do uso de NMPC e´ a possibilidade de manipular dinaˆmicas na˜o-
lineares. Na˜o existe nenhum empecilho contra o uso de MPC com modelo na˜o-linear, pois
a extensa˜o das ide´ias de MPC para processos na˜o-lineares e´ simples, pelo menos conceitual-
mente. Pore´m, este na˜o e´ um assunto trivial e existem muitas dificuldades derivadas a partir
do uso deste tipo de modelo, tais como (Camacho e Bordons, 2004):
• A disponibilidade de modelos na˜o-lineares a partir de dados experimentais e´ uma
questa˜o em aberta. Existe uma careˆncia de te´cnicas para processos na˜o-lineares. O
uso de Redes Neurais ou se´ries de Volterra na˜o parecem resolver o problema de uma
forma geral. De outra maneira, a obtenc¸a˜o de modelos a partir dos princ´ıpios funda-
mentais (balanc¸o de massa e energia) na˜o e´ sempre poss´ıvel.
• O problema de otimizac¸a˜o e´ na˜o-convexa, sua resoluc¸a˜o e´ muito mais dif´ıcil que a
do problema de programac¸a˜o quadra´tica. Problemas relativos para cada ponto o´timo
aparecem, influenciando na˜o somente na qualidade do controle, mas tambe´m fazendo
surgir problemas de estabilidade.
• A dificuldade na soluc¸a˜o do problema de otimizac¸a˜o gera um importante aumento do
tempo de computac¸a˜o. Isto pode restringir o uso desta te´cnica a processos lentos.
• O estudo de pontos importantes como estabilidade e robustez e´ mais complexo no
caso de sistemas na˜o-lineares. Ele constitui um campo aberto de grande interesse para
pesquisadores.
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3.7.1 Formulac¸a˜o do problema
A escolha do modelo na˜o-linear na˜o e´ unica considerac¸a˜o importante quando usa-se
NMPC. O uso de um modelo na˜o-linear implica em trocar a soluc¸a˜o do problema do tipo
de programac¸a˜o convexa para um problema de programac¸a˜o na˜o-linear na˜o-convexa, o qual
e´ muito mais dif´ıcil de resolver. Ale´m do mais, na˜o existe nenhuma garantia que um ponto
o´timo global possa ser encontrado, principalmente em controle de tempo real, onde o o´timo
tem um tempo ja´ estabelecido para ser obtido.
O problema a ser resolvido em todo per´ıodo de amostragem e´ o ca´lculo da sequeˆncia de
entrada u que leva o processo a partir de um estado atual ate´ um estado estaciona´rio desejado.
Este ponto de operac¸a˜o desejado (ys, xs, us) pode ser determinado por uma otimizac¸a˜o de
estado estaciona´rio, o qual pode ser baseado em questo˜es econoˆmicas. A func¸a˜o custo a ser
minimizada pode tomar a forma geral de (Camacho e Bordons, 2004)
J =
N∑
j=1
||y(t+ j)− ys||
q
R +
M−1∑
j=1
||△u(t+ j)||qP +
M−1∑
j=1
||u(t+ j)− us||
q
Q (3.26)
onde q pode ser 1 ou 2, dependendo do tipo de norma e P, Q e R sa˜o matrizes de ponderac¸a˜o.
Suponha que um modelo de espac¸o de estado pode ser usado para representar uma
planta na˜o-linear, conforme a Equac¸a˜o 3.27,
x(t+ 1) = f(x(t), u(t))
y(t) = g(x(t))
(3.27)
onde x(t) e´ o vetor de estado, f e g sa˜o func¸o˜es gene´ricas na˜o-lineares, podendo ser usadas
para processos monovaria´veis ou multivaria´veis. A minimizac¸a˜o esta´ sujeita a restric¸o˜es do
modelo que sa˜o dadas por
x(t+ j)−f(x(t+ j − 1),u(t+ j − 1)) = 0
y(t+ j)− g(x(t+ j)) = 0
e esta˜o sujeitas ao restante das restric¸o˜es de desigualdade que podem ser consideradas como
ymin ≤ y(t+ j) ≤ ymax ∀ j = 1, N (3.28)
umin ≤ u(t+ j) ≤ umax ∀ j = 1,M − 1 (3.29)
△umin ≤ △u(t+ j) ≤ △umax ∀ j = 1,M − 1 (3.30)
Restric¸o˜es do tipo soft nas varia´veis de sa´ıdas podem ser facilmente consideradas na
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formulac¸a˜o adicionando-se o termo ||s||qT na func¸a˜o custo, com T sendo uma matriz que pe-
naliza a violac¸a˜o dos limites de sa´ıda por uma pequena quantia ǫ. A restric¸a˜o de desigualdade
resultante, conforme visto na Sec¸a˜o 3.6, fica agora:
ymin − ǫ ≤ y(t+ j) ≤ ymax + ǫ ∀ j = 1, N
As expresso˜es formadas aqui sa˜o para processos monovaria´veis, no caso de processos
multivaria´veis, as varia´veis y e u devem ser substitu´ıdas por vetores y e u.
A soluc¸a˜o para este tipo de problema requer a utilizac¸a˜o de te´cnicas de programac¸a˜o
na˜o-convexa para problemas na˜o-lineares, dando origem a uma se´rie de dificuldades compu-
tacionais relacionados com o tempo gasto e confiabilidade para obter-se a soluc¸a˜o para este
tipo de problema. A soluc¸a˜o, ou pelo menos uma soluc¸a˜o parcial, e´ alcanc¸ada muitas vezes
usando te´cnicas de Programac¸a˜o Sequencial Quadra´tica (SQP) (Camacho e Bordons, 2004).
Para evitar este problema de otimizac¸a˜o complexa, diversas te´cnicas teˆm sido propostas
na literatura para resolver de forma aproximada o problema de otimizac¸a˜o na˜o linear na˜o-
convexa. A maioria destas te´cnicas transformam o problema em uma otimizac¸a˜o do tipo QP
(ou no pior caso, em uma sequeˆncia de QPs).
A seguir sa˜o apresentadas, de maneira superficial, algumas te´cnicas de abordagem para
NMPC.
MPC linear estendido
Este e´ um dos mais simples caminhos de tratar com na˜o-linearidades de processos. Este
me´todo foi originalmente desenvolvido a partir do Controle por Matriz Dinaˆmica (Dynamic
Matrix Control - DMC ) (Hernandez e Arkun, 1991). O princ´ıpio ba´sico e´ adicionar um novo
termo a` predic¸a˜o de sa´ıda que tenta abordar as na˜o-linearidades. Este termo e´ adicionado na
equac¸a˜o de predic¸a˜o 3.12, resultando em
yˆel = Gu+ f + dnl
Os elementos do vetor dnl sa˜o calculados por minimizar a diferenc¸a entre a predic¸a˜o
obtida a partir do modelo linear, yˆel, e a predic¸a˜o obtida a partir de um modelo na˜o-linear
completo do planta. Desta maneira, as na˜o linearidades do processo sa˜o levadas em consi-
derac¸a˜o na formulac¸a˜o linear do MPC, mantendo o sistema usual da QP (Camacho e Bordons,
2004).
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MPC baseado em modelos locais
O algoritmo de controle proposto usa um modelo na˜o linear da planta para simular
internamente o comportamento do processo. Quando aplica-se uma mudanc¸a de setpoint no
processo, o algoritmo usa o modelo na˜o linear para identificar um modelo ARX linear. O
procedimento de otimizac¸a˜o e´ enta˜o executado usando um modelo linear e uma penalizac¸a˜o
varia´vel do controle, determinada em func¸a˜o do ganho na˜o linear do modelo identificado
(Ayala Bravo e Normey-Rico, 2009).
Realimentac¸a˜o linearizante
Em alguns casos, o modelo na˜o linear pode ser transformado em um modelo linear
atrave´s de transformac¸o˜es apropriadas. Considere, por exemplo, um modelo representado
pelo seguinte modelo no espac¸o de estados (Camacho e Bordons, 2004)
x(t+ 1) = f(x(t), u(t))
y(t) = g(x(t))
O me´todo consiste em encontrar func¸o˜es de estado e transformac¸a˜o de entrada z(t) =
h(x(t)) e u(t) = p(x(t), v(t)) tais que
z(t+ 1) = Az(t) +Bv(t)
y(t) = Cz(t)
O me´todo tem dois importantes incovenientes, sendo o primeiro que as func¸o˜es de
transformac¸o˜es z(t) = h(x(t)) e u(t) = p(x(t), v(t)) podem ser obtidas para poucos casos
e segundo, as restric¸o˜es, as quais sa˜o geralmente na˜o lineares, sa˜o transformadas em um
conjunto de restric¸o˜es na˜o-lineares.
Dessa forma, mesmo em casos onde o modelo pode ser linearizado por transformac¸o˜es
aceita´veis, o problema de restric¸a˜o e´ fa´cil de ser resolvido devido a`s restric¸o˜es na˜o lineares.
A func¸a˜o objetivo e´ geralmente transformada em uma func¸a˜o na˜o linear, desde que ela seja
quadra´tica em u(t) mas na˜o necessariamente em (v)t. Se as restric¸o˜es na˜o lineares sa˜o apro-
ximadas e a func¸a˜o objetivo permanece quadra´tica, apenas um programa quadra´tico precisa
ser resolvido a cada instante de amostragem. Pore´m, aproximac¸a˜o linear e´ va´lida somente
quando ambos, estados e entradas, na˜o possuem grandes desvios em relac¸a˜o ao regime de
operac¸a˜o. Isto implica que as ac¸o˜es de controle devem ser pro´ximas aos seus valores line-
arizados para manter a estabilidade e o desempenho possa ser sacrificado por simplicidade
computacional (Camacho e Bordons, 2004).
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NMPC subo´timo
Esta aproximac¸a˜o evita a necessidade de encontrar o mı´nimo de uma func¸a˜o custo
na˜o-convexa por considerar a satisfac¸a˜o das restric¸o˜es como o objetivo prima´rio (Camacho e
Bordons, 2004). Se uma estrate´gia de otimizac¸a˜o que demanda soluc¸o˜es fact´ıveis em toda a
subiterac¸a˜o (dentro de um per´ıodo de amostragem) e´ usada e uma diminuic¸a˜o na func¸a˜o custo
e´ obtida, a otimizac¸a˜o pode ser parada quando o tempo limite de otimizac¸a˜o e´ ultrapassado
e a estabilidade pode ser garantida. Pode ser demonstrado que isto e´ suficiente pra alcanc¸ar
uma diminuic¸a˜o cont´ınua na func¸a˜o custo para garantir estabilidade. A principal te´cnica que
usa este conceito e outros detalhes, pode ser encontrada em Scokaert et al. (1999).
Outras te´cnicas de abordagens para NMPC e maiores detalhes com fontes de refereˆncias
podem ser encontradas em Camacho e Bordons (2004).
3.8 NMPC Aproximado
Ome´todo a ser empregado neste trabalho, pore´m na˜o aborda, de forma direta, nenhuma
destas te´cnicas descritas acima. Tem-se um processo na˜o linear e do mesmo sa˜o retiradas as
equac¸o˜es fenomenolo´gicas do processo e empregadas de forma a compor um modelo como um
todo.
Quando o objetivo do controlador e´ miniminar uma func¸a˜o objetivo de uma planta
linear, tem-se
J =(yˆ −w)T (yˆ −w) + λuTu
sujeito a Au ≤ b
(3.31)
que e´ um problema de programac¸a˜o quadra´tica simples de resolver quando a planta e´ linear.
Quando a planta e´ na˜o linear, a predic¸a˜o futura yˆ = fNL(u) e´ uma func¸a˜o da sa´ıda da planta
com comportamento na˜o linear, o que transforma o problema numa otimizac¸a˜o na˜o linear.
O me´todo de controle preditivo faz uso de um modelo, o qual e´ usado para o ca´lculo
das predic¸o˜es e planta na˜o linear propriamente dita, a qual deve sofrer o efeito do controle
para manter as varia´veis controladas. Enta˜o, aqui, para fazer uso da sa´ıda do modelo no
otimizador, o modelo usado pelo controlador e´ levado ate´ um ponto de operac¸a˜o, o qual e´
feita atrave´s de pequenos incrementos, isso sendo feito com a sa´ıda do modelo discretizado.
Agora, uma forma simples, mas aproximada, de resolver o problema de lidar com a
planta na˜o linear e´ considerar que yˆ pode ser escrito como func¸a˜o do controle da seguinte
forma:
3.8. NMPC Aproximado 57
uatual = uant + u
u = [△u1 △u2 · · · ]
T
e
yˆaprox = fNL(uant) +Gu (3.32)
onde fNL(uant) e´ calculada usando-se a sa´ıda discretizada da planta na˜o linear completa e
Gu expressa, em forma linear aproximada, a variac¸a˜o da predic¸a˜o esperada nesta amostra.
A matriz G e´ neste caso a matriz de resposta do modelo ao degrau no ponto atual de
funcionamento uant, ou seja, no ponto de operac¸a˜o.
Se yˆaprox e´ pro´xima de yˆ, enta˜o o algoritmo tera´ bom desempenho e isto se consegue
usando uma amostragem que garanta pequenos valores de u a cada passo.
Nesta condic¸a˜o a Equac¸a˜o 3.31 e´
J ≈ (Gu+ fNL(uant)−w)
T (Gu+ fNL(uant)−w) + λu
Tu
=(fNL(uant)−w)
T (fNL(uant)−w) + u
T (GTG+ λI)u+ 2(fNL(uant)−w)
T
Gu
(3.33)
que e´ uma func¸a˜o quadra´tica em u igual que no caso linear, para a qual pode-se fazer uso
da teoria de convoluc¸a˜o. Ressalta-se aqui, mais uma vez, que fNL(uant) na Equac¸a˜o 3.32 e
Gu, sa˜o provenientes de sa´ıdas de modelos diferentes, apesar de estarem no mesmo hardware
para realizac¸a˜o das simulac¸o˜es.
No caso particular da MS na˜o e´ poss´ıvel usar apenas uma matriz G para todas as
condic¸o˜es de operac¸a˜o e define-se dois modelos distintos: um para operac¸a˜o em carga obtendo-
se Gcarga e outro para operac¸a˜o a vazio, definida por Gvazio.
Esta variac¸a˜o de modelo e´ controlada pelo sistema supervisor que tambe´m, como se
vera´, define o ajuste do MPC para cada caso.
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Cap´ıtulo 4
Desenvolvimento do Controlador
Preditivo para Regulac¸a˜o de Tensa˜o
Neste cap´ıtulo e´ abordada a formulac¸a˜o do controlador preditivo para a regulac¸a˜o de
tensa˜o. O cap´ıtulo comec¸a com a formulac¸a˜o do problema de controle do ponto de vista
geral e a seguir, visto com base nos dois modos de operac¸a˜o da MS, operando a vazio e
operando conectada a` rede, considerando as restric¸o˜es de funcionamento. Adiante e´ dada
uma breve explicac¸a˜o de como e´ feito o sequenciamento de operac¸o˜es do gerador relevantes
para o regulador de tensa˜o (RT). Apo´s isso, sa˜o apresentados os requisitos mı´nimos para o
projeto, seguido da prosposta de sintonia para os paraˆmetros do controlador desenvolvido.
Um exemplo comentado sobre o funcionamento do controlador e´ apresentado e sa˜o descritos
os testes que foram realizados para verificac¸a˜o do desempenho do controlador. O cap´ıtulo
termina com a apresentac¸a˜o dos resultados obtidos com o uso do controlador preditivo em
diversas situac¸o˜es.
4.1 Formulac¸a˜o do Problema
O principal objetivo do controlador preditivo de regulac¸a˜o de tensa˜o proposto aqui, e´
controlar a tensa˜o terminal, pore´m o mesmo deve ser capaz de controlar outras grandezas em
situac¸o˜es especiais. Assim, tem-se os seguintes modos de regulac¸a˜o:
• Tensa˜o terminal
• Poteˆncia reativa
• Fator de poteˆncia
• Corrente de campo
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Eˆnfase sera´ dada ao modo de controle de regulac¸a˜o de tensa˜o terminal, sendo os outros
modos tratados de maneira breve na Sec¸a˜o 4.11.
No processo de regulac¸a˜o de tensa˜o, a atuac¸a˜o dos dispositivos que compo˜em o Sistema
de Excitac¸a˜o (SE) na˜o se da˜o de maneira simultanea sendo que alguns dispositivos teˆm
atuac¸a˜o exclusiva em determinado modo de operac¸a˜o da ma´quina.
Ha´ necessidade de ajustar o sistema de excitac¸a˜o de modo que ele possa apresentar um
bom desempenho esta´tico e dinaˆmico para a ma´quina estando operando a vazio e operando
conectada a` rede.
Para o desenvolvimento do controlador regulador de tensa˜o, a primeira ana´lise a ser
feita e´ a ana´lise das restric¸o˜es a serem utilizadas e levadas em considerac¸a˜o na func¸a˜o objetivo
do controlador. A maioria dessas restric¸o˜es surgem devido a`s condic¸o˜es de funcionamento da
MS, conforme discutidas na Sec¸a˜o 2.4. O problema de controle, pode ser enta˜o formulado de
modo a minimizar a func¸a˜o objetivo
J = q
N2∑
j=N1
[
Vˆt(t+ j)− Vtref(t+ j)
]2
+ r
Nu∑
j=1
[△Efd(t+ j)]
2 +
n∑
i=1
sri
Nri∑
i=1
[ǫi(t+ j)]
2 (4.1)
onde Vˆt e´ a predic¸a˜o do valor de sa´ıda da tensa˜o terminal, Vtref e´ o valor de trajeto´ria de
refereˆncia, △Efd e´ o incremento do sinal de controle, q e r sa˜o os fatores de penalizac¸a˜o de
seguimento de trajeto´ria de refereˆncia e do incremento do sinal de controle, respectivamente,
sri e Nri, com i ∈ 1, . . . , 5, sa˜o os paraˆmetros de ajuste de cada uma das restric¸o˜es leves e ǫi,
i ∈ 1, . . . , 5 sa˜o as varia´veis adicionais das restric¸o˜es.
No problema de controle, a configurac¸a˜o das restric¸o˜es pode ser visto de duas maneiras:
uma com a MS operando a vazio, quando a MS e´ inicialmente excitada, e outra com a MS
sob carga, conectada com a rede.
Essa diferenciac¸a˜o e´ significativamente importante, pois devido a`s especificac¸o˜es de
operac¸a˜o a vazio, algumas restric¸o˜es de funcionalidade podem estar habilitadas e com de-
terminados limites enquanto que, no modo conectada a rede, estas mesmas restric¸o˜es, ou
outras, esta˜o sujeitas a` variac¸a˜o de seus limites ma´ximos e mı´nimos. Assim, as restric¸o˜es sa˜o
configuradas conforme o modo de operac¸a˜o da MS, que sa˜o descritos na sec¸a˜o seguinte.
4.1.1 Modos de operac¸a˜o da MS e ana´lise das restric¸o˜es
Conforme ja´ citado, a MS pode operar em dois modos de operac¸a˜o. Cada modo de
operac¸a˜o possui especificac¸o˜es, algumas comuns aos dois modos, outras na˜o.
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A ana´lise de especificac¸o˜es para operac¸a˜o, impo˜e que diversas varia´veis devem ser mo-
nitoradas e mantidas em determinadas faixas de operac¸a˜o. Estas sa˜o:
• Mı´nima e ma´xima corrente de campo
• Relac¸a˜o de Volts/Hertz
• Subexcitac¸a˜o
• Corrente estato´rica
• Sinal de controle da excitatriz (tensa˜o e campo)
Com excec¸a˜o do sinal de controle, que e´ naturalmente uma restric¸a˜o devido aos limites
do sinal fornecido pelo atuador, as varia´veis citadas acima sa˜o as responsa´veis por gerar as
restric¸o˜es para uso do controlador, e sa˜o definidas e configuradas conforme:
1. Ma´quina operando a vazio: Neste modo de operac¸a˜o, a MS e´ inicializada e excitada,
sendo maiores detalhes desse processo fornecidos na Sec¸a˜o 4.2. Para este modo de
operac¸a˜o tem-se uma restric¸a˜o dura atuando sobre os limites ma´ximo e mı´nimo da
varia´vel de controle Efd, sendo designada aqui como u. Tem-se uma restric¸a˜o suave
atuando sobre o limite superior de tensa˜o terminal Vt, sobre o limite de corrente de
campo ma´ximo Ei. A restric¸a˜o suave de Vt e´ uma restric¸a˜o que depende tambe´m da
relac¸a˜o volts/hertz, cujos detalhes sa˜o dados adiante.
Considerando a velocidade da ma´quina em 1 pu, os detalhes da manipulac¸a˜o das res-
tric¸o˜es para este modo de operac¸a˜o e outras informac¸o˜es relevantes sa˜o definidas a
seguir.
• Restric¸a˜o suave da tensa˜o terminal (LVt)
Esta restric¸a˜o e´ habilitada quando a MS esta´ operando em ambos os modos de
operac¸a˜o e possui apenas valor limite superior, sendo referenciado o limite ma´ximo
como ymaxVt com valor e´ de 1,1 pu.
Uma vez definida esta restric¸a˜o, tem-se que manipular a mesma para que possa
ser inserida na func¸a˜o objetivo. A inserc¸a˜o pode ser realizada seguindo os proce-
dimentos da Sec¸a˜o 3.6. A restric¸a˜o suave da tensa˜o terminal para MS tanto com
carga quanto sem carga fica:
Vt(t+ j) ≤ ymaxVt + ǫV t 0 ≤ j ≤ Nr1
Gvaziou− ǫV t ≤ 1ymaxVt − yfrVt
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Aqui, Gvazio e´ a matriz dinaˆmica de resposta ao degrau para a MS operando a
vazio, Nr1 e´ o horizonte de predic¸a˜o de Vt, yfrVt e´ a resposta livre da tensa˜o
terminal e ǫV t e´ o valor de suavizac¸a˜o da restric¸a˜o, sendo definido como um valor
positivo. A mesma inequac¸a˜o pode ser usada para a restric¸a˜o com a MS operando
conectada a` rede, trocando-se a matriz Gvazio para Gcarga.
A restric¸a˜o LVt esta´ sujeita a uma outra restric¸a˜o, a restric¸a˜o da relac¸a˜o volts/hertz
(LVHz), que deve ser analisada de modo concorrente, tendo somente limite ma´ximo.
O objetivo desta restric¸a˜o e´ evitar o sobrefluxo no gerador (tranformador eleva-
dor e transformador de excitac¸a˜o), causado por sub-frequeˆncia e sobretensa˜o. A
faixa de atuac¸a˜o dessa restric¸a˜o deve ser ajusta´vel entre 1,1 e 1,3 pu, sendo habi-
litada quando a MS operando a vazio e conectada a` rede. Na˜o sera´ apresentada
a formulac¸a˜o dessa restric¸a˜o, pois deve-se comparar o valor das duas restric¸o˜es e
utilizar somente o valor da restric¸a˜o que for mais restritiva.
Na formulac¸a˜o das matrizes para otimizac¸a˜o, sera´ usado a varia´vel ymaxVt para a
apresentac¸a˜o nas matrizes, pore´m, nos gra´ficos das simulac¸o˜es, sera´ usado o nome
da restric¸a˜o LVHz.
De modo a simplificar a apresentac¸a˜o de algumas varia´veis, yfr(.) sera´ a resposta
livre armazenada para cada varia´vel, relacionada pelo ı´ndice (.).
• Restric¸a˜o suave da corrente de campo (LCC)
Esta restric¸a˜o desempenha as func¸o˜es das restric¸o˜es de mı´nima (LCCMin) e ma´xima
(LCCMax) corrente de campo atuais, atuando para um valor mı´nimo e um valor
ma´ximo, ajusta´veis. Esta restric¸a˜o e´ habilitada quando a MS esta´ operando a
vazio e operando conectada a` rede. Para a ma´quina operando a vazio, somente o
limite mı´nimo e´ habilitado, enquanto que para conectada a` rede, tem-se os dois
limites da restric¸a˜o habilitados. Seus limites sera˜o referenciados com ymaxEi e
yminEi para limite ma´ximo e mı´nimo, respectivamente.
No caso de a ma´quina estar operando a vazio, somente ymaxEi e´ habilitado e
portanto, a restric¸a˜o suave da corrente de campo fica:
yminEi − ǫEi ≤ Ei(t+ j) ≤ ymaxEi + ǫEi 0 ≤ j ≤ Nr2
GEivaziou− ǫEi ≤ 1ymaxEi − yfrEi
e para MS operando conectada a` rede:
yminEi − ǫEi ≤ Ei(t+ j) ≤ ymaxEi + ǫEi 0 ≤ j ≤ Nr2
GEicargau− ǫEi ≤ 1ymaxEi − yfrEi
−GEicargau− ǫEi ≤ −1yminEi + yfrEi.
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GEivazio e´ a matriz dinaˆmica de resposta ao degrau para a MS operando a vazio
para Ei, Nr2 e´ o horizonte de predic¸a˜o de Ei e ǫEi e´ a varia´vel de suavizac¸a˜o para
a restric¸a˜o, com ǫEi > 0. A mesma inequac¸a˜o pode ser usada para a restric¸a˜o
com a MS operando conectada a` rede, trocando a matriz GEivazio para GEicarga,
conforme feito acima.
• Restric¸a˜o dura para o sinal de controle
Esta restric¸a˜o trata da limitac¸a˜o do sinal de controle, desempenhada pela ma´xima
e mı´nima tensa˜o de campo (Efd). Estes limites esta˜o relacionados com a tensa˜o
dispon´ıvel que pode ser obtida na sa´ıda da ponte retificadora.
Esta restric¸a˜o e´ uma restric¸a˜o ativa durante o tempo todo, estando a MS ope-
rando tanto a vazio quanto conectada a` rede. Conforme convencionado acima,
seus limites sera˜o referenciados com umax e umin para limite ma´ximo e mı´nimo,
respectivamente, e os valores utilizados nestas simulac¸o˜es para a excitatriz do tipo
esta´tica sa˜o umax = 5 pu e umin = −4 pu. E´ bom salientar aqui, que na˜o existe
uma norma que fixe estes valores em um valor ma´ximo e um valor mı´nimo, po-
dendo estes valores sofrerem alterac¸o˜es de acordo com os dispositivos de controle
utilizados pelos fabricantes e as configurac¸o˜es de controle. Na pra´tica, a questa˜o
da limitac¸a˜o do sinal de controle esta´ relacionada com o fator custo dos atuadores,
pois quanto mais elevados forem os valores de ma´ximo e mı´nimo, mais caro e´ se
torna o sistema de controle.
A restric¸a˜o dura para o sinal de controle para MS operando tanto a vazio quanto
conectada a` rede fica:
umin ≤ ut ≤ umax N1 ≤ j ≤ N2
1umin ≤ Tu+ u(t− 1)1 ≤ 1umax
Tu ≤ 1umax − 1u(t− 1)
−Tu ≤ −1umin + 1u(t− 1)
Inserindo estas restric¸o˜es na forma quadra´tica
min
v
J =
1
2
vTHv + b
T
v
sujeito a Au ≤ c
tem-se:
H =


Hvazio 0 0
0 sVt 0
0 0 sEi

 , b =


fvazio
0
0

 ,
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A =


T 0 0
−T 0 0
GVtvazio −ǫVt 0
GEivazio 0 −ǫEi
0 −ǫVt 0
0 0 −ǫEi


, c =


umax − 1u(t− 1)
1u(t− 1)− umin
ymaxVt − yfrVt
ymaxEi − yfrEi
0
0


.
O termo Hvazio e´ uma matriz contendo os termos da matriz dinaˆmica, Gvazio,
e os fatores de ponderac¸a˜o q e r, isto e´, Hvazio = 2(G
T
vazioqGvazio + r); T e´
uma matriz triangular inferior Nu × Nu cuja parte na˜o-nula e´ unita´ria; 1 e´ a
matriz (N2 − N1) × 1 composta de elementos unita´rios e fvazio e´ definido como
fvazio = 2(G
T
vazioq
T (yfr −Refk)
T ). O vetor Ref e´ o vetor contendo os valores
de refereˆncia e k e´ um vetor de 1s com dimensa˜o apropriada. As matrizes −ǫVt
e −ǫEi sa˜o matrizes diagonais de ordem definida pelo tamanho do horizonte de
predic¸a˜o de cada restric¸a˜o.
Na matriz c, yfr e´ a resposta livre do sistema; yfr(.) e´, conforme designado ante-
riormente, a resposta livre armazenada para cada varia´vel, relacionada pelo ı´ndice
(.). Em todas as matrizes acima, os elementos 0 sa˜o matrizes complementares para
cumprir os requisitos dimensionais de c, H e b, tendo dimenso˜es apropriadas, sVt
e sEi sa˜o, respectivamente, as penalizac¸o˜es sobre a tensa˜o terminal e corrente de
campo.
Note que nas matrizes A e c, na˜o aparece diretamente a restric¸a˜o LVHz, pois
no algoritmo de controle esta esta´ relacionada com a restric¸a˜o LVt, sendo usada
apenas a varia´vel da restric¸a˜o LVt para representar qual e´ a restric¸a˜o com menor
limite.
2. Ma´quina operando sob carga: Quando a MS esta´ em carga, a tensa˜o terminal deve
permanecer entre 0,9 pu e 1,1 pu e levar em considerac¸a˜o o limite ma´ximo da relac¸a˜o
volts/hertz, que e´ a raza˜o entre a tensa˜o terminal e a velocidade da ma´quina em pu.
Neste modo de operac¸a˜o, ale´m das restric¸o˜es formuladas anteriormente, outras restric¸o˜es
sa˜o habilitadas. Sa˜o elas:
• Restric¸a˜o suave da corrente reativa (LCR)
Esta restric¸a˜o realiza a func¸a˜o desempenhada pela restric¸a˜o de corrente estato´rica
(LCE). Utiliza-se o valor medido da corrente ativa (Ir) para transformar o valor
limite da corrente estato´rica (It) em um limite de corrente reativa (Ix). Com o
aux´ılio da Equac¸a˜o (2.14) (Sec¸a˜o 2.2.1), e´ poss´ıvel chegar a` seguinte relac¸a˜o:
limIx =
√
limIt2 − Ir
2
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Assim, a restric¸a˜o e´ implementada com limite mı´nimo em −limIx e ma´ximo em
limIx . Esta restric¸a˜o e´ habilitada somente com a MS operando com carga. Seus
limites sera˜o referenciados com ymaxIx e yminIx para limite ma´ximo e mı´nimo,
respectivamente.
A restric¸a˜o suave da corrente reativa para a MS operando em carga, fica enta˜o:
yminIx − ǫIx ≤ Ix(t+ j) ≤ ymaxIx + ǫIx 0 ≤ j ≤ Nr3
GIxu− ǫIx ≤ 1ymaxIx − yfrIx
−GIxu− ǫIx ≤ −1yminIx + yfrIx.
GIx e´ a matriz dinaˆmica de resposta ao degrau para a MS operando em carga para
Ix, Nr3 e´ o horizonte de predic¸a˜o de Ix e e ǫIx e´ a varia´vel de suavizac¸a˜o para a
restric¸a˜o, com ǫIx > 0.
• Restric¸a˜o suave de subexcitac¸a˜o (LSE)
O limitador de subexcitac¸a˜o leva em considerac¸a˜o a combinac¸a˜o linear da tensa˜o
terminal (Vt) e das correntes ativa (Ir) e reativa (Ix) e e´ dado pela expressa˜o
yLse = −KVtVt +KIrIr +KIxIx < 0 (4.2)
O objetivo desta restric¸a˜o e´ na˜o permitir que o valor de yLse fique positivo. Quando
cargas capacitivas na rede ele´trica1 provocam a elevac¸a˜o da tensa˜o terminal do
gerador, ficando acima do valor de refereˆncia, o regulador de tensa˜o faz a reduc¸a˜o
da corrente de excitac¸a˜o provocando a absorc¸a˜o de poteˆncia reativa e trazendo de
volta o valor da tensa˜o terminal correspondente ao valor de refereˆncia ajustado.
Pore´m, uma reduc¸a˜o da corrente de excitac¸a˜o para valores muito baixos pode
comprometer a capacidade da ma´quina de se manter em sincronismo com a rede
ele´trica. A restric¸a˜o de subexcitac¸a˜o detecta esta regia˜o de operac¸a˜o perigosa e
interve´m provocando a elevac¸a˜o da corrente de campo ate´ que o ponto de operac¸a˜o
da ma´quina venha para uma posic¸a˜o dentro da porc¸a˜o direita do diagrama de
capacidade (ver Figura 4.1) (Guimaraes, 2003).
No controle cla´ssico, a varia´vel resultante da soma das treˆs varia´veis na Equac¸a˜o
4.2, e´ filtrada e estimula um bloco na˜o linear que amplifica apenas sinais positivos.
O sinal resultante passa por um compensador e age no sentido de aumentar a
tensa˜o, sendo somado a` referencia do RT (Zeni Jr, 1987). No controlador MPC,
este valor e´ implementado como uma restric¸a˜o a na˜o ser violada, sendo que, quando
a violac¸a˜o e´ prevista, o controlador interve´m no sinal de controle.
O ajuste dos coeficientesKVt , KIr eKIx podem definir uma linha limiar de atuac¸a˜o
do dispositivo e posicionar tal linha de maneira a evitar a operac¸a˜o da MS pro´xima
1Como por exemplo, linhas de transmissa˜o em Extra Alta Tensa˜o (EAT) longas operando a vazio.
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ao limite de estabilidade e, eventualmente, evitar tambe´m, a operac¸a˜o com a ar-
madura em sobrecarga (Zeni Jr, 1987).
A Figura 4.1 ilustra a linha de atuac¸a˜o do dispositivo, sendo que a linha de atuac¸a˜o
obedece a um crite´rio conservativo, utilizando-se o limite de estabilidade pra´tico
da curva de capacidade. Esta restric¸a˜o e´ habilitada somente com a MS operando
com carga, possuindo apenas limite ma´ximo, que sera´ referenciado com ymaxLse.


Ir
Ix
Figura 4.1: Curva de capabilidade mostrando a linha de atuac¸a˜o do LSE.
Adaptada de Zeni Jr (1987)
A restric¸a˜o suave de sub-excitac¸a˜o, possui apenas limite ma´ximo, formulada da
seguinte forma:
yminLse ≤ Lse(t+ j) ≤ ymaxLse 0 ≤ j ≤ Nr4
GLseu− ǫLse ≤ 1ymaxLse− yfrLse
GLse e´ matriz dinaˆmica de resposta ao degrau para a MS operando em carga para Lse,
Nr4 e´ o horizonte de predic¸a˜o de Lse e ǫLse e´ a varia´vel de suavizac¸a˜o para a restric¸a˜o,
com ǫLse > 0.
Neste modo de operac¸a˜o, todas as restric¸o˜es ficam a` disposic¸a˜o do otimizador quadra´tico
para o ca´lculo do controle futuro. Inserindo as restric¸o˜es na forma quadra´tica tem-se:
H =


Hcarga 0 0 0 0
0 sVt 0 0 0
0 0 sEi 0 0
0 0 0 sIx 0
0 0 0 0 sLse


, b =


fcarga
0
0
0
0


,
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A =


T 0 0 0 0
−T 0 0 0 0
GVtcarga −ǫVt 0 0 0
GEicarga 0 −ǫEi 0 0
−GEicarga 0 −ǫEi 0 0
GIx 0 0 −ǫIx 0
−GIx 0 0 −ǫIx 0
GLse 0 0 0 −ǫLse
0 −ǫVt 0 0 0
0 0 −ǫEi 0 0
0 0 0 −ǫIx 0
0 0 0 0 −ǫLse


,
c =


umax − 1u(t− 1)
1u(t− 1)− umin
ymaxVt − yfrVt
ymaxEi − yfrEi
yfrEi − yminEi
ymaxIx − yfrIx
yfrIx − yminIx
ymaxLse− yfrLse
0
0
0
0


.
O termo Hcarga e´ uma matriz contendo os termos da matriz dinaˆmica, Gcarga, e os
fatores de ponderac¸a˜o q e r, isto e´, Hcarga = 2∗(G
T
carga∗q∗Gcarga+r); T e´ uma matriz
triangular inferior Nu ×Nu cuja parte na˜o-nula e´ unita´ria; 1 e´ a matriz (N2 −N1)× 1
composta de elementos unita´rios e fcarga e´ definido como fcarga = 2∗(G
T
carga∗q
T ∗(yfr−
Ref ∗ k)T ). O vetor Ref e´ o vetor contendo os valores de refereˆncia e k e´ um vetor
de 1s com dimensa˜o apropriada. As matrizes −ǫVt , −ǫEi , −ǫIx e −ǫLse sa˜o matrizes
diagonais de ordem definida pelo tamanho do horizonte de predic¸a˜o de cada restric¸a˜o.
Na matriz c, yfr e´ a resposta livre do sistema; yfr(.) e´ a resposta livre armazenada para
cada varia´vel, relacionada pelo ı´ndice (.). Em todas as matrizes acima, os elementos
0 sa˜o matrizes complementares para cumprir os requisitos dimensionais de c, H e b,
tendo dimenso˜es apropriadas.
Note, aqui novamente, que na˜o aparece diretamente a restric¸a˜o LVHz, sendo a com-
parac¸a˜o com a restric¸a˜o LVt feito internamente, durante a execuc¸a˜o do algoritmo.
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Terminado a ana´lise das restric¸o˜es, a formulac¸a˜o do algoritmo do controlador pode ser
implementado conforme os procedimentos definidos no Cap´ıtulo 3. Explicac¸o˜es de como deve
funcionar o controlador, tendo em vista o processo de excitac¸a˜o, sa˜o dadas na sec¸a˜o a seguir.
4.2 Sequenciamento de Operac¸o˜es do Gerador Relevantes para
o RT
A seguir, sa˜o abordados de forma sucinta, os procedimentos de operac¸a˜o do gerador
relevantes para o regulador de tensa˜o (RT), que encontram-se definidos e normalizados na
norma IEEE Std 1020-1988 (1988). Os procedimentos implicam em um determinado sequen-
ciamento automa´tico de operac¸o˜es realizadas pelo RT, que sa˜o retratadas nas Figuras 4.2 e
4.3. Nestes diagramas, apenas as operac¸o˜es realizadas pelo RT esta˜o descritas, sendo que as
de responsabilidade do regulador de velocidade (RV) na˜o sa˜o mencionadas.
Na partida da ma´quina, tendo as pre´-condic¸o˜es satisfeitas2, o regulador de velocidade
comanda a abertura do distribuidor ate´ a posic¸a˜o de partida e gradativamente a ma´quina e´
inicializada e acelerada pro´ximo a` velocidade s´ıncrona (ver Figura 4.2).
Quando a velocidade da ma´quina esta´ pro´xima do valor nominal, e´ aplicada a pre´-
excitac¸a˜o. A pre´-excitac¸a˜o consiste em fornecer tensa˜o ate´ que a ma´quina gere tensa˜o sufici-
ente para alimentar a excitatriz. Nos casos em que a excitatriz utiliza a energia gerada pelo
pro´prio gerador, faz-se necessa´rio ainda um sistema que fornec¸a energia enquanto a tensa˜o
terminal do gerador principal na˜o for suficiente, sendo, normalmente, composto de um banco
de baterias, o qual recebe o nome de sistema de pre´-excitac¸a˜o.
Apo´s a pre´-excitac¸a˜o, com o surgimento de tensa˜o nos enrolamentos do estator da
ma´quina, retira-se o sistema de pre´-excitac¸a˜o da ma´quina, e a ma´quina se auto-excita, sendo
feita a subida controlada da tensa˜o ate´ o valor nominal. Com a tensa˜o terminal no valor
nominal, ativa-se o controle de tensa˜o da ma´quina. A partir da´ı comec¸a-se a aproximac¸a˜o
dos valores de n´ıvel de tensa˜o, frequeˆncia, sequeˆncia de fases e aˆngulo de fase da ma´quina com
os valores da rede, para operac¸a˜o em paralelo (Chapman, 1999). O processo de paralelismo
e conexa˜o de uma ma´quina, neste caso o gerador s´ıncrono, com outra fonte e´ chamado de
sincronizac¸a˜o (IEEE Std 1020-1988, 1988). A sincronizac¸a˜o pode ser feito de forma manual
ou automa´tica, sendo a automa´tica feita com o aux´ılio de um sincronosco´pio3.
Quando a frequeˆncia esta´ sincronizada e o valor da tensa˜o da ma´quina esta´ muito
pro´xima da tensa˜o da rede, ocorre o fechamento do disjuntor que conecta a ma´quina a` rede e
2As pre´-condic¸o˜es podem ser definidas como as condic¸o˜es mı´nimas para a inicializac¸a˜o dos procedimentos
de partida da ma´quina, como por exemplo n´ıvel normal de a´gua, dispositivos de protec¸a˜o reinicializados,
sistemas de ole´o, ar e a´gua de resfriamento funcionando, entre outros (IEEE Std 1020-1988, 1988).
3Um sincronosco´pio e´ um instrumento que mede a diferenc¸a de aˆngulo de fase entre uma das fases dos dois
sistemas.
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Ma´quina girando pro´ximo
a` velocidade s´ıncrona
Pre´-excitac¸a˜o
Surgimento de tensa˜o no gerador
Controle de tensa˜o ativado,
operac¸a˜o a vazio
Aproximac¸a˜o de tensa˜o e
frequeˆncia com a rede
Disjuntor do gerador fechado
Unidade sincronizada
Ajuste das sa´ıdas de ativo e reativo
Operac¸a˜o em carga
Figura 4.2: In´ıcio de operac¸a˜o da ma´quina.
Adaptada de IEEE Std 1020-1988 (1988)
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diz-se que a unidade esta´ sincronizada. Se este procedimento for feito corretamente, nenhum
surgimento de fluxo de corrente ocorrera´ nos condutores quando o disjuntor for fechado
(IEEE Std 1020-1988, 1988; Chapman, 1999). Depois de feito a sincronizac¸a˜o ou o paralelo,
atua-se no RV da ma´quina de forma que a poteˆncia ativa fornecida pelo gerador a` rede atinja
o valor pretendido e atua-se no circuito de excitac¸a˜o do gerador de forma que a poteˆncia
reativa, fornecida pelo gerador a` rede, atinja tambe´m o valor pretendido. A partir da´ı enta˜o,
a ma´quina esta´ operando conectada a` rede e em carga.
O processo de desligamento da ma´quina da rede pode ocorrer por comando de usua´rio,
falha mecaˆnica ou falha ele´trica. O comando de usua´rio e´ um comando de parada normal,
com a retirada de carga sendo feita a uma taxa selecionda. No caso de uma falha mecaˆnica
(ver Figura 4.3) ou ele´trica, a retirada de carga e´ feita a uma taxa ra´pida.










Comando de parada normal
Retirada de carga Retirada de carga
a` taxa selecionada
Falha mecaˆnica
a` taxa ra´pida
Gerador sem carga
Dessincronizac¸a˜o da ma´quina
Excitac¸a˜o removida
Desacelerac¸a˜o
Ma´quina parada
Figura 4.3: Desexcitac¸a˜o da ma´quina por comando ou falha mecaˆnica.
Adaptada de IEEE Std 1020-1988 (1988)
Em todos os casos, a carga e´ retirada do gerador, alternando o modo de controle para
o modo de controle de poteˆncia reativa (caso na˜o exista falha de medic¸a˜o de poteˆncia) e
fazendo a dessincronizac¸a˜o da ma´quina com a abertura do disjuntor que conecta a ma´quina
a` rede. Apo´s isso e´ feita a desexcitac¸a˜o da ma´quina, levando a refereˆncia a zero. Apo´s isso,
o RV retira a alimentac¸a˜o da turbina e a unidade desacelera ate´ parar, podendo ser usado
freios para aumentar a desacelerac¸a˜o da mesma.
Agora, tendo uma melhor visa˜o de como e´ feito o processo de sequenciamento de
operac¸a˜o do gerador, apontam-se a seguir, algumas especificac¸o˜es de funcionalidades, que
na˜o foram abordadas na formulac¸a˜o do problema de controle, inclusive informac¸o˜es adicio-
nais sobre as restric¸o˜es.
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4.3 Especificac¸o˜es de Projeto e Desempenho para a Malha de
Controle do RT
As especificac¸o˜es de operac¸a˜o de regime permanente e transito´rio para sistemas de
excitac¸a˜o esta´tica relacionados abaixo, sa˜o valores baseados na pol´ıtica de controle da empresa
REIVAX podendo variar de fabricante para fabricante. As especificac¸o˜es sa˜o:
• Excitac¸a˜o inicial em rampa com durac¸a˜o de ate´ 20 s e sobressinal de ate´ 3%.
• Ma´quina operando sem carga:
O seguimento de refereˆncia para tensa˜o terminal com a ma´quina operando sem
carga deve ter erro ma´ximo de 0,5% e sobressinal de ate´ 8%.
• Ma´quina operando sob carga:
Nesse modo de operac¸a˜o, o seguimento de refereˆncia de tensa˜o terminal deve apre-
sentar com erro ma´ximo de 0,5% e sobressinal de ate´ 5%;
O tempo de subida de tensa˜o deve ser de 0,25 s e o tempo de estabilizac¸a˜o deve
ocorrer dentro de 1,5 s;
Os requisitos devem ser cumpridos para:
qualquer tensa˜o entre 90% e 110% do valor nominal;
qualquer frequeˆncia entre 95% e 105% do valor nominal;
qualquer corrente de campo e terminal na faixa de operac¸a˜o do gerador.
• Sob rejeic¸a˜o de carga:
A tensa˜o terminal deve ficar inferior a 1,2 pu e ser restabelecida a uma faixa de
5% da refereˆncia em um tempo de 0,5 s;
Apo´s o tempo de assentamento, o seguimento de refereˆncia deve apresentar erro
ma´ximo de 0,5%, mantendo tambe´m a velocidade menor que a sobrevelocidade ma´xima
do conjunto.
• Restric¸a˜o de subexcitac¸a˜o (LSE):
Se o valor limitante dessa restric¸a˜o, yLse, for violado, o tempo necessa´rio para que
o sistema retorne ao valor limite deve menor que 6 s e sem oscilac¸a˜o. Quando se referir
a oscilac¸a˜o da restric¸a˜o, a Figura 4.4 descreve o comportamento desejado e indesejado
da varia´vel sob restric¸a˜o.
• Restric¸a˜o de corrente de campo (LCC):
Caso o valor da corrente de campo ma´xima ou mı´nima for violada, o sistema deve
retornar aos seus valores limites com um tempo menor que 6 s.
72 4. Desenvolvimento do Controlador Preditivo












Limite da restric¸a˜o
Limite da restric¸a˜o
Valor final da
varia´vel sob restric¸a˜o
Comportamento permitido
da varia´vel sob restric¸a˜o suave
Comportamento
indesejado
Comportamento
desejado
tempo
tempo
Figura 4.4: Comportamento desejado e indesejado da varia´vel sob restric¸a˜o.
• Restric¸a˜o de corrente estato´rica (LCE):
Quando ocorrer a violac¸a˜o do valor limitante dessa restric¸a˜o, que e´ relacionada a`
restric¸a˜o de corrente reativa, o sistema deve retornar ao seu valor limite de corrente
estato´rica dentro de um tempo menor que 15 s.
• Restric¸a˜o da relac¸a˜o volts/hertz (LVHz):
Caso o sistema apresente violac¸a˜o do valor limite dessa restric¸a˜o, o mesmo deve
voltar ao seu valor limitante dentro de um tempo menor que 15 s e sem oscilac¸a˜o.
Uma vez exposto estes requisitos, percebe-se que o problema de controle esta´ sujeito a
va´rias ı´ndices de desempenho e ao mesmo tempo abrange va´rias limitac¸o˜es a serem cumpridas.
4.4 Proposta de sintonia dos horizontes de predic¸a˜o e pon-
derac¸o˜es
Para cumprir os requisitos de funcionalidades citados acima, o sistema deve ser sintoni-
zado de modo que todo o processo de controle, envolvendo o ca´lculo do melhor controle, possa
ser realizado em tempo mı´nimo poss´ıvel. Esta sec¸a˜o destina-se a encontrar uma proposta de
sintonia para o controlador.
O ajuste dos coeficientes de ponderac¸a˜o e dos horizontes foi realizado a partir de le-
vantamentos estat´ısticos visando uma melhor resposta do sistema frente a perturbac¸o˜es e
condic¸o˜es adversas, como tambe´m a um bom desempenho computacional.
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A sintonia obtida e´ diferente para cada modo de controle, bem como para os casos
de operac¸a˜o a vazio e para operac¸a˜o conectada a` rede. Por isso a sintonia pode ser alte-
rada durante o funcionamento pelo superviso´rio. Apo´s a obtenc¸a˜o desta sintonia padra˜o, os
paraˆmetros sa˜o alterados de forma manual com vista a atingir os requisitos de controle espe-
cificados. Em ONS (2009), encontram-se normatizados os requisitos de tempo de resposta e
sobressinal para reguladores de tensa˜o, utilizados para verificar se o algoritmo desenvolvido
satisfaz a`s especificac¸o˜es.
4.4.1 Coeficientes de ponderac¸a˜o e horizontes de predic¸a˜o do controlador
O propo´sito da ana´lise feita aqui, e´ obter valores baixos para o horizonte de predic¸a˜o
N e horizonte de controle Nu, que gerem baixo tempo computacional. Existem va´rios meios
de ana´lise para isso, mas para o trabalho desenvolvido aqui, optou-se por utilizar o fator de
erro quadra´tico, levando em considerac¸a˜o o sinal de refereˆncia da tensa˜o, representado por
Vref e o sinal de sa´ıda de tensa˜o, representado pela tensa˜o terminal Vt. O erro quadra´tico foi
considerado fazendo uso da Integral de Erro Quadra´tico (ISE) (do ingleˆs Integral of Square
Error ), que pode ser obtida fazendo uso da Equac¸a˜o 4.3
ISE =
∫ ∞
0
e2(t)dt (4.3)
ou no caso de um vetor de paraˆmetros
ISE =
∫ ∞
0
eeT (t)dt (4.4)
O vetor de erro e, pode ser obtido considerando o sinal de refereˆncia (Vref ) subtra´ıdo
o sinal de sa´ıda (Vt), ou seja
e = Vref − Vt
Tendo definido utilizar o fator de erro quadra´tico, foram realizadas simulac¸o˜es, variando-
se randomicamente alguns paraˆmetros de sintonia do controlador MPC desenvolvido. Os
paraˆmetros que sofreram variac¸a˜o foram o horizonte de predic¸a˜o N , horizonte de controle
Nu e fator de ponderac¸a˜o r, responsa´vel pela ponderac¸a˜o de controle. Apo´s uma pre´via
ana´lise dos dados, encontrou-se uma faixa de valores para os paraˆmetros que, servindo de
sintonia para o controlador, cumpriam os requisitos de projetos.
Nas simulac¸o˜es feitas, aplicou-se degrais positivos e negativos na tensa˜o de refereˆncia,
com durac¸a˜o total de 140 s cada simulac¸a˜o. Pore´m, o intervalo de tempo considerado na
ana´lise foi entre os instantes de 20 s e 70 s, e feita a ana´lise apenas nos intervalos de tempo
em que ocorrem a troca de refereˆncia para a tensa˜o terminal, sendo os intervalos de tempo
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compreendidos entre 25 s e 30 s, 32 s e 38 s, 40 s e 45 s, 48 s e 53 s, 56 s e 63 s. Na Figura
4.5, e´ mostrada uma das simulac¸o˜es e o intervalo de tempo considerado.
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Figura 4.5: Intervalo de tempo considerado na ana´lise dos paraˆmetros
A este conjunto de dados foi aplicado a ana´lise de erro entre o sinal de refereˆncia (Vref )
subtra´ıdo o sinal de sa´ıda (Vt). Na Figura 4.6 encontra-se, com seus valores normalizados, a
relac¸a˜o entre o erro ISE e os paraˆmetros Nu e N .
Aqui, quando for mencionado o termo normalizac¸a˜o, significa que foi dividido os con-
juntos de dados por uma varia´vel comum para cancelar o efeito da varia´vel nos dados, dada
pela expressa˜o seguinte. Assim, as caracter´ısticas ba´sicas dos conjuntos de dados podem ser
comparadas.
valor normalizado =
valor do dado
fator de escala
.
Com a finalidade de diminuir o tempo de processamento das informac¸o˜es, esperava-se
obter um valor baixo para o valor de N e Nu, ficando o paraˆmetro de ponderac¸a˜o do controle
r com uma certa flexibilidade de variac¸a˜o. Assim, a escolha do valor do horizonte de predic¸a˜o
N e do horizonte de controle Nu, foram tomados em um intervalo levando em considerac¸a˜o
os menores valores poss´ıveis.
A realizac¸a˜o e estudo de va´rias simulac¸o˜es, demonstrou uma certa relac¸a˜o entre os
paraˆmetros de ponderac¸a˜o q e r. Assim, optou-se em manter fixo a de ponderac¸a˜o q e variar
somente a ponderac¸a˜o r, relacionada a` penalizac¸a˜o da movimentac¸a˜o do atuador.
4.4.2 Coeficientes de ponderac¸a˜o e horizontes de predic¸a˜o das restric¸o˜es
Para a configurac¸a˜o dos horizontes de predic¸a˜o das restric¸o˜es, na˜o foram realizados
inu´meras simulac¸o˜es seguidas de ana´lise estat´ıstica. Algumas simulac¸o˜es foram feitas e optou-
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Figura 4.6: Relac¸a˜o entre os paraˆmetros de sintonia e erro quadra´tico
se em manter os horizontes de predic¸a˜o das restric¸o˜es com configurac¸o˜es iguais e o valor na
predic¸a˜o com um valor pequeno, pois apresentaram uma boa atuac¸a˜o apresentando baixo
custo computacional.
As ponderac¸o˜es das restric¸o˜es foram configuradas de maneira semelhante, pore´m foi
dado uma ponderac¸a˜o maior a` penalizac¸a˜o da restric¸a˜o de tensa˜o terminal Vt.
4.5 Funcionamento e Simulac¸a˜o do Controlador
Uma simulac¸a˜o sera´ apresentada aqui com o controlador desenvolvido. A implementac¸a˜o
do algortimo MPC seguiu o procedimento de um algortimo padra˜o. A princ´ıpio, os procedi-
mentos apontados na Sec¸a˜o 4.2 sa˜o seguidos, levando em considerac¸a˜o as especificac¸o˜es dadas
na Sec¸a˜o 4.3.
Conforme feito no Cap´ıtulo 2, Sec¸a˜o 2.5, o modelo tem seus dados de entrada, dados
de sa´ıdas e paraˆmetros. Para o ensaio a ser realizado aqui, os valores dos paraˆmetros sa˜o
apresentados abaixo.
• Entradas
Tensa˜o de excitac¸a˜o de campo Efd = 1;
Poteˆncia mecaˆnica na turbina Pm = 0;
Reataˆncia externa Xe = 99999999;
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Tensa˜o da barra infinita Ebarra = 1.
• Horizontes (valores normalizados)
Horizonte de predic¸a˜o mı´nimo N1 = 1;
Horizonte de predic¸a˜o ma´ximo N2 = 100;
Horizonte de controle Nu = 1;
Paraˆmetros do modelo
Xd = 0.87
X ′d = 0.31
X ′′d = 0.25
Xq = 0.647
Xl = 0.12
ω0 = 60Hz
T ′d0 = 4.17
T ′′d0 = 0.05
T ′′q0 = 0.1
Ag = 0.01437
Bg = 7.93509
D = 0.05
2H =M = 7.7
• Restric¸o˜es
tensa˜o terminal ma´xima = 1.1;
tensa˜o terminal mı´nima = 0.92;
corrente de campo mı´nimo = 0.5;
corrente terminal ma´xima = 2.2.
A simulac¸a˜o desenvolvida a seguir foi feita usando um computador Mobile AMD Sem-
pron Processor 3400+ 1.59GHz, com 480 MB de RAM. Como o modelo utilizado para o
controlador preditivo e o modelo da planta estavam embarcados no mesmo hardware, os
per´ıodos de amostragem, tanto do modelo e da planta sa˜o considerados iguais e valem 0,05
s. A escolha do valor do per´ıodo de amostragem foi feita assumindo-se que com este valor
o controle consegue abranger as poss´ıveis mudanc¸as na sa´ıda da planta. Uma outra consi-
derac¸a˜o na escolha deste valor e´ que, com um per´ıodo de amostragem menor, o otimizador
na˜o consegue realizar o ca´lculo do melhor controle dentro do tempo previsto como necessa´rio
para enviar uma ac¸a˜o de controle, sendo enta˜o o valor de capacidade de processamento do
hardware atual usado para a simulac¸a˜o um fator limitante a` diminuic¸a˜o deste valor. E´ bom
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ressaltar aqui tambe´m, que as simulac¸o˜es levam em considerac¸a˜o o valor da reataˆncia externa
Xe como sendo de 0.2 pu.
Nas Figuras 4.7, 4.8 e 4.9 esta´ representada uma manobra de excitac¸a˜o da MS, contendo
a representac¸a˜o das principais varia´veis do controlador. Inicialmente (ver primeiro gra´fico da
Figura 4.7), a MS esta´ sem excitac¸a˜o de campo e sem tensa˜o terminal. No tempo aproximado
de 1 s a MS comec¸a a ser excitada ate´ que a tensa˜o terminal atinja a tensa˜o nominal de 1
pu na refereˆncia. Na figura parece existir um atraso de tempo, devido a ac¸a˜o do controle
estar muito conservativo. No mesmo gra´fico, pode-se notar que a restric¸a˜o de tensa˜o terminal
(LVt) ja´ esta´ habilitada em um valor de 1.05 pu. O sinal de controle e´ mostrado pelo segundo
gra´fico logo abaixo, na mesma figura.
Nesse mesmo intervalo de tempo, paralelamente com a LVt, esta˜o habilitadas as res-
tric¸o˜es de corrente de campo (LCC), com limite superior de 2.2 pu, e a restric¸a˜o da relac¸a˜o
volts/hertz (LVHz) com limite superior de 1.1 pu (ver Figura 4.8). Aproximadamente no
instante de tempo 5 s (aqui tambe´m parece existir um atraso), a ma´quina e´ sincronizada, e
ajusta-se a poteˆncia ativa, conforme visto na Figura 4.9. O fornecimento de poteˆncia ativa
e´ representa pela poteˆncia mecaˆnica Pm, que pode ser visto no gra´fico da poteˆncia ativa,
causando um aumento da poteˆncia ele´trica Pe.
O aumento da poteˆncia ativa possui relac¸a˜o direta com o aˆngulo de carga e portanto
isso faz com que o aˆngulo de carga aumente (ver Figura 4.9). Com a poteˆncia mecaˆnica Pm
ativa estabilizada em 0,8 pu, a poteˆncia ele´trica Pe tambe´m estabiliza-se no mesmo patamar.
No instante de tempo aproximado de 12 s e´, com a MS sincronizada e sob carga, e´
habilitando o limite inferior da LCC (ver Figura 4.8) e a restric¸a˜o da corrente reativa (LCR)
representada pela restric¸a˜o de corrente estato´rica (LCE), conforme visto tambe´m na Figura
4.8. O valor do limite ma´ximo da LVt e´ alterado para 1.1 pu.
A partir desse instante, com a poteˆncia ativa fixa em 0.8 pu, comec¸a-se a mudanc¸a de
refereˆncia para testar a ac¸a˜o do controlador. Inicia-se com a aplicac¸a˜o de um degrau positivo
de 0.2 pu no instante de tempo 26 s e mantido ate´ o instante de tempo 34 s, e logo em seguida
comec¸a-se o decremento, de mesma amplitude, do valor refereˆncia da tensa˜o terminal, ate´ o
instante de tempo aproximado de 80 s (ver Figura 4.7), com a intenc¸a˜o de levar a ma´quina a`
condic¸a˜o de subexcitada, condic¸a˜o relativa a` parte esquerda do Diagrama P −Q representado
na Figura 4.9.
Nessa condic¸a˜o a MS tende a operar com tensa˜o terminal de 0.8 pu, baixando a corrente
de campo, o que pode ser visto no gra´fico da restric¸a˜o de corrente de campo (LCC), Figura
4.8. Com a MS funcionando sobre condic¸a˜o de subexcitac¸a˜o, a poteˆncia reativa fornecida
pela mesma tende a diminuir (Observar Diagrama P − Q na Figura 4.9) e a MS comec¸a a
absorver poteˆncia reativa da rede. Sob esta condic¸a˜o tambe´m, ha´ uma tendeˆncia de aumentar
a corrente reativa Ix (Figura 4.7) e o sistema tende a ultrapassar o limite pra´tico da estabi-
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Figura 4.7: Tensa˜o terminal, tensa˜o de regulac¸a˜o, corrente ativa e reativa
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lidade, o qual pode ser representado pela linha limitante na diagonal do Diagrama Ix − Ir,
na Figura 4.9.
Este procedimento, pore´m, faz com que a restric¸a˜o de subexcitac¸a˜o (LSE), monitorada
pelo controlador, seja habilitada, conforme representada na Figura 4.8, nos instantes de tempo
entre 80 s e 90 s. Com a atuac¸a˜o da LSE, auxiliando pelas outras restric¸o˜es, o controle preve
a violac¸a˜o da restric¸a˜o e age antecipadamente, trazendo a operac¸a˜o da MS novamente para a
condic¸a˜o de fornecer poteˆncia reativa (ver Diagrama P −Q na Figura 4.9). Percebe-se nesta
manobra, que o sinal de controle leva a refereˆncia para 0.9, pore´m a restric¸a˜o LSE impede
que a tensa˜o terminal alcance este n´ıvel, como pode ser visto Figura 4.7.
Acima, os diagramas P−Q e Ir−Ix representam o comportamento do sistema quando a
MS esta´ operando no modo subexcitada e sobre-excitada e, esta˜o relacionadas com o diagrama
de capacidade da mesma. Inicialmente quando a MS esta´ sem excitac¸a˜o, na˜o existe nenhuma
trajeto´ria das linhas dentro de cada semi-c´ırculo. A` medida que a ma´quina vai sendo excitada,
as linhas representadas em ambos os diagramas, po´rem distintas, assumem um determinado
lugar geome´trico, sendo que, quando a MS se aproxima do modo de trabalho subexcitado,
elas tendem a irem em direc¸a˜o a` esquerda e descrever trajeto´rias neste mesmo lado. De modo
ana´logo, quando a MS tende a operar sobre-excitada, as linhas tendem a irem para a direita
e descrever trajeto´ria neste mesmo lado.
No diagrama Ir−Ix, o valor de Ix aumenta quando a ma´quina opera subexcitada, pois
ela tem relac¸a˜o direta com com Pe e inversa com Vt, sendo a relac¸a˜o dada por Ix = Pe/Vt.
Com este procedimento, percebe-se que o controlador contornou bem a situac¸a˜o da
subexcitac¸a˜o, o que tenderia a levar a perda de sincronia da MS com a rede. A partir
da´ı, comec¸a-se a aumentar o valor de refereˆncia da tensa˜o terminal, no instante de tempo
aproximado de 90 s ate´ o instante de tempo 130 s, conforme descrito no gra´fico da Figura
4.7.
Ainda observando a tensa˜o terminal na Figura 4.7, percebe-se que a mesma na˜o apre-
senta oscilac¸o˜es apesar da MS estar operar subexcitada e nem apresenta instabilidade no
sinal de controle. Mesmo com esta vantagem, na˜o sa˜o cumpridos alguns dos requisitos do
sistema conforme descrito nas especificac¸o˜es de controle. Nesta simulac¸a˜o, o tempo de rampa
de excitac¸a˜o esta´ sendo de 2 s, o que e´ um pouco exigente demais, pois nas especificac¸o˜es o
mesmo deve ser de ate´ 20 s.
Nas especificac¸o˜es consta que a MS operando com carga, a tensa˜o terminal deve possuir
tempo de assentamento de 1,5 s (ajusta´vel), tempo de subida de 0,25 s (ajusta´vel) e com
sobressinal limitado a 5% (ajusta´vel). Percebe-se que nesta simulac¸a˜o isto na˜o ocorre. Pore´m,
ajustes nos paraˆmetros do controlador, com o aux´ılio da ana´lise do erro ISE menor que 0,08,
mostraram, em outras simulac¸o˜es, ser poss´ıvel cumprir facilmente estes requisitos, conforme
representado na Figura 4.10. A Figura 4.11 e´ uma ampliac¸a˜o da Figura 4.10 para o sinal de
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tensa˜o terminal com degrau negativo entre os instantes de 32 s e 44 s e a Figura 4.12 e´ uma
ampliac¸a˜o para o sinal de tensa˜o terminal com degrau positivo entre os instantes 100 s e 120
s.
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Figura 4.10: Desempenho do sistema com paraˆmetros relacionados ao erro ISE < 0, 08
Apo´s o funcionamento do controlador demonstrar um bom desempenho, alguns testes
foram feitos para testar a robustez do controlador. A ana´lise foi obtida com o aux´ılio de
histogramas, no MATLAB R©, os quais na˜o sa˜o apresentados aqui. O resultado dos testes sa˜o
descritos de forma breve nas sec¸o˜es a seguir.
4.6 Robustez a` Incerteza de Modelagem da MS
Com o intuito de verificar se o controlador apresentava robustez em relac¸a˜o a` incer-
teza de modelagem da MS, foram realizadas simulac¸o˜es em que reduzia-se a refereˆncia com a
ma´quina em carga ate´ atingir uma regia˜o de subexcitac¸a˜o. O modelo de predic¸a˜o do contro-
lador foi configurado com um conjunto fixo de paraˆmetros, enquanto os paraˆmetros da planta
foram variados dentro dos intervalos de variac¸a˜o da Tabela 2.1.
Os resultados das simulac¸o˜es realizadas foram classificados em 5 categorias:
1. Esta´veis e na˜o oscilato´rios
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2. Oscilato´rios em subexcitac¸a˜o, estabilizam com pequeno incremento de refereˆncia
3. Oscilato´rios em subexcitac¸a˜o, estabilizam com grande incremento de refereˆncia
4. Oscilato´rios em subexcitac¸a˜o, estabilizam com grande incremento de refereˆncia e reduc¸a˜o
de carga
5. Oscilato´rios fora da regia˜o de subexcitac¸a˜o
A maioria das simulac¸o˜es, 97% dos casos, foram classificados nas categorias 1 ou 2.
Considerou-se, portanto, que o controlador apresenta boa robustez com relac¸a˜o a` variac¸a˜o
dos paraˆmetros da ma´quina s´ıncrona.
4.7 Robustez a` Ocorreˆncia de Curto-circuito
Da mesma forma que para os testes de robustez a` incerteza de modelagem da ma´quina,
foram realizadas simulac¸o˜es para avaliar a robustez do controlador a` ocorreˆncia de curto-
circuito. Nas simulac¸o˜es realizadas, em 86% dos casos na˜o houve perda de sincronia. Em
todos, o sinal de controle saturou apo´s o curto-circuito.
4.8 Influeˆncia da Inexatida˜o da estimac¸a˜o de Xe
Com o propo´sito de verificar a influeˆncia da divergeˆncia do paraˆmetro Xe do modelo
e da planta, va´rias simulac¸o˜es foram feitas variando-se Xe. O intu´ıto era quantificar uma
pro´vavel margem de erro ma´xima na estimac¸a˜o do Xe, de modo que isso na˜o comprometesse
o funcionamento do MPC.
Sendo que as simulac¸o˜es visaram unicamente a ana´lise do erro de modelagem relativo
ao Xe, enta˜o os outros paraˆmetros do modelo foram configurados de modo que na˜o existam
outros erros de modelagem. Os paraˆmetros utilizados para a planta foram:
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Xd = 0.87
X ′d = 0.31
X ′′d = 0.25
Xq = 0.647
Xl = 0.12
Ag = 0.01437
Bg = 7.93509
D = 0.05
ω0 = 0
M = 2H = 7.7
T ′d0 = 4.17
T ′′d0 = 0.05
T ′′q0 = 0.1
Os est´ımulos aplicados na planta foram os mesmos adotados nas verificac¸o˜es anteriores,
conforme Sec¸a˜o 4.6. Apenas com a diferenc¸a que o valor de Xe e´ inicializado de maneira
randoˆmica na faixa de [0.05,0.4].
Foram criados 3 grupos, de acordo com os seguinte crite´rios:
• a) Modelo do MPC com Xe = 0.1;
• b) Modelo do MPC com Xe = 0.2;
• c) Modelo do MPC com Xe = 0.3.
Cada um desses grupos foi agrupado nas cinco categorias conforme apresentadas na
sec¸a˜o anterior. Os resultados sa˜o apresentados na Tabela 4.1 para os 3 tipos de grupos.
De maneira geral, verificou-se que, quanto maior a divergeˆncia entre o Xe do modelo e
Xe real, o sistema apresentava maior chance de ser oscilato´rio. Tal problema seria amenizado,
se tivesse um meio de estimar o valor de Xe real.
4.9 Varredura do Diagrama P −Q
O objetivo deste teste, foi testar o funcionamento da MS em malha fechada com o
MPC em diferentes condic¸o˜es operacionais. A finalidade era procurar regio˜es onde o sistema
apresentasse comportamento na˜o satisfato´rio e efetuar as correc¸o˜es necessa´rias. Caso uma
regia˜o apresentasse tal comportamento, enta˜o poderia ser ind´ıcios de ma´ implementac¸a˜o do
controlador preditivo.
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Tabela 4.1: Categorias de ana´lise do paraˆmetro Xe
Categorias Xe = 0.1 Xe = 0.2 Xe = 0.3
Esta´veis e na˜o oscilato´rios 58.8% 28.8% 39.9%
Oscilato´rios na regia˜o de subexcitac¸a˜o, mas vol-
tam a estabilidade com pequeno incremento de
refereˆncia
21.5% 40.9% 29.9%
Oscilato´rios na regia˜o de subexcitac¸a˜o, mas vol-
tam a estabilidade com grande incremento de
refereˆncia
3.6% 30.3% 1.9%
Oscilato´rios na regia˜o de subexcitac¸a˜o, mas vol-
tam a estabilidade com grande incremento de
refereˆncia e reduc¸a˜o de carga
16% 0.4% 20.7%
Insta´veis ou oscilato´rios na regia˜o de subex-
citac¸a˜o, incapazes de voltar a estabilidade
mesmo sendo afastados dessa regia˜o
0% 0% 7.5%;
4.9.1 Metodologia do teste
O teste visou a realizac¸a˜o de simulac¸o˜es em todos os pontos de operac¸a˜o va´lidos do
sistema. Por ponto de operac¸a˜o va´lido considera-se qualquer ponto presente no diagrama
P −Q e que na˜o viole as restric¸o˜es operacionais, em regime permanente.
Inicialmente foi feita a excitac¸a˜o e sincronizac¸a˜o da ma´quina. Apo´s a sincronizac¸a˜o
foi feita a tomada de carga e a partir deste instante a refereˆncia e´ levada de 1.0 ate´ 1.1 pu,
atrave´s de uma sequ¨eˆncia de degraus de amplitude 0.02, depois o sistema foi conduzido ate´
0.9 pu e a seguir o sistema foi conduzido para o patamar inicial de 1.0 pu.
Como a poteˆncia mecaˆnica tambe´m e´ uma varia´vel que determina a condic¸a˜o opera-
cional, a mesma e´ variada a cada inicializac¸a˜o do algoritmo. Isso implica na realizac¸a˜o da
varredura do diagrama P −Q no sentido horizontal. A distaˆncia entre as retas horizontais foi
de 0.1 quando a poteˆncia mecaˆnica estava entre 0 ate´ 0.7 pu e, a distaˆncia e´ de 0.05 quando
a poteˆncia mecaˆnica estava entre 0.7 ate´ 1.0 pu.
Os testes foram feitos com o MPC funcionando tanto com as restric¸o˜es habilitadas
quanto com as restric¸o˜es desabilitadas. Inicialmente os testes foram feitos com o modelo
presente no SEC e apo´s os testes foram repetidos com os paraˆmetros do modelo, conforme
na sec¸a˜o anterior.
4.9.2 Paraˆmetros utilizados
Os paraˆmetros utilizados sa˜o apresentados a seguir:
• Horizontes: para o horizonte de predic¸a˜o N do controlador foi usado 100 predic¸o˜es.
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• Restric¸o˜es: tensa˜o terminal ma´xima e mı´nima, respectivamente, em 1.1 e 0.9 pu; cor-
rente de campo ma´xima e mı´nima, respectivamente, em 1.93 e 0.5 pu; corrente terminal
ma´xima igual a 1,05 pu e a relac¸a˜o volts/hertz ma´xima em 1.1 pu;
• Planta SEC: Xd = 0.9, X
′
d = 0.3, X
′′
d = 0.24, Xq = 0.68, Xl = 0.12, Ag = 0.00035, Bg
= 6.82, D = 1, ω0 = 0, M = 2H = 10.14, T
′
d0 = 7.6, T
′′
d0 = 0.09, T
′′
q0 = 0.19;
• Modelo: Xd = 0.87, X
′
d = 0.31, X
′′
d = 0.25, Xq = 0.647, Xl = 0.12, Ag = 0.01437, Bg
= 7.93509, D = 0.05, ω0 = 0, M = 2H = 7.7, T
′
d0 = 4.17, T
′′
d0 = 0.05, T
′′
q0 = 0.1.
4.9.3 Ana´lise de resultados da varredura do diagrama P −Q
Abaixo seguem somente os gra´ficos decorrentes dos testes com a planta do SEC. Pode-se
notar a inexisteˆncia de anomalias nos gra´ficos onde a poteˆncia varia de 0 ate´ 0.7 pu. Nota-
se pequenas alterac¸o˜es na resposta ao degrau, mas devido a`s na˜o linearidades inerentes da
planta. As figuras com os valores intermedia´rios de Pm na˜o sera˜o exibidas devido a grande
similaridade com as duas figuras abaixo.
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Figura 4.13: Pm = 0, MPC com restric¸o˜es desabilitadas
No entanto, um comportamento na˜o satisfato´rio foi detectado com a ma´quina operando
com Pm = 0.9 pu, refereˆncia em 0.9 pu e restric¸o˜es habilitadas. Nota-se a existeˆncia de
oscilac¸o˜es insta´veis a partir do instante 140 segundos, conforme ilustra a Figura 4.15.
Apo´s revisa˜o do co´digo do controlador verificou-se que a varia´vel Ir era filtrada antes de
ser enviada para a restric¸a˜o de corrente estato´rica LCE, no entanto a mesma na˜o era filtrada
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Figura 4.14: Pm = 0.7, MPC com restric¸o˜es desabilitadas
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Figura 4.15: Pm = 0.9, restric¸o˜es habilitadas - instabilidade a partir de 140 s
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antes de ser enviada a restric¸a˜o de subexcitac¸a˜o LSE. A filtragem dessa entrada foi utilizada
como estrate´gia de eliminac¸a˜o de oscilac¸o˜es, ja´ que este e´ um comportamento t´ıpico, ale´m
de indesejado, quando a ma´quina esta´ subexcitada. Depois da inserc¸a˜o do filtro o teste foi
repetido e verificou-se que o problema foi resolvido (ver Figura 4.16).
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Figura 4.16: Pm = 0.9, restric¸o˜es habilitadas - estabilidade apo´s inserc¸a˜o de filtro
A realizac¸a˜o destes testes, contribui para entender melhor o funcionamento da MS e
destacara-se foram importantes pelos seguintes aspectos:
1. Mostrou o comportamento de todas as restric¸o˜es funcionando em todas as condic¸o˜es
operacionais va´lidas para a ma´quina. Nenhuma diferenc¸a significativa foi notada em
func¸a˜o do ponto de operac¸a˜o.
2. As restric¸o˜es atuaram corretamente, ou seja, nenhuma das varia´veis restritas violaram
os limites estabelecidos pelas mesmas. Isso demonstra empiricamente que o modelo
linear foi capaz de representar o comportamento do modelo na˜o linear das restric¸o˜es.
O fato das restric¸o˜es atuarem corretamente, significa que o algoritmo das restric¸o˜es foi
implementado corretamente.
3. O comportamento da ma´quina como compensador s´ıncrono, condic¸a˜o em que a ma´quina
tem P nulo, foi semelhante ao da ma´quina operando com baixa carga. Assim pode-se
concluir que o controlador na˜o apresenta restric¸a˜o de funcionamento para Pm = 0, ja´
que o comportamento e´ semelhante ao do controlador em outras condic¸o˜es.
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4. A dificuldade de controle da ma´quina, submetida a elevada carga e com baixa excitac¸a˜o,
revelou a auseˆncia de um dos filtros para a corrente ativa, conforme o caso da restric¸a˜o
LSE.
4.10 Comparac¸a˜o entre Controle atual, Comissionamento e
Controle MPC
Uma das u´ltimas etapas deste estudo, foi realizar ligeiramente algumas comparac¸o˜es
entre o controle atual e a nova estrage´gia de controle. Nesta sec¸a˜o, sa˜o colocados apenas dois
resultados obtidos com a implantac¸a˜o do algoritmo MPC, em comparac¸a˜o com o controlador
cla´ssico, com o intuito de demonstrac¸a˜o do potencial que esta nova estrate´gia pode trazer aos
reguladores de tensa˜o, e na˜o como documento de desempenho.
A Figura 4.17 ilustra a resposta a um degrau, com a ma´quina operando a vazio, na
refereˆncia de tensa˜o terminal, contendo a varia´vel controlada (Vt) na parte superior e a aca˜o
de controle, na inferior. Na figura e´ apresentado o desempenho do regulador desenvolvido com
MPC em azul, comparado com a simulac¸a˜o obtida com o controlador convencional (preto)
e dados coletados em ensaios de comissionamento (vermelho). A sintonia dos controladores
convencionais utilizada nestes testes e´ a mesma utilizada no comissionamento. Os paraˆmetros
utilizados no modelo de simulac¸a˜o foram fornecidos pelo fabricante e constam no relato´rio de
comissionamento, os quais na˜o sa˜o divulgados aqui.
Na Figura 4.18 e´ mostrado a resposta a um degrau na refereˆncia de tensa˜o com a
ma´quina operando com carga. Novamente a varia´vel controlada (Vt) localiza-se na parte
superior e a aca˜o de controle, na inferior. O desempenho do regulador desenvolvido com MPC
esta´ em azul, comparado com a simulac¸a˜o obtida com o controlador convencional (preto) e
dados coletados em ensaios de comissionamento (vermelho).
Na Figura 4.17, tem-se a aplicac¸a˜o de um degrau de 3% do valor nominal sobre a
refereˆncia de tensa˜o, durante operaca˜o em carga.
Verifica-se que o emprego da estrate´gia MPC permite uma resposta de melhor qualidade
em relac¸a˜o a` tecnologia atual, pois constata-se sinais suaves de atuac¸a˜o combinados com boa
resposta dinaˆmica em relac¸a˜o a alterac¸a˜o de refereˆncia. O emprego das restric¸o˜es no problema
de otimizac¸a˜o tambe´m traz uma resposta ra´pida aos limites de operac¸a˜o definidos, ale´m de
resultar num sinal de controle que na˜o se aproxima dos limites de saturac¸a˜o.
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Figura 4.17: Comparac¸a˜o do MPC com o controlador atual - degrau a vazio
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Figura 4.18: Resposta do sistema a degrau com MS operando sob carga
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4.11 Adaptac¸a˜o do Algoritmo MPC para Controle de Outras
Varia´veis de Interesse
Como o controle de tensa˜o terminal demonstrou resultados satisfato´rios, o algoritmo
MPC foi alterado para que controlasse outras varia´veis, que estavam listadas nas especi-
ficac¸o˜es. Foram realizados testes de seguimento de degraus, curto-circuito seguido de abertura
de linha, recuperac¸a˜o da linha e sensibilidade a variac¸o˜es dos paraˆmetros do modelo.
Os novos modos de controle foram sintonizados para atender as especificac¸o˜es. Foram
criados treˆs novos modos de controle: corrente de campo, poteˆncia reativa e fator de poteˆncia.
O modo de controle do fator de poteˆncia e´ um controle da poteˆncia reativa, utilizando uma
refereˆncia determinada a partir do valor desejado para o fator de poteˆncia e o valor da poteˆncia
ativa.
4.11.1 Alterac¸o˜es realizadas
Para que os novos modos de controle fossem desenvolvidos, algumas alterac¸o˜es foram
realizadas no algoritmo, sendo elas:
1. configurac¸a˜o das refereˆncias da simulac¸a˜o: novos vetores contendo tambe´m as re-
fereˆncias de corrente de campo, poteˆncia reativa e fator de poteˆncia foram adicionados
ao controlador;
2. obtenc¸a˜o dos modelos de resposta forc¸ada: obte´m-se um modelo para a poteˆncia reativa;
3. simulac¸a˜o da ac¸a˜o do superviso´rio: retorna um paraˆmetro que indica o modo de controle
que esta´ sendo realizado;
4. a varia´vel y, que indicava a sa´ıda de controle no algoritmo, foi renomeada para Vt;
5. resposta livre: foi adicionada uma nova varia´vel no ca´lculo de predic¸o˜es para guardar
os sinais da poteˆncia reativa;
6. configurac¸a˜o das matrizes para otimizac¸a˜o: a matriz de restric¸o˜es foi adequada para
estes novos modos de controle, o controlador desabilita os limitadores no modo de
controle de corrente e uma nova varia´vel e´ inserida no vetor de resposta livre f para a
determinac¸a˜o do erro de seguimento a` refereˆncia.
A seguir, sa˜o apresentados os modos de controle e os comenta´rios relativos a cada
modo. Sa˜o apresentados tambe´m algumas figuras relativas a algumas simulac¸o˜es, sendo que
para as mesmas, na˜o e´ apontado nenhum dado de sintonia do controle, sendo apenas para
comparac¸a˜o entre os modos de controle do MPC e do controle atual.
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4.11.2 Modo de controle de corrente de campo
Como este modo estaria habilitado normalmente nas situac¸o˜es em que na˜o ha´ medic¸a˜o
da tensa˜o terminal, a correc¸a˜o deste paraˆmetro devido ao ponto de operac¸a˜o foi desativada
neste modo. Foi aumentado o valor da ponderac¸a˜o do controle em 10 vezes, para tornar o con-
trole menos agressivo. Na Figura 4.19 e´ mostrado o resultado para seguimento de refereˆncia
neste modo de controle para a ma´quina operando a vazio e na Figura 4.20, seguimento de
refereˆncia com a ma´quina operando conectada a` rede, com carga.
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Figura 4.19: Modo de controle de corrente de campo - a vazio
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Figura 4.20: Modo de controle de corrente de campo - com carga
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4.11.3 Modo de controle de poteˆncia reativa
O ca´lculo de correc¸a˜o do fator de ponderac¸a˜o do sinal de controle foi mantido ideˆntico,
e o resultado foi dividido por 3 para aumentar um pouco a velocidade de resposta do controle.
Na Figura 4.21 e´ mostrado o resultado para seguimento de refereˆncia neste modo de controle.
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Figura 4.21: Modo de controle de poteˆncia reativa
4.11.4 Controle de fator de poteˆncia
No modo de controle de fator de poteˆncia, a refereˆncia de fator de poteˆncia e´ trans-
formada em refereˆncia de poteˆncia reativa. No RTX, e´ criada uma varia´vel auxiliar para
representar o aˆngulo de fase, sobre a qual e´ feita a lo´gica de rampeamento da refereˆncia e da
qual sa˜o geradas as refereˆncias de fator de poteˆncia e poteˆncia reativa. No MPC, a refereˆncia
de poteˆncia reativa e´ gerada diretamente a partir do valor desejado de Q, e foram aplicadas
rampas na pro´pria poteˆncia reativa. Na Figura 4.22 e´ mostrado o resultado para este modo
de controle.
Foi utilizado o sinal da poteˆncia mecaˆnica estimada, que e´ filtrado, para gerar a re-
fereˆncia equivalente de poteˆncia reativa. No SEC, e´ usado o sinal da poteˆncia ativa medida,
filtrado por um filtro de 1a ordem com constante de tempo de 0,5 s.
O mesmo ca´lculo de correc¸a˜o do fator de ponderac¸a˜o do sinal de controle foi utilizado,
e o resultado foi multiplicado por 10, uma vez que este modo de controle e´ um pouco mais
lento que os demais.
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Figura 4.22: Modo de controle de fator de poteˆncia
4.12 Concluso˜es
Neste cap´ıtulo foram apresentados os principais requisitos e considerac¸o˜es para o de-
senvolvimento do controlador preditivo para regulac¸a˜o de tensa˜o, juntamente com um uma
proposta de ajuste para os principais paraˆmetros do controlador.
Com o co´digo do controlador pronto, va´rias simulac¸o˜es foram desenvolvidas para testar
diversas situac¸o˜es de funcionamento da MS. Na maioria das simulac¸o˜es o controlador preditivo
desenvolvido apresentou um bom desempenho, cumprindo as especificac¸o˜es de projeto.
Quanto ao desempenho do controlador desenvolvido, o mesmo foi melhor do que o de-
sempenho do controle empregado atualmente. A variac¸a˜o dos paraˆmetros do modelo interno
afetou a resposta dinamicamente, mas mesmo assim se preservou seguimento da refereˆncia.
Verificou-se que o controlador MPC desenvolvido, quando aplicado a outras varia´veis
de controle, apresentou bom desempenho de seguimento de refereˆncia e resposta dinaˆmica.
Tambe´m notou-se estabilidade frente a ocorreˆncia de curto-circuito e abertura de linha.
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Devido ao uso de um modelo na˜o linear e a planta estar sujeita a restric¸o˜es, poderia
ocorrer que o otimizador encontrasse problemas de infactibilidade no momento do ca´lculo
do melhor controle. Para contornar esta situac¸a˜o, foi criado uma rotina que, se o sistema
encontra um ponto de infactibilidade, o otimizador envia o u´ltimo sinal de controle calculado.
Ale´m do mais, as especificac¸o˜es sobre os limites ma´ximos e mı´nimos das varia´veis controladas
do processo, com excec¸a˜o do valor de sinal de controle, permitem a violac¸a˜o das restric¸o˜es
por um determinado tempo. Esta condic¸a˜o permitiu o uso de restric¸o˜es suaves, que sa˜o de
grande valia na soluc¸a˜o deste problema de infactibilidade, pois o mesmo poderia persistir
por va´rios ciclos. Com estas considerac¸o˜es, pode-se dizer que o problema envolvendo a falta
de uma ac¸a˜o de controle devido a infactibilidade de ca´lculo nas simulac¸o˜es sa˜o dif´ıceis de
ocorrer, garantindo que o sistema na˜o fique sem um sinal de controle.
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Cap´ıtulo 5
Conclusa˜o
O sistema de controle de tensa˜o terminal de uma ma´quina s´ıncrona (MS) e´ bastante
complexo devido aos diferentes modos de operac¸a˜o e ao conjunto de restric¸o˜es que a MS esta´
sujeita. Assumiu-se durante este trabalho que, para efeitos de simplicac¸a˜o, as ana´lises de
simulac¸o˜es foram feitas considerando o gerador conectado a` barra infinita.
A necessidade de se ter um controlador que leve em considerac¸a˜o a capacidade de
manipular conjuntos complexos de restric¸o˜es, lidar com processos lineares e na˜o lineares, ma-
nipulac¸o˜es de uma grande quantidade de varia´veis, entre outras, faz do controlador preditivo
um controlador prop´ıcio para ser usado neste tipo de processo, com diversas vantagens em
relac¸a˜o a outros controladores aplicados. Ale´m do mais, o mesmo pode fornecer um sinal de
controle o´timo para cumprir tais requisitos e em tempo ha´bil.
Neste trabalho foi desenvolvido um algoritmo de controle preditivo implementado no
ambiente do MATLAB R© para regulac¸a˜o e controle de tensa˜o de geradores s´ıncronos.
O desenvolvimento do controlador aproximado, conforme estrate´gia definida no Cap´ıtulo
3, demostrou ser uma soluc¸a˜o apropriada para este tipo de controle. O desempenho do con-
trolador foi satisfato´rio tanto para o seguimento de tensa˜o como para aos outros modos de
controle impostos nas especificac¸o˜es.
Conclui-se que os principais objetivos do trabalho foram cumpridos. Ajustando-se
corretamente os paraˆmetros do controlador, este foi capaz de manter a tensa˜o terminal dentro
das especificac¸o˜es sobre diversas condic¸o˜es severas.
Comenta´rios podem ser feitos em relac¸a˜o ao valor da reataˆncia externa Xe. Para o
modelo do controlador preditivo e´ usado um valor elevado para a reataˆncia externa Xe no
momento em que a MS esta´ operando a vazio enquanto que, e´ fornecido um valor fixo de 0.2
pu quando a ma´quina esta´ operando conectada a` rede. Na pra´tica Xe varia constantemente
no tempo, devido a variac¸o˜es na topologia da rede e na linha de transmissa˜o, e tambe´m da
ocorreˆncia de falhas como abertura de linha.
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O mesmo comenta´rio acima e´ va´lida para a questa˜o da poteˆncia mecaˆnica Pm. A
poteˆncia mecaˆnica e´ uma das entradas do modelo de predic¸a˜o u´til ao controlador. Fornecer um
valor estimado da mesma para o controlador seria um meio de diminuir o erro de modelagem
dessa varia´vel, ja´ que a entrada fornecida para o modelo estaria mais pro´xima da real fornecida
pela planta. Uma poss´ıvel soluc¸a˜o para isso seria aproximar o valor de Pm pela filtragem da
medic¸a˜o poteˆncia ele´trica ativa por meio de um filtro de primeira ordem.
A aplicac¸a˜o do controlador MPC apresentou grandes vantagens em relac¸o˜es aos outros
controladores, o que talvez ainda poderia ser melhorado se fosse feita uma interac¸a˜o com o
sistema regulador de velocidade da ma´quina.
Como o trabalho desenvolvido aqui tinha o enfoque voltado para fins pra´ticos, questo˜es
envolvendo ana´lises de estabilidade e de robustez na˜o foram abordados neste trabalho, pois
na˜o era o foco do mesmo.
Uma das grandes dificuldades encontradas para o entendimento de funcionamento da
MS e questo˜es referentes a modelagem, e´ que a literatura sobre MS e´ ampla e, no que diz
respeito a` questa˜o de simbologia utilizada pelos autores, na˜o existe uma padronizac¸a˜o para
isso. Grande parte do tempo gastou-se em relacionar a maioria dos s´ımbolos e conceitos
relativos aos mesmos.
Finalizando, para trabalhos futuros indicam-se os seguintes pontos:
• Incluir um sinal de entrada adicional no algoritmo de controle, proveniente do Estabi-
lizador do Sistema de Poteˆncia PSS (do ingleˆs Power System Stabilizer).
• Estudar algum me´todo de estimar adequadamente o valor da reataˆncia externa Xe e
fornecer esse valor para o controlador.
• Estudar algum me´todo de estimar adequadamente o valor da poteˆncia mecaˆnica Pm
e fornecer esse valor para o controlador. Uma sa´ıda para isso seria usar um sinal
proveniente do distribuidor como uma estimativa para a poteˆncia mecaˆnica.
• Desenvolver um controlador preditivo para o sistema de regulac¸a˜o de velocidade, para
operac¸a˜o em paralelo com o controlador preditivo regulador de tensa˜o.
• Realizar estudos e testes de estabilidade e robustez.
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