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Introduction
Today's systems are often subject to multiple classes of faults and, hence, these systems need to provide appropriate level of fault-tolerance to each fault-class. Often it is undesirable 1 Email: sandeep@cse.msu.edu, ebnenasi@cse.msu.edu Web: http://www.cse.msu.edu/˜{sandeep,ebnenasi} Tel: +1-517-355-2387, Fax: +1-517-432-1061 This work was partially sponsored by NSF CAREER CCR-0092724, DARPA Grant OSURS01-C-1901, ONR Grant N00014-01-1-0744, NSF grant EIA-0130724, and a grant from Michigan State University. or impractical to provide the same level of fault-tolerance to each class of faults. Hence, these systems need to tolerate multiple classes of faults, and (possibly) provide a different level of fault-tolerance to each class. To characterize such systems, the notion of multitolerance was introduced in [1] . The importance of such multitolerant systems can be easily observed from the fact that several methods for designing multitolerant programs as well as several instances of multitolerant programs can be readily found (e.g., [1] [2] [3] [4] ) in the literature.
In this paper, we focus on automated synthesis of multitolerant programs. Such automated synthesis has the advantage of generating fault-tolerant programs that (i) are correct by construction, and (ii) tolerate multiple classes of faults. Since the synthesized programs are correct by construction, there is no need for their proof of correctness.
One of the problems in automated synthesis of multitolerant programs is the complexity of such synthesis. Specifically, there exist situations where satisfying a specific faulttolerance requirement for one class of faults conflicts with providing a different level of fault-tolerance to another faultclass. Hence, it is necessary to identify situations where synthesis of multitolerant programs can be performed efficiently and where heuristics need to be developed for adding multitolerance.
In our algorithms, we begin with a fault-intolerant program, i.e., a program that ensures that its specification is satisfied in the absence of faults although no guarantees are provided in the presence of faults. Subsequently, we add fault-tolerance to the given classes of faults while providing the required level of fault-tolerance to each of those classes. We consider three levels of fault-tolerance requirements, failsafe, nonmasking, and masking. Intuitively, in the presence of faults, a failsafe fault-tolerant program ensures that the safety is satisfied. In the presence of faults, a nonmasking fault-tolerant program recovers to states from where its safety and liveness specification is satisfied. And, a masking program satisfies both these properties (cf. Section 2 for precise definitions.)
Our algorithms are based on the algorithms in [5] where Kulkarni and Arora have presented algorithms for adding a single level of fault-tolerance to one class of faults. Specifically, in [5] , the authors present sound and complete algorithms for adding failsafe, nonmasking, or masking faulttolerance in the high atomicity model where a process can read and write all program variables in an atomic step. The complexity of these algorithms is polynomial in the state space of the fault-intolerant program.
Contributions of the paper. We focus on automated synthesis of high atomicity multitolerant programs in a stepwise fashion. The main results of the paper are as follows:
1. We present a sound and complete stepwise algorithm for the case where we add nonmasking fault-tolerance to one class of faults and masking fault-tolerance to another class of faults. The complexity of this algorithm is polynomial in the state space of the fault-intolerant program. 2. We present a sound and complete stepwise algorithm for the case where we add failsafe fault-tolerance to one class of faults and masking fault-tolerance to another class of faults. The complexity of this algorithm is also polynomial in the state space of the fault-intolerant program. 3. We find a somewhat surprising result for the case where failsafe fault-tolerance is added to one fault-class and nonmasking fault-tolerance is added to another faultclass. We find that this problem is NP-complete. This result is surprising in that automating the addition of failsafe and nonmasking fault-tolerance to the same class of faults can be performed in polynomial time. However, addition of failsafe fault-tolerance to one class of faults and nonmasking fault-tolerance to a different class of faults is NP-complete. Organization of the paper. The rest of the paper is organized as follows: In Section 2, we present preliminary concepts where we recall the definitions of programs, specifications, faults and fault-tolerance. Then, in Section 3, we present the formal definition of multitolerant programs and the problem of synthesizing a multitolerant program from a fault-intolerant program. Subsequently, in Section 4, we recall the relevant properties of algorithms in [5] that we use in automated addition of multitolerance. In Section 5, we present a sound and complete algorithm for the synthesis of multitolerant programs that provide nonmasking-masking multitolerance. Then, in Section 6, we present a sound and complete algorithm for the synthesis of multitolerant programs that provide failsafe-masking multitolerance. In Section 7, we present the NP-completeness proof for the case where failsafe-nonmasking multitolerance is added to faultintolerant programs. Finally, in Section 8, we make concluding remarks and discuss future work.
Preliminaries
In this section, we give formal definitions of programs, problem specifications, faults, and fault-tolerance. The programs are specified in terms of their state space and their transitions. The definition of specifications is adapted from Alpern and Schneider [6] . The definition of faults and fault-tolerance is adapted from Arora and Gouda [7] and Kulkarni [8] . 
Program

Specification
A specification is a set of infinite sequences of states that is suffix closed and fusion closed. Suffix closure of the set means that if a state sequence is in that set then so are all the suffixes of . Following Alpern and Schneider [6] , we let the specification consist of a safety specification and a liveness specification. For a suffix closed and fusion closed specification, the safety specification can be specified as a set of bad transitions [8] Notation. Whenever the specification is clear from the context, we will omit it; thus, Ë is an invariant of Ô abbreviates Ë is an invariant of Ô for spec.
Faults
The faults that a program is subject to are systematically represented by transitions. A class of faults for program Ô Ë Ô AE Ô is a subset of the set Ë Ô ¢ Ë Ô . We use Ô to denote the transitions obtained by taking the union of the transitions in Ô and the transitions in . We say that a state predicate Ì is an -span (read as fault-span) of Ô from Ë iff the following two conditions are satisfied: (1) Ë µ Ì , and (2) Ì is closed in Ô . Observe that for all computations of Ô that start at states where Ë is true, Ì is a boundary in the state space of Ô up to which (but not beyond which) the state of Ô may be perturbed by the occurrence of the transitions in .
As we defined the computations of Ô, we say that a sequence of states, × ¼ × ½ , is a computation of Ô in the presence of iff the following three conditions are satisfied: (1) ¼ ´× ½ × µ ¾´AE Ô µ, (2) if × ¼ × ½ is finite and terminates in state × Ð then there does not exist state × such that
Fault-Tolerance
We now define what it means for a program to be failsafe/nonmasking/masking fault-tolerant. We say that Ô is failsafe -tolerant (read as fault-tolerant) from Ë for ×Ô iff the following conditions hold: (1) Ô satisfies ×Ô from Ë, and (2) there exists Ì such that Ì is an -span of Ô from Ë, and Ô maintains ×Ô from Ì .
Since a nonmasking fault-tolerant program need not satisfy safety in the presence of faults, Ô is nonmasking -tolerant from Ë for ×Ô iff the following conditions hold: (1) Ô satisfies ×Ô from Ë, and (2) there exists Ì such that Ì is an -span of Ô from Ë, and every computation of Ô that starts from a state in Ì contains a state of Ë.
A program Ô is masking -tolerant from Ë for ×Ô iff the following conditions hold: (1) Ô satisfies ×Ô from Ë, and (2) there exists Ì such that Ì is an -span of Ô from Ë, Ô maintains ×Ô from Ì , and every computation of Ô that starts from a state in Ì contains a state of Ë.
Notation. Whenever the program Ô is clear from the context, we will omit it; thus, "Ë is an invariant" abbreviates "Ë is an invariant of Ô". Also, whenever the specification ×Ô and the invariant Ë are clear from the context, we omit them; thus, " -tolerant" abbreviates " -tolerant from Ë for ×Ô ".
Problem Statement
In this section, we formally define the problem of synthesizing multitolerant programs from their fault-intolerant version. Before defining the synthesis problem, we present our definition of multitolerance; i.e., we identify what it means for a program to be multitolerant in the presence of multiple classes of faults.
As mentioned in Section 2.4, a fault-tolerant program guarantees to provide a desired level of fault-tolerance (i.e., failsafe/nonmasking/masking) in the presence of a specific class of faults. Now, we consider the case where faults from multiple fault-classes, say ½ and ¾, occur in a given program computation.
There exist several possible choices in deciding the level of fault-tolerance that should be provided in the presence of multiple fault-classes. One possibility is to provide no guarantees when ½ and ¾ occur in the same computation. With such a definition of multitolerance, the program would provide fault-tolerance if faults from ½ occur or if faults form ¾ occur. However, no guarantees will be provided if both faults occur simultaneously.
Another possibility is to require that the fault-tolerance provided for the case where ½ and ¾ occur simultaneously should be equal to the minimum level of fault-tolerance provided when either ½ occurs or ¾ occurs. For example, if masking fault-tolerance is provided to ½ and failsafe fault-tolerance is provided to ¾ then failsafe fault-tolerance should be provided for the case where ½ and ¾ occur simultaneously. However, if nonmasking fault-tolerance is provided to ½ and failsafe fault-tolerance is provided to ¾ then no level of fault-tolerance will be guaranteed for the case where ½ and ¾ occur simultaneously. We note that this assumption is not required in our proof of NP-completeness in Section 7.
In our definition, we follow the latter approach. The following table illustrates the minimum level of fault-tolerance provided for different combinations of levels of fault-tolerance provided to individual classes of faults. In a special case, consider the situation where failsafe faulttolerance is provided to both ½ and ¾. From the above description, failsafe fault-tolerance should be provided for the fault class ½ ¾. By taking the union of all the fault-classes for which failsafe fault-tolerance is provided, we get one fault-class, say
, for which failsafe faulttolerance needs to be added. Likewise, we obtain the faultclass ÒÓÒÑ × Ò (respectively, Ñ × Ò ) for which nonmasking (respectively, masking) fault-tolerance is provided. Now, given (the transitions of) a fault-intolerant program, Ô, its invariant, Ë, its specification, ×Ô , and a set of distinct classes of faults 
Definition.
Program Ô ¼ is multitolerant to Ð× ÒÓÒÑ × Ò , and Ñ × Ò from Ë ¼ for ×Ô iff (if and only if) the following conditions hold:
Remark.
Since every program is failsafe/nonmasking/masking fault-tolerant to a class of faults whose set of transitions is empty, the above definition generalizes the cases where one of the classes of faults is not specified (e.g., Ñ × Ò ). Now, using the definition of multitolerant programs, we identify the requirements of the problem of synthesizing a multitolerant program, Ô ¼ , from its fault-intolerant version, Ô. The problem statement is motivated by the goal of simply adding multitolerance and introducing no new behaviors in the absence of faults. This problem statement is the natural extension to the problem statement in [5] where fault-tolerance is added to a single class of faults. 
Addition of Fault-Tolerance To One FaultClass
In the synthesis of multitolerant programs, we reuse algorithms Add Failsafe, Add Nonmasking, and Add Masking, presented by Kulkarni and Arora [5] . These algorithms respectively add failsafe/nonmasking/masking fault-tolerance to a single class of faults. Hence, we recall the relevant properties of these algorithms in this section. We note that the description of the algorithms presented in this paper and their proofs depend only on the properties mentioned in this section and not on the actual implementation of the algorithms in [5] .
The above-mentioned algorithms take a program Ô, its invariant Ë, its specification ×Ô , a class of faults , and synthesize an -tolerant program Based on the Observations 4.1-4.5, Kulkarni and Arora [5] show that the algorithms Add Failsafe, Add Nonmasking, and Add Masking are sound and complete, i.e., the output entities of these algorithms satisfy the requirements for adding fault-tolerance to a single class of faults and these algorithms can find a fault-tolerant program if one exists. 
Nonmasking-Masking Multitolerance
In this section, we present an algorithm for stepwise synthesis of multitolerant programs that are subject to two classes of faults ÒÓÒÑ × Ò and Ñ × Ò for which respectively non- N onmasking(p 1 , f nonmasking ∪ f masking , T masking , spec) ; return p , S ; } Figure 1 . Synthesizing nonmasking-masking multitolerance.
masking and masking fault-tolerance is required. We also show that our synthesis algorithm is sound and complete. Please refer to [9] for proof.
Failsafe-Masking Multitolerance
In this section, we investigate the stepwise synthesis of programs that are multitolerant to two classes of faults Ð× and Ñ × Ò for which we respectively require failsafe and masking fault-tolerance. We present a sound and complete algorithm for synthesizing failsafe-masking multitolerant programs.
Let Ô be the input fault-intolerant program with its invariant Ë, its specification ×Ô , and Ô ¼ be the synthesized multitol- Figure 2) , removing Ñ× states from Ì Ñ × Ò preserves masking Ñ × Ò -tolerance property of Ô ½ .
Now, if faults
where × ¾ Ì Ñ × Ò then our synthesis algorithm will have to ensure that safety is maintained. To achieve this goal, we add failsafe´ Ð× Ñ × Ò µ-tolerance to Ô ½ froḿ Ì Ñ × Ò Ñ×µ using the algorithm Add Failsafe. 
Failsafe-Nonmasking-Masking Multitolerance
In this section, we show that, in general, the problem of synthesizing multitolerant programs from their fault-intolerant version is NP-complete. Towards this end, in Section 7.1, we show that the problem of synthesizing multitolerant programs from their fault-intolerant version is in NP by designing a non-deterministic polynomial algorithm. Afterwards, in Section 7.2, we present a mapping between a given instance of the 3-SAT problem and an instance of the (decision) problem of synthesizing multitolerance. Then, in Section 7.3, we show that the given 3-SAT instance is satisfiable iff the answer to the decision problem is affirmative; i.e., there exists a multitolerant program synthesized from the instance of the decision problem of multitolerance synthesis.
Non-Deterministic Synthesis Algorithm
In this section, we first identify the difficulties of adding multitolerance to three distinct classes of faults Ð × , ÒÓÒÑ × Ò , and Ñ × Ò . Then, we present a nondeterministic solution for adding multitolerance to faultintolerant programs. Now, given a program Ô, with its invariant Ë, its specification ×Ô , and three classes of faults Ð× , ÒÓÒÑ × Ò , and Ñ × Ò , we present the non-deterministic algorithm Add Multitolerance. In our non-deterministic algorithm, first, we guess a program Ô ¼ , its invariant Ë ¼ , and three faultspans Ì Ð× , Ì ÒÓÒÑ × Ò , and Ì Ñ × Ò . Then, we verify a set of conditions that ensure the multitolerance property of Ô ¼ . We have shown our algorithm in Figure 3 .
Theorem 7.1
The algorithm Add Multitolerance is sound and complete.
Theorem 7.2
The problem of synthesizing multitolerant programs from their fault-intolerant versions is in NP.
Since the Add Multitolerance algorithm simply verifies the conditions needed for multitolerance, the proof is straightforward, and hence, omitted.
Mapping 3-SAT To Multitolerance
In this section, we give an algorithm for polynomial-time mapping of any given instance of the 3-SAT problem into an instance of the decision problem defined in Section 3. The instance of the decision problem of synthesizing multitolerance consists of the fault-intolerant program, Ô, its invariant, Ë, its specification, and three classes of faults Ð× ÒÓÒÑ × Ò , and Ñ × Ò that perturb Ô. The problem statement for the 3-SAT problem is as follows:
Given is a set of literals, ½ ¾ Ò and Next, we identify each entity of the instance of the problem of multitolerance synthesis, based on the given instance of the 3-SAT formula. 
Reduction From 3-SAT
In this section, we show that the given instance of 3-SAT is satisfiable iff multitolerance can be added to the problem instance identified in Section 7.2. Specifically, in Lemma 7.3, we show that if the given instance of the 3-SAT formula is satisfiable then there exists a multitolerant program that solves the instance of the multitolerance synthesis problem identified in Section 7.2. Then, in Lemma 7.4, we show that if there exists a multitolerant program that solves the instance of the multitolerance synthesis problem, identified in Section 7.2, then the given 3-SAT formula is satisfiable. 
Failsafe-Nonmasking Multitolerance
In this section, we extend the NP-completeness proof of synthesizing multitolerance for the case where we add failsafe fault-tolerance to one class of faults, say Our mapping for this case is similar to that in Section 7.2. We replace the Ñ × Ò fault transition´× Ý µ with a sequence of transitions of Ð × and ÒÓÒÑ × Ò as shown in Figure 6 . Likewise, we replace fault transition´× Þ µ with a structure similar to Figure 6 . Thus, Ý (respectively, Þ ) is reachable by Thus, to add multitolerance, safe recovery must be added from Ú to × (cf. Figure 4) . Now, we note that with this mapping, the proofs of Lemmas 7.3 and 7.4 and Theorem 7.5 can be easily extended to show that synthesizing failsafe-nonmasking multitolerance is NP-complete. Thus, we present the following corollary. Corollary 7.6. The problem of synthesizing failsafenonmasking multitolerant programs from their faultintolerant version is NP-complete.
Conclusion and Future Work
In this paper, we investigated the problem of synthesizing multitolerant programs from their fault-intolerant versions. The input to the synthesis algorithm included the faultintolerant program, different classes of faults to which faulttolerance had to be added, and the level of tolerance provided for each class of faults. Our algorithms ensured that the synthesized program provided the specified level of faulttolerance if a fault from any single class had occurred. Moreover, it ensured that if faults from multiple classes occurred then the program would provide the minimal level of faulttolerance provided to each of those classes.
We considered three levels of fault-tolerance, failsafe, nonmasking and masking. We presented a sound and complete algorithm for the case where failsafe (respectively, nonmasking) fault-tolerance would be added to one class of faults and masking fault-tolerance would be provided to another class of faults. Thus, in these cases, if a multitolerant program could be synthesized for the given input program, our algorithms always would produce one such multitolerant program. The complexity of these algorithms is polynomial in the state space of the fault-intolerant program.
For the case where one needs to add failsafe fault-tolerance to one class of faults and nonmasking fault-tolerance to another class of faults, we found a surprising result. Specifically, we showed that this problem is NP-complete. As mentioned earlier, this result was counterintuitive as adding failsafe and nonmasking fault-tolerance to the same class of faults can be done in polynomial time. However, adding failsafe fault-tolerance to one class of faults and nonmasking fault-tolerance to another class of faults is NP-complete.
Our synthesis approach is different from specification-based approaches [10] [11] [12] [13] where one synthesizes a fault-tolerant program from its temporal logic specification. Hence, our approach is desirable when one needs extend an existing system by adding fault-tolerance. Also, the synthesis algorithms of [5, 14, 15] add fault-tolerance to only one class of faults whereas we address the synthesis of programs that simultaneously tolerate multiple classes of faults. To our knowledge, ours is the first algorithm for automated design of multitolerant programs.
Although the results focused in this paper deal with the high atomicity model, we note that the algorithms in high atomicity model are important in synthesizing distributed faulttolerant programs as well. Specifically, our algorithms identify a limit upto which even highly powerful processes can add the necessary multitolerance. Thus, the output of these algorithms can be used in identifying the limits that distributed processes -along with their limitation on reading and writing variables of the program -can achieve in terms of adding the necessary multitolerance. As an illustration, we note that in [15] , we have identified how algorithms in high atomicity can be systematically used in adding faulttolerance to a single class of faults.
As an extension to our work we plan to explore the polynomial boundary of synthesizing multitolerant programs by identifying necessary and sufficient conditions for polynomial synthesis of multitolerant programs. Some of the sufficient conditions identified in this paper include the cases where (i) only failsafe and masking fault-tolerance is added, and (ii) only nonmasking and masking fault-tolerance is added. Also, we intend to identify heuristics by which we can synthesize multitolerant programs in polynomial time. Another extension to our work is to use these heuristics and algorithms in synthesizing multitolerant distributed programs.
