Abstract. In this paper we analyse convergence of projected fixed-point iteration on a Riemannian manifold of matrices with fixed rank. As a retraction method we use "projector splitting scheme". We prove that the projector splitting scheme converges at least with the same rate as standard fixed-point iteration without rank constraints. We also provide counter-example to the case when conditions of the theorem do not hold. Finally we support our theoretical results with numerical experiments.
1. Introduction. In many applications it is well-known that the solution of the optimization problem can be approximated by low-rank matrices or tensors, i.e. it lies on a certain manifold [2, 1] . Thus, instead of minimizing the full functional, the framework of Riemannian optimization can be very effective in terms of storage [13, 10] . There are different approaches for the optimization over low-rank manifolds, including projection onto the tangent space [9] conjugate-gradient type methods [12] , second-order methods [4] . The manifolds of matrices with bounded ranks and tensors with fixed tensor train and hierarchical ranks are of crucial importance in many high-dimensional problems, and are examples of Riemannian manifolds with a very particular polylinear structure. In this paper we consider the two-dimensional (matrix) case and study the convergence of the projected gradient-type methods and show that if the original method converges, its manifold version based on the socalled projector-splitting method is guaranteed to converge at least with the same rate and some additional conditions on the initial approximation. This is up to a certain extent an unexpected result, since the standard estimates include the curvature of the manifold. For the manifold of matrices of rank r, the curvature is given by 1/σ min , i.e. if the matrix is close to the matrix of a smaller rank, such estimates are useless in practice. Our results show that the curvature is not important for the convergence.
Consider an iterative process
From (1.1) we create the projected version as 2) where I(Z, H) is the projector-splitting integrator [9] which is known to be a retraction to the manifold [4] . There are many other possible choices for the retraction, but in this paper we consider only one of them and all the convergence estimates are proven for the method (1.2). Our approach is based on the splitting the error X k − X * into two components. The first component is a projection on the tangent space of the manifold at some intermediate point and shows how close current point to stationary point in the sense of Riemannian metric on the manifold. The second component is the projection on normal space at the same point and is related to the manifold curvature. The typical case convergence is presented at Figure 1 .1a. However, much more interesting pattern is possible. See Figure 1 .1b. In both cases, although the curvature influences only on but the convergence is not worse than for the full case.
2. Projector-splitting integrator. The projector-splitting integrator was originally proposed [6] as an integration scheme for the equations of motions of dynamical low-rank approximation. However, the only information it requires, are two matrices, A 0 , A 1 , at subsequent time steps. Thus it is very natural to consider it for the discrete time problems, and moreover, it can be formally viewed as a retraction onto the manifold of rank-r matrices. It is formulated as follows.
Given a rank-r matrix in the form 
Note that the QR-factorizations in the intermediate steps are non-unique, but the final result U 1 S 1 V ⊤ 1 does not depend on it. For the details we refer the reader to [9] . 2 We will denote the result of Algorithm 1 as I(A 0 , D). Define T (X) as the tangent space of X ∈ M r The following Lemma provides a new interpretation of the projectorsplitting integrator as a projection onto the tangent plane in some intermediate point.
where X is some matrix of rank r. Proof. It is sufficient to select X = U 1 SV ⊤ 0 for any non-singular S, and U 1 is defined as in the Algorithm (1). Note from the construction, that both the initial and the final points lie in the tangent space T (X).
3. Decomposition of the error into the normal and tangent parts. Let us write one step of the iterative process (1.2) as
Using the projector form (2.1) we have
and the error can be written as
Due to the contraction property we can bound
It is natural to introduce the notation
since it is the normal to the tangent space component of X * at point X. Thus the error at the next step satisfies
From the definition it is easy to see that
The estimate for the decay of ε ⊥ = P ⊥ T (X) (X * ) is much less trivial. 
where U * , V * , U 0 and V 0 are orthonormal. If ε 0 is small, one can expect that the subspaces spanned by columns of V 0 and V * are close; however, the estimates depend on the smallest singular values of X * . The following Theorem gives a bound on the normal component.
Theorem 4.1. Let X * = U * S * V ⊤ * , where V ⊤ * V * = U ⊤ * U * = I q , q ≤ r and H is an n × m matrix, V 0 be an m × r matrix with orthonormal columns and U 1 be any orthogonal basis for the column space of the matrix (X * + H)V 0 . Then, the norm of P ⊥ (X * ) defined as
can be bounded as
Proof. First, we find an r × r orthonormal matrix Q such that
where matrix Ψ has size q × q. Since the multiplication by the orthogonal matrix Q does not change the projector
we can always assume that the matrix Ψ is already in the form (4.3). Since U 1 spans the columns space of (X * + H)V 0 , we have
From this equation we have
comprised of the first q column of the matrix V 0 . From (4.5) we have
Thus,
Note, that
and from (4.4) it follows also that
For simplicity, denote
Then,
Replacing U * S * in (4.7) by (4.6) we get
To estimate the norm, note that
Then, we have
whereas we require to bound
Let Ψ = U ΛV ⊤ be the singular value decomposition of Ψ. From the definition of the angles between subspaces we have
, which completes the proof.
5. Error estimate. Theorem 4.1 shows that the normal component can decay as a tangent component squared. Unfortunately, convergence of the projector splitting method in general is not guaranteed. In section 6 we give the example for which sequence Y k converges to a matrix different from X * . In this section we derive sufficient conditions for convergence of projector splitting method.
We consider one step of the projector splitting scheme.
and the fixed point X * = U * S * V ⊤ * . We assume that S * is a diagonal matrix:
where s k is the k-singular value and e k is the corresponding vector from the standard basis. Let us denote
Then the next inequality holds:
Proof. Without the loss of generality we can assume that
Then we use the following block representation of Y 0 , Φ(Y 0 ), Y 1 and X * :
Therefore,
We want to estimate (
For that purpose we exploit contraction property of Φ:
Then the inequality (5) transforms to
Using (??) we have
i.e. (5.2) is proven. For convenience we introduce new variables:
Now we can formulate the connection between the subsequent steps:
We can derive upper estimate for p k :
Then the next inequalities hold:
where
Proof. The parameter c * (s, p 0 , q 0 ) is the positive solution of the equation:
We will use mathematical induction to prove (5.6). The base case follows from 0 < c * (s, p 0 , q 0 ) < 1
Consider the inductive step. Assume that (5.6) holds for every i < k for some k. Then,
We can expect that the term
is sufficiently smaller than the p k+1 and decays as p 2 k+1 due to q k ∼ p k . Finally,
It is easy to prove that in the case k j=0 q j < 1 we have
It leads to
The inductive step is proven. The final estimate is 
Note that if the condition 4
Then the sequence Y k converges to X * and the following inequality holds
This estimate guarantees if the initial point is close enough to the fixed point then the projector splitting method in the worst case has the same convergence rate as the fixed-point iteration method. Also the estimate requires that the distance between the initial point and the fixed point is less than the smallest singular value of the fixed point s r . In the next section we give the example for which this condition do not hold and the projector splitting method does not converges to the true solution.
6. Counter-example. Consider the case n = 2, r = 1. We will need the following auxiliary result:
Lemma 6.1. Let the mapping Φ : R 2×2 → R 2×2 be defined as
Let us consider δ, d * , q max and s that satisfy
Denote the set
and the function
Proof. It is important to note that 1 < δ 4 d
1 − δ 2 because of the choice of δ(6.1). Let us denote f ({p, q}) = {p 1 , q 1 }. Then
and therefore
Finally we have
The statement f (Ω) ⊂ Ω follows from (6.3) and (6.4). Also the following inequalities hold
The inequalities (6) guarantee linear convergence of f * n (x) to {0, 0} for every x ∈ Ω.
Lemma 6.2. Let contraction mapping Φ is defined as in lemma 6.1. Let us consider parameters δ, d * , contraction mapping Φ and the set Ω and the function f that satisfy condition of lemma 6.1. Let us denote the set of rank-1 2 × 2 real matrices M 2,1 (R), φ R (X) -right angle for rank-1 2 × 2 matrix X and
Assume that
Then the following equalities hold
Proof. We will use the equivalent form of Algorithm 1
Finally we get:
It is important to note that cos 2 φ L1 < cos 2 φ R1 < cos 2 φ R0 in case 1 < δd * (and our choice of δ provides that). The equality (6.10) guarantees if 0 < sin 2 φ R0 then 0 < sin 2 φ R1 . So
It completes the proof of (6.7). Theorem 6.3. Let the mappings Φ, π and the set Ω are defined as in lemma 6.2. Let us consider matrix Y 0 ∈ π −1 (Ω) and the projector splitting integrator I(A, D) that is defined by (1) . Then the sequence
Proof. We apply Lemma 6.2
and then, using Lemma 6.1, we have 7.1. Typical case. We consider the "linear" contraction mapping
where X and X * are rank-r n × m matrices, Q is a linear operator (on matrices), n = m = 40, r = 7, Q < 0.8 let us denote singular values of X * as σ i , 1 ≤ i ≤ r. The typical case corresponds to σ 1 /σ r ≈ 10. It shows that the orthogonal part converges quadratically. Numerical experiments show that the projector splitting method has "componentwise" convergence. Until the first j singular components of the current point converge to the first j singular components of the fixed point, the last r − j components of the X k are "noisy" and do not contain useful information. 7.3. Counter-example case. For the following experiment we consider "nonlinear" contraction mapping
where X is a 2 × 2 matrix, X * = 1 0 0 0 , X ⊥ = 0 0 0 1 , δ = 0.5. It shows that original projector splitting method fails and converges to another stationary point. Nevertheless this stationary point is unstable and to show that we introduce a perturbed projector splitting method:
where R k is a n × m matrix with elements taken from the normal distribution N 0, 8. Related work. Projector splitting method arises naturally as a numerical integrator for dynamical low-rank approximation of ODE [9, 8] and was originally proposed in [6] . In this paper we focused on the properties of the projector splitting method as the retraction onto low-rank manifold [1] . It was compared with another retraction methods in the survey [2] .
Close results about convergence in the presence of small singular values were obtained in [5] . The problem formulation is as follows. Let X(t) be the solution of the ordinary differential equation (ODE): X(t) = F (t, X(t)), X(0) = X 0 , X(t) ∈ R n×m , t ∈ [0, T ],
We want to obtain approximation to stationary point X * : F (t, X * ) = 0. We seek for low-rank approximation Y (t) to X(t) and Y (t) satisfies the modified ODE:
where P (Y (t)) is a projector onto the subspace determined by Y (t). [5, Theorem 2.1] states that numerical approximation Y (t) is stable despite the presence of small singular values of Y (t). However, this result cannot be directly applied to optimization problems and F should satisfy certain restrictions. Another close result is a guaranteed local linear convergence for alternating least squares optimization scheme in convex optimization problems [11] . Also local convergence results are obtained for modified alternating least squares scheme, such as maximum block improvement [7] and alternating minimal energy [3] , but for these methods the low-rank manifold changes at every step.
9. Conclusions and perspectives. Our numerical results show that the staircase is a typical case for linear contraction mappings. However, conditions of the proved theorem cover only convergence at the last "step" on the stair. We plan to formulate conditions for the contraction mapping Φ for which "component-wise" convergence as for stair case is guaranteed. Our current hypothesis is that the "extended" mapping Φ m (X, X * ) should also satisfy the contraction property for X * . It will be very interesting to explain the nature of the stair case convergence.
Another important topic for further research is to determine a viable "a-posteriori" error indicator, since we do not know the orthogonal component. This will allow to develop rank-adaptive projector splitting based scheme.
The main conclusion of this paper is that projected iterations are typically as fast as the unprojected ones. We plan to generalize the paper results for tensor case.
