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Abstract  
Bayesian inverse modeling is important for a better understanding of hydrological 
processes. However, this approach can be computationally demanding as it usually 
requires a large number of model evaluations. To address this issue, one can take 
advantage of surrogate modeling techniques. Nevertheless, when approximation error 
of the surrogate model is neglected in inverse modeling, the inversion result will be 
biased. In this paper, we develop a surrogate-based Bayesian inversion framework that 
explicitly quantifies and gradually reduces the approximation error of the surrogate. 
Specifically, two strategies are proposed and compared. The first strategy works by 
obtaining an ensemble of sparse polynomial chaos expansion (PCE) surrogates with 
Markov chain Monte Carlo sampling, while the second one uses Gaussian process (GP) 
to simulate the approximation error of a single sparse PCE surrogate. The two strategies 
can also be applied with other surrogates, thus they have general applicability. By 
adaptively refining the surrogate over the posterior distribution, we can gradually 
reduce the surrogate approximation error to a small level. Demonstrated with three case 
studies involving high-dimensionality, multi-modality and a real-world application, 
respectively, it is found that both strategies can reduce the bias introduced by surrogate 
modeling, while the second strategy has a better performance as it integrates two 
methods (i.e., sparse PCE and GP) that complement each other.  
1. Introduction 
Uncertainty is ubiquitous in measuring, analyzing and predicting the system of 
concern in many different fields (Smith, 2014). In hydrological science, there is a 
growing interest in quantifying different sources of uncertainties with numerical 
modeling techniques, e.g., sensitivity analysis, failure probability analysis and data 
assimilation (Liu & Gupta, 2007; Song et al., 2015; Tartakovsky, 2013; Vrugt et al., 
2008; Zhang et al., 2017). To obtain an improved understanding of the hydrological 
processes, it is necessary to reduce the uncertainty of model parameters by conditioning 
on measurements of model outputs with inverse modeling methods (Gupta & Nearing, 
2014; Osorio-Murillo et al., 2015; Vrugt, 2016). Over the past decades, numerous 
inverse methods have been developed and/or applied in hydrological science, e.g., local 
and global optimization methods (Ahmad et al., 2014; Duan et al., 1992; Reed et al., 
2013), ensemble Kalman filter and its variants (Chen & Zhang, 2006; Emerick & 
Reynolds, 2013; Evensen, 2009; Song et al., 2014; Zhang et al., 2018b), particle filter 
(Moradkhani et al., 2005; Vrugt et al., 2013; Weerts & El Serafy, 2006), and Markov 
chain Monte Carlo (MCMC) (Smith & Marshall, 2008; Vrugt et al., 2003; Vrugt et al., 
2008; Zhang et al., 2015).  
In this paper, our concern is MCMC, which is a Bayesian inverse method that can 
sample the posterior distribution of model parameters in a consistent and coherent 
manner (Brooks et al., 2011; Vrugt, 2016). Over the past decade, MCMC has been 
widely used in hydrological simulations (Cao et al., 2018; Gaume et al., 2010; 
Goharian et al., 2018; Kuczera et al., 2010; Vrugt & Beven, 2018). However, when 
implementing MCMC for inverse modeling, a large number of model evaluations are 
usually required, especially for high-dimensional, strongly nonlinear problems. Here, 
we call the kind of model that is accurate enough for the task at hand a high-fidelity 
model (Peherstorfer et al., 2018). In many situations, the high-fidelity model is CPU-
intensive, then the computational cost of MCMC simulation will be prohibitive. 
To address this issue, one can take advantage of surrogate modeling techniques 
(Asher et al., 2015; Razavi et al., 2012). A surrogate model (or a low-fidelity model, 
which is less accurate than the high-fidelity model in calculating the model outputs) 
can be a data-driven model based on regression or interpolation, a reduced-order model 
obtained by projecting the original parameters and states into their lower-dimensional 
subspace, or a numerical model with a reduced precision, etc. (Smith, 2014). Compared 
to the high-fidelity model, the surrogate model can obtain similar (while less accurate) 
model outputs at a lower computational cost. Due to their efficiency, different forms of 
surrogate models have been applied in MCMC simulations of the hydrological system. 
For example, Zeng et al. (2012) used adaptive sparse grid interpolation, and Laloy et al. 
(2013) used generalized polynomial chaos expansion (PCE) to construct surrogates to 
accelerate posterior exploration of groundwater models, respectively. Inevitably, due to 
the existence of surrogate approximation error (i.e., the difference between the high-
fidelity and the surrogate model outputs), using surrogate models directly in MCMC 
simulations will introduce some bias. To address this issue, Zeng et al. (2012) and Laloy 
et al. (2013) implemented two-stage MCMC simulations (i.e., sufficiently explored the 
parameter space with the surrogate model at stage one, then evaluated the high-fidelity 
model for correction at stage two) instead of the simple surrogate-based MCMC 
simulation.  
Another strategy to handle the surrogate approximation error is to build a locally 
accurate surrogate in the posterior region. Nevertheless, this task is nontrivial since the 
position of true posterior region is unknown and to be estimated through Bayesian 
inversion. For example, Zhang et al. (2013) proposed to first identify the posterior 
region with an optimization method, then build the surrogate model and implement the 
surrogate-based MCMC simulation; Li & Marzouk (2014) proposed an adaptive 
approach to find a distribution that is close to the posterior distribution by minimizing 
the cross entropy, and then construct a locally accurate PCE surrogate therein. Recently, 
Gaussian process (GP) regression (Rasmussen & Williams, 2006) was combined with 
MCMC simulation to iteratively refine the surrogate over the posterior distribution 
(Gong & Duan, 2017; Machac et al., 2018; Zhang et al., 2016; Zhang et al., 2018a). It 
is shown that this approach can obtain satisfying inversion results with only a small 
number of high-fidelity model evaluations.  
Nevertheless, in the above strategies, approximation error of the surrogate is not 
explicitly quantified. In this paper, we formulate an adaptive framework that explicitly 
quantifies and gradually reduces the approximation error of the surrogate to a small 
level. Here, we use the adaptive sparse PCE based on least angle regression (LARS) 
proposed by Blatman & Sudret (2011) to construct a surrogate for the high-fidelity 
model. PCE has been widely used in hydrological science (Li & Zhang, 2007; Man et 
al., 2017; Man et al., 2018; Rajabi et al., 2015; Zheng et al., 2017). However, for 
nonlinear problems, one has to set high PCE orders to accurately capture the model 
input-output relationship, which means a large number of training data evaluated with 
the high-fidelity model if a full PCE is used (in other words, a high-computational cost 
in the surrogate construction) (Xiu, 2010). LARS-PCE addresses this problem by 
adaptively detecting the important PCE terms with LARS and assigning zero-
coefficients to the unimportant terms (which is called the sparse representation). In 
some practical applications, one can set high PCE orders to catch the nonlinear input-
output relationship of the high-fidelity model without significantly increasing the 
computational cost of surrogate construction (Blatman & Sudret, 2010; 2011; Elsheikh 
et al., 2014). Since its introduction, the LARS-PCE method has been widely used in 
many different fields, including hydrology (Deman et al., 2016; Elsheikh et al., 2014; 
Maina & Guadagnini, 2018; Meng & Li, 2017), biology and medicine (Eck et al., 2016; 
Hu et al., 2018), and energy science (Murcia et al., 2018), just name a few. In high-
dimensional and strongly nonlinear problems, however, the approximation error of the 
LARS-PCE surrogate is still considerable. In this work, we will show that a better 
performance can be achieved if the surrogate approximation error is explicitly 
quantified and gradually reduced in an adaptive manner.  
To quantify the approximation error of the surrogate, we propose and compare two 
strategies. In the first strategy, instead of using the single surrogate constructed by 
LARS-PCE, we further obtain an ensemble of PCE surrogates by drawing multiple 
realizations of the PCE coefficients with MCMC, conditioned on the same training data 
set used by LARS-PCE. Then we can obtain multiple sets of competing surrogate 
outputs, which can be used to assess the surrogate approximation uncertainty. This 
strategy shares some similarity with the widely used method of Bayesian model 
averaging, which adopts multiple numerical models to represent conceptual model 
uncertainty (Duan et al., 2007; Madadgar & Moradkhani, 2014; Ye et al., 2010). This 
idea is also inspired by the work of (Arnst et al., 2010), where the PCE coefficients are 
simulated as random variables in a Bayesian framework. In the second strategy, we 
directly simulate the surrogate approximation error with a machine learning method, 
i.e., GP, based on the difference between the high-fidelity and the LARS-PCE surrogate 
model outputs at the training points. Then we use the LARS-PCE outputs plus the GP 
outputs as the corrected surrogate outputs in MCMC simulations. In developing the 
second strategy, we have also drawn some inspiration from another way of treating 
conceptual model error, i.e., explicitly characterizing the difference between the actual 
measurement data and the corresponding model outputs with a statistical method (Xu 
& Valocchi, 2015; Xu et al., 2017).  
Generally, the posterior distribution of model parameters occupies only a small 
proportion of the prior distribution. Thus, the variance of the high-fidelity model 
outputs in the posterior will be smaller than that in the prior, which means the input-
output relationship of the high-fidelity model can be more accurately captured by the 
surrogate in the posterior than in the prior, if a limited number of high-fidelity model 
evaluations are allowed. With an active learning process proposed in our previous 
works (Zhang et al., 2016; Zhang et al., 2018a), we can gradually reduce the surrogate 
approximation error to a small level in the posterior region. To our best knowledge, this 
adaptive approach to explicitly quantify and gradually reduce the surrogate 
approximation error over the posterior distribution is rather new. And as will be 
demonstrated in the latter part of this paper, this adaptive approach can enjoy both high 
efficiency and accuracy in MCMC simulations. Thus, we believe that the proposed 
method has its value in both theoretical and practical aspects. 
The remainder of this paper is structured as follows. In Section 2, we present some 
essential knowledge about MCMC, LARS-PCE, and the adaptive approach to quantify 
and gradually reduce the surrogate approximation error. Then in Section 3, we 
demonstrate the performance of the proposed approach with three case studies 
involving high-dimensionality, multi-modality and a real-world application, 
respectively. Finally, some conclusions and discussions are provided in Section 4.  
2. Methods 
For simplicity, we can represent the hydrological model of concern in the 
following form: 
 ?̃? = 𝑓(𝐦) + 𝛆, (1) 
where 𝑓(∙) is the high-fidelity model with model parameters 𝐦 ∈ ℝ𝑁m×1, and ?̃? ∈
ℝ𝑁y×1 is a vector for the measurements with error 𝛆 ∈ ℝ𝑁y×1. Our initial knowledge 
about the model parameters 𝐦 is represented by a prior distribution 𝑝(𝐦). When the 
measurements ?̃? are available, we can update our knowledge about 𝐦 according to 
Bayes’ theorem: 
𝑝(𝐦|?̃?) =
𝑝(𝐦)𝑝(?̃?|𝐦)
∫ 𝑝(?̃?|𝐦)𝑝(𝐦)𝑑𝐦
∝ 𝑝(𝐦)ℒ(𝐦|?̃?), (2) 
where 𝑝(𝐦|?̃?) is the posterior distribution, ℒ(𝐦|?̃?) ≡ 𝑝(?̃?|𝐦) is the likelihood, and 
𝑝(?̃?) = ∫ 𝑝(?̃?|𝐦)𝑝(𝐦)𝑑𝐦 is the so-called Bayesian evidence or marginal likelihood, 
which is a constant. When the measurement error 𝛆 is normally distributed with zero-
mean and standard deviation ?̃? = {?̃?1,…,?̃?𝑁y}, the likelihood can be expressed as: 
 ℒ(𝐦|?̃?) =∏
1
?̃?𝑖√2𝜋
𝑁y
𝑖=1
exp [−
1
2
(
?̃?𝑖 − 𝑓𝑖(𝐦)
?̃?𝑖
)
2
] , (3) 
where ?̃?𝑖 and 𝑓𝑖(𝐦) are the ith components of the measurements ?̃? and the model 
outputs 𝑓(𝐦), respectively. In nonlinear, complex problems, 𝑝(𝐦|?̃?) usually cannot 
be obtained analytically. Then one has to approximate the posterior with a numerical 
method, e.g., MCMC. 
2.1. Markov Chain Monte Carlo Simulation 
MCMC works by generating a (quasi-)random walk through the parameter space 
to form one or more Markov chains. Under strict conditions of ergodicity and 
reversibility, the chain(s) can converge to the target distribution, i.e., the posterior 
distribution of model parameters here, after enough steps (i.e., the so-called burn-in 
period). Then one can use samples in the chains to approximate the statistics of 𝑝(𝐦|?̃?). 
MCMC can be implemented with the following procedure (Brooks et al., 2011): 
Step 1. At the initial step, draw an initial state 𝐦0 of the Markov chain(s) from 
the prior distribution, i.e., 𝐦0 ∼ 𝑝(𝐦). 
Step 2. At step 𝑡 (𝑡 ≥ 1) , generate a proposal state 𝐦p  from a proposal 
distribution 𝑞𝑡(∙) conditioned on the previous state 𝐦𝑡−1, i.e., 𝐦p ∼ 𝑞𝑡(𝐦𝑡−1, ∙). 
Step 3. According to the Metropolis-Hastings rule (Hastings, 1970; Metropolis et 
al., 1953), accept 𝐦p with the following probability: 
 𝑝acc = min [1,
𝑝(𝐦p|?̃?)𝑞(𝐦p → 𝐦𝑡−1)
𝑝(𝐦𝑡−1|?̃?)𝑞(𝐦𝑡−1 → 𝐦𝑝)
] , (4) 
where 𝑝(𝐦p|?̃?)  and 𝑝(𝐦𝑡−1|?̃?)  are the posterior densities of 𝐦p  and 𝐦𝑡−1 , 
𝑞(𝐦p → 𝐦𝑡−1) and 𝑞(𝐦𝑡−1 → 𝐦p) are the probabilities of trail moves from 𝐦p to 
𝐦𝑡−1 and from 𝐦𝑡−1 to 𝐦p, respectively.  
Step 4. Let 𝑡 = 𝑡 + 1 , repeat Steps 2-3 until 𝑡 = 𝑡max  (i.e., the user-defined 
maximum iteration number). 
Over the past decade, many algorithms have been developed to improve the 
efficiency of MCMC simulations. In this paper, we adopt the DREAM(ZS) algorithm 
that uses a mixture of parallel and snooker jumping distributions to generate the 
proposal states based on a thinned history of the Markov chains. It is noted here that 
DREAM(ZS) uses the Metropolis rule where 𝑞(𝐦p → 𝐦𝑡−1) = 𝑞(𝐦𝑡−1 → 𝐦p)  to 
calculate the acceptance probability, i.e., 
 𝑝acc = min [1,
𝑝(𝐦p|?̃?)
𝑝(𝐦𝑡−1|?̃?)
] . (5) 
For the implementation details of DREAM(ZS), one can refer to (Laloy & Vrugt, 2012; 
Laloy et al., 2013; Vrugt, 2016). 
2.2. Surrogate Construction with LARS-PCE 
Generally, MCMC requires a large number of iterations to reach convergence, 
which means a high computational cost when the hydrological model 𝑓(𝐦) is CPU-
intensive. In this situation, using a CPU-efficient surrogate 𝑓(𝐦)  in the MCMC 
simulation will be an appropriate option. Here, we use the LARS-PCE method proposed 
by Blatman & Sudret (2011) to construct a surrogate for the high-fidelity model.  
In PCE, the model output is approximated with orthogonal polynomials in the 
following way: 
 𝑓(𝐦) ≈ 𝑓(𝐦) = ∑𝑐𝑖𝜓𝑖(𝐦)
𝑃−1
𝑖=0
= 𝐜T𝛙(𝐦), (6) 
where 𝛙(𝐦) = {𝜓0(𝐦),…,𝜓𝑃−1(𝐦)}
T are orthogonal polynomials over the model 
parameter distribution, 𝐜 = {𝑐0,…,𝑐𝑃−1}
T are the corresponding coefficients that can 
be determined with the intrusive Galerkin method, or the non-intrusive 
projection/regression method (Choi et al., 2004; Xiu, 2010), and 𝑃 is the total number 
of PCE terms, respectively. Here, “orthogonal” means that 
 ⟨𝜓𝑖(𝐦),𝜓𝑗(𝐦)⟩ = ∫𝜓𝑖(𝐦)𝜓𝑗(𝐦)
Θ
𝑝(𝐦)𝑑𝐦 = {
0 if 𝑖 ≠ 𝑗,
1 if 𝑖 = 𝑗,
 (7) 
where Θ is the support of 𝑝(𝐦).  
As the number of 𝑓(𝐦) evaluations needed by surrogate construction increases 
with the number of PCE terms (which grows dramatically with parameter dimension), 
it is beneficial to only retain the terms that have significant impacts on the model output 
and set zero-coefficients to the other unimportant terms. This turns the classical full 
PCE to a sparse PCE (Blatman & Sudret, 2008). In LARS-PCE, a hyperbolic scheme 
is used to truncate the PCE terms for a sparse representation, which favors the low-
order interactions more than the high-order interactions in the model. The significant 
PCE coefficients are automatically detected by least angle regression (Efron et al., 2004) 
in an adaptive manner. To check the accuracy of the sparse PCE surrogate, the corrected 
leave-one-out error can be calculated for assessment. Then the obtained sparse PCE can 
be represented as: 
 𝑓(𝐦) ≈ 𝑓(𝐦) = ∑ 𝑐𝑗
s𝜓𝑗
s(𝐦)
𝑄−1
𝑗=0
= 𝐜sT𝛙s(𝐦), (8) 
where 𝛙s(𝐦) = {𝜓0
s(𝐦),…,𝜓𝑄−1
s (𝐦)}
T
 are the significant orthogonal polynomials, 
𝐜s = {𝑐0
s,…,𝑐𝑄−1
s }
T
 are the corresponding coefficients, and 𝑄 is the total number of 
PCE terms that are retained.  
In LARS-PCE, one can set high PCE orders (then the number of full PCE terms 
𝑃 will be rather large) in nonlinear problems to obtain good performances without 
significantly increasing the computational cost of surrogate construction (i.e., the 
number of retained PCE terms 𝑄 is not huge). As the LARS-PCE method itself is not 
the focus of this paper, further details about this method are not presented here. 
Interested readers can refer to (Blatman & Sudret, 2011). Moreover, a MATLAB 
package named UQLab that includes LARS-PCE and many other useful algorithms for 
uncertainty quantification is also available (Marelli & Sudret, 2014). 
2.3. The Adaptive Approach to Quantify and Reduce the Surrogate 
Approximation Error 
Based on the high-fidelity training data, 𝐌 = {𝐦1,…,𝐦𝑁t}  and 𝐘 =
{𝑓(𝐦1),…,𝑓(𝐦𝑁t)}, we can construct a single LARS-PCE surrogate 𝑓(𝐦), which can 
be used to improve the efficiency of MCMC simulation. Nevertheless, due to the 
unavoidable discrepancy between the high-fidelity and the surrogate model outputs, 
using 𝑓(𝐦) directly in the MCMC simulation will introduce some bias. Below we 
will propose two strategies to quantify the surrogate approximation error and an 
adaptive approach to gradually reduce this error to a small level in the posterior region. 
2.3.1. Strategy A: Estimating Surrogate Approximation Uncertainty with MCMC 
The idea behind the first strategy (Strategy A) is that using a single PCE surrogate 
can overlook the surrogate approximation uncertainty, and it will be better to obtain an 
ensemble of competing surrogates. In LARS-PCE, as the significant PCE terms (i.e., 
the significant orthogonal polynomials 𝛙s) have been identified, we can assess the 
surrogate approximation uncertainty through evaluating the uncertainty of the PCE 
coefficients 𝐜s. To realize this idea, we can treat 𝐜s as uncertain variables and use 
MCMC to sample the posterior distribution of 𝐜s , conditioned on the same high-
fidelity training data used to construct the single LARS-PCE surrogate (i.e., 𝐌 and 
𝐘). It means that this strategy does not require any extra evaluations of the high-fidelity 
model. 
Here, we set the coefficients of the single LARS-PCE surrogate as the initial state 
of MCMC, which is beneficial for a quick convergence. The Gaussian likelihood with 
measurement error integrated out is used to evaluate the performance of each state in 
the Markov chains (Vrugt, 2016). For the sake of numerical stability, we will use the 
log-likelihood instead of the likelihood in the MCMC simulation, i.e., 
 ℒlog(𝐜
s|𝐘) = −
𝑁t
2
log {∑[𝐜sT𝛙s(𝐦𝑖) − 𝑓(𝐦𝑖)]
2
𝑁t
𝑖=1
}. (9) 
Finally, we can obtain an ensemble of 𝑁e posterior samples of 𝐜
s, i.e., {𝐜1
s,…,𝐜𝑁e
s }. 
Given an arbitrary set of model parameters 𝐦∗, we can obtain an ensemble of surrogate 
outputs, i.e., ?̂? = {𝐜1
sT𝛙s(𝐦∗),…,𝐜𝑁e
s T𝛙s(𝐦∗)} , to represent the surrogate 
approximation uncertainty.  
2.3.2. Strategy B: Simulating Surrogate Approximation Error with Another 
Surrogate 
In the second strategy (Strategy B), we will use another surrogate construction 
method, i.e., Gaussian process (GP), to directly simulate the surrogate approximation 
error of LARS-PCE, i.e., 𝑔(𝐦) = 𝑓(𝐦) − 𝑓(𝐦). GP uses a (multivariate) Gaussian 
distribution to predict the quantity of interest (QoI): 
 QoI ∼ 𝒢𝒫(𝜇(∙),𝑘(∙ , ∙)), (10) 
where 𝜇(∙) is the mean function, and 𝑘(∙ , ∙) is the covariance function. In this paper, 
the zero mean function 𝜇(𝐦) = 0 and squared exponential covariance function 
 𝑘(𝐦,𝐦′) = 𝜎2 exp [−
1
2
∑(
𝐦𝑛 −𝐦𝑛
′
𝑙𝑛
)
2𝑁m
𝑛=1
] (11) 
are used. The zero mean function and squared exponential covariance function are the 
most widely-used forms that are applicable to a wide range of problems (Rasmussen & 
Williams, 2006). Here, 𝜎  and {𝑙1,…,𝑙𝑁m}  are hyperparameters of the covariance 
function, 𝐦 and 𝐦′ are two arbitrary sets of model parameters, respectively.  
Based on the training data 𝐌 = {𝐦1,…,𝐦𝑁t} and 𝐄 = {𝑔(𝐦1),…,𝑔(𝐦𝑁t)}, we 
can train the GP system and obtain the conditional mean and variance of the QoI at an 
arbitrary set of model parameters 𝐦∗: 
 𝜇|𝐄(𝐦
∗) = 𝑘(𝐦∗, 𝐌)𝑘(𝐌, 𝐌)−𝟏𝐄, (12) 
 𝜎2|𝐄 = 𝑘(𝐦
∗, 𝐦∗) − 𝑘(𝐦∗, 𝐌)𝑘(𝐌, 𝐌)−1𝑘(𝐌, 𝐦∗), (13) 
where the ith component of 𝑘(𝐦∗, 𝐌) ∈ ℝ1×𝑁t is 𝑘(𝐦∗, 𝐦𝑖), the component at the 
ith row and jth column of 𝑘(𝐌, 𝐌) ∈ ℝ𝑁t×𝑁t is 𝑘(𝐦𝑖, 𝐦𝑗), and 𝑘(𝐌, 𝐦
∗) ∈ ℝ𝑁t×1 
is the transpose of 𝑘(𝐦∗, 𝐌), respectively. Then we use the conditional mean function 
defined in equation (12) to approximate the surrogate approximation error 𝑔(𝐦), i.e., 
𝑔(𝐦) ≈ 𝜇|𝐄(𝐦). In MCMC simulation, we will use 𝑓c(𝐦) = 𝑓(𝐦) + 𝜇|𝐄(𝐦) as the 
corrected surrogate output to account for the surrogate approximation error. It is noted 
here that we only use the conditional mean of equation (12) to simulate the surrogate 
approximation error, which is not required to fit a Gaussian distribution 
Algorithm 1 Surrogate modeling that considers surrogate approximation error.  
1. Generate the high-fidelity training data 𝐌 = {𝐦1,…,𝐦𝑁t} and 𝐘 = {𝑓(𝐦1),…,𝑓(𝐦𝑁t)}. 
2. Based on {𝐌 𝐘}, build the single LARS-PCE surrogate 𝑓(𝐦) = 𝐜0
sT𝛙s(𝐦). 
3. Use Strategy A or Strategy B to quantify the surrogate approximation error. 
Strategy A:  
  a. Treat 𝐜s as random variables, define a log-likelihood function in equation (9). 
b. Explore the posterior distribution of 𝐜s with MCMC conditioned on {𝐌 𝐘}. 
c. Draw 𝑁e posterior samples of 𝐜
s, i.e., {𝐜1
s,…,𝐜𝑁e
s }. 
d. Use {𝐜1
sT𝛙s(𝐦),…,𝐜𝑁e
s T𝛙s(𝐦)} to quantify the surrogate approximation uncertainty. 
Strategy B: 
  a. Calculate 𝐄 = {𝑓(𝐦1) − 𝑓(𝐦1),…,𝑓(𝐦𝑁t) − 𝑓(𝐦𝑁t)}. 
  b. Train a GP surrogate ?̂?(𝐦) conditioned on {𝐌 𝐄}, where ?̂?(𝐦) ≈ 𝑓(𝐦) − 𝑓(𝐦). 
  c. Use 𝑓c(𝐦) = 𝑓(𝐦) + ?̂?(𝐦) as the corrected surrogate.  
4. Accelerate uncertainty quantification (e.g., MCMC simulation) with surrogate modeling.  
In algorithm 1, we summarize the implementation procedures of Strategy A and 
Strategy B. It should be pointed out here that the method proposed in this paper is 
general, although two specific surrogates (i.e., LARS-PCE and GP) are used in the 
implementation. Other surrogates can also be used here. For the first strategy, if a 
surrogate can be constructed in a spectral form (i.e., expanded with some basis 
functions), we can use MCMC to characterize the uncertainty in the coefficients, and 
thus the surrogate approximation uncertainty. For the second strategy, we can use an 
arbitrary surrogate to approximate the input-output relationship of the high-fidelity 
model, and then use another one (even with the same type) to represent the surrogate 
approximation error (i.e., the output difference between the high-fidelity model and the 
surrogate). In summary, we believe that the proposed method is not limited to specific 
surrogates. 
2.3.3. The Adaptive Process to Reduce the Surrogate Approximation Error 
Nevertheless, in many nonlinear hydrological systems, given a limited (and even 
a rather large) number of high-fidelity training data randomly drawn from the prior 
distribution, the original input-output relationship generally cannot be accurately 
captured even by a state-of-the-art surrogate modeling technique, e.g., LARS-PCE. On 
the other hand, as the posterior usually occupies a small proportion of the prior 
distribution, the variance of the high-fidelity model outputs in the posterior will be 
smaller than that in the prior, which means that the input-output relationship of the high-
fidelity model can be more easily captured by the surrogate in the posterior region. 
Based on this idea, here we formulate an active learning process that iteratively adds 
new training data that gradually approach to the posterior region to refine the surrogate 
locally. At each iteration, the added training data are sampled from the approximated 
posterior of the surrogate-based MCMC simulation. After enough iterations, we can 
obtain a locally accurate surrogate and an accurate estimation of the posterior 
distribution. 
A complete procedure of the approach proposed in this paper is given in Algorithm 
2. At the beginning, 𝑁ini random samples are drawn from the prior distribution of 
model parameters, i.e., 𝐌 = {𝐦1,…,𝐦𝑁ini}. With 𝐌 and the corresponding high-
fidelity model outputs 𝐘 = {𝑓(𝐦1),…,𝑓(𝐦𝑁ini)}, we can train and obtain an initial 
surrogate 𝑓0(𝐦) using the LARS-PCE method. Generally, the accuracy of 𝑓0(𝐦) is 
far from enough to obtain satisfying inversion results in MCMC simulation even when 
Strategy A or Strategy B is used to account for the surrogate approximation error. 
Nevertheless, the approximated posterior 𝑝0(𝐦|?̃?)  is slightly closer to the real 
posterior than the prior 𝑝(𝐦) . From 𝑝0(𝐦|?̃?) , we can draw 𝑁a  samples 𝐌a =
{𝐦a,1,…,𝐦a,𝑁a} that are expected to be closer to the posterior region than the prior 
samples. Then we can add them to the pool of existing training data set, i.e., 𝐌 = {𝐌, 
𝐌a}  and 𝐘 = {𝐘, 𝐘a} , where 𝐘a  are the high-fidelity model outputs of 𝐌a , and 
construct a new surrogate 𝑓1(𝐦)  accrodingly. In constructing the surrogate, the 
computational time increases with the number of training data points. So in practice we 
can also use a subset of {𝐌 𝐘}, where the samples that are far from the measurements 
?̃?  are discarded (e.g., using the likelihood function defined in equation (3) as a 
measure). To improve the efficiency of MCMC simulation, we will use a thinned chain 
history of the previous MCMC simulation to generate the initial states for the present 
MCMC simulation. In this way, the present MCMC simulation is actually connected 
with the previous one and thus it can converge to the stationary regime quickly. The 
aforementioned surrogate refinement and surrogate-based MCMC simulation that 
considers surrogate approximation error will be further iterated 𝐼max − 1 times. Finally, 
the posterior is approximated with 𝑝𝐼max(𝐦|?̃?). 
It is noted that parameter sensitivity plays an important role in many situations. In 
the worst (unlikely) case, if all parameters are insensitive to the measurements, any 
inverse modeling method will then perform badly. In many cases, however, there will 
always be some parameters that are sensitive and we can reduce their uncertainties by 
conditioning on the measurements (or it will be useless to collect the measurement data 
to calibrate the model). Then the posterior region will be narrower than the prior region, 
i.e., the posterior is a subset of the prior. It is understandable that constructing a locally 
accurate surrogate (i.e., in the subset region) is less computationally demanding than 
constructing a globally accurate one. The contribution of this work is to propose a 
method that adaptively refines a surrogate in the posterior region. To address the 
(possible) problem of parameter insensitivity, we can conduct sensitivity analysis 
before parameter estimation, and design the optimal collection of measurement data 
that contain enough information about the parameters, e.g., (Siade et al., 2017; Wang et 
al., 2018; Zhang et al., 2015). 
Algorithm 2 Adaptive surrogate-based MCMC simulation considering surrogate approximation 
error.  
1. Draw 𝑁ini random samples from 𝑝(𝐦), i.e., 𝐌 = {𝐦1,…,𝐦𝑁ini}, calculate 𝐘 =
{𝑓(𝐦1),…,𝑓(𝐦𝑁ini)}. 
2. Build an initial LARS-PCE surrogate 𝑓0(𝐦) based on {𝐌 𝐘}. 
3. Run MCMC with 𝑓0(𝐦) and Strategy A or B, obtain ?̃?0(𝐦|?̃?). 
4. for 𝑖 = 1,…,𝐼max do 
Draw 𝑁a  random samples, 𝐌a = {𝐦a,1,…,𝐦a,𝑁a} , from ?̃?𝑖−1(𝐦|?̃?) , calculate 𝐘a =
{𝑓(𝐦a,1),…,𝑓(𝐦a,𝑁a)}. Let 𝐌 = {𝐌, 𝐌a}, 𝐘 = {𝐘, 𝐘a}. 
Build a LARS-PCE surrogate 𝑓𝑖(𝐦) based on {𝐌 𝐘} or their subset. 
Based on previous MCMC simulation results, run MCMC with 𝑓𝑖(𝐦) and Strategy A or 
B, obtain ?̃?𝑖(𝐦|𝐲 ̃). 
end for 
5. The posterior is approximated with ?̃?𝐼max(𝐦|?̃?). 
3. Illustrative Examples 
3.1. Example 1: A Contaminant Source Identification Problem 
To demonstrate the performance of the proposed method, we will test in this 
section a numerical case that solves a groundwater contaminant source identification 
problem, which is adopted from our previous study (Zhang et al., 2018a). This case 
study involves nonlinear processes that have 28 unknown model parameters, which 
poses a challenge for solving an inverse problem. 
[Figure 1] 
Here, we consider steady-state saturated groundwater flow and solute transport in 
a confined aquifer. In the horizontal direction, the length of the domain is 20[L], and 
in the vertical direction, the length is 10[L] (Figure 1). On the upper and lower sides 
of the domain, the no-flow condition is prescribed. On the left and right sides, the 
constant-head condition is prescribed (12[L] and 11[L], respectively). At the initial 
time, the hydraulic head is 11[L] everywhere except for the left boundary (12[L]). 
With the above initial conditions and boundary conditions, we can obtain a steady-state 
flow field by solving 
 
∂
∂𝑥𝑖
(𝐾𝑖
𝜕ℎ
𝜕𝑥𝑖
) = 0 (14) 
numerically with MODFLOW (Harbaugh et al., 2000), and the velocity of pore water 
in the ith direction 𝑣𝑖[LT
−1] can be obtained as follows: 
 𝑣𝑖 = −
𝐾𝑖
𝜃
𝜕ℎ
𝜕𝑥𝑖
. (15) 
Here, 𝑥𝑖[L]  signifies the distance in the respective direction ( 𝑖 = 1  for the 𝑥 
direction and 𝑖 = 2  for the 𝑦  direction), ℎ[L]  is the hydraulic head, 𝐾𝑖[LT
−1] 
represents the component of hydraulic conductivity in the ith direction, and 𝜃[-] is the 
porosity of the aquifer, respectively. Here, the conductivity field is unknown and 
heterogeneous, whose log-transformed values 𝑌 = ln𝐾  are spatially correlated 
according to the following function: 
 𝐶𝑌(𝑥𝑎, 𝑦𝑎; 𝑥𝑏, 𝑦𝑏) = 𝜎𝑌
2exp (−
|𝑥𝑎 − 𝑥𝑏|
𝑙𝑥
−
|𝑦𝑎 − 𝑦𝑏|
𝑙𝑦
) , (16) 
where (𝑥𝑎, 𝑦𝑎) and (𝑥𝑏, 𝑦𝑏) are two arbitrary locations, 𝜎𝑌
2 signifies the variance of 
the 𝑌  field, and 𝑙𝑥(𝑙𝑦)  denotes the correlation length in the 𝑥(𝑦)  direction, 
respectively. Utilizing this correlation relationship, we can reduce the dimensionality 
of the 𝑌 field with the Karhunen-Loève (KL) expansion (Zhang & Lu, 2004) from the 
model grid number (81 × 41) to the number of truncated KL terms (𝑁KL): 
 𝑌(𝐱) ≈ ?̅?(𝐱) +∑√𝜏𝑖𝑠𝑖(𝐱)𝜉𝑖
𝑁KL
𝑖=1
, (17) 
where 𝐱 = (𝑥, 𝑦) signifies the location, ?̅?(𝐱) is the mean function of the 𝑌 field, 
𝑠𝑖(𝐱) and 𝜏𝑖 denote the eigenfunctions and eigenvalues of the correlation function of 
equation (16), and 𝜉𝑖  represent independent standard Gaussian random variables, 
respectively. Here, we retain 𝑁KL = 20 KL terms, which can keep about 88.3% of the 
total variance of the 𝑌 field. In the flow process, the uncertainty only stems from the 
conductivity field, which is characterized by the 20 unknown KL terms, while other 
parameters are assumed to be known from field survey, i.e., 𝜃 = 0.25[-], 𝜎𝑌
2 = 0.4, 
𝑙𝑥 = 10[L], 𝑙𝑦 = 5[L], and ?̅?(𝐱) = 2, respectively. 
In the flow field, some amount of non-reactive solute is released from an unknown 
contaminant source that is located somewhere in the red dashed rectangle depicted in 
Figure 1. The strength of the source measured by the mass loading rate varies with time 
and is characterized by six parameters, i.e., 𝑠𝑖[MT
−1] during 𝑡 = 𝑖:𝑖 + 1[T], for 𝑖 =
1,…,6. Then the contaminant concentration 𝐶[ML−3] at any time and location can be 
obtained by solving the advection-dispersion equation 
 
∂(𝜃𝐶)
∂𝑡
=
∂
∂𝑥𝑖
(𝜃𝐷𝑖𝑗
𝜕𝐶
𝜕𝑥𝑗
) −
𝜕
𝜕𝑥𝑖
(𝜃𝑣𝑖𝐶) + 𝑞s𝐶s (18) 
with MT3DMS (Zheng & Wang, 1999). Here, 𝑡[T]  is the time, 𝑞s[T
−1]  is the 
volumetric flow rate per unit volume of the aquifer, 𝐶s[ML
−3] is the concentration of 
the contaminant source, and 𝐷𝑖𝑗[L
2T−1] are the hydrodynamic dispersion coefficient 
tensors that have the following four components: 
 
{
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𝐷22 =
1
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𝐷12 = 𝐷21 =
1
‖𝐯‖2
(𝛼L − 𝛼T)𝑣1𝑣2,
 (19) 
where 𝛼L  and 𝛼T[L]  signify the longitudinal and transverse dispersivities, and 
‖𝐯‖2 = √𝑣1
2 + 𝑣2
2 denotes the magnitude of the velocity 𝐯, respectively. In the solute 
transport process, the unknown parameters are the location of the contaminant source, 
i.e., (𝑥s,𝑦s)[L], and the six source strength parameters, i.e., 𝑠1 ∼ 𝑠6[MT
−1]. While 
other parameters are assumed to be known as 𝛼L = 0.3[L]  and 𝛼T = 0.03[L] , 
respectively. 
So in total there are 28 unknown parameters, i.e., the 20 KL terms for the 
conductivity field and the eight source parameters. To infer the unknown parameters, 
we collect measurements of the head and concentration at 15 wells denoted by the blue 
circles in Figure 1. As the flow field is steady-state, the head measurements are 
collected only once. Thus, there are 15 head measurements in total. The concentration 
measurements are obtained at five moments of 𝑡 = 6, 8, 10, 12, 14[T]. Thus, there are 
75 concentration measurements altogether. Here, the measurements are generated from 
one set of true model parameters 𝐦true with additive errors. In this case study, the 
measurement error of head is assumed to fit 𝜀h ∼ 𝒩(0, 0.01
2), and for concentration 
measurement the error fits 𝜀C ∼ 𝒩(0, 0.01
2) . As mentioned above, the prior 
distribution for each component of the 20 KL terms is a standard Gaussian distribution, 
i.e., 𝜉𝑖 ∼ 𝒩(0, 1
2) , for 𝑖 = 1,…,20 . The prior distributions for the eight source 
parameters are all uniform. The corresponding ranges and true values of the source 
parameters are listed in Table 1, and the true 𝑌 field that is generated from 20 true KL 
terms is shown in Figure 9a. 
[Table 1] 
Conditioned on the 90 measurements, we implement four different MCMC 
approaches to infer the 28 unknown parameters. The four approaches are (1) the high-
fidelity MCMC simulation (𝑓(𝐦)-MCMC), (2) the adaptive surrogate-based MCMC 
simulation without considering the surrogate approximation error (𝑓(𝐦)-MCMC), (3) 
the adaptive surrogate-based MCMC simulation that considers the surrogate 
approximation error with Strategy A (𝑓(𝐦)-MCMC+Strategy A), and (4) the adaptive 
surrogate-based MCMC simulation that considers the surrogate approximation error 
with Strategy B (𝑓(𝐦)-MCMC+Strategy B), respectively. 
[Figure 2] 
In the high-fidelity MCMC simulation, there are 15 parallel chains. The length of 
each chain is 60,000, which means that the total number of high-fidelity model 
evaluations is 900,000. The Gaussian likelihood defined in equation (3) is used to 
evaluate the goodness-of-fit between the measurements ?̃?  and the corresponding 
model outputs 𝑓(𝐦). As shown in Figure 2, the chains (blue dots) for the eight source 
parameters can accurately catch the true values (black crosses). To monitor the 
convergence of the Markov chains, we depict the evolution of the ?̂?-statistics proposed 
by Gelman & Rubin (1992) for the 28 model parameters in Figure 3. When the values 
of ?̂?-statistics are below 1.2 (black dashed line), we can declare a good convergence 
for the high-fidelity MCMC simulation. Then we use the high-fidelity MCMC 
simulation results as a reference to check the performances of the three adaptive 
surrogate-based MCMC simulations. 
[Figure 3] 
The 𝑓(𝐦)-MCMC simulation is implemented in the same way as Algorithm 2, 
except that neither Strategy A nor Strategy B is utilized to quantify the surrogate 
approximation error. To account for the surrogate approximation error in a quantitative 
manner, 𝑓(𝐦)-MCMC+Strategy A and 𝑓(𝐦)-MCMC+Strategy B utilize Strategy A 
and Strategy B in the MCMC simulation, respectively. When implementing Strategy A, 
we first calculate the surrogate mean (𝛍PCE) and variance (𝛔PCE) from an ensemble of 
𝑁e = 20  competing surrogates. Then we use 𝛍PCE  as the surrogate outputs and 
augment 𝛔PCE  to the measurement error variance ?̃?  in the likelihood function 
defined in equation (3). 
[Figure 4] 
In the three adaptive surrogate-based MCMC simulations, the initial numbers of 
training data drawn from the prior distribution are all 𝑁ini = 200. Based on these initial 
training data, we can construct a LARS-PCE surrogate to accelerate the MCMC 
simulations. At each iteration, we draw 𝑁a = 20  random samples from the 
approximated posterior distribution as the new training data set 𝐌a. Then we calculate 
the model outputs with the high-fidelity model 𝑓(𝐦) and add the 𝑁a new training 
data to refine the surrogate. The iterations of surrogate refinement and surrogate-based 
MCMC simulation are implemented 𝐼max = 25 times (please refer to Algorithm 2). So 
in all the three adaptive surrogate-based MCMC simulations, the total numbers of the 
high-fidelity model evaluations are 𝑁ini + 𝑁a*𝐼max = 700.  
[Figure 5] 
In Figure 2, we also show the posterior mean estimates of the eight source 
parameters obtained from 𝑓(𝐦)-MCMC  (red circles), 𝑓(𝐦)-MCMC+Strategy A 
(red diamonds), and 𝑓(𝐦)-MCMC+Strategy B (red squares), respectively. From this 
figure, we can find that if the surrogate approximation error is not considered, the 
inversion results will be significantly biased, even though the adaptive process of 
surrogate refinement is implemented. In Figure 4, we plot the initial and added high-
fidelity training data for the eight source parameters in the 𝑓(𝐦)-MCMC approach. It 
again shows that neglecting the surrogate approximation error will deteriorate the active 
learning process that is essential to obtain a locally accurate surrogate.  
[Figure 6] 
When the surrogate approximation error is quantified with Strategy A or Strategy 
B, the posterior mean estimates of the eight source parameters can be greatly improved, 
while no extra high-fidelity model evaluations are required. In Figures 5 and 6, we also 
plot the initial and added training data for the eight source parameters in the 
𝑓(𝐦)-MCMC+Strategy A and 𝑓(𝐦)-MCMC+Strategy B approaches, respectively. 
From Figures 2-6, we can conclude that accounting for the surrogate approximation 
error can significantly reduce the bias in the inversion results, while adopting Strategy 
B can produce more accurate results than Strategy A. We think the reasons are twofold. 
First, in Strategy A, we are trying to add some uncertainty to the surrogate outputs so 
that they are more likely to cover the high-fidelity outputs. Although Strategy A can 
reduce the bias introduced by the surrogate approximation error (this can be concluded 
by comparing Figures 4 and 5), the approximated posterior distribution will be always 
wider due to the added surrogate approximation uncertainty. Thus, Strategy A is still 
not an optimal choice although it is better than the 𝑓(𝐦)-MCMC approach. Second, 
in Strategy B, we are trying to generate a direct jump from the surrogate outputs to the 
high-fidelity outputs, which introduces far less uncertainty than Strategy A. This can 
also be verified by comparing Figures 5 and 6, where the training data generated by 
Strategy B are more concentrated. Moreover, as a regression-based method, LARS-
PCE is better at simulating the global behavior of the high-fidelity model. As a kernel-
based method, GP is more skilled in capturing the local variations (e.g., the surrogate 
approximation error). So we think one key factor of Strategy B is that it integrates two 
methods (i.e., LARS-PCE and GP) that complement each other. According to the above 
comparison and reasoning, the 𝑓(𝐦)-MCMC+ Strategy B approach is more 
recommended. 
[Figure 7] 
In Figure 7, we further show the evolution of the error of the surrogate in the 
𝑓(𝐦)-MCMC+Strategy B approach at the true model parameters 𝐦true  with the 
following indicator: 
 Err(𝑖) = √
1
𝑁y
∑[
𝑓𝑗(𝐦true) − 𝑓𝑖,𝑗(𝐦true)
?̃?𝑗
]
2𝑁y
𝑗=1
 , (20) 
where 𝑖 is the iteration index, ?̃?𝑗 is the standard deviation of the 𝑗th measurement, 
𝑓𝑖,𝑗(𝐦true)  and 𝑓𝑗(𝐦true)  are the 𝑗th  surrogate output constructed at the 𝑖th 
iteration and the 𝑗th  high-fidelity output, respectively. It is clear that using the 
recommended approach, we can gradually build a very accurate surrogate near the true 
model parameters. 
[Figure 8] 
In Figure 8, we compare the marginal posterior probability density functions 
(PPDFs) of the eight contaminant source parameters estimated by the high-fidelity 
MCMC simulation (i.e., the 𝑓(𝐦)-MCMC  approach, red curves) and the 
𝑓(𝐦)-MCMC+ Strategy B approach (blue dashed curves). It is found that the 
𝑓(𝐦)-MCMC+Strategy B approach can accurately estimate the posterior distribution 
of the model parameters. In Figures 9b and 9c, we further draw the estimated 𝑌 fields 
from the above two approaches. It is clear that both the high-fidelity MCMC simulation 
and the 𝑓(𝐦)-MCMC+Strategy B approach can capture the main patterns of the true 
field (Figure 9a). 
 [Figure 9] 
In the proposed method, the surrogate-based MCMC simulation is not 
implemented only once, but multiple times. During each MCMC simulation, the 
surrogate model used is unchanged. When the MCMC simulation at the 𝑖th step is 
finished, we can obtain an approximated posterior. Then we draw some parameter 
samples from the approximated posterior and calculate their high-fidelity model outputs 
as new train data to refine the surrogate locally. At step 𝑖+1 , using this updated 
surrogate, we restart a new MCMC simulation that has its own burn-in period. To 
improve the search efficiency, the starting states of this new MCMC simulation are 
from the previous MCMC simulation results. Moreover, the proposed 
𝑓(𝐦)-MCMC+Strategy B approach can obtain almost identical marginal PPDFs of 
model parameters as the high-fidelity MCMC simulation (Figure 8). Thus, the proposed 
approach that adaptively refines the surrogate over the posterior distribution does not 
violate the theory of MCMC and can work properly. 
In the above simulations, the true field (Figure 9a) is also generated from 20 KL 
terms. By doing so, we can test the proposed method in an ideal condition, i.e., the only 
error is from the measurement process. Nevertheless, the KL expansion, which is a 
dimension reduction method, introduces structural error to the high-fidelity model. 
Below we will consider a more realistic scenario where the true field is generated from 
sequential Gaussian simulation using the Geostatistical Simulation Library (GSLIB) 
(Deutsch & Journel, 1995). In this way, the true field will have a much higher 
dimension, which is equal to the number of model grids (81 × 41). Here, the mean, 
variance, correlation lengths in the 𝑥  and 𝑦  directions of the 𝑌  field are still 
?̅?(𝐱) = 2 , 𝜎𝑌
2 = 0.4 , 𝑙𝑥 = 10[L] , and 𝑙𝑦 = 5[L] , respectively. To introduce some 
extra model structural error, a different correlation function, 
 𝐶𝑌(𝑥𝑎,𝑦𝑎;𝑥𝑏,𝑦𝑏) = 𝜎𝑌
2 exp(−√
(𝑥𝑎 − 𝑥𝑏)2
𝜆𝑥2
+
(𝑦𝑎 − 𝑦𝑏)2
𝜆𝑦2
) , (21) 
is used in sequential Gaussian simulation to generate the true field. As shown in Figure 
11a, the new 𝑌 field exhibits more complex patterns than the one in Figure 9a. The 
true values of the contaminant source parameters are listed in Table 1. Then we generate 
the measurements by running the “true” model and adding random errors that fit 𝜀h ∼
𝒩(0, 0.012) and 𝜀C ∼ 𝒩(0, 0.01
2). 
[Figure 10] 
When inferring the unknown parameters, we still use equation (16) as the 
correlation function of the 𝑌 field, and 20 truncated KL terms for a reduced dimension 
representation in the high-fidelity model. This represents the epistemic error in our 
knowledge about the hydrologic system. Thus, there are still 28 parameters to be 
estimated, whose prior distributions are the same as the previous simulations. In the 
high-fidelity MCMC simulation, there are 15 parallel chains. The length of each chain 
is 60,000, which means that the total number of the high-fidelity model evaluations is 
900,000. In the 𝑓(𝐦)-MCMC+Strategy B approach, the initial number of high-fidelity 
training data is 𝑁ini=200. At each iteration, 𝑁a=20 new training data are added to 
refine the surrogate locally. The process of surrogate-based MCMC simulation and 
surrogate refinement is iterated 𝐼max=40 times. Thus, the total number of high-fidelity 
model evaluations is 1,000. As shown in Figure 10, the high-fidelity MCMC simulation 
(blue dots) takes a much longer time than that in Figure 2 to move close to the true 
values (black crosses) of the contaminant source parameters. Moreover, the estimation 
results of the high-fidelity MCMC simulation and the 𝑓(𝐦)-MCMC+Strategy B 
approach (posterior mean estimates represented by red squares) slightly deviate from 
the true values, especially for 𝑦s and 𝑠2. In Figures 11b and 11c, we depict the mean 
estimates of the 𝑌  field from the high-fidelity MCMC simulation and the 
𝑓(𝐦)-MCMC+Strategy B approach, respectively. Although using dimension reduction 
with the KL expansion in parameter estimation will lose some details about the 𝑌 field, 
the two approaches can still capture the main patterns of the true field, and the 
𝑓(𝐦)-MCMC+Strategy B approach has a slightly better performance.  
[Figure 11] 
3.2. Example 2: Contaminant Source Identification with Multimodal Posterior 
To further demonstrate the performance of the proposed method, below we will 
test a new inverse problem with multimodal posterior distribution. Here, we consider a 
homogeneous conductivity field with a known value of 𝐾 = 8[LT−1]. The contaminant 
source is characterized by five parameters, i.e., the location (𝑥s, 𝑦s), the strength (𝑆s), 
the start time of release (𝑡on) and the end time of release (𝑡off). In this case, the unknown 
parameters are the five contaminant source parameters, whose prior ranges and true 
values are given in Table 2. To infer the unknown parameters, we collect concentration 
measurements at 𝑡 = 6, 8, 10, 12, 14[T] from a well denoted by the blue square in 
Figure 1. The measurement error fits 𝜀C ∼ 𝒩(0, 0.01
2). Other settings are the same 
as the case tested in the last section. Then we compare the posterior distributions 
estimated by the high-fidelity MCMC simulation (the chain number is 10 and each 
chain length is 4,000) and the 𝑓(𝐦)-MCMC+Strategy B approach (𝑁ini=40, 𝑁a=10, 
and 𝐼max=10). As shown in Figure 12, the two approaches can obtain almost identical 
estimations of the marginal PPDFs for the five unknown parameters, and the 
multimodal posterior distribution of 𝑦s can be well identified. 
[Figure 12] 
[Table 2] 
3.3. Example 3: Parameter Estimation for A Real-World, Large-Scale Experiment 
In the above two sections, we set up two synthetic experiments to test the proposed 
method. Below we will apply the proposed method to a large-scale, real-world 
experiment to study the mechanical, hydrological and biochemical behaviors of high 
food waste content municipal solid waste landfill (Zhan et al., 2017a; Zhan et al., 
2017b).  
The experiment was conducted at Zhejiang University, Hangzhou, China, from 
June 14, 2013, and had been operated for about two years. During this period, three 
circles of leachate drawdown and refill were implemented. In this case, we only 
consider the first drawdown period (about 200 hours). The size of the bioreactor built 
in this experiment is 5.0m × 5.0m × 7.5m  (length × width × depth), where the 
thickness of the waste is 5.3m. The waste pile in the bioreactor has five distinct layers 
with equal thickness. In each layer, the porous medium can be viewed as homogeneous.  
In this bioreactor, the coupled liquid-gas flow can be described by the following 
equations (Helmig, 1997): 
 
𝜙𝑆w𝜌w
𝑑𝜌w
𝑑𝑝w
𝜕𝑝w
𝜕𝑡
− 𝜙𝜌w
𝜕𝑆g
𝜕𝑡
+ 𝑆w𝜌w
𝜕𝜙
𝜕𝑡
− ∇ [𝜌w
𝑘rw𝑘ini
𝜇w
(∇𝑝w + 𝜌w𝑔)] − 𝜌w𝑞w  = 0, 
(22) 
 
𝜙𝑆g
𝑑𝜌g
𝑑𝑝g
𝜕𝑝w
𝜕𝑡
− 𝜙𝑆g
𝑑𝜌g
𝑑𝑝g
𝑑𝑝c
𝑑𝑆w
𝜕𝑆g
𝜕𝑡
+ 𝜙𝜌g
𝜕𝑆g
𝜕𝑡
+ 𝑆g𝜌g
𝜕𝜙
𝜕𝑡
− ∇ [𝜌g
𝑘rg𝑘ini
𝜇g
(∇𝑝w + ∇𝑝c + 𝜌g𝑔)] − 𝜌g𝑞g  = 0, 
(23) 
where 𝜙 is the porosity of the porous medium [-]; 𝑆w  and 𝑆g = 1 − 𝑆w are the 
saturations [-], 𝜌w and 𝜌g are the densities [ML
−3], 𝑝w and 𝑝g are the pressures 
[ML−1T−2], 𝑞w  and 𝑞g  are the source/sink volume fluxes [L
3L−3T−1], 𝑘rw  and 
𝑘rg are the relative permeabilities [-], 𝜇w and 𝜇g are the viscosities [ML
−1T−1] of 
the liquid (w) and gas (g) phases, respectively; 𝑝c = 𝑝g − 𝑝w is the capillary pressure 
[ML−1T−2]; 𝑡 is time [T]; 𝑘ini is the intrinsic permeability of the media [L
2]; 𝑔 is 
the gravitational constant [LT−2] ; ∇  is the del operator. Here, we use the Van 
Genuchten-Mualem (VGM) model to describe the capillary pressure 𝑝c , and the 
relative permeabilities 𝐾rw and 𝐾rg (Helmig, 1997; Mualem, 1976; Van Genuchten, 
1980): 
 𝑝c = 𝑝e(𝑆e
1/𝑚
− 1)
1−𝑚
, (24) 
 𝐾rw = 𝑆e
𝑙 [1 − (1 − 𝑆e
1/𝑚
)
𝑚
]
2
, (25) 
 𝐾rg = (1 − 𝑆e)
𝛾[1 − 𝑆e
1/𝑚
]
2𝑚
, (26) 
where 𝑝e  is the gas entry pressure [ML
−1T−2] ; 𝑙  and 𝛾  are pore-connectivity 
parameters [-] with suggested values of 0.5 and 0.33, respectively; 𝑚 is an empirical 
shape parameter [-]; 𝑆e is the effective saturation: 
 𝑆e =
𝑆w − 𝑆wr
1 − 𝑆wr − 𝑆gr
, 
 
(27) 
where 𝑆wr  and 𝑆gr  are the residual saturations [-]  of the water and gas phases, 
respectively.  
During the first drawdown period, the bottom of the bioreactor is open to the 
atmosphere, so we set the gas pressure at the lower boundary as 101,325Pa, while the 
gas pressure at the upper boundary is 99,954Pa. The capillary pressures at the lower 
and upper boundaries are 0Pa and -36,346Pa, respectively. At the initial time, the gas 
pressure and capillary pressure at other places are assumed to vary linearly across the 
domain, and some parameters are obtained from experiments or literature as 𝑘ini =
1 × 10−12m2 , 𝑔 = 9.81m/s2 , 𝑝e = 880Pa , 𝑚 = 0.37 , 𝜌w = 1 × 10
3kg/m3 , 
𝜌g = 1.24kg/m
3 , 𝜇w = 1 × 10
−3Pa ∙ s , and 𝜇g = 1.2 × 10
−5Pa ∙ s , respectively. 
Here, the unknown parameters are the initial porosities of the five layers, whose prior 
distributions fit 𝜙𝑖 ∼ 𝒰(0.2, 0.8), for 𝑖 = 1,…,5 . It is noted here that the porosity 
changes over time and the intrinsic permeability will change accordingly, which can be 
described by the Kozeny-Carman equation (Chapuis & Aubertin, 2003). In this paper, 
we use an open-source simulator OpenGeoSys (Kolditz et al., 2012) to solve the above 
governing equations, which takes about 100 seconds for a single run. For more details 
about the experiment and the mathematical modeling, one can refer to (Helmig, 1997; 
Pinder & Gray, 2008; Zhan et al., 2017a; Zhan et al., 2017b). 
[Figure 13] 
To infer the five unknown model parameters, leachate flux data during the first 
drawdown period at the bottom of the bioreactor were collected, which are plotted in 
Figures 14a and 14b with blue circles. Then we implement the high-fidelity MCMC 
simulation (the chain number is 5 and each chain length is 4,000) and the 
𝑓(𝐦)-MCMC+Strategy B approach (𝑁ini=40, 𝑁a=10, and 𝐼max=10). In this case, as 
the distribution of measurement error is not available, we use the following form of log-
likelihood function (Vrugt, 2016): 
 ℒlog(𝐦|?̃?) = −
𝑁y
2
log {∑[𝑓𝑖(𝐦) − ?̃?𝑖]
2
𝑁y
𝑖=1
} , (28) 
where 𝑓𝑖(𝐦)  and ?̃?𝑖  are the ith elements of model responses and actual 
measurements, respectively. In Figure 13, we compare the marginal PPDFs of the 
unknown model parameters estimated by the two approaches. It is clear that with less 
than one percent the number of high-fidelity model evaluations, our proposed method 
can obtain almost identical results as the reference results obtained from the high-
fidelity MCMC simulation. 
[Figure 14] 
As this case considers a real-world application, the true values of model 
parameters are not available. To verify the performances, we draw 50 posterior 
parameter samples obtained by the two approaches, and depict the corresponding high-
fidelity model responses (green curves) against the actual observational data (blue 
circles) in Figure 14. It is clear that both the high-fidelity MCMC simulation (Figure 
14a) and the 𝑓(𝐦)-MCMC+ Strategy B approach (Figure 14b) can match the 
observations quite well. 
4. Conclusions and Discussions 
In this paper, we propose an adaptive approach that explicitly quantifies and 
gradually reduces the surrogate approximation error in surrogate-based MCMC 
simulations. Here, two strategies are proposed to quantify the surrogate approximation 
error. In the first strategy (Strategy A), we try to quantify the surrogate approximation 
uncertainty by obtaining an ensemble of competing surrogates. In this way, the high-
fidelity outputs are likely to be covered by the uncertainty ranges of the surrogate 
outputs. Nevertheless, adopting Strategy A will make the approximated posterior wider. 
In the second strategy (Strategy B), a machine learning method, i.e., Gaussian process, 
is used to directly simulate the difference between the high-fidelity and the surrogate 
model outputs. Different from Strategy A, Strategy B generates a directional leap from 
the surrogate outputs to the corresponding high-fidelity outputs. Thus, it introduces less 
uncertainty. As our concern is the posterior distribution, we propose an active learning 
process that gradually refines the surrogate in this region. With enough iterations, the 
surrogate approximation error can be reduced to a small level.  
To demonstrate the performance of the proposed approach, we test three case 
studies involving high-dimensionality, multi-modality and a real-world application, 
respectively. It is shown that if the surrogate error is not quantitatively considered in 
MCMC simulations, the inversion results will be significantly biased. Without 
increasing the number of high-fidelity model evaluations, Strategy A and Strategy B 
can reduce the bias introduced by the surrogate approximation error. In comparing the 
two strategies, we find that Strategy B has a better performance, as it integrates two 
methods (i.e., LARS-PCE and GP) that complement each other.  
Here, we adopt MCMC to infer the unknown model parameters, the two strategies 
proposed in this work can also be applied with other inverse algorithms, e.g., ensemble 
Kalman filter and its variants. Moreover, although the sparse PCE surrogate is utilized 
in this work, the proposed framework can be also combined with other surrogate 
modeling techniques for better performances in specific problems. Nevertheless, there 
are some issues that have not been addressed in this work. For example, in practice we 
should diagnose the structural inadequacy (or error) of the hydrological model (Gupta 
et al., 2008). Using multiple summary metrics that measure relevant parts of system 
behavior, we can gain information about how and where the model may be improved 
(Sadegh et al., 2015; Vrugt & Sadegh, 2013). In future works, we can simultaneously 
consider the surrogate and the model structural errors by combining the approach 
proposed in this work with methods that address model structural errors, e.g., (Duan et 
al., 2007; Madadgar & Moradkhani, 2014; Xu & Valocchi, 2015; Xu et al., 2017; Ye et 
al., 2010). 
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Table 
Table 1 Prior ranges and true values of the contaminant source parameters in the first 
example 
Parameter Range True value 
𝑥s[L]  [3-5] 4.033 
𝑦s[L]  [4-6] 5.405 
𝑠1[MT
−1]  [0-8] 1.229 
𝑠2[MT
−1]  [0-8] 7.628 
𝑠3[MT
−1]  [0-8] 4.327 
𝑠4[MT
−1]  [0-8] 5.438 
𝑠5[MT
−1]  [0-8] 0.293 
𝑠6[MT
−1]  [0-8] 6.474 
 
Table 2. Prior ranges and true values of the contaminant source parameters in the second 
example 
Parameter 𝑥s[L]  𝑦s[L]  𝑆s[MT
−1]  𝑡on[T]  𝑡off[T]  
Range [3-5] [3-7] [10-13] [3-5] [9-11] 
True value 3.854 5.999 11.044 4.897 9.075 
 
  
Figures 
Figure 1. Flow domain for the first and second numerical cases. The contaminant source 
is located somewhere in the red dashed rectangle. The measurement location(s) for the 
first and second examples are represented by the blue circles and square, respectively. 
Figure 2. Trace plots of the high-fidelity MCMC simulation (i.e., 𝑓(𝐦)-MCMC, blue 
dots), posterior mean estimates obtained from 𝑓(𝐦)-MCMC  (red circles), 
𝑓(𝐦)-MCMC+ Strategy A (red diamonds), and  𝑓(𝐦)-MCMC+ Strategy B (red 
squares), respectively. Here the eight panels are for the eight contaminant source 
parameters, and the true values are represented by the black crosses. MCMC =
Markov chain Monte Carlo. 
Figure 3. Evolution of ?̂?-statistics for the 28 model parameters. The threshold of 1.2 
for convergence diagnosis is represented by the black dashed line. 
Figure 4. Initial and added training data generated in the 𝑓(𝐦)-MCMC approach. 
Here the eight panels are for the eight contaminant source parameters, and the true 
values are represented by the black crosses. MCMC = Markov chain Monte Carlo. 
Figure 5. Initial and added training data generated in the 𝑓(𝐦)-MCMC+Strategy A 
approach. Here the eight panels are for the eight contaminant source parameters, and 
the true values are represented by the black crosses. MCMC =
Markov chain Monte Carlo. 
Figure 6. Initial and added training data generated in the 𝑓(𝐦)-MCMC+Strategy B 
approach. Here the eight panels are for the eight contaminant source parameters, and 
the true values are represented by the black crosses. MCMC =
Markov chain Monte Carlo. 
Figure 7. Evolution of error of the surrogate at the true model parameters in the 
𝑓(𝐦)-MCMC+Strategy B approach. Here the error index at the 𝑦 axis is defined in 
equation (20). MCMC = Markov chain Monte Carlo. 
Figure 8. Marginal PPDFs of the eight contaminant source parameters estimated by the 
𝑓(𝐦)-MCMC approach (red curves) and the 𝑓(𝐦)-MCMC+Strategy B approach 
(blue dashed curves), respectively. Here the true values are represented by the black 
vertical lines. MCMC = Markov chain Monte Carlo , and PPDF = posterior 
probability density function. 
Figure 9. (a) The true 𝑌 field generated from 20 true KL terms, (b) the posterior mean 
estimate of 𝑌  field from the 𝑓(𝐦)-MCMC approach, and (c) the posterior mean 
estimate of 𝑌  field from the 𝑓(𝐦) -MCMC+Strategy B approach. MCMC =
Markov chain Monte Carlo, and KL = Karhunen-Loève. 
Figure 10. Trace plots of the 𝑓(𝐦)-MCMC simulation ( blue dots) and posterior mean 
estimates obtained from the 𝑓(𝐦)-MCMC+Strategy B approach (red squares) for the 
eight contaminant source parameters. Here the true values are represented by the black 
crosses. MCMC = Markov chain Monte Carlo. 
Figure 11. (a) The true 𝑌 field generated from sequential Gaussian simulation, (b) the 
posterior mean estimate of 𝑌  field from the 𝑓(𝐦)-MCMC approach, and (c) the 
posterior mean estimate of 𝑌  field from the 𝑓(𝐦)-MCMC+Strategy B approach. 
MCMC = Markov chain Monte Carlo. 
Figure 12. Marginal PPDFs of the five contaminant source parameters estimated by the 
𝑓(𝐦)-MCMC approach (red curves) and the 𝑓(𝐦)-MCMC+Strategy B approach 
(blue dashed curves), respectively. Here the true values are represented by the black 
vertical lines. MCMC = Markov chain Monte Carlo , and PPDF = posterior 
probability density function. 
Figure 13. Marginal PPDFs of the five initial porosities estimated by the 𝑓(𝐦)-MCMC 
approach (red curves) and the 𝑓(𝐦) -MCMC+Strategy B approach (blue dashed 
curves), respectively. MCMC = Markov chain Monte Carlo , and PPDF = posterior 
probability density function. 
Figure 14. Posterior realizations (green curves) and posterior mean estimates (red 
dashed curves) of model predictions (leachate flux) obtained by (a) the 𝑓(𝐦)-MCMC 
approach and (b) the 𝑓(𝐦)-MCMC+Strategy B approach. The actual measurements 
are represented by the blue circles in each panels. MCMC =
Markov chain Monte Carlo. 
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