Deep Neural Networks for Nonlinear Model Order Reduction of Unsteady
  Flows by Eivazi, Hamidreza et al.
Deep Neural Networks for Nonlinear Model Order Reduction of Unsteady Flows
Hamidreza Eivazi1,∗ Hadi Veisi1,† Mohammad Hossein Naderi1, and Vahid Esfahanian2
1Faculty of New Sciences and Technologies, University of Tehran, Tehran, Iran and
2School of Mechanical Engineering, College of Engineering, University of Tehran, Iran
Unsteady fluid systems are nonlinear high-dimensional dynamical systems that may exhibit mul-
tiple complex phenomena both in time and space. Reduced order modeling (ROM) of fluid flows
has been an active research topic in the recent decade with the primary goal to decompose complex
flows to a set of features most important for future state prediction and control, typically using a
dimensionality reduction technique. In this work, a novel data-driven technique based on the power
of deep neural networks for reduced order modeling of the unsteady fluid flows is introduced. An
autoencoder network is used for nonlinear dimension reduction and feature extraction as an alter-
native for singular value decomposition (SVD). Then, the extracted features are used as an input
for long short-term memory network (LSTM) to predict the velocity field at future time instances.
The proposed autoencoder-LSTM method is compared with dynamic mode decomposition (DMD)
as the data-driven base method. Moreover, an autoencoder-DMD algorithm is introduced for re-
duced order modeling, which uses the autoencoder network for dimensionality reduction rather than
SVD rank truncation. Results show that the autoencoder-LSTM method is considerably capable
of predicting the fluid flow evolution, where higher values for coefficient of determination R2 are
obtained using autoencoder-LSTM comparing to DMD.
I. INTRODUCTION
Fluid flow around aerodynamic configurations can ex-
perience complex nonlinearities with a wide range of spa-
tial and temporal features. These are mainly related to
nonlinear convection term and turbulence that often can-
not be treated by simple linearization. Many of com-
plex fluid flows evolve on a low-dimensional subspace
that may be characterized by dominant spatiotemporal
coherent structures. It is of interest in the analysis of
unsteady fluid flows to extract dominant features and in-
troduce a reduced model of the complex system based
on physically important features. This performs typi-
cally through the modal decomposition of a numerical
or experimental dataset of the flow-field. However, a
problem arises when attempting model reduction of un-
steady flows, where long term transient phenomena need
to be predicted accurately. Some examples of common
unsteady flow features and phenomena are von Ka´rma´n
shedding, Kelvin–Helmholtz instability, and vortex pair-
ing/merging [1]. Reduced order modeling of the fluid
systems is a challenging task due to the existence of
these complex phenomena at multiple spatiotemporal
scales. It means that they are difficult to reduce to a
low-dimensional subspace without losing at least some
of these scales. During the last three decades, several ef-
forts in theoretical foundations, numerical investigations,
and methodological improvements have made it possible
to develop general ideas in reduced order modeling and
to tackle several problems arising in fluid dynamics [2–
4]. Proper orthogonal decomposition (POD) [5, 6], dy-
namic mode decomposition (DMD) [7], and Koopman
analysis [8] are some of the well-known reduced order
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methods (ROMs) in the field of fluid dynamics. POD
was first introduced by Lumley [5] to the fluid dynam-
ics community for the study of the turbulent boundary
layer. It is a modal decomposition method designed
to identify the features (a set of orthogonal modes) of
flow most important for reconstructing a dataset. POD
modes are not necessarily optimal for modeling dynami-
cal systems while the modes do not depend on the time
evolution/dynamics encoded in the data [9]. DMD is a
method for analyzing the time evolution of a dynamical
system. It is originated in the fluid dynamics commu-
nity and first was introduced by Schmid and Sesterhenn
[10]. Only a year later, Rowley et al. [8] presented a
technique for describing the global behavior of complex
nonlinear flows by decomposing the flow into modes de-
termined from spectral analysis of the Koopman operator
[11]. They showed that DMD could be considered as an
algorithm that calculates an approximate Koopman de-
composition. Schmid [7] followed this with his article in
2010 and demonstrated the DMD capability in provid-
ing an accurate decomposition of complex systems into
coherent spatiotemporal structures that may be used for
short-time future state prediction and control. DMD is
an equation-free data-driven method based on the power
of the singular value decomposition (SVD), and it has
been employed for modal analysis of a variety of fluid
flows [12, 13].
Deep learning is a subset of machine learning meth-
ods based on artificial neural networks, which is capa-
ble of extracting hidden information with multiple levels
of representation from nonlinear and complex dynamical
systems [14]. Lately, deep learning has made its mark in
various areas such as virtual assistants, image and video
processing, speech recognition, genetics and disease diag-
nosis [15–17].
In recent years, efficient strategies have been emerged
in the field of fluid mechanics based on machine learning
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2(ML) and deep neural networks (DNNs). Complemen-
tary information on the use of ML for fluid dynamics can
be found in the works of Kutz [18] and Brunton et al.
[19]. It was shown that the autoencoder network could
be efficiently used as a nonlinear principal component
analysis (PCA) technique for dimensionality reduction of
the fluid flows rather than the linear SVD. Moreover, the
ability of recurrent neural networks (RNNs) for predic-
tion of the sequential data brings the idea of using RNNs
for learning dynamics and future state estimation of the
dynamical systems. The advantage of using deep neural
networks rather than the Galerkin projection technique
has been stated in several research studies [20]. Besides, a
type RNNs, the long short-term memory (LSTM), which
has shown attractive potential in the modeling of the se-
quential problems such as speech modeling and language
translation, is used for prediction of the flow evolution,
e.g., learning dynamic and prediction of the turbulent
shear flows [21]. Moreover, ML strategies have been used
for extracting information from high-fidelity data to in-
form low-fidelity numerical simulations for higher accu-
racy. The specific aim is to use DNNs to build an im-
proved representation of the Reynolds stress anisotropy
tensor from high-fidelity simulation data [22, 23]. Be-
sides, deep neural networks have been used for learning
the physics of the flow over aerodynamic structures to
hasten the process of geometrical optimization [24]. Re-
cently, deep reinforcement learning has been used for ac-
tive flow control and drag reduction [25]. In brief, dimen-
sionality reduction, feature extraction, super-resolution,
reduced-order modeling, turbulence closure, shape opti-
mization, and flow control are some of the critical tasks
in fluid dynamics that could be enhanced with the im-
plementation of the ML algorithms.
Unsteady flows are, in essence, high dimensional dy-
namical systems. The use of ML for model-free predic-
tion of spatiotemporal dynamical systems purely from
the system’s past evolution is of interest to both scientists
and industries in the field of fluid dynamics. Therefore,
the development of non-intrusive reduced order models
(NIROMs) is of particular interest in the fluid dynamics
community. In the context of ROM, both dimensional-
ity reduction and future state prediction could be ad-
vanced from deep learning strategies. Baldi and Hornik
[26] showed that an autoencoder network with one hidden
layer and linear activation functions could closely resem-
ble the standard POD/PCA decomposition. Wang et al.
[27] used a deep autoencoder architecture for reduced or-
der modeling and dimensionality reduction of distributed
parameter systems. Liu et al. [28] proposed a novel com-
pression method based on generative adversarial network
(GAN), which had significant advantages in compression
time. More recently, Murata et al. [29] developed a new
nonlinear mode decomposition method based on a convo-
lutional neural network (CNN) autoencoder. Implemen-
tation of nonlinear activation functions leads to lower
reconstruction errors than POD, and nonlinear embed-
ding considered the key to improving the capability of
the model. Although the deep learning method is used
to make dimensionality reduction, they do not take ad-
vantage of its predictive capability. Moreover, Guastoni
et al. used convolutional-network models for the pre-
diction of wall-bounded turbulence from wall quantities
[30, 31].
RNNs are of particular interest to fluid mechanics due
to their ability in learning and prediction of the sequen-
tial data. The renewed interest in RNNs has largely at-
tributed to the development of the LSTM algorithms.
Commonly, the Galerkin projection has been used to ob-
tain the evolution equations for the lower order system
with POD. However, POD-Galerkin method is an intru-
sive ROM (IROM), and several studies have been con-
ducted using ANNs [32, 33], RNNs [20], and LSTM net-
works [34–36] to construct an NIROM based on POD
modes.
Besides, data-driven finite dimensional approximations
of the Koopman operator has been received significant at-
tention in recent years, in particular, for problems deal-
ing with complex spatiotemporal behaviors such as un-
steady fluid flows. DMD, in its original formulation, im-
plicitly utilizes linear observables of the state of the sys-
tem. Extended DMD [37] and Hankel-DMD [38] were
proposed to include a richer set of observables that spans
a Koopman invariant subspace. Recently, several works
have been done, introducing fully data-driven approaches
for learning Koopman embedding using deep neural net-
works (DNNs) [39–41]. Morton et al. [42] presented a
new architecture based on the work by Takeishi et al.
[40] to predict the time evolution of a cylinder system.
Their approach was grounded in Koopman’s theory and
aimed to estimate a set of functions that transform data
into a form in which a linear least-squares regression fits
well. However, it has been shown by Khodkar et al. [43]
that the linear combination of a finite number of modes
may not accurately reproduce the nonlinear character-
istics of a chaotic dynamics for a reasonably long pe-
riod of time. They showed that adding nonlinearities to
the linear model as a forcing term leads to an excellent
short-term prediction of several well-known prototypes
of chaos. Moreover, Eivazi et al. [44] showed that the
Koopman framework with nonlinear forcing (KNF) pro-
vides accurate predictions of the dynamical evolution of
the coefficients of a low-order model for near-wall turbu-
lence [45].
To this end, It has been shown that adding nonlin-
earity to the dimensionality reduction process by using
nonlinear activation functions in the autoencoder archi-
tecture can effectively enhance the efficiency of the di-
mensionality reduction process. However, the majority
of research studies have been dedicated to the devel-
opment of reduced order models based on linear com-
pression techniques such as SVD. Moreover, promising
capability of the LSTM network in the learning of the
complex systems dynamic brings the opportunity to im-
plement LSTM network for future time prediction rather
than a linear mapping of the previous observations to
3the future time instances using DMD algorithm. In this
regard, this paper presents a novel reduced order model
based on deep neural networks. A deep autoencoder net-
work with nonlinear activation functions is designed and
implemented for nonlinear dimensionality reduction and
dominant features extraction, and then, LSTM network
is used for prediction of the flow evolution. A sequence
of the extracted features from the autoencoder network
is the input of the LSTM, and the output is the flow-field
in the future time step. Train and test sets are acquired
from numerical simulation of the flow around a cylinder
and an oscillating airfoil. Two test cases are examined for
the cylinder. One at a constant Reynolds number Re of
3900 inducing single frequency vortex shedding, and the
other one at gradually decreasing Reynolds number from
3355 to 676, which leads to decay of the vortex shed-
ding behind the cylinder, and consequently, a variable
frequency dynamical system. The airfoil oscillates sinu-
soidally at Re number of 1.35× 105. The performance of
the proposed autoencoder-LSTM method in future state
prediction of the flow is compared with the DMD. More-
over, an autoencoder-DMD algorithm is introduced for
reduced order modeling, which uses the autoencoder net-
work for dimensionality reduction rather than SVD rank
truncation. The main novelties of this research study are
listed below:
• Introduce a novel data-driven method based on
deep neural networks for nonlinear reduced order
modeling of complex unsteady fluid flows
• Implementation of autoencoder network for nonlin-
ear dimensionality reduction and feature extraction
of the fluid systems
• Future state estimation of a nonlinear dynamical
system using LSTM network from its features ex-
tracted by the autoencoder network
• Comparison of linear and nonlinear non-intrusive
ROM frameworks
II. NUMERICAL ANALYSIS AND DATA SETS
Two-dimensional Navier-Stokes equations are solved
using finite volume method (FVM). Temporal and spa-
tial properties are discretized with the second-order im-
plicit scheme and second-order upwind scheme, respec-
tively. The computational domain is a circle with O-type
mesh and velocity inlet and pressure outlet as the bound-
ary conditions. k − ω SST turbulence model is adopted
and y+ value is checked to be lower than one. For the
unsteady flow over the cylinder, two test cases are ex-
amined. First, the flow around a cylinder at Reynolds
number Re = U∞D/ν of 3900 (cylinder test 1) is simu-
lated where ν is the kinematic viscosity, D is the cylin-
der diameter, and U∞ is the free-stream velocity. The
computational domain is a circle with a radius of 20D.
The O-type grid is generated with 360 equally sized grid
point in the azimuthal direction, but with grid stretch-
ing in the radial direction with the total cell number
of 98878. Figure 1 represents the pressure distribution
over the cylinder for the present simulation against the
URANS simulation of [46], which is shown a good agree-
ment between the results. Simulation is conducted with
a time step of 0.2, which results in 357 time steps per
each cycle period. Snapshots are extracted from every
seven time steps; consequently, 51 snapshots for each cy-
cle. Calculations are performed for 20 complete cycles;
four cycles are considered as a training set, and the next
four cycles are picked for testing the networks.
At the second test case for the cylinder, free-stream ve-
locity U∞ is decreased relative to the time from its value
corresponding to Re = 3900 as U∞ = U∞,Re=3900/t,
where t is the time. The simulation time step is 0.2, and
snapshots are collected from the velocity field at every ten
time steps. 332 snapshots are extracted from the wake of
the cylinder, and 166 snapshots are used as the training
set. Variation of lift coefficient besides training and test-
ing data sets are shown in Fig. 2. The gradual decrease of
the free-stream velocity weakens the vortex shedding and
leads to the change in its frequency. Reynolds number
varies from 3355 to 676, as it is depicted in Fig. 3.
For the oscillating airfoil test case, the flow around
a pitch oscillating NACA0012 airfoil is simulated at
Reynolds number Re = U∞C/ν of 1.35 × 105, where
C is the airfoil chord. Airfoil oscillates sinusoidally
(α = αmean+αamp× sin(Ωt)) about its 14 chord with the
reduced frequency k = ΩC/2U∞ of 0.1 according to the
[47] test case. αmean and αamp represent mean angle of
attack and amplitude of oscillations, respectively. Airfoil
oscillation is modeled with the sliding mesh technique.
The data on the dynamic mesh is then interpolated on
a constant mesh using K-nearest neighbors (KNN) ma-
chine learning algorithm. The principle behind the KNN
method is to detect a predefined number of training in-
stances that are close to the new point and compute the
value based on the mean of these nearest neighbors’ val-
ues. Complementary information about data interpola-
tion using ML techniques can be found in work by Naderi
et al. [48]. Figure 4 presents the lift coefficient versus
angle of attack obtained from present simulation against
experimental and numerical data [47, 49]. For this test
case, the data corresponding to two cycles of airfoil’s os-
cillations are used as the training data set and the next
two cycles are predicted.
III. METHODOLOGY
To extract dominant features of the unsteady flow-field
around the test cases, an autoencoder network is designed
and trained with the snapshots obtained from CFD sim-
ulation. These features are organized as temporal se-
quences that are used as the inputs of the LSTM network
with the aim of the prediction of the flow-field at future
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FIG. 1. Pressure distribution over cylinder, comparison of
present simulation with URANS simulation of Young and Ooi
[46]
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FIG. 2. Variation of Lift coefficient with time for the second
test case
time steps. In contrast with the SVD, which is a ba-
sic part of modal decomposition techniques, autoencoder
with nonlinear activation functions provides a nonlinear
dimensionality reduction. In the following, an elabora-
tion on the networks architecture, inputs and outputs of
each network, training and optimization algorithms, and
selection of hyperparameters is presented.
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FIG. 3. Reynolds number at the collected snapshots for the
second test case
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FIG. 4. Lift coefficient versus angle of attack for the pitch
oscillating airfoil; comparison of the present simulation and
experimental [47] and numerical [49] data
A. Autoencoder Neural Network
Autoencoder neural networks are a type of network
architecture developed for unsupervised feature extrac-
tion and dimensionality reduction. The main incentive
for utilizing autoencoder architecture in the context of
ROM is to perform a nonlinear dimensionality reduction
to possibly enhance the efficiency of the process. In this
architecture, the inputs and the outputs are the same
with a size larger than the dimension of the hidden lay-
ers. The network comprises of two parts, namely, encoder
and decoder. The encoder part, φ, maps the inputs to a
latent space, g, with a lower dimension by decrease of the
number of neurons in hidden layers. Then, the decoder
part, ψ, projects the latent space back to the original
space according to Eq. (1). The middle layer between en-
coder and decoder is called the bottleneck layer and may
be used for the extraction of the most dominant features
from the input data. In this study, the input and output
data of the autoencoder network are the velocity magni-
tudes V on the computational grid points obtained from
CFD simulation of the flow-field over the test cases. The
data on the two-dimensional CFD grid is first flattened
and then fed to the network. The architecture of the au-
toencoder network, encoder and decoder parts, and the
bottleneck layer are depicted in Fig. 5.
g(t) = φ(V (t)), V˜rec(t) = ψ(g(t)) (1)
B. Long Short-Term Memory Network
Long short-term memory (LSTM) was proposed by
Hochreiter and Schmidhuber in 1997 [50]. LSTM is an
artificial recurrent neural network (RNN) architecture
designed for learning of the sequential data such as nu-
merical or experimental time series and to overcome the
forgetting problem in conventional RNNs [51]. An LSTM
neural network unit is comprised of an input gate, a cell
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FIG. 5. The architecture of autoencoder network
state, a forget gate, and an output gate (Fig. 6). The
cell state can transfer important data throughout the
processing of the sequence. Therefore the information
from the earlier sequences or time steps can move to later
time steps, decreasing the impacts of short-term memory.
While the cell state tries to transfer the information, data
get appended or eliminated to the cell state by gates. The
gates are various neural networks that choose which data
is permitted on the cell state.
FIG. 6. Schematic of the LSTM cell
• Forget Gate
Data from the previous time step (ht−1) and in-
formation from the current time step (xt) is given
through the sigmoid function. Values come out
within 0 and 1. If the output is over some trained
parameter, then the cell state is entirely reset to 0,
mostly forgetting its long term memory.
• Input Gate
The input gate decides if the data is required for
the long term. Firstly, we transfer the output of the
hidden state (ht−1) and the labeled data input (xt)
into a sigmoid function. That determines which
values will be updated by changing the amounts to
be between 0 and 1. 0 indicates not essential, and 1
means important. The hidden state and current in-
put also are passed into the tanh function to assist
in regulating the neural network. Next, the tanh
output is multiplied with the sigmoid function out-
put. The sigmoid function output will select which
data is critical to hold from the tanh output.
• Cell State
The Ct indicates the current cell state of the LSTM
neural network. The cell state is an array of num-
bers that are transferred through all cells in its way.
The cell state is multiplied with the forget array.
This has the chance of declining values in the cell
state if it gets multiplied by numbers close to zero.
Next, the output from the input gate and is added,
which updates the cell state to a new state. That
provides the latest cell state.
• Output Gate
The output gate provides the following hidden state
array for the next cell (ht). The former hidden state
and the current input is passed toward a sigmoid
function. Next, the recently changed cell state is
transferred to the tanh function. The tanh output
is multiplied by the sigmoid output to determine
what data the hidden state should take. This is the
short-term memory character of the LSTM neural
network.
C. Autoencoder-LSTM method for ROM
In this paper, the power of autoencoder and LSTM net-
works in nonlinear dimension reduction and learning of
the sequential data is leveraged for non-intrusive reduced
order modeling of unsteady flows. The schematic of the
proposed method is presented in Fig. 7. The first step is
to train the autoencoder network using the snapshot data
collected from the flow-field with the aim of nonlinear di-
mension reduction and feature extraction (Fig. 7a). The
data on the two-dimensional grid is first flattened and
then fed to the network. Each time step data V (t), which
is a vector of state variables at time t, is mapped to the
latent space through the function φ as g(t) with much
lower dimension, ng  ninput. Then, g(t) is projected
back to the original space to reconstruct the input data,
V˜rec(t). The data on the latent space, g(t), is then used
as the input to train the LSTM network with the aim of
future prediction (Fig. 7b). The input of the LSTM net-
work is a sequence of g([tn, ..., tn+p]) with the length of p
and the output is the flow-field data at the next time step
of the input sequence V˜ (tn+p+1). Note that in this way,
p previous time units are used for prediction of the next
time step. For testing and using the autoencoder-LSTM
method for reduced order modeling, an iterative proce-
dure is conducted. An initial sequence is first mapped to
the latent space using the encoder (φ) part of the autoen-
coder. The data on the latent space is fed to the LSTM
network to predict the flow-field data for the next time
step of the input sequence. The predicted value is then
stacked to the input sequence ignoring the first snap-
shot data to prepare a sequence one step farther in time.
6The new sequence is fed again to the network to pre-
dict the next time step, and the procedure is performed
iteratively for future prediction (Fig. 7c). All of the neu-
ral network models are created using a machine learning
software framework developed by Google Research called
TensorFlow [52]. The autoencoder and LSTM networks
are trained by the feedforward and backpropagation al-
gorithms. For all the training runs in this work, a variant
of the stochastic gradient descent algorithm called adap-
tive moment estimation (Adam) [53] is utilized with the
learning rate of 0.001. Adam has an adaptive learning
rate method, which is commonly used to train deep net-
works. As a standard choice for regression problems, the
mean squared error (MSE) is used as the loss function
according to Eq. (3). For all the training, the batch size
is equal to 32.
Two different metrics are used for error estimation.
The first metric is Coefficient of Determination (R2)
which is defined in Eq. (2). R2 is commonly between
zero and one.
R2 = 1−
∑n
i=1 (yi − ŷi)2∑n
i=1 (yi − y)2
(2)
The second metric for error calculation is MSE, which
is also considered as the loss function for training of the
networks (Eq. (3)).
MSE =
∑n
i=1 (yi − ŷi)2
n
(3)
In Eq. (2) and Eq. (3), yi is the real data, ŷi represents
the predicted data, and y is the mean of the real data.
In addition, n is the number of samples, which in this
study is the number of nodes (grids) in the computational
domain.
D. Hyperparameter Analysis
The number of layers and the number of neurons in the
hidden layers of both autoencoder and LSTM networks
besides their activation functions are the hyperparame-
ters of the presented method. An analysis of the hyper-
parameters is conducted, and the results for the most
important ones are presented in Fig. 8 for the cylinder
test 2. Here, the performance of the autoencoder and
LSTM networks in reconstruction and prediction of the
testing data is investigated using three different activa-
tion functions, i.e., tanh, ReLU, and softplus, three differ-
ent number of hidden layers for the autoencoder network
(1, 2, 3), and three different number of LSTM cells (10,
100, 600) in the LSTM network. 15% of the train data
set is considered as the validation set. Results are pre-
sented as the validation loss during the training process
and R2 value of the prediction or reconstruction of the
testing data. Note that error for the autoencoder net-
work is the error in reconstruction of the flow-field from
its dominant features, and the error for the LSTM is the
prediction error.
Figure 8a shows the validation loss versus number of
epochs for the autoencoder network and Fig. 8b depicts
the obtained R2 for the test data set. It can be seen that
the ReLU activation function performs better for the au-
toencoder. Here, results are reported for the autoencoder
network with three hidden layers and ng = 50. The first
and third hidden layers contain 500 neurons. Note that
we use linear activation functions for the Input, output,
and the bottleneck layers and nonlinear activation func-
tions for other layers. Figure 8c and Fig. 8d present the
same results for the LSTM network indicating the bet-
ter performance of the tanh activation function for the
LSTM. Moreover, Fig. 8e and Fig. 8f shows the results
for the LSTM networks with various number of LSTM
cells. It can be seen that the increase in the number
of LSTM cells leads to better predictions. Also, the ef-
fect of the number of hidden layers of the autoencoder
in the accuracy of the autoencoder-LSTM predictions is
investigated, and the results are reported in Fig. 8g. It
can be observed that the autoencoder with three hidden
layers obtains the best results. It also should be noted
that to avoid overfitting, the training process is stopped
where more training epochs do not lead to farther reduc-
tion of the validation loss. Based on these results, the
autoencoder network with three hidden layers and ReLU
activation function and the LSTM network with one hid-
den layer containing 600 LSTM cells with tanh activation
function are chosen as the network architectures for the
autoencoder-LSTM method.
E. Structure of the Inputs and Outputs
In this section, more detailed information on the shape
of the inputs and outputs for each test case is pre-
sented. For the cylinder test cases, the snapshots are
constructed from the velocity domain (−2D < x < 8D
and −4D < y < 4D). This leads to a snapshot of 81401
nodes. In this regard, the input and output layers of the
autoencoder have 81401 nodes. In the oscillating airfoil
test case, snapshots are extracted from the velocity do-
main (−2c < x < 7c and −4c < y < 4c). Each snapshot
consists of 99473 nodes, so the input and the output lay-
ers of the autoencoder network for this test case have
99473 nodes. Other properties of the network remain
unchanged. The input data is normalized to cover both
negative and positive values through the equation below:
Vˆi =
Vi − µVi
σVi
, (4)
where i represents each measured point, V is the mea-
sured value, and µVi is the time average and standard
deviation of Vi. Vˆ represents the normalized value.
The inputs of the LSTM network are sequences of the
outputs of the bottleneck layer of the autoencoder net-
work (g([tn, ..., tn+p])) with the size of ng. At the output,
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(a) Train of the Autoencoder Neural Network (b) Train of the LSTM Neural Network 
(c) Autoencoder-LSTM for ROM
LSTM Cells
FIG. 7. Autoencoder-LSTM reduced order modeling framework; a) train of the autoencoder network, given snapshot data V (t)
return unsteady flow features g(t) and reconstructed data V˜rec(t); b) train of the LSTM network, given a sequence of extracted
flow features of g(t) compute the data for the next time step V˜ (tn+p+1); c) autoencoder-LSTM for ROM, given a sequence of
snapshots V (t) return unsteady flow features g(t) and predict flow-field for the next time step of the sequence V˜ (tn+p+1) and
iterate to predict the unsteady flow over time.
it is of interest to have the predicted velocity field. There-
fore the output layer has the same number of nodes as the
velocity field dimension, which is 81401 for the cylinder
test cases and 99473 for the oscillating airfoil test case.
The input of the LSTM network is a three-dimensional
matrix indicating the size of the input arrays, ng, the
number of time steps in a sequence, p, and the number
of sequences.
F. DMD with Autoencoder for Dimensionality
Reduction
Dynamic mode decomposition is one of the well-known
model-free reduced order modeling techniques that is
based on the measurements of the system rather than
the governing equations. In fluid dynamics, it is also a
method to decompose complex flows into dominant spa-
tiotemporal coherent structures using the power of the
SVD. The first step for utilizing the DMD analysis is to
construct the snapshots’ matrix X and the lagged matrix
X ′:
X =
 | | | |x0 x1 · · · xm
| | | |
 , (5)
X ′ =
 | | | |x1 x2 · · · xm+1
| | | |
 . (6)
The locally linear approximation can be written in terms
of these data matrices as below:
X ′ ≈ AX. (7)
Therefore, the best-fit operator A is given by:
A = X ′X†, (8)
where † is the Moore-Penrose pseudoinverse. The high-
dimensional matrix A is not computed directly; instead,
it is first projected onto a low-rank subspace using SVD.
The SVD of X can be calculated as:
X = UΣV ∗. (9)
Then, the matrix A is obtained from:
A = X ′V Σ−1U∗. (10)
Therefore, A˜ the r × r projection of the matrix A onto
the low-ranked subspace can be obtained as below, where
r is the rank of truncation:
A˜ = U∗AU = U∗X ′V Σ−1. (11)
Eigendecomposition of A˜ obtain a set of eigenvectors w
and eigenvalues λ, where:
A˜w = λw. (12)
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FIG. 8. Results of the hyperparameter analysis; validation
loss versus epochs (a) and R2 of the reconstruction of the
test data set (b) for autoencoder network with three different
activation functions, validation loss versus epochs (c) and R2
of the prediction of the test data set (d) for LSTM network
with three different activation functions, validation loss versus
epochs (e) and R2 of the prediction of the test data set (f) for
LSTM network with three different number of LSTM cells,
and effect of the number of hidden layers of the autoencoder
network on the predictions with autoencoder-LSTM (g)
For each pair of w and λ, a DMD eigenvalue, which is λ
itself, and a DMD mode can be defined as:
φ =
1
λ
X ′V Σ−1w. (13)
Finally, the approximate solution of at the future times
can be calculated from:
x(t) ≈
r∑
k=1
φk e
(ωk t) bk, (14)
where, ωk = ln(
λk
∆t ) and b = Φ
†x1 is the initial amplitude
of each mode. x1 is the initial snapshot, and Φ is the
matrix of DMD eigenvectors.
In this work, we also investigate the possibility of per-
forming DMD analysis with the autoencoder network as
a tool for dimension reduction rather than SVD. The ve-
locity field around the test cases is reduced to the latent
space of g. These reduced order vectors can be inter-
preted as the input snapshots, allowing to construct the
input matrices required for the DMD as:
G = [g(t0) g(t1) · · · g(tm)], G′ = [g(t1) g(t2) · · · g(tm+1)].
(15)
Then, a full-ranked DMD analysis can be performed on
the matrices G and G′ to compute the mapping matrix
of A = G′G†, which can propagate the data into the fu-
ture time steps. After performing DMD on the g space,
the predicted values are passed from the decoder part,
ψ, of the autoencoder network to obtain the predicted
velocity field for future time steps. Figure 9 illustrates
the schematic of this method, which is referred, here-
after, as autoencoder-DMD. In this study, DMD analysis
is performed with the use of the PyDMD [54] library in
Python.
IV. RESULTS AND DISCUSSION
A. Dimension Reduction with Autoencoder
The autoencoder network has been used as a nonlin-
ear dimension reduction technique to project the high di-
mensional data onto the low dimensional subspace. The
velocity field is processed through the lower-dimensional
representation at the bottleneck layer and then mapped
back to the ambient dimension. Data loss is an inevitable
consequence of dimension reduction, and the amount of
compression which leads to a reasonable approximation
error in the reconstructed data is significant. Therefore,
the number of neurons at the bottleneck layer of the au-
toencoder network, ng, is an important hyperparameter
and should be chosen based on thorough experiments.
Here, autoencoder networks with the size of the bottle-
neck layer of 3, 5, 25, and 50 are trained and tested with
the training and testing data sets of the three test cases.
R2 of the testing data is reported in Table I. It can be
seen that even with ng = 3, the data has been recon-
structed with acceptable accuracy. As it is expected, an
increase of the dimension at the bottleneck layer leads to
an increase in the accuracy of the reconstruction and a
decrease of the approximation error.
TABLE I. Approximation errors of the dimension reduction
using autoencoder networks with various number of neurons
at the bottleneck layer
ng Cylinder test 1 Cylinder test 2 Pitching airfoil
3 0.999 0.882 0.927
5 0.999 0.899 0.930
25 0.999 0.928 0.932
50 0.999 0.936 0.936
At the latent space, the autoencoder network extracts
the main features of the flow-field, which are adequate
9Encoder Decoder
Construction of 
G  and G’ Matrices
Full-ranked 
DMD
FIG. 9. Schematic of DMD with autoencoder for dimensionality reduction; here, m is the number of prediction steps
FIG. 10. Autoencoder modes; cylinder test 1
FIG. 11. DMD modes; cylinder test 1
for the reconstruction of the velocity field at the output
layer. To visualize the main features of the flow for the
aforementioned test cases, an input array of g is given
to the bottleneck layer, and the results are taken from
the output layer. For visualizing the features extracted
by the first neuron, g(1) is considered equal to one and
others, g(2), · · · , g(ng), are equal to zero. For the second
neuron, g(2) is equal to one and others are zero, and so
on.
FIG. 12. Autoencoder modes; cylinder test 2
Figures 10, 12 and 14 illustrate the first three fea-
FIG. 13. DMD modes; cylinder test 2
FIG. 14. Autoencoder modes; pitching airfoil
tures extracted by the autoencoder network (autoencoder
modes) from the velocity field for the cylinder test 1,
cylinder test 2, and the pitching airfoil, respectively. Fig-
ures 11, 13 and 15 depict the DMD modes for the men-
FIG. 15. DMD modes; pitching airfoil
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tioned test cases. It can be seen that the autoencoder
modes are different from the modes of decomposition-
based model reductions, such as DMD modes. The main
reason is the nonlinearity added to the dimension reduc-
tion technique using nonlinear activation functions. How-
ever, similar to the DMD modes, the autoencoder modes
represent the most dominant features of the flow-field.
For better representation, DMD modes corresponding to
the steady mean flow and the complex conjugate modes
are not illustrated. We observed that the extracted fea-
tures from the autoencoder may contain noise, and we
performed a two-dimensional Gaussian filter to provide
a better representation of the dominant modes.
B. Autoencoder-LSTM Method for Reduced Order
Modeling of the Unsteady Flows
Here, the performance of the proposed ROM frame-
work, autoencoder-LSTM, in the prediction of the future
estate of the test cases is compared with the DMD and
autoencoder-DMD methods. Results are reported for the
train and test data sets, where the train data set is recon-
structed and the test data set is predicted by the models.
We report the performance of the models for the training
data sets to also show their skills in the reconstruction
of the flow-field from its dominant modes. However, the
main focus is on the comparison of the prediction skills
of the models. For all the models, the size of the reduced
subspace is equal to 50, which means that ng = 50 for
the autoencoder network, and r = 50 for the DMD.
TABLE II. R2 and MSE of the examined models for the pre-
diction and reconstruction of the testing and training data
sets
Test cases
Autoencoder-LSTM DMD
R2 MSE R2 MSE
Cylinder 1
Train 0.9999 2.70× 10−9 0.9982 1.02× 10−6
Test 0.9988 8.46× 10−9 0.9949 2.93× 10−6
Cylinder 2
Train 0.9999 1.13× 10−8 0.9937 4.58× 10−7
Test 0.9405 1.06× 10−6 0.0826 2.00× 10−5
Oscillating airfoil
Train 0.9431 3.58× 10−4 0.9198 3.70× 10−2
Test 0.9421 6.17× 10−4 0.8981 4.64× 10−2
R2 and MSE obtained from the models in the predic-
tion of the training and testing data sets are reported
in Table II. It can be seen that the autoencoder-LSTM
method obtains the R2 of at least 0.9405 in the predic-
tion of the test data set of the cases, which indicates
the excellent performance of this method in prediction
of the future state of the flow, only from past measure-
ments. For the cylinder test 1, the DMD performance is
comparable with the autoencoder-LSTM. However, for
the cylinder test 2 and oscillating airfoil, which exhibit,
respectively, multifrequency and extreme events phenom-
ena, the performance of the autoencoder-LSTM method
outperforms the DMD method.
FIG. 16. Contour of velocity magnitude over the cylinder test
1; prediction of the various models against the real data at
the last prediction step
Figure 16 shows the velocity magnitude over the cylin-
der test 1 at the last prediction step for the various mod-
els against the real data. Moreover, to depict the per-
formance of the models in the prediction of the velocity
evolution through the time, the data for three different
points in the wake of the cylinder at x = 1, 2, 4 and y = 0
are presented in Fig. 17. The grey area shows the train-
ing data that is reconstructed by the models, and the
white area shows the predictions of the testing data. It
can be seen that for this test case, which is a periodic
dynamical system, all of the data-driven models provide
accurate results. The best predictions of the test data set
are obtained from the autoencoder-LSTM method lead-
ing to the R2 of 0.9988 against 0.9949 of the DMD.
For the cylinder test 2, the autoencoder-LSTM method
performs much better than the DMD method in predic-
tion of the velocity variations through the time acquiring
R2 of 0.9405 against 0.0826 of the DMD for the testing
data (see Table II). Figure 18 represents the time evolu-
tion of the velocity magnitude at three different points
in the wake of the cylinder test 2. Again, the grey area
shows the data which is inside the training data set, and
the white area shows the data which is outside of the
training data set. Here, It can be seen that the DMD
method is not able to predict the time variations of the
velocity for the testing data and leads in variations with
higher frequencies while the autoencoder-LSTM method
performs very well in the prediction of the flow evolu-
tion. It also can be observed that the performance of
the autoencoder-DMD is almost the same as the DMD
method.
To illustrate the performance of the models in the pre-
diction of the flow-field, contours of velocity magnitude
are shown in Fig. 19 at three time instances correspond-
ing to the three snapshots at the testing data. It can be
seen that the autoencoder-LSTM method, can acquire
trustworthy results in the prediction of the time evolution
of a complex fluid system while the well-known method
of DMD is not able to predict the future time instances
properly. The inaccuracy of the DMD method is not just
related to the SVD rank truncation, where a full ranked
DMD analysis of the cylinder test 2 leads to R2 of 0.1776
and MSE of 1.81 × 10−5 for the testing data; however,
autoencoder-LSTM provides R2 of 0.9405 and MSE of
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FIG. 17. Time evolution of the velocity magnitude at three different points in the wake of the cylinder test 1; predictions of
the various models against the real data
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FIG. 18. Time evolution of the velocity magnitude at three different points in the wake of the cylinder test 2; predictions of
the various models against the real data
FIG. 19. Contours of velocity magnitude over the cylinder
test 2; prediction of the various models against the real data
for three time instances corresponding to 220th, 280th and
332th snapshots
1.06×10−6. The accuracy of the DMD results may be en-
hanced by the increase of the number of snapshots taken
from the flow-field, but here, it can be concluded that
the autoencoder-LSTM method provides more accurate
results than the DMD method for an identical data set.
In the oscillating airfoil test case, dynamic stall oc-
curs when the airfoil’s angle of attack surpasses a specific
angle. The dynamic stall is a complex nonlinear phe-
nomenon that follows with strong variations of the flow
parameters around the airfoil due to the consecutive vor-
tex shedding. By the increase of the angle of attack, the
boundary layer separates from the airfoil surface leading
to the dynamic stall phenomena, and by the decrease of
the angle of attack through the airfoil oscillations, the
boundary layer reattaches to the airfoil surface. Here, it
is of value to asses the ability of the data-driven ROMs in
the prediction of the dynamic stall. Figure 20 shows the
variation of the velocity magnitude versus time for the
oscillating airfoil at three different points in the wake.
Strong variations in velocity magnitude indicate the dy-
namic stall and consecutive vortex shedding. It can bee
seen that the autoencoder-LSTM predicts the velocity
variations accurately, which shows the excellent perfor-
mance of this method in forecasting of an extreme event.
The DMD and the autoencoder-DMD methods, however,
are not able to perfectly capture the dynamic stall phe-
nomena, and it can be seen that even the reconstruction
of the train data set is not accurate.
To provide a better insight into the physics of the dy-
namic stall and the performance of various models in
prediction of the flow-field, Fig. 21 presents the contours
of velocity magnitude over the airfoil at three time in-
stances after occurrence of the dynamic stall. Here, the
excellent performance of the autoencoder-LSTM against
the DMD and autoencoder-DMD methods is evident. It
can be seen that the vortex shedding behind the airfoil is
very well predicted by the autoencoder-LSTM while the
predictions of the other methods are inaccurate.
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FIG. 20. Time evolution of the velocity magnitude at three different points in the wake of the oscillating airfoil; predictions of
the various models against the real data
FIG. 21. Contours of velocity magnitude over the oscillating
airfoil; prediction of the various models against the real data
for three time instances after occurrence of the dynamic stall
V. CONCLUSION
In this paper, a novel data-driven reduced order
method based on the power of deep neural networks is
presented with the aim of future estate estimation of the
complex unsteady fluid flows. The proposed method is
based on the power of the autoencoder neural network
in dimensionality reduction and feature extraction and
the power of the LSTM network in the prediction of
the sequential data. Training and testing data are ob-
tained from CFD simulations using finite volume method.
Three test cases are investigated; a cylinder at the con-
stant Reynolds number of 3900, a cylinder for which the
Reynolds number is decreased with the time from 3355
to 676, and an oscillating airfoil. In the first step, the
autoencoder network has been used as a nonlinear di-
mension reduction technique to project the high dimen-
sional data onto the low dimensional subspace. In this
way, the essential features of the flow feasible for accurate
reconstruction of the velocity field are extracted at the
bottleneck layer of the autoencoder. Then, sequences
of the extracted features implemented as the input of
an LSTM network with the aim of future state estima-
tion. The output of the LSTM network is the velocity
field at the next time step. Results are compared with
the results of the well-known DMD method. The per-
formance of each method is assessed with the use of the
coefficient of determination R2 and MSE. Moreover, for
the DMD method, the use of the autoencoder network
for dimensionality reduction instead of SVD rank trunca-
tion is assessed. Results indicate the excellent potential
of deep neural networks for data-driven reduced order
modeling of complex unsteady flows. For all the cases,
the autoencoder-LSTM network obtains the best results
in the prediction of the velocity field in future time in-
stances. Results show that the DMD and autoencoder-
LSTM method can predict the flow evolution of the first
test case accurately. However, for the second and third
test cases, the autoencoder-LSTM method outperforms
the DMD method in the prediction of the flow dynamics.
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