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Abstract
The generalisation of conuent node rewriting, a context-free graph grammar ap-
proach, to hypergraphs yields the most powerful known context-free technique to
dene hypergraph languages. This paper, which summarises part of the author's
doctoral thesis, substantiates that claim by reporting on the generative power of
the so-called C-hNCE grammars.
1 Introduction
In the literature, two major alternatives are considered for generalising the
concept of a context-free grammar from strings to graphs resp. hypergraphs,
see [5]: conuent node-rewriting graph grammars (see [6]) and hyperedge-
rewriting hypergraph grammars (see [4]). Each approach has particular ad-
vantages: in node-rewriting grammars a high number of edges can be obtained,
and in hyperedge-rewriting grammars hyperedges can be treated individually.
The vision which induced the work reported here was to develop a framework
in which the strengths of both approaches could be combined.
In contrast to node rewriting, hyperedge rewriting was investigated from
early on within hypergraph grammars. As hypergraphs are nothing more than
a generalisation of graphs where a hyperedge diers from an edge in that it
may have an arbitrarily long sequence of attachment nodes (i.e., not necessar-
ily two), it was reasonable to develop the combining framework as a type of
hypergraph grammars. For this, however, a notion of node rewriting in hyper-
graphs was lacking. Therefore, the rst step was to generalise node rewriting
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from graphs to hypergraphs [8]. It soon turned out that context-free node-
rewriting hypergraph grammars were interesting in their own right. Thus in
this paper, which summarises a part of the author's doctoral thesis [11], the
so-called C-hNCE grammars are studied.
After xing some preliminary notions in Section 2, C-hNCE grammars are
presented in Section 3. In Section 4, the generative power of this approach is
shown to encompass that of the other major context-free hypergraph gram-
mar approaches, namely those based on hyperedge rewriting resp. on sepa-
rated handle rewriting. Section 5 is concerned with the inuence the maximal
rank of a hyperedge specied in a C-hNCE grammar has on the generated
hypergraph languages. Finally, the conclusion touches on a number of further
aspects. For detailed proofs, the reader is referred to [11].
2 Preliminaries
Throughout the paper, let  denote a nite set of symbols, N = f0; 1; 2; : : :g
the set of non-negative integers, N
+
= Nrf0g, and [n] = f1; : : : ; ng for n 2 N .
A (simple, directed, node- and hyperedge-labelled) hypergraph over  is a
tuple H = (V
H
; E
H
; lab
H
) where V
H
is a nite set of nodes, E
H
   V

H
is
a nite set of hyperedges, and lab
H
: V
H
!  is a mapping labelling a node
v with lab
H
(v). Given a hyperedge e = (; v
1
   v
n
) 2 E
H
, we also write
lab
H
(e) =  for its label, att
H
(e; i) = v
i
for its ith attachment node, and
rank
H
(e) = n for its rank ; moreover, each i 2 [n] is called a tentacle of e.
In pictures, the nodes of a hypergraph are represented by circles , the
hyperedges by squares , and the tentacles by numbered lines, e.g.
1 2
.
A label is written next to the node resp. hyperedge to which it is assigned.
Two hypergraphs G and H are isomorphic if there is a bijection f : V
G
!
V
H
such that E
H
= f(; f(v
1
)   f(v
n
)) j (; v
1
   v
n
) 2 E
G
g and, for all
v 2 V
G
, lab
H
(f(v)) = lab
G
(v). The set of all hypergraphs isomorphic to a
(concrete) hypergraph H is denoted by [H] (which is also called an abstract
hypergraph). The set of all (concrete) hypergraphs over  is denoted by H

,
and the set of all abstract hypergraphs by [H

]. A hypergraph language is a
subset of [H

], the set of all hypergraph languages is denoted by LH, and the
rank of a language L 2 LH is rank(L) = maxfrank
H
(e) j [H] 2 L; e 2 E
H
g.
3 Context-free node rewriting in hypergraphs
When substituting a hypergraph for a node, the hyperedges incident to that
node have to be transformed into hyperedges incident to nodes of the substi-
tuted hypergraph. To specify this transformation of hyperedges, hypergraphs
are augmented by connection relations. We explain how this works after for-
mally dening these relations.
A hypergraph with embedding over  is a pair (H;C) where H is a hyper-
graph over  and C  (  ( [ fg)

) ( (N
+
[ V
H
)

), the connection
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


X
v

1 2
3

1
2
)




X

1
2

1
2
3

1 2
Fig. 1. Substitution of a node in a hypergraph
relation, is a nite set of connection instructions over  for H.
Let H be a hypergraph, v 2 v
H
, and (H
0
; C) a hypergraph with embedding
such that H and H
0
are disjoint. Then v is substituted by (H
0
; C), resulting in
the hypergraph H[v=(H
0
; C)], as follows: remove v together with its incident
hyperedges, yielding the remainder H
 
of H; add H
0
to H
 
; and connect
H
0
and H
 
according to the connection relation C: whenever C contains a
connection instruction (ex=cr) and H contains a hyperedge e incident to v
which matches the existence part ex , an embedding hyperedge e
0
is created
according to the creation part cr . A hyperedge e matches ex = (; x
1
  x
m
)
if  is the label of e, m its rank, and for all i 2 [m], x
i
=  if att
H
(e; i) = v and
x
i
= lab
H
(att
H
(e; i)) otherwise. Then cr = (; y
1
   y
n
) creates the hyperedge
e
0
with label , rank n, and for all j 2 [n], att(e
0
; j) = y
j
if y
j
2 V
R
and
att(e
0
; j) = att
H
(e; y
j
) if y
j
2 [m]. We do not admit connection instructions
whose creation part produces an undened incidence (i.e., where y
j
=2 [m]) or
an incidence to an undened node (i.e., where y
j
2 [m] and x
y
j
= ).
Example 3.1 Consider the hypergraph with embedding
(H;C) =
0
B
@

u
1

X
u
2
1
2
;
8
<
:
(ex
3
=; 1 2u
1
); (ex
3
=; 1 2u
2
);
(ex
2
=; 1u
1
u
2
); (ex
2
=; 1u
2
)
9
=
;
1
C
A
where ex
3
= (; ) and ex
2
= (; ), i.e., ex
k
recognizes a hyperedge
of rank k with the last tentacle to the replaced node. Figure 1 shows the
substitution of the X-labelled node v in the left hypergraph with (H;C): v
is removed from the hypergraph together with its incident hyperedges, H
inserted in its place, the upper hyperedge matches neither ex
2
(because it has
rank 3) nor ex
3
(because the second, not the last tentacle grips to v) and thus
remains deleted, and the lower hyperedge matches ex
2
and therefore gives rise
to the two embedding hyperedges.
A node-rewriting hypergraph grammar with neighbourhood-controlled em-
bedding (hNCE grammar for short) is a tuple NG = (N; T; P; S) where N
and T are nite, disjoint sets of nonterminal and terminal symbols respec-
tively, P is a nite set of productions of the form X ::= (R;C) with left-hand
side X 2 N and a hypergraph with embedding (R;C) over N [ T as right-
hand side, and S 2 N is the initial nonterminal of NG . The hypergraph
S
consisting of one S-labelled node and no hyperedges is the axiom or initial hy-
pergraph of NG . The rank of NG , denoted rank(NG), is the smallest k 2 N
3
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S ::=
p
1
0
B
B
B
B
@
X
1 2 3
1 2
1 2
; ;
1
C
C
C
C
A
X ::=
p
2
(H;C)
X ::=
p
3
(
u
; f(ex
3
=; 1 2u)g)
Fig. 2. The productions belonging to the grammar of Example 3.2, with (H;C) and
ex
3
as in Example 3.1 and the unique terminal symbol  not represented
such that rank
H
(e); rank(ex ); rank(cr)  k for all right-hand sides (H;C) of
the productions, e 2 E
H
and (ex=cr) 2 C.
Let H and H
0
be hypergraphs over N [ T , v 2 V
H
with lab
H
(v) = X,
and p = (X ::= (R;C)) (an isomorphic copy of) a production in P with R
disjoint from H. Then p can be applied to v in H yielding the hypergraph
H
0
= H[v=(R;C)], which is denoted H )
[v;p]
H
0
or H )
P
H
0
. A derivation
H )

P
H
0
consists of any number of consecutive production applications.
The set S (NG) = fH 2 H
N[T
j
S
)

P
Hg contains the sentential forms
of NG , and L(NG) = f[H] 2 [H
T
] j H 2 S (NG)g is the generated hypergraph
language. Two grammars are equivalent if they generate the same language.
Example 3.2 For k  2, an ordered k-tournament is a hypergraph where the
nodes can be arranged in a repetition-free sequence w such that the hyperedges
are all hyperedges of rank k whose attachment sequence is a subsequence of
w. The set k-tournaments
Æ
of all ordered k-tournaments can be generated
S X X
)
p
1
)
p
2
)
p
3
Fig. 3. A derivation yielding the ordered 3-tournament with four nodes (tentacles
are ordered from left to right)
by an hNCE grammar. For k = 3, such a grammar is NG = (N; T; P; S),
where N = fS;Xg, T = fg, and P contains the three productions shown
in Figure 2. A derivation in NG yielding the ordered 3-tournament with four
nodes is depicted in Figure 3.
A grammar is said to be context-free in the sense of [2] if it is associative
and conuent. (This implies that dierent traversals of a given derivation
tree, where a canonical notion of derivation trees is used, always yield the
same hypergraph.) The straightforward extension of hNCE substitution to
hypergraphs with embedding is associative, i.e., we have
(H;C)[v
1
=(R
1
; C
1
)[v
2
=(R
2
; C
2
)]] = (H;C)[v
1
=(R
1
; C
1
)][v
2
=(R
2
; C
2
)]
for hypergraphs with embedding (H;C); (R
1
; C
1
); (R
2
; C
2
) and nodes v
1
2
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V
H
; v
2
2 V
R
1
. However, the same is not true for conuence. Hence we dene:
An hNCE grammar NG = (N; T; P; S) is conuent (a C-hNCE grammar
for short) if for all sentential forms H, all (isomorphic copies of) productions
X
1
::= (R
1
; C
1
), X
2
::= (R
2
; C
2
) in P such that H;R
1
; R
2
are mutually dis-
joint, and all v
1
; v
2
2 V
H
with lab
H
(v
1
) = X
1
and lab
H
(v
2
) = X
2
, we have
H[v
1
=(R
1
; C
1
)][v
2
=(R
2
; C
2
)] = H[v
2
=(R
2
; C
2
)][v
1
=(R
1
; C
1
)]:
Let us now turn to a class of hNCE grammars where all embedding hy-
peredges created during the rewriting of a node must be incident to at least
one node in the replacing hypergraph. This implies that a hyperedge of rank
greater than 0 which occurs in a sentential form is generated as soon as its
incident nodes are.
Formally, let (R;C) be a hypergraph with embedding. A connection in-
struction (ex=; y
1
   y
n
) is remote if there is no i 2 [n] with y
i
2 V
R
. An
hNCE grammar is remote-free (an hNCE
rf
grammar for short) if the right-
hand sides of its productions do not contain remote connection instructions.
4 Hypergraph-generating power
The two major context-free hypergraph rewriting approaches are hyperedge
rewriting (see [4]) and separated handle rewriting [3]. Both can be simulated
by conuent hNCE rewriting [9].
Hyperedge rewriting, HR for short, is the earliest context-free hypergraph
rewriting technique. In this approach, a nonterminal hyperedge species the
sequence of its attachment nodes, which will be glued componentwise with the
sequence of the so-called external nodes of the replacing hypergraph.
1
2
3
)
1
2
3
Fig. 4. Hyperedge rewriting
A hypergraph with external nodes over  is a pair (M; ext) where M is a
multiple
3
hypergraph over  and ext 2 V

M
is a sequence of pairwise distinct
external nodes. The sketch in Figure 4 illustrates how a hypergraph with
external nodes (M
0
; ext) is substituted for a hyperedge e in a hypergraph M :
remove e (without its attachment nodes), yielding the remainder M
 
of M ;
add M
0
to M
 
; and connect M
0
and M
 
by fusing the ith external node
of M
0
(indicated by an i in grey) with the ith attachment node of e.
3
In a multiple hypergraph, there may be more than one hyperedge with the same label
and attachment sequence.
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We dene HR grammars and their generated languages analogous to hNCE
languages, and say that an HR grammar is hypergraph-generating if the hy-
pergraphs in the generated language are simple. HR grammars are naturally
context-free.
HR rewriting can be simulated by hNCE rewriting with the following idea:
Add a node to each nonterminal hyperedge, which will be rewritten instead
of the hyperedge. Then the external nodes in the right-hand side of an HR
production are removed, and their incident hyperedges generated as embed-
ding hyperedges. Moreover, the following facts are needed: (1) HR grammars
can be reduced so that they contain only useful nonterminal symbols. (2) In
a reduced hypergraph-generating HR grammar, no sentential form contains
two parallel terminal hyperedges. (3) For every hypergraph-generating HR
grammar, an equivalent external edge-free HR grammar can be constructed
(an external edge is a terminal edge incident only to external nodes).
Theorem 4.1 (Simulation of HR rewriting) For every hypergraph-
generating HR grammar, an equivalent C-hNCE
rf
grammar can be constructed.
Separated handle rewriting, S-HH for short, was developed from hyperedge
rewriting as a context-free hypergraph-rewriting approach which allows to
multiply hyperedges during a rewriting step. The idea is to replace a handle,
i.e., a hyperedge e together with its incident nodes, with a hypergraph that
has so-called port nodes, where a port node is a node which carries one or
more natural numbers. Then, for each i-port v, a copy of each hyperedge
incident to the ith attachment node of e is created and made incident to v
instead of the i-port.
1
2
3
)
1
1,2
2
Fig. 5. Handle rewriting
A hypergraph with ports over  is a pair (H; port) where H is a node-
unlabelled hypergraph over  without hyperedges of rank 0 and port is a nite
subset of N
+
V
H
. For (i; v) 2 port , v is called an i-port and i a port number
of v. The sketch in Figure 5 illustrates how a hypergraph with ports (H
0
; port)
is substituted for the handle of a hyperedge e in a hypergraph H: remove e
together with its attachment nodes and all their incident hyperedges, yielding
the remainder H
 
of H; add H
0
to H
 
; and connect H
0
and H
 
according
to the relation port (an i-port is indicated by an i in grey), by creating for each
hyperedge e
0
in H which is incident (among others) to att(e; i
1
); : : : ; att(e; i
k
),
and for each combination v
i
1
; : : : ; v
i
k
of nodes in H
0
with v
i
j
an i
j
-port, a copy
of e
0
where each tentacle which went to att(e; i
j
) before now goes to v
i
j
instead
(for j 2 [k]).
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We dene HH grammars and their generated languages analogous to hNCE
languages. An HH grammar is separated (an S-HH grammar for short) if in the
right-hand sides of its productions, two distinct nonterminal hyperedges never
have a common incident node. S-HH grammars are naturally context-free.
S-HH rewriting can be simulated by hNCE rewriting with the following
idea (see [3, Lemma 4.1] where the case of graph-generating S-HH grammars
is treated): Contract each nonterminal handle into a node, which will be
rewritten instead of the hyperedge. The multiplication of hyperedges incident
to a nonterminal handle is then performed by the embedding mechanism of
hNCE rewriting.
Theorem 4.2 (Simulation of S-HH rewriting) For every S-HH gram-
mar, an equivalent C-hNCE
rf
grammar can be constructed.
It was shown in [3] that the classes of languages of simple hypergraphs
generated by HR rewriting resp. by S-HH rewriting are incomparable: the
separating examples are the complete graphs (no HR language) and a variant
of the so-called dotted trees (no S-HH language). The union of these languages
is a C-hNCE
rf
language which cannot be generated by either an HR grammar
or an S-HH grammar.
Theorem 4.3 (Proper inclusion) The class of C-hNCE
rf
languages prop-
erly includes the union of the classes of HR languages and S-HH languages.
5 Rank and order coincide for C-hNCE
rf
languages
With HR grammars, increasing the maximal rank of hyperedges occurring in
the grammar leads to a proper increase of generative power [7, Chapter V,
Theorem 2.7]. In contrast, whenever a hypergraph language of rank k can be
generated with a remote-free C-hNCE grammar, then an equivalent grammar
can be constructed where only hyperedges of rank up to k occur [10]. This
result allows to show that every remote-free C-hNCE graph language can be
generated by a conuent node-rewriting graph grammar.
Theorem 5.1 (Rank theorem) Let k 2 N . For every C-hNCE
rf
grammar
generating a language of rank k, an equivalent C-hNCE
rf
grammar of rank k
can be constructed.
Proof sketch. Below, we show that every C-hNCE
rf
grammar has a normal
form where the rank of hyperedges cannot decrease during embedding. Such
a C-hNCE grammar generating a language of rank k may still rely on non-
terminally labelled hyperedges of rank greater than k to exclude sentential
forms with terminal nodes only from the generated language, but a second
normal-form theorem states that these so-called blocking hyperedges can be
removed. The grammar which results from these normal-form constructions
can then be transformed into a grammar of rank k. ut
7
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A connection instruction is link-preserving if it is not remote, it recognizes
hyperedges with exactly one tentacle to the replaced node, and it creates a
hyperedge which has, for every tentacle of the recognized hyperedge, a ten-
tacle attached to the same node. An hNCE grammar is link-preserving if all
connection instructions in it are.
Theorem 5.2 (Link-preserving normal form) For every C-hNCE
rf
grammar an equivalent link-preserving C-hNCE
rf
grammar can be constructed.
An hNCE grammar is non-blocking if no sentential form whose nodes are
terminal contains a nonterminal (i.e., blocking) hyperedge.
Theorem 5.3 (Non-blocking normal form (cf. [6, Theorem 1.3.21])) For
every C-hNCE grammar NG an equivalent non-blocking C-hNCE grammar
NG
0
can be constructed. If NG is remote-free or link-preserving, then so is
NG
0
.
Theorem 5.1 states in particular that every C-hNCE
rf
language of graphs
can be generated by a grammar in which hyperedges of rank at most 2 are
specied. This can be used to show that every graph language generated by a
C-hNCE
rf
grammar can also be generated by a conuent node-rewriting graph
grammar, a so-called C-edNCE grammar. A graph-generating C-hNCE
rf
grammar may, however, contain specications of hyperedges whose rank is
less than 2, of which only those incident to one, nonterminal, node { so-called
pendants { cannot always be removed without changing the language.
An hNCE grammar is pendant-free if no pendant is specied in the hyper-
graphs or connection instructions of its productions.
Theorem 5.4 (Pendant-free normal form) For every link-preserving
hNCE grammar NG an equivalent link-preserving hNCE grammar NG
0
can
be constructed which is pendant-free. If NG is conuent or non-blocking, then
so is NG
0
.
Theorem 5.5 (C-edNCE normal form) For every graph-generating
C-hNCE
rf
grammar NG, an equivalent C-edNCE grammar can be constructed.
6 Conclusion
C-hNCE grammars currently represent the most powerful known context-
free hypergraph-rewriting approach, properly generalising both hyperedge and
separated handle rewriting [9]. Nevertheless, the graph-generating power of
remote-free C-hNCE grammars coincides with that of C-edNCE grammars
[10]. The diagram of Figure 6 summarises these relationships, where L(X)
denotes the class of languages generated by X-grammars, LH that of simple
hypergraph languages, and LG that of graph languages.
As node-rewriting grammars are context-free in the sense of [2] if and only
if they are conuent, it is natural to ask if one can decide, for an arbitrary
8
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L(C-hNCE
rf
)
L(HR) \ LH
L(S-HH)
L(C-edNCE) =
L(C-hNCE
rf
) \ LG
Fig. 6. Comparison of generative power
hNCE grammar, whether it is conuent. The answer is yes [8], although the
problem is intractable: the algorithm detailed in [11] runs in time doubly
exponential in the size of the input grammar. Hence it should be worthwhile
to study a notion of static conuence as is done in [6].
The superior generative power of conuent node rewriting in hypergraphs
appears to render the motivating idea discussed in the introduction, namely
combining the strengths of node and hyperedge rewriting into one frame-
work, obsolete. However, that is not the case, as the following example il-
lustrates. It is known that conuent node rewriting allows to generate lan-
guages such as the set of (a) all complete graphs, (b) all complete graphs
with a spanning tree distinguished by a special edge label, or (c) all ordered
2-tournaments. Now consider the following language of graphs with exter-
nal nodes: f
1 2
;
1 2
g: Substituting this language for the edges in
the node-replacement languages above, i.e., choosing for each edge in a graph
whether to remove or keep it, yields the set of (a) all graphs, (b) all connected
graphs, and (c) all acyclic graphs, respectively. It may be intuitively clear
that these languages can be generated by an associative and conuent type of
grammar in which both node rewriting and hyperedge rewriting may occur,
such as the basic atom-replacement (BAR) grammars of [12]. However, they
cannot be generated by any of the known context-free (hyper)graph grammar
types. Indeed, BAR grammars are not grammars in the sense of [2] because
distinct applications of the same production do not necessarily produce the
same number of nonterminal items. Nevertheless, they merit further investi-
gation as they allow to specify interesting graph and hypergraph languages in
an intuitive way.
BAR grammars are based on a straightforward union of node-rewriting
steps and hyperedge-rewriting steps, with the denitions of the productions
and their applications borrowed from the two original { and quite dierent {
grammar approaches. It should be noted that pullback rewriting (see [1] and
the references therein) provides a formalism in which hyperedge rewriting as
well as node rewriting in hypergraphs can be specied in a uniform way. Hence,
this approach may be particularly well suited to continue the investigation of
hypergraph grammars with node and hyperedge rewriting.
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