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ABSTRACT
Suppression of Limit Cycle Oscillations in an Aeroelastic System
Using Robust and Adaptive Control
by
Sushma G ujju la
D r. Sahjendra N. Singh, Exam ination Committee Chair 
Professor o f E lectrical and Computer Engineering Department 
University o f Nevada, Las Vegas
In th is thesis control systems are designed for the flu tte r control o f nonlinear 
aeroelastic system. The aeroelastic model describes the plunge and p itch m otion of 
a wing. The model includes plunge and pitch nonlinearities, and has both leading- 
and tra ilin g  edge control surfaces for the purpose of control. F irs t the existence of 
lim it cycle oscillations and domain o f s tab ility  (a ttraction) o f prototyp ica l aeroelastic 
wing sections w ith  p itch structura l nonlinearity using the describing function method 
is determined. The model includes unsteady aerodynamics based on Theodorsen’s 
theory. The dual-input describing functions of the nonlinearity are used for the lim it 
cycle analysis. In terestingly i t  is found th a t flu tte r can exist not only when the 
origin in  the state space is unstable but also when it  is asym ptptically stable i f  the 
in itia l conditions are not small. For such cases, an estimate o f the domain of s ta b ility  
surrounding the orig in in  the state space is computed in which flu tte r cannot exist. 
The Nyquist crite rion  is used to  establish the s ta b ility  o f the lim it cycle and it  is shown
iii
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that unstable as well as the stable limit cycles exist when the origin is exponentially 
stable.
Secondly, an adaptive and a neural controller is designed w ith  structura l non- 
linearity using leading- and trailing-edge control surfaces. For the derivation o f an 
adaptive control law, a linearly parameterized model is used but the neural controller 
is designed by treating the stiffening-type structura l nonlinearity as an unstructured 
function (not parameterizable). I t  is shown th a t the adaptive and neural controllers 
accomplish tra jecto ry control in  the closed-loop system. F inally, based on the Lya­
punov approach, a variable structure control law is derived for the control o f an 
unsteady aeroelastic system w ith  pa rtia l state inform ation in  the presence o f uncer- 
ta in ities. For the control law derivation, the system is treated as the interconnection 
o f 2 subsystems in  which the subsystem associated w ith  the unsteady aerodynamics 
is inpu t-to  state stable. The designed variable structure control system is simple 
compared to  adaptive controllers and is synthesized easily using only the measured 
states. S im ulation results are presented which show th a t in  the closed-loop system, 
regulation o f the plunge-and pitch trajectories are accomplished.
IV
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ACRONYMS
a =  nondimensionalized distance from  the m idchord to  the
elastic axis 
b =  semichord o f the wing
Cl =  w ing section lif t  coefficient
cia ,c ip,c i j  =  d c i f d a , d c i l d p , d c i / d ' f
Cm-c/ 4  — w ing section moment coefficient at quarter-chord
^mat m^'Y ~  c/4/^ ^ )  c/4/^ ^ )  ^Cm—c/4/^ T
c/i =  structura l damping coefficient in  plunge due to  viscous
damping
Cq, =  structura l damping coefficient in  p itch due to  viscous
damping
e =  inpu t to the nonlinear block
h =  plunge displacement
rrit =  mass of the plunge-pitch system
myj =  mass of the wing
n(e) =  nonlinear function
Sp — sp)cLn
u =  control inpu t
v iii
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X  =  State vector
Xa =  nondimensionalized distance measured from  the elastic
axis to the center o f mass 
y,yr,y — output, reference output and tracking error
Aa,Ba =  pitch am plitude o f oscillation, bias
Afi,Bh =  plunge am plitude o f oscillation, bias
A, B,Ca,Cp, Mi, Bo, go =  system matrices
G{s) =  transfer function
Gr,Gi =  real and im aginary parts o f G (jw )
la =  mass moment of inertia  about the elastic axis
No,N  =  describing functions
S =  stable manifold
U =  free stream velocity
a =  pitch angle
7 , =  leading- and trailing-edge surface deflection
w =  frequency o f oscillation
9 =  phase angle
p =  density o f air
p, Li =  control gain and weighting matrices
ar,hr =  reference pitch angle and plunge displacement
A =  stable m anifold parameter
IX
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e{a) =  approxim ation error
0,0j^,w,rj — unknown parameters
9,0u,w,r] =  parameter estimates
=  regressor matrices
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CHAPTER 1 
IN TR O D U CTIO N
F lu tte r is a dangerous phenomenon encountered in  flexible structures subjected to 
aerodynamics forces. This includes a ircraft, buildings, telegraph wires, and bridges. 
F lu tte r occurs as a result o f interactions between aerodynamic, s tiff, and ine rtia l forces 
on a structure. In  the case o f an a ircra ft, flu tte r is o f particu la r concern; th is is due to 
the inherent fle x ib ility  o f the structure and extreme aerodynamic loads experienced 
which may occur when the a ircra ft is accelerated to  a speed whereby, the a ircra ft is 
disturbed, the wings flex, and the resultant vibrations do not have sufficient damping. 
The damping o f a ircra ft vibrations is a function o f the speed at which i t  is flying. 
When a w ing h its a gust i t  experiences an increase in  lif t .  This causes the wing to 
flex upwards. However, for many wings, due to  the location o f the center o f pressure 
and elastic axis o f the wing, such bending is combined w ith  torsion. The resulting 
torsion causes a change in  lif t ,  causing the wing to swing back downwards. A t the 
lowest point, the w ing begins to  tw is t back up again. This happens na tura lly to an 
a ircraft in  fligh t, but fo r the case o f flu tte r, such vibrations are divergent, and hence 
unsafe. The resulting flexure may cause structura l failure.
F lu tte r has destroyed countless airplanes since the early days o f flying. Before
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1930, little  was understood of flu tte r, the ava ilab ility  o f better engines resulted in 
attempts to  set new fly ing  speed records. F lu tte r began to be recognized as a serious 
problem. Consequently, engineering efforts to  analyze and prevent flu tte r began in 
earnest, especially in  the design of the faster fighter aircrafts o f the 1930s and ’40s. 
One obvious solution was to dram atically increase the structura l stiffness, but th is 
was not always possible due to weight considerations. Since an a ircra ft has to  fly, it  
must have a lightw eight structure, unlike c iv il and mechanical structures. The weight 
restriction in  aerospace structures resulted in  th e ir reduced stiffness when compared 
w ith , say, a steel-concrete structure. Hence, an a ircra ft w ing is quite flexible, and can 
easily bend and tw is t under the influence of a ir loads. A lthough the static a ir loads on 
the wing are always lesser than its  structura l strength, once the w ing begins to  tw ist 
and bend in  a periodic manner, under certain conditions the dynamic a ir loads may 
begin feeding the elastic m otion o f the wing, causing its  am plitude to  grow, which in  
tu rn  causes increased a ir loads tha t eventually exceed the structu ra l strength. When 
experiments and analytical models revealed th a t the fligh t velocity at which flu tte r 
occurs and its  characteristic frequency are as much affected by the mass d istribu tion  
o f the structure as its  stiffness; mass balancing o f the wings, ta ils  and control-surfaces 
began to  be an integral part of a ircra ft construction. W ith  the passage o f tim e, as 
the maximum fligh t velocities o f aircrafts increased beyond the speed o f sound, i t  
was noticed th a t flu tte r was most like ly to occur at the transonic speed (close to  the 
speed o f sound) due to  the unsteady m otion o f a shock wave on top o f the wing. 
Therefore, a better modeling of the unsteady aerodynamic loads in  the transonic
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
regime was required, which resulted in computer codes th a t had run-tim e o f weeks on 
the Cray supercomputers. A t the same tim e, experimental facilities at organizations 
such as NASA-Langley Research Centre were upgraded to  study transonic flu tte r. 
The valuable data resulting from  these studies were applied to  most o f the airplanes 
we see fly ing  today, such as the Boeing 747-400 and the A irbus A-340, which routinely 
cruise at transonic speeds.
The trad itiona l passive means o f avoiding flu tte r, such as mass balancing and local 
stiffening, have continued to  the present day. These techniques are inefficient (because 
they add weight to  the structure) as well as unsystematic, and they do not always 
succeed. Consequently, flu tte r keeps occurring. Recent examples include Taiwan’s 
ID F  flghter, which crashed due to  flu tte r of horizontal ta il during high dynamic- 
pressure fligh t-test in  1992, leading to  the cancellation o f the project. Later in  the 
same year, a prototype o f the state-of-the-art American fighter, F-22, crashed in  a 
flu tte r related accident. In  September 1997, a U.S. A ir Force F-117 ’’Stealth” fighter 
crashed due to  flu tte r excited by the vibra tion from  a loose elevon. Every year many 
small airplanes, usually hom e-built, continue to become casualties o f flu tte r.
1.1 Background
Aeroelastic systems exh ib it a variety o f phenomena includ ing instab ility , lim it 
cycle oscillation (LCO ), and even chaotic v ib ra tion  [1-5] due to  the interaction of 
aerodynamic, elastic and ine rtia l forces. Active control o f aeroelastic in s ta b ility  is an 
im portant problem. Researchers in  aerodynamics, structure, m ateria l, and control
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
have made im portant contributions towards the analysis and control o f aeroelastic 
system. An excellent survey paper by Mukhopadhyay [3] provides a historical per­
spective on analysis and control of aeroelastic systems. Several studies have been 
made to analyze the nonlinear responses of aeroelastic systems and design of active 
control systems for avoiding ins tab ility  [6-11]. Studies related to  prediction o f flu tte r 
ins ta b ility  using linear system theory have been done [12]. Researchers have given 
considerable a ttention to the presence o f lim it cycle oscillations, which have been a 
persistent problem and are generally encountered on a ircra ft carrying external store. 
Several a ircra ft models have experienced store-induced LCO for certain attached wing 
store conflgurations, which are a ttribu ted  to structura l nonlinearity in  the aeroelastic 
system. The LCO characteristics o f the fighter a ircra ft imposed safe lim its  in  addi­
tion  to those defined by structura l strength and s ta b ility  requirements. These lim its  
significantly reduce the effectiveness and m aneuverability o f fighter a ircra ft, lim it the 
fligh t envelope o f these a ircraft, and pose a risk to  the a ircra ft and p ilo t.
Linear system theory is often used for determ ining divergence and flu tte r instabil­
ity. However, fo r the c ritica l case in  which the systems have some purely imaginary 
and remaining stable eigenvalues, linear analysis is inconclusive. Furthermore, even 
i f  the linearized system is stable, lim it cycles may exist away from  the neighborhood 
o f the origin. For these cases, nonlinearity cannot be ignored. Aeroelastic systems of 
[7,13-16] are unstable for a set of flow velocities and exh ib it lim it cycle oscillations in 
the presence o f structura l nonlinearity. For these aeroelastic systems, determ ination 
o f the am plitude and frequency of oscillations is im portant. Apparently, oscillations of
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
small amplitudes can be ignored; however, large am plitude oscillations may be catas­
trophic. The describing function (DF) method provides an im portant too l to  predict 
the existence o f lim it cycles in nonlinear feedback systems (Interested readers may 
refer to  Gelb and Vander Velde [17]). The quasi-linear approxim ating function, which 
describes approxim ately the transfer function characteristics o f the nonlinear element, 
is termed as describing function. Several researchers to  investigate the dynamic be­
havior o f nonlinear aeroelastic system have used describing function approach [18-23]. 
Lee, et al. [5] provided several references for the application o f the DF and dual-input 
describing function (D ID F) to  aeroelastic airfo ils, helicopter blades, missile control 
surfaces, etc., w ith  structura l and aerodynamic nonlinearities. In  a recent paper, 
existence and o rb ita l s ta b ility  o f lim it cycle have been examined for an aeroelastic 
model w ith  quasi-steady aerodynamics [24].
Wavelet analysis fo r fligh t data has been introduced for the prediction o f lim it cy­
cles and characterization o f structura l nonlinearities of aeroelastic systems [25]. Study 
of nonlinear responses using com putational and experimental methods has been con­
sidered in  [14]. A  d ig ita l adaptive design for a linear aeroservoelastic model has been 
presented in  [26-28]. A t the NASA Langley Research Center, a benchmark active 
control technology (BAC T) w ind-tunnel model has been designed for the study of 
nonlinear aeroelastic behavior and various active control algorithm s have been devel­
oped for flu tte r suppression [29-30]. References [6, 29, 30] describe unsteady aerody­
namic data, flu tte r instab ility , and control systems for the BAC T project model. For 
the BACT w ind-tunnel model, neural-network gain-scheduled flu tte r control systems
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
have been designed and experiments have been performed [31].
For an aeroelastic apparatus, tests have been performed in  a w ind tunnel to  ex­
amine the effect o f nonlinear structura l stiffness on nonlinear responses, and control 
systems have been designed using linear control theory, feedback linearization, and 
adaptive control strategies [7, 8, 13-16, 32-34]. Based on the state dependent R iccati 
equation (SDRE) method, suboptim al control laws for flu tte r suppression have been 
designed [51, 52]. A  backstepping adaptive design method for flu tte r suppression 
has been adopted in  [32,34]. In  th is approach, the aeroelastic model has been repre­
sented in  output feedback forms by suitable coordinate transform ations and output 
feedback adaptive laws have been derived. A  robust flu tte r control system has been 
presented in [33] in  which a high gain observer is used for estim ating the unmea­
sured states and the lumped uncertain function o f the model fo r synthesis. A fte r a 
short transient period, the estim ation based control law recovers the performance of 
a feedback linearizing control system. The Volterra series approach for the flu tte r 
instab ility  o f a nonlinear two-dimensional w ing section has been adopted [35]. The 
SDRE method has been used for the stabilization o f LCO in  [36]. A  m odular design 
using ISS controller has been attem pted for the control o f aeroelastic systems.
In the research work o f [31], the neural network has been trained using back 
propagation to  output the two numerators, the four denominator coefficients and the 
overall gain o f linear fllte r (controller) as functions of Mach number and the dynamic 
pressure. Based on an autoregressive moving-average (AR M A) representation o f the 
aeroservoelastic system, an ind irect adaptive control law for flu tte r suppression using
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a single trailing-edge surface has been also developed. In  a recent paper, P latani- 
tis  and Strganac [37] have considered a wing model w ith  leading- and trailing-edge 
control surfaces and designed an adaptive control system for the control o f nonlinear 
responses. I t  has been shown tha t unlike the w ing section w ith  a single trailing-edge 
surface, enhanced performance is achieved by introducing the additional leading-edge 
control surface. I t  is well known tha t for the model w ith  a single control surface, 
tra jectory control o f either the plunge displacement or the pitch angle (but not of 
both) can be achieved by the feedback linearization inverse control technique [15, 
38], and there exist zero dynamics describing the residual m otion in  the closed-loop 
system. Zero dynamics describe the m otion o f the system when the controlled output 
variable (pitch angle or plunge displacement for the single surface case) is constrained 
to  be zero. In  the closed-loop system w ith  an inverse controller [7, 15, 32, 38], the 
asymptotic behavior o f the aeroelastic system depends on the s ta b ility  property o f the 
zero dynamics. The zero dynamics of the aeroelastic system depends on the model 
parameters including the free stream velocity and the location o f the elastic axis [7]. 
For certain values o f these parameters, zero dynamics can be weakly stable and in  
such cases, feedback-linearizing controllers give sluggish flu tte r control using a single 
surface. An im portan t advantage in  using two control surfaces is th a t one can design 
an exact feedback linearizing control and there does not exist zero dynamics. The 
adaptive design o f [37] is based on the assumption th a t only the stiffness parameters 
are unknown, but w ing mass and inertia  as well as a ll the aerodynamic parameters 
are known to  the designer. O f course, i t  is more realistic to assume th a t the remaining
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8parameters o f the model are also unknown. Especially the assumption th a t the aero­
dynamic parameters are exactly known is quite restrictive. As such i t  is desirable to 
develop control laws for the control of the aeroelastic system w ith  two control surfaces 
to  alleviate the stringent requirement on the knowledge o f system parameters.
Robust aeroservoelastic s ta b ility  margins using p method have been obtained 
[12]. Based on classical and m inmax methods, and passification techniques, flu tte r 
control systems have been designed for the BAC T model in  Refs. 6, 30. Neural and 
adaptive control o f transonic w ind-tunnel model also has been considered [27, 31]. 
The feedback designs o f Refs. [7, 32, 38, 50] assume aeroelastic models w ith  quasi­
steady aerodynamics. Active output feedback control o f an aeroelastic system w ith  
unsteady aerodynamics has been considered using linear quadratic regulator (LQR) 
design technique [11] and SDRE approach [52]. O f course, linear design ignores the 
nonlinearity in  the aeroelastic model. For the SDRE design, the model is assumed to 
be precisely known. As such it  is of interest to  design control systems fo r nonlinear 
aeroelastic models w ith  unsteady aerodynamics. Variable structure control (VSC) 
technique is often used for the design o f control systems for nonlinear models w ith  
parametric uncertainties and disturbance inputs [41, 53]. In  a variable structure 
systems (VSS), the control law is a discontinuous function o f the state variables and 
switches when the tra jecto ry crosses a chosen hyper surface (slid ing surface) in  the 
state space.
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1.2 Our Contributions 
This thesis addresses the problem o f flu tte r control. In  Chapter 3, the existence o f 
lim it cycle oscillation and the domain o f s ta b ility  (a ttraction) in  prototypical aeroe­
lastic w ing sections w ith  pitch structura l nonlinearity using the describing function 
method is examined. Unlike [24], the aeroelastic model considered here includes the 
unsteady aerodynamics based on the Theodorsen’s theory [16, 39]. The model in ­
cludes a structura l nonlinearity o f fifth  degree in  the pitch degree-of-freedom. The 
chosen dynamic model describes the nonlinear plunge and pitch m otion o f a wing. 
This type o f model has been trad itiona lly  used for the theoretical as well as experi­
mental analyzes o f two-dimensional aeroelastic behavior. The dual-input describing 
function o f the nonlinearity fo r asymmetric oscillations is used fo r the prediction o f 
lim it cycle. Interestingly, i t  is seen tha t lim it cycle can exist not only when the origin 
in  the state space is unstable, but also when it  is asym ptotically stable. When the 
origin is stable for the chosen free stream velocity, the tra jecto ry converges either to 
the origin in  the state space or to the lim it cycle. For the case when the origin is 
stable, the Lyapunov method [40, 41] is used to  compute the domain o f a ttraction. 
A na lytica l expressions for the com putation o f the average, and the am plitude and 
frequency o f oscillation o f the pitch and plunge responses are obtained. The o rb ita l 
s tab ility  o f the lim it cycle oscillation using the Nyquist crite rion  is established and 
it  is shown th a t both unstable as well as stable lim it cycles exist when the origin is 
exponentially stable. I t  is seen th a t the unstable lim it cycle has small am plitude and 
large period o f oscillation, but the stable lim it cycle has large am plitude and small
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period. T ha t is, the oscillation of the stable lim it cycle is faster compared to  the 
unstable lim it cycle. For a set of values of the flow velocities and the locations of the 
elastic axis, the am plitude and frequency of p itch and plunge oscillations are com­
puted. I t  is found th a t the predicted average value, and the am plitude and frequency 
are close to  the actual values observed in  simulation.
Chapter 4 deals w ith  the design of an adaptive as well as a neural control sys­
tem for the control o f a typ ica l wing section equipped w ith  leading- and trailing-edge 
control surfaces. For the design, it  is assumed th a t a ll the aerodynamic, structura l 
and ine rtia  parameters are unknown. This assumption requires th a t one must treat 
the control inpu t influence m atrix unknown for design. We note th a t in  the recent 
work o f [37], the inpu t influence m atrix has no uncertainty because only the stiffness- 
parameters are assumed to be unknown and th is assumption results in  sim plic ity in  
design. The derivation o f the control laws in th is chapter is based on the feedback lin ­
earization and adaptive control approaches [40-42]. For the design o f the controllers 
for the tra jecto ry control of the plunge displacement and p itch angle, two uncoupled 
stable manifolds, which are functions o f plunge and pitch m otion, respectively, are 
chosen. Any tra jecto ry  confined to these two manifolds asym ptotically converges to  
the origin in  the state space. In  th is chapter two kinds of aeroelastic model represen­
tations are assumed fo r the design : (1) A  linearly parameterized nonlinear model and 
(2) A model w ith  linearly parameterized uncertainty as well as unknown dynamics 
(unstructured stiffness-type nonlinearity).
Based on these representations, an adaptive and a neural control system are de­
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signed. Since in  the model 2, the function describing the nonlinearity is unknown, a 
neural network is used to  obtain an approxim ation of th is function. Neural networks 
are regarded as universal approximates and possess self-learning capability [42-45]. 
The complicated nonlinear functions (input-output mappings) may be learned and 
constructed by neural networks, thereby reducing the com plexity o f model selection. 
Here a radial basis function (RBF) neural network is used for approxim ating the 
function associated w ith  the structura l nonlinearity. I t  is shown th a t the designed 
adaptive and neural controllers accomplish tra jectory control o f the plunge displace­
ment and p itch angle and stabilization in the closed-loop system. Numerical results 
are presented which show th a t either o f the controllers is effective in  the control of 
aeroelastic responses and th a t inclusion o f an additional leading-edge control surface 
provides fle x ib ility  in  shaping both the plunge and pitch responses.
Chapter 5 describes the derivation o f a variable structure control law for the flu tte r 
control o f an aeroelastic model w ith  uncertain parameters which includes unsteady 
aerodynamics. The model has both the plunge and p itch structu ra l nonlinearities. 
The model represents a prototypical aeroelastic wing section which has been tra d ition ­
a lly used for the theoretical and experimental study of two-dimensional aeroelastic 
behavior. A single trailing-edge control surface is used for the control o f the system. 
I t  is assumed th a t only the plunge displacement, p itch angle, and control surface 
deflection and the ir derivatives are measured for feedback. Based on the Lyapunov 
approach, a variable structure control system for the tra jecto ry control o f the pitch 
angle is derived. For the derivation o f the VSC law, the aeroelastic model is treated as
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
12
the interconnection o f two subsystems 5^ and Sf. The subsystem {S^) describes the 
pitch, plunge and control surface m otion and the subsystem (S'/) is associated w ith  
the unsteady aerodynamics. Interestingly, the 5/-subsystem is shown to be input- 
to-state stable (ISS). Since only the states associated w ith  are measured and the 
state variables o f S / cannot be measured, the ISS property o f the subsystem Sf is 
exploited to  generate a dom inating signal using a first-order dynamic system in the 
feedback path for the synthesis o f the VSC law.
This way, the estim ation o f the state variables of Sf, which is a d ifficu lt problem for 
uncertain nonlinear systems, is avoided. Interestingly, the structure o f the controller 
is independent o f the dimension o f the subsytem Sf. This is im portant because 
unsteady dynamics are modeled w ith  an approxim ation to  Theodorsen’s theory [39] 
yielding models for Sf of different orders. Futhermore, the designed controller is 
attractive from  the po in t o f view of s im plic ity in  im plem entation. In  the closed- 
loop system, the p itch angle tra jectory control is accomplished and the state vectors 
o f Sy, and Sf asym ptotically converge to  the origin in  the state space. Simulation 
results are presented which show tha t the system responses converge to  the origin for 
uncertainties in  the freestream velocity and elastic axis locations.
1.3 Thesis O utline
Chapter 2, introduces the aeroelastic models for both the unsteady and quasi­
steady aerodynamics. Chapter 3 examines the existence o f lim it cycle and the deriva­
tion  for region o f a ttraction . An adaptive controller followed by the derivation o f a
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neural control system is designed in Chapter 4. Chapter 5 describes the variable struc­
ture control o f unsteady aeroelastic system w ith  pa rtia l state inform ation. Finally, 
Chapter 6 deals w ith  conclusion.
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CHAPTER 2
AEROELASTIC M ODEL 
The prototypical aeroelastic w ing section w ith  trailing-edge control surface and leading- 
and tra ilin g  edge control surfaces are shown in F ig 2.1 and F ig 2.2 respectively.
O ’
$k,
u
a*b midchord
elastic axis
Figure 2.1: Aeroelastic Model w ith  Single C ontrol Surface 
The governing equations o f m otion o f the aeroelastic system are given by [7,16]
rrit m^Xah h
+
Ch 0 h
a 0 C(x à
14
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Figure 2.2: Aeroelastic Model w ith  Two Control Surfaces
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+
kh{h) 0 h - L
0 ka{ct) a M
(2.1)
where a  is the p itch angle, h plunge displacement, b semichord o f the wing, 
mass o f the wing, nit to ta l mass, la moment o f inertia , Xa nondimensionalized distance 
o f center o f mass from  the elastic axis, Cq and Ch are the p itch and plunge damping 
coefficients respectively. For the purpose o f illu s tra tion , the nonlinear functions kh{h) 
and ka{a) associated w ith  plunge and pitch springs are considered as the polynom ial 
nonlinearities o f second and fourth degree, respectively. These are given by
/i/c/i(h) — h{kfiQ 4- kfiih )
—  h k f i Q  4"  k j i h { h ^  
cxka{a) =  Ol{kao +ka^a +  ka^O? 4- ka^a^ 4- ka^ Oi )^ 
=  kaoa +  knS<^)
(2.2)
(2.3)
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where kn^  and kn^  are the nonlinear functions o f h and a  respectively.
The l if t  L  and moment M  represent the quasi and unsteady aerodynamics which 
are functions o f position, velocity and acceleration. The lif t  and moment are acting 
at the elastic axis o f the wing. Two models o f aerodynamic l if t  and moment are 
considered for design.
1 . Quasi-steady Aerodynamic Model
2. Unsteady Aerodynamic Model
As discussed by Wetzel and Simpson [46], there is a significant difference between 
quasi-steady and unsteady aerodynamics. In  a quasi-steady approach, the aerody­
namics o f a maneuvering body are dependent only on the instantaneous state o f the 
model {a angle o f attack, /5 sideslip angle, control surface deflections, etc.), whereas 
in fu lly  general unsteady aerodynamics, exp lic it tim e dependency, or h istory effects 
are also included. M athem atically the d istinction  between quasi-steady and unsteady 
aerodynamics can be shown as follows: steady, F (a , quasi-steady, F{a{t'),
and fu lly  unsteady G{t', à{t'), /5(t ), where F and G can be
a dominant flow feature such as separation location. Here t' is the non-dimensional 
tim e defined by
t tUoo
tref represents the tim e for the flow to pass over a model: L/Uoo- The non-dimensional 
tim e t' relates the unsteady w ind tunnel tests to the real-tim e maneuvers. This 
non-dimensionalization follows the approach tha t is used to  non-dimensionalize the
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variables in the equations of motion of aircraft dynamics and it does not include any 
viscous terms.
For a single control surface unsteady aerodynamics, Theodorsen [39] derived the 
expressions for lift and moment, assuming harmonic motion of the airfoil, of the form 
[16]
~L(t) =  ~pl^Sp{UTTà+'iTh — nbaa — UT4$ — TibP) — 2npUbSpC{k)[Ua+h+b{^—a)é
+ - T u U f i+ : ^ T u ÿ ]  (2.4)7T Z7T
M ( t )  =  —/?6^Sp{7r(——a)C/6â+7r6^(—-t-a^)û!-t-(T4-|-rio)î7^)9-t-[Ti—Ts—(c—a)T4+ —Tii]ï76;d- 
z o z
[T7+(c—d)Ti\b'^ P —CL7!’b'h}-\-2pUb'^TrSp{—-hci)C{k)[U 0!-t-/i+&(——o)d-|—T \qU  ,54-——T \iP \
Z Z 7T ZTT
(2.5)
where U  is the freestream velocity, a is the nondimensionalized distance from the 
midchord to the elastic axis, Sp is the span and Tj (i =  1,4,7,8,10,11), are described 
by Theodorsen depending on the elastic axis location and the control surface hinge 
location. The Theodersen’s function C{k) is a complex function of the form [16]
C{k) =  F { k ) + j G { k )  (2 .6)
where k is the reduced frequency (bu/U),  and F{k)  and G{k) are composed of Bessel
functions. Jones developed an approximation to Theodorsen's function for simplicity
in computation which can be written as [16]
, . _  0.0165s _  0.335s
“  s +  0 .0455 f s +  0 .3 f
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where s is the Laplace variable and
U
at =  0.1080075-, ao =  0.006825-^
0 (r
U  U'^
bi =  0 .3455-, bo =  0 .01365-^ (2.8)
For two control surfaces, i t  is assumed th a t the quasi-steady aerodynamic force 
and moment are o f the form
L =  pU%Ci^Sp[a + ( h / U )  +  { ^ - a)b{à/U)] + pU^bci^Sp/3 +  pU^bci^Spj (2.9)
M  =  pU%^Cm^^^ f^Sp[a 4- (h/U)  4- (^  -  a)b{a/U)] +  pU%‘^ Cmp_,ffSpl3 +  pU%^Cm^_ f^jSp'y
where ci  ^ and c„j^ are the lif t  and moment coefficients per angle o f attack, ci  ^ and 
Cm. are the l if t  and moment coefficients per trailing-edge control surface deflection 13, 
and ci^  and Cm^  denote these coefficients per leading-edge control surface deflection 7  
and are defined as follows:
Gua-eff ~  (2  4- 2Cma
Cm^_e// — (g d" o)c/j9 4- 2Cm^
Cm.y_e// ~  ^2 ®)Q7 d" 2Cm.y
I t  is noted th a t Cm^  =  0 for a symmetric a irfo il. This model is adequate for low 
reduced frequency, subsonic flow, as validated by the experiments done at Texas 
A&M  U niversity in  the 2 x 3 f t  low-speed w ind tunnel [37].
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CHAPTER 3
DESCRIBING FU N CTIO N  AN D  LCD 
The aeroelastic model considered in th is chapter includes the unsteady aerodynamics 
based on the Theodorsen’s theory [16,39] which includes a structu ra l nonlinearity of 
fifth  degree in  the pitch degree-of-freedom. The chosen dynamic model describes the 
nonlinear plunge and p itch m otion o f a wing. The existence o f lim it cycle oscillation 
and the domain o f s ta b ility  (a ttraction) in  prototypical aeroelastic w ing sections w ith  
pitch structura l nonlinearity using the describing function method is examined, which 
is an im portant too l to  predict the existence o f lim it cycles in  nonlinear feedback 
systems. Quasi-linear approxim ating function, which describes approxim ately the 
transfer function characteristics o f the nonlinear element, is termed as describing 
function.
3.1 State variable representation 
I t  w ill be convenient to  obtain a state variable form  o f the complete unsteady 
aeroelastic model. The Theodorsen’s function C(s) can be treated as a second-order 
transfer function o f a filte r w ith  input
V f { t )  =  [Ua +  h  +  6(0.5 -  a)â] =  a^Xp (3.1)
19
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where the vector a„ G is
=  [0,17,1,6(0.5- a ) f  (3.2)
and the partia l state vector is Xp =  {h,a,h,à)'^ € R^. The output o f the filte r is 
denoted as yf{t) which is related to  the input Vf{t) as
yf{s) =  C{s)vf{s) (3.3)
where ÿf{s) and Vf(s) represent Laplace transforms o f yf{t) and Vf{t), respectively. 
We note th a t the inpu t to  the filte r C (s) is a linear combination o f the plunge and 
pitch variables.
The transfer function C (s) o f the filte r has a m inim al realization o f dimension 2. 
Although, one can derive a variety o f realizations o f C{s), we consider a representation 
o f the filte r o f the form
Xfi =  Xj2
Xf2 =  —boXfi — b\Xf2 +  Vf (3.4)
w ith  its  output given by
yf =  O.bvf +  aoo;/i +  aiXf2
=  0.5alxp +  aoXfi +  aiXf2 (3.5)
Since we are interested in  the uncontrolled system, the tra ilin g  edge flap is inactive 
and it  is assumed tha t the flap deflection is zero (/? =  0). In  view o f Eq. (3.4) and
(3.5), L{t) and M{t)  (Eqs. (2.4) and (2.5)) can be w ritten  as
-L { t )  =  [-pb^SpUirà -  2'KpSpUbyf] -  7rpb^ Sp(h -  baà) (3.6)
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M{t)  =  [ - p 6^Sp{7r(0.5 -  a)Uhà) +  2TrpSpUb‘^ {0.5 - f a)yf] +  b^psp7r{ah -  6(^  +  a^)à)(3.7)
Define the state vector including the filte r states as
X =  {h,a, h,â,Xfi ,Xf2)^  6 (3.8)
Substituting y / from  Eq. (3.5) in Eqs. (3.6) and (3.7), one can express the terms in 
the square brackets as linear functions o f x. Substitu ting the resulting expressions of 
L  and M  in  Eq. (1), collecting the terms involving h and 6 , and solving for h and a, 
gives
h
=  A\x — Nc2 kria{<^ ) (3.9)
a
for appropriate m a trix  Ai  where Nc2 is the second column o f \  and the
m atrix Ma is
r r i t  +  npb'^Sp m y j x j )  -  irp b ^a s p
m^Xab -  Trpb^ aSp la +  'irpb‘^ Sp{l/8 +  a?)
The complete system including Eqs. (3.6) and (3.7) has a state variable representation 
of the form
Ma = (3.10)
d
dt
h ^ 2x2 ^2x2 02x2 0 2 X1
OL
h
_ X —
N c2
à
Xfi Oix5 1
X'f2 —bo —bi Ogxl
k n M
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=  Ax — Bkn^ (a ) (3.11)
where O and I  denote nu ll and iden tity  matrices o f indicated dimensions.
Define
u — —n{e), 
e =  y =  a  =  CaX
where one has n(e) =  e(A:a^e +  +  ka e^  ^+  ka^e )^ and =  [0 ,1 ,0 ,0 ,0 ,0 ]. Then
the system Eq. (3.11) can be represented as a negative feedback system as shown in  
Fig. 3.1. The forward path has a linear transfer function w ith  inpu t u and output 
y, and a nonlinear operator appears in  the feedback path. The output y =  a o f the 
closed-loop system is the input e to  the nonlinear block.
Figure 3.1: Feedback system.
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The transfer function, (j ( s ) ,  re lating the output y and u can be w ritten  as
ÿ (s )/« (s ) =  -  A ) - 'B  =  G(s) =  ^  (3.12)
where " denotes the Laplace transform  o f signals.
The nonlinearity n(e) in  the closed-loop system (Fig. 3.1) plays an im portant role 
in  m odifying the dynamic behavior of the system, and may cause ins ta b ility  or lim it 
cycle oscillation for certain flow velocities and elastic axis locations. We are interested 
in the question o f existence o f the lim it cycle oscillation (LCO ) o f the uncontrolled 
model Eq. (2.1) (Fig. 3.1) and deriving the am plitude, frequency, and mean value 
o f asymmetric oscillations in  the pitch and plunge degrees-of-freedom i f  the LCO 
exists. Moreover, an estimate o f the domain o f s ta b ility  surrounding the origin and 
the o rb ita l s ta b ility  or in s ta b ility  o f the derived LCO is to be established.
3.2 Describing Function Method
In th is chapter, the describing function (D F) for the nonlinear element n(e) is 
obtained follow ing Celb and Vander Velde [17]. For the lim it cycle analysis, firs t the 
quasi-linear approxim ation o f the nonlinear operator by harmonic balancing must be 
obtained. For the aeroelastic model, numerical results show th a t the steady-state 
oscillations are periodic, but nonzero average exists.
Now le t us assume th a t there is a lim it cycle oscillation in  the aeroelastic system, 
and the p itch angle y =  a  and the plunge displacement are sinusoidal functions and 
have nonzero average. Let the inpu t signal, e =  y =  a, to the nonlinear block and
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the plunge displacement in  the steady-state be o f the form
e{t) =  Ba +  AaSin{(jjt)
h{t) =  Bh +  Ah sin(w t +  6) (3.13)
where Bk,Ak, and u  are the bias, the am plitude and the frequency o f lim it cycle 
oscillation, respectively, k G {a , h}. 0 is the phase sh ift in  the plunge response w ith  
respect to the p itch response.
Since e is the sum o f the two signals (a constant and a sinusoidal function), one 
needs to  obtain the dual-input describing function (D ID F).
h m
Dhn
Non-Linear
a
Figure 3.2: Block Diagram for D ualinput
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The output n(e) o f the nonlinear operator is a periodic signal and is given by
4
7%(e) =  kaj {Ba +  Aa sin(w t))''+^ (3.14)
j= i
The periodic signal n(e) has its  fundamental frequency w, and can be represented 
as a Fourier series which contains higher harmonics. In  the follow ing approximate 
analysis, for s im plic ity a quasi-linear approxim ation o f the nonlinear element is ob­
tained by retaining only the fundamental and constant terms o f its  output and ig­
noring higher harmonics. Thus the output of the nonlinear block is approximated 
as
na(e) =  No{Ba, Aa) +  AaN{Ba, Aa) sin(w t) (3.15)
The Fourier coefficients N q and N  which are nonlinear functions o f the bias and 
amplitude have been derived in [24] and are given by
(JV „/B „) =  K ,  (0.5AI +  B l )  +  k„(1.5AlB„  +  B l )  +  k „ ( 3 A l B i  +  +  3.4* (1 /8 ))+
k„,{5AlBl +  B l  + (13 /S )  A iB , )
N  =  2kp ,B „+k„ , (0 .75 A l+ 3 B l )+k p , (3A lB p+ 4 B l )+k a , (7 .5 A lB l+ bB i+ ib /S )A i )
The D ID F associated w ith  the specific inpu t component o f e to  the nonlinear 
block is the ra tio  o f the output and inpu t phasors o f identical frequency. Therefore, 
the DIDFs associated w ith  the constant and the sinusoidal inputs are TVoB^^and N,  
respectively. The steady-state output o f the linear block due to  the approximate 
input u =  —Ua is
y{t) =  -G{jO)No{Ba,Aa) -  \G{ju))\AaN{Ba,Aa)sin{u}t +  ZG{ju}))
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=  —G{jO)No(Ba, Aa) —AaN{Ba,Aa){Gr{u})sm{u}t) +  Gi{u)cOs{ujt)) (3.16)
where G{joj) =  G r(w) +  tha t is, Gr is the real part and Gi is the imaginary
part o f the transfer function G.
Bode Diagram
S
I  -40
5  -60
-80
-100
0
-45
I
IÎ  -135
-180
-225
io'10° 1010
Frequency (rad/sec)
Figure 3.3: Frequency Response: U =  19.0625 m /s, a =  —0.4
I t  is pointed out th a t, in  fact, the actual output y contains higher harmonics as 
well because n{e) is a periodic signal consisting o f several harmonic functions. The 
linear block acts as a filte r. Magnitude and phase responses o f G{s) are plotted in  
Fig. 3.3 fo r model parameters given in the appendix, and fo r U  =  19.0625 (m /s) 
and a =  —0.8. I t  is evident from  Fig. 3.3 th a t G{s) acts as a low-pass filte r and
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attenuates the inpu t signals o f higher frequencies significantly. As such the output 
y in  Eq. (3.16) is a good approximation of the actual periodic output signal of the 
linear block.
O f course, assumption o f low-pass filte ring  action o f the linear block is c ritica l 
in  accurate lim it cycle prediction using the describing function method. Since the 
output o f the linear block is the inpu t to  the nonlinear block {e — y), i t  follows from 
Eq’s. (3.13) and (3.16) tha t
G{jO)No{Ba,Aa) =  - B a  (3.17)
N{Ba,Aa)Gr{u) =  - l  (3.18)
7V(B^,A^)G ,(w ) =  0 (3.19)
I f  the LCO exists, then Eqs. (3.17)-(3.19) are necessarily satisfied. Solving these 
equations gives the bias term , the amplitude and the frequency o f oscillation.
Because N  is nonzero, Eq. (3.19) implies th a t the frequency o f oscillation o f the 
lim it cycle is the frequency at which the Nyquist diagram o f G (s) has a phase angle 
of 180° (i.e, Gi{juj) =  0). Once the frequency o f oscillation is determined, one solves 
Eq’s. (3.17) and (3.18) to  obtain the bias and am plitude o f oscillation.
An equivalent representation o f Eq’s. (3.17) and (3.18) takes a form  o f complex 
equation given by
1 +  N{Ba,Aa){Gr{ ju)  +  jQ ( jw ) )  =  1 -F iV (B „, Aa)G{juj) =  0 (3.20)
Eq. (3.20) has a geometric interpretation. Indeed the values o f Ba and Aa corre­
sponding to  the po in t o f intersection o f the Nyquist diagram o f G(s) and the p lo t o f
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{—l/N~^{Ba,Aa))  are the solutions o f Eq’s. (3.17) and (3.18). I t  is pointed out tha t 
since iV is a real positive function, the Nyquist p lo t intersects the p lo t o f {—\ / N )  
along the negative real axis (where the im aginary part o f G{ju)  vanishes).
Now th a t Ba, Aa, and w have been obtained, one can proceed to  solve the os­
cilla tion  parameters for the plunge degree-of-freedom. Defining the output m atrix  
Cp =  [l,O ixs], one has h =  CpX and the transfer function relating h to  u is
Gp{s) =  Cp{sh^^ -  A)-^B =  h{s)lu{s) (3.21)
For computing the bias and fundamental component o f the periodic function h, it  is 
necessary to  substitute
u =  —na(e) =  —No{Ba, Aa) — AaN{Ba, Aa) siu(w t) (3.22)
in  Eq. (3.21). Then it  easily follows th a t in  the steady state, the plunge displacement 
is given by
h(t) — —Gp(0)iVo(Ba, Aq) — AaN{Ba, Aa)\Gp{ju) \ sin(w t 4- Z.Gp{juj)) (3.23) 
In  view i f  Eq’s. (3.13) and (3.23), comparing sim ilar terms gives
Bh =  ~Gp{0)No{Ba, Aa)
AhC0s{6) =  -AaN{Ba,Aa)Gpr{joj)
A/iSin(0) =  —AaN{Ba,  Aa)Gpi{ju)) (3.24)
where Gp{ju) =  Gpr{juj)+jGpi{juj). Solving Eq. (3.24) gives the values o f the plunge 
bias, am plitude and phase angle. This completes the derivation o f analytical expres­
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sions Eq’s. (3.17)-(3.19) and (3.24) for the com putation o f the oscillation parameters 
for the p itch and plunge respectively.
3.3 Domain o f s ta b ility  
The results o f Section 3.2 are applied for simulations to  examine the existence of 
lim it cycle. Interestingly, there is a possibility o f the existence o f flu tte r even though 
the equilibrium  po in t a; =  0 is exponentially stable. In  such cases, i t  is o f interest 
to determine the domain o f s ta b ility  surrounding the origin. The trajectories, which 
begin in  the domain o f s tab ility , must converge to  zero and flu tte r cannot exist i f  the 
perturbed in itia l state lies in  the domain o f a ttraction. O f course exact determ ination 
o f the domain o f s ta b ility  is a d ifficu lt problem for nonlinear systems, and as such, our 
interest is in  com puting only an estimate of the domain o f s ta b ility  (i.e, a subset of 
the exact domain o f s ta b ility ). O f course i f  the tra jecto ry begins outside the domain 
of stab ility, lim it cycle can exist.
Suppose th a t fo r a given flow velocity, the m a trix  A  is H urw itz. Then for any 
given positive definite symmetric m atrix Q (denoted as Q >  0), there exists a unique 
solution o f the Lyapunov equation [40]
A^P  +  P A  =  -Q  (3.25)
and the m a trix  P  >  0. For analyzing s ta b ility  o f the nonlinear system Eq. (3.11), 
consider a quadratic Lyapunov function
V{x)  =  x'^Px (3.26)
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Taking the derivative o f V{x)  along the solution o f Eq. (3.11) gives
V{x) =  X^lÆ’P  +  PA\x -  2x^PBkna{oi)
< -x'^Qx  -  2 II a: n i l  P B  || | L « ( a ) |  (3.27)
where || . || denotes the Euclidean norm. The nonlinear function can be bounded as
|^na(a)| =  |a||(A:Qiû! +  ka,,o? +  ka^a  ^+  ka^ a" )^\
<11 X  II n{a) (3.28)
where
//(a) = K^qiO! + ka2a^ + ka^a  ^+  ka^Q*)\
For any n x n m a trix  M  >  0, one has
^min{M) II X  |p<  x'^Mx <  Xmax{M) || X  \\^  (3.29)
where Xmin [max] denotes m inim um  [maximum] eigenvalue o f M .  Using Eq. (3.29) 
in  Eq. (3.27) gives
V(x)  < - | ] z  i r  [Aw»(Q) -  2 II P B  II fi{a)] (3.30)
For the nonlinear function one can find an interval [—a*,o:*] G R  centered at
zero such tha t
For a  G [—a*, a*], consider an ellipsoid E  defined as
P (7 ) =  {a; G P® : x^Px =  7 }  (3.32)
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where 7  >  0. Define a region surrounding the origin as
D =  {re G P® : |o!| <  a *}
We are interested in obtaining the largest ellipsoid contained in  D. This can 
be obtained by m inim izing x^Px  subject to  the constraint o; =  |o:*|. The optim al 
solution is obtained by m inim izing [47]
J  =  x^Px — X{x2 — a*) (3.33)
where A is the Lagrange m ultip lie r. The necessary conditions for op tim a lity  are 
obtained by setting the derivative of J  w ith  respect to  x and A to  zero. Therefore, 
one has
—-  =  2Px — Ac2 =  0 (3.34)
ax
—  =  X2 — a* =  0 (3.35)
where eg =  (0,1, Oix4)^. Solving Eq. (3.34) gives the optim al solution
rr* =  ^AP-^ea (3.36)
Since Zg =  according to Eq. (3.36), one has
A =  —  (3.37)
Pl22
where is the element in  the second row and second column o f P “ .^ The optim al 
value o f V  is then
V  =  x*Px*  =  yG ^P -^P P -^e g
F 7 * (3.38)
Pi22
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
32
Then it  follows th a t V(x) <  0, for a ll x G E { j )  -  {0 }, where 7  <  7 *. Since U(rc) 
is a positive definite function, invoking the Lyapunov theorem [40] , one concludes 
th a t any tra jecto ry which begins from  z(0) G ^ ( 7 ), 7 <  7*, converges exponentially 
to  the orig in and fiu tte r cannot exist. The region in te rio r o f the ellipsoid E{'y*) is an 
estimate o f the domain o f stab ility. The com putation o f a region o f s ta b ility  using 
the result o f th is section is presented in  the next Section.
3.4 Simulation results 
This Section presents the simulations results. The model parameters are given in  
the appendix. S im ulation of the open-loop system Eq. (2.1) is done for several values 
o f the fiow velocities and elastic axis locations.
3.4.1 L im it cycles: O rig in stable, U  G [12,20] (m /s) and a =  —0.4 
Sim ulation o f the open-loop system Eq. (2.1) is done fo r U  G [12,20] (m /s) 
and a =  —0.4. For these values o f U  and a, the m atrix  A  is H urw itz and as such 
the equilibrium  po in t a; =  0 is exponentially stable. However, fo r the chosen in itia l 
condition z(0) =  [0.01,4°, 0 ,0 ,0 ,0 ]^, U  =  19.0625 m /s, and a =  —0.4, the tra jecto ry 
converges to  a lim it cycle as shown in Fig. 3.4.
In  fact fo r each value of U  £ [12,20] m /s and a =  —0.4, it  is seen th a t for the 
chosen in itia l condition, after an in itia l transient, the pitch angle and the plunge dis­
placement tra jectories converge to lim it cycles, but the oscillations are asymmetric. 
Measured responses o f plunge and pitch oscillations o f nonlinear aeroelastic system 
at different freestream velocities U G [12,20] m /s and a =  —0.4 are shown in  Fig. 3.5.
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Figure 3.4: U=19.0625 (m/sec) , a =  —0.4 (a) Plunge displacement (m) (b) P itch an- 
gle(deg) (c) Phase plane p lo t h(m )-h(m /sec) (d) Phase plane p lo t a (d e g ) -â  (deg/sec) 
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Figure 3.5: U  =  [12 ,20] (m /s), a =  —0.4 Measured responses o f Plunge and P itch 
oscillations
The actual oscillation parameters are also obtained by numerical sim ulation o f the 
open-loop system. Fig. 3.6 shows the plots o f the predicted (solid lines) and actual 
values (dotted lines) o f the amplitudes and biases o f the lim it cycles for t /  € [15,20] 
m /s and a =  —0.4. I t  is seen th a t the amplitudes of oscillations as well as magnitudes
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o f biases increase m onotonically w ith  velocity, but the bias angle is negative and the 
plunge bias is positive. Table. 1 provides the predicted and simulated (actual) values 
of the plunge and p itch  amplitudes o f oscillations and biases for a =  —0.4 as functions 
o f the velocity.
-0.16
-0.18
I 2 -  - 0.2
■S -0 .2 2
-0.24
6.5 -0.26
20
velocity (m/sec) velocity (m/sec)
0.028
0.026
% 0.024
S 0.022
CL
« 0.02 
D)
i  0.018
0.016
0.014
velocity (m/sec)
X 10
3.5
15 16 17 18 19 20
velocity (m/sec)
Figure 3.6: U =  [15,20] (m /s), a =  —0.4 Predicted values (solid). A ctua l val­
ues (dotted) (a) P itch am plitude (deg) (b) P itch Bias (deg) (c) Plunge am plitude 
(m) (d) Plunge bias (m) (e) Frequency of oscillation (rad/s)
I t  is seen th a t the predicted and actual values are close. O f course, better approx-
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inflations can be obtained by including higher harmonics o f signals in  the analysis but 
at the cost o f increasing complexity.
U  (m /s) 15 16 17 18 19 20
Predicted Aa (deg) 7.02505 7.36505 7.69165 8.0114 8.3283 8.645
A ctual Aa (deg) 6.9489 7.2790 7.5964 7.9065 8.2135 8.5203
Predicted Ah (m) 0.01415 0.016045 0.018 0.02005 0.0222 0.02445
Actual Ah (m) 0.0143 0.0162 0.0182 0.0202 0.0224 0.0247
Predicted Ba (deg) -0.16435 -0.17425 -0.18405 -0.1938 -0.2038 -0.2141
A ctual Ba (deg) -0.1977 -0.2089 -0.2202 -0.2317 -0.2434 -0.2555
Predicted Bh x 10“  ^ (m) 0.15 0.155 0.2 0.25 0.30 0.3
Actual Bh X 10“  ^ (m ) 0.1341 0.1617 0.1923 0.2263 0.2649 0.3082
Table 1: Predicted and actual (simulated) values o f am plitude and bias for p itch and 
plunge oscillations for o =  —0.4.
3.4.2 Domain o f s tab ility : U  =  19.0625 (m/sec), a =  —0.4 
I t  is interesting to  note tha t fo r case 3.3.1, lim it cycles exist even though the 
origin is exponentially stable. However, since the system is exponentially stable (A 
is H urw itz), there exists a fin ite  domain o f s ta b ility  surrounding the origin. Indeed 
for the choice o f z(0) =  [0,3°, 0 ,0 ,0 ,0 ]^, U  =  19.0625 (m/sec) and a =  —0.4, the 
tra jecto ry converges to  the origin as shown in  Fig. 3.7.
O f course, i t  is o f interest to  find an estimate o f the domain o f s ta b ility  when the
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Figure 3.7: Phase plane p lo t a;(deg)-â (deg/sec) fo r U =  19.065 m /s, a =  —0.4
origin is exponentially stable using the results o f above sections. Here we compute an 
estimate of the domain o f s ta b ility  for U  =  19.0625 (m/sec) and a =  —0.4. The p lo t 
of iJ,{a) is shown in  Fig. 3.8. For the choice o f Q =  lexe in  the Lyapunov Eq. (3.25), 
solving for P  >  0 gives || P B  ||=  141.1453 and using Fig. 3.8, gives a* =  0.055 (rad). 
Note tha t according to  Eq. (3.30), ÿ  <  0 i f  the tra jecto ry is such th a t a  <  a*.
Computing 7 * from  Eq. (3.38), i t  is found to  be 0.018. Thus the ellipsoid £ '(7 ), 
7  <  0.018 gives an estimate o f the domain o f s ta b ility  and i f  the perturbed in itia l 
state lies in  £^(7 ), then flu tte r is not possible. Using x(0) =  [0, ao, 0 ,0 ,0 ,0 ]^  in  the 
level surface equation £ ( 7 *) =  7 *, one has ao =  1.0827°. Thus the in itia l condition 
x(0) =  [0,1.08°, 0 ,0 ,0 ,0 ]^  lies in  the domain o f a ttraction. O f course. Fig. 3.7 shows 
th a t z(0) w ith  a(0) =  3° also lies in  the domain o f s tab ility . O f course, the computed 
domain o f s ta b ility  is only an estimate, and less conservative s ta b ility  region can 
be obtained by selecting some other Lyapunov function. These results indicate th a t
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
38
computation o f flu tte r speed based on Jacobian linearization is not necessarily correct.
14
2.4519
- 0.15 - 0.0684 0.055 0.1 0.15 0.2
Pitch angle
Figure 3.8: pitch angle (rad) p lo t
3.4.3 Am plitude and biases o f lim it cycles: Stable and unstable orig in, U  € [12,20]
(m /sec), a =  —0.4, —0.6, —0.8 
Now the existence o f lim it cycle as the elastic axis location varies is examined. Pre­
diction o f the lim it cycle for each value o ïU  E [12,20] (m/sec) and a =  —0.4, —0.6, —0.8 
is done. I t  is noted th a t the orig in is stable for a =  —0.4, whereas i t  becomes un­
stable for a =  —0.8. The computed values o f the amplitudes, biases and frequencies 
o f oscillations using the D ID F method are p lotted in  Fig. 3.9. I t  is seen th a t the 
magnitudes o f the plunge am plitude and bias as well as the p itch  bias decrease as a 
gets closer to -1. I t  is seen tha t fo r larger velocities, the p itch am plitude is smaller 
for a =  —0.8 when compared to  a =  —0.4, —0.6. The amplitudes and frequencies o f
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oscillations m onotonically increase w ith  velocity fo r each value o f a.
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- 0.1
- 0.1
s
-0.3
20
Velocity(m/s)Velocity(m/s) X10
-0.5/0.025
E 0.02
3  0.015
(c) o w  
0.005!
-1.5
-2.5
-3.5
20
Velocity(m/s) Velocity(m/s)
I 17.5
^ 16.5
§ 1»
S' 15.5
ÙZ IS
Velocity(m/s)
(d)
(e)
Figure 3.9: U —[12, 20] m/sec a=[-0.4(solid line), -0.6(o-line), -0 .8 (*-line)]
3.4.4 Nyquist diagram, lim it cycles and s ta b ility  
I t  is o f interest to  examine the existence o f the lim it cycle and its  o rb ita l stab ility. 
Nyquist diagram can be used to determine lim it cycles and establish the ir stab ility.
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Here we examine the s ta b ility  o f lim it cycles when z =  0 is unstable as well as stable.
3.4.4.1 Stable lim it cycles: O rig in  unstable 
F irs t we consider the case of unstable origin. The Nyquist diagram o f G(s) for 
U =  19.0625 m /s and a =  —0.8 is shown in  Fig. 3.10.
Nyquist Diagram
0.15
I
II
- 0.4-0.6 0
Figure 3.10: Nyquist diagram: U =  19.0625 m /s, a — —0.8
For the chosen value o f U  and a, the m atrix  A has two unstable eigenvalues. According 
to Eq. (3.20), there exists lim it cycle when the p lo t o f (—1/AT) intersects the Nyquist 
diagram. Since here N  is positive for even very large values o f Aa fo r admissible 
values o f Ba, the po in t o f intersection lies along the negative real axis (i.e., the 
phase angle o f G{ju)  is 180°). The frequency at the point o f intersection gives the 
frequency o f oscillation o f the lim it cycle. Now the s ta b ility  o f the lim it cycle can be
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established using the generalization of the Nyquist criterion [47]. Let A* and B* be 
the equilibrium  values o f the amplitude and bias o f p itch lim it cycle.
Now suppose th a t the am plitude is perturbed to  a value Aa >  A * . I t  is found 
th a t for a fixed bias, the point (-1 /N ) moves to  the righ t along the real axis i f  the 
Aa >  v4*. B u t then it  is seen from  Fig. 3.10 th a t the (—1/iV ) po in t is enclosed twice 
in  the counter-clockwise direction by the Nyquist contour. According to  the Nyquist 
criterion [47], for s tab ility , the Nyquist diagram must encircle the c ritica l point (-1 /N ) 
twice in  the counter-clockwise direction ,since the open-loop system has two unstable 
poles. Therefore, the system becomes stable and the amplitudes starts decreasing t i l l  
i t  reaches the equilibrium  value A * . A  sim ilar argument can be made i f  the perturbed 
value Aq, <  A * .
In th is case, the point (—1/A^) moves to the le ft from  the po in t o f intersection 
and it  is no more encircled by the Nyquist contour (lies outside the lobe). Thereby, 
i t  follows th a t the system becomes unstable and the am plitude grows t i l l  i t  reaches 
the value A * . This proves tha t the lim it cycle is asym ptotically o rb ita lly  stable.
3.4.4.2 Stable and unstable table and unstable lim it cycles; O rig in  Stable
Now we examine the o rb ita l s ta b ility  for U =  19.0625 m /s, a =  —0.4 for which the 
origin is stable. For th is case A  is H urw itz. I t  turns out th a t in  th is case, fo r stab ility, 
according to the N yquist crite rion, (-1 /N ) point must not be encircled by the Nyquist 
diagram because the open-loop system is stable. Fig. 3.11 shows the Nyquist p lot. 
Notice th a t in  th is case, the Nyquist diagram has two lobes centered along the neg­
ative real axis and intersects the ( - 1 / N )  p lo t twice, one at a lower frequency (w f=
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13.8099 rad/s) and another at a higher frequency (w/t=16.8369 rad/s). Therefore, 
there exist two lim it cycles. Solving Eqs. (3.17) and (3.18), gives the amplitudes 
and biases o f the lim it cycle, which are 3.4225° and —0.0979° fo r lower frequency and 
8.2327° and —0.2441° for the higher frequency. I t  turns out th a t a stable lim it cycle 
is not possible at the lower frequency (corresponding to  the intersection point w ith  
the le ft lobe) because as the value of Aa increases from  the equilibrium  value A * , the 
(—1/iV ) point enters the le ft lobe and is encircled twice in  clockwise direction which 
implies th a t the system becomes unstable.
Nyquist Diagram
I
Figure 3.11: Nyquist diagram: U =  19.0625 m /s, a =  —0.4
Thus the am plitude of oscillation keeps on increasing t i l l  i t  reaches the value 
corresponding to  the point o f intersection o f Nyquist diagram a t the higher frequency 
w ith  the righ t lobe. This intersection point gives a stable lim it cycle which can be
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explained as follows. Notice tha t in th is case i f  Aa exceeds A * , the corresponding 
critica l point (—1/jV) lies w ith in  the righ t lobe. Fig. 3.11 shows th a t the point (—1/iV) 
is encircled once in  the clockwise and then in  the counter clock-wise direction, giving 
a net encirclement zero. Therefore, according to  the Nyquist criterion, the system is 
stable and the am plitude starts decreasing t i l l  i t  reaches A *. O f course, i f  Aq <  A * , 
the point {—1/N)  lies in  the firs t lobe where i t  is unstable as required, and therefore, 
Aa converges to  A * .
For verifying the existence o f the predicted lim it cycles, sim ulation results for 
U  =  19.0625, a =  —0.4 w ith  the in itia l condition %(0) =  (0,4.07453“ , 0 ,0 ,0 ,0 )^  are 
obtained and plotted in  Fig. 3.12. I t  is interesting to  examine the manner in  which 
flu tte r builds up. As seen in Fig. 3.12, the tra jecto ry which begins in  the outer vic in ­
ity  of the boundary o f the domain o f stab ility, firs t experiences slow oscillation o f 
small am plitude around the unstable lim it cycle. This oscillation gradually increases 
because the low frequency lim it cycle is unstable and eventually the tra jecto ry con­
verges to  the stable lim it cycle causing the p itch angle to oscillate faster w ith  larger 
amplitude.
3.5 Conclusion
The existence o f lim it cycle oscillation o f a prototypical aeroelastic w ing section 
w ith  an asymmetric structura l nonlinearity in  the pitch degree-of-freedom using the 
describing function approach has been considered. Using the dual-input describing 
function, analytical expression for the com putation o f the am plitude, frequency, and
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Figure 3.12: Stable and unstable lim it cycle oscillations U =  19.0625 m/sec , a =  —0.4 
(a) Plunge displacement (m) (b) P itch angle (deg) (c) Phase plane p lo t h(m )-h(m /sec) 
(d) Phase plane p lo t a{deg) — à  (deg/sec)
mean value o f p itch and plunge oscillations have been derived. Num erical results 
have been presented for a set o f values o f the flow velocities and the locations o f the 
elastic axis which show tha t the predicted average value, am plitude, and frequency of 
lim it cycle oscillations are close to  the actual values. I t  is found th a t the am plitude 
o f oscillation increases w ith  the flow velocity.
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CHAPTER 4
A D A P TIV E  AND NEURAL CONTROL 
In  the previous chapter we have predicted the existence o f lim it cycle oscillations, 
and now the question o f controlling these oscillations arises. This Chapter deals 
w ith  the design o f an adaptive as well as a neural control system for the control o f a 
typ ical w ing section equipped w ith  leading- and trailing-edge control surfaces. For the 
design, it  is assumed th a t a ll the aerodynamic, structura l and ine rtia  parameters are 
unknown. This assumption requires tha t one must treat the control inpu t influence 
m atrix unknown for design. The derivation of the control laws in  th is chapter is based 
on the feedback linearization and adaptive control approaches [40-42].
4.1 State variable representation for two-control surfaces 
The governing equations o f m otion can be rearranged as in  References [7,15,37]
as
la THyjXa^  
TTlfj^ Xab
ÔC Cq 0 à
+
h 0 Ch h
(4.1)
45
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+
L (a )  0 a M
0 kh h - L
Defining the state vector x =  {x\,...,X4 )'  ^ =  {a ,h ,â ,h ) ‘^  G (T  denotes trans­
position), one obtains a state variable representation o f Eq. (4.1) in  the form
X  =
02x2 h x 2 O2XI
k n a io i) +
02x2 P
X 4-
M l  M 2 90 Bo 7
(4.2)
where go =  [goi,Poa]^ G R ,  Bq is the 2 x 2  input influence m atrix , and 0 and I  
denote nu ll and iden tity  matrices o f indicated dimensions. The matrices M i G 
go, and E q are easily obtained from  Eq. (4.1). I t  is assumed th a t a ll the parameters 
and matrices M i,  M 2 , go, and Bo in  the model Eq. (4.2) are not known.
I t  is desired to  control the plunge displacement and pitch angle trajectories. Con­
sider a controlled output vector
y =  [a, h]'  ^ G (4.3)
Let yr =  (ar ,hr)^  G R^ he a given smooth reference tra jectory converging to  zero. 
We are interested in  the follow ing two problems related to  control o f the aeroelastic 
responses under different assumptions on the uncertain function goknaioi)-
Problem 1: Adaptive Control
Suppose th a t the stiffness-type structura l nonlinearity akn^ (a) has a linearly param­
eterized representation as given in Eq. (2.3), but a ll the elements o f M ,, go. Bo, and 
the parameters are unknown. Derive a control law such th a t the tracking error 
y{t) =  (y{t) — yr{t)) tends to  zero as t ^  00.
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Problem 2: Neural Control
Suppose th a t the stiffness-type nonlinearity aknS'^) is an unknown function (i.e., it  
is unstructured; and therefore, not parameterizable) and the elements o f M», go and 
Bo are unknown. Derive a neural control law such tha t the tracking error y{t) =  
{y{t) — yr(t)) converges to  zero as t oo.
4.2 Adaptive control 
In th is chapter, the design o f an adaptive control system for the tra jectory control 
o f a{t) and h{t) is considered.
Define vectors o f unknown parameters 6 and as
6 =  M2(i ), goikai,........ ,goikap',Mn2),M2(2),go2kai,....... ,902kap]  ^ 6
(4.4)
where M i(i),M 2(i), and Bo^ i) denote rows o f M i, M 2 and Bo, respectively; and
M \  — M \  4-
We consider a regressor m a trix  defined as
0
902kao 0
$ (z ) =
(/)l[x) 0ix(p+4)
0 lX (p + 4 ) ( ^ )
where
(f>i{x) =  [a, h, à, h, c?, o?, ............, ^
(4.5)
(4.6)
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Using Eq’s (4.4)-(4.6), one can w rite  system Eq. (4.2) in  a compact form  as
X  =
02x2 h x 2
X  +
O2XI
+
02x2
02x2 02x2 $(%)# Bo
u (4.7)
where u=(jS, 7 )^  is the vector of control inputs.
For the tra jecto ry control of o- and h, stable manifolds Si and «2 are selected as
S  =
Si ôt — dp Aq(o: — OLp)
S2 h  — hp -\- Xfi{h — hp)
(4.8)
where A =  diag{Xa,  A&), Aq >  0 and >  0. I t  is seen from  Eq. (4.8) th a t i f  5  =  0, 
then y{t )  asym ptotically converges to zero. Since the selected reference tra jectory 
yr{t)  converges to  zero, i t  follows th a t { a , h )  also tends to zero asym ptotically. Thus 
for regulation o f the p itch angle and plunge displacement to  zero, i t  is sufficient to  
design a control system such tha t 5  =  0. Using Eq. (4.8), the derivative of 5  along 
the solution o f Eq. (4.7) is
S  =  ÿ - ÿ r  +  Xÿ 
=  ^ { x ) 6  - ÿ r  +  Xÿ +  B qu (4.9)
For the derivation o f the control law, the Lyapunov approach is used [40-42]. 
Consider a quadratic Lyapunov function
y (5 ,g ,ê ,)  =
{s^s +  è '^Liê+dl  L 20„) (4.10)
where 9 and 9u denote estimates o f 9 and respectively; and 9 =  9 — 9, 9u =  9u~9y,
are the parameter error vectors. Li  and are positive definite symmetric matrices.
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The chosen Lyapunov function is a positive definite function o f S and the parameter 
error vectors 9 and 9 .^ D ifferentiating V  along the solution o f Eq. (4.9) gives
V  =  5^($(a;)0  ~  ÿr +  Xy +  Bqu) 4- 9^L\9 +  9^L29u
V  =  (^{x)9 — ÿr Xÿ 4- Bqu 4 - ^{x)§ +  Bqu) +  9"^ L\9  4- (4.11)
where B q is the estimate o f B q and É q =  Bq — B q.
In  view o f Eq. (4.11), one chooses the control law o f the form
u — B q [—^ { x )9 +  ÿr — Xÿ — jj,S] (4.12)
where n =  diag{iJ,i, H2 ), and >  0. Eq (4.12) can be w ritten  as
Ê qu =  - ^ { x ) 9  +  ÿr -  Xÿ — y,S (4.13)
Defining
/5 7  0 0 
0 0 ^ 7
,2x4
one can express B qu as
B qU =
(4.14)
(4.15)
Now substitu ting Bou from  Eq. (4.13) in  Eq. (4.11) and using Eq. (4.15) gives
V  =  +  r ( $ ^ ( x ) 5  -  Li9) +  9 l i^ l { u )S  -  W J (4.16)
In view o f Eq. (4.16), one chooses the parameter adaptation laws to  elim inate 
terms which depend on uncertain parameters given by
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a* == (4.17)
Substituting the adaptation law Eq. (4.17) in  Eq. (4.16) gives
2
V  =  <  0 (4.18)
i - l
Since U is a positive definite function of S, Ô and and Û <  0 according to  Eq. 
(4.18), i t  follows th a t S, 9 and are bounded functions o f tim e and U(oo) exists. 
Integrating Eq. (4.18) gives
poo
/  {nisl +  H2 s\)dt =  V{0) - V (oo) <  oo (4.19)
Jo
which implies th a t Sj € LafO, oo) (square integrable functions), i =  1,2. Moreover, 
in  view o f the boundedness o f 5 , Eq. (4.8) implies tha t y{t) and y{t) e Loo[0, oo) 
(bounded functions). Furthermore, provided tha t Bq is nonsingular, the control inpu t 
u (t); and therefore, s, are bounded. Since Si(t) E Boo[0, oo) Q oo) and Si(t) E 
Loo[0, oo), invoking Barbalat’s lemma [41], one concludes th a t Si(t) -4  0, as t  -4  oo. 
This also implies from  Eq. (4.8) th a t y(t) =  {a — ar ,h  — h r Y  —>■ 0 as t  —>• oo. This 
establishes the convergence o f the tracking error to  zero. Moreover, since the selected
reference tra jecto ry (a^, hr) asym ptotically converges to  zero, the state vector x tends
to  the origin in  the state space as well.
For the synthesis o f the control law, nonsingularity of the estimated m atrix Ê q 
is required. Suppose th a t C is a region such tha t Bq is nonsingular fo r each 
9u <  ^u- Then o f course, one can m odify the update law fo r (Eq. (4.17)) using 
the projection operator so th a t the elements o f 9u{t) remain confined to  the region 
[42]. This way, nonsingularity o f Êo{t) is guaranteed for t  >  0. However, simulations
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performed in  the Section 4.4 indicate th a t Bo{t) remains nonsingular and as such the 
use of projection operator is not needed.
4.3 Neural control
a
Figure 4.1: RBF Neural Network
Now the derivation o f the neural controller is considered. Since i t  is assumed th a t 
the nonlinear function kn^ {oL) is completely unknown, a RBF network is chosen to 
approximate gakn^a) € over a region o f interest f2o={o! G R  : |o:| <  a ^ } . Fig.
4.1 shows the neural network o f a single hidden layer which has n neurons. Xi(o:)(* =  
l,. . .. ,n )  are the outputs o f the hidden layer and / (a )  — {f\{a),  j 2 { a )Y  G B? is the
output vector o f the neural network. Let x (q:)= (x i (û!) ,........ , Xn(o:))^-
The activation function Xi(o;) is chosen as a Gaussian function [27].
X i(a ) =  exp[-{a -  C i f / a ‘f ] , i  =  l,2 ....,n  (4.20)
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where Ci and <Tj >  0 are the center and w id th  of the kernal u n it, respectively.
Let
9okn^  (tt) =  /* (a )  +  e(o:) (4.21)
where e(o;) =  (ei(o;), €2(0;))^ is the approxim ation error, f * { a )  =  [ f i i o t ) ,  / ^ { o c ) ] ^  is 
the optim al approxim ation o f gokn^{a), and
/* (« )  =  X =  1 ,2 (4.22)
The optim al parameter vector 7 * =  (7 ?^...... , 7^ )^  6  i?”  is obtained by solving
{i =  1 , 2)
7 * =  argmm{sup\goiknM ~  7 fx ( a ) | ,«  € fia }
7 i
Let the approxim ation error be bounded as (z =  1,2)
k i ( a ) |  =  I g o i k n A o i )  -  / r w i  <  e  f i a (4.23)
The approxim ation error can be made a rb itra rily  small by choosing sufficiently large 
number o f neurons in  the hidden layer. We note tha t the optim al neural network 
parameter vector 7 * as well as the error bound rj* are unknown; and therefore, i t  is 
essential to  estimate these adaptively.
Using the approxim ation Eq. (4.21) in  Eq. (4.2) gives
(4.24)
0 2 x 2 h x 2 O2X I 0 2 x 2 02X 1
X  = X  + + u +
0 2 x 2 0 2 x 2 #(%)w* Bo e(o!)
where the regressor m a trix  ^  and unknown parameter vector w are
^(a:) =  diag{'tpi{x),'ipi{x)), G i j 2x(2n+8)
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=  [a., h, à, h, Xi{oi) , Xn(a)] €
u;* =  Mad), 7 ^ ,  Mqa), M 2(2), 7 ; T  G (4.25)
The parameter vector is formed by the elements o f Mi  and 7 *.
D ifferentiating S along the solution o f Eq. (4.24) gives
S =  "^{x)w* -  ÿr +  Xÿ +  Bqu +e{a )  (4.26)
Let 77, 7 i and
u) =  [M i (i ),M 2(i ),7 i ’ ^ ,M i (2),M2(2),72^]^ e (4.26)
be the estimates o f the error bounding parameter rj* =  {r]l, 772)^5 7 *, and the optim al 
parameter vector w*, respectively. The parameter estim ation errors axe w =  w* — w 
and 77 =  77* — 77. Following the derivation of Section 4.1, one chooses the control law 
as
u =  J5q [—^ ^(a:)it) ÿj. — Xy — pS +  (4.27)
where Us is an additional control signal yet to be determined. S ubstitu ting the control 
law Eq. (4.27) in  Eq. (4.26) gives
S =  - f iS  +  ^(a ;)7Z; +  $„(m)^u +  «s +  e{a) (4.28)
For the derivation o f the control law, consider a Lyapunov function
W(S, w, êu, fj) =  (4.29)
where L,, (i =  1 ,2 ,3 ), are positive definite matrices. This Lyapunov function has
additional term  involving penalty on the error 77 arising from  the approxim ation error
e(a) in  Eq. (4.21).
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D ifferentiating W  along the solution o f Eq. (4.28) gives 
W  =  S ^ l -p S  +  ^(a;)w  +  $ „(u )0 „ +  +  e{a) +  ùF L i W +  Ô^Lidy, +  ffL^fj] (4.30)
In  view o f Eq. (4.30), one chooses the adaptation law for w and as
w =  Li^'^^{x)S
(4.31)
Substituting the update law Eq. (4.31) in  Eq. (4.30), and noting th a t |ei(o;)| <  pi 
gives
W  =  -S^ f iS  +  S^e{a) +
<  -S'^pS +  77i|si| +  772IS2I +  S’^ Us +  r fLzp  (4.32)
In  view o f Eq. (4.32), one chooses the signal Ug fo r stabilization o f the form
Us = - [ r i isgn{s i ) , f i2sgn{s2 )Y' (4.33)
Using control law Eq. (4.33) in  Eq. (4.32) gives
2
W  <  -S ^ g S  +  +  ^3i&) (4.34)
i=l
where L 3 =  diag{131, 132)- For elim inating the unknown function fji in  Eq. (4.34), one 
sets
=  1,2 (4.35)
which when substituted in  Eq. (4.34) gives
W  <  (4.36)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
55
Now using the arguments o f the above Section, one s im ila rly concludes tha t in  
the closed-loop system, tra jectory control is accomplished and x{t) converges to  the 
origin.
Remark 1: In  th is derivation, fo r the compensation o f the approxim ation error 
e(o;), on-line adaptation o f fj has been used. A lternative ly, i f  upper bounds on the 
approxim ation errors pl and P2 known, a sim pler control law
Us = - { V i j s i \ , p 2 j s 2 \ f  (4.37)
can be synthesized yielding W  <  —//jS 'p, where pi  ^ > p*, i= l , 2 . O f course, one 
can use an overestimated value o f pi^ fo r synthesis; however th is w ill require larger 
control magnitudes.
To th is end, we examine the usefulness o f the additional control signal Ug in  the 
control law Eq. (4.27). I t  is noted th a t fo r any choice o f the structure (hidden layers, 
number o f neurons in  layers and activation functions) o f the neural network, there 
always exits a fin ite  function approxim ation error. In  the absence o f the signal Ug, the 
approximation error remains uncompensated and the tracking error may not converge 
to zero. O f course, fo r neural networks w ith  fewer neurons, larger approxim ation 
error exists and th is requires larger control signal Ug fo r compensation. B ut the 
control signal Ug m aintains s ta b ility  in  the closed-loop system fo r any choice o f number 
o f neurons used for the approxim ation o f nonlinearity. The magnitude o f Ug (i.e., 
the control surface deflections /? and 7 ) required for control dim inishes i f  the neural 
network has a large number o f neurons giving good approxim ation capability.
The derived adaptive and neural control laws accomplish asym ptotic convergence
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of the trajectories to  the origin. But one must note tha t sim ilar to  other adaptive 
system, the transient characteristics o f the closed-loop system including the adaptive 
and neural controller derived here depend significantly on the choice o f the design pa­
rameters (in itia l estimates o f unknown parameters, weighting matrices L j, feedback 
gain fx and %, and the parameters A, o f the stable m anifold). A  poor choice o f these 
design parameters can cause unacceptable transients and overshoots in  the plunge 
and pitch responses. A  practical approach to avoid ins ta b ility  in  the in itia l learning 
(transient) period is to  perform some tuning o f these design parameters by observ­
ing the simulated responses for a chosen nominal model. A lthough, convergence o f 
estim ator parameters to  the actual values are not essential fo r flu tte r control, proper 
tuning o f the feedback gains, weighting matrices and in itia l estimates o f the parame­
ters perm its faster learning o f the parameters o f off-nom inal (perturbed) models and 
thereby gives better p itch and plunge transient and steady-state responses.
We have considered a two degree-of-freedom plunge-pitch aeroelastic model fo r the 
design o f adaptive control systems. However it  may be pointed out th a t the adaptive 
and neural control techniques presented here are applicable to  other aeroelastic models 
of fin ite  order which include unsteady, nonlinear aerodynamics and elastic modes. 
But unlike the model Eq. (4.1), zero dynamics o f nonzero dimension exist i f  the 
aeroelastic model has additional state variables. Zero dynamics describe the residual 
motion in  the system when the controlled output vector is constrained to  be zero 
[41]. In  these cases, these asym ptotically inpu t-ou tpu t feedback linearizing adaptive 
controllers can give stable responses only i f  the zero dynamics have asym ptotically
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stable equilibrium  point. O f course, s tab ility  o f the system can be guaranteed by the 
proper choice o f a modified output for control law design. Futhermore, one has to 
construct state estim ator to  reconstruct unavailable state variables fo r feedback. O f 
course the com plexity o f the controller increases w ith  the order o f the system since 
additional parameters need to be adapted for flu tte r control. A lthough, theoretically 
asymptotic convergence o f the tra jectory to the origin is guaranteed, one must note 
th a t sim ilar to  other adaptive systems, the transient characteristics o f the closed- 
loop system including the adaptive and neural controller derived have depended on 
the choice o f design parameters (in itia l estimates o f unknown parameters, weighting 
matrices Li, feedback gain p and %, and the parameters Aj o f the stable m anifold).
A  poor choice o f design parameters can result acceptable transient in  the system. 
Therefore, some tun ing o f these design parameters is necessary in  order to  obtain 
acceptable transient responses. A lthough, convergence o f estim ator parameters to 
the actual values are not essential for flu tte r control, proper tun ing for a choice of 
nominal model, perm its faster learning o f the parameters and thereby giving better 
pitch and plunge transient responses.
4.4 Simulation results 
In  th is section sim ulation results for pitch angle and plunge m otion control are 
presented. The system parameters have been taken from  [37] and are collected in  the 
appendix. The polynom ial nonlinearity (a) is o f degree three. Therefore, one has 
p =  2. The in itia l conditions chosen are a;(0) =  (0.02(m), lO(dep), 0 ,0 )^. F irs t the
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open-loop responses are obtained for [/=19.0625(m /s) and a=-0.6719. The responses 
o f the system are shown in  Fig. 4.2. The plots show tha t the orig in  is unstable and 
the system exhibits lim it cycle oscillations.
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-20
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(c)
S5 0.1
- 0.01 0 0.01 
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Io>
s
-400
-20 -10
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Figure 4.2: Open-loop response: [7=19.0625 (m /sec); «=-0.6719
4.4.1 Adaptive control 
Now the closed-loop system including the control law Eq. (4.12) and the parameter 
update law Eq. (4.17) fo r a =  -0.6719 and U  =  19.0625 (m /s) is simulated. For the 
chosen values o f U  and a, is
6u =  [-0.0249,0.0027, -0.2881, -0.0413]^ G
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I t  is assumed th a t the estimated value of is ^«(O) =  2 th a t is the estimated 
value Bo(0) o f Bq has 100 percent perturbation from  the actual value. The in itia l 
value o f 0(0) G is set to zero. We note th a t th is is rather a worse choice of 
in itia l parameter estimates, however it  is made in order to show the robustness of the 
control system. The weighting matrices are chosen as Li=2Ii2xi2 and 1,2=274x4- The 
feedback parameters are /j,=diag(2,2) and X=diag{2,2). The reference pitch angle 
(cür) and plunge displacement (hr) trajectories are generated by th ird  order filters
( s  +  A r ) ( s ^  +  2(^U}gS +  W r ^ ) ( o ! r ,  O u Ÿ '  ~  0
where s denotes the differentia l operator {d/dt), Ar =  1 , C =  0.707, and Wr=2. The 
in itia l condition chosen are y{0) =  i/r(0 ), ÿ(0) =ÿr(0 ) and ÿr(0) =  0. For sim ulation, 
the control inpu t has been lim ited  to 25°. Selected responses are shown in  Fig. 4.3. 
We observe th a t after the in itia l transient period in  which parameter learning takes 
place, the tracking error (a—ar, h—hr), p itch angle, and plunge displacement converge 
to zero. For the chosen feedback gains, the response tim e o f the order o f 6 (sec) is 
obtained.
The plots o f the estimates ||0|| ((||.||) denotes Euclidean norm) and the elements 
of 0„ =  (0 „(1 ),..., 0 „(4 ))^  are shown in  the figure. I t  is seen th a t the estimated 
parameters converge to  certain constant values which d iffer from  the actual values. 
O f course, i t  is well known th a t these estimated parameters cannot converge to  actual 
values in the absence o f persistent parameter excitation [41]. However, i t  is noted 
tha t for the regulation o f the state vector to  the origin, convergence o f parameter 
estimation error to  zero is not essential. We observe th a t the control inputs saturate
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Figure 4.3: Adaptive Control: U — 19.0625 m /s, a =  —0.6719
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only for a short period.
4.4.2 Neural control 
The closed-loop system including the neural control law Eq. (4.27) and the update 
law Eq. (4.31) fo r a =  —0.6719 and U =  19.0625(m/s) is simulated. For obtaining the 
approxim ation o f the vector function 5o^na(“ ) € a neural network is constructed 
which has n =  17 neurons in  the hidden layer, and has two outputs /i(o :) and f 2 {ct)- 
The centers Cj o f the Gaussian activation functions are un iform ly d istributed over an 
interval [-0.4, 0.4] (rad) and one has q  =  —0.45 +  .05m., m =  1 ,..., 17 and the w idth 
o f each kernel u n it is set to  5. For th is choice o f the network one needs to  update 42 
parameters { w Ç. i?^^). The feedback gains A and o f Fig. 4.3 are retained. The 
in itia l conditions for the elements o f w are set to  zero, but the value o f 0^(0) o f Fig. 
16 is retained. The values o f weighting matrices Li  and L 2 are 0 .8/ 42x42 and 0.8/ 4x4, 
respectively. For sim plicity, the control signal Us is set to  zero. Selected responses 
are shown in  Fig. 4.4.
We observe oscillatory p itch and plunge responses in  the in itia l transient (pa­
rameter learning) period. B ut sim ilar to Fig. 4.3, i t  is seen th a t the state vector 
asym ptotically converges to  zero and the parameter estimates tend to  constant val­
ues. O f course, a better approxim ation of nonlinearity using larger number o f neurons 
can yield improved responses. I t  is observed th a t the response tim e is o f the order of 
6 (sec). Again control inputs saturate during the in itia l transient period.
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Extensive sim ulation has been done using other perturbed values o f U, a, and 
the system parameters. These results show tha t the designed adaptive and neural 
controllers provide robust flu tte r control fo r large uncertainties.
4.5 Conclusion
Control o f a nonlinear aeroelastic system using leading- and trailing-edge control 
surfaces was obtained. Sim ulation results showed tha t the designed adaptive and 
neural control systems accomplish asym ptotic regulation o f the state vector to the 
origin in  spite o f large parameter uncertainties. I t  is seen th a t compared to  models 
w ith  single surface, here use o f two control surfaces provides fle x ib ility  in  controlling 
both the p itch and plunge displacement simultaneously.
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CHAPTER 5
VAR IABLE STRUCTURE CONTROL 
Chapter 5 describes the derivation of a variable structure control law for the flu tte r 
control o f an aeroelastic model w ith  uncertain parameters which includes unsteady 
aerodynamics. The model has both the plunge and pitch structu ra l nonlinearities. 
The model represents a prototypical aeroelastic w ing section which has been trad ition ­
a lly used for the theoretical and experimental study of two-dimensional aeroelastic 
behavior. A  single trailing-edge control surface is used for the control o f the sys­
tem. I t  is assumed th a t only the plunge displacement, p itch angle, control surface 
deflection and th e ir derivatives are measured for feedback.
5.1 State variable representation 
The control surface dynamics are described by [11]
+  bciP +  bcoP =  bcoPc (5 1)
where bd =  50, 6co =  2500 and /?c is the control inpu t to the aeroelastic model.
I t  w ill be convenient to  obtain a state variable form  o f the complete model. The 
Theodorsen’s function C(s) can be treated as a second-order transfer function o f a
64
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filte r w ith  inpu t
V f { t )  — [Ua +  h  +  6(0.5 -  a)à +  { 1 / tt) T i q U P  +  6 (l/27 r)T n^] =  a^Xy, (5.2)
where the vector a„ G il® is
a„ =  [0, U, I / ttTiqU, 1,6(0.5 -  a), 6(l/27r)Tn]^ (5.3)
and the p a rtia l state vector is Xy, =  { h ,  a, P, h ,  à ,  /5)^ G il®. The output o f the filte r 
is denoted as yf(t)  which is related to  the inpu t V f { t )  as
y /(s ) =  C{s)vf{s) (5.4)
where ÿf{s) and Vf(s) represent Laplace transforms o f yf{t) and Vf(t), respectively. 
We note th a t the inpu t to the filte r C (s) is a linear combination o f the plunge, pitch, 
and control surface deflection variables.
The transfer function C{s) o f the filte r has a m inim al realization o f dimension 2. 
A lthough, one can derive a variety o f realizations o f C{s), we consider a representation 
o f the filte r o f the form
X f  =
0 1
-bo —6i
X f  +
O l x 6
aT
Xii
where X f = { x f i , X f 2 ) ^  and its output is given by
yf =  0.5vf +  aoXfi -f- aiXf2
O.ba^Xy, +  aoXfi +  aiXf2
(5.5)
(5.6)
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Substituting yf from  Eq. (5.6) in  Eq. (2.4) and Eq. (2.5) and using Eqs. (2 .1)-
(2.5), a state variable representation for the z«,-subsystem (Syj) is obtained which is 
given by
h
a O s x 3  h x 3 Ozx2 ^3x1 0sx5
d /?
Pc +dt
Xyj ”F X f  -F
h
à
Ai A2 Bo No
=  AyjXyj +  AfXf +  B/3c +  N(j){h, a)  (5.7)
where O and I  denote nu ll and iden tity  matrices o f indicated dimensions; Ai,Ay,,Af,BQ,B,No 
and N  are appropriate constant matrices; and the nonlinear function <^ {h, a)  is given 
by
0 (h ,a ) = (5.8)h® a ‘^  a®
The ^/-subsystem Sf (Eqs. 5.5 and 5.6) and rc^-subsystem Sy, (Eq. 5.7) together 
represent the complete dynamics o f the unsteady aeroelastic system. Fig. 5.1 shows 
a block diagram representation in  which the Sf subsystem appears in  the feedback 
path. I t  is assumed here tha t the matrices A i ,A 2 ,Bo,No,ay and the parameters 
6o >  0 and bi >  0 are unknown. Moreover, only the vector signal Xy, is assumed to  
be measurable and the state vector X f o f S f  is not available for feedback.
Define the controlled output variable
O! — [0, 1, 0px4] i^u
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A eroduttc Model
Sub System
Control
Law
Dynamic
Compensator
Command
Generator
Sob System
Figure 5.1; Block diagram o f the aeroelastic model including the variable structure 
controller
— C X (5.9)
Suppose th a t ar{t) is a given smooth reference p itch angle tra jecto ry converging to 
zero. We are interested in  designing a variable structure control law such tha t in  
the closed-loop system, the pitch angle follows the reference tra jecto ry CKr(t) and the 
state vector converges to the orig in as well.
5.2 Variable structure control 
In th is section, a variable structure control (VSC) law for the pitch angle tra ­
jectory tracking is derived. In  variable structure system (VSS), the control law has 
discontinuity on a chosen hypersurface (sliding surface) in  the state space. The mo­
tion  o f the variable structure system evolves in  two phases. In  the firs t phase, the 
trajectories which begin from  in itia l conditions away from  the chosen slid ing surface 
are attracted towards i t  in  a fin ite  time. Then in  the second phase (slid ing phase).
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the m otion o f the system is confined to the hypersurface and the tra jecto ry slides 
along it. Interestingly, the sliding m otion is insensitive to uncertainties in  the system 
parameters.
For the purpose o f design, consider a stable slid ing m anifold
S' =  d +  Ajd +  AgXg
x , = â  (5.10)
where à = a  — ar is the tra jectory, Ai and Aq are positive real numbers. In  the sliding
phase, S(t) =  0 and as such d ifferentiating Eq. (5.10) gives
d  +  A id  +  Aod =  0 (5.11)
which implies tha t (d, d) tends to  zero s & t—^ oo. Now it  remains to  derive a control 
law which makes the sliding m anifold attractive.
D ifferentiating a  successively along the tra jecto ry of Eq. (5.7) gives
d -
d =  Cj j jAy j { A .u )Xy j  +  A f X f  +  B P c  +  -N0)
=  d[(a* +  Aou,)^Zu, +  (a} +  A a /)^ x / +  Pc +  {rid +  (512)
where d =  Cy,A^B, a„, =  a *+ A u u , =  (C u ,A ^)^d "\ a / =  a^ +  A a / =  {CwAwAf)'^d~^,
and Ud =  {n*d +  An^) =  (C u ,A ^)^d "\ Here starred vectors a * , «y, denote nominal 
values and Aa„,, Aoy, and An^ denote uncertainties in  these parameters.
Now the follow ing assumption is made 
Assumption 1 : The scalar parameter d is unknown, but its  sign is known.
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Using Eq. (5.12) the derivative of S is given by
S =  +  OfXf +  Pc +  nd(f>] +  A id  +  Aod -  dV (5.13)
which is a function o f the state subvector Xf associated w ith  the unsteady aerody­
namics. For stab ility , the control law must attenuate the effect o f x / on the error 
dynamics. B ut Xf is not measurable and cannot be used fo r feedback. Here instead
o f obtaining an estimate of Xf, the s ta b ility  property (to  be discussed later) o f the
subsystem 5 / is exploited to  construct a signal for feedback which dominates the 
unaccessible signal Xf.
F irst, we introduce the definition of input-to-state s ta b ility  (ISS) from  Sontag [54]. 
D efin ition 1 (ISS): The system
q =  g{q,v) (5.14)
where g is locally Lipschitz in  ç G i?”  and the input v £ R^,  is said to  be ISS i f  for 
any q(0) and for any continuous and bounded u (t) on [0 , cx>), the solution exists for 
a ll £ >  0 and satisfies
Ik W II <  M lk (^ o )||,t-^ o ] +7[s«p||î^(r)||,£o  <  r  <  £] (5.15)
for a ll £o and £ such th a t 0 <  £q <  £, where £t(s,p) and 7 (5) are s tric tly  increasing 
functions of s € w ith  £i(0 ,p ) =  0 , 7 (0) =  0 , while /r is a decreasing function o f p 
w ith  /£mp_>oo£^(s,p) =  0,Vs E R+. (Here ||.|| denotes the Euclidean norm o f a vector).
5.2.1 ISS subsystem Sf and dynamic compensator 
Indeed the subsystem Sf (Eq. 5.5) is ISS w ith  respect to  x-u, treated as disturbance 
input. This can be verified as follows. F irst we note th a t E f  is a H urw itz m atrix
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for each value o f the uncertain parameters pi >  0, (i = 1,2). Therefore, there exists 
a positive definite symmetric m atrix Pf (denoted as P / >  0) which satisfies the 
Lyapunov equation
E j P f  +  P fEf  =  - l2^2 (5.16)
O f course Pf  is a function o f pi, i.e., Pf =  Pf{po,Pi). We assume th a t p =  {po,Pi)
€ f i / ,  a closed and bounded set. Then
A m lk /lP  <  Xmin{Pf)\\Xf\\'^ <  X^PfXf <  Am az(P/)||Z/|p <  XM\\Xf\\^ (5.17)
where Xmin[mcLx] denotes m inim um  [maximum] eigenvalue o f P /, Xm =  irifp^nf{Xmin[Pf(Po,Pi)]}
and A^f =  ^nPpççif{Xmax[Pf{pojPi)Y\-
Now for verifying the ISS property o f the subsystem Sf, consider a quadratic 
Lyapunov function
V, =  x ) P , x ,  (5.18)
D ifferentiating Vf along the solution of Eq. (5.5) gives
Vf =  x^f[E'^Pf +  PfEf]xf  4- 2x^fPflfXy, (5.19)
Using Young’s inequality which states tha t fo r a ll {x, y) G P?
xy <  kx^ +  ^ y ^
Eq. (5.19) gives (choosing k =  ^ )
< lkfl|.||%ll'IKII < ^ ll^ /IP+ (5.20)
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where kf is a positive real number. Using Eq. (5.20) in  Eq. (5.19) and choosing 
0 <  kf <  1, one obtain
V f  <  - ( 1  -  k f ) \ \ x f \ \ ‘^  +  ■^\\xw\\ '^\ \Pflf \ \ ‘^
< — C \ V f  + ' y i \ \ x y j \ \ ^  (5.21)
where Ci <  (1 -  k f)\-^  <  and 71 >  k]^\Pfh?-
Solving Eq. (5.21), one finds tha t
Vf{t) <  V7(0)e"‘’* +  ^(supxe[o .t)lk« ,(r)||)2  (5.22)
Using Eq. (5.17) and the inequality q \ <  {qi +  92)^ fo r any two positive real 
numbers qi and 92, Eq. (5.22) gives
||a;/(£)|| <  (AjifAm )^ /^ lk /(0 )|| +  (A- ^7i cr ^) { I ( r ) 1 1 } (5.23)
According to  D efin ition 1, i t  follows th a t the ^/-subsystem  is ISS w ith  respect to  Xyj 
as input.
The response o f depends on the signal Xf which is not measured. In  Ref. 42, 
an approach is suggested which is applicable for the stabilization o f systems w ith  
partia l state inform ation w ithout an observer design for state estim ation. We adopt 
here th is approach to  design the VSC law which avoids feedback o f the signal x /. In  
view of Eq. (5.21), i t  is possible to  construct a dom inating signal rf(t) which is the 
solution o f a first-order dynamic system satisfying
Î? = -Ci77 +  7 ilku .|P  (5.24)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
72
Then it  follows th a t T){t) >  Vf{t), provided th a t 77(0 ) >  A jv/|x/(0)p  >  V /(0). For such 
a choice o f in itia l condition 77(0), one has
V{t) >  A m lk/(£)|P ,£ >  0 (5.25)
In the follow ing derivation, the signal r}{t) w ill be used instead o f the unmeasured 
state Xf for feedback.
5.2.2 VSC law
Now based on the Lyapunov method, the VSC law design w ill be completed. 
Consider a Lyapunov function
( ' - ' « I
D ifferentiating V  along the solution of Eq. (5.13) gives
V =  sgn{d).S[a^Xw +  OfXf +  Pc +  nd4>] +  (A i&  +  Aod — d;V)S'|d|“  ^ (5.27)
Using Young’s inequality and Eq. (5.25), one can establish the follow ing inequal­
ities:
\sgn{d)Sa^Xf \ <  | S ' | . | l a / | | . | | x / | l  <  | ' 9 | . | | a / | | ( 7 7 A - ^ ) ^ / ^  <  9 i | 5 [ 7 7 - F  U ^ ^ A “ ^ | 5 |
(Aid -F Aod — d’r)iS'|di|  ^< 9z(Aid -F Aod — dr)^ |5'| -F —
492
|s9n(d)S'Aa^ x,„| < -F
493
|s9 r.(d )S A < « | <  9 ,|g |.||ÿ |p  +  (5.28)
494
where gi {i =  1, ...4) are positive real numbers.
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Substituting Eq. (5.28) and choosing the control law fo r e lim inating a ll the un­
known functions in Eq. (5.27), one obtains
Pc — -  n*d(j) -  Gisgn{Sd) -  G 2 sgn{d)S -  [giT] +  g2 {Xià +  A o d -
+  93||aJ«,|P -F g4\\^\\‘^ ]{sgn{Sd) (5.29)
Substituting the control law Eq. (5.29) in  Eq. (5.27) gives
V <  - G , | S |  -  +  J | l [ l | a , | p ( f t A „ ) - ‘  +  ( f c r f î ) - '  +  93“ ‘ l | A a „ | p  +  9 , - ‘ | A n , p ]
< —G ils '! — GgjS^I -F /r*|S | (5.30)
where p* >  ||u /||^(9 iA m )'^ +  (92^ !) “  ^+  9^^||Aa,^,jp -F ^ ^^ IjA n^ jp .
In order to  make V  negative, one sets the gain G i to
G i — fi* G q (5.31)
where Gg >  0. Using Eq. (5.31) in  Eq. (5.30) gives
— ( - y )  <  |d |[-G o |S | -  G 2S^] (5.32)
According to  Eq.(5.32), the tra jectory starting from  any in itia l condition reaches the 
surface S =  0 in  a fin ite  tim e. Subsequently, the tra jecto ry slides along S =  0 
which according to  Eq. (5.10) implies th a t (a, d) -»  0 , as £ ->  0 0 . Thus p itch angle 
tra jectory control is accomplished.
The complete closed-loop system is shown in  Fig. 5.1. The VSC law includes 
a first-order dynamic compensator (Eq. 5.24) in  the feedback path. Following the 
control law derivation o f th is section, i t  is apparent th a t the structure o f the VSC law is
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independent o f the order o f the Sf subsystem and the dom inating signal rj generated 
by only a first-order system is sufficient for control. We note th a t the system has 
relative degree 2 since the second derivative o f a  depends exp lic itly  on the control 
input and as such has zero dynamics o f dimension 6. For s ta b ility  in  the closed-loop 
system, the zero dynamics must be stable. S tab ility  o f zero dynamics, when the pitch 
angle is zero, has been examined in several published works [7,38]. Indeed computing 
the transfer function o f the linearized system relating a  and Pc shows th a t the system 
is m inimum phase for the set of values of the freestream velocities and elastic axis 
locations considered for sim ulation in the next section. O f course, i f  the zero dynamics 
have unstable equilibrium  state, one can m odify the output so th a t the new system 
is m inimum phase and then the design can be completed follow ing the approach o f 
th is Section 5.1.
5.3 Sim ulation results 
Extensive Sim ulation has been done using other perturbed values o f U, a and the 
system parameters. These results show th a t the designed variable structure controller 
provides flu tte r control for large uncertainties.
5.3.1 Variable structure control 
In th is section, the sim ulation results fo r VSC are presented. The model parame­
ters are taken from  Refs. 7,11,38 and are collected in  the appendix. F irs t the open- 
loop response is obtained for the chosen in itia l conditions Xu,(0) =  [0.01,10°, 0 ,0 ,0 ,0 ]' 
, X f { 0 )  =  [0,0.1]' for U — 14.25 (m/sec) and a =  —0.8424. Fig. 5.2, shows th a t after
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
75
0.01
0.005
E
I
-0.005
- 0.01
Time(sec)
I
S
?
(0
IQ.
-10
0.15 150
100
« 0.05
§,-0.05
r
K -100 
-150-0.15
- 0 .2 '--------------- — -
-0.01 -0.005
-200
0.005 0.01 -10
Plunge h (m) Pltcti angle (deg)
Figure 5.2: Open-loop response: U =  14.25 m /s, a =  —0.8424
an in itia l transient, the pitch angle and the plunge displacement trajectories con­
verge to  lim it cycles. Apparently the uncontrolled system is unstable, and the wing 
undergoes periodic oscillations.
Now the sim ulation o f the closed-loop system including the VSC law Eq. (5.29) 
and the dynamic controller Eq. (5.24) is performed. I t  is noted th a t the freestream 
velocity and the elastic axis location are the two key parameters which have significant 
effect on the responses o f the model. Here in  order to examine the robustness o f the 
controller, U  and a are assumed to  be unknown to the designer. For the choice o f 
the nominal values of U  =  25 (m/sec) and a=-O.S, and are computed and used 
in  the VSC law Eq. (5.29). The feedback gains are selected as Gi =  2.1, G2 =  0.02,
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gl  =  0.0912, g2 =  0.0912, gZ =  0.0912 and p4 =  0.0912. The parameters o f the 
sliding m anifold are set to  Ai =  6 , and Aq =  9. The parameters used in  Eq. (5.24) 
for generating the dom inating signal g are selected as Ci =  0.0536 and 71 =  0.0628. 
For sim plic ity the reference pitch angle tra jectory is assumed to  be zero. I t  is pointed 
out tha t the feedback gains satisfying the inequalities o f the previous section are 
only sufficient for s ta b ility  in  the closed-loop system. Therefore, here these controller 
parameters have been selected after carrying out several sim ulations and by observing 
the simulated responses. Since th is discontinuous control law Eq. (5.29) can cause 
control chattering, a smooth approxim ation o f the signum function by a saturation 
function w ith  a boundary layer thickness o f e =  0.1 is used. In  order to  lim it the 
control surface deflection /5, sim ulation is done by clamping the magnitude o f the 
control inpu t to  a maximum value o f 30". I t  has been observed th a t the VSC 
law designed for a higher nominal value of the freestream velocity gives improved 
responses; therefore, here off-nom inal lower values of u are considered for sim ulation.
Case A: VSC CONTROL FOR TH E O FF-N O M IN AL VALUES C/=20 (m/sec)
and a=-0.7
In  order examine the sensitivity o f the controller to  parameter uncertainties, the 
closed-loop system is simulated for the off-nom inal values of U  =  20 (m/sec) and 
a =  —0.7. I t  may be noted th a t the contro ller’s nominal matrices («%,, n^) in  Eq. 
(5.29) computed for the nominal values o fU  =  25 (m/sec) and a =  —0.8 are retained 
for sim ulation. For the selected off-nom inal values o f the freestream velocity and a, 
i t  is found th a t there exists lim it cycle. The open-loop system has two unstable poles
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(0.1393 ±  13.5466%), but the linearized system has stable zeros (m inim um  phase zero 
dynamics). The closed-loop responses are shown in  Fig. 5.3.
The VSC law accomplishes smooth regulation o f the p itch  angle to  zero, but the 
plunge m otion is oscillatory and converges to  zero after the in itia l transient. This 
oscillatory response o f the plunge displacement is a ttribu ted  to  the zero dynamics. I t  
is observed th a t the remaining components o f the state vector including the state Xf 
o f the sub-system Sf also converge to the origin. The response tim e is o f the order 
of 4 seconds. The maximum control surface deflection is less than 25" and the 
control inpu t saturates during the segment o f the transient period. I t  is seen tha t 
constraining the inpu t Pc provides fle x ib ility  in  lim itin g  the magnitude o f the control 
surface deflection. I t  is noted th a t the designed variable structure control system 
is attractive from  the po in t o f s im plic ity in  im plem entation compared to  adaptive 
controllers and is synthesized easily using only the measured states.
Case B: VSC CONTROL FOR TH E O FF-N O M IN AL VALUES U =  16(m/sec)
and a — —0.5
Now sim ulation is done for a choice o f off-nom inal parameter values {U — 16 
(m/sec) and a =  —0.5). W ith  th is choice, the freestream velocity and elastic axis 
location, have an uncertain ity of more than 60 percent. The in itia l conditions and 
controller parameters selected for the nominal system are retained for sim ulation. 
The responses are shown in  Fig. 5.4. In  the closed-loop system a  sm oothly converges 
to zero. Moreover, the state vectors Xy, and Xf also asym ptotically tend to  zero since 
the zero dynamics are stable (m inimum phase). The response tim e is o f the order o f
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less than 5 seconds. In  the transient period, saturates and the surface deflection 
remains w ith in  25".
Extensive sim ulation has been performed which shows robustness o f the VSC law 
w ith  respect to  uncertainties in U  and a. Moreover the controller has considerable 
fle x ib ility  and one can choose the design parameters (G i, G2, gi, ...^4, A i, Ao, Ci and 71) 
properly to  obtain desirable responses inspite o f uncertainities in  the system using 
only feedback o f the measured signals.
5.4 Conclusion
Control o f a prototypical aeroelastic w ing section w ith  p itch  and plunge structura l 
nonlinearities using a single control surface was considered. S im ulation results were 
presented which showed th a t flu tte r supression can be achevied for uncertainties in 
the flow velocities and elastic axis locations. Moreover, the control system provides 
considerable fle x ib ility  in  accomplishing robutness in  the closed-loop system and in 
shaping the responses by the choice o f the design parameters.
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CHAPTER 6 
CONCLUSION
Existence o f lim it cycle oscillation and the domain o f s ta b ility  (a ttraction) o f a pro­
to typ ica l aeroelastic w ing section w ith  an asymmetric structura l nonlinearity in  the 
pitch degree-of-freedom using the describing function approach has been considered 
for the aeroelastic model including unsteady aerodynamics based on the Theodorsen’s 
theory and having two-degrees-of-freedom (plunge and p itch). In  the presence of 
structura l nonlinearity, th is model exhibits asymmetric lim it cycle oscillations for 
certain values of the flow velocities and locations o f the elastic axis. Using the dual­
input describing function, analytical expressions for the com putation o f the am pli­
tude, frequency, and mean value o f p itch and plunge oscillations have been derived. 
Interestingly, i t  is seen th a t stable lim it cycles exist not only when the orig in in  the 
state space is unstable but also i f  it  is asym ptotically stable. For the flow velocities 
for which the orig in  is stable, an estimate o f the domain o f s ta b ility  has been derived. 
However, flu tte r exists in  the region away from  the domain o f stab ility . I t  has been 
shown th a t the stable and unstable lim it cycle exist when the orig in  is stable. More­
over the stable lim it cycle has large am plitude and low frequency, but the unstable 
lim it cycle has sm all am plitude and high frequency.
81
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Numerical results have been presented for a set o f values o f the flow velocities 
and the locations o f the elastic axis which show th a t the predicated average value, 
am plitude, and frequency o f lim it cycle oscillations are close to  the actual values. I t  is 
found th a t the am plitude o f oscillation increases w ith  the flow velocity.There are sev­
eral interesting questions which remain to be answered. Extension o f the describing 
function method for the aeroelastic systems w ith  both the aerodynamic nonlinear­
ities and unsteady aerodynamics is certainly im portant. Yet another problem o f 
considerable interest is the application of th is method for the prediction o f lim it cycle 
oscillation using fligh t data. Here we have obtained an estimate o f domain o f s tab ility  
when the orig in is stable in  which lim it cycle does not exist. The com putation o f less 
conservative domain o f a ttraction  for such situations is an im portant problem.
Now th a t we have found the existence o f LCO, a controller has to  be designed to 
suppress these oscillations.For the purpose o f the s, control o f a nonlinear aeroelastic 
system using leading- and tra ilin g  edge control surfaces, w ith  unknown system pa­
rameters (assumed) is considered. The chosen model describes the plunge and pitch 
motion o f a w ing. An adaptive and a neural control law were derived for the tra jectory 
control o f the pitch angle and plunge displacement trajectories. In  the closed-loop 
system the tracking error and state vector converged to  zero. S im ulation results 
showed th a t the designed adaptive and neural control systems accomplish asym ptotic 
regulation o f the state vector to the orig in in  spite of large parameter uncertain­
ties. I t  is seen th a t compared to models w ith  single surface, here use o f two control 
surfaces provides fle x ib ility  in  controlling both the pitch angle and plunge displace-
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ment simultaneously. Furthermore, adaptive design based on the known structure of 
uncertainties gave sligh tly smoother transient responses compared to  the neural con­
tro lle r. O f course, selection o f larger number o f neurons for the approxim ation o f the 
unstructured nonlinear function can improve performance o f the neural controller.
Control o f a prototypical aeroelastic wing section w ith  p itch  and plunge struc­
tu ra l nonlinearities using a single control surface was considered in  chapter 5. For 
the controller synthesis, only the plunge displacement, p itch  angle, control surface 
deflection and the ir derivatives are measured. Interestingly, the aeroelastic system 
can be represented as the interconnection o f two subsystems. In  th is representation, 
the subsystem associated w ith  the unsteady aerodynamics is input-to-state stable 
and appears in  the feedback path. Based on such representation a variable structure 
control system was derived. The states associated w ith  the unsteady aerodynamics 
cannot be measured.
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A P P E N D IX
SYSTEM  PARAM ETERS
The system parameters for sim ulation have been taken from  [11, 15]. 
b =  0.1064 m =  1.662 kg c* =  27.43 N s/m
Ca =  0.036 Ns p =  1.225 k g / m ^  rr it  =  12.387 kg
l a  =  0.04325 +  m ^ x lJ a ^ k g .m ^  Xa =  [0.082 - {b +  a b ) ] / b  Sp =  0.6m 
ta  =  2.82(1 -  7.8480a +  663.2911a^ +  65.2754a^ -  4.9928 * lO^a") N .m /rad
th  =  2844.4 +  255.99h^ N /m
84
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