On the Existence of a Fixed Spectrum for a Multi-channel Linear System:
  A Matroid Theory Approach by Liu, Fengjiao & Morse, A. Stephen
ar
X
iv
:1
90
4.
01
49
9v
1 
 [c
s.S
Y]
  2
 A
pr
 20
19
On the Existence of a Fixed Spectrum for a Multi-channel Linear
System: A Matroid Theory Approach
F. Liu1 and A. S. Morse1
Abstract—Conditions for the existence of a fixed spectrum
{i.e., the set of fixed modes} for a multi-channel linear system
have been known for a long time. The aim of this paper is to
reestablish one of these conditions using a new and transparent
approach based on matroid theory.
I. INTRODUCTION
The classical “decentralized control” problem considered
in [1], [2] focuses on stabilizing or otherwise controlling a
k > 1 channel linear system of the form
x˙ = Ax+
k∑
i=1
Biui, yi = Cixi (1)
Decentralization is enforced by restricting the feedback of
each measured signal yi to only its corresponding control
input ui, possibly through a linear dynamic controller. Wang
and Davison [1] were able to show that no matter what these
feedback controllers might be, as long as they are finite
dimensional and linear time-invariant (LTI), the spectrum
of the resulting closed-loop system contains a fixed subset
depending only on A, the Bi and the Ci, which they elected
to called the set of “fixed modes” of the system. Roughly
speaking, the set of fixed modes of (1), henceforth called
the “fixed spectrum” of (1), is the the spectrum of A that
cannot be shifted by the decentralized output feedback laws
ui = Fiyi, i ∈ {1, 2, . . . , k}. That is, if A ∈ R
n×n,
Bi ∈ R
n×mi , Ci ∈ R
li×n, the fixed spectrum of (1), written
Λfixed, is precisely
Λfixed =
⋂
Fi∈Rmi×li
Λ
(
A+
k∑
i=1
BiFiCi
)
where Λ(·) denotes the spectrum. Since the Fi can be zero,
it is clear that the fixed spectrum is a subset of the spectrum
of A. It is possible that the fixed spectrum is an empty set, in
which case it is said that the system has no fixed spectrum.
Wang and Davison showed that Λfixed is contained in
the closed-loop spectrum of the system which results when
any given finite dimensional LTI decentralized controls are
applied to (1). Thus Λfixed must be a stable spectrum if
decentralized stabilization is to be achieved. Wang and
Davison were also able to show that the stability of Λfixed
is sufficient for decentralized stabilization with linear dy-
namic controllers. Not surprisingly, the notion of a fixed
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spectrum also arises in connection with the decentralized
spectrum assignment problem treated in [2], [3]. In particular
it is known that a necessary and sufficient condition for
“free” assignability of a closed-loop spectrum with finite
dimensional LTI decentralized controllers is that there is no
fixed spectrum [1], [2]. However, it should be noted that
unlike the centralized case, free spectrum assignability in
the decentralized case presumes that the overall spectrum
admits a suitable partition into a finite number of symmetric
sets, the partition being determined by the strongly connected
components in a suitably defined graph of (1) [2]. It is clear
from the preceding that Λfixed plays a central role in both
the decentralized stabilization and decentralized spectrum
assignment problems. Accordingly many characterizations of
Λfixed exist [4]. A certain subset of a fixed spectrum can be
eliminated by time-varying decentralized controllers [5], [6],
sampling strategies [7], [8], or other techniques [9], [10]. The
subset of a fixed spectrum which cannot be eliminated by
any (including nonlinear) decentralized controllers are char-
acterized in [11]. An explicit necessary and sufficient matrix-
algebraic condition for a complex number λ to be in the
fixed spectrum of (1) is derived in [12], using matrix pencils
and matrix nets [13]. An equivalent algebraic condition is
established in [14], [15]. Equivalent graph-theoretic criteria
for the existence of a fixed spectrum are developed in [16].
Frequency domain characterizations of a fixed spectrum are
presented in [17]–[22]. In particular, the characterization of
a fixed spectrum in [12] is quite fundamental and inspires a
number of later work [4], [11], [14]–[16].
Let k , {1, 2, . . . , k}. Suppose S = {i1, i2, . . . , is} ⊂ k
with i1 < i2 < · · · < is, the complement of S in k is denoted
by k − S = {j1, j2, . . . , jk−s} with j1 < j2 < · · · < jk−s.
Let
BS , [Bi1 Bi2 . . . Bis ], Ck−S ,


Cj1
Cj2
...
Cjk−s


The result in [12] is stated below.
Proposition 1: [12] A k-channel linear system
{A,Bi, Ci; k} has λ ∈ Λ(A) in its fixed spectrum if
and only if ∃S ⊂ k such that
rank
[
λIn −A BS
Ck−S 0
]
< n (2)
Although originally proved with techniques like matrix
pencils and matrix nets [12], [13], Proposition 1 reveals an
insight that whether a multi-channel linear system has a fixed
spectrum is indeed a combinatorial problem. By exploiting
this fact, a new and transparent proof of Proposition 1 using
matroid theory is presented in this paper.
Roughly speaking, a matoid is a mathematical structure
that generalizes the notion of linear independence in vector
spaces. It is a handy tool for studying combinatorial proper-
ties of matrices.
II. PROOF
A formal proof of Proposition 1 is given in this section,
for which some concepts and three lemmas are needed.
Lemma 1: Let matrices A ∈ Cn×n, B ∈ Cn×m, and C ∈
Cl×n. Then rank
[
A B
C 0
]
< n if and only if rank (A +
BE+KC) < n for any matrices E ∈ Cm×n andK ∈ Cn×l.
Proof of Lemma 1: (Necessity) If rank
[
A B
C 0
]
< n,
then rank
[
A+BE +KC B
C 0
]
< n for any matrices
E ∈ Cm×n and K ∈ Cn×l, as the rank of a matrix remains
unchanged under elementary row and column operations. So
rank (A+BE +KC) < n for any E and K .
(Sufficiency) Suppose rank
[
A B
C 0
]
≥ n, by ele-
mentary column operations, ∃E ∈ Cm×n such that
rank
[
A+BE
C
]
= n. Similarly, by elementary row oper-
ations, ∃K ∈ Cn×l such that rank (A + BE + KC) = n.
This completes the proof of Lemma 1.
Let M be a parameterized matrix whose entries are linear
combinations of algebraically independent scalar parameters.
The generic rank of M , denoted by grank M , is the maxi-
mum rank of M that can be achieved as the parameters vary
over the entire parameter space. It is generic in the sense that
it is achievable by any parameter values in the complement
of a proper algebraic set in the parameter space.
For some d ∈ N, we are given column vectors w1, w2,
. . . , wd ∈ C
n1 and row vectors r1, r2, . . . , rd ∈ C
1×n2 . Let
d , {1, 2, . . . , d}. Suppose S = {i1, i2, . . . , is} ⊂ d with
i1 < i2 < · · · < is, and d − S = {j1, j2, . . . , jd−s} with
j1 < j2 < · · · < jd−s, let
wS = [wi1 wi2 . . . wis ], rd−S =


rj1
rj2
...
rjd−s

 (3)
Let P = {(wi, ri) | i ∈ d} be the set of d pairs of vectors.
For I ⊂ P , let {wi | (wi, ri) ∈ I} be the set of column
vectors appearing in I; let {ri | (wi, ri) ∈ I} be the set of
row vectors appearing in I. Note that∣∣I∣∣ = ∣∣{wi | (wi, ri) ∈ I}∣∣ = ∣∣{ri | (wi, ri) ∈ I}∣∣
where |I| is the number of vector pairs in I. A nonempty
subset I ⊂ P is jointly independent if {wi | (wi, ri) ∈ I}
and {ri | (wi, ri) ∈ I} are both linearly independent sets. Let
J {wi, ri; d} be the set of all jointly independent subsets of
P . The following proposition summarizes Lemma 1 (derived
from the matroid intersection theorem [23]) and Lemma 2
in [24].
Proposition 2: [24] For some d ∈ N, given column
vectors w1, w2, . . . , wd ∈ C
n1 , row vectors r1, r2, . . . ,
rd ∈ C
1×n2 , and algebraically independent scalar parameters
p1, p2, . . . , pd, the following equation holds.
grank
(∑
i∈d
wipiri
)
= max
I∈J{wi,ri;d}
|I|
= min
S⊂d
(rank wS + rank rd−S)
Although Proposition 2 was initially developed for real
vectors and parameters, the same proof applies to complex
vectors and parameters without change. Therefore a proof of
Proposition 2 will not be given here. The next lemma extends
Proposition 2 to a more general case.
For some d ∈ N, we are given complex matrices W1, W2,
. . . ,Wd, each of which has n1 rows and an arbitrary number
of columns, and complex matrices R1, R2, . . . , Rd, each of
which has an arbitrary number of rows and n2 columns.
Suppose S = {i1, i2, . . . , is} ⊂ d with i1 < i2 < · · · < is,
and d− S = {j1, j2, . . . , jd−s} with j1 < j2 < · · · < jd−s,
let
WS = [Wi1 Wi2 . . . Wis ], Rd−S =


Rj1
Rj2
...
Rjd−s


For each i ∈ d, let col (Wi) denote the set of column vectors
of Wi and let row (Ri) denote the set of row vectors of Ri.
Let P = {(w, r) |w ∈ col (Wi), r ∈ row (Ri), i ∈ d} be
the set of all vector pairs taken from matrices with the same
indices. For I ⊂ P , let {w | (w, r) ∈ I, r ∈ row (Rd)} be
the set of column vectors appearing in I, with any common
vectors repeated; let {r | (w, r) ∈ I, w ∈ col (Wd)} be the
set of row vectors appearing in I, with any common vectors
repeated. That is, if a column vector w appears exactly nw
times in I, the set {w | (w, r) ∈ I, r ∈ row (Rd)} contains
nw copies of w. Note that∣∣I∣∣ = ∣∣{w | (w, r) ∈ I, r ∈ row (Rd)}∣∣
=
∣∣{r | (w, r) ∈ I, w ∈ col (Wd)}∣∣
A nonempty subset I ⊂ P is jointly independent if
{w | (w, r) ∈ I, r ∈ row (Rd)} and {r | (w, r) ∈
I, w ∈ col (Wd)} are both linearly independent sets. Let
J {Wi, Ri; d} be the set of all jointly independent subsets
of P .
Lemma 2: For some d ∈ N, given complex matrices W1,
W2, . . . , Wd, each of which has n1 rows and an arbitrary
number of columns, complex matrices R1, R2, . . . , Rd, each
of which has an arbitrary number of rows and n2 columns,
and parameterized matrices P1, P2, . . . , Pd of appropri-
ate sizes, whose entries are algebraically independent thus
are modeled by distinct parameters, the following equation
holds.
grank
(∑
i∈d
WiPiRi
)
= max
I∈J{Wi,Ri;d}
|I|
= min
S⊂d
(rankWS + rank Rd−S)
As Proposition 2 is proved directly from the matroid
intersection theorem, it is natural to ask whether Lemma 2
can be proved in the same way. Unfortunately, the answer is
no. In order to do that, we may need a more general notion
of matroid which allows the rank of an element to be greater
than 1.
Proof of Lemma 2: For each t ∈ d, suppose Wt is of size
n1 × αt, Rt is of size βt × n2, and Pt is of size αt × βt.
Note that WtPtRt =
αt∑
i=1
βt∑
j=1
witp
ij
t r
j
t , where w
i
t ∈ C
n1 is
the ith column of Wt, p
ij
t is the ijth entry of Pt, and r
j
t ∈
C1×n2 is the jth row of Rt. Recall that P = {(w, r) |w ∈
col (Wt), r ∈ row (Rt), t ∈ d}, now let d¯ = |P| =
∑
t∈d
αtβt.
Let the entries of the Pt, t ∈ d, be denoted by p1 through
pd¯ and let the vector pairs in P be labeled 1 through d¯,
i.e., P = {(wi, ri) | i ∈ d¯}, where d¯ , {1, 2, . . . , d¯}. So
J {wi, ri; d¯} = J {Wi, Ri; d}. Thus
∑
t∈d
WtPtRt =
d∑
t=1
αt∑
i=1
βt∑
j=1
witp
ij
t r
j
t =
∑
i∈d¯
wipiri
By Proposition 2,
grank
(∑
i∈d
WiPiRi
)
= grank

∑
i∈d¯
wipiri


= max
I∈J{wi,ri;d¯}
|I|
= max
I∈J{Wi,Ri;d}
|I|
As P contains all possible combinations of Wt’s columns
and Rt’s rows for each t ∈ d, it is not hard to see that
∀S ⊂ d¯, ∀t ∈ d, either all columns of Wt appear in
wS or all rows of Rt appear in rd¯−S . By Proposition 2,
there exists S0 ⊂ d¯ such that rank wS0 + rank rd¯−S0 =
min
S⊂d¯
(rank wS + rank rd¯−S). Now if all columns of Wt
appear in wS0 , remove rows of Rt from rd¯−S0 if any;
else remove columns of Wt from wS0 if any. Repeat the
removal process for all t ∈ d, and denote the resultant
matrices by w−S0 and r
−
d¯−S0
respectively. Then ∃S1 ⊂ d
such that w−S0 = WS1 up to a permutation of columns and
r−
d¯−S0
= Rd−S1 up to a permutation of rows. So
min
S⊂d¯
(rank wS + rank rd¯−S)
≤ min
S⊂d
(rankWS + rank Rd−S)
≤ rankWS1 + rank Rd−S1
= rank w−S0 + rank r
−
d¯−S0
≤ rank wS0 + rank rd¯−S0
= min
S⊂d¯
(rank wS + rank rd¯−S) (4)
It implies that
grank
(∑
i∈d
WiPiRi
)
= grank

∑
i∈d¯
wipiri


= min
S⊂d¯
(rank wS + rank rd¯−S) By Proposition 2
= min
S⊂d
(rankWS + rank Rd−S) By (4)
This completes the proof of Lemma 2.
Let M ∈ Cn1×n2 be a complex matrix of rank t ≤
min{n1, n2}. By rank decomposition, there exist a full
column rank matrix W ∈ Cn1×t and a full row rank
matrix R ∈ Ct×n2 such that M = WR. In another word,
M =
t∑
i=1
wiri, where wi ∈ C
n1 is the ith column of W and
ri ∈ C
1×n2 is the ith row of R. Let t , {1, 2, . . . , t}. It is
easy to see that {wi | i ∈ t} and {ri | i ∈ t} are both linearly
independent sets.
Lemma 3: Suppose a complex matrix Mn1×n2 =
t∑
i=1
wiri, where wi ∈ C
n1 are column vectors, ri ∈ C
1×n2
are row vectors, {w1, w2, . . . , wt} and {r1, r2, . . . , rt} are
both linearly independent sets. For some d ≥ t, given column
vectors wt+1, wt+2, . . . , wd ∈ C
n1 , row vectors rt+1,
rt+2, . . . , rd ∈ C
1×n2 , and algebraically independent scalar
parameters p1, p2, . . . , pd, the following equation holds.
grank
(
M +
d∑
i=t+1
wipiri
)
= grank
(
d∑
i=1
wipiri
)
(5)
Proof of Lemma 3: By the definition of generic rank, the
left-hand side of equation (5) is less than or equal to the
right-hand side, so it suffices to prove the other direction.
There exists S0 ⊂ d such that I0 = {(wi, ri) | i ∈ S0} is
a jointly independent subset of {(wi, ri) | i ∈ d} with the
maximum cardinality, i.e., max
I∈J{wi,ri;d}
|I| = |I0|.
First, it is claimed that equation (5) holds when d−t ⊂ S0.
Now suppose the claim is true and consider the general case
when d− t 6⊂ S0. Let S1 = S0 ∩ (d− t). We have
grank
(
d∑
i=1
wipiri
)
= |I0| = grank
(∑
i∈S0
wipiri
)
By Proposition 2
= grank
( ∑
i∈t∪S1
wipiri
)
By the definition of I0
= grank
(
M +
∑
i∈S1
wipiri
)
By the claim
≤ grank
(
M +
d∑
i=t+1
wipiri
)
So equation (5) holds for the general case.
Next, the claim will be proved. Now assume d− t ⊂ S0.
Let t1 = S0 ∩ t. Let t2 = t− t1 = d− S0. As {wi | i ∈ t}
and {ri | i ∈ t} are both linearly independent sets, and by the
definition of S0, it is clear that each vector in {wi | i ∈ t1}
(respectively, {ri | i ∈ t1}) is linearly independent with the
vectors in {wi | i ∈ d− t1} (respectively, {ri | i ∈ d− t1}).
So
grank
(
d∑
i=1
wipiri
)
= |t1|+grank
( ∑
i∈d−t1
wipiri
)
(6)
Suppose the generic rank of
(∑
i∈t2
wiri +
d∑
i=t+1
wipiri
)
is
admissible by pi = p¯i ∈ C for i ∈ d− t, then
grank
(
M +
d∑
i=t+1
wipiri
)
≥ rank
(∑
i∈t1
wiri +
∑
i∈t2
wiri +
d∑
i=t+1
wip¯iri
)
= rank
(∑
i∈t1
wiri
)
+ rank
(∑
i∈t2
wiri +
d∑
i=t+1
wip¯iri
)
= |t1|+ grank
(∑
i∈t2
wiri +
d∑
i=t+1
wipiri
)
As |S0| = |t1| + d − t, by equation (6),
grank
( ∑
i∈d−t1
wipiri
)
= d− t. Without loss of generality,
assume t1 = {1, 2, . . . , t1}. It is easy to see that
Q ,
{
(pt1+1, pt1+2, . . . , pd) ∈ C
d−t1
∣∣∣∣∣
rank
( ∑
i∈d−t1
wipiri
)
= d− t
}
is an open set in Cd−t1 , because its complement is a closed
set. Let pu,v ∈ C
d−t1 be the vector whose first t− t1 entries
are u ∈ C and last d− t entries are v ∈ C, i.e., pi = u for
i ∈ t2 and pj = v for j ∈ d − t. Clearly p0,1 ∈ Q, which
implies that ∃δ > 0 such that pδ,1 ∈ Q thus p1, 1
δ
∈ Q. That
is, grank
(∑
i∈t2
wiri +
d∑
i=t+1
wipiri
)
≥ d− t. Therefore,
grank
(
M +
d∑
i=t+1
wipiri
)
≥ |t1|+ d− t = |S0|
= grank
(
d∑
i=1
wipiri
)
The claim is proved. This completes the proof.
Corollary 1: Suppose a complex matrix Mn1×n2 =
t∑
i=1
wiri, where wi ∈ C
n1 are column vectors, ri ∈ C
1×n2
are row vectors, {w1, w2, . . . , wt} and {r1, r2, . . . , rt} are
both linearly independent sets. For some d ≥ t, given
complex matrices Wt+1, Wt+2, . . . , Wd, each of which
has n1 rows and an arbitrary number of columns, complex
matrices Rt+1, Rt+2, . . . , Rd, each of which has an arbitrary
number of rows and n2 columns, algebraically independent
scalar parameters p1, p2, . . . , pt, and parameterized matrices
Pt+1, Pt+2, . . . , Pd of appropriate sizes, whose entries
are algebraically independent thus are modeled by distinct
parameters, the following equation holds.
grank
(
M +
d∑
i=t+1
WiPiRi
)
= grank
(
t∑
i=1
wipiri +
d∑
i=t+1
WiPiRi
)
Proof of Corollary 1: For each s ∈ d − t, suppose Ws is
of size n1 × αs, Rs is of size βs × n2, and Ps is of size
αs × βs. Then
grank
(
M +
d∑
s=t+1
WsPsRs
)
= grank

M + d∑
s=t+1
αs∑
i=1
βs∑
j=1
wisp
ij
s r
j
s


= grank

 t∑
s=1
wspsrs +
d∑
s=t+1
αs∑
i=1
βs∑
j=1
wisp
ij
s r
j
s


= grank
(
t∑
s=1
wspsrs +
d∑
s=t+1
WsPsRs
)
where wis ∈ C
n1 is the ith column of Ws, p
ij
s is the ijth
entry of Ps, and r
j
s ∈ C
1×n2 is the jth row of Rs.
Proof of Proposition 1: (Sufficiency) If ∃S ⊂ k such that
(2) holds, by Lemma 1,
rank (λIn −A−BSES − Ek−SCk−S) < n
for any matrices ES ∈ R
mS×n and Ek−S ∈ R
n×lk−S , where
mS ,
∑
i∈S
mi and lk−S ,
∑
j∈k−S
lj . It implies that
rank
(
λIn −A−
∑
i∈k
BiFiCi
)
< n
for any matrices Fi ∈ R
mi×li , i ∈ k. Thus λ is in the fixed
spectrum of system {A,Bi, Ci; k}.
(Necessity) If λ is in the fixed spectrum of system
{A,Bi, Ci; k},
rank
(
λIn −A−
∑
i∈k
BiFiCi
)
< n
for any matrices Fi ∈ R
mi×li , i ∈ k. Suppose rank (A −
λIn) = t < n, then there exist wi ∈ C
n and ri ∈ C
1×n,
i ∈ t, such that {wi | i ∈ t} and {ri | i ∈ t} are both linearly
independent sets, and A− λIn =
t∑
i=1
wiri. By Corollary 1,
grank

 t∑
i=1
wipiri +
k∑
j=1
BjFjCj

 < n
By Lemma 2, ∃S1 ⊂ t, S2 ⊂ k such that
rank [wS1 BS2 ] + rank
[
rt−S1
Ck−S2
]
< n
So
rank [wS1 BS2 ]
[
rS1
ES2
]
+ rank [wt−S1 Ek−S2 ]
[
rt−S1
Ck−S2
]
< n
for any matrices ES2 and Ek−S2 of appropriate sizes. As
A− λIn = wS1rS1 + wt−S1rt−S1 , it implies that
rank (A− λIn +BS2ES2 + Ek−S2Ck−S2) < n
for any matrices ES2 and Ek−S2 . By Lemma 1, (2) holds
for S2 ⊂ k.
III. CONCLUDING REMARKS
This paper utilizes matroid theory to simplify the proof of
the algebraic condition derived in [12] for the existence of a
fixed spectrum in a multi-channel linear system.
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