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ABSTRACT

This thesis involves the modeling of cryogenic fluids through a porous metal
foam counter flow heat exchanger.

Although much research has been completed

involving light weight high porosity metal foams in recent years, research performed on
the subject of mid range porosities in metal foams and their use in heat exchangers has
been relatively untouched. Even less literature is available pertaining to the effects of
cryogenic fluids in porous metal foams.
Much about heat exchanger performance and pressure drop depends on the
structure and relative density of the metal foams. This has been elaborated in several

sources, but only for foams with high porosities (  85%). Literature available on

porous media with moderate porosities (45%    85%) has mostly been performed
on packed beds of granular spheres.

The internal geometry of a porous medium

composed of packed spheres is different than porous foams with similar porosity ranges.
Consequently available moderate porosity information is inaccurate when attributed to
metal foams, due to their complex cellular geometry.
Further review of literature showed a discrepancy in numerical models used to
determine pressure drop and heat transfer of metal foams inside heat exchangers.
Pressure drop through foams depends on foam properties such as permeability and
inertial resistance. The latter is complicated to predict, which affects model accuracy,
particularly in non-linear laminar flow ranges. Heat transfer may be defined using the
local thermal equilibrium model, which is most commonly used in commercial analysis
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software.

Alternatively, the local thermal non-equilibrium model improves upon

accuracy, but has closure issues.
A micro-scale porous metal foam heat exchanger was developed and initial
testing for cryogenic applications was completed at Kennedy Space Center. Data from
this experiment was provided and an analytical model was created to characterize it.
Two and three-dimensional models were created in FLUENT 6.3 based on helium gas
and two-phase liquid/gaseous nitrogen used during testing. This model utilized the local
thermal equilibrium model for heat transfer and attempted to correlate moderate porosity
metal foams using experimental data. Results showed that models produced in FLUENT
corresponded reasonable well to experimental data when fluid velocities were low,
between 0 and 0.5 m/s. When the velocities increased to 5.0 m/s, the models became less
accurate and showed a greater pressure drop in the flow than was recorded during the
experiments. Further work is needed to characterize the porous metal foams at these
conditions.
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CHAPTER ONE
INTRODUCTION

The Ares I rockets require a large amount of helium gas for purging and second
stage pressurization of the liquid hydrogen and liquid oxygen engine. The ignition of the
second stage engine occurs after the rocket has left the pad. Consequently the helium
must be stored onboard in small pressure vessels suspended inside the liquid hydrogen
tank.

The helium gas must be chilled to cryogenic temperatures to prevent rapid

shrinking and tank implosion. The Saturn V rockets had similar requirements for purging
gas, but were able to sit in propellant replenish for a long time to chill the purging gas to
the proper temperature. For the next program the requirements for upper stage loading
are different and necessity has arisen for the development of a highly effective cryogenic
heat exchanger.
Previous cryogenic heat exchangers have been pool boiling heat exchangers that
interchange heat between fluids using finned copper coils, or other such materials. These
heat exchangers are large in volume and use a substantial amount of cryogenic fluid.
Heat exchanger research has expanded into the use of porous metal foams. Until recently
the costs of porous foams have remained high, but due to improvements in the
manufacturing process their production costs have reduced. This has opened up new
applications for low cost, highly porous foams. Porous foams are currently used in rocket
nozzles, cryogen tanks, filters, heat pumps, and many other items. Foams are strong,
light weight, have a large surface area per unit volume, and may have high thermal and
electrical conductivities depending on the base material.
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Due to their large surface area, metal foams are ideal for use in heat exchangers.
Metal foams may be custom tailored to the application with properties such as porosity
and density, which is compression ratio. They are available in a large range of materials
such as aluminum, copper, nickel, silver, and gold. The manufacturing process for metal
foams is repeatable and uniform, making them homogeneous and isotropic throughout.
They are brazed into pipes and channels eliminating leaks and failures. Metal foams are
highly efficient in compact heat exchangers, where they have been recorded to improve
efficiency by amazing numbers. The largest issue with porous foams is the pressure
drop, which is created as fluid passes through them.
A new type of heat exchanger is to be developed that would be light in weight and
highly efficient compared to conventional heat exchangers. A compact heat exchanger
prototype was developed by the National Aeronautics and Space Administration in
cooperation with ERG Materials and Aerospace Corporation. This unit utilized porous
metal foams to enhance the heat transfer performance. Experimental data was provided
for comparison with numerical analysis to attempt to recreate the experimental results as
closely as possible using commercial FLUENT software.

Problem Statement
Initially for the Saturn V rocket, purging gas was chilled in a pool heat exchanger
and loaded into pressure vessels inside the liquid hydrogen tank. The helium gas needed
further chilling, and was allowed time to exchange heat with cold liquid hydrogen to
achieve adequate cooling prior to take-off. This method can’t be utilized for the new
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Ares I rocket. Due to a condensed time line for launch countdown, requirements do not
allow adequate time for helium chilldown after it has been loaded on board. An active
method for chilling the helium gas from 300 K to a range of 20-55 K was required, while
limiting the amount of commodity spend in the process.
A heat exchanger was needed to chill down helium gas with a potential mass flow
rate of 0.007 kg/s at a pressure of 22.165 MPa (3200 psig). The liquid hydrogen was
expected to have a mass flow rate of 0.023 kg/s, which would be regulated by the launch
pad primary and secondary vaporizers. The design proposed by ERG (ERG, 2007) used
a full size heat exchanger with a total of 0.0393 m3 (2400 in.3) of foam on the helium side
and 0.0443 m3 (2700 in.3) on the hydrogen side. Due to hydrogen flow rate constraints at
the launch equipment test facility, the hydrogen flow does not meet flow requirements of
the full sized heat exchanger. The analysis provided by ERG suggested that the full size
heat exchanger would consume 0.32 kg/s of liquid hydrogen with an effectiveness of
50%. The launch equipment test facility has a maximum hydrogen flow rate of 0.181
kg/s (40 gal/min). For these reasons the design for a 1/16 scale model of the full sized
heat exchanger was proposed for testing, which was called the sub-scale heat exchanger.
Originally the sub-scale heat exchanger was proposed for testing purposes.
However several benefits come from potentially replacing a full size heat exchanger with
several sub-scale modules. Using a single long heat exchanger might develop problems
due to fatigue from thermal contraction. A single module pulled for maintenance may be
removed and replaced, not affecting the remaining units. The multiple unit method can
also accommodate operational requirements that might change in the future, such as new

3

rockets programs. Instead of a single large unit, several smaller modules were eventually
recommended (ERG, 2007).

The drawing for one of the proposed sub-scale heat

exchangers may be seen in Figure 1.1.

Metal Foam
Interaction
Figure 1.1: Conceptual Design for the Sub-Scale Heat Exchanger
Module (ERG, 2007)

Prior to moving into a production stage for the sub-scale test model, proof of
concept testing was needed for using metal foams in a cryogenic heat exchanger. A more
simplified unit was needed for indoor laboratory testing.

Initial testing of the heat

exchanger would need to be performed with a micro-scale heat exchanger unit. The
micro-scale heat exchanger was also a 1/16 scale model for the foam used in the full
sized heat exchanger, which was equal in scale to the sub-scale model. The purpose of
this unit was to demonstrate the heat transfer enhancements that produced by using metal
foams. The foam characteristics and size used in the micro-scale units was equal to that
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proposed in the sub-scale
scale heat exchanger. A picture of the micro
micro-scale
scale heat exchanger
exch
units may be seen in Figure 1.2.

The micro-scale
scale modules were expected to produce

efficiencies better than 50%, while a full sized module was designed to be 50% efficient.

Figure 1.2: Picture of the Micro
Micro-Scale Heat Exchanger Units
(ERG, 2007)

Objectives
The objective of this project is to analytically evaluate data collected from the
micro-scale heat exchanger testing.

The heat exchangers were tested with gaseous

helium and liquid nitrogen, in lieu of the liquid hydrogen. This analysis will include
correlation to literature on current analytical methods used for porous metal foams,
foams
defining foam internal geometry, foam use in heat exchangers, and characteristics of the
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foams used. Additionally the recorded experimental data and foam characteristics will be
modeled in FLUENT with several two and three-dimensional models.

6

CHAPTER TWO
BACKGROUND INFORMATION

The characteristics of porous media have been experimentally analyzed for years.
With the increased interest in porous metal foams, new research is being performed to
characterize them. The internal structure of foams differs from past research done in the
field on consolidated or unconsolidated porous materials, in that foams have larger void
fractions. This has opened the way for new correlations and analytical models explaining
the characteristics of metal foams.
In most cases either the terms relative density or porosity are used to describe
porous media.

Currently the industrial term used to define metal foams is relative

density. This is the ratio of foam density to the density of solid material the foam is
composed of, as shown in equation [2.1]. However in most literature porosity is used in
lieu of relative density, which is the opposite of relative density. This is the ratio of void
space volume to bulk volume, shown in equation [2.2]. The relationship between relative
density and porosity is expressed in equation [2.3]. The term void fraction also is
sometimes used in literature. This is simply another term used for porosity and has the
same value.
klm y
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The majority of research completed has been on high porosity foams.

The

porosities of these foams will be defined as being at or above 85% (  85%) in this
paper. High porosity foams have been studied most since they have less in common with
past research on packed beds, which have lower porosities defined as being less than or
equal to 45% ( { 45%) in this paper. The study of foams have included analytical
modeling, heat transfer analysis, metal foams in heat exchangers, internal geometry and
surface area, thermal conductivity, and inertial resistance coefficients. Although the
research performed on high porosity metal foams is extensive, the results from analytical
models have been inconclusive. Also, limited research has been conducted on metal

foams in what we will term the moderate porosity range between 45% and 85% (45% 
  85%).

Flow Laws in Porous Media
An early model for flow through porous media was defined by Darcy’s law in
1856, shown in equation [2.4]. This correlation defines the permeability of porous media
in relation to fluid velocity and the pressure drop incurred in the flow. Permeability is
defined as the surface area that is open to flow. Darcy’s law was later found to be limited
in accuracy and only valid for low velocity flows that are incompressible and isothermal.
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Further research brought forth the Dupuit-Forchheimer extension to Darcy’s law
in equation [2.5]. This addition to Darcy’s law defines the form drags effect on the flow,
which is represented by the inertial resistance coefficient. The relationship of inertial
resistance is non-linear and affects higher velocity flows, but varies with respect to pore
size, internal structure, and porosity. The effects of inertial resistance only become a
concern once the flow is no longer in a laminar Darcy range.
h
∆
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Flows in porous media are defined as being in one of three ranges, which are
determined from the Reynolds number of the flow.

These are laminar, non-linear

laminar, and turbulent ranges. Several methods for calculating the Reynolds number for
flows in porous media have been proposed.

Oosthuizen and Naylor (1999) and

Boomsma and Poulikakos (2001) used equation [2.6]; this uses the square route of
permeability and is better suited for porous media with a lower porosity. Bonnet, Topin,
and Tadrist (2008) elaborate on this relationship, and state it is only valid for laminar
Darcy range flows. More commonly accepted is the Reynolds number based on the mean
pore size, shown in equation [2.7]. Differences between these methods are discussed in
various studies such as Boomsma and Poulikakos (2002) and Bonnet et al. (2008). Using
the pore size as the length scale has been found to be more accurate, since permeability
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and inertial resistance are dependent on pore size (Bhattacharya, Calmidi, and Mahajan,
2002).
,Z y

k&√O
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[2.6]
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For the mean pore diameter %. . 97 ' Reynolds numbers in the laminar regime

occur when the product of equation [2.7] is less than 10 (,7  10) according to Beasley
(1983) and Mahjoob and Vafai (2008). In this range effects of inertial resistance are
negligible and only viscous effects defined by Darcy’s law affect the flow. When the
Reynolds number is greater than 100 (,7 ~ 100) the flow is in the turbulent regime
(Mahjoob et al. 2008) and inertial resistance is known to fully affect the flow. The most

complicated relationship is when the Reynolds number is between 10 and 100 (10 {
,7 { 100). Here flow is in a non-linear laminar regime. In this regime the inertial

resistance does not affect the flow with a linear relationship. Effects of inertial resistance
vary with different experiments and are not adequately explained. Several authors have
tried to construe the non-linear regime by using the cubic law shown in equation [2.8], as
discussed in Bonnet et al. (2008). In equations [2.8] and [2.9] γ is a dimensionless
parameter for the non-linear term. Also in equation [2.9], C(v) is an inertial coefficient
dependent on velocity, which may be substituted into equation [2.8] to simplify it.
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Despite the development of other extensions to Darcy’s law and equation [2.8], success
in explaining inertial resistance has been limited. For metal foams it is understood that
inertial resistance decreases with a larger porosity or tortuosity (Khayargoli, Loya,
Lefebvre, and Medraj, 2004; Boomsma et al., 2001).

Tortuosity is defined as a

meandering path a fluid takes through a porous medium, and is expressed as a coefficient
between 0 and 1.
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Consequently more equations exist to explain the permeability and inertial
resistance other than extensions to Darcy’s law. Ergun’s equation was developed to
explain flow through low porosity (25% {  { 45%) packed columns of spheres using

porosity and grain size (Ergun, 1952) as shown in equation [2.10]. The coefficients in
Ergun’s equation are  y 150 and



y 1.75, and this equation also uses granular

particle diameter to characterize pressure drop. This can be replaced with the pore
diameter by applying equation [2.11] to equation [2.10] (Bonnet et al., 2008).
However Ergun’s equation does not correlate well to all flows through porous
media. Several alterations to Ergun’s equation have been proposed for use in metal

foams. This has mainly been developed for foams with high porosities (  85%).
Tadrist, Miscevic, Rahli, and Topin (2004) recommended changing the coefficient range
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to  y 100-865 and



y 0.65-2.6 for high porosity aluminum foams. Bhattacharya et

al. (2002) used a combination of coefficients and foam tortuosity to explain high porosity
foams.

Additional adjustments have been proposed that used ideal cell structural

properties and tortuosity representing the pressure gradient in foam (Du Plessis and
Montillet, 1994). Other correlations for Ergun’s equation are summarized in Mahjoob et
al. (2008).
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Metal Foam Geometry
A multitude of studies have been completed to characterize foam based on its
internal geometry. The complex geometry of foams has made permeability and inertial
resistance harder to correlate, which depends largely on the structure of the foam. The
most frequently tested foams seen in literature are those of high porosity (  85%) and
are manufactured by ERG Materials and Aerospace Corporation.
ERG’s Duocel® metal foams have been used extensively in both literature and
industry.

They are manufactured to be homogeneous and isotropic open celled foams.

Properties of these foams vary with respect to relative density, more so than pore density.
Duocel® foams are produced with pore densities of 1.97, 3.94, 7.87, and 15.75 pores per
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linear centimeter (ppcm) (5, 10, 20, and 40 pores per linear inch (ppi)). The mean pore
diameters are usually 50-70% in size of the larger cell’s diameter (ERG, 1996). The
average cell sizes for uncompressed 15.75 ppcm (40 ppi) foams are around 0.508 mm
(0.02 in.). Pore size is determined by equation [2.12] in relation to pore density and the
adjustment percentage . .

=MT

97 y

y 50

70%for parent cell sizes.
1

k7 v %100 | 100

=MT '

[2.12]
The characteristics of foams are largely attributed to the geometry of its pore and
large cell structure. Metal foams with high porosities are known to have large cells,
which are shaped as tetrakaidecahedrons. These 14 faced polyhedrons have six square
and eight hexagonal faces. A figure of a tetrakaidecahedron can be viewed in Figure 2.1.
Each face of the tetrakaidecahedron is a pore that is open to flow. These pores vary in
dimension depending on the size of the parent cell as discussed previously (ERG, 1996).
Pictures of a Duocel® foam showing the large cell structures are displayed in Figure 2.2.

Hexagon
Face (8)

Square
Face (6)

Figure 2.1: Drawing of a Tetrakaidecahedron (Mahjoob et al., 2008)
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Square
Face/Cell

Hexagon
Face/Cell

Figure 2.2: Picture of 15.75 PPCM (40 PPI) Duocel® Foam at 6-8%
Relative Density
The largest factor that changes properties of Duocel® and other metal foams is
relative density. According to ERG (1996), ligament cross sectional shape for each pore
is dependent on relative density. Figure 2.3 depicts the shapes of cross sectional areas in
relation to relative density. Duocel® foams are normally manufactured between 6-8%
relative densities. Larger relative densities are achieved from compression of the foams.
Foam compression increases the ligaments cross sectional area as the tetrakaidecahedron
cells become smaller. This in turn reduces pore sizes in each parent cell, since ligament
area is expanding. Effects of compression are considered to have a linear relationship on
the changing of the pore size. Shapes of ligament cross sectional areas for a few selected
foams may be seen in Figure 2.4 and Figure 2.5. The former figure is an aluminum foam
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sample that is uncompressed and has a relative density of about 10%. The latter is a
compressed aluminum foam sample with a relative density of around 50%.

The

compression factor used to determine the final porosity of compressed foams may be
determined from equation [2.13].

~ 3%

~10-12%

~6-8%

~15%

Figure 2.3: Shapes of Ligament Cross Sectional Area Based On
Relative Density
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Ligament Cross
Sectional Area

Figure 2.4: Ligament Cross Sectional Areas for Aluminum Duocel®
Foam 10 % Relative Density; 4X Microscope
Enhancement
Substantial research has been completed for high porosity uncompressed foams.
Bhattacharya et al. (2002) developed analytical models that corresponded well with
experimental data for permeability, effective thermal conductivity, and inertial resistance
coefficients using two-dimensional arrays of hexagon cells.

Tadrist et al. (2004)

developed a range of coefficients to be used with Ergun’s equations. Khayargoli et al.
(2004) analyzed relationships for permeability and structural parameters of metal foams.
Additional research performed on foam characteristics is summarized in Bonnet et al.
(2008) and Mahjoob et al. (2008).
Less research has been completed to characterize metal foams after compression;

particularly for moderate porosity foams (45%    85%). In Boomsma et al. (2002)
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permeability and inertial resistance coefficients were calculated for metal foams with an
initial pore density of 15.75 ppcm (40 ppi), using the least squares curve fit technique.
These foam porosities ranged from 60-90% after compression, and experiments used
water as the working fluid. Dukhan (2006) attempted to characterize metal foams with
an initial pore density of 7.87 ppcm (20 ppi) by using air flow. These foams ranged from
68-93% porosities post compression. Despite similar ranges of porosities for compressed
foams, results from these separate authors were drastically different.

Notable

discrepancies were seen for inertial resistance coefficient values, which ranged by an
order of magnitude. This could be attributed to different foam initial pore densities, or
inconsistencies in the foam brazing process used.

However, contradictions in

characterizing permeability and inertial resistance have been seen before when testing
with different fluids.
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Ligament Cross
Sectional Area

Figure 2.5: Ligament Cross Sectional Areas for Aluminum Duocel®
Foam 50% Relative Density; 4X Microscope
Enhancement

Thermal Conductivity in Metal Foams
The effective thermal conductivity of metal foams is comprised of several
different components.

These contributions are conduction through solid material,

conduction through the fluid, convection within the pores, and radiation from cell walls
and pore openings.

Methods for defining foam effective thermal conductivity are

discussed in Gibson and Ashby (1997) and ERG (1996). An equation representing the
different components of effective thermal conductivity is shown in equation [2.14].
JFF y JF | JN | JL=M | JK

[2.14]
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The primary components which affect the effective thermal conductivity are
thermal conductivity of the fluid and thermal conductivity of the solid, which are
multiplied by foam property ratios. First the thermal conductivity of the fluid %. . JF ' is

multiplied by the foam porosity. Next the thermal conductivity of the solid %. . JN ' is

multiplied by two values. The first is an efficiency factor also known as tortuosity. The
tortuosity value of Duocel® foams ranges from 0.33-0.50 as discussed in ERG (1996).
The second is the relative density of the foam, which is defined in terms of porosity
%. . %1

'' in equation [2.16].

Other less significant components of effective thermal conductivity include
thermal conductivity due to convection and radiation. The thermal conductivity due to

convection %. . JK ' in most cases is neglected. It is only considered pertinent when the
Grashof number exceeds 1000. The Grashof number is the ratio of buoyancy driving
forces to viscous forces affecting the flow. In forced flow through porous media the
viscous forces are much larger than the buoyancy forces.

Therefore the thermal

conductivity by convection is usually neglected. A calculation which justifies neglecting
this term may be seen in Appendix E. Contributions to the effective thermal conductivity
due to radiation %. . JL=M ' must be calculated using equation [2.15]. Here the Stefan’s

constant is represented by n, and surface emissivity by c. Applying all of these methods
to equation [2.14] gives us equation [2.16], which is considered to be a conservative
definition of effective thermal conductivity in porous media.
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Despite the common usage of this conservative model in commercial programs
such as FLUENT, research has been done to develop new effective thermal conductivity
models based on tetrakaidecahedron cell structure. Boomsma et al. (2001) created a
three-dimensional model to calculate effective thermal conductivity of foams with
porosities of 95% or higher %  95%'. This model assumed foam ligaments were
cylindrical in shape and attached to cubic pore nodes at their centers.

The author

believed this model might have been accurate for foams with porosities below 90%

%  90%' using accuracy curve predictions. Bhattacharya et al. (2002) extended an
existing one-dimensional model into two-dimensions. This included creating an array of
hexagonal shapes to represent cell fibers and created a “lump” of metal at each
intersecting ligament cross sectional area. This model was validated for foams with
porosities equal to or greater than 90% %  90%' and showed effective thermal
conductivity depended more on porosity than pore density. Later Singh and Kasana
(2004) tested both models previous mentioned against experimental data for foams with

porosities greater than or equal to 90% %  90%'. These tests included use of both
water and air for aluminum and reticulated vitreous carbon foams. Results showed the
Boomsma et al. (2001) model had 31.1% error, while the Bhattacharya et al. (2002)
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model had 10.1% error. Singh et al. (2004) also commented on the lack of a good
effective thermal conductivity models based on cell structure for a large range of foam
porosities.

Metal Foams in Heat Exchangers
The use of metal foams in heat exchangers has been around for some time.
Results from experiments have shown metal foams increase performance and heat
transfer rates in heat exchangers. It is also well recorded that metal foams create a larger
pressure drop in the flow than comparable conventional heat exchangers. Much research
has been completed to develop analytical models for foam heat exchangers relative to
experimental data.

Despite the usage of analytical models in this field, correlation

between experiments and numerical analysis is not always accurate. Perhaps the most
common inconsistency between these is simulating the analytical pressure drop, which
occurs in flows through metal foams.

Some notable literature on experiments and

analytical modeling will be discussed.
Tadrist et al. (2004) tested randomly stacked fibers and aluminum foams in a
glycol water–air heat exchanger. These were fin heat exchanger prototypes that used
metal foams in lieu of fins. Results showed heat transfer from air to water was limited by
the amount of flow on the air side. An increase in the flow rate of air would increase heat
exchanged more so than an increase in the water flow rate.
Boomsma, Poulikakos, and Zwick (2003) continued testing of metal foams, which
were completed in Boomsma et al. (2002). Here aluminum Duocel® foams previously
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tested to determine permeability and inertial coefficients were brazed into flow channels
in an aluminum block. Heat sources were placed under the foams and water was run
through the apparatus to calculate heat transfer performance. They found that the lowest
Nusselt numbers came from foams with the highest porosities. Using this data, they were
able to compare performance of metal foams against the best commercially available
glycol-water heat exchanger data. Numerically metal foams showed thermal resistance
that was 2-3 times lower. Also it was noticed that inconsistencies in their brazing process
altered characteristics of their mid range porosity metal foams from a range between 6070% %60%    70%'.

In Hayes, Khan, Shaaban, and Spearing (2008) a metal foam heat exchanger was
tested and analytical models were created to validate the results. The heat exchanger
used water as the working fluid and utilized ERG Duocel® aluminum foam with a
porosity of 92%. Results from the experiment were then tested against two analytical
models. These models are commonly referenced in literature and are known as the local
thermal equilibrium model and local thermal non-equilibrium model. The former, is
generally used in most commercial codes such as FLUENT.

For this model wall

temperatures of the foam are assumed to be equal to the surrounding fluid temperatures,
neglecting differences between the two values. The local thermal non-equilibrium model
is used when the temperature gradient between the wall and fluid is not negligible. Hayes
et al. (2008) tested both methods by creating two models. First an equilibrium model was
created in FLUENT that utilized porous media conditions. Next an in house model was
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tested using the non-equilibrium method. Results showed the thermal non-equilibrium
model more accurately recreated the experimental results, than the equilibrium model.
Lu, Zhan, and Tassou (2006) and Zhao, Lu, Tassou (2006) developed models to
simulate metal foam filled pipes and tube-in-pipe counter flow heat exchangers. These
models used foam porosities ranging from 70-98% %70% {  { 98%' and used the

local thermal non-equilibrium model. Furthermore they went on to note that foam pore
densities and porosities were large factors to consider for heat exchanger performance.
An increased pore density reduces the pore size, which in turn increases the Nusselt
number. Analytical results showed heat transfer performance could increase by as much
as 40 times, in heat exchangers by using metal foams.
Also in Lu et al. (2006) issues with the local thermal non-equilibrium model were
addressed. The thermal non-equilibrium model is harder to apply analytically than the
thermal equilibrium model. The former requires interfacial heat transfer coefficients,
which are determined through experimental investigations. The author also commented
that while interfacial heat transfer coefficient models exist for packed beds of spheres,
none exist for metal foams. In Lu et al. (2006) interfacial heat transfer coefficients were
estimated based on three-dimensional cross cylinder methods developed for packed beds.
Mahjoob et al. (2008) does an excellent job at summarizing current equations and
models available today for porous metal foams. This work covers a vast amount of
research done on foam tetrakaidecahedron structure correlation, metal foam filled tube
heat exchangers, and metal foam filled channel heat exchangers. Mahjoob et al. (2008)
used these, along with the local thermal non-equilibrium model, to develop tube and
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channel heat exchanger models. These models used foams with 92% porosity and 9.06
ppcm (23 ppi) pore densities. Analytical results were then compared to non-metal foam
commercial heat exchangers. Heat transfer rates were determined to increase 8-13 times
for tube exchangers, and more than 15 times for channel heat exchangers.
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CHAPTER THREE
EXPERIMENT & ANALYSIS

Micro-Scale Heat Exchanger
The micro-scale heat exchanger was manufactured by ERG Materials and
Aerospace Corporation in Oakland, California. For this experiment four micro-scale heat
exchanger units were manufactured with identical porous metal foam properties. The heat
exchanger was made from aluminum, and had two inlets and two outlets which were 12.7
mm (0.5 in.) in diameter. Each control volume in the heat exchanger contained a 0.381 m
(15 in.) long piece of Duocel® porous metal foam. The two regions containing separate
fluids were divided by an aluminum wall that was 12.7 mm (0.5 in.) wide and deep. The
full length of each unit was 0.4572 m (18 in.).
The heat exchangers were manufactured in three sections, a center piece and two
exterior pieces. The center piece was used to braze metal foams to each interconnecting
aluminum wall, and the two exterior pieces contained the inlets and exits.

Photos

provided by ERG show exterior pieces for four units in Figure 3.1. When welded
together they created a channel for fluids, only allowing them to go through the metal
foams. The center piece was 0.4572 m (18 in.) long and 19.05 mm (0.75 in.) thick. On
each side a channel was milled out that was 12.7 mm (0.5 in.) wide, 0.4318 m (17 in.)
long, and 3.175 mm (0.125 in.) deep. This reduced wall thickness to 12.7 mm (0.5 in.)
between the two channels. Inside of each channel a 0.381 m (15 in.) by 12.7 mm (0.5 in.)
piece of metal foam was brazed to each wall. The brazing process used to attach the
metal foam is considered proprietary to ERG and can’t be elaborated further.
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Inlet/Outlet Holes

Flow Channels

Figure 3.1: Photo of Micro-Scale Heat Exchanger Exterior Pieces
Prior to Assembly (ERG, 2007)

Foam/Fluid
Flow Region

Fluid Flow
Channel

Figure 3.2: Diagram of Micro-Scale Heat Exchanger Flow Channel
(ERG, 2007)
(Left): Isometric View of Flow Channel
(Right): Cross-Section of Heat Exchanger
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The two exterior pieces each contained two drilled holes that were 0.500-20UNJF PER AS5202. On the side opposite the inlets, two channels were milled out of the
aluminum. The first channel was centered in the middle and was 12.7 mm (0.5 in) wide,
0.4318 m (17 in.) long, and 3.175 mm (0.125 in.) deep. The second channel was centered
and milled into the first. This channel was 12.7 mm (0.5 in.) wide, 0.381 m (15 in.) in
length, and 9.525 mm (0.375 in.) in depth. The second channel was created to insert the
metal foam from the center piece, once all three pieces were joined together.
The center piece with metal foams brazed onto it slid into the exterior piece’s
flow channels. A sketch of this assembly is shown in Figure 3.2. A separate picture of
the center piece is not available, however assembled photos were taken. Figures 3.3 and
3.4 are photos provided by ERG showing the three pieces of the heat exchanger
assembled before brazing was completed. The exterior pieces were slid over the metal
foam of the center piece, so that the foam sat inside the shorter deep channel on each
exterior piece. All pieces were verified to have a snug fit and then joined together using
ERG proprietary brazing technique. Further details for the heat exchanger can be seen on
its drawings, which are available in Appendix A.

27

Inlet/Outlet Holes

Unbrazed
Flow Area

Duocel® Metal Foam
Heat Exchanging
Wall

Figure 3.3: Photo of Side View of Micro-Scale Heat Exchanger
Assembled Prior to Brazing (ERG, 2007)

This Duocel® foam was formed from 6101-T6 aluminum alloy. The foam on
either side of the heat exchanger originally was uncompressed, and contained around
15.75 ppcm (40 ppi) and a relative density between 5-8%. Average pore size for the
uncompressed foam was approximately .508 mm (.02 in.). The Duocel® foam for the
nitrogen side was compressed between 6-8% to obtain a relative density of 35%, or to

have a porosity of 65% % y 65%'. The foam on the helium side was compressed

between 6-8% to obtain a relative density of 40%, or a porosity of 60% % y 60%'.
Compressed foams have smaller pore diameters then in their uncompressed state. This
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pore size was not able to be measured for either foam, because the heat exchangers were
delivered in a fully assembled state.

Foam samples with the same porosity and

compression ratio were also unavailable for pore size measurement.

Duocel®
Metal
Foam
Flow
Channel

Figure 3.4: Photo of Front View of Micro-Scale Heat Exchanger
Assembled Prior to Brazing (ERG, 2007)

Experimental Apparatus
The micro scale heat exchanger experiment was performed at the Kennedy Space
Center’s Cryogenic Test Laboratory in the fall of 2008 by members of the Applied
Technology Directorate of the National Aeronautics and Space Administration. The
following description of the experimental apparatus and test procedure are included.
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Since this project concentrates on computational modeling of experimental results, it is
helpful to illustrate how those results were obtained.
The test apparatus was bench top mounted, and used a counter-flow design with
liquid nitrogen and gaseous helium. A 20.786 MPa (3000 psig) facility supply line
provided the gaseous helium. Liquid nitrogen was supplied by a portable cryogenic
Dewar with its own pressurization system. In order to reduce ambient heat transfer,
which is commonly referred to as heat leak, the heat exchanger was insulated with
CryoLight fiberglass insulation. The micro-scale heat exchanger was tested in both a
horizontal and vertical configuration. The best helium gas cooling results were obtained
in the vertical configuration as shown in Figure 3.5. In this photo liquid nitrogen flows
through the right side and gaseous helium flows through the left. The liquid nitrogen
inlet is shown in Figure 3.5 at the bottom right side of the heat exchanger, while the inlet
for gaseous helium is at the top left side. A diagram of the experimental setup for the
heat exchanger can be seen below in Figure 3.6.
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Figure 3.5: Photo of Micro-Scale
Scale Heat Exchanger in the Vertical
Configuration (NASA, 2008)

During each run of the experiment fluid temperature, pressure
pressure, and mass flow
rates were recorded. Temperature transducers were attached to the outlets for each side
of the heat exchanger. Inlet temperatures were assumed to be at 77 K for liquid nitrogen
and 300 K for gaseous helium
helium.. The temperatures recorded during this experiment ranged
between cryogenic to ambient temperatures of 77-300 K.
Pressure transducers were instal
installed on each inlet of the heat exchanger.
exchanger The inlet
pressures recorded for gaseous helium w
were 1.377, 3.549, and 6.996 MPa (185,
185, 500, and
1000 psig). The inlet pressure recorded for the liquid nitrogen was always at 0.618 MPa
(75 psig), which was consider
considered a limiting factor of the experiment. The maximum
pressure that could be produced by the liquid nitrogen storage tank was 0.618 MPa (75
psig). So this pressure for the liquid nitrogen was always used
used, and the inlet helium
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pressures and orifice diameters were varied instead. The outlet pressure on either side
was not recorded by a transducer; instead gauges were used to view the pressure drop
during the experiment. The liquid nitrogen side used a 0.101-1.136 MPa (0-150 psig)
gauge, and the helium gas side used a 0.101-20.786 MPa (0-3000 psig) gauge. The
calibration uncertainty for these gauges is within 0.5-2.0%.
The mass flow rate of fluid passing through the heat exchanger was calculated by
two different methods. For helium gas an orifice was used to calculate sonic gas flow,
with different sizes of 0.254, 0.508, and 0.762 mm (.010, .020, and .030 in.), which
varied with different test cases. The change of pressure through the orifice provided the
mass flow rate for helium gas. For liquid nitrogen, the supply storage tank was placed on
a set of scales. The mass of the storage tank was recorded throughout the experiment and
the rate of mass leaving the storage tank was averaged to get an accumulative mass flow
rate for each run of the experiment. Data test sheets for some of these experiments may
be seen in Appendix H.
LN2 /
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Figure 3.6: Schematic of Vertical Setup of Micro-Scale Heat
Exchanger (NASA, 2008)
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Experimental Analysis
To analyze the experiment data Microsoft Excel 2007 was used in conjunction
with Reference Fluid Thermodynamic and Transport Properties version 8 (REFPROP 8),
produced by the National Institute of Standards and Technology (Lemmon, Huber, and
McLinden, 2007). This is a fluid properties program that may be used within Excel to
provide information on superheated gas, compressed liquids, and saturated two-phase
fluids. This program was used to identify fluid properties such as density, viscosity, and
enthalpy to analyze the recorded data.
From all of the cases run with the experimental setup, seven were chosen to be
modeled. These were the seven cases that produced the coldest exit temperatures on the
gaseous helium side. A chart with tabulated data for the cases on each side of the heat
exchanger may be seen in Table 3.1.
As shown in Table 3.1, pressure outlet data on either side of the heat exchanger is
not exact. It was reported from engineers running the experiment that outlet pressures on
the liquid nitrogen side were approximately at ambient pressure, no more accurate
information was recorded. Cryogenic liquids begin changing phase to gas form when
temperatures are increased. When in a two-phase state, only a single property is needed
to look up fluid values. However, if the fluid remains predominately liquid or changes
entirely to gas form two properties are needed to identify the fluid properties. Since only
temperature was accurately recorded, fluid properties can’t be correctly verified.
Furthermore, a calibrated uncertainty in the gauge used ranged from 0.5-2.0%. This
would produce an error of ± 0.005 MPa (0.75 psi) on the low side to an error of ± 0.021
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MPa (3 psi) on the high side. For this analysis it was appropriate to assume that nitrogen
at the outlet was in a two-phase state.
Also from Table 3.1 the gaseous helium pressure drop between the inlet and
outlet was considered to be negligible and the pressure was assumed to be constant.
While an outlet pressure is not needed to determine helium gas properties, it was needed
to accurately define foam characteristics on this side of the heat exchanger. When taking
into consideration the same calibrated uncertainty range for this gauge, from 0.5-2.0%, it
is difficult to neglect a change in pressure. Even with an optimum gauge calibration of
0.5% uncertainty, a minimum gauge error is still ± 0.103 MPa (15 psi).

A high

uncertainty of 2.0% would produce a maximum error of ± 0.414 MPa (60 psi).
Cases #

Nitrogen
Helium
Nitrogen
Helium

Inlet
Temperature
(K)
77
300
77
300

Outlet
Temperature
(K)
79.1
112.2
80.4
100.8

Mass
Flow
(kg/s)
.01225
.216E-3
.01179
.354E-3

Inlet
Pressure
(MPa)
0.618
3.549
0.618
1.377

Outlet
Pressure
(MPa)
~ 0.101
-~ 0.101
--

Case 3

Nitrogen

77

84.4

.01089

0.618

~ 0.101

Case 4

Helium
Nitrogen

300
77

97.2
84.9

.812E-3
.00997

1.377
0.618

-~ 0.101

Case 5

Helium
Nitrogen
Helium

300
77
300

97.4
90.5
110.2

.811E-3
.01225
.218E-3

1.377
0.618
3.549

-~ 0 .101
--

Case 6

Nitrogen

77

91.4

.00771

0.618

~ 0.101

Case 7

Helium
Nitrogen
Helium

300
77
300

105
91.6
98.8

.441E-3
.0068
.358E-3

6.996
0.618
1.377

-~ 0.101
--

Case 1
Case 2

Table 3.1: Micro-Scale Heat Exchanger Experimental Results
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Knowing the fluid conditions at the inlet, along with the inlet area, the inlet
velocity was calculated for each side of the heat exchanger. These values can be seen in
Table 3.2 along with the diameter of the orifice used to calculate the mass flow rate of
gaseous helium for each case.
Test Run

Nitrogen Inlet Velocity Helium Inlet Velocity
(m/s)
(m/s)
Case 1
.11953
.299554
Case 2
.115041
1.265323
Case 3
.106259
2.90238
Case 4
.097283
2.898805
Case 5
.11953
0.302328
Case 6
.075231
.310225
Case 7
.066351
1.279621
Table 3.2: Calculated Experiment Input Velocities

Orifice Diameter
(mm)
0.254
0.508
0.762
0.762
0.254
0.254
0.508

Heat Leak into the Helium and Nitrogen
Using the information provided in Table 3.1 the heat transfer into the gaseous
helium side of the heat exchanger was determined using the First Law of
Thermodynamics and the specific heat of helium gas. The use of the specific heat to find
the heat transfer rate should be limited to when the pressure is considered to be constant
or pressure change is negligible. The total heat rejected during each case was calculated
using equation [3.1].

V y R · 7 · ∆*
[3.1]

Based on available experiment data, an assumption was made that assumed the
nitrogen was in a two-phase state with a mixture of liquid and gas. The quality or volume
fraction of the nitrogen outlet can’t be accurately determined without a known value for
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the total heat flux into the nitrogen side. Even with the heat exchanger insulated with
CryoLight fiberglass insulation, heat leak still affects all walls of the heat exchanger.
This would make the transfer of heat between the gaseous helium and liquid nitrogen less
efficient, meaning more heat transfer would occur out of the nitrogen side than into the
helium side. Consequently an assumption was made to consider the heat exchanger
adiabatic to the environment, making heat transfer between the helium and nitrogen
uniform or equal. Only the wall connecting the porous media between the helium and
nitrogen sides would conduct heat, this wall was labeled in Figure 3.3.

With this

assumption the heat transfer from the helium to the nitrogen may be expressed by using
equation [3.2].

VXIQL/GX y

VW.I!<
[3.2]

Knowing the heat transfer into the nitrogen, the quality at the outlet can be solved
using equation [3.3] and making a few assumptions about the flow field. Earlier it was
postulated the fluid state on the nitrogen side was in a two-phase mixture. For equation
[3.3] it was assumed that the fluid at the nitrogen outlet was in an equilibrium saturated
state defined by the nitrogen outlet temperature.
V

@y R

EF | EI

EFG

[3.3]
With the quality at the outlet for nitrogen, the gas volume fraction of the mixture
was calculated. While quality is a ratio of the mass of the vapor divided by the total mass
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exiting the nitrogen side, the gas volume fraction is a ratio of the volume of vapor divided
by the total fluid mixture volume. Before the gas volume fraction may be determined,
the mass of vapor was calculated. Using the quality ratio and total mass, the mass of
vapor may be found from equation [3.4] and then applied to the continuity equation to
find the mass of liquid.
@y

G
Q/Q=.
[3.4]

Using the saturated outlet conditions of nitrogen, the specific volumes for the
vapor and liquid are determined. Applying these along with the quality, mass of vapor,
and mass of liquid to equation [3.5] will determine the gas volume fraction at the outlet.
Additionally this may also be determined by multiplying each specific volume by its

respected mass, producing the volume of vapor %. . qG ' and volume of liquid . . qF 
respectively. Summing these products gives the total volume of the mixture at the outlet.
Knowing these, the gas volume fraction of the mixture may be determined by dividing
the volume of the vapor by the total volume, which is also displayed in equation [3.5].
The heat transfer rates for the helium and nitrogen, along with the calculated gas volume
fractions for the nitrogen exit are tabulated in Table 3.3.
bG y

qG

qQ/Q=.

y

G · 4G

F · 4F | @ · G

F %4G

4F '
[3.5]
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Runs

Helium Heat Leak
Nitrogen Heat Leak
(W)
(W)
Case 1
-210.24
210.24
Case 2
-365.43
365.43
Case 3
-853.33
853.33
Case 4
-851.44
851.44
Case 5
-214.44
214.44
Case 6
-445.65
445.65
Case 7
-373.26
373.26
Table 3.3: Helium and Nitrogen Heat Transfer and Nitrogen
Volume Fractions

Vapor Volume
Fraction of Nitrogen
.91
.95
.98
.98
.91
.89
.87

Defining the Foam Properties
With information provided by ERG, the relative density, void fraction, and
porosity are known for both foams in the heat exchanger. However, the remaining
properties of the metal foams such as the permeability and inertial resistance were not
experimentally determined.

These values need to be calculated using the best

information available.
The permeability, which is the surface area open to flow, is usually defined by
either Darcy’s law; or by Forchheimers extension of Darcy’s law when inertial resistance
is present. When the flow is in a fully laminar range the permeability can be found based
on the fluid velocity and pressure drop that the fluid exhibits while flowing through the
porous foam. An incompressible fluid should be used for this testing, since any changes
in density are small and can be neglected. Water has been used as the working fluid to
define these characteristics in numerous past experiments. However, water is not a viable
fluid to be used in cryogenic equipment. Water molecules would adhere to the inner
surface of the heat exchanger and affect testing with cryogenic fluids, if not adequately
cleaned or purged over a long duration with a dry inert gas. The heat exchanger used in
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the experiments only used working fluids of gaseous helium, liquid nitrogen, and gaseous
nitrogen. These fluids do not portray an accurate permeability value by way of the
pressure drop calculation using Darcy’s law.
Previous work completed in this field determined the permeability of ERG
Duocel® foams, while using water as a working fluid. Experimental work done by
Boomsma et al. (2002) used Duocel® metal foams from ERG with the same base
material, 6101-T6 aluminum, and similar properties that coincided with those foams used
in this experiment. Permeability results from Boomsma et al. (2002) were plotted, and a
power law curve fit was performed to interpolate permeability for the helium and
nitrogen foams. The permeability for the foam on the nitrogen side was calculated to be
3.299E-10 m2 and was 1.70E-10 m2 for the helium side. With the permeability for the
foams determined, the viscous resistance of the foams may be solved by taking the
reciprocal of permeability. Like permeability, viscous resistance is a property of foam
that is thought to remain constant. However, these properties might change depending on
the thermal contraction of metal foams at cryogenic temperatures. An evaluation of the
foam thermal contraction determined the change in foam size was small enough to
neglect. Consequently any changes in foam structure, which might affect permeability
and viscous resistance, were considered negligible.

A calculation analyzing foam

thermal contraction is available in Appendix D.
The last property of foam to be determined is the inertial resistance. This value is
complicated to determine and changes depending on the flow. The inertial effects are
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determined by the Reynolds number of the flow. The most accurate Reynolds number
for porous media is based on the average pore diameter, shown in equation [3.6].
,7 y

k&97
h

[3.6]
The pore diameter for foams is complex to determine. Even with isotropic foams,
the cells inside foams are of different sizes and shapes. These can be determined by
examination with a microscope, but samples of foams similar to those inside the heat
exchanger were not available for analysis.

Instead the average pore diameter was

calculated by use of Ergun’s equation [3.7] and the interpolated permeability.
|∆ | 150h %1 f's
1.75k %1 f' s
y
&j |
&j
s
t
97
)
ft
f
97
[3.7]
The use of Ergun’s equation on metal foams has not been widely used. As
discussed in Chapter 2 Ergun’s equation was developed to describe the porous media
flow through packed granular beds. It is known to not be accurate for metal foams with a

high porosity % ~ 90%'. However do to the inability to calculate the inertial resistance
coefficient through experimental results, this method was chosen to be used knowing the
risk of error that might be involved. Further details pertaining to calculations using
Ergun’s equation are discussed in Chapter 5.
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CHAPTER FOUR
COMPUTATIONAL MODELING

The computational modeling of the micro-scale heat exchanger is an involved
process that requires the use of several different software programs. For the sake of
simplicity the details involved with using these software packages will not be discussed.
However, the steps required to successfully run a computational model will be outlined.
The micro-scale heat exchanger was initially modeled in Pro Engineer Wildfire 3, by use
of (ERG, 2007) detailed drawings that have been provided in Appendix A. Next the
model was imported into Gambit to prepare for analysis. Here the model was cleaned up,
boundary conditions were applied, and meshes of the fluid flow areas were generated.
Different mesh sizes needed to be continually tested to allow for the best combination of
accuracy and computational speed. A picture of the micro-heat exchanger model that has
been imported into Gambit may be seen in Figure 4.1. Once the model preparation was
completed it was imported into FLUENT 6.3 for the remainder of the preparation.
In FLUENT the model must have the proper solver algorithms selected to produce
correct results.

These included the base fluid solvers, multi-phase solvers, and

discretization schemes. Definitions for fluid and material properties were developed,
checked, and incorporated using model defined functions or created user defined
functions. Specific areas of interest for each model are the mass transfer from liquid to
gas of nitrogen, accurate temperature dependent properties, porous metal foam properties,
pressure outlets, and inlet mass flow rates per unit area.
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Figure 4.1: Three-Dimensional Symmetric Model of Micro-Scale
Heat Exchanger

Model Preparation
The model was imported into GAMBIT where the preparations were completed
prior to analysis. Preparations for the model included defining of fluid regions, defining
the porous media, applying boundary conditions, and meshing the model. While meshing
the model is perhaps the most intensive preparation done, it is discussed last and is in the
ensuing section.
The largest constraint to analysis was accurately defining the porous metal foam
in the model. The best method to complete this was dividing each side of the heat
exchanger into several regions or zones. The porous metal foam made up a single fluid
region, where it was bordered by inlet and outlet fluid regions. These regions were
defined as sharing certain faces, so the fluid would flow through these regions without
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any adverse effects. The three fluid regions are shown in Figure 4.2. The green area
represents the porous metal foam region, the red and blue areas represent the inlet and
outlet regions respectively.

Helium
Porous Metal Foam

Fluid-In
Region
Nitrogen

Fluid-Out
Region

Figure 4.2: Three-Dimensional View of Fluid Regions

It can also be noticed in both Figure 4.1 and Figure 4.2 that the model appears as
only half of its full shape. This is because the model is symmetrical in one direction, and
a symmetry boundary condition was applied to the model. The symmetry boundary
condition reduces the amount of cells needed for analysis, and computational time for
each run.
Model Meshing
Several methods are available to simulate two and three-dimensional models.
These methods range in mesh generation techniques, cell shapes, and cell sizes. A
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variety of techniques were applied to these models. The best results were achieved when
a minimal amount of constraints were applied to each meshed region. When a more
defined mesh was needed, boundary layers were applied. This allowed a smaller more
accurate cell density in a selected area. However, too many boundary layers produced
poor results. Consequently these were only used in locations of complex geometry.
To analyze each generated mesh, grid check and grid skewness methods were
evaluated. Grid skewness evaluated each cell in the mesh; the best results are obtained
with the lowest skewness values. When 99% of the meshed elements were in between 00.5 the mesh is well made. If more than 1% of elements are located above 0.5, highly
skewed elements exist that might affect accuracy.
Each of the three fluid regions were meshed separately, giving the ability to alter
grid interval sizing as needed. The mesh on each side of the heat exchanger was started
at the fluid outlet region, or fluid-out region. Results at the outlets were most important,
so a finer mesh was used at the outlet regions. Next the foam region was meshed,
followed by the fluid inlet region, or fluid-in region. If the computation time was too
large or the results were poor, meshes of the foam and fluid-in regions could be altered to
compensate, leaving the finer fluid-out region mesh untouched. Since conditions in the
fluid-in region were similar for all cases of the experimental data, the coarsest mesh was
applied there.
The mesh generated for the fluid regions of the heat exchanger were different
shapes for two and three-dimensional models.

The two-dimensional model used a

quadrilateral based mesh using a feature called Pave. Pave is a meshing feature that
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allows a mesh to be unstructured, meaning it will be composed of different sized
elements. This is more common for complex geometries that require an uneven mesh
around certain areas with larger gradients. The quadrilateral Pave meshing scheme works
better when an interval length is specified for at least one meshing boundary. If only one
internal length boundary is applied, the Pave scheme will apply that condition to the
remaining boundaries. The different mesh intervals used for each region are displayed in
Table 4.1 along with the total cell count. An example of a two-dimensional mesh is
shown in Figure 4.3.
Fluid-In Mesh
Foam Mesh
Fluid-Out Mesh
Interval
Interval
Interval
.025
.025
.025
.025
.025
.033
.025
.033
.033
.033
.033
.033
.033
.033
.05
.033
.05
.05
.033
.05
.075
.033
.075
.075
Table 4.1: Two-Dimensional Mesh Interval Size and Cell Count

45

Total Cells Count
17,383
16,906
10,665
10,413
10,096
5,006
4,850
2,596

Figure 4.3: Two-Dimensional Quadrilateral: Pave Mesh Using
A 0.033 Interval Size

The three-dimensional model used a Tetrahedral/Hybrid: T-Grid meshing method.
This generates a mesh composed primarily of tetrahedral cells, but also may include
hexahedral, pyramidal, and wedge cells when needed. Boundary layers used with this
method made the meshing more difficult and produced poor results. The best results for
generating three-dimensional meshes were to pre-mesh entities in the volume (e.g. 0.033
interval size). Then the T-Grid scheme was applied specifying the meshing interval for
the generator. Numerous three-dimensional grids were generated for grid independence
testing. Size intervals used for each grid, and the total cells this produced are displayed
in Table 4.2. A picture of three-dimensional meshes using a size interval of 0.033 for the
fluid-out region and 0.05 at the foam region is captured in Figure 4.4.
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Fluid-In Region
Foam Region Mesh
Fluid-Out Region
Mesh Interval
Interval
Mesh Interval
.033
.033
.033
.033
.033
.05
.033
.05
.05
.033
.075
.05
Table 4.2: Three-Dimensional Mesh Interval Size and Cell Count

Total Cells Count
471,764
418,927
196,442
84,121

Figure 4.4: Three-Dimensional Tetrahedral Based Mesh:
Interval Size of 0.033 and 0.05

Selection of Solvers
With meshing and other preparations completed the model was imported into
FLUENT 6.3 for analysis. Before the analysis could be completed the solver algorithms
needed to be selected that would produce the best results for this laminar flow, steady
state problem. The model to be analytical solved is composed of a two-phase liquid-gas
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mixture on the nitrogen side, and a mildly compressible gas on the helium side. These
solvers must also determine heat transfer and fluid flow through a porous medium.
The two base solvers that are available to analyze this problem are the pressurebased and density-based solvers.

The pressure solver is generally used for

incompressible and slightly compressible flow problems, while the density solver is used
more for high velocity compressible flows. Looking ahead, the solver that will best work
with a two-phase fluid must be chosen. While the density-based solver would provide a
more accurate flow field, it is not currently compatible with two-phase cryogenic fluids.
This limited the analysis to the pressure-based solver, which utilizes the implicit temporal
formulation.
With the main solver chosen, the discretization schemes were selected. These
include schemes for spatial and pressure-velocity coupling. Pressure-velocity coupling
derives an additional condition for pressure to be represented in the continuity equation.
This may be achieved by using either a segregated or coupled solver. The segregated
solver used was a semi–implicit method for pressure linked equations (SIMPLE) solver.
This assists mass conservation by utilizing a relationship between pressure and velocity
corrections. Remaining discretization schemes are for the spatial equations needed in the
analysis, such as momentum, pressure, energy, and volume fraction.

The pressure

equations can be solved by using the pressure staggering option (PRESTO) scheme. This
scheme works well with multi-phase fluids and flows through porous media.

The

remaining spatial schemes require use of both first order and second order upwind
schemes. The second order upwind scheme is the preferred scheme to use. This produces
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more accurate results and has a lower amount of numerical viscosity. However, this can
render the model unstable during initial iterations. Consequently the first order upwind
scheme was used to start each run and stabilize the iterations. Afterward the second order
upwind scheme may be correctly implemented.
The remaining solver yet to be selected is the multi-phase solver. When using the
pressure-based solver, the multi-phase solvers are limited to three options. These are the
Volume of Fraction, Mixture, and Eulerian methods. Each solver brings a different
analytical tool into the model. For our application the expansion rate of liquid to gas of
nitrogen is very large. In Table 3.3 the calculated gas volume fraction of nitrogen at the

outlet was greater than or equal to 0.87 %87%' for all cases. For this problem the
Volume of Fluid method would be best suited to determine a correct solution. The
Volume of Fluid solver is an averaging method used for liquid and gas phases. This
method solves the fluids with a single momentum equation and tracks the volume
fraction for each component throughout the domain. This multi-phase solver is perhaps
the simplest to use and achieve converged results. Unlike the Mixture and Eulerian
methods, this solver does not include a built in function to define the bubble size of gas as
it evaporates from the liquid. This will need to be incorporated in a separate user defined
function seen in Appendix B. With this solver the mass transfer between phases, wall
adhesion, and surface tension may be defined if they are not neglected. The Volume of
Fluid method is most commonly used to track large bubble and slug flows, as well as the
liquid and gas interface.
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Defining Heat Transfer in FLUENT
To numerically represent heat flux in each case it was decided to neglect the
effects of all exterior walls of the heat exchanger. The only heat transfer that would
occur was between the helium and nitrogen through a single wall. Only one wall is
attached to both fluid zones and the Duocel® foam. A diagram of this interface is
displayed below in Figure 4.5, and henceforth this will be called the interface wall. The
right side of the heat exchanger is for nitrogen, while the left side is helium. Colors are
used to represent the different boundary conditions in Figure 4.5. Green represents the
fluid-in regions, while red shows the fluid-out regions. Orange is used to show the
location of the porous media or foam region. The color grey shows the interface wall
connecting the helium and nitrogen foams. The remaining wall boundaries will be
assumed to be adiabatic (e.g. perfectly insulated).
This method will be used in both two and three-dimensional models, where heat
transfer per unit area (i.e. heat flux) may be determined. The heat leak values previously
calculated, and the heat flux values are shown in Table 4.3. The two-dimensional depth
was referenced to be 0.01 m (0.394 in.) in FLUENT instead of the default value of 1 m
(39.37 in.). This value was constrained by the depth needed to properly represent a
circular inlet and outlet area using only two dimensions.
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Duocel®
Foam

Heat Transfer
Interface Wall

Figure 4.5: Two-Dimensional Diagram of Micro-Scale Heat
Exchanger and Heat Transfer Interface Wall

Helium

Heat Leak 2D Heat Flux 3D Heat Flux
(W)
(W/m2)
(W/m2)
Case 1
-210.24
-55,180.32
-86,899.4
Case 2
-365.43
-95,912.6
-151,045
Case 3
-853.33
-223,972.04
-352,710
Case 4
-851.44
-223,475.96
-351,929
Case 5
-214.44
-56,283.04
-88,635.4
Case 6
-445.65
-116,969.8
-184,202
Case 7
-373.26
-97,968.51
-154,281
Table 4.3: Helium Gas Heat Transfer and Heat Flux Values

Defining Properties in FLUENT
The heat exchanger experiment used helium, nitrogen, and aluminum at cryogenic
temperatures.

The FLUENT material database does not have information for these

materials at this temperature range. For instances as this, FLUENT has features that
allow the users to define material properties needed for their simulation.

51

In this

simulation the properties for helium gas, liquid nitrogen, nitrogen gas, and 6101-T6
aluminum were created in FLUENT.

Methods used included the ideal gas law,

polynomial functions, piecewise-polynomial functions, and user defined functions. Each
of these will be discussed in turn.
The ideal gas law defines a fluid’s density for a compressible or incompressible
flow.

To use this method the fluid must have a compressibility factor near unity

%. . a~1.0 '. The ideal gas law defined in FLUENT is shown in equation [4.1].
ky

=Q<
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[4.1]
The polynomial equation defines fluids as a function of temperature. Changes in
pressure do not affect the values from the polynomial method. This can define density,
specific heat, thermal conductivity, and viscosity. In FLUENT a polynomial up to the
seventh-order may be used. A sixth-order polynomial as a function of temperature is
shown in equation [4.2].

1%*' y  | * | * s | 9* t | *  | 1*  | B* x
[4.2]

The piecewise-polynomial method has the same form as the polynomial method.
However with a piecewise-polynomial, multiple polynomial equations may be defined,
each valid for a different temperature range. Up to three polynomial/temperature ranges
may be specified using this method, as depicted in equation [4.3].
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[4.3]
User defined functions are C language based programs that may be used to alter
properties in FLUENT. These can be compiled or interpreted into the software and
linked to material properties to define them. The only property that can’t be defined with
a user defined function is specific heat.

User defined functions built for various

properties may be viewed in Appendix B.
Most of the properties defined for helium, nitrogen, and aluminum used
temperature dependent polynomials at a constant pressure. These polynomials were
created based on fluid and material property databases. The data provided for these
properties was graphed and a polynomial line was matched to the data using the least
squares regression analysis. These functions were then checked using an uncertainty
analysis for regression lines, as described in Figliola and Beasley (2006). The standard

error of the polynomial fit is represented by, #\> , and the equation is shown below in
[4.4]. This is multiplied by the Student-t distribution for a 95% confidence interval to
determine the error that might occur for each calculation completed with the polynomials.
These results are included in the ensuing sections, but are represented by equation [4.5].
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Helium Gas
The piecewise-polynomial method was used to define the specific heat, thermal
conductivity, and viscosity for the helium gas properties, while the compressible ideal gas
law defined the gas density. The polynomials had an effective temperature range from
77-300 K. According to experimental data in Table 3.1, helium gas was pushed through
the heat exchanger at three different pressures. These inlet pressures were recorded as
1.377, 3.549, and 6.996 MPa (185, 500, and 1000 psig). To accurately define the helium,
piecewise-polynomials were needed at each pressure. As previously mentioned, the ideal
gas equation does not always provide accurate values. This is only a valid equation of
state when the compressibility factor for the fluid is close to unity %. . a~1.0'.

Compressibility factors were checked for the high and low temperature conditions at each
pressure case. The lowest compressibility factor determined was %. . a~0.96', which
is an acceptable value to use this method.
For each of the properties an uncertainty error was calculated using the 95%
Student-t distribution method for a least squares regression analysis. The uncertainty was
determined for every polynomial at each of the pressure cases. The error results from this
analysis may be seen in Table 4.4. The tables with polynomial coefficients and figures
for each polynomial showing the lines of best fit are presented in Tables 4.5 thru 4.7 and
Figures G-1 thru G-3, which may be viewed in Appendix G.
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Pressure (MPa)

Specific Heat
Thermal Conductivity
(J/kg-K)
(W/m-K)
1.377 (185 psig)
+/- 1.021
+/- 2.477E-5
3.549 (500 psig)
+/- 0.352
+/- 3.058E-5
6.996 (1000 psig)
+/- 0.481
+/- 2.397E-5
Table 4.4: Error for Helium Gas Temperature Dependent
Polynomials

Cp(T)=F(T)
Temperature Range 77-300 K
C
D
E

Viscosity
(kg/m-s)
+/- 2.268E-8
+/- 2.247E-8
+/- 2.221E-8

MPa

A

B

F

G

1.377
3.549
6.996

5.34E+03

-2.44E+00

1.57E-02

-4.54E-05

4.91E-08

0

0

6.0428E+03

-2.2835E+01

2.6894E-01

-1.7270E-03

6.2640E-06

-1.2051E-08

9.5603E-12

6.4922E+03

-3.3361E+01

3.8035E-01

-2.3873E-03

8.5168E-06

-1.6185E-08

1.2719E-11

F

G

0

0

0

0

0

0

F

G

0

0

0

0

0

0

Table 4.5: Helium Gas Specific Heat Coefficients for Polynomials
at Multiple Pressures

k(T)=F(T)
Temperature Range 77-300 K
B
C
D
E

MPa
A
2.00E-02
6.20E-04
-7.83E-07
7.94E-10
0
1.377
2.59E-02
5.71E-04
-5.91E-07
5.30E-10
0
3.549
3.44E-02
5.10E-04
-3.77E-07
2.59E-10
0
6.996
Table 4.6: Helium Gas Thermal Conductivity Coefficients for
Polynomials at Multiple Pressures

µ(T)=F(T)
Temperature Range 77-300 K
B
C
D
E

MPa
A
3.8127E-06
6.4147E-08 -3.7513E-11
1.0800E-14
0
1.377
0
3.549 4.2933E-06 6.1229E-08 -2.8593E-11 -1.6413E-15
0
6.996 5.0114E-06 5.6881E-08 -1.5188E-11 -2.0495E-14
Table 4.7: Helium Gas Viscosity Coefficients for Polynomials at
Multiple Pressures
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Gaseous Nitrogen
The properties of density, specific heat, thermal conductivity, and viscosity
needed to be defined for nitrogen gas, with a temperature ranging from 77.5-300 K. A
similar approach was taken to determine the properties of nitrogen gas, as was applied to
helium gas. The outlet of the heat exchanger was assumed to be at atmospheric pressure
during experiments, and mostly composed of nitrogen gas. The database used to plot
properties of nitrogen gas used standard atmospheric pressure at 0.101 MPa (14.7 psia).
Phase change of nitrogen from liquid to gas will occur inside the heat exchanger at
different pressures than the outlet, but were neglected using the polynomial method.
The compressible ideal gas could not be applied to the nitrogen gas, since it was
one component of a two-phase problem. Consequently density and all other properties
for nitrogen gas were defined using the polynomial method. The error in each of these
polynomials may be seen in Table 4.8. Applying the coefficients in Table 4.9 to the
polynomial in equation [4.2] gives appropriate equations for each nitrogen gas property.
The data graphed for each property based on temperature and the polynomial line of fit
may be seen in Figures G-4 thru G-7, which are displayed in Appendix G.
Density
Specific Heat Thermal Conductivity
3
(kg/m )
(J/kg-K)
(W/m-K)
Error
+/- .00201
+/- .10075
+/- 1.51532E-6
Table 4.8: Error for Nitrogen Gas Temperature Dependent
Polynomials
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Viscosity
(kg/m-s)
+/-1.6813E-9

F(T)
ρ(T)
Cp(T)
k (T)
µ(T)

A

F(T)
Temperature Range 77.5-300 K
B
C
D
E

F

G

1.2421E+01
2.4618E+03

-1.6330E-01
-4.3359E+01

9.9832E-04
5.5451E-01

-2.8793E-06
-3.7531E-03

3.1643E-09
1.4094E-05

0
-2.777E-08

0
2.2428E-11

-7.4926E-04
-5.8074E-09

1.0759E-04
7.4742E-08

-6.2114E-08
-5.0657E-11

0
0

0
0

0
0

0
0

Table 4.9: Nitrogen Gas Coefficients for Various Properties

Liquid Nitrogen
Next the liquid nitrogen properties of density, specific heat, thermal conductivity,
and viscosity needed to be defined. Instead of creating polynomials, equations were
found in Yaws (1999) that defined liquid nitrogen properties in a temperature range from
77-126 K. Each of these equations will in turn be discussed.
The density equation from Yaw (1999) was a power law equation that was
dependent on temperature. This equation was utilized in a user defined function created
with the C programming language. After initial runs, the user defined function did not
work well, due to constraints of the multi-phase solver. So using this equation as a
baseline, three piecewise-polynomial sets were developed for the temperature ranges of
77-110 K, 110-120 K, and 120-126 K. This was completed by graphing the data from the
power law equation and applying polynomial lines of best fit for each afore mentioned
temperature range. Applying the coefficients in Table 4.10 to equation [4.3] creates the
temperature dependent piecewise-polynomials. The user defined function created to
define the density is included in Appendix B. The error in each of the piecewisepolynomial ranges was found using the least squares regression analysis. This error was
determined to be ± 0.2121 kg/m3 (1.77E-03 lb/gal), ± 0.3921 kg/m3 (3.272E-03 lb/gal),
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and ± 8.475 kg/m3 (0.071 lb/gal) for each afore mentioned temperature range
respectively. While the lower temperature ranges had acceptable errors in the 95%

confidence interval range, the warmest temperature range %. . 120

126 O'

polynomial had a high error. No method was found to reduce this error, since the
nitrogen is undergoing a phase change in this temperature range. However since the
nitrogen would have already completed phase change to a gas for this situation, this error
was deemed to be acceptable. A graph showing the values from the Yaws (1999)
equation and the three piecewise-polynomial fit equations is depicted in Figure G-8
which may be seen in Appendix G.
ρ(T)=F(T)
Temp. Range
A
B
C
D
77-110 K
882
2.33
-0.0426
0
110-120 K
-1509.4
45.924
-0.2415
0
120-126 K
-54100
911.07
-3.8026
0
Table 4.10: Liquid Nitrogen Density with Various Temperature
Ranges

E
0
0
0

F
0
0
0

G
0
0
0

The properties of specific heat and thermal conductivity from Yaws (1999) were
temperature dependent polynomials. These coefficients were applied to equation [4.2]
and are displayed in Table 4.11. A least squares regression analysis was not performed
on these polynomials, since they were taken from Yaws (1999).
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Temperature Range 77-126 K
F(T)
A
B
C
D
Cp(T)
2728
-12.572
-0.095
0.001786
k(T)
0.213
-0.0004205 -7.2951E-06
0
Table 4.11: Liquid Nitrogen Polynomial Coefficients for
Specific Heat and Thermal Conductivity

E
0
0

F
0
0

G
0
0

The viscosity equation from Yaws (1999) was in the form of a logarithmic
temperature dependent polynomial. To achieve the best results from use of this equation
a user defined function was created for viscosity. This program was created similarly to
the program for density, but no problems were encountered during use. The user defined
function for viscosity may be seen in Appendix B. The equation defining viscosity is
displayed as equation [4.6] and the coefficients are listed in Table 4.12. Due to the units
in this equation a conversion factor of 1.0E-02 was multiplied by the results to achieve
the correct units of kg/m-s.
log h%*' y  |

*

| * | 9* s
[4.6]

Temperature Range 77-126 K
A
B
C
µ(T)
-15.6104
4.6505E02
1.6259E-01
Table 4.12: Liquid Nitrogen Coefficients for Viscosity

D
-6.3353E-04

Defining Thermal Conductivity of Porous Media
The ERG Duocel® foam on each side of the heat exchanger is made from 6101T6 aluminum. For temperatures below 300 K the thermal conductivity of 6101-T6
aluminum changes with respect to temperature. Marquardt, Le, and Radebaugh (2000)
developed an eighth-order logarithmic temperature dependent polynomial to define the
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change of this property at cryogenic temperatures. A user defined function was created
to calculate the thermal conductivity using equation [4.7]. The coefficients for equation
[4.7] are shown in Table 4.13 and a copy of the user defined function may be found in
Appendix B.

log%JN ' y  | %log *' | %log *'s | 9%log *'t | %log *' | 1%log *' | B%log T'x
| 8%log *' ¤

[4.7]
Temperature Range 4-300 K
A
B
C
D
E
F
0.07918 1.09570 -0.07277 0.08084 0.02803 -0.09464
Table 4.13: 6101-T6 Aluminum Coefficients for Thermal
Conductivity

G
0.04179

H
-0.00571

This user defined function solves the thermal conductivity for aluminum that is
used in the porous media. As discussed in Chapter 2, the effective thermal conductivity
of the porous metal foam consists of four factors. Of these four factors it was determined
that only the conduction through the aluminum and convection through the fluid were
contributing factors for this application. Rewriting equation [2.14] then gives us equation
[4.8] shown below. The tortuosity factor was incorporated in the user defined function as
0.33, which was multiplied against the thermal conductivity of the solid.
JFF y JF | %1

'JN o

[4.8]
Equation [4.8] does not take into consideration the effects of the radiation

%. . JL=M ' or the effects due to convection %. . JK ' through the foam pores. These
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values were calculated to determine if they would have any impact on the foam effective
thermal conductivity. A worst case analysis showed the radiation and convection effects
were negligible and could be ignored. These calculations may be seen in Appendices E
and F.

Defining Evaporation Mass Transfer
With the nitrogen side of the heat exchanger being a two-phase problem, the mass
transfer between the phases must be defined. FLUENT 6.3 did not come with a built in
model for mass transfer, but FLUENT 12 does. A user defined function was created
based on the model currently incorporated in FLUENT 12 found in ANSYS FLUENT
12.0 (2007). Further details involving this method were found in ANSYS CFX (2009).
See Appendix B for the user defined function program. The mass transfer is defined in
equation [4.9] for when the temperature is greater than the saturation temperature. When
the temperature is below the saturation temperature it is defined as displayed in equation
[4.10].
RFG y / bF kF
RFG y / bG kG

%*
%*

*N=Q '

*N=Q

*N=Q '

[4.9]

*N=Q

[4.10]
The saturation temperature of the nitrogen was assumed to be the saturation
temperature at 0.101 MPa (14.7 psia), which is the outlet pressure used in the experiment.
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The coefficient used in equation [4.9] and [4.10] is the relaxation factor which is defined
by solving for the evaporation bubble diameter in equation [4.11] and applying this to
equation [4.12].
9: y ?+(%/ 

§
¥ ¦ ¨© ®
§ª«¬

, 9:<=> '
[4.11]

/ y

kF
6
?
c/ 
EFG
9:
%kF kG'
2¯,*N=Q
[4.12]

In equation [4.11] and [4.12] the letters / , 9:<=> , and *LF are constants used for

solving the bubble diameter and relaxation factor respectively. The constant values are
/ y .0006 m, 9:<=> y .0014 m, and *LF y 45 O.

For conditions when mass

transfer due to the phase change might be too large, a relaxation time factor of 0.1 s-1 was
added to equations [4.9] and [4.10]. This was in place of the calculated relaxation factor
in equation [4.12] to aid in the solution convergence.
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CHAPTER FIVE
RESULTS

The goal was to develop a predictive computational model through comparison
with experimental results.

To approach this problem several different models were

created. These included models that separated the helium and nitrogen sides of the heat
exchanger to solve one side independent of the other. Also a combined model was
created to have the helium and nitrogen sides interacting with each other. Henceforth
these models will be referenced as the separate and combined models.
Three separate models were developed including two helium models and one
nitrogen model. One separate helium model was made for a two-dimensional geometry,
while another uses three-dimensional geometry.

The separate nitrogen model was

created with two-dimensional geometry; a three-dimensional version was not developed.
Aside from these one combined model was developed that utilized the interaction
between the helium and nitrogen halves of the heat exchanger. A single combined
helium/nitrogen model was generated using two-dimensional geometry; again no threedimensional version was developed.
Each model was run to simulate a series of experimental test cases. Due to their
simplicity, the two-dimensional separate models were run first for helium and nitrogen.
These results were later compared to results of the combined helium/nitrogen model and
three-dimensional separate helium model. Once all simulations were completed the test
cases were compared to the experimental results by an uncertainty analysis. Further
details of these comparisons will be elaborated in the ensuing sections.
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Inertial Resistance Calculation
As was discussed in Chapter 3 the permeability of the foams inside the heat
exchanger was not experimentally measured. Instead similar foams had been researched
by Boomsma et al. (2002). These values were applied to Ergun’s equation for packed
beds to provide us with an estimated pore diameter in the metal foam. Separating and
rewriting this equation as shown in ANSYS FLUENT 6.3 (2006) gives equation [5.1].
97
ft
Oy
150 %1 f's

[5.1]
Using equation [5.1] the mean pore diameter was found to be 0.1486 mm (.00585
in.) for the foam on the nitrogen side and 0.1374 mm (.00541 in.) on the helium side.
These values were then used with the other side of Ergun’s equation, shown as equation
[5.2], which solves for the total inertial resistance affecting the flow due to the foam.
3 y

3.5 %1 f'
97 f t

[5.2]
The foam properties calculated can be viewed in Table 5.1. The values obtained
for the inertial resistance are indicative of the inertial resistance for the fully-turbulent
flow regime. The Reynolds number based on the mean pore size will determine which of
the three ranges the flow will be in; laminar, non-linear laminar, or turbulent.

64

Φ
Dp (mm)
K (m2)
1/K (1/m2)
Nitrogen
.65
0.1486
3.29925E-10
3.03E+09
Helium
.60
0.1374
1.70E-10
5.88E+09
Table 5.1: 6101-T6 Metal Foam Properties in Micro-Scale Heat
Exchanger

CI (1/m)
30020
47170

Since the amount of inertial resistance which affects a flow in a non-linear
laminar regime is unknown an assumption was made to account for its effects. For any
flow in this regime the Reynolds number would be used as a percentage and multiplied
against the total inertial resistance found by use of Ergun’s equation. Reasoning for this
was that the Reynolds number in the non-linear laminar range would be between 10 and

100 %10 { ,7 { 100', providing good values for an estimate based on percentage.
This method is depicted in equation [5.3].
F./0 y

,7
·
100 3
[5.3]

With each fluid in the heat exchanger being compressible, the fluid properties at
each inlet and outlet are different. Determining the Reynolds number based on the inlet
conditions alone would be inaccurate. Better results could come from determining an
averaged pore size Reynolds number, shown in equation [5.4], which is based on
averaged fluid properties for the inlet and outlet. The Reynolds number from equation
[5.4] would then replace the Reynolds number in equation [5.3] to find the inertial
resistance of the flow. For the nitrogen side of the heat exchanger this value would be
constant, since the pressure inlet and outlet values are assumed not to change. However,
on the helium side of the heat exchanger a different outlet pressure value would be
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constantly produced. This would lead to manually iterating equation [5.4] depending on
the outlet pressure of a specific case. This would be continued until no further change in
the outlet pressure was noticed, and the inlet pressure matched experimental data.
[[[[[
,7 y

ki &i 97
hi

[5.4]

Evaluating the Models
The goal of the heat exchanger testing was to chilldown helium gas using cold
liquid nitrogen. The conditions of the heat exchanger at the inlet on the helium half and
nitrogen half are well known. The temperature of each fluid entering the heat exchanger
is considered to be uniform, while the pressure is recorded at each inlet. For these
reasons, results produced by these models at the inlets are not a major concern. Instead
the outlet conditions on each side of the heat exchanger are of peek interest. In order to
accurately model the heat exchanger, outlet conditions recorded in the experiment need to
be recreated in the computational models.
For each helium or nitrogen model different fluid properties will be discussed at
locations around the outlet. For this general area two locations are used to discuss the
results.

The first is called the fluid-out region, which has a mass-averaged mean

temperature and is displayed in Figure 4.2 back in Chapter 4. This is the volume between
the metal foam outlet and the heat exchanger outlet. The second is called the outlet area,
which is the surface area of the outlet and has a mass-weighted mean temperature. These
locations will be defined in each section the models are discussed in.
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Grid Independence
The grid independence of the mesh for the two and three-dimensional models was
tested to achieve the best computational time and solution accuracy. Using Case 4 from
Table 3.1 grid independence was tested for both two and three-dimensional meshes. The
total cell sizes tested was the maximum and minimum cell counts for each multidimensional model displayed in Table 4.1 and Table 4.2. The total cell ranges were
2,596 to 17,383 for two-dimensional meshes and 84,121 to 471,764 for three-dimensional
meshes. The initial mesh interval size used was 0.033, and was adjusted between 0.025
and 0.075 as needed. Testing of the two-dimensional mesh showed the lowest total grid
count should be 10,425 cells to produce an independent grid. This was generated using
0.033 interval size on the fluid-out and porous metal foam regions, and a 0.05 interval
size on the fluid-in region. The tests run for the three-dimensional model showed the
lowest total cell count should be about 160,000 cells for grid independence. This was
generated using a mesh interval size of 0.033 at the fluid-out region, 0.05 at the metal
foam region, and 0.075 at the fluid-in region.

Test Cases Evaluated
While multiple cases were tested for each separate model only selected results are
to be discussed in this chapter. For all three of the separate models Cases 1, 4, and 6 will
be evaluated. These cases were chosen since they each had ranging values recorded on
the helium and nitrogen halves of the heat exchanger. All cases on the helium half had an
inlet temperature of 300 K, while all nitrogen inlets were at 77 K.
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The helium data had inlet pressures, outlet temperatures, and mass flow rates
differing for each of the previously mentioned cases. The differences in these values will
be discussed here and tabulated in Table 5.2. In Case 1 a pressure inlet of 3.549 MPa
(500 psig), outlet temperature of 112.2 K, and mass flow rate of 0.2163E-03 kg/s was
recorded. Next Case 4 had an inlet pressure of 1.377 MPa (185 psig), outlet temperature
of 97.4 K, and mass flow rate of 0.811E-03 kg/s. Last Case 6 recorded an inlet pressure
of 6.996 MPa (1000 psig), outlet temperature of 105 K, and mass flow rate of 0.441E-03
kg/s.
For the nitrogen data, different outlet temperatures and mass flow rates were
recorded for each case.

Also the nitrogen gas volume fractions at the outlet were

calculated with methods explained in Chapter 3. These values will be elaborated here
and displayed in Table 5.2 along with the helium values. In Case 1 an outlet temperature
of 79.1 K and mass flow rate of 0.01225 kg/s was recorded. Next Case 4 had an outlet
temperature of 84.9 K and mass flow rate of 0.00997 kg/s. Last Case 6 recorded an outlet
temperature of 91.4 K and mass flow rate of 0.00771 kg/s. The nitrogen volume fractions
for gas were taken from Table 3.3. For Cases 1, 4, and 6 these values were 0.91, 0.98,
and 0.89 respectively.
For the combined helium/nitrogen model only one case was evaluated, which was
Case 4. From the two-dimensional separate model results the largest discrepancy seen
between experimental data and analytical results was from Case 4. This was noticed on
both the helium and nitrogen models. This single case was tested to attempt improving
the accuracy seen in the separate models.
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Case #

Helium
Helium
Helium
Inlet Press
Outlet
Mass Flow
(MPa)
Temp (K) Rate (kg/s)
Case 1
3.549
112.2
0.2163E-3
Case 4
1.377
97.4
0.811E-3
Case 6
6.996
105
0.441E-3
Table 5.2: Helium and Nitrogen Test Case Data

Nitrogen
Outlet
Temp (K)
79.1
84.9
91.4

Nitrogen
Mass Flow
Rate (kg/s)
0.01225
0.00997
0.00771

Nitrogen
Volume
Fraction
0.91
0.98
0.89

Evaluating Helium Models
The helium models solve for the velocity, outlet temperature, and outlet pressure
for a specified mass flow rate. The inlet mass flow rate used in each model is the value
that was recorded during the experiments and may be seen in Table 5.2. Each of these
properties is necessary to evaluate the model for several reasons, which will be
elaborated.
The velocity distribution is important to consider in these models. The properties
of the helium gas are based on temperature dependent properties, which include the gas
density. When the gas’s density increases, its temperature and velocity will decrease. As
the gas slows down it lacks the necessary velocity to mix with the warmer, faster helium
gas in the mixing region. The velocity profile is essential in determining how much
colder helium gas mixes with warmer helium gas to achieve the mean outlet temperature.
The mean or mass-weighted relative temperatures of the outlet areas are the single
most important values determined by these models. This value represents the mean
temperature of the helium as it exits the heat exchanger. The mass-weighted relative
temperatures and their standard deviations will be used later to evaluate any error
between numerical model results and experimental data.
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Finding the correct outlet pressure was necessary for these models. The mean
Reynolds number in equation [5.4] is determined by inlet and outlet fluid properties,
which require mean temperatures and pressures at each location. The outlet pressure was
adjusted, along with the mean Reynolds number and foam inertial resistance for each run
of the model until the proper inlet pressure was obtained.
Each of these properties will be evaluated for every helium model and differences
between cases, as well as differences between separate and combined models will be
discussed in ensuing sections.

Evaluating Nitrogen Models
The nitrogen models solve for the velocity, outlet temperature, and volume
fraction of gas for a specified mass flow rate. Again the mass flow rate values used are
those recorded during the experiments and are displayed in Table 5.2. As stated in
Chapter 4 one particular solver was best suited for this model, due to the large volume
expansion ratio of liquid nitrogen. However, by using this model only averaged velocity
and temperature values for the fluid are found.

Separated gas and liquid nitrogen

properties are not available.
While this model does solve for velocity, it is not as essential to discuss as with
the helium models. During phase change from liquid to gas the density of the cryogenic
fluid rapidly changes and its volume is drastically altered.

For liquid nitrogen the

expansion ratio from liquid to gas is 1:694. This means that for every 1 liter of liquid
nitrogen at a fixed temperature, you would have 694 liters of nitrogen gas if it changed
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phase. Consequently the nitrogen’s velocity will greatly increase in gas form. The
velocity is examined using iso-surface plots, along with temperature and the volume
fraction of gas.
As was with the helium models, the mean outlet temperature is the most important
property solved by this model. The mean outlet temperature values of nitrogen will be
solved by mass-weighted methods and will be part of the same accuracy calculation
performed for the helium model.
The multi-phase solver for this model determines liquid and gas average values by
the use of volume fractions. These fractions represent the volume ratio of gas and liquid
on the nitrogen half. Since the density of nitrogen changes with its phase, this property is
an essential part that the multi-phase method solves. These values will be evaluated later
by an uncertainty analysis to determine the difference between the calculated values from
Chapter 3 and results generated by the models.

Uncertainty Analysis
The objective of the micro-scale heat exchanger testing is to chilldown helium
gas. This makes the outlet temperature of the helium the most important property these
models determine. Consequently, outlet relative temperatures will be used to determine
the accuracy of each model. The nitrogen outlet temperatures and gas volume fractions
will also be used to evaluate the nitrogen models. The first part of this section addresses
uncertainty calculations for the outlet temperatures; later the gas volume fractions are
outlined.
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Temperature Accuracy
Two types of error will be evaluated, random and systematic error. Random error
is the difference between each simulated value recorded under a probability density
function in relation to the mean value. For this model the random error is produced by
FLUENT for the relative temperatures at the outlet area on either side of the heat
exchanger. The mean relative temperature, standard deviation, and cell count along the
outlet area have been provided by FLUENT. Systematic error is the difference between
the true experimental value, and the mean value found in FLUENT. The two errors are
shown in equation [5.5], where

is the systematic error and

is the random error.

Applying the random and systematic errors to equation [5.5] provides the total error for
each model.
> y °
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[5.5]
The random error is based on a 95% confidence interval for a Student-t
distribution using the standard deviation and total cells from each model. Random error
can be determined by using equation [5.6], where the standard deviation is #> , the mean

number of cells is represented by (, and the Student-t distribution is ±, , which is taken
from Figliola et al. (2006). The Student-t distribution has two subscripts; the first is 4

which represents the degrees of freedom, while the second is 95, which represents a 95%
confidence interval for the random error.
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The Student-t distribution number will differ depending on either a two or threedimensional model. For the two-dimensional models the cells at the outlet area total 16,
so ( y 16 for all two-dimensional models. The degrees of freedom formula of 4 y (
1 will be used to find the Student-t distribution confidence interval.

For all two-

dimensional models the Student-t distribution 95% confidence interval is found to be
, y 2.131 from Figliola et al. (2006).

Using the same method the Student-t

distribution for the three-dimensional models was found. Each model had 224 cells at the
outlet area, so the degree of freedom was found to be 223.

Using the Student-t

distribution table found in Figliola et al. (2006) the 95% confidence interval was found to

be sst, y 1.960 for the three-dimensional model. Applying these values to equation
[5.6] provides the random error of each model assuming a 95% confidence interval.
With the random error found for each model, the systematic error needed to be
calculated. The systematic error between the analytical model and empirical data had
several components; some of these were errors from the transducer calibration, transducer
resolution, property uncertainties, interpolation, truncation, and data-acquisition. Not all
of these components are known and would have to be estimated. Instead of justifying
each component of the systematic error, equation [5.7] was solved to find the systematic
error based on the true experiment and mean model generated temperatures.
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[5.7]
After the completion of this method the systematic and random errors for each
model run had been calculated. Applying these values back into equation [5.5] provides
the total uncertainty involved with each model for the outlet temperatures.

Gas Volume Fraction Accuracy
The same method used to determine the accuracy of the outlet temperatures was
also used for the accuracy of gas volume fractions. Equations [5.5] and [5.6] will remain
the same for solving random error. However, variables for gas volume fractions were
applied to equation [5.7] to create equation [5.8]. Unlike with equation [5.7] the true
value for gas volume fractions are not recorded values from experiments. Instead it is a
value calculated by methods outlined in Chapter 3. Accuracy determined for the gas
volume fractions is the uncertainty between the models’ determined mean outlet values
and the previously calculated input values. Once equation [5.8] was solved this, along
with the results from [5.6], were applied to equation [5.5] to obtain the gas volume
fraction total error.

bG y b[G 

!"

[5.8]
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Two-Dimensional Separate Helium Model
Model Overview
Using experimental data the helium side of the heat exchanger was modeled in a
two-dimensional separate model. This model solves velocity, outlet temperature, and
outlet pressure for a specified mass flow rate at the inlet. While the actual geometry of
the experiment is in three-dimensions, the initial models were created with a twodimensional geometry. The advantages of a two-dimensional model are reduced grid size
and computational time. The inputs used for these helium models have already been
summarized and may be referenced in Table 5.2. Also the heat transfer input values
along the interface wall are found in Table 4.3.
A full view of the two-dimensional separate helium model’s geometry is depicted
in Figure 5.1 with labels for the inlet, outlet, metal foam, and interface wall. A closer
view of the helium outlet is shown in Figure 5.2. This figure labels the outlet area, fluidout region, foam region, and mixing region of the geometry. Figure 5.2 also includes
labels for the iso-surfaces used to determine fluid properties with respect to y-direction
position in the foam region. Iso-surfaces are imaginary lines that allow access to any data
cells that come in contact with the lines. For this model they are located at positions
along the x-axis of 0.001, 0.006, 0.011, and 0.016 m.
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Inlet
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Figure 5.1: Two-Dimensional Separate Helium Model Geometry
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Figure 5.2: Two-Dimensional Separate Helium Model View at the Outlet
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Model Results
The results obtained for the two-dimensional helium model will be presented in
this subsection. The helium model determined the velocity, outlet temperature, and outlet
pressure results for each case. Only iso-surface plots, graphs, and numerical values will
be outlined here. An analysis of these results will be discussed later.
The first results presented are the velocities and temperatures along the isosurfaces. The position in the iso-surface plots is the vertical linear distance the fluid
travels from top to bottom through the foam region. For this model 0 m defines the
entrance and 4.5 m is the metal foam’s exit. Velocity magnitudes are plotted with respect
to vertical position in Figure 5.3.

Helium gas relative temperatures are plotted against

the vertical position in Figure 5.4. Only the iso-surface plots for Case 1 are shown, the
plots for Cases 4 and 6 provided no additional value and were omitted.
The velocity magnitude of each case was found for the fluid-out and foam regions
that were shown in Figure 5.2. Velocity ranges for each case were different. For Case 1
the velocity range was 0-0.5 m/s, while Case 4 had a range from 0-5.0 m/s, and Case 6
had a range of 0-0.5 m/s. All of these velocity magnitude ranges are tabulated in Table
5.3. Two velocity plots are presented for each case. First velocity contours are used to
display velocity magnitudes for the helium outlet. Next velocity vectors display relative
temperature and how fluid motion and temperature interact. These plots are displayed in
Figures 5.5 and 5.6 for Case 1, Figures 5.7 and 5.8 for Case 4, and Figures 5.9 and 5.10
for Case 6.
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Relative temperature results of the fluid-out region and outlet area were obtained
through mass-averaging and mass-weighted mean temperature methods. The temperature
ranges found for each case are recorded in Table 5.3. Relative temperature contour plots
for each case are shown in Figures 5.11 thru 5.13, with views of the helium outlet. The
outlet area’s mean relative temperatures will be listed here along with their standard
deviation for each case.

The fluid-out region mean temperatures are tabulated in

Appendix I. For Case 1 the mass-weighted outlet area temperature was 111.97 K with a
standard deviation of 6.17 K. Then Case 4 had an outlet area temperature of 114.31 K
with a standard deviation of 16.49 K. Finally Case 6 had an outlet area temperature of
106.39 K with a standard deviation of 5.6 K. All outlet area mean temperature values are
included in Table 5.3.
Additionally the outlet pressure for each case was determined. For Case 1 this
was found to be 3.543 MPa (499.125 psig), for Case 4 it was 1.288 MPa (172.07 psig),
and lastly it was 6.989 MPa (998.985 psig) for Case 6. These values were tabulated
along with all other results from the two-dimensional separate helium model in Table 5.3.
Case #

Velocity
Range (m/s)

Temperature
Range (K)

Surface MassWeighted Average
Outlet Temp (K)
Case 1
0-0.5
93-130
111.97
Case 4
0-5.0
77-150
114.31
Case 6
0-0.5
77-135
106.39
Table 5.3: Two-Dimensional Separate Helium Model Results
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Standard
Deviation
(K)
6.17
16.49
5.6

Outlet
Pressure
(MPa)
3.543
1.288
6.989

Figure 5.3: Case 1 Graph of Velocity Magnitude vs. Vertical
Position in the Foam Region

Figure 5.4: Case 1 Graph of Relative Temperature vs. Vertical
Position in the Foam Region
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Figure 5.5: Case 1 Velocity Magnitude Contours for Two-Dimensional Separate Helium
Model Outlet
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Figure 5.6: Case 1 Velocity Vectors Displaying Relative Temperature for Two-Dimensional
Separate Helium Model Outlet
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Figure 5.7: Case 4 Velocity Magnitude Contours for Two-Dimensional Separate Helium
Model Outlet
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Figure 5.8: Case 4 Velocity Vectors Displaying Relative Temperature for Two-Dimensional
Separate Helium Model Outlet
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Figure 5.9: Case 6 Velocity Magnitude Contours for Two-Dimensional Separate Helium
Model Outlet
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Figure 5.10: Case 6 Velocity Vectors Displaying Relative Temperature for Two-Dimensional
Separate Helium Model Outlet
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Figure 5.11: Case 1 Relative Temperature Contours for Two-Dimensional Separate Helium
Model Outlet
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Figure 5.12: Case 4 Relative Temperature Contours for Two-Dimensional Separate Helium
Model Outlet
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Figure 5.13: Case 6 Relative Temperature Contours for Two-Dimensional Separate Helium
Model Outlet

Model Analysis
The two-dimensional helium model results will be evaluated and discussed. This
will include velocity, outlet temperature, and outlet pressure values. The differences in
properties for each case will be compared and contrasted. The total error of the outlet
temperatures for each case will also be discussed.
The iso-surface plots for the velocity magnitude and relative temperature in
Figures 5.3 and 5.4 showed results that were expected. Velocity of the helium gas is
dependent on its temperature value. As the gas flows downward through the foam region
its velocity and temperature both decrease. Both velocity and temperature are lowest
when closest to the interface wall, which is represented at 0.016 m. As gas temperature
reduces, the density of the gas increases.

This in turn reduces the gas velocity.

Consequently gas velocity and temperature depend on the fluid’s distance from the
interface wall. The gas will be fastest and warmest the further it gets from that location.
The velocity profiles for each case are important to discuss and affect the mean
outlet temperature of each model. In Cases 1 and 6 velocity profiles from Figures 5.5,
5.6, 5.9, and 5.10, show warmer/faster gas being swept along the interface wall.
Consequently this forces cold helium gas into the mixing region. For Case 4 the velocity
profile is different. As depicted in Figures 5.7 and 5.8 the warmer/faster gas is swept
slightly further from the interface wall, not forcing as much colder gas into the mixing
region. These different profiles will affect the mixing of different temperature helium
gas, which can affect outlet temperature results.
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The mean outlet temperature values are the most important properties that will be
evaluated. As outlined in a previous section, an uncertainty analysis was performed on
the outlet temperatures for this model. The total error comparing each case’s mean
temperature to the experimental data will be listed here. The total error calculated was
found to be ± 3.295 K for Case 1, ± 19.056 K for Case 4, and ± 3.291 K for Case 6.
From these numbers the largest discrepancy between model and experimental outlet
temperatures is from Case 4. This case also had the largest random and systematic errors
for all cases, including a large standard deviation. The random, systematic, and total
errors calculated by the uncertainty analysis are tabulated in Table 5.11 at the end of this
chapter.
As mentioned earlier in Chapter 3, outlet pressures on this half of the heat
exchanger were not recorded during the experiments. Instead the pressure drop was
visually monitored from a gauge. Later the change in pressure from inlet to outlet was
neglected, since no visible pressure drop was noticed. Accordingly this assumption
proved to be valid for Case 1 and 6 where the pressure drops were small enough to
neglect, being only 0.006 MPa (0.875psi) and 0.007 MPa (1.015 psi) respectively.
However, this appears to be a poor assumption for Case 4 where the pressure drop was
0.0896 MPa (13 psi). Differences between experiment visual observation and numerical
values could be attributed to several possible factors. First a calibrated gauge used on the
outlet had an uncertainty between 0.5-2.0% on a 20.786 MPa (3000 psig) gauge, which is
large for these pressure ranges.

Next the total error that exits in Case 4 outlet

temperatures might affect other fluid properties in the simulation. Lastly the properties of
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the porous metal foam may be inaccurately defined for Case 4. Specifically the inertial
resistance for this case could be too large, therefore simulating a larger pressure drop then
seen in experiments. This issue is a common problem when computational modeling
flow through metals foams, as discussed in Chapter 2. Without more information the
actual outlet pressure can’t be more accurately determined.
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Two-Dimensional Separate Nitrogen Model
Model Overview
A separate two-phase nitrogen model of the heat exchanger was created and
modeled in a two-dimensional geometry. Using experimental data for its inputs, which
may be seen in Table 5.2, this model solves velocity, outlet temperature, and gas volume
fractions for a specified mass flow inlet. Heat transfer input values used along the
interface wall are in Table 4.3. Since this model is a two-phase flow problem it becomes
more complicated, which justified initially using a simpler two-dimensional geometry.
A full view of the two-dimensional separate nitrogen model’s geometry is shown
in Figure 5.14, which labels the inlet, outlet, metal foam, and interface wall. A closer
view of the nitrogen model outlet is displayed in Figure 5.15. In this figure the outlet
area, fluid-out region, and foam region of the geometry are labeled. Also labeled are isosurfaces, which were used to analyize fluid properties as they traveled through the foam
region. The iso-surfaces values along the x-axis are at 0.030, 0.035, 0.040, and 0.045 m.
For this model 0.030 m is the value closest to the interface wall.
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Figure 5.14: Two-Dimensional Separate Nitrogen Model Geometry
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Model Results
Results for the two-dimensional separate nitrogen model will be presented. The
nitrogen model determined the velocity, outlet temperature, and volume fraction of gas
results for each case. Only plots, graphs, and numerical values will be highlighted in this
section. An analysis of the data will be presented in the following section.
The opening results presented are the velocity, temperature, and gas volume
fractions along the iso-surfaces. The position in these plots is the vertical linear distance
the fluids travels from bottom to top through the foam region. These values are opposite
in sign compared to the helium model. Here -0.45 m defines the entrance and 0 m is the
metal foam’s exit.

Velocity magnitudes and relative temperatures are plotted with

respect to vertical position in Figure 5.16 and Figure 5.17. Gas volume fractions are
plotted verses relative temperature for the nitrogen mixture in Figure 5.18. Only the isosurface plots for Case 4 are shown, the plots for Cases 1 and 6 did not provide further
value and were omitted.
The mean relative temperatures for the outlet area and fluid-out region were
determined by mass-averaging and mass-weighted temperature methods.

Relative

temperature ranges for each case have been displayed in Table 5.4. Contour plots of
outlet relative temperatures for each case are displayed in Figures 5.19 thru 5.21. The
outlet area mean temperature results will be listed here, along with their standard
deviation. The fluid-out region mass-averaged temperatures may be seen in Appendix I.
For Case 1 the mass-weighted outlet area temperature was 78.75 K with a standard
deviation of 4.18 K. Then Case 4 had an outlet area temperature of 92.77 K and a
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standard deviation of 5.99 K. Finally Case 6 had an outlet area temperature of 84.75 K
with a standard deviation of 4.11 K. All listed temperature values are included in Table
5.4.
Mean values for gas volume fractions were determined for the fluid-out region
and outlet area by volume-averaging and area-weighted averaging methods. Gas volume
fractions for the fluid-out region may be found in Appendix I, while area-weighted gas
volume fractions for the outlet area are listed here along with their standard deviation.
For Case 1 the outlet area gas fraction was 0.731 with a standard deviation of 0.26. Then
Case 4 had an outlet area gas fraction of 0.931 and a standard deviation of 0.085. Finally
Case 6 had an outlet area gas fraction of 0.910 with a standard deviation of 0.10. All of
these gas volume fraction results are captured in Table 5.5. Gas volume fraction contours
for the outlet area are displayed for each case in Figures 5.22 thru 5.24.
Case #

Temperature
Outlet Area Mass-Weighted
Standard Deviation (K)
Range (K)
Temperature (K)
Case 1
77-84
78.75
4.18
Case 4
77-119
92.77
5.99
Case 6
77-100
84.75
4.11
Table 5.4: Two-Dimensional Separate Nitrogen Model Temperature
Results
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Case #

Gas Volume
Outlet Area-Weighted Gas
Fraction Range
Volume Fraction
Case 1
0.25-1.0
0.731
Case 4
0.6-1.0
0.931
Case 6
0.6-1.0
0.910
Table 5.5: Two-Dimensional Separate Nitrogen Model Gas
Volume Fraction Results

Figure 5.16: Case 4 Graph of Velocity Magnitude vs. Vertical
Position in the Foam Region
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Standard Deviation
0.26
0.085
0.10

Figure 5.17: Case 4 Graph of Relative Temperature vs. Vertical
Position in the Foam Region

Figure 5.18: Case 4 Graph of Volume Fraction of Gas vs. Relative
Temperature in the Foam Region
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Figure 5.19: Case 1 Relative Temperature Contours for Two-Dimensional Separate Nitrogen
Model Outlet
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Figure 5.20: Case 4 Relative Temperature Contours for Two-Dimensional Separate Nitrogen
Model Outlet
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Figure 5.21: Case 6 Relative Temperature Contours for Two-Dimensional Separate Nitrogen
Model Outlet
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Figure 5.22: Case 1 Gas Volume Fraction Contours for Two-Dimensional Separate Nitrogen
Model Outlet
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Figure 5.23: Case 4 Gas Volume Fraction Contours for Two-Dimensional Separate Nitrogen
Model Outlet
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Figure 5.24: Case 6 Gas Volume Fraction Contours for Two-Dimensional Separate Nitrogen
Model Outlet

Model Analysis
Results for the two-dimensional separate nitrogen model will be evaluated and
discussed in this subsection. Results to be evaluated will be the iso-surface plots, outlet
temperatures, and volume fractions of gas. The differences in properties for each case
will be compared and contrasted. The total error for the outlet temperatures and gas
volume fractions of each case will also be discussed.
The iso-surface plots for the velocity magnitudes, relative temperatures, and
volume fractions are evaluated. Velocity and temperature for the two-phase nitrogen
shown in Figures 5.16 and Figure 5.17 acted as expected.

Velocity of nitrogen is

dependent on the temperature of the fluid. As the fluid travels through the foam region
its velocity and temperature both increase. Both velocity and temperature are highest
when they are closest to the interface wall. As fluid temperature increases, the fluid
density decreases and begins to change phases from liquid to gas. During this transition
the fluid’s velocity increases for both phases, but is larger for nitrogen gas. Gas volume
fraction response to relative temperature may be evaluated from Figure 5.18.

As

temperatures increase, gas volume fractions also increase with respect to temperature.
Therefore gas volume fractions also depend on a fluid’s distance from the interface wall.
Fluid will be fastest and warmest the closer it gets to this location, with increasing
velocity, temperature, and gas volume fraction properties.
Even for the nitrogen model the mean outlet temperature values are still
important properties to be evaluated. To correctly evaluate these an error analysis was
performed using the methods outlined earlier in this chapter. The total error comparing
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each case’s mean temperature to the experimental data will be listed here. The total error
calculated was found to be ± 2.276 K for Case 1, ± 8.604 K for Case 4, and ± 7.574 K for
Case 6. From these numbers the largest discrepancy between model and experimental
outlet temperatures is from Case 4. This had both the highest random and systematic
error of all three cases, including the largest standard deviation. Further information on
the random, systematic, and total errors calculated by the uncertainty analysis is tabulated
in Table 5.11 at the end of this chapter.
The gas volume fractions were not recorded during the experiment at the outlet
and were calculated using methods described in Chapter 3.

Using the uncertainty

analysis previously discussed, a total error between the model and calculated values was
determined. The total error calculated was found to be ± 0.226 for Case 1, ± 0.067 for
Case 4, and ± 0.057 for Case 6. The largest total error between the calculated and model
determined gas volume fractions was found from Case 1. Since Case 1 has the best total
error for the outlet temperature, it is likely that the calculated gas volume fraction for
Case 1 was less accurate than the other cases and should be improved.
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Two-Dimensional Combined Helium/Nitrogen Model
Model Overview
After completion of the two-dimensional separate helium and nitrogen model
testing, a single two-dimensional combined helium/nitrogen model case was run to
incorporate both analyses into one model. The interface wall between the two sides was
incorporated in this model as a solid aluminum wall and meshed as outlined in Chapter 4.
This was necessary to calculate the temperature distribution between the two separated
fluids. Initially heat transfer input values found in Table 4.3 were used to start the
simulation, but were later turned off and a conduction zone was used to balance the
interactions between the helium and nitrogen. Additionally, the same inputs for the
separate models were used in the combined model, which are found in Table 5.2.
A full view of the two-dimensional combined model’s geometry is depicted in
Figure 5.25 with labels for helium and nitrogen inlets, outlets, metal foams, and the
interface wall. A closer view of the combined model’s top section is shown in Figure
5.26 defining the fluid-out, outlet area, and foam regions; likewise a view of the bottom
section is displayed in Figure 5.27. The same iso-surface values used for each of the twodimensional separate models were evaluated for the helium/nitrogen model on both sides.
After reviewing the iso-surface plots for each side, it was decided to omit these results
from this section. Since similar relationships were already seen and discussed, no new
relevant data would have been added to this discussion.
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Figure 5.25: Two-Dimensional Combined Helium/Nitrogen
Model Geometry Full View
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Figure 5.26: Two-Dimensional Combined Helium/Nitrogen Model Top Half View
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Figure 5.27: Two-Dimensional Combined Helium/Nitrogen Model Bottom Half View

Model Results
The results for the combined model will be split up differently than with the
separate models. Helium results will be discussed first, to be followed by the nitrogen
results. A full view of the entire model can be seen in Figure 5.33 for the temperature
distribution of both the helium and nitrogen sides, along with the solid aluminum
interface wall. This will be displayed after the individual helium and nitrogen results
have been discussed and presented.

Helium Side Results
Results for the helium half of the combined model will be briefly listed here. The
graphs of vectors and contours will also be incorporated. This model determined the
velocity, heat transfer, and outlet temperature results. The outlet pressure results for the
separate and combined models were found to be the same and will not be discussed
further. Analysis of these results will be discussed in an ensuing section.
The velocity magnitudes of the fluid-out and foam regions were found to be
similar to the separate helium model. The velocity range for this case was 0-5.0 m/s and
is tabulated in Table 5.6. Two velocity plots are presented for the helium outlet. First
velocity contours displaying the velocity magnitudes are shown in Figure 5.28. Next
velocity vectors display the relative temperature and how it interacts with velocity are
shown in Figure 5.29.
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Since the constant heat transfer value was not applied on this model, a heat
transfer value had to be found. This was determined to be -804.65 W for the helium half
of the model and is listed in Table 5.6.
The mean relative temperature results for this model were taken from the outlet
area by mass-weighted temperature methods. Fluid-out region mean temperature results
may be seen in Appendix I. The outlet area temperature was found to be 104.01 K with a
standard deviation of 6.68 K at the helium outlet. This information is displayed in Table
5.6 along with the temperature range of the fluid-out and foam regions. A relative
temperature contour plot for the helium outlet is shown in Figure 5.30.
Standard
Temperature
Outlet MassVelocity
Deviation
Range (K)
Averaged Temp
Range
(K)
(K)
(m/s)
Helium
0-5.0
77-120
104.013
6.68
Table 5.6: Two-Dimensional Combined Model Helium Side Results
Case 4
(Only)
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Figure 5.28: Case 4 Velocity Magnitude Contours for Two-Dimensional Combined Model
Helium Outlet
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Figure 5.29: Case 4 Velocity Vectors Displaying Relative Temperature for Two-Dimensional
Combined Model Helium Outlet
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Figure 5.30: Case 4 Relative Temperature Contours for Two-Dimensional Combined Model
Helium Outlet

Nitrogen Side Results
Results for the nitrogen half of the combined model will be listed here. The
nitrogen side in this model determined the heat transfer, outlet temperature, and gas
volume fraction results. Only contour plots and numerical values will be listed here, and
an analysis of these results will follow in a later section.
With the constant heat transfer value turned off for the combined model, a heat
transfer value was found. This was determined to be 817.68 W on the nitrogen half of
the model and is listed in Table 5.8.
Mean relative temperature results for this model were taken from the outlet area
by mass-weighted temperature methods. Fluid-out region mean temperature results may
be seen in Appendix I. The temperature range of the fluid-out and foam regions was
recorded in Table 5.7. The outlet area temperature was found to be 84.94 K with a
standard deviation of 17.29 K and is recorded in Table 5.8. A relative temperature
contour plot for the nitrogen outlet is shown in Figure 5.31.
The mean volume fractions of gas were determined for the outlet area by areaweighted methods. The gas volume fraction ranges are listed in Table 5.7. The outlet
area gas volume fraction was found to be 0.886 with a 0.128 standard deviation. These
results are tabulated in Table 5.8, and volume-averaged fluid-out region mean gas volume
fraction values may be seen in Appendix I. Gas volume fraction contours are plotted in
Figure 5.32 for the nitrogen outlet.
Case 4 (Only)
Temperature Range (K)
Gas Volume Fraction Range
Nitrogen
77-220
0-1.0
Table 5.7: Two-Dimensional Combined Model Nitrogen Property
Ranges
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Case 4
(Only)

Outlet MassStandard
Outlet AreaWeighted
Deviation
Weighted Vol.
Temp (K)
(K)
Fraction
Nitrogen
84.94
17.29
0.886
Table 5.8: Two-Dimensional Combined Model Nitrogen Side
Results
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Figure 5.31: Case 4 Relative Temperature Contours for Two-Dimensional Combined Model
Nitrogen Outlet
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Figure 5.32: Case 4 Gas Volume Fraction Contours for Two-Dimensional Combined Model
Nitrogen Outlet

Figure 5.33: Two-Dimensional Combined Helium/Nitrogen Model
Temperature Distribution
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Model Analysis
An analysis for the two-dimensional combined model will be outlined in this
section. The helium analysis will occur first, then afterward the nitrogen analysis will
follow. These results will be related to the two-dimensional separate helium and nitrogen
models when Case 4 was run.

Helium Side Analysis
The results for the helium side of the combined two-dimensional model will be
discussed here.

Results recorded on this side of the model included velocity, heat

transfer, and outlet temperature.
The velocity profiles for this case showed different results than the twodimensional separate helium model. While the velocity magnitude was within the same
range, the velocity profile for the outlet was closer to the interface wall. This can be seen
by comparing Figure 5.8 and Figure 5.29. This could account for the difference in mean
outlet temperatures that were recorded for the combined model compared to the separate
model.
The heat transfer rate of Case 4 for the two-dimensional separate helium model
was set as a constant value of -851.44 W, which may be seen in Table 4.3. The twodimensional combined model solved for this value, by setting the interface wall as a
conduction zone between the helium and nitrogen. This value was found to be -804.65
W, which was a 5.5% reduction in heat transfer to the helium. The difference between
these values affects the temperature range and mean temperature found in this model.

122

The mean outlet temperature value found was less than the two-dimensional
separate helium model for Case 4. Based on velocity and heat transfer rate results this
change was expected. The same uncertainty analysis for the total error was performed
for the helium mean outlet temperature of this case. The total error for the combined
model was found to be ± 7.507 K. This was an error reduction of 61% compared to the
two-dimensional separate helium model, marking a large improvement when simulating
both fluids at the same time. The random, systematic, and total errors calculated by the
uncertainty analysis are tabulated in Table 5.11 at the end of this chapter.

Nitrogen Side Analysis
The results for the nitrogen side of the two-dimensional combined model will be
analyzed here. The results recorded for this side of the model included heat transfer rate,
outlet temperatures, and gas volume fractions.
The heat transfer rate on the nitrogen side for the combined model was found to
be 817.68 W, which was a 4% reduction from the constant value previously used on the
separate nitrogen model.

The reduction in this value means the nitrogen outlet

temperature will not be as large when compared to the separate nitrogen model, which
was observed from the results.
The mean outlet temperature was less than the value recorded from the separate
nitrogen model for Case 4. Based on the heat transfer rate for this case, an outlet
temperature reduction was expected. The outlet temperature uncertainty analysis showed
the total error for the nitrogen outlet temperature was ± 9.211 K. When comparing this

123

value to the separate nitrogen model total error, the error increased by 7%. Further
evaluation shows the systematic error of the combined model temperature was
substantially less than the separate model. However, the random error was larger due to
an increased standard deviation. The random, systematic, and total errors calculated by
the uncertainty analysis are tabulated in Table 5.11 at the end of this chapter.
The gas volume fractions found for this model were lower than the separate
nitrogen model. Again this was expected with a reduction in the heat transfer rate found.
The gas volume fraction uncertainty analysis showed the total error for the nitrogen outlet
gas volume fraction was ± 0.116. This was an increase of 74% compared to the separate
nitrogen model.

Comparing these results showed an increase in both random and

systematic errors, which in turn increased the total error.
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Three-Dimensional Separate Helium Model
Model Overview
A three-dimensional separate helium model was created to compare results with
the two-dimensional separate model for velocity, outlet temperature, and outlet pressure.
With the different geometry of this model, there will be an increased amount of cells used
to define it. Consequently this will increase the computation time needed to converge to
a result, but should produce more accurate values. Originally three three-dimensional
models were going to be created, one for helium, one for nitrogen, and one combined
model. Due to time constraints this model was the only one to be finished. An isometric
view of the full three-dimensional model is shown in Figure 5.34, which has the inlet,
outlet, metal foam, and interface wall labeled.
The inputs for this model are the same as the two-dimensional helium model, and
may be referenced in Table 5.2. The heat transfer inputs are a constant value along the
interface wall, and are found in Table 4.3. The same iso-surfaces discussed in the twodimensional helium model section were also used to analyze data for this model. Upon
review of the iso-surface data no new relationships for velocity or temperature were
noticed. Since the iso-surface plots did not add any relevance to these results, they were
omitted from this section.
Additionally included are two figures that show the fluid-out region, foam
region, mixing region, and outlet area near the outlet for this model.

To reduce

computation time the model geometry was divided in half and a symmetry boundary
condition was used.

This condition was also helpful when plotting velocity and
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temperature distributions along the symmetry or mid plane of the heat exchanger. Either
the full view or half/symmetrical view of this model will be used when presenting results.
In Figure 5.35 the geometry around the outlet is shown in a full view with the previously
mentioned regions labeled. Figure 5.36 contains the same information as Figure 5.35, but
is the half or symmetry view for the same outlet.
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Figure 5.34: Three-Dimensional Separate Helium Model Geometry Full View
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Figure 5-35: Three-Dimensional Separate Helium Model Full View at the Outlet
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Figure 5-36: Three-Dimensional Separate Helium Model Symmetric View at the Outlet

Model Results
The results obtained from the three-dimensional separate helium model will be
incorporated into this subsection. As previously done with the two-dimensional separate
and combined helium model the velocity, outlet temperature, and outlet pressure results
will be presented. Analysis of this data, including comparison to other helium models on
a case by case basis will be discussed in a later section.
The velocity magnitude range of each case was found for the fluid-out region and
part of the foam region. Velocity ranges varied with each case, Case 1 had a range from
0-1.2 m/s, while Case 4 results ranged from 0-6.0 m/s, and Case 6 had a range of 0-0.5
m/s. The velocity ranges are tabulated in Table 5.9 at the end of this section. Two
velocity plots were included for each case. First velocity contours are used to show
velocity magnitude in the helium outlet. Next velocity vectors show relative temperature
and how it interacts with velocity. These plots are displayed in Figures 5.37 and 5.38 for
Case 1, Figures 5.39 and 5.40 for Case 4, and Figures 5.41 and 5.42 for Case 6.
The outlet temperatures of the fluid-out region and outlet area were determined
using mass-averaging and mass-weighted methods. The temperature ranges of the fluidout and foam regions were recorded in Table 5.9. Temperature contour plots using these
ranges are shown for each case in Figures 5.43 thru 5.45, which include half/symmetrical
views of the helium outlet. Additional plots for the full view of each outlet may be seen
in Appendix J. The mass-weighted mean temperature values will be listed here along
with their standard deviation. Fluid-out region mass-averaged temperatures may be seen
in Appendix I. For Case 1 the mass-weighted outlet area mean temperature was 110.52
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K with a standard deviation of 1.657 K. Then Case 4 had an outlet area temperature of
107.34 K with a standard deviation of 5.22 K.

Finally Case 6 had an outlet area

temperature of 106.48 K with a standard deviation of 2.237 K. All listed temperature
values are included in Table 5.9.
In addition to the velocity and temperature graphs the outlet pressure was
determined. As with the velocity and temperature, this was found for each case. For
Case 1 this was found to be 3.542 MPa (499 psig), for Case 4 this was 1.310 MPa (175.3
psig), and lastly it was 6.989 MPa (999 psig) for Case 6. These values were tabulated
with the other results for the three-dimensional helium model in Table 5.9.
Case #

Velocity
Range (m/s)

Temperature
Range (K)

Surface MassWeighted Average
Outlet Temp (K)
Case 1
0-1.2
77-130
110.52
Case 4
0-6.0
77-140
107.34
Case 6
0-0.5
77-130
106.48
Table 5.9: Three-Dimensional Separate Helium Model Results
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Standard
Deviation
(K)
1.657
5.22
2.237

Outlet
Pressure
(MPa)
3.542
1.310
6.989

Higher
Velocity
Gas
132

Interface
Wall

Figure 5.37: Case 1 Velocity Magnitude Contours for Three-Dimensional Separate Helium
Model Outlet for a Symmetric View

Cold/Warm
Gas Mixing

133
Distance
from Wall
Figure 5.38: Case 1 Velocity Vectors Displaying Relative Temperature for Three-Dimensional
Separate Helium Model Outlet for a Symmetric View
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Figure 5.39: Case 4 Velocity Magnitude Contours for Three-Dimensional Separate Helium
Model Outlet for a Symmetric View

Cold/Warm
Gas Mixing

135
Distance
from Wall
Figure 5.40: Case 4 Velocity Vectors Displaying Relative Temperature for Three-Dimensional
Separate Helium Model Outlet for a Symmetric View
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Figure 5.41: Case 6 Velocity Magnitude Contours for Three-Dimensional Separate Helium
Model Outlet for a Symmetric View
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Figure 5.42: Case 6 Velocity Vectors Displaying Relative Temperature for Three-Dimensional
Separate Helium Model Outlet for a Symmetric View
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Figure 5.43: Case 1 Relative Temperature Contours for Three-Dimensional Separate Helium
Model Outlet for a Symmetric View
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Figure 5.44: Case 4 Relative Temperature Contours for Three-Dimensional Separate Helium
Model Outlet for a Symmetric View

Warm
Gas
Outlet
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140
Cold Gas

Figure 5.45: Case 6 Relative Temperature Contours for Three-Dimensional Separate Helium
Model Outlet for a Symmetric View

Model Analysis
In this subsection the results from the three-dimensional separate helium model
will be analyzed and compared with results from the two-dimensional separate helium
model. This will include velocity, outlet temperature, and outlet pressure. The different
results for each case of this model are not compared to each other, but only with the twodimensional separate helium model results.
While velocity magnitude ranges were different between the two and threedimensional models, a more important comparison is the velocity profiles and their
distance from the interface wall. These velocity plots show similar profiles to the twodimensional models as helium gas enters the mixing region. For Cases 1 and 6 a higher
velocity is along the interface wall which pushes more, colder helium gas into the mixing
region than its counterpart model. Similarly with Case 4, the profiles are different than
the previously mentioned cases. Again the profile for this model in Case 4 has a higher
velocity further from the interface wall, which incidentally does not push as much cold
gas into the mixing region. However this profile is closer to the interface wall than its
counterpart two-dimensional model, and has an increased velocity range by 1 m/s. With
the velocity profile of Case 4 closer to the interface wall and with a higher velocity, more
cold gas would be forced into the mixing region. Consequently this reduces the outlet
temperature produced by this model, which should be lower than its counterpart twodimensional model. Further comparison between velocity magnitude ranges may be
viewed in Table 5.3 and Table 5.9.
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The mass-weighted relative temperatures of the outlet areas are the most
important values determined by these models. As discussed at the beginning of this
chapter, an uncertainty analysis was performed to find the total error for the outlet
temperature of each case. The total error for each case was found to be ± 1.733 K for
Case 1, ± 10.03 K for Case 4, and ± 1.588 K for Case 6. For this model the largest total
error comes from Case 4. However when comparing this total error to Case 4 of the twodimensional separate model, it has reduced by 47%. The largest improvement is seen in
the random error, since the additional cells reduced the amount of standard deviation in
the model.

The random, systematic, and total errors calculated by the uncertainty

analysis are tabulated in Table 5.11 at the end of this chapter.
The outlet pressure for the two and three-dimensional helium models were
similar. For both Case 1 and Case 6 the difference in outlet pressure comparatively was
negligible. However, the pressure values in Case 4 did change slightly. For the twodimensional model the pressure was 1.288 MPa (172.07 psig) compared to 1.310 MPa
(175.3 psig) for this model. This was a difference of 19%, but this increase corresponded
better with experimental data than the two-dimensional model.

The outlet pressure

values for each model may be seen in Table 5.3 and Table 5.9.

Results Summary
In the preceding sections a brief analysis was included which discussed the results
for each model.

These sections included values for the mass-weighted outlet

temperature, standard deviation, and total error. The mass-weighted outlet temperatures
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and standard deviation for each model is tabulated here in Table 5.10. The total error
presented is displayed here in Table 5.11, along with the recorded experiment true
temperature, model mean temperature, random error, and systematic error for each case
and model discussed in the results section. These values are used to discuss case and
model accuracy, outlining the best and worst results for each. Performance will be based
on outlet temperature total error for both helium and nitrogen sides. The error in the gas
volume fractions for the nitrogen models will not be included.
Mass-Weighted Mean Temp (K)
Two-Dimensional Separate Helium Model
Case 1
111.97
Case 4
114.31
Case 6
106.39
Two-Dimensional Separate Nitrogen Model
Case 1
78.63
Case 4
92.89
Case 6
84.15
Two-Dimensional Combined Helium/Nitrogen Model
Helium Case 4
104.013
Nitrogen Case 4
84.94
Three-Dimensional Separate Helium Model
Case 1
110.52
Case 4
107.34
Case 6
106.48
Table 5.10: Summarized Mass-Weighted Temperature and
Standard Deviation Results
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Standard Deviation (K)
6.17
16.49
5.6
4.18
5.99
4.11
6.68
17.29
3.25
10.23
4.39

Experiment
Model Mean Random
True Temp
Temp (K)
Error (K)
(K)
Two-Dimensional Separate Helium Model
Case 1
112.2
111.97
± 3.287
Case 4
97.4
114.31
± 8.785
Case 6
105
106.39
± 2.983
Two-Dimensional Separate Nitrogen Model
Case 1
79.1
78.63
± 2.227
Case 4
84.9
92.89
± 3.191
Case 6
91.4
84.15
± 2.190
Two-Dimensional Combined Helium/Nitrogen Model
Helium Case 4
97.4
104.01
± 3.559
Nitrogen Case 4
84.9
84.94
± 9.211
Three-Dimensional Separate Helium Model
Case 1
112.2
110.52
± 0.426
Case 4
97.4
107.34
± 1.340
Case 6
105
106.48
± 0.575
Table 5.11: Summarized Error and Temperature Results

Systematic
Error (K)

Total
Error (K)

± 0.23
± 16.91
± 1.39

± 3.295
± 19.056
± 3.291

± 0.47
± 7.99
± 7.25

± 2.276
± 8.604
± 7.574

± 6.61
± 0.04

± 7.507
± 9.211

± 1.68
± 9.94
± 1.48

± 1.733
± 10.030
± 1.588

Based on the analysis presented, and the total error displayed in Table 5.11, the
best and worst cases simulated can be determined. As illustrated the best results were
obtained for Case 1, which never had an uncertainty above ± 3.3 K, for either helium or
nitrogen. Meanwhile the overall most complex case to model was Case 4, which was
tested in all models, and never obtained a total error of less than ± 7.507 K. Results for
Case 6 fell in between the other two cases, but were much closer to the consistency
displayed by Case 1.
Overall the three-dimensional separate model had lower total errors than the twodimensional separate models. While the combined model showed promising results in
two-dimensions, no three-dimensional version was completed for comparison. Based on
these errors it would be indicative to conclude that a three-dimensional combined
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helium/nitrogen model would show marked improvement over the results that were
presented in this section. Additionally reducing cell sizes and increasing the total cell
amount in the fluid-out region and on the outlet area would help reduce the standard
deviation and random error found in each model.

Model Error Synopsis
The random error involved with these calculations can be attributed to several
factors.

These include the estimated properties for the porous media, such as

permeability, inertial resistance, and thermal conductivity.

These values were not

experimentally verified and were interpolated based on other research completed by
Boomsma et al. (2002) outlined in Chapter 3.
Other factors for consideration include the helium/nitrogen temperature dependent
properties, Volume of Fluid multi-phase solver, bubble growth of saturated nitrogen, and
fluid state. While a two fluid model would have achieved better results, a critical value
for slip velocity was exceeded in initial testing, which made the model computational
unstable as discussed in Liao (2005). The assumptions used to define these properties
were based on time constraints with an acceptable level of error. Further work on this
topic should look into each of these areas in order to reduce the total error for outlet
temperatures.
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CHAPTER SIX
CONCLUSION

The goal of this project was to computationally model results from the microscale heat exchanger experiments in FLUENT using helium gas and two-phase nitrogen.
Areas addressed have included foam correlations for permeability and inertial resistance,
test instrument uncertainty, best test cases simulated, and most accurate models. Testing
by NASA’s cryogenics test facility successfully verified a proof of concept, but lacked
data needed for a thorough computational analysis. Additionally, fidelity of the data was
limited by the instrumentation used to collect it. These problems include the lack of
proper data acquisitions systems for helium and nitrogen outlet pressures, outlet pressure
gauges with a high uncertainty when calibrated, and inaccurately determined nitrogen
mass flow rates.
Based on total errors from the simulated results for Cases 1, 4, and 6 the
assumptions used to define inertial resistance could be improved. These assumptions
were reasonable for Cases 1 and 6, and were not acceptable for Case 4. Without the
characteristics of each foam accurately tested and measured, assumptions had to be made
to characterize foam internal geometry and flow resistance as outlined in Chapters 3 and
5. These conservative assumptions did not provide modeling results as accurate as
desirable. Most notable were discrepancies seen in Case 4 during helium and nitrogen
modeling. As discussed in Chapter 5, helium results showed a greater pressure drop
during simulation than seen in experiments. Several reasons were outlined in Chapter 5,
one being the inertial resistance was too large which restricted the flow field. However,
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no further conclusion can be drawn without more accurate foam properties. For better
foam characterization permeability, pore size, and inertial resistance need to be
determined using an incompressible and isothermal fluid on each foam in the micro-scale
heat exchanger.
Assumptions used to characterize foam and outlet conditions based on pressures
require further work. Uncertainty in instrumentation on the helium and nitrogen outlets,
for pressure, led to estimations and assumptions. As outlined in Chapter 3, helium outlet
pressure was recorded on a 20.786 MPa (3000 psig) gauge by visual interpretation. Even
with the optimum uncertainty of 0.5% a large pressure drop can occur and be unnoticed
within the gauge’s margin of error. Similarly, nitrogen outlet pressures were assumed to
be 0.101 MPa (0 psig) for all cases. Without a more accurate outlet pressure value it
can’t be determined if the fluid was a superheated gas or two-phase fluid. Instead an
assumption was made assuming the nitrogen was in a two-phase equilibrium state at the
outlet. Calculations discussed in Chapter 3 provided inputs for gas volume fractions at
the nitrogen outlet. While an uncertainty analysis showed appropriate error between the
simulated and calculated gas volume fraction, actual outlet gas fractions are still
unknown based on the experimental data available.
Model results produced outlet temperatures with a moderate accuracy for both
helium and nitrogen cases. Total error in Cases 1 and 6 had a reasonable level of
uncertainty between simulated and experimental results for both helium and nitrogen.
Results for Case 4 had greater outlet temperature total error and pressure discrepancies in

147

all model simulations. Total error for Case 4 did improve depending on the different
model geometry which was used.
Overall the best results were obtained using the three-dimensional separate helium
models. This model had less error than the comparable two-dimensional separate helium
model. However, for two-dimensional geometry the combined helium/nitrogen model
produced the best accumulative results.

Indicatively better results could have been

obtained if a three-dimensional combined helium/nitrogen model would have been
completed. Still much work can be done to improve each model by improving foam
correlations for permeability and inertial resistance through experimental verification.
All model results still showed a large random and systematic error for either fluid in the
higher velocity case used, which was Case 4.
Today the need for an efficient cold gas helium heat exchanger is still a high
priority item for NASA. Currently plans are in work to use a large pool boiling heat
exchanger, which will utilize liquid hydrogen, in order to chilldown helium gas through a
series of helical coils. While this project may still be in the development stage prior to
testing, the efficiency expected from this type of heat exchanger is much less when
related to comparable metal foam heat exchangers. Even with further work needed with
the micro-scale heat exchanger; the potential exists to develop, manufacture, and test a
full sized foam heat exchanger for comparison to a pool boiling heat exchanger. The
Constellation Program plans to continue the design, analysis, and development of an
efficient cryogenic heat exchanger. This thesis contributes to these long term plans.
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Future Work
In general the characterization of moderate porosity metal foams with porosities

from 45%    85% requires further investigation.

While this series of models

produced modest results, there is still a margin for improvement. Since cryogenic fluids
are rarely adiabatic they begin changing phases during flow, and should not be used to
characterize porous foams. The micro-scale heat exchanger should be tested again using
incompressible fluids (e.g. water) at ambient temperatures with ranging mass flow rates.
Then permeability and inertial resistance can be determined, and graphs showing pressure
change per unit length verses fluid velocity can be generated. From previous studies
inertial resistance can vary depending on the use of air or water as the working fluid.
Either fluid could be used, but the best results having come when using water.
Future cryogenic testing should also be completed on the micro-scale heat
exchanger. While the data recorded in the initial testing was acceptable for this project,
further measurements and less uncertainty are needed in future tests. Transducers for
temperature and pressure are needed on both sides of the heat exchanger, and all data
should be recorded with data acquisition software. All transducers should be verified for
accurate calibrations, and all instrument uncertainties should be recorded.

This

information may then be used for comparison between empirical and analytical data.
Lastly, the mass flow rate of liquid nitrogen was recorded by the change in storage tank
weight.

Data showed large fluctuations in these recorded measurements.

This

measurement should be improved with either a set of more accurate scales or a volume
flow meter placed at the nitrogen inlet. A volume flow meter would provide information
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so the mass flow rate may be accurately extrapolated, when the outlet pressure and
temperature are known values.
Modeling this type of heat exchanger had a lot of potential problems such as,
existing correlations of porous metal foam, defining two-phase cryogenic fluids, and
cryogenic fluid mass transfer. While FLUENT was used for this original model, other
software could be evaluated for future analytical models. It has become apparent after
the completion of these models, that software designed to deal with cryogenic properties
in both two and three-dimensional geometries is available for commercial use. This
software is known as Sinda/Fluint and was created in conjunction with NASA several
years ago, and specifically addresses cryogenic two-phase problems.

The potential for

random error seen in the FLUENT analytical model might be further reduced by using
software created for cryogenic fluid model analysis.
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Appendix A
Micro-Scale Heat Exchanger Schematic

Figure A-1: Schematic for Center Piece of Micro-Scale Heat
Exchanger
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Figure A-2: Schematic for Outside Pieces of Micro-Scale Heat
Exchanger
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Appendix B
User Defined Functions

/******************************************************************
This UDF is used to determine the density of liquid for Nitrogen.
The property values solved within this program used equations and
constants from "Chemical Properties Handbook", by Yaws, C.L. Copyright
1999.This UDF is valid from 63.15K to 126.10K.
******************************************************************/
#define USE_FLUENT_IO_API 0
#include "udf.h"
DEFINE_PROPERTY(cell_LN2_density,c,t)
/**********************************************************************
The input from Fluent is in SI units. Temperature is in Kelvin.
Density, RHO, is solved for in g/cm^3. The end units need to be in
kg/m^3.
**********************************************************************/
{
real A, B, n;
real N, RHO;
/*Inputs Temp of Cell c & t*/
real T = C_T(c,t);
/*Critical Temperature (Kelvin) based on Reference*/
A = 0.31205;
B = 0.28479;
n = 0.29250;

/*Given Coefficient*/
/*Given Coefficient*/
/*Given Coefficient*/

N = pow((1 - (T / 126.10)),n);
/*Solves for the total exponent
value for Coefficient B*/
RHO = A * pow(B,-N) * 1000;
/*Solves for A multiplied by B and
changes units from g/cm^3 to kg/m^3 by multipling by 1000*/
return RHO;
}

Figure B-1: Program for Liquid Nitrogen Density
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/******************************************************************
This UDF is used to determine the viscosity of liquid for Nitrogen.
The property values solved within this program used equations and
constants from "Chemical Properties Handbook", by Yaws, C.L. Copyright
1999. This UDF is valid for a range from 63K to 125K.
******************************************************************/
#define USE_FLUENT_IO_API 0
#include "udf.h"
DEFINE_PROPERTY(cell_LN2_viscosity,c,t)
/**************************************************************
The input from Fluent is in SI units. Temperature is in Kelvin.
Viscosity, MU, is solved for in cP.
**************************************************************/
{
real A, B, C, D;
real N,NN, MU;
real T = C_T(c,t);
A
B
C
D

=
=
=
=

-15.6104;
4.6505e02;
1.6259e-01;
-6.3353e-04;

N = A + (B / T) + C * T + D * pow(T,2);
NN = pow(10,N);
MU = NN * 1e-2 / 10;
/*MU converts the units from cP to Pa-s (kg/m-s)*/
return MU;
}

Figure B-2: Program for Liquid Nitrogen Viscosity
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/**********************************************************************
This UDF is to define the temperature dependent thermal conductivity of
6061 T-6 Aluminum. This data is taken from, E.D. Marquardt, J.P. Le, R.
Radebaugh,Cryogenic Material Properties Database, 11th Cryocooler
Conference (2000). Units are in W/m-K. This UDF is valid from a range
of 4K to 300K
**********************************************************************/
#define USE_FLUENT_IO_API 0
#include <udf.h>
DEFINE_PROPERTY(cell_6101T6_thermalconductivity,c,t)
{
real
real
real
real
A
B
C
D
E
F
G
H

=
=
=
=
=
=
=
=

A, B, C, D;
E, F, G, H;
k_s1, k_s2, k_s, k_solid;
T = C_T(c,t);
0.07918;
1.09570;
-0.07277;
0.08084;
0.02803;
-0.09464;
0.04179;
-0.00571;

k_s1 = A + B * log10(T) + C * pow(log10 (T),2) + D * pow(log10 (T),3) +
E * pow(log10 (T),4);
k_s2 = F * pow(log10(T),5) + G * pow(log10(T),6) + H * pow(log10(T),7);
k_s = k_s1 + k_s2;
k_solid = pow(10,k_s)*.33;
/* The .33 coefficient is the tourtosity of coefficient of the foam*/
return k_solid;
}

Figure B-3: Program for 6101-T6 Aluminum Thermal Conductivity
With Tortuosity Coefficient
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/******************************************************
This File is for a boiling VOF model for liquid nitrogen
And gaseous nitrogen in FLUENT
*******************************************************/
#include "udf.h"
double T_sat= 77.357; /*Kelvin*/
double Latent= 196.89; /*kJ/kg*/
double M= 28.02; /*Molecular Weight (kg/kmol)*/
double R = 8.31447; /*Universal Gas Constant (kJ/kg-K)*/
double Pi = 3.14; /*Number for Pi (Unitless)*/
double g = 9.8; /*Constant for gravity (meter/s^2) */

DEFINE_MASS_TRANSFER(gas_to_liq_mxfr, c, thread, from_index,
from_species_index, to_index, to_species_index)
{
double m_lg;
double relax;
/*Relaxation Factor*/
Thread *gas = THREAD_SUB_THREAD(thread,from_index);
Thread *liq = THREAD_SUB_THREAD(thread,to_index);
double T_liq = C_T(c,liq); /*Temperature of Liquid Phase*/
double T_gas = C_T(c,gas); /*Temperature of Gas Phase*/
double T_sub = T_sat-T_liq;
double Coeff = .0006;
/* meters*/
double T_ref = 45.;
/* Kelvin */
double bub_dia_max = .0014; /*meters*/
double bub_dia;
double beta = 1e-6;
/*Diameter of Bubble Created at Saturation Temperature */
bub_dia = MIN(Coeff * exp(-1*(T_sub/T_ref)),bub_dia_max); /* meters
*/
relax =
(6./bub_dia)*(beta)*sqrt(M/(2.*Pi*R*T_sat))*Latent*(C_R(c,liq)/(C_R(c,l
iq)-C_R(c,gas)));
m_lg = 0.;
if (T_liq >= T_sat)
{
m_lg = -relax*C_VOF(c,liq)*C_R(c,liq)*fabs(T_liq-T_sat)/T_sat;
}
if ((m_lg == 0.) && (T_gas <= T_sat))
{
m_lg= relax*C_VOF(c,gas)*C_R(c,gas)*fabs(T_sat-T_gas)/T_sat;
}
return (m_lg);
}

Figure B-4: Program for Liquid Nitrogen and Gaseous Nitrogen
Two-Phase to be used with the VOF Model
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/****************************************************************
This File is for a boiling Mixture model for Liquid Nitrogen and
Gaseous Nitrogen in FLUENT.
****************************************************************/
#include "udf.h"
double T_sat= 79.1; /*Kelvin*/
double Latent= 196.89; /*kJ/kg*/
double M= 28.02; /*Molecular Weight (kg/kmol)*/
double R = 8.31447; /*Universal Gas Constant (kJ/kg-K)*/
double Pi = 3.14; /*Number for Pi (Unitless)*/
double g = 9.8; /*Constant for gravity (meter/s^2) */
DEFINE_PROPERTY(diameter,c,gas_thread)
{
Thread *mix_thread = THREAD_SUPER_THREAD(gas_thread); /*Changes thread
from gas to mixture*/
Thread **pt= THREAD_SUB_THREADS(mix_thread); /*Points to the Liquid
Phase Thread*/
double T_liq = C_T(c,pt[0]); /*Points to Primary Phase Index
(Liquid)Temperature*/
double T_sub = T_sat-T_liq;
double Coeff = .0006;
/* meters*/
double T_ref = 45.;
/* Kelvin */
double bub_dia_max = .0014; /*meters*/
double bub_dia;
/*Diameter of Bubble Created at Saturation Temperature */
bub_dia = MIN(Coeff * exp(-1*(T_sub/T_ref)),bub_dia_max); /* meters */
return bub_dia;
}
DEFINE_MASS_TRANSFER(gas_to_liq_mxfr, c, thread, from_index,
from_species_index, to_index, to_species_index)
{
double m_lg;
double relax = 1.0;
/*Relaxation Factor*/
Thread *gas = THREAD_SUB_THREAD(thread,from_index);
Thread *liq = THREAD_SUB_THREAD(thread,to_index);
double T_liq = C_T(c,liq); /*Temperature of Liquid Phase*/
double T_gas = C_T(c,gas); /*Temperature of Gas Phase*/
double diam =C_PHASE_DIAMETER(c,gas);
double beta = 1e-6;
relax =
(6./diam)*(beta)*sqrt(M/(2.*Pi*R*T_sat))*Latent*(C_R(c,liq)/(C_R(c,liq)
-C_R(c,gas)));
m_lg = 0.;
if (T_liq >= T_sat)
{
m_lg = -relax*C_VOF(c,liq)*C_R(c,liq)*fabs(T_liq-T_sat)/T_sat;
}
if ((m_lg == 0.) && (T_gas <= T_sat))
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{
m_lg= relax*C_VOF(c,gas)*C_R(c,gas)*fabs(T_sat-T_gas)/T_sat;
}
return (m_lg);
}

Figure B-5: Program for Liquid Nitrogen and Gaseous Nitrogen
Two-Phase to be used with the Mixture Model
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Appendix C
Calculations for Properties of Porous Metal Foams

The purpose of this analysis was to evaluate the properties for metal foams inside
the micro-scale heat exchanger. In this Mathcad analysis the subscript ‘A’ is used to
reference the nitrogen half of the heat exchanger, while the subscript ‘B’ references the
helium half. Within this file are the general calculations for the porosity, void fraction,
pore diameter, viscous resistance, inertial resistance, and cell information based on the
tetrakaidecahedron cell geometry.
Relative Density of Porous Foam
RD a := .35

RD b := .40

Porosity of Porous Foam
φ a := 1 − RD a

φ b := 1 − RDb

Void Fraction Ratio of Porous Foam
ε a := φ

ε b := φ

a

b

Change in Pressure of Each side of Porous Foam
∆P

a

:= 72 psi

∆P

b

:= 1psi

Diameter of the Pores in the Porous Foam (Uncompressed)
D pa := .00585 ⋅ in

D pb := .00541⋅ in

ERG claims that the pore diameter changes linearly with the compression of
the foam, so using the relative density we can calculate new pore diameters for
the foam.
D paComp := D pa

D pbComp := D pb
−3

DpaComp = 5.85 × 10

⋅ in

160

Ergun Equation to Derive Porous Media Inputs for Packed Beds
2


 150⋅ µ ( 1 − ε ) ⋅ υ free + 1.75⋅ ρ ⋅ ( 1 − ε ) υ free2
3
Dp
3
D2

ε
ε
 p


∆P
L

Viscous Resistance Coefficient
2

αa :=

αb :=

1
αa

1
αb

DpaComp

DpbComp

3

⋅

150

εa

C2a :=

(1 − ε a)2
3

2

⋅

150

Inertial Resistance Coefficient

εb

C2b :=

( 1 − ε b)2

3.5
DpaComp
3.5
DpbComp

( 1 − ε a)

⋅

3

εa

(1 − ε b)

⋅

3

εb
4 1

C2a = 3.002 × 10

9 1

= 3.03 × 10

m

2

m

4 1

9 1

= 5.884× 10

C2b = 4.717 × 10

2

P% 1 := 100%
Cα := 150⋅ P% 1

2

αaadjust :=

1
αaadjust

m

m

DpaComp
Cα

P% 2 := 16.5%
CC2a := 3.5⋅ P% 2

3

⋅

εa

( 1 − ε a)2

C2aadjust :=

DpaComp

⋅

(1 − ε a)
3

εa

3 1

2

m

− 10 2

αaadjust = 3.3 × 10

CC2a

C2aadjust = 4.953 × 10

9 1

= 3.03 × 10

16 % produced 74.5 psig

m
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m

Calculation for Tetrakaidecahedron Cell Size
−4

DpaComp = 1.486 × 10

m

Volume of Foam Block
A surfaceA:= 26.8⋅ DpaComp

2

Lfoam := 15⋅ in
Hfoam := .64⋅ in

−7 2

A surfaceA = 5.917 × 10

VcellA := 11.31⋅ DpaComp

m

W foam := .5⋅ in

3

Vfoam := Lfoam⋅ Hfoam⋅ W foam

− 11

VcellA = 3.71 × 10

CellNumber :=

−5

3

⋅m

Vfoam = 7.866 × 10

Vfoam

A s := Lfoam⋅ Hfoam

VcellA

A s = 6.194 × 10

−3 2

6

CellNumber = 2.12 × 10

TotalSurfaceAreaCells

3

⋅m

:= CellNumber ⋅ A surfaceA
2

TotalSurfaceAreaCells = 1.254m

Figure C-1: Mathcad Calculation Sheet for Porous Media Properties
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Appendix D
Thermal Contraction Calculation for 6101-T6 Aluminum Foam at 77 K

The purpose of this analysis was to confirm or deny the possible change in size of
the porous metal foam inside the micro-scale heat exchanger due low cryogenic
temperatures. Using the temperature polynomial found in Marquardt et al. (2000) for the
thermal expansion/contraction of 6101-T6 aluminum, a quick analysis was performed on
the foam inside the micro-scale heat exchanger. The polynomial used to quantify the
thermal contraction is valid for a temperature range from 4-300 K.

The thermal

expansion factor is expressed by the variable, b%*', which is a function of temperature.
The lower case Greek letter Alpha should not be mistaken for the same variable that
represented the volume fraction in the body of this thesis. From Marquardt et al. (2000)
the temperature polynomial for the thermal expansion of 6101-T6 aluminum is displayed

below. In this polynomial the variable ) stands for the length dimension of the solid
material. The length is also defined by subscribes, which identify the temperature in
Kelvin at which each measurement was taken. In the temperature polynomial below the
length of the aluminum material is compared with its length at 293 K.
b%*' y

1 D)%*' )§ )st
y
y % | ;* | * s | D* t | *  ' v 10
) D*
)st



To evaluate the worst case scenario for the thermal contraction the lowest
temperature used during the experiment was used in the calculation.

This was the

temperature of liquid nitrogen at 77 K. The temperature polynomial shown above is to be
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used for metric units and requires temperature units in Kelvin and produces length
dimensions in meters.
The results from the quick calculation assumed a solid block of aluminum that
was 0.381 m (15 in.) in length. It was determined the previously mentioned block of
aluminum would only contract to 0.3795 m (14.942 in.) or a reduction of 0.3%. The
contraction of the 6101-T6 aluminum was small enough to neglect and further analysis
on this was not required.
Thermal Expansion Coefficient for Aluminum 6101-T6
Coefficients
−5

2

A t6 := − 4.1272⋅ 10

Dt6 := −1.0055⋅ 10

−1

Bt6 := −3.0640⋅ 10

T 1 := 77

Et6 := 0

L293 := 15⋅ in

−3

Ct6 := 8.796⋅ 10

Lx :=  A t6 + Bt6⋅ T1 + Ct6⋅ T1 + Dt6⋅ T1 + Et6⋅ T1

2

4

3

Lt := Lx⋅ L293 + L293

−5

 ⋅ 10

Lt = 14.942in
⋅

Figure D-1: Mathcad Calculation Sheet for Thermal Contraction
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−3

Lx = −3.888 × 10

Appendix E
Calculation for Convection Term of Foam Effective Thermal Conductivity

The purpose of this calculation was to determine if the thermal conductivity due
to convection through the porous metal foam was a contributing factor in the effective
thermal conductivity. In order to determine if the convection would be a contributing
factor the Grashof number for the flow was determined. The effects due to convection
would only be large enough to consider if the Grashof number was found to be greater
than 1000. This evaluation found that on the nitrogen half of the heat exchanger the
Grashof number was substantially less than 1000 and the convection term in the effective
thermal conductivity equation could be neglected.
Thermal Expansion Coefficient for Liquid Nitrogen
T 1 := 77K

−3 1
A coeff := 2.9130× 10 ⋅
K

T1 

B LN2 := A coeff ⋅  1 −

Tc



T c := 126.1⋅ K

Range 63.15 to 119.8 K

mcoeff := −.7075
m coeff

−3 1

BLN2 = 5.677× 10

K

Figure E-1: Mathcad Calculation Sheet for Thermal Expansion
Coefficient for Liquid Nitrogen
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Convection Effects Based on the Grashoff Number
Estimated
g = 9.807

m
s

lcell := .02⋅ .07⋅ in

2

kg
ρ77 := 809.437⋅
3
m

∆T := .1K

− 4 kg

µ 77 := 1.558⋅ 10

⋅

3

Gr :=

β := BLN2

m⋅ s
2

g ⋅ β ⋅ ∆T ⋅ lcell ⋅ ρ77
2

−5

lcell = 3.556 × 10

−3

Gr = 6.758 × 10

µ 77

Figure E-2: Mathcad Calculation Sheet for Grashof Number
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Appendix F
Calculation for Radiation Term of Foam Effective Thermal Conductivity

The purpose of this calculation was to determine if the thermal conductivity due
to radiation through porous metal foam was a contributing factor for the foam’s effective
thermal conductivity. To determine this, the thermal conductivity due to radiation was
calculated using equation [2.15] outlined in Chapter 2 of this text. Equation [2.15] is
valid in determining the radiation component of the foam effective thermal conductivity
when the wall or ligament thickness of the foam is less than 10 micrometers %  10

6 ' (Gibson et al., 1997). Since the exact size of the ligament thickness could not be

determined for the foams in the micro-scale heat exchanger. The largest value was used
for this of 10 micrometers. Also the emissivity of the aluminum foam was assumed to be
the same as annealed aluminum (Flynn, 2005), which could be a poor assumption.
However, other emissivity values included oxide layers, which were not present on the
Duocel® foam. Last the extinction coefficient for a solid block of aluminum was found
and included into equation [2.15] (Zhao, Lu, and Hodson, 2004). From the numerical
value produced from this equation, the contribution to the effective thermal conductivity
of aluminum foam is small compared to the other contributions.

Consequently the

radiation component of the effective thermal conductivity may be neglected.
Mathcad analysis is displayed in Figure F-1.
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The

Stefan's Constant
−8

σ := 5.67⋅ 10

Extinction Coefficient for Foams at
250K
1
Ks := 300
m

W
2 4

m K

Emissivity of Annealed Aluminum
at 77 K

Largest Ligament Thickness
−6

β := .018

t := 10⋅ 10

Minimum Temperature

Relative Density of Foam on Helium
Side

T1 := 77K

m

ρRD := .40

3

krad := 4⋅ β ⋅ σ⋅ T1 ⋅ t⋅ e

( − Ks⋅ ρRD⋅ t )

−8 W

krad = 1.862× 10

m⋅ K

Figure F-1: Mathcad Calculation Sheet for Radiation Component
of Foam Effective Thermal Conductivity
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Appendix G
Property Polynomial Graphs for Helium Gas, Nitrogen Gas, and Liquid Nitrogen

5360
5340

Specific Heat (J/kg-K)

5320

1.377 MPa
3.589 MPa

5300

6.996 MPa
Poly. (1.377 MPa)

5280

Poly. (3.589 MPa)
5260

Poly. (6.996 MPa)

5240
5220
5200
5180
70

120

170

220

270

Temperature (K)

Figure G-1: Graph of Specific Heat vs. Temperature for Helium Gas

169
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0.14
0.13
1.377 MPa
0.12

3.549 MPa

0.11

6.996 MPa
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0.1

Poly. (3.549 MPa)
0.09

Poly. (6.996 MPa)
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70

120

170

220
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Figure G-2: Graph of Thermal Conductivity vs. Temperature for
Helium Gas
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2.20E-05

2.00E-05
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3.549 MPa

1.60E-05

6.996 MPa
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Figure G-3: Graph of Viscosity vs. Temperature for Helium Gas
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5
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Density (kg/m^3)

4
3.5
3
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2.5
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2
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1
70

120

170

220

270
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Figure G-4: Nitrogen Gas Density vs. Temperature Polynomial
Fit Graph
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Figure G-5: Nitrogen Gas Specific Heat vs. Temperature
Polynomial Fit Graph
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Figure G-6: Nitrogen Gas Thermal Conductivity vs. Temperature
Polynomial Fit Graph
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Figure G-7: Nitrogen Gas Viscosity vs. Temperature Polynomial
Fit Graph
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Figure G-8: Liquid Nitrogen Density vs. Temperature Polynomial
Fit Graph
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Appendix H
Experiment Test Data Sheets

Table H-1: Experiment Test Data Sheet 1
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Table H-2: Experiment Test Data Sheet 2
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Table H-3: Experiment Test Data Sheet 3
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Appendix I
Fluid-Out Region Averaged Temperatures and Volume Fractions

Fluid-Out Region MassAveraged Temp (K)

Fluid-Out Region VolumeAveraged Gas Volume
Fraction

Two-Dimensional Separate Helium Model
Case 1
110.83
Case 4
105.17
Case 6
104.96
Two-Dimensional Separate Nitrogen Model
Case 1
78.63
Case 4
92.89
Case 6
84.15
Two-Dimensional Combination Helium/Nitrogen Model
Helium Case 4
104.63
Nitrogen Case 4
80.08
Three-Dimensional Separate Helium Model
Case 1
106.51
Case 4
103.3
Case 6
106.34
Table I-1: Fluid-Out Region Mass-Averaged Temperature and
Volume-Averaged Gas Volume Fractions
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---0.576
0.87
0.814
-0.762
----

Appendix J
Three-Dimensional Separate Helium Model Outlet Temperature Results for a Full View
Warm
Gas

Outlet
Temperature

179
Cold Gas

Figure J-1: Case 1 Relative Temperature Contours for Three-Dimensional Separate Helium Model
Outlet for a Full View

Warm
Gas
Outlet
Temperature

180
Cold Gas

Figure J-2: Case 4 Relative Temperature Contours for Three-Dimensional Separate Helium Model
Outlet for a Full View

Warm
Gas

Outlet
Temperature

181
Cold Gas

Figure J-3: Case 6 Relative Temperature Contours for Three-Dimensional Separate Helium Model
Outlet for a Full View
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