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1.
Hardware und Software: eine Einleitung für Laien
Beim Schreiben dieser Einleitung ging ich davon aus, daß die künf­
tigen Leser des Buches Profis in Linguistik, jedoch Laien in Compu­
tertechnik sind. Deswegen möchte ich mich diesmal mit dem Phänomen 
Sprache nicht auseinandersetzen, dafür aber so viele computertech­
nische Grundbegriffe unter die Lupe nehmen, wie es auf diesen wenigen 
Seiten nur möglich ist.
Sehen wir uns zunächst das Wort "Computer" an: es ist ein englisches 
deverbales Substantiv, vom Verb compute abgeleitet; compute heißt 
rechnen, daher begegnet einem oft in der deutschen Terminologie auch 
die wortwörtliche Übersetzung Rechner. Aber sogar Laien wissen, daß
ein Computer bei weitem nicht nur rechnen kann wie etwa ein kleiner 
Taschenrechner: ein durchschnittlicher Rechner kann gegenwärtig
schreiben, zeichnen, musizieren, unterrichten usw. Die etwas besseren 
Computer steuern Raketen, entwerfen neue Computer, verstehen mensch­
liche Sprachen - und das ist keine Fiktion mehr. Dabei funktionieren
die modernsten Rechner nach wie vor aufgrund der elektrischen Binari- 
tät und sogar die kompliziertesten Prozesse im Innern des Computers 
setzen sich aus gleichartigen atomaren Schritten zusammen. Es wird 
nämlich immer nur eines geprüft: ist an der gegebenen Speicherstelle 
Strom vorhanden oder nicht? Die binäre Opposition "Strom-ja: Strom­
nein" pflegt man mit 1 und 0 wiederzugeben. Diese atomare Informa­
tion nennt man ein Bit. Komplexere Informationen ergeben sich aus
Kombinationen von Einsen und Nullen. Die Grundeinheit der Bitkombina­
tionen - wie etwa ein Molekül - besteht bei den geläufigen Computern 
aus 8 Bit und heißt Byte. Das Byte 01000001 repräsentiert beispiels­
weise den Buchstaben A.
Die ersten Rechner funktionierten noch im Dezimalsystem. Man experi­
mentierte mit elektromechanischen Geräten bereits in den 30er Jahren, 
unter anderem in Ungarn (Kozma László, TU), in Deutschland (Konrad 
Zuse) und in den USA (1944, Mark I., Harvard Universität). Der erste 
richtig funktionierende elektronische Rechner wurde auch in den USA 
hergestellt, im Jahre 1946 (Elektronic Numerical Integrator And Cal-
culator). Mit seinen 30 Tonnen und 18000 Röhren, die sich nur in 
einer mehr als 30 m langen Anlage beherbergen ließen, leistete der
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"Urcomputer" weniger als die Armbanduhrrechner, die man heute für 300 
Ft auf dem Flohmarkt kaufen kann (ENIAC kostete 10 Mill. $ ). Zur we­
sentlichen Beschleunigung der Weiterentwicklung hat vor allem der 
amerikanische Wissenschaftler ungarischer Herkunft John von Neumann 
beigetragen.
Nun, sehen wir uns einen Computer ein bißchen näher an. Das Gerät 
an sich, ohne Programme, wird Hardware genannt. Das Wort bedeutete im 
Englischen ursprünglich Werkzeug, Gartengerät wie Hammer, Spaten usw. 
Hardware nennt man heute aber nicht nur den Computer im engeren Sin­
ne, sondern auch die ganze Maschinerie, die man an ihn koppeln kann, 
z.B. Drucker, Steuerknüppel usw. Der Hardware wird die Software ge­
genübergestellt, die "weiche Ware", d.h. alles, was man in einen Com­
puter eingeben kann, wie z.B. die Programme, Datenmengen, überhaupt 
alle Arten von digitalisierten Informationen.
Die wichtigsten Bauteile der modernen Computer sind integrierte 
Schaltkreise (IC), die mit größtenteils automatisierten Präzisionsver­
fahren in einer miniaturisierten Form hergestellt werden. Wegen der 
kleinen Abmessungen werden sie Chips (Brocken) genannt. Sie leisten 
auf einigen Quadratzentimetern mehr als die ersten G eräte auf vielen 
Quadratmetern. Ein Computer hat mehrere Chips, die verschiedene Auf­
gaben haben können. Aus den Chips wird ein funktionsfähiges System 
zusammengestellt, das auf einer Platine befestigt wird. Diese Platine 
ist das Gehirn des Computers. Wenn sie also durch eine andere ausge­
tauscht wird, entsteht ein anderer Computer (mit einem Platinenwech­
sel kann man z.B. aus einem 286-er Rechner einen 386-er machen).
Der vielleicht wichtigste Chip auf der Platine ist die sogenannte 
Zentraleinheit oder CPU (Central Processing Unit), oft einfach Pro­
zessor genannt. Die CPU kann mit den Daten operieren, die in den 
Speicherchips sind. Die Geschwindigkeit der Operationen hängt vor al­
lem von der Taktfrequenz des Prozessors ab. Die neueren Zentralein­
heiten der PCs sind mit mehr als 30 MHz getaktet (33, 40, 50 usw.).
Viele der Chips eines Computers sind Speicherbausteine, von denen 
einige bereits bei der Herstellung mit Software ausgefüllt werden. So
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ist z.B. die Form der Buchstaben und anderer Zeichen, die auf Tasten­
druck auf dem Bildschirm erscheinen, auch in einem IC aufgeschmolzen. 
Derartige fest programmierte Chips sind der Festwertspeicher, der 
ROM-Speicher (Read Only Memory - "nur lesbar").
Eine andere Art der Speicherbausteine sind die RAM-Chips, in die 
z.B. Programme vom Nutzer (user) frei eingeschrieben werden können. 
Der RAM-Speicher ist (oder: die RAMs sind) Random Access Memory, d.h. 
Zufallszugriffsspeicher oder Randomspeicher.
Die Speicherkapazität wird in Bytes, KiloBytes oder MegaBytes gemes­
sen. Ein K ist 1024 Byte, ein M ist tausend K (1024 = 210). Je größer 
der RAM-Speicher eines Rechners ist, desto kompliziertere, intelli­
gentere Programme können darin ablaufen. Die RAM-Kapazität der klein­
sten Heimcomputer (wie z.B. Commodore 16) beträgt 16 K, die kleinsten 
Personalcomputer (wie z.B. ein IBM-kompatibler AT) haben nicht weni­
ger als ein Megabyte.
Beim Einschalten des Computers sind die RAM-Chips völlig leer. Ledig­
lich die in den ROMs permanent enthaltenen Betriebssysteme werden ak­
tiviert. Da beim Abschalten des Computers alle Daten und Programme in 
den RAMs gelöscht werden, müssen diese bei Bedarf woanders gespei­
chert werden.
Programme oder andere Dateien (Files) werden auf magnetischer Basis 
aufgezeichnet. Mit Hilfe der sogenannten externen Speicher werden 
diese auf Magnetbändern, Floppy-Disketten, Festplatten, Magnettrom­
meln usw. (sog. Speichermedien oder Datenträgern) fixiert, von denen 
sie sich dann jederzeit wieder in die RAMs laden lassen.
Den Abmessungen nach unterscheidet man zwischen Notebook ("Notizbuch"
- wie ein großes Buch), Laptop (wie ein Aktenkoffer), Desktop Perso­
nal Computer (PC, den man auf einen Schreibtisch stellen kann) oder 
Tower (der etwas höher ist und deshalb öfters auf den Boden gestellt 
wird). Es gibt aber auch heute noch ganz große Maschinen etwa wie 
Kleiderschränke; das sind die Mainframes, die Supercomputer, die in 
Rechnerzentren stehen und deren Kapazität in GigaBytes (1000 M) ge­
messen wird.
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Der Typ, den man am häufigsten an verschiedenen Orten vorfindet, ist 
der PC. Woraus besteht die Grundausstattung eines Desktop-Personal- 
Computers? Die Chips - so auch die CPU - befinden sich in einem Ge­
häuse. Darin sind meistens noch zwei externe Speicher untergebracht: 
eine Festplatte (Hard-Disc oder Winchester-Disk) und ein Disketten­
laufwerk (Floppy-Disk-Drive). Es gibt Festplatten mit verschiedener 
Kapazität: die meisten PC-s haben heutzutage eine 40 oder 80 MB- 
Festplatte, aber es kann auch mehr als 200 sein. Es ist eine andere 
Größenordnung als die Kapazität einer Floppy-Diskette, die gemeinhin 
maximal 1,44 MB beträgt (das ist typisch für die kleinere, 3,5 Zoll- 
Diskette), die 5,25 Zoll-Disketten werden meistens für 1,2 M oder 
360 K formatiert. Eine Festplatte ist nicht nur geräumiger als eine 
Diskette, auch ihre Operationsgeschwindigkeit ist wesentlich höher. 
Außerhalb des Gehäuses sieht man meistens noch eine Tastatur und 
einen Monitor (häufiger einfach nur "Bildschirm" genannt). Die 
Tastatur kann auch fest mit dem Gehäuse zusammengebaut sein (das ist 
z.B. bei kleinen Heimcomputern wie Commodore 64 oder bei Laptops und 
Notebooks der Fall). Sie ist einer elektrischen Schreibmaschine ähn­
lich. Die Tasten-Zeichen-Entsprechungen sind durch die ROMs festge­
legt, aber mit entsprechender Software können sie leichthin geändert 
werden (damit z.B. Umlautbuchstaben einfacher zu schreiben sind).
Der Monitor kann monochromatisch (schwarz + weiß/grün...) oder farbig 
sein. Je nachdem, wie hoch die Auflösung des Bildschirms ist, unter­
scheidet man zwischen CGA (niedrigste Auflösung), EGA (etwas feiner, 
"angereichert") und VGA (Video-Graphic-Adapter); bei dem letzteren 
gibt es auch mehrere Stufen, von etwa 640 x 400 bis 1280 x 1024 oder 
mehr Bildpunkte. Bei den einzelnen Typen kann auch die Zahl der Far­
ben unterschiedlich sein: von 16 bis mehrere Millionen. VGA ist nicht 
unbedingt farbig (vor allem bei Laptops/Notebooks): hierbei entspre­
chen den Farben verschiedene Graustufen (wie bei einem Schwarz-Weiß- 
Foto).
An den Computer kann man bei Bedarf einen Drucker anschließen. Die 
zwei Arten, die einem am häufigsten begegnen, sind der Matrix-Drucker 
und der Laser-Drucker. Matrix-Drucker sind billiger, aber dafür lang­
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samer und schreiben bei weitem nicht so schön wie die Laser-Printer.
Externe Geräte, die man an Schnittstellen (Interfaces) des Rechners 
koppelt, wie z.B. die Drucker, sind Peripherie-Geräte. Als Peripherie 
gilt auch die sog. Maus, mit deren Hilfe man viele Programme leichter 
bedienen kann (vor allem bei der Auswahl von Menüpunkten).
Computer können als unabhängige Einzelgeräte ("stand-alone-units"), 
genutzt werden oder in einem Verbundsystem, in einem Netz(werk) ein­
gesetzt werden, wo mehrere Computer als Terminale (mit oder ohne 
eigene Festplatten) an einen zentralen Speicher, an einen sog. Server 
angeschlossen sind. Die Bedienung einer Vernetzung ist ein wenig kom­
plizierter als die eines alleinstehenden Rechners (z.B. logging­
in/out, d.h. sich an/abmelden).
Um mit einem IBM-kompatiblen Personalcomputer umgehen zu können, muß 
man einige Wörter und Symbole erlernen: dies sind die Systemkomman­
dos. Mit System ist das sog. Disk-Operationssystem (Plattenbetriebs­
system), das DOS gemeint. Es ist auch eine Software, die beim Ein­
schalten gestartet wird. Es gibt verschiedene Versionen mit kleinen 
Unterschieden. Das DOS ist nicht in den ROMs, sondern auf der HD oder 
einer FD. In den ROMs ist meistens nur ein BIOS, d.h. Basic Input 
Output System.
Wenn man das Gerät einschaltet, wird der Speicher überprüft, die 
Peripherien, danach meldet sich das BIOS und dann das DOS mit einem 
Prompt (Systemmeldung) und mit blinkendem Cursor (Positionsanzeiger). 
Die Laufwerke werden mit Buchstaben samt Doppelpunkt identifiziert: 
a: ist immer ein Diskettenlaufwerk, c: die Festplatte; wenn die Fest­
platte geteilt wird und/oder in einem Netz mehrere Festplatten zu er­
reichen sind, muß man weitere Buchstaben gebrauchen: e:, f:, y: usw.
Ein zweites Diskettenlaufwerk wird meistens b: genannt. Von einem 
Laufwerk aufs andere kann man umschalten, indem man den entsprechen­
den Buchstaben, Doppelpunkt, dann Enter drückt.
Die Informationen werden in der Form von Dateien gespeichert. Eine 
Datei hat immer einen Namen und meistens auch eine Erweiterung (ex- 
tension). Grundsätzlich gibt es drei Erweiterungen, die darauf
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hinweisen, daß man eine Datei direkt starten kann, also daß sie ein 
ausführbares (executable) Programm ist: *.EXE, *.COM und *.BAT. Zwi­
schen Dateinamen und Erweiterung steht immer ein Punkt. Man kann ein 
Programm starten, indem man den Programmnamen eintippt, ohne Erweite­
rung, und dann Enter drückt. Es können auf diese Weise nur solche 
Programme gestartet werden, die auf dem Speichermedium im aktuellen 
Laufwerk vorhanden sind. Sonst bekommt man die Fehlermeldung des DOS: 
"Bad command or file name". Wie kann man erfahren, was sich auf einer 
Festplatte oder Diskette befindet? Mit dem Kommando DIR kann man so 
ein Inhaltsverzeichnis abrufen. Wenn nur DIR eingetippt wird, er­
scheint die Liste der Dateien des aktuellen Laufwerks (das aktuelle 
Laufwerk wird jeweils im Prompt angezeigt). Falls wir uns ein anderes 
Laufwerk ansehen wollen (z.B. das Diskettenlaufwerk a:), so müssen 
wir nach dem Kommando DIR auch den Laufwerknamen eingeben: DIR A:. 
Um ein unerwünschtes Weiterrollen bei zuviel Dateien zu verhindern,
tippt man /P , so rollen die Zeilen erst nach einem Tastendruck 
weiter.
Directory ist also das Verzeichnis von Dateinamen. In diesem Ver­
zeichnis können aber Namen auftauchen, die keine Dateinamen sind. Sie 
haben den Vermerk "DIR" bei sich, der bedeutet, daß es eine "Subdi­
rectory", ein Verzeichnis im anderen Verzeichnis ist. Um in dieses 
Unterverzeichnis zu kommen, muß man die Directory wechseln, inden man 
CD (Change Directory) und den Namen der Subdirectory eingibt. Eine 
Subdirectory kann weitere Subdirectories enthalten usw., wie eine 
Matrjoschka-Puppe. Der volle Name einer Datei enthält demgemäß außer 
dem eigentlichen Namen auch die Reihe der Verzeichnisse, d.h. den Weg 
(Pfad, path), auf dem sie zu erreichen ist (z.B. c:\oktato\nem et\rek-
tion.exe).
Aus einer Subdirectory kommt man in eine andere, indem man cd, Back­
slash (verkehrter Schrägstrich) und den anderen Directorynamen ein­
gibt. Wenn man keinen Directorynamen angibt, kommt man wieder in das 
Hauptinhaltsverzeichnis (root directory) zurück.
Versuchen wir jetzt, eine Datei von der Festplatte auf eine Diskette 
zu kopieren. Wenn die Diskette noch nie gebraucht wurde, muß man sie
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manchmal selbst formatieren (man kann auch solche Disketten neu for­
matieren, die Dateien enthalten, aber dann werden diese gelöscht). 
Das Kommando heißt: FORMAT und Laufwerksymbol - in diesem Fall ist es 
a: (man kann auch die Festplatte formatieren, aber das ist kompli­
zierter). Ein Laufwerk mit 1,2 MByte formatiert die Diskette automa­
tisch für 1,2 MB. Wenn man aber keine HD, sondern eine schwächere, 
eine DD-Diskette eingelegt hat, bekommt man bald eine Fehlermeldung. 
DD-Disketten formatiert man im 1,2 MB Laufwerk für 360 K, indem man 
dem Kommando "format a:" noch "/4" zufügt. Ein 360 KB Laufwerk kann 
Disketten nur für 360 K formatieren.
Wie kopiert man nun z.B. das Programm REKTION.EXE auf die soeben for­
matierte Diskette? Wir können zunächst ein neues Verzeichnis auf der 
Diskette eröffnen (das ist nicht unbedingt nötig), in das wir später 
z.B. weitere deutsche Lernprogramme kopieren wollen. Eine Directory 
(Verzeichnis) macht man mit MD (Make Directory) + Directoryname. 
Schalten wir auf a: um, dann schreiben wir "md nemet". Nun können wir 
mit dem Kopieren anfangen. Das Kommando heißt COPY. Das schreiben wir 
ein, dann - nach einer Leerstelle (space) - den Namen der zu kopie­
renden Datei mit dem zu ihr führenden Pfad, dann wieder space und den 
Weg zur Stelle, an die das Programm kopiert werden soll (copy c:\ok- 
tat\nemet\rektion.exe a:\nemet). Wenn man in demselben Verzeichnis 
ist, wo sich das zu kopierende File befindet, braucht man den Pfad 
nicht anzugeben (z.B. copy rektion.exe a:\nemet).
Wenn wir eine Datei nicht mehr brauchen, können wir sie löschen, u.z. 
mit dem Kommando DEL + Filename (z.B. del a:\nemet\rektion.exe). Ein 
leeres Verzeichnis läßt sich mit RD löschen (z.B. rd a:\nemet).
Mit dem Kommando TYPE + Filename kann man den ganzen Inhalt von Text­
dateien auf dem Bildschirm erscheinen lassen, mit PRINT + Filename 
werden dieselben Informationen zum Drucker geschickt und ausgedruckt. 
Mit CLS (Clear Screen, "Leere den Bildschirm") wird alles auf dem 
Bildschirm gelöscht.
Für diejenigen, die das DOS nicht nutzerfreundlich genug finden, hat 
man verschiedene Programme entwickelt, die mehr und schneller leisten 
als DOS, und dabei einfacher zu bedienen sind. Eines der populärsten
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Programme dieser Art ist der Norton Commander. Da werden die Informa­
tionen mit Fenstern und Menüs verwaltet. Eine noch nutzerfreundliche­
re Oberfläche bietet das System Windows, das fast 100%-ig mit einer 
einzigen Maus bedient werden kann.
Im Zeichensatz des Computers sind 254 Zeichen: Ziffern, Buchstaben, 
Satzzeichen, mathematische Symbole, graphische Zeichen usw. Davon 
sind knapp 50 mit einem Tastendruck abrufbar, ebensoviel mit Shift.
Die direkt abrufbaren Buchstaben sind meistens nur die des engli­
schen Alphabets, aber es gibt auch spezielle, z.B. deutsche Tastatu­
ren. Jedes Zeichen hat eine international standardisierte Kodenummer, 
den sogenannten ASCII-Kode (American Standard Code for Information 
Interchange). Wenn man die Taste "Alt" festhält und die Nummer eines 
Zeichens eintippt (z.B. 129 für ü), dann die Alt-Taste wieder los­
läßt, erscheint an der Stelle des Kursors das betreffende Zeichen. 
Aber - wie oben schon erwähnt wurde - man kann die Tastatur mit 
Hilfe von speziellen Programmen umdefinieren. Nach dem Starten des 
umdefinierenden Programms kann man auch andere Zeichen mit je einer 
Taste auf den Bildschirm schreiben. Bei mit dem Programm KLAVGEN.EXE 
definierten Zeichensätzen kann man mit Ctr + Alt + F l auf den ursprüngli­
chen Zeichensatz umschalten, mit Ctr+A lt + F2 wieder auf den neuen.
Auf der Festplatte befindet sich immer ein File mit dem Namen 
AUTOEXEC.BAT, das nach dem Einschalten des Computers automatisch ab­
läuft. Dieses File - wie überhaupt die Dateien mit der Extension .BAT
- ist eine Verkettung von DOS-Kommandos, die nacheinander ausgeführt 
werden. Der Benutzer kann diese Mini-Programme ohne die Kenntnis ir­
gendeiner Programmiersprache selber schreiben oder modifizieren; man 
braucht praktisch nur die DOS-Kommandos zu kennen, deren Zahl insge­
samt nur ein paar Dutzende beträgt.
Da der Computer von vornherein in bedeutendem Maße zu militärischen 
Zwecken verwendet wurde, suchte man vom Anfang an nach Möglichkeiten, 
wie Software mit Hilfe anderer Software ge- oder zerstört werden 
könnte. So werden die ersten Computerviren entstanden sein, die dann 
auch in das Zivilleben der sich immer rascher computerisierenden Ge­
13
Hardware und Software: eine Einleitung für Laien
sellschaft Eingang fanden. Sie gehören zu unserem Alltag, es werden 
täglich neue Arten "hochgezüchtet". Von wem? Z.T. sind es Scherz- 
bolde, die das Virusfabrizieren ohne Entgelt, als eine Art Hobby 
betreiben, z.T. aber Leute, die ihre Bestellungen möglicherweise von 
Softwarefirmen bekommen, die gleich darauf auch ein Viruskiller-Pro- 
gramm schreiben, das man legal verkaufen kann. Das gilt zum Glück 
nicht für alle Firmen. Es erscheinen fast monatlich neue Versionen 
von Virustötern auf dem Markt, die auch die neusten Viren mit Erfolg 
bekämpfen sollen.
Philosophiestudenten, die während des Studiums und später als Akade­
miker mit dem Computer überhaupt etwas zu tun haben, sind größten­
teils Benutzer von Textverarbeitungsprogrammen. Die Bedienung eines 
solchen Programmes muß man vorher natürlich auch erlernen. Das Be­
herrschen derartiger Kenntnisse wird heutzutage immer mehr eine Vor­
aussetzung zum vollwertigen Diplom.
Jedes Textverarbeitungsprogramm speichert die Texte in einem speziel­
len Format, so daß die Textdateien mit anderen Textverarbeitungspro­
grammen nicht kompatibel sind (zum Glück gibt es auch Programme, wel­
che die Texte von einem Format in ein anderes konvertieren). Die zur 
Zeit populärsten Programme sind MS-WORD, Word for Windows, Word Per­
fect. Für professionelle Zwecke, d.h. bei Verlagen, Redaktionen, 
Druckereien verwendet man oft auch das Programm Ventura.
Die meisten Textverarbeitungsprogramme haben verschiedene Versionen 
für die einzelnen Sprachen. Sie unterscheiden sich dadurch, daß die 
Kommunikationssprache des Programms (d.h. Menü, Rückmeldungen, Hilfe 
usw.), die Überprüfung der Rechtschreibung, Silbentrennung, der akti­
ve Zeichensatz (Alphabet) der jeweiligen Einzelsprache entsprechen.
Der Mensch kann dem Computer Befehle geben, wozu eine Kommunikations­
sprache nötig ist. Die Sprache, die ein jeder Rechner versteht, ist 
der Maschinencode, den ein Mensch sehr schwierig bewältigen kann. E t­
was näher der menschlichen Denkweise steht die Assembly-Sprache, die 
nicht nur mit binären Zahlen operiert und in der die einzelnen Symbo­
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In Assembly können heutzutage nur die besten Profis frei programmie­
ren. Nunmehr herrschen die höheren Programmiersprachen vor wie Pas­
cal, C oder Prolog. Ihre Symbole sind aus einer natürlichen Sprache, 
dem Englischen entlehnt, solche wie z.B. write, do .. until, begin 
usw. Diese W örter können in Assembly mit wesentlich mehr Symbolen 
ausgedrückt werden, vom Maschinencode ganz zu schweigen. Aber da der 
Computer letzten Endes doch nur Maschinencode versteht, müssen die in 
höheren Programmiersprachen abgefaßten Programme in den Maschinencode 
übersetzt, kompiliert werden. Zu jeder Programmiersprache gibt es 
auch (mindestens) ein Compiler-Programm (der Compiler für Assembly 
heißt Assembler). Künftige Generationen der Computer sollen sogar in 
natürlichen Sprachen formulierte Aufgaben in Maschinencode übersetzen 
können. Die höheren Programmiersprachen sind nicht mehr so weit von 
diesem Ideal entfernt, es sind nämlich folgende Ausdrücke für Compu­
ter völlig klar: if result = the_number and if the_number > 0 then 
write "Okay." (eine kurze Beschreibung der Grundsätze der Program­
miersprache BASIC befindet sich im Anhang 11).
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Bereiche der maschinellen Verarbeitung von natürlichen Sprachen
Beim Sprachgebrauch werden Gedanken kodiert übermittelt. Der Sprecher 
muß seine Gedanken kodieren, der Hörer - dekodieren. Die Kommunikati­
onspartner müssen einen gemeinsamen Kode beherrschen - das ist die 
natürliche Sprache, von der sie Gebrauch machen. Wenn man den Kreis 
der potentiellen Kommunikationspartner einschränken will, muß man den 
allgemein bekannten Kode verändern. So ein Kode ist z.B. der Geheim­
kode, den man im Krieg gebraucht. Im II. Weltkrieg benutzte man be­
reits elektromechanische Rechner, die den Geheimkode feindlicher 
U-Boote entschlüsseln sollten. Dies war freilich kein unmittelbarer 
Kontakt zwischen Computer und Sprache. Aber zu einem unmittelbaren 
Kontakt ist es auch erstaunlich früh gekommen: 1949 verschickte War- 
ren Weaver, Direktor bei der Rockefeller Stiftung einen Aufruf an 200 
Wissenschaftler. Im Aufruf schilderte er die Idee der Übersetzung aus 
einer Sprache in eine andere mit der Anwendung des Computers. Vielen 
von den Adressaten gefiel der Gedanke, und sie machten sich auch 
gleich aktiv: es begann eine intensive Erforschung der Möglichkeit 
einer maschinellen Übersetzung. Nach der ersten Euphorie kam eine 
längere Periode der pessimistischen Resignation im Bereich der auto­
matischen Übersetzung. In letzter Zeit erlebt jedoch auch dieser Teil 
der Computerlinguistik eine Renaissance.
Ein Übersetzungssystem hat auch solche Module, die - z.T. modifi­
ziert - auch zu anderen Zwecken verwendbar sind. Für andere Anwen­
dungsbereiche werden natürlich auch unabhängig von der MÜ spezifi­
sche Forschungen unternommen. Welches sind die anderen Bereiche der 
rechnerischen Verarbeitung von natürlichsprachlichen Daten?
Es sind vor allem vielleicht die speziellen Datenbanken, die man in 
ihrer herkömmlichen Form gemeinhin Wörterbücher nennt. Heutzutage 
sind kleinere Computerwörterbücher im Taschenrechner-Format vieler­
orts zu kaufen, u.z. zu einem fairen Preis.
Aber auch die Zusammenstellung von gedruckten Wörterbüchern - wie 
überhaupt die Erstellung von Drucksachen - ist heute ohne Computer 
kaum vorstellbar. Man kann die in beliebiger Reihenfolge eingegebenen 
Wörter jederzeit alphabetisch ordnen oder sogar die Umkehrung des 
Wörterbuchs ausführen, d.h. z.B. aus einem deutsch-ungarischen Wör­
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terbuch ein ungarisch-deutsches machen, das allerdings meistens noch 
einer Überprüfung bedarf.
Die Lexikographie wurde sogar - eigentlich dank dem Computer - mit 
einem neuen Typ der Wörterbücher bereichert: mit dem rückläufigen 
Wörterbuch. Ein sogenanntes rückläufiges Wörterbuch kann mit ver­
gleichsmäßig einfachen Programmen schnell und einfach aus jedem nor­
malen Wörterbuch hergestellt werden. Wie ist so ein Wörterbuch aufge­
baut, und was bezweckt man mit seiner Erstellung? Die Wörter sind 
darin nicht vom Wortanfang, sondern vom Wortende her geordnet, d.h. 
von rechts nach links (lateinisch: a tergo). Demnach stehen Wörter 
mit gleichem Wortausgang nacheinander. Gustav Muthmanns "Rückläufiges 
deutsches Wörterbuch" [27] enthält z.B. etwa 175000 Wörter, von de­
nen Samba oder Yucca auf der ersten Seite, dagegen Aufputz oder 
Abwehrgeschütz auf der letzten Seite zu finden sind. Das ist auch 
eine alphabetische Ordnung, aber nicht die der Wörter, sondern die 
der Spiegelbilder der Wörter (vgl. Anhang 1). Woran ein Mensch mit 
Stift und Papier jahrelang arbeiten müßte, und dies wäre eine lang­
weilige, mechanische, also unmenschliche Arbeit, das verrichtet eine 
Maschine innerhalb von ein paar Stunden.
Wozu dienen aber diese Wörterbücher? Das kommt auch darauf an, was 
noch mit den Wörtern zusammen eingegeben wird. Das rückläufige Wör­
terbuch der ungarischen Sprache [29] enthält z.B. praktisch alle 
morphologischen Informationen über die einzelnen Wörter (siehe Anhang 
2). Ähnlich ist auch das Grammatische Wörterbuch der russischen 
Sprache konzipiert [53]. Beide Bücher sind offensichtlich für den 
kreativen Anwender gedacht, der nach Zusammenhängen zwischen Flexi­
onstypen und Wortausgängen sucht.
Lexikographen bedienten sich auch früher u.a. der Methode, daß sie 
große Mengen von Texten untersuchten, um Wörter für ihre Wörterbücher 
zusammenzubringen. Dies war ziemlich zeitaufwendig, bis man den Com­
puter auch dabei zu Hilfe rief. Heutzutage sind Riesenmengen von Tex­
ten auf Datenträgern gespeichert, z.T. in Datenbanken, z.T. in Text­
verarbeitungsdateien (z.B. in Druckereien). Diese Texte kann man je­
derzeit auch zur Herstellung von Wörterbüchern benutzen. Sollten sie
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nicht ausreichen, so kann man heute schon gedruckte Texte mit Hilfe 
eines Scanners (d.h. "Abtasters") und eines Programms zur Zeichener­
kennung direkt eingeben, d.h. ohne daß man sie wieder eintippt 
("Zeichen" nennt man zusammenfassend Buchstaben, Ziffern, Interpunk­
tionszeichen, mathematische Symbole und überhaupt alles, was im ge­
samten Zeichensatz des Computers enthalten ist).
Mit Computerunterstützung hat man den Wortschatz einiger Dichter in­
ventarisiert, indem man sämtliche Werke dieser Dichter in den
Computer eingegeben hat (z.B. Ady-Wörterbuch). Heute sind die Klas­
siker sowieso schon in den Datenspeichern der Druckereien.
Bei derartigen Bearbeitungen geht es darum, Lexeme zu fixieren, die 
in dem Korpus, d.h. in der gesamten untersuchten Textmenge minde­
stens einmal auftauchen. Man kann sich aber auch ein anderes Ziel 
setzen: es kann zusammengezählt werden, wie oft die einzelnen W örter 
auftauchen. Das Resultat ist eine Häufigkeitsliste, oder - bei aus­
reichender Quantität - ein Häufigkeitswörterbuch (vgl. Anhang 3). Das 
kann sowohl im Sprachunterricht als auch in der maschinellen Bearbei­
tung der natürlichen Sprache (natural language processing) recht
nützlich sein.
Da beide Wörterbuchtypen Lexeme enthalten sollen, die in den Texten 
durch ihre Wortformen repräsentiert werden, muß ein spezielles Pro­
gramm in den flektierten Formen den jeweiligen Stamm finden. Bei sol­
chen Sprachen, wo beispielsweise auch itatgathatnänak eine Wortform 
ist, deren Stamm ein Buchstabe ist, kann diese Aufgabe mitunter recht 
"amüsant" werden.
Für linguistische Forschungen, aber auch für den Sprachunterricht ist 
es von großer Bedeutung, was in der Umgebung der einzelnen W örter 
auftreten kann. Ein Computer, der die Wörter aus Texten extrahieren 
kann, vermag natürlich die jeweilige Umgebung dieser Wörter auch zu 
fixieren. Das Ergebnis nennt man Konkordanzliste (oder Konkordanzwör­
terbuch). Konkordanzprogramme funktionieren ziemlich mechanisch, in­
dem sie eine festgelegte Anzahl von benachbarten Wörtern oder Zeichen 
mit dem Wort zusammen herausnehmen (siehe Anhang 4). Indessen kommt 
es aber nicht selten vor, daß die strukturell nächsten Formen topolo­
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gisch entfernt sind (z.B. obligatorische Aktanten deutscher Verben). 
Diese Programme sind also mit einer menschlichen Intelligenz nicht zu 
vergleichen. Viel intelligentere Software braucht man hingegen, wenn 
der Inhalt eines Textes kurz resümiert werden soll. Und dies wird ge­
genwärtig auch weit und breit praktiziert.
Wie es in Prognosen von Computerexperten heißt, sollen künftige Rech­
nergenerationen in natürlichen Sprachen programmiert werden. Im 
Augenblick ist es noch eine Fiktion, aber nicht mehr weit von der 
Realität entfernt. Es gibt nämlich schon funktionierende natürlich- 
sprachliche Schnittstellen (natural language interfaces), d.h. Pro­
gramme, mittels derer die Computer in einer natürlichen Sprache kom­
mandiert werden können. Solche Schnittstellen werden meistens an Da­
tenbasisverwaltungsprogramme angeschlossen. Die Eingabe ist dabei 
schriftlich, denn eine mündliche Eingabe wäre hier ein Luxus.
Es gibt jedoch Gebiete, wo das "Hörverstehen" seitens des Computers 
schon wichtiger erscheint. Es gibt schon Roboter, die eine begrenzte 
Anzahl von Wörtern als Kommandos identifizieren und diese dann aus­
führen können (z. B. auf - rechts - links - stop usw.). Dazu braucht 
die künstliche Intelligenz nicht reicher zu sein als die eines Hun­
des.
Ein höheres Niveau der Intelligenz muß aber z.B. das japanische 
Übersetzungssystem besitzen, dessen Erprobung 1993 veröffentlicht 
wurde. Dieses System übersetzt nämlich aus dem Japanischen ins Engli­
sche und umgekehrt, und das alles mündlich, wie ein Dolmetscher. Es 
ist in ein Telephonsystem integriert, so daß sich ein Japaner mit 
einem Amerikaner nunmehr telefonisch verständigen kann, ohne die 
Sprache des anderen beherrschen zu müssen.
So ein System muß aber nicht nur mündliche Rede verstehen, sondern 
auch die Übersetzung verständlich aussprechen können. Dieser Aufgabe 
soll ein Redesynthetisator gerecht werden, der aufgrund einer Reihe 
von Graphem-Phonem-, bzw. Phonem-Phonzuordnungsregeln die schriftlich 
kodierten natürlichsprachlichen Daten sozusagen "laut vorlesen" kann. 
Die Synthese einer verständlichen (aber nicht unbedingt naturge­
treuen) Rede ist wesentlich leichter zu schaffen als das Hörverstehen
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seitens des Rechners. Schon ein einige hundert K großes Programm kann 
mit Hilfe des zur Grundausstattung gehörenden Tongenerators (also oh­
ne zusätzliche Hardware) eine größtenteils verständliche Rede produ­
zieren.
Linguistik wird sogar in die Textverarbeitung einbezogen: die Über­
prüfung der Rechtschreibung oder automatische Silbentrennung ist bei 
Sprachen mit reicher Morphologie (z.B. Ungarisch) ohne morphologi­
sche Analyse unvorstellbar.
Der sprechende Mensch drückt seine Gedanken, Beobachtungen, Gefühle 
usw. meistens mit einer Reihe zusammenhängender Sätze aus. Diese 
Tätigkeit ist ziemlich komplex, schwierig formalisierbar, trotzdem 
gab es bereits in den 70er Jahren funktionierende Textgenerierungs­
programme.
Die Implementationen von modellierten psychophysischen Phänomenen ist 
jeweils eine Erprobung des Modells, also ein Versuch, es zu bekräfti­
gen. Es gibt aber meistens auch andere, praktische Zwecke, d. h. man 
sucht gleich nach Anwendungsmöglichkeiten in der Praxis. Wie kann 
Textgenerierungssoftware angewandt werden? Vor allem als ein Bestand­
teil der natürlichsprachlichen Schnittstellen von Datenbanken oder 
Expertensystemen (z. B. TEXT von McKeown oder KAFKA, der Textgene- 
rator des Expertensystems XCALIBUR ). Diese Texte sind Antworten auf 
die Fragen des Benutzers, die Informationen werden einer Wissensbasis 
entnommen, und eine interne Grammatik sorgt für richtige Strukturen. 
Die Texte sind nicht lang, sie können auch aus einem einzigen Satz 
bestehen.
Das Generierungssystem ANA hat andere "Redeabsichten", es kann näm­
lich Berichte zu verschiedenen Themen abfassen, z.B. in den Be­
reichen Meteorologie, Wirtschaft, Handel, wobei es sich auf die aktu­
ellen Werte der beobachteten Variablen stützt (Temperaturen, Börsen­
index usw.).
Der synthetisierende Teil der Übersetzungssysteme generiert letzten 
Endes auch Texte, aber die Ausgabe wird hierbei nicht nur von einem 
Ausgangsinhalt, sondern auch von formalen Eigenschaften des Quelltex­
tes bestimmt (z. B. was möglichst mit einem Wort, mit einem Satz usw.
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übersetzt werden soll).
Ein Programm, das sogar die Inhalte selber "ausdenkt", hat in der 
Alltagspraxis wenig Nutzen. Es kann nur fiktive Geschichten ver­
fassen, aber Schriftsteller können es besser. Den theoretischen Wert 
solch eines Programmes darf man jedoch nicht unterschätzen, es muß 
nämlich eine Reihe von Prozessen simulieren, die im menschlichen Ge­
hirn ablaufen, wie z.B. Folgerungen, Problemlösungen usw. So ein 
Programm ist beispielsweise TELLTALE von Correira4.
Alle bislang erwähnten, nicht-linguistischen Anwendungen setzen lin­
guistische Grundlagen voraus, und zugleich tragen sie - direkt oder
indirekt - zu weiteren linguistischen Forschungen bei. Darüber hinaus 
gibt es auch solche Programme, die in erster Linie linguistische Un­
tersuchungen unterstützen sollen. A-tergo-Listen oder Lexemhäufig­
keitslisten werden auch vor allem von Linguisten benutzt, aber bei
diesen Programmen kann man auch andere Anwenderkreise nicht aus­
schließen (Sprachen lernen, Verse oder Rätsel schreiben usw.). Nur
Linguisten arbeiten dagegen mit Programmen, die Phonemstatistiken, 
Phonemhäufigkeit, Phonemkonkordanz liefern. (Letzteres ergibt die
möglichen Phonemkombinationen, ohne deren Kenntnis ein vollständiges 
phonologisches Regelsystem nicht aufgebaut werden kann.) Mit Hilfe
des Computers kann man auch nach anderen Arten von Regeln suchen. Oft 
ließe sich z.B. die linguistische Beschreibung vereinfachen, wenn 
man die Möglichkeit gewisser syntagmatischer Verbindungen ableiten 
könnte von formalen und/oder semantischen Merkmalen der beteiligten 
Elemente. Wenn es um große Mengen Wörter oder anderer Einheiten 
geht, kann die Suche nach Kookkurenzen recht langwierig werden. Deut­
sche Substantive z.B. lassen sich (fast) immer nur mit einer von 
drei parallelen Artikelformen verbinden. Inwieweit dies von ihrer 
Form und/oder Bedeutung ableitbar ist, kann ein Computer ermitteln, 
wenn man in ihn alle Substantive samt ihren Merkmalen eingibt. Auf
dieses Thema wollen wir später noch zurückkommen.
Die Messung der Lexemhäufigkeit ist nur mit Hilfe eines morphologi­
schen Programmes möglich, das aber ohne lange Stamm- und Affixlisten 
nicht funktionieren kann. Die Häufigkeit von Wortformen läßt sich
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viel einfacher messen: es müssen nämlich nur die völlig übereinstim­
menden Formen erkannt und zusammengezählt werden (vgl. Anhang 5). 
Derartige Listen kann auch ein kurzes Programm, wie z.B. Longman’s 
Mini-Concordancer, zusammenstellen (siehe Anhang 6).
Bei phonologischen Untersuchungen kann man dem Computer den sprachli­
chen Stoff gleich in phonologischer Transkription angeben, aber bei 
Aufgaben, die großer Datenmengen bedürfen, ist das so energie- und 
zeitaufwendig, daß es sich überhaupt nicht mehr lohnt (vgl. Anhang 7). 
Wenn man dagegen einen Algorithmus herstellt, der die orthographische 
Schrift automatisch in phonologische Schrift umsetzen kann, so kann 
der Computer einen großen Teil der mechanischen Arbeit übernehmen. So 
ein Algorithmus enthält einerseits die regelmäßigen Graphem-Phonem- 
Entsprechungen (z.B. daß ein p  vor einer Leerstelle immer einem /p /  
oder die Graphemkombination sch einem /  $ /  entspricht), andererseits 
aber eine Liste der Ausnahmen (Häus | chen, be | urteilen, be | enden, 
be inhalten , wach | st - aber: wachs |t). Mit Hilfe einer morphologi­
schen Analyse kann man die meisten Fälle richtig behandeln, aber die 
Analyse braucht auch eine Liste - die der Stämme sonst gibt es 
noch mehr Fehler als ohne Analyse (z. B. B e|in  oder was | chen, wenn 
man einfach Affixe abtrennt).
In phonologisch transkribierten Texten kann man die einzelnen Phoneme 
zusammenzählen, und derartige Phonemstatistiken liefern Informationen 
über die Phonemhäufigkeit. Auch onomatopoetische Untersuchungen ope­
rieren oft mit Phonemen und nicht mit Graphemen. Onomatopöie oder 
Lautsymbolik liegt im Grenzgebiet von Literaturwissenschaft und Lin­
guistik. Sie beschäftigt sich damit, welche Gefühle und unbewußte As­
soziationen die Lautgestalt der Wörter im Sprecher/Hörer wecken 
kann. Die Phoneme werden isoliert bewertet, möglichst aufgrund der 
Meinungen vieler Versuchspersonen. Sie werden z.B. befragt, ob ein 
/ i /  klein oder groß ist, bzw. wo es sich auf der Skala klein-groß 
befindet (weitere Merkmalpaare: männlich-weiblich, hart-weich, aggres- 
siv-mild usw.). Auf diese Weise erhält man konstante Werte, welche 
die Phoneme charakterisieren. Einige Positionen wirken verstärkend, 
so z.B. der Anlaut oder die betonte Silbe. Den Positionen werden
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spezielle Multiplikationszahlen zugeordnet. Wenn man dann die Merk­
malwerte der Phoneme eines Textes addiert, erhält man eine laut­
symbolische Charakterisierung des ganzen Textes. Bei literarischen, 
ästhetischen Untersuchungen kann z.B. auf diese Weise erforscht wer­
den, inwieweit Klang und Inhalt eines Werkes übereinstimmen.
Phoneme werden natürlich meistens von linguistischen Aspekten aus er­
mittelt. So sind beispielsweise phonotaktische Regelmäßigkeiten der 
einzelnen Sprachen Phänomene, die vor allem für die Linguistik 
interessant sind. Mit Hilfe des Computers kann man sämtliche Phonem­
kombinationen auflisten, die in den verschiedenen Positionstypen Vor­
kommen (Anlaut, Inlaut, Auslaut, Silbengrenze, Morphemgrenze usw.). 
/ r t /  kann z.B. im deutschen Auslaut (Ort), im Inlaut (Torte), aber 
nie im Anlaut stehen (vgl. aber in slawischen Sprachen: rt$c (polr.), 
rtut’ (russ)).
Wenn die Phoneme durch Merkmalbündel repräsentiert werden, kann der 
Computer sogar Verallgemeinerungen vornehmen (z. B. [Son] + [Obstr.] im 
Anlaut ist ausgeschlossen, aber [Obstr] + [Son] nicht, siehe klein,
braun, schmeißt, Schnitt).
Der Weg von den Phonemen zu den Phonen, d.h. Sprechlauten ist kürzer
und einfacher als der Weg von den Graphemen zu den Phonemen. In der
phonologischen Schrift sind nämlich schon die Morphemgrenzen mit ein­
bezogen, was ohne eine vorangehende morphologische Analyse unvor­
stellbar wäre. Um von der Ebene der Phonologie auf die Ebene der Pho­
netik zu gelangen, braucht man nur noch die Koartikulationsregeln 
sowie das An- und Auslautgesetz. Laut einer Regel entspricht z.B. dem 
Phonem /g /  ein Phon [k] in der Wortform sagt. Die so erhaltene pho­
netische Transkription (samt intonatorischen Merkmalen) ist dann gut 
geeignet, als Grundlage einer synthetisierten Rede zu dienen.
Auf höheren Ebenen der Sprache (Morphologie, Syntax usw.) bedient
sich die Computerlinguistik (und eigtl. die Linguistik überhaupt) nur 
recht selten phonologischer Repräsentationen: man operiert eher mit 
orthographischen Repräsentationen (in den meisten deutschen Grammati­
ken kann man z.B. ähnliches lesen: "die Endung der 2 P. Sg. ist stau 
st nur t nach s, ß, z  und x"\ dabei handelt es sich einfach jeweils
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um ein [s] im Stammauslaut, das mit dem [s] der Endung verschmilzt).
In der Morphologie sind die morphotaktischen Möglichkeiten schon be­
schrieben, da kann man von Untersuchungen langer Texte wenig neue In­
formationen erwarten. Was noch verfeinert werden kann, das sind die 
Erklärungen für Verbindungsmöglichkeiten. Je mehr Erklärungen ge­
funden werden, desto einfacher, ökonomischer kann man die sprach­
lichen Formen beschreiben.
Der Computer kann bei der Suche nach erklärenden Merkmalen helfen. 
Morphologische Regeln kann man grundsätzlich von drei Regeltypen ab­
leiten. Zwei davon sind kontextabhängig (umgebungsabhängig), eine 
nicht.
Man würde nur sehr wenig Regeln brauchen, wenn eine Zeichenform immer 
mit demselben Inhalt verbunden wäre (also wenn es keine Polysemie und 
Homonymie gäbe) und ein Inhalt immer nur durch ein und dieselbe Form 
wiedergegeben werden könnte (also wenn es keine Synonymie gäbe). Dann 
würden Wortstellungsregeln genügen und die Regeln, die besagen, was 
den Inhalten der Bestandteile der Zeichenkombinationen eventuell noch 
zukommt.
Z.B. Giftgas - Gas, das giftig ist /  Gift, das Gas
Aber sprachliche Zeichen sind polysem/homonym und synonym, also brau­
chen wir noch viele Regeln, um entscheiden zu können, welche von den 
synonymen Formen in den einzelnen Umgebungen (eigtl. Kontexten) zu 
wählen sind. Z.B. -s, -n, -ns im Genitiv Sg.: 
des Käses, Jungen, Namens
(Hier sind natürlich nicht die Stämme, sondern die Endungen synonym; 
sie haben ein und dieselbe grammatische Bedeutung.)
1. Regeltyp: Die kontextabhängige Auswahl der Elemente in den einzel­
nen Positionen ist durch eine Verkettung von elementaren Regeln zu 
beschreiben. Die elementare Regel operiert jeweils mit 4 Komponenten, 




- Gas, das in einer Flasche ist




Bereiche der maschinellen Verarbeitung von natürlichen Sprachen
Form 1 Form 2
Inhalt 1 Inhalt 2
"Grammatik des Sprechers" 
"Grammatik des Hörers"









2. P. PI. " ihr fahrt
2. P. PI. Imp. ? fahrt!
Part. Perf. studiert
Hörer
Derartige minimale Kontexte reichen nicht immer aus, die einzige 
richtige Variante zu finden; manchmal vermindern sie bloß die Zahl 
der Möglichkeiten. In diesen Fällen muß man den Kontext erweitern 
(z.B. Fahr + t - Fahrt ihr mit?; Die Fahrt dauert eine Stunde).
Es ist auch (1) eine Regel, aber nicht ökonomisch genug; Wenn wir alle 
möglichen Umgebungen der Endungen -st, -est und -t untersuchen, kön­
nen wir Verallgemeinerungen vornehmen.
(1) "Wenn der Stamm arbeit ist, dann kommt die Endung est dazu".
Dann können wir statt einer langen Liste mit solchen Verben wie 
arbeiten, melden, warten, senden, atmen, rechnen usw. nur ihre 
gemeinsamen Merkmale nennen; dentaler Verschlußlaut am Ende oder
+ Konsonant 
-Liquid
Solche Merkmale sind direkt beobachtbar, man kann sie ohne zusätzli­
che Informationen über die kontextbildenden Elemente ermitteln.
+ Nasal (nur bei unverändertem Stamm­
vokal, vgl. lädst, trittst)
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2. Regeltyp: Diese Regel stützt sich auf eine andere Art von Merkma­
len. Solche Merkmale sind nicht direkt im Kontext beobachtbar, aber 
als grammatische Informationen sind sie im Lexikon der Sprecher mit 
den Elementen eng verbunden. So z. B. die Valenz bzw. die Rektion: 
haben Nom, Acc; gehören Dat, Nom,
oder der Konjugationstyp (d.h. z.B. ob ein Verb den Umlaut bekommt: 
klagen, klagst; schlafen, schläfst).
Diese Merkmale sind paradigmatische Merkmale des kontextbildenden 
Elementes, die besagen, welche Ausfüllungsvariante des Paradigmas 
zum betreffenden Element paßt. Jedes Paradigma besteht nämlich aus 
Leerstellen, die ausgefüllt werden sollen.
3. Regeltyp: Dieser Regeltyp ist nicht kontextabhängig. Einige syno­
nyme Gruppen können ökonomischer beschrieben (gespeichert) werden, 
indem man gewisse Glieder der Gruppe von anderen Gliedern derselben 
Gruppe ableitet. In der deutschen Grammatik spielt dieser Regeltyp 
eine weniger bedeutende Rolle als im Ungarischen oder im Russischen. 
Eine der wenigen Regeln dieser Art lautet folgenderweise:
"Wenn ein Adjektiv- oder Verbalstamm auf -el auslautet, hat er auch 
eine Variante ohne e." Z.B. sammel/n, samml/e
dunkel, dunkl/e
Es erinnert der erste Regeltyp am ehesten an eine Art Erklärung, weil 
dabei sprachliche Größen aufgrund bestimmter, von ihnen unabhängig 
existierender Eigenschaften ausgewählt werden. Diese Eigenschaften 
sind phonologische, morphologische, semantische Merkmale eines 
sprachlichen Elementes, die als solche auch sonst vorhanden sind, un­
abhängig von der Existenz anderer Elemente.
Beim zweiten Typ hängt die Wahl von solchen Eigenschaften ab, die von
den auszuwählenden Größen bestimmt werden: Eigenschaften wie Valenz
oder Flexionstyp existieren nur, um das Element mit anderen richtig
zu verbinden. In konkreten Fällen können die Grundtypen der Regeln
allerdings auch gemischt auftreten.
Wie man derartige Regeln mit Computerunterstützung suchen kann, 
möchte ich an einem konkreten Beispiel illustrieren. Vor einigen 
Jahren habe ich versucht, mit Hilfe eines Großrechners Zusammen­
hänge in der Bildung von russischen denominalen Adjektiven zu
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Finden. Das Thema hatte mich seit langem beschäftigt. Es kam mir näm­
lich merkwürdig vor, daß solche Adjektive tagtäglich entstehen, aber 
sie werden von den Substantiven mit verschiedenen Suffixen abgeleitet, 
wobei die Auswahl des einen oder des anderen Suffixes scheinbar ad hoc 
vor sich geht. Im Deutschen (aber meistens auch im Ungarischen) werden 
in diesen Fällen zusammengesetzte Wörter gebildet (z.B. Bücherregal). 
Eine globale Regel der Adjektivbildung, die die Entscheidungen der 
Wortschöpfer erklären könnte, gab es jedenfalls nicht.
Meinen Untersuchungskorpus entnahm ich dem Akademischen Wörterbuch in 4 
Bänden. Dort habe ich mehr als 6,5 tausend denomínale Adjektive gefun­
den. Interessanter waren für mich jedoch nicht die Adjektive, sondern 
ihre motivierenden substantivischen Stämme. Ich habe all diese Substan­
tive in den Computer eingegeben. Die Wörter habe ich in 10 semantische 
Klassen eingeordnet (z.B. Mensch, Institution usw.). Außer dem seman­
tischen Merkmal habe ich auch den stilistischen Wert des Wortes co­
diert. Die formalen Merkmale hat ein spezielles Unterprogramm aufgrund 
der eingegebenen Wortform expliziert und jeweils in einem Rekord mit
dem Substantiv zusammen gespeichert. Diese Merkmale waren: der letzte 
Buchstabe des Substantivs (im Russischen steht dieser Buchstabe im en­
gen Zusammenhang mit dem Deklinationstyp des betreffenden Wortes); Zahl 
der Silben, Position der betonten Silbe (dies mußte extra angegeben 
werden) und die phonologischen Merkmale der letzten drei Phoneme des 
Stammes. Letzteres setzte eine Graphem- Phonem-Konversion voraus. Für 
die russische Sprache läßt sich solch ein Algorithmus leichter erstel­
len als für die deutsche, aber sehr leicht war es auch nicht (besonders 
die Opposition "weich-hart" wird durch die Orthographie sehr kompli­
ziert ausgedrückt).
Bei jedem Substantiv mußte unbedingt noch eine Angabe stehen: das Suf­
fix, mit dem von ihm ein Adjektiv gebildet wird.
Der Computer hatte nun die Aufgabe, diejenigen Merkmale auszuwählen, 
die immer oder fast immer mit demselben Suffix zusammen Vorkommen. Da­
bei mußte der Computer auch die Hierarchie der Merkmale berücksichti­
gen; die Merkmale bestimmten nämlich Wortmengen, d.h. Gruppen der 
Wörter, in denen sie enthalten waren. Wenn eine Wortmenge eine kleine­
re Wortmenge enthält, d.h. völlig einschließt, dann muß das bestim­
mende Merkmal der kleineren Menge ignoriert werden. Z.B. eine gewisse 
Phonemverbindung am Enden des Stammes kommt in 20 Wörtern vor, und sie 
bekommen alle das Suffix -ow-; aber die 20 Wörter sind alle einsilbig, 
ebenso wie noch weitere 200, und die einsilbigen stehen auch immer mit 
-o«'-. Folglich fällt die Phonemverbindung als Merkmal weg, und es 
bleibt nur die Einsilbigkeit.
Es waren freilich wenig solche Merkmale zu finden, die immer und aus­
schließlich mit demselben Suffix vorkamen. Zuerst wurden diejenigen 
ausgewählt, welche die besten Prozentverhältnisse aufwiesen, d.h. 
bei denen verhältnismäßig wenig Ausnahmen entstanden. Dann wurde je­
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weils nur noch der Rest untersucht. Mit diesem Verfahren wurde eine 
algorithmische Regel aufgestellt, die mehr als 90% der 6,5 tausend Ad­
jektive erzeugt, d. h. vom jeweiligen Substantiv ableitet.
Aufgrund dieses Algorithmus kann man mit einem hohen Sicherheitsgrad 
auch neue Bildungen Vorhersagen, so daß die Regel z.B. auch bei der 







Im Fremdsprachenunterricht sind ziemlich viele Medien eingesetzt wor­
den, für die das Interesse nach einer kurzen Euphorie-Phase oft stark 
abgenommen hat. Dies passierte u. a. dem Sprachlabor oder dem "Pro­
grammierten Unterricht" der 60-er Jahre. Der Computer jedoch, der be­
reits beim Programmierten Unterricht eine wichtige Rolle spielte, ist 
nach einer Pause in den Unterrichtsprozeß zurückgekehrt, und dies ist 
schon ein Beweis dafür, daß er nicht einfach als eines der Unter­
richtsmedien anzusehen ist. Der Computer, der vor kurzem im Unter­
richt wieder erschienen ist, ist freilich kein Computer mehr aus den 
60-er Jahren: ein PC ist viel leichter zu bedienen, und wegen des 
Preissturzes gibt es gegenwärtig in den einzelnen Schulen sogar in 
Ungarn meistens mehr Rechner als damals im ganzen Land.
Daß Computer im Sprachunterricht trotzdem recht selten benutzt wer­
den, liegt einerseits an einer Schwellenangst der Lehrer, anderer­
seits an mangelnder Software. Es fehlen außerdem die entsprechenden 
Lehrpläne, die u. a. die Unterrichtsformen bestimmen, die ein effek­
tives Kombinieren von computerisierten und sonstigen Lehrstoffen er­
möglichen.
Der Struktur und Funktion nach kann man die CALL (Computer Assisted 
Language Learning) Programme in Typen einteilen. Die meisten der bis­
lang hergestellten CALL-Programme lassen sich am besten in der Ein­
zelarbeit einsetzen. Es ist also kein Wunder, daß die Lehrer ratlos 
sind, wenn sie in der Stunde Programme aus dem jetzigen Angebot ver­
wenden wollen.
Es gibt aber auch solche Programme, die nur einen Rechner im Klassen­
zimmer benötigen, und dabei der ganzen Klasse gleichzeitig eine Mög­
lichkeit zur Aktivität bieten. Die in der Unterrichtsstunde einsetz- 
baren Programme gehören grundsätzlich zu zwei Typen: der eine unter­
stützt den Lehrer, der andere ersetzt ihn in gewissen Phasen des Un­
terrichts.
Zum ersten Typ gehören u. a. die sog. Demonstrationsprogramme, die 
Prozesse, Gesetzmäßigkeiten, Regeln und andere Phänomene veranschau­
lichen sollen. Sie werden vor allem in den naturwissenschaftlichen
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Fächern verwendet (z.B. ballistische Kurven, Simulationen von Ket­
tenreaktionen in der Atomphysik oder in ökologischen Mikrosystemen).
Im Sprachunterricht läßt sich nicht vieles mit Computern veranschau­
lichen; zu speziellen Unterrichtszwecken kann man eventuell bei Fort­
geschrittenen Häufigkeitslisten erstellen.
Dem Lehrer können in der Stunde auch solche Programme behilflich 
sein, die zur Klassenarbeit Themen und andere Stimuli liefern. In der 
Sprachstunde können es z.B. zufällig generierte Konversationsvarian­
ten sein. Dabei kommunizieren die Lerner nicht mit dem Computer, son­
dern miteinander und mit dem Lehrer, dessen Anwesenheit hier unerläß­
lich ist. Das Programm kann als eine Art Abenteuerspiel konzipiert 
werden, wo die kollektiven Entscheidungen als solche jeweils disku­
tiert werden müssen (B. Jones: GRANVILLE). Aber es kann auch ein 
Tectgenerierungsprogramm sein, wie unsere KURZKRIMIS (dieses Programm 
wollen wir später, beim Thema "Textgenerierung" unter die Lupe neh­
men).
Dem Lehrer können indirekt auch für Einzelarbeit konzipierte Program­
me helfen, indem sie einen Teil der Klasse beschäftigen, so daß der
Lehrer mit dem Rest der Klasse intensiver arbeiten kann. Wenn jedoch 
alle Schüler mit dem Computer arbeiten und das Programm die falschen 
und die richtigen Lösungen kommentiert bzw. Regeln und andere Arten 
der Hilfe bietet, ist die Anwesenheit des Lehrers überflüssig.
Während man gegen den Einsatz des Computers in der Unterrichtsstunde 
damit argumentieren kann, daß es genügend Lehrer gibt und der Compu­
ter ihre Arbeit nicht ergänzt sondern ersetzt und somit die Arbeits­
losigkeit fördert, kann man ähnliche Argumente gegen Lernprogramme 
für die Einzelarbeit außerhalb der Stunde nicht anführen. Es gibt
nämlich schon jetzt mehr Computer in den Privathaushalten als Haus­
lehrer.
Diese Programme dienen meistens zur Übung und zum Selbsttest. Die 
neueren Programme können antizipierte Fehler des Lernenden kommentie­
ren, analysieren, Hilfe leisten. Der Schwierigkeitsgrad der jeweili­
gen Aufgabe hängt oft von den früher begangenen Fehlern ab. Ein gro­
ßer Vorteil des Computers ist dabei, daß der Lernprozeß weitgehend
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vom Lerner bestimmt werden kann, was im schulischen Unterricht nicht 
der Fall ist. Der Lernende kann den Stoff in einem ihm passenden Tem­
po bearbeiten, er kann zwischen Schwierigkeitsstufen frei wählen, das 
Lernen jederzeit unterbrechen und dann fortsetzen, und dabei braucht 
er sich wegen der Fehler nicht vor den Mitschülern und dem Lehrer zu 
schämen; den Computerlehrer kann er sogar ohne Hemmungen beschimpfen. 
Mit dem Computer kann auch das langweilige Büffeln interessanter wer­
den, schon wegen der prompten Bewertung. Wenn man dazu noch ein paar 
spielerische Tricks verwendet, kann sogar ein Der-die-das-Einpauken 
zu einem spannenden Spiel werden. Vor einigen Jahren haben wir für 
Heimcomputer wie Sinclair und Commodore ein Programm mit dem Namen 
Lexi-trap (Autoren: P. Uzonyi und L. Agöcs) geschrieben. Eine gelun­
gene Graphik und Toneffekte sorgten dafür, daß das Tontaubenschießen 
auf Wörter nicht nur Kinder, sondern auch Erwachsene stundenlang an 
den Computer fesseln konnte.
Ein Lernprogramm wird freilich noch zu keinem spannenden Spiel, wenn 
wir es einfach mit Zeichnungen und Musik ausrüsten. Ein Spiel muß
z.B. Regeln haben, die ein Wetteifern mit sich selbst, mit einem 
Rekord oder/und mit anderen Spielern ermöglichen. In einem Lernpro­
gramm sollte dabei die Leistung nicht davon abhängen, wie geschickt 
und schnell der Lerner mit den Tasten oder dem Steuerknüppel
(Joystick) umgehen kann. Andererseits aber kann ein Programm auch
dann zur Aneignung von lexikalischen und grammatischen Daten dienen, 
wenn das Spielergebnis nicht nur von den Sprachkenntnissen abhängt. 
Dies trifft auch für unsere SPOKER-Serie zu. In diesem Pokerspiel 
gewinnt nämlich nicht unbedingt derjenige, der mehr Vokabeln kennt, 
sondern der die Jetons geschickter setzt und schlauer blufft. Der
Lerner ist jedenfalls interessiert daran, daß er sich die neuen 
Wörter merkt, denn so hat er mehr Chancen.
Die früheren Übungsprogramme waren primitiv in dem Sinne, daß sie die 
Lösungen mit "Richtig" oder "Falsch" bewerteten, kein Hilfe-File ent­
hielten und keine Optionen boten. So ein Programm war DEUTADJ, das 
wir vor etwa 10 Jahren geschrieben haben, noch vor dem Anfang der 
Schulcomputer-Aktion im ungarischen Schulsystem. Mag das Programm
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noch so primitiv sein, ich habe es vor kurzem doch für PC-s adap­
tiert, da es unser erstes Programm war, das aus Wörtern bzw. Morphe­
men selbständig Syntagmen herstellte (z. B. mit + dessen + neu + em +
Tisch).
Satzgenerierung in CALL-Programmen5
Wieviel Typen von Sprachlernprogrammen auch immer entwickelt werden, 
ihnen ist gemein, daß sie mit konkreten sprachlichen Daten operieren.
Übungsprogramme sollten dem Lernenden Sätze oder Texte in einer gro­
ßen Anzahl liefern. Verfasser von solchen Programmen müssen also nach 
Methoden suchen, die ermöglichen, Sätze und Texte aus weniger Elemen­
ten herzustellen als die Gesamtzahl der Elemente in den Texten.
Es gibt ein einfaches Verfahren, das meines Wissens zuerst in unseren 
Lernprogrammen konsequent verwendet wurde. Nehmen wir die folgenden 
drei Sätze:
(1) Hans ging heute vormittag einkaufen.
(2) Sie soll Dienstag um eins zum Chef.
(3) Vati wollte auch ins Zentrum.
Aus diesen 17 Wörtern lassen sich leicht weitere 240 Sätze zusammen­
stellen, indem man die Wörter, die in derselben Position sind,
miteinander austauscht, d.h. die möglichen Kombinationen herstellt.
Diese Sätze lassen sich in 5 Positionen teilen, die aber nicht
alle unbedingt ausgefüllt sind (hier ist es die 4.).
1. 2. 3. 4. 5
Hans ging heute vormittag einkaufen.
Sie soll Dienstag um eins zum Chef.
Vati wollte auch - ins Zentrum.




Man gewinnt weitere Kombinationen, wenn man auch die Wortfolge än­
dert. Z. B. die 16 (24) Sätze, die durch die folgenden 2 Sätze reprä­
sentiert werden können, ergeben noch weitere 32 Sätze mit anderer 
Wortstellung.
(5) 1 2 3 4
Er fährt am 12. Juli nach Dresden.
Die Gruppe kommt erst morgen dorthin.
Es sind noch die Wortfolgen "3.2.I.4." und "4.2.I.3." möglich. In 
diesen Beispielen kann ein beliebiges Wort von jeder Position gewählt 
werden, aber die Repräsentationen können auch Verzweigungen enthal­
ten. Auf diese Weise kann eine Art primitive Subkategorisation 
vorgenommen werden.
(6) Gestern angelte Klaus
Diesmal telefonierte H err Klein





Was für Übungen kann man mit Hilfe dieser Sätze zusammenstellen? Vor 
allem braucht man sie als Kontext zu grammatischen oder lexikalischen 
Übungen. Z. B. Endungen, Artikel oder andere Wörter können weggelas­
sen werden, die der Lerner in die Lücken hineinschreiben soll.
Die Fehleranalyse kann durch das kombinierende Verfahren auch zuver­
lässig gemacht werden. Das Programm SATZBAU2 (P. Uzonyi - Z. Papp) 
kann mehr als hunderttausend richtige und mehrere Billionen falsche 
Sätze generieren, es werden den einzelnen Positionen nämlich auch die 
antizipierten falschen Formen zugeordnet - wie Kleid im folgenden 
Beispiel:
Der Mann ist alt.




SATZBAU2 weist auf den Charakter des begangenen Fehlers hin, indem es 
den Lerner im Telegrammstil an die verfehlte Regel erinnert (z. B. 
"Modalverben ohne "zu" verwenden!"). Das Programm kann 40 Fehlertypen 
identifizieren, und es kann je eine von diesen Erklärungen zu jedem 
einzelnen Fehler der vielen Billionen Sätze hinzufügen.
Es gibt Antworten, die gleichzeitig mehreren Fehlertypen angehören.
Z. B. "Ich weiß nicht, wohin er gegangen haben": Falsches Hilfsverb 
und Nichtbeachtung der Kongruenz. Außerdem kann Vorkommen, daß der 
Schüler in der Tat eine andere Regel verfehlt, nicht die, welche das 
Programm als Erklärung angibt (z.B. "du eßt" - es wird möglicherwei­
se ein Kongruenzfehler angezeigt, wobei der Schüler einfach nicht 
weiß, daß es ein Verb mit e-i-Wechsel ist).
SATZBAU2 identifiziert den Fehler jeweils nur in einer Hinsicht, was 
dazu führen kann, daß die nächste Antwort des Lerners von einem ande­
ren Aspekt aus noch immer falsch wird. So kommt er schrittweise zur 
richtigen Lösung (z. B. erste Antwort: ..., daß er gegangen haben: 
Anderes HilfsverbV, zweite Antwort: ...daß er gegangen sind: Nichtbe­
achtung der Kongruenz!). Es gibt auch Programme, die alle zutreffen­
den Fehlermeldungen gleichzeitig aufzählen.
Wenn Programmautoren keine fertigen Sätze speichern wollen, können 
sie nicht nur das Generieren verwenden. Säzte oder Texte können auch 
vom Benutzer (d.h. vom Lernenden oder seinem Lehrer) eingegeben wer­
den. Solche Software nennt man Autorenprogramme. Bei der Konzipierung 
des Autorenprogrammes muß man berücksichtigen, daß es benutzerfreund­
lich sein muß, denn Benutzer verbringen ihre Zeit oft nicht gern mit 
Dateiauffüllung, besonders dann, wenn die Prozedur ihnen zu kompli­
ziert scheint.
Mit Autorenprogrammen werden wir uns noch in einem anderen Kapitel 
beschäftigen.
Textgenerieren für CALL
Generierte Texte kann man auch im Unterricht verwenden. Der Lerner 
kann z.B. die Aufgabe bekommen, daß er in einem Text die Verflech-
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tungsmittel finden und diese näher bestimmen soll. Dabei ist es 
einerlei, worum es sich im Text handelt, Hauptsache, daß er ein zu­
sammenhängender, also kohärenter Text ist und das Programm die be­
treffenden Verflechtungsmittel auch identifizieren kann. Ein Gene­
rierungssystem mit Wissensbasis, Lexikon, Komponente der logischen 
Operationen, Grammatik usw., wie sie die o. a. Systeme haben, für 
diesen Zweck einzusetzen wäre wohl eine ziemlich luxuriöse Lösung. Es 
ist wesentlich einfacher beispielsweise, wenn man eine Anzahl Sätze 
zusammenbringt, die in demselben Themenkreis gebraucht werden können, 
aber ohne Fügewörter keine inhaltlichen Beziehungen zueindander auf­
weisen. So läßt sich ihre Reihenfolge beliebig verändern, außerdem 
kann man beliebige Konjunktionen oder Konjunktionaladverbien ein- 
setzen und dadurch kopulative, adversative, konsekutive und andere
Verhältnisse zwischen den Sätzen markieren. In diesem generativen 
Programm können also Sätze wie (1) und (2) nicht gebraucht werden, 
weil sie auch ohne Konjunktion ein kausales Verhältnis implizieren.
(1) Die Lehrerin tadelte den Schüler.
(2) Der Schüler hatte die Hausaufgaben nicht gemacht.
Die Sätze (3) und (4) lassen dagegen verschiedene Fügewörter zu.
(3) Herr Müller wurde zum Werkmeister befördert.
(4) Die Produktivität der Werkstatt sank um 10 %.
Wenn wir z.B. das Konjunktionaladverb "trotzdem" vor (4) einsetzen, 
wird dem Inhalt eine Präsupposition beigefügt, nach der man von Herrn 
Müller erwartet, daß er die Produktivität nicht sinken läßt. Wenn wir 
dagegen "nämlich" einsetzen, muß der Leser daran denken, daß Herr 
Müller nach der Beförderung die Produktivität steigern soll. Mit
"deshalb", "außerdem" usw. wird den zwei Sätzen, die eigtl. auch als
ein kurzer Text angesehen werden können, jeweils ein anderer Sinn 
verliehen. Wenn man die Sätze vertauscht, können weitere Bedeutungen 
ausgedrückt werden. Bereits 5 derartige Sätze, die ihrerseits auch
aus kleineren Segmenten generiert werden können, ergeben eine so 
große Anzahl von Texten, daß es eine kombinatorische Explosion ge­
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nannt werden kann (unser Programm ANALIZIS generiert ungarische Sätze 
auf diese Weise; Autoren: P. Uzonyi, L. Agöcs).
Im Programm KURZKRIMIS (P. Uzonyi, F. Megyery, Z. Papp)6 ist es nicht 
mehr ganz egal, wovon die Texte handeln. Die Maschine erzeugt eine 
Anzahl von Kriminalgeschichten mit Hilfe des Zufallszahlgenerators. 
Mit diesen Kurzgeschichten kann ein Lehrer vieles machen: ihren In­
halt erzählen lassen, Fragen stellen oder stellen lassen, die Ge­
schichte fortsetzen lassen usw. Das Programm selbst ermöglicht zwei­
erlei Anwendungen ohne Lehrer: der Lernende kann den Text Wort für 
Wort rekonstruieren (jeder Buchstabe wird zuerst durch ein Sternchen 
ersetzt), oder - was auf der grundlegenden Idee des Programms 
basiert - die Geschichte lesen und die zwei Verhörten finden, deren 
Aussagen einander widersprechen. Damit kann man das verstehende Lesen 
üben, während die Rekonstruktion den Wortschatz und die grammatische 
Kompetenz festigt.
Ein bedeutender Teil der sprachlichen Daten von KURZKRIMIS befindet 
sich als sequentielle Files auf der Festplatte. Jedes File beinhaltet 
je einen Aussagentyp, aus dem dann mehrere konkrete Aussagen zu gene­
rieren sind. Als erster Schritt kombiniert das Programm aus den ins­
gesamt 60 Typen 5 so,daß es dabei auch gewisse Schlüsselinforma­
tionen berücksichtigt und dafür sorgt, daß von den 5 Aussagen zwei 
sich unbedingt widersprechen. Bevor das Programm die Files zu kombi­
nieren beginnt, generiert es aus den Daten im operativen Speicher 
eine Grundsituation, d.h. wer, wann, wo, womit ermordet wurde. Davon 
hängt ab, welche Files nicht auszuwählen sind (wenn z.B. das Opfer 
eine Frau ist, kann das File nicht gewählt werden, in dem die Braut 
des Ermordeten erzählt, wie sie sich mit ihm gestritten hat). Davon 
hängt auch ab, welche Werte die Variablen in den Aussagen annehmen 
können. Wegen der Textkohärenz ist es unerläßlich, daß alle über 
dieselbe Person sprechen, oder daß die von verschiedenen Zeugen 
erwähnten Zeitpunkte koordiniert sind, usw.
Die Aussagentypen sind Mengen von kurzen Texten, deren Repräsentation 
den oben dargestellten Satzmengen-Repräsentationen ähnlich ist. Sie 
enthält keine Abzweigungen, nur Variablen, die von der Grundsituation
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abhängige Werte annehmen (z.B. "ihn" oder "sie", abhängig davon, ob 
ein Mann oder eine Frau ermordet wurde). Man kann bereits zwischen 
Satzlänge und der Anzahl möglicher Elemente in den einzelnen Posi­
tionen eine Relation entdecken, die dem umgekehrten Verhältnis ähn­
lich ist. Bei Texten ist es noch auffallender. Obwohl wir Synonymität 
nicht sichern, sondern eher meiden wollten, war es ziemlich schwer, 
Elemente mit verschiedenen Inhalten in den einzelnen Positionen auf­
zuzählen; die Vielzahl der Kombinationen ergibt sich hier vor allem 
aus der Variation synonymer Ausdrücke (lief/rannte, Hund/Köter, eine 
Bitte abschlagen/nicht erfüllen usw.). Jedoch, wo es möglich war, 
brachten wir verschiedene, manchmal sogar gegensätzliche Inhalte zu­
sammen (z.B. ich war müde/trotzdem gar nicht müde).
Das Multimedia-Programm TALK (P. Uzonyi - P. Palotai) generiert auch 
Texte zu Unterrichtszwecken. Im Unterschied zu früheren Generierungs­
programmen stellt es Hörtexte her, deren Lautgestalt nicht vom Compu­
ter synthetisiert wird, sondern aus von muttersprachlichen Sprechern 
aufgenommenen Textsegmenten zusammengefügt wird. Da die Segment­
grenzen mit Satzgrenzen zusammenfallen, klingt der vom Computer zu­
sammengestellte Text auch intonatorisch richtig. Der Zweck der G ene­
rierung ist die Überwindung der begrenzten Speicherkapazität der 
Festplatte, auf der die digitalisierten Tondateien gespeichert werden. 
Mit diesem Trick kann man anhand einer Aufnahme, die kaum länger als 
eine halbe Stunde dauert, eine Million Hörtexte zusammenstellen, die 
im Durchschnitt mindenstens 3 Minuten lang sind, d. h. wenn wir alle 
Kombinationen der Reihe nach abspielen wollen, würde das etwa 50000 
Stunden (mehr als 5 Jahre!) dauern.
Diese immense Quantität kann jedoch verhältnismäßig leicht produziert 
werden. Man braucht nur 6 mal 10 solche Textteile abzufassen, die in 
einem Matrix mit 6 Spalten so verteilt werden können, daß jedes Ele­
ment der ersten Spalte mit jedem der zweiten Spalte fortgesetzt 
werden kann, was auch für die anderen Spaltenpaare gilt. Die unten­
stehenden Textteile A l, A2 und A3 sind Elemente aus der ersten Spal­
te, in der noch weitere 7 Elemente sind; Bl, B2 und B3 sind aus der
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zweiten, CI, C2 und C3 aus der dritten Spalte (es gibt noch drei 
Spalten: D, E und F).
A l
An einem Spätnachmittag im Herbst kam Herr Müller früher als gewöhn­
lich nach Hause. Deshalb beschloß er, sich noch vor dem Abendessen 
etwas in der Stadt umzusehen.
A2
Der Uhrmachermeister, Herr Schneider, verschloß sorgfältig die ver­
zogene kleine Tür seines Geschäftes in der Birnbaumstraße und ging 
dann mit schnellen Schritten in Richtung Marktplatz.
A3
Der dänische Physiker, mit dessen Beschattung man mich beauftragt 
hatte, blieb am Donnerstag zu Hause und verließ erst gegen vier Uhr 
die Pension.
Bl
Über der Stadt hing schon seit Tagen bewegungslos eine graue Wolken­
decke. Deshalb dämmerte es auch an diesem Tag früher, und zwar noch 
bevor der Spitzenverkehr am Nachmittag einsetzte.
B2
In den Straßen der alten Kleinstadt Althausen erschienen schon die 
Menschen, die nach getaner Arbeit nach Hause eilten.
B3
Es war ein typischer Herbsttag voll von trauriger Stimmung, wenn aus 
den niedrig hängenden Wolken jeden Augenblick die Regentropfen fallen 
können.
C I.
Der besagte Mann, der inzwischen das schöne Pflaster der Fußgänger­
zone beschritt, hielt plötzlich inne und schaute in die Höhe. Aller­
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dings konnte man nicht wissen, ob er die gegenüberliegende Fassade 
oder den Himmel auskundschaftete.
C2.
Unser Freund hat inzwischen die Bachgasse erreicht. Es war ersicht­
lich, daß er in Gedanken versunken war und sich nicht um die prot­
zigen Schaufenster kümmerte. Nur vor dem Antiquariat blieb er stehen, 
aber auch hier betrachtete er nicht die Bücher, sondern - es sah we­
nigstens so aus - die gegenüberliegenden Gebäude.
C3
Die Bäume auf dem langgestreckten Wilhelmsplatz hüteten noch ihre 
letzten Blätter. Die nackten Baumkronen verbargen nichts mehr vor den 
oben kreisenden Krähen und vor dem unten vorbeigehenden, in die Höhe 
schauenden einsamen Mann.
Diese neun Elemente lassen 27 ABC-Kombinationen zu, wie z. B. A l, B l, 
CI oder A2, Bl, C3 usw. Die ganze Matrix generiert dementsprechend 
10^ ABCDEF-Kombinationen anhand der 60 Elemente. Mit den Texten kann 
man verschiedene Übungen machen: Diktat, Lückentext, Wahlübung, Frage 
und Antwort, richtig und falsch. Zu den 60 Textteilen gehören je 3 
Varianten von jedem Übungstyp, was die Variabilität des Programmes 
weiter erhöht. Glossar, Übersetzung, illustrierende Bilder und 
grammatische Hilfe machen TALK wirklich lernerfreundlich. Mittels des 
Autorenmoduls kann der Lehrer aus dem Stoff beliebige Kombinationen 
erstellen und abspeichern, sowie die eigenen Ton-, Bild- und Text­
dateien eingeben und zu Lernsoftware zusammenfügen.
Sprachspezifische Lernprogramme
Die bisher vorgestellten Programme hatten keinen kontrastiven Charak­
ter, d. h. die Muttersprache des Lerners spielte bei der Zusammen­
stellung der Übungen keine Rolle. Unterschiede zwischen Sprachen 
können einerseits systematisch, d.h. mit Regeln beschreibbar sein,
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wie z.B. die Abweichung deutscher Genitivkonstruktionen von den un­
garischen Äquivalenten (Wortfolge, morphologische Markierung), ande­
rerseits können sie individuell, d.h. lexikalischer Natur sein, wie 
z.B. unterschiedliche Rektionen. Die letztere Art der Abweichungen 
braucht offenbar mehr Übung und Drill. Zu diesem Zweck, namentlich 
für das Einüben deutscher verbaler Rektionen, haben wir vor ein paar 
Jahren das Programm REKTION geschrieben (P. Uzonyi - Zs. Ilosvay). 
Der potentielle Nutzerkreis, für den das Programm gedacht ist, ist 
eindeutig ungarisch. Es wurden nämlich solche Verben zusammenge­
stellt, die andere Kasus oder Präpositionen regieren als die häufig­
sten Übersetzungen der Rektionen ihrer ungarischen Äquivalente (z.B. 
die ungarische Endung "-ban/ben" wird meistens als "in + D" ins 
Deutsche übersetzt). Es wurden noch einige Verben mit gleicher Rek­
tion ins Material aufgenommen, da die Lösung sonst zu leicht ge­
worden wäre, denn der Lernende hätte diese Möglichkeit von vornherein 
ausschließen können. Diese Sätze werden ähnlicherweise generiert 
wie bei SATZBAU 2.
Der Benutzer kann zwischen vier Stufen wählen, die der Verteilung des 
Wortschatzes durch die Lehrbücher der 4 Gymnasialklassen entsprechen. 
Man muß dann auch von drei Übungstypen einen auswählen:
1. Ergänzung, 2. Verbesserung fehlerhafter Sätze, 3. von vier Sätzen 
ist nur einer richtig, den muß man auswählen. Allerdings ist nicht 
empfehlenswert, die letzten zwei Typen in der Anfangsphase des Ler­
nens zu benutzen. Das gilt natürlich im allgemeinen für alle Arten 
von Korrekturübungen, denn man kann sich an die falschen Formen 
gewöhnen.
Das Programm macht eine Fehleranalyse, außerdem wird dem Lerner auch 
auf eine andere Weise Hilfe geleistet, indem auf Wunsch die Liste der 
Verben samt Rektionen angezeigt wird. Die Schüler, die sich prüfen 




Die schriftliche Kommunikation ist zwar eine sehr wichtige Variante 
des Sprachgebrauchs, aber eine Sprache beherrschen heißt doch vor al­
lem, daß man sich mündlich verständigen kann. Deswegen suchte man 
auch im CALL schon vom Anfang an nach Möglichkeiten der mündlichen 
Kommunikation zwischen Lernern und Maschinen.
Wenn man den Rechner mit Tonband oder Videogeräten verbindet, kann 
der Lernende nicht nur schriftliche, sondern auch akustische und/oder 
zusätzliche visuelle Stimuli bekommen. Da er mit seinen Entscheidun­
gen den Verlauf des Programmes beeinflussen kann, handelt es sich 
hier auch um interaktive Software, die man gemeinhin interaktives
Audio bzw. interaktives Video nennt.
Die Art der Verbindung ist hardware-abhängig. Das eine Extrem ist, 
wenn zwischen dem Abspielgerät und dem Computer keine technische Ver­
bindung besteht (d.h. weder ein Kabel noch irgendwelche infrarote
Fernsteuerung). An gewissen Punkten des Programmablaufs erscheinen 
dann einfach Anweisungen an den Benutzer auf dem Bildschirm, z.B. 
daß er den Recorder stoppen oder zu einer angegebenen Statusnummer 
spulen soll. Als das andere Extrem könnte etwa bezeichnet werden, 
wenn auditive und/oder visuelle Effekte ohne externe Geräte, d. h. 
nur mit Hilfe der Grundausstattung produziert werden. Mit jedem Com­
puter wird eine graphische Karte (z.B. Hercules, CGA, VGA) mitgelie­
fert, die nicht nur Standbilder, sondern auch Animation präsentieren
kann, wobei die nötigen digitalisierten Informationen auf einer Dis­
kette oder Festplatte gespeichert werden. Der eingebaute primitive 
Lautsynthetisator ist imstande, nicht nur Piepsen oder andere G e­
räusche, sondern auch menschliche R e d e . (wenn auch in einer schlech­
ten Qualität) anhand entsprechender Dateien zu reproduzieren. Falls 
eine bessere Qualität und eine nutzerfreundliche Bedienung der audi­
tiven und/oder visuellen Technologie erzielt werden sollen, muß man 
zusätzliche Hardware verwenden. Dies kann einerseits eine Schnitt­
stelle (interface) sein, die ermöglicht, daß Kassettenrecorder, Video-
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geräte usw. direkt vom Programm gesteuert werden, andererseits Steck­
karten wie Soundblaster, Voicecard, Videoblaster usw., mit deren Hil­
fe Ton- und/oder Videoaufnahmen auf der Festplatte abgespeichert wer­
den können. Zum Abspielen benötigt man beim letzteren nur den Bild­
schirm des Computers und einen Kopfhörer oder Lautsprecher. Ein gro­
ßer Vorteil ist, daß die einzelnen Segmente (z.B. Sätze) als Files 
gespeichert werden und als solche jederzeit erreichbar sind, so daß 
eine mündliche Interaktion leicht simuliert werden kann (z.B. bei 
einer falschen Lösung sagt der Computer mit tadelnder Intonation, daß 
es falsch war, und bei der richtigen Antwort kann er den Lerner münd­
lich loben, oder wenn die Videobilder vom Lehrer auch auf der Fest­
platte sind, kann der Lerner bei falscher Antwort nicht nur eine ta­
delnde Stimme, sondern auch den tadelnden Gesichtsausdruck und die 
Geste eines Schulmeisters erleben). Ein Nachteil ist allerdings, daß 
auf einer 20 MByte Festplatte kaum mehr als eine halbe Stunde digita­
lisierte Rede gespeichert werden kann, von digitalisierten Video­
bildern ganz zu schweigen.
Um unter anderem auch dieses Problem zu lösen, haben wir vor kurzem 
das o. a. Programm mit dem Namen TALK entwickelt, das aus isoliert 
aufgenommenen Sätzen 1000000 Hörtexte kombinieren kann.
Eine andere Lösung des Speicherproblems kann sein, Ton und/oder Bild 
auf einer CD-ROM zu speichern, deren Kapazität größer ist als die der 
geläufigen Festplatten und die ebenso leicht austauschbar ist wie
eine Diskette. Ein Nachteil ist dabei, daß die Herstellung von 
CD-Aufnahmen zur Zeit noch sehr kostspielig ist.
Autorenprogramme
Der Lehrer kann auch selber Lernsoftware produzieren und dadurch er­
reichen, daß die Programme dem jeweiligen Grad der Sprachkenntnisse 
der Schüler, dem aktuellen Lehrstoff usw. angepaßt werden. Ein
Sprachlehrer ist natürlich kein Programmierer, so daß man von ihm
nicht erwarten kann, daß er Programme schreibt. Für diesen Zweck hat
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man Autorenprogramme entwickelt. Das sind vorgefertigte Programmrah­
men, die mit den verschiedensten Lehrstoffen gefüllt werden können, 
und zwar ohne die geringsten Programmierkenntnisse. Wenn ein Autoren­
programm nutzerfreundlich genug ist, kann man mit ihm leichter umge­
hen als mit einem Textverarbeitungsprogramm. Im Autorenprogramm ist 
bis auf die Übungsinhalte alles vorprogrammiert, so z.B. das Format 
der Lernereingaben, das Verfahren der Auswertung, ein Rahmen für 
Rückmeldungen und Kommentare usw.
Das Autorenprogramm ist für zwei Typen von Anwendern gedacht: für den 
Lehrer, der die Übungen erstellt, und natürlich für den Lerner, der 
dann mit diesen Übungen arbeitet. Manchmal sind es zwei verschiedene 
Programme, oder es gibt zwei Versionen: eine, die sowohl Autorenteil 
als auch Übungsteil enthält, und eine ohne Autorenteil, also für den 
Lerner (z.B. ECLIPSE). Es kommt auch vor, daß das Programm eigent­
lich nur den Lernerteil enthält, und die Übungen muß man mit Hilfe 
eines beliebigen Texverarbeitungsprogrammes schreiben. Hauptsache, 
daß es ein Textfile mit ASCII-Code ist, und sowohl seine speziellen 
Symbole als auch die Struktur dem Format entsprechen, das durch das 
Rahmenprogramm interpretierbar ist (z.B. die CALIS-Script im Computer 
Assisted Language Instruction System der Duke University - siehe An­
hang 8). Das Symbolinventar und die Syntax dieser "Autorensprache" 
muß man sich aneignen, was nicht zu schwierig ist, zumal Begleithefte 
mit der Beschreibung der Sprache zum Nachschlagen zur Verfügung ste­
hen.
Es gibt verschiedene Autorenprogramme, je nachdem, wieviel und welche 
Übungstypen angeboten werden, wie komplex die möglichen Algorithmen 
sind (z.B. Randomisierung oder Verzweigungen realisierbar sind), 
oder ob Fehlerbehandlung, Hilfe, Glossar usw. erstellbar sind (letz­
tere können z.T. auch vorprogrammiert sein).
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Der häufigste Übungstyp ist die Ausfüllung von Lücken. Es gibt hier­
bei auch verschiedene Varianten. Es ist für den Lehrer vielleicht die 
einfachste Variante (die allerdings von geringstem Nutzen ist), wenn 
das Programm bestimmt, welche Wörter gelöscht werden. Der Lehrer gibt 
nur eine Zahl an, die den Abstand zwischen den Lücken festlegt (z.B. 
jedes n-te Wort) oder die Zahl der Wörter bestimmt, die vom Programm 
zufällig ausgewählt und weggelassen werden sollen. Lezteres läßt sich 
gezielter anwenden, wenn man die Vokabeln irgendwie markieren kann, 
die überhaupt vom Programm gelöscht werden können (z.B. Lückenspiel
- P. Uzonyi und Z. Papp).
Ebenso leicht ist die Aufbereitung von solchen Lückentexten, in denen 
wortartspezifische Lücken mit einem Tastendruck erzeugt werden 
können. Dies bezieht sich aber nur auf die wenigen Wortarten, in die 
nur kleinere Gruppen von Wörtern gehören, wie z.B. Präpositionen, 
Artikel, Partikeln usw. (z.B. Eclipse). Das Programm muß die Wörter 
der Texte nur mit diesen kurzen Listen vergleichen. Wegen der Homony­
mie kann es aber zu Fehlinterpretationen kommen (Z.B. das Präfix ab 
wird ausgeblendet, wenn die Präpositionen gelöscht werden sollten, 
weil die Form in der Liste der Präpositionen auch enthalten ist.).
Eine fehlerlose Wortartspezifizierung kann freilich auch erzielt wer­
den, indem man jedes Wort des Textes mit dem Kode seiner W ortart ver­
sieht, aber diese Möglichkeit muß auch vorprogrammiert werden (siehe 
das Programm "Arbeit mit Texten" von T. Hassert).
Eine recht schwierige, aber meistens auch unterhaltsame Aufgabe ist 
es für den Lernenden, wenn alle Wörter eines Textes ausgeblendet wer­
den. So einen Text kann man nur in dem Falle erschließen, wenn man 
vorher den Text lesen kann oder wenn eine Hilfe jederzeit erbeten 
werden kann. Bei der Entschlüsselung des Textes wird eine Reihe von 
Fähigkeiten auf die Probe gestellt, u. a. die grammatische und die 
lexikalische Kompetenz, Kenntnis der Textverflechtungsmerkmale usw.
Die intelligentesten Lückenübungen kann man durch die Bestimmung 
jeder einzelnen Lücke erstellen. In diesem Fall ist es nämlich mög­
lich, daß die Lücken den eigenen Bedürfnissen angepaßt werden (z.B. 
wenn sie nicht in Texte sondern in isolierte Sätze gesetzt werden)
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und - wenn es vom Rahmenprogramm zugelassen ist - jede Lücke mit den 
entsprechenden parallelen richtigen und den antizipierten falschen 
Lösungen versehen wird. Außerdem kann jede Lösung einen individuellen 
Kommentar erhalten (siehe z.B. CALIS Anhang 8).
Es sind natürlich nicht alle falschen Antworten vorhersagbar. Man 
kann sich z.B. vertippen, und es ist irritierend, wenn ein längerer 
Satz wegen eines Tippfehlers im ganzen als falsch bewertet wird. Des­
wegen hat man in eine neuere Version von CALIS einen Teil eingefügt, 
der den Namen "Spellcheck" hat, und nicht antizipierte falsche 
Lösungen mit der gespeicherten richtigen Lösung vergleicht und ver­
tippte, fehlende oder überflüssige Buchstaben im Kontext anzeigt. 
Außerdem kann man in CALIS mittels einer Anweisung erlauben, daß der 
Unterschied zwischen Klein- und Großschreibung ignoriert wird oder 
das Fehlen von Interpunktionszeichen auch toleriert wird.
Diese Übungen sind vielseitig, lehrhaft, können in der Einzelarbeit 
effektiv gebraucht werden, aber ihre Erstellung ist eine ziemlich 
zeitaufwendige und bei weitem nicht mechanische Arbeit.
Auch Multimedia-Programme können als Autorenprogramme konzipiert wer­
den. Dabei müssen die Programmierer dafür sorgen, daß der Lehrer auf 
die einfachste Weise Ton- und Bilddateien herstellen und diese mit 





Computerwörterbücher dienen vor allem zum Zwecke der menschlichen 
Übersetzung. Es gibt auch solche sprachlichen Datenbanken, die andere 
Funktionen haben, wie z.B. Überprüfung der Rechtschreibung, 
maschinelle Übersetzung usw.
Unter menschlicher Übersetzung soll man einfach die herkömmliche 
Übersetzungsarbeit verstehen, die nicht vom Computer, sondern vom 
Menschen verrichtet wird. Dabei können dem Übersetzenden - sei er 
Sprachlernender oder professioneller Übersetzer - computerisierte 
Wörterbücher in nicht geringem Maße behilflich sein.
Was kann aber ein Computerwörterbuch (im weiteren: CW) leisten, was 
einem traditionellen Wörterbuch nicht zumutbar ist? Daß der Über­
setzer nicht in verschiedenen Bänden minutenlang herumzublättern 
braucht, ist nur eine der vielen Dienstleistungen eines CW; sogar das 
primitivste Wörterbuchprogramm kann die Übersetzung samt den zusätz­
lichen Informationen im Nu auf dem Bildschirm anzeigen, wenn man ein 
Wort eintippt. Es ist übrigens ein jedes Datenbasisverwaltungs­
programm imstande, auch derartige sprachliche Daten zu speichern und 
zu finden. Für einen Computer ist es nämlich einerlei, ob er Namen 
von Waren speichert, die man auf Lager hat, mit Stückzahl und Preis, 
oder aber Wörter der deutschen Sprache mit ihren ungarischen Über­
setzungen.
Ein echtes CW kann aber auch solche Operationen durchführen, zu denen 
ein herkömmliches Datenbasisprogramm nicht fähig ist. So eine Opera­
tion ist beispielsweise die Zurückführung einer flektierten Form auf 
die konventionelle Form, die das entsprechende Lexem repräsentiert 
(wie z.B. Infinitiv oder Nominativ Singular). Ein guter Übersetzer 
tut das freilich auch selber, d.h. bei der Abfrage tippt er nicht die 
im Text stehende Form, sondern die Grundform ein, die allerdings bei 
völlig unbekannten Wörtern oft nur eine hypothetische Form sein kann. 
Die Eingabe kann jedoch auch anders vor sich gehen, wobei die Lemma- 
tisierung (d.h. die Zurückführung auf die Grundform) nicht über­
flüssig ist.
Die neueren CW lassen sich nämlich mit Textverarbeitungsprogrammen 
verknüpfen. Hierbei kann man die abzufragenden Vokabeln im Text mit
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Cursor oder Maus direkt auswählen, und die ausgewählten Wörter sind 
nicht selten flektierte Formen.
Die übrigen vorteilhaften Eigenschaften der CW sind für Datenbasis­
verwaltungsprogramme im allgemeinen charakteristisch. So z.B. die 
Möglichkeit der Erweiterung und Korrektur in jedem Moment, was bei 
einem "Papierwörterbuch" nicht realisierbar ist.
Falls der Übersetzer einen Fehler im CW entdeckt oder eine zusätz­
liche Bedeutung für ein vorhandenes Wort findet, kann er die Daten 
modifizieren, aber er kann auch neue Wörter eintragen, die im CW feh­
len.
Datenbasisverwaltungsprogramme, wie auch die meisten CW, können nicht 
nur nach Stichwörtern suchen. Die Suche kann sich auch auf die 
anderen Felder des Rekords erstrecken (Der Rekord ist eine Einheit 
der Datenbasis, z.B. ein Wort mit seinen Äquivalenten in der Ziel­
sprache, und die Felder sind Teile des Rekords, die vom Programm ver­
einzelt behandelt werden.). Dies funktioniert ähnlicherweise wie der 
Search-Befehl der geläufigen Textverarbeitungsprogramme.
Eine intelligentere Suche lassen bei weitem nicht alle Programme zu. 
Dies kann sich z. B. auf das gleichzeitige Vorhandensein von mehreren 
Bedingungen beziehen. Zwischen den Bedingungen kann hierbei ein 
kopulatives ("und") oder ein disjunktives ("oder") Verhältnis be­
stehen. Man kann beispielsweise die Einträge eines deutsch­
ungarischen CW suchen, in denen am Wortanfang auf der deutschen Seite 
"auf, auf der ungarischen "fei" steht (z.B. aufstehen - felkel). 
Wenn wir noch einen logischen Operator, die Negation gebrauchen, kön­
nen wir noch komplexere Aufgaben formulieren. Man kann z. B. diejeni­
gen Einträge suchen lassen, in denen parallel zu "fei" kein "auf 
steht (z. B. felfedez - entdecken).
Ein erweiterbares CW muß die eingegebenen Wörter in alphabetische 
Reihenfolge ordnen. Der Algorithmus der Ordnung ist vom Alphabet der 
betreffenden Sprache abhängig. Im deutschen Alphabet gibt es z.B. 
mehr Buchstaben als im englischen, vom ungarischen ganz zu schweigen. 
Daß dabei einige Unterschiede traditionell ignoriert werden, macht 
die Sache noch komplizierter (z. B. Umlaut im Deutschen, Länge im
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Ungarischen - aber o und ö gelten beim letzteren als verschieden). 
Wegen der zweigliedrigen Buchstaben des ungarischen Alphabets muß der 
Algorithmus extra Prozeduren vorsehen, z. B. bei einem n: wenn ihm 
ein y  folgt, kommt diese Kombination nach allen n, weil der Buchstabe 
ny im Alphabet nach dem n steht. Da aber ein einfacher Algorithmus 
die Morphemgrenzen nicht detektieren kann, können einige W örter doch 
falsch eingeordnet werden. Z.B. házsor kommt nach hazug, obwohl es 
hier kein zs ist: z  und 5 gehören verschiedenen Morphemen an. Ebenso 
wie bei der automatischen Silbentrennung bei Textverarbeitungen, 
hilft hier auch ein umfangreiches Wortstammverzeichnis, das allein 
immerhin noch nicht ausreicht: man braucht noch ein langes Inventar 
der Einzelfälle. So ein Fall is z. B. haltenden, das nichts mit enden 
zu tun hat (wie etwa voll-enden) und folglich als hal-tenden zu tren­
nen ist. In einigen Textverarbeitungsprogrammen, die keine automa­
tische Silbentrennung machen, kann man sogenannte virtuelle Binde­
striche verwenden. Diese werden zu realen Bindestrichen nur in dem 
Fall, wenn sie am Ende einer Zeile sind. Die alphabetische Ordnung 
kann auch vervollkommnet werden, indem man virtuelle Symbole einfügt, 
die dann auf dem Bildschirm oder im Druck nicht erscheinen (z.B. 
ház* sor).
Die größten Datenbanken sind natürlich nicht für die Arbeitssituation 
"ein Mensch - eine Maschine" konzipiert worden. Dank der Datenfern­
übertragung können gleichzeitig viele Übersetzer, die an verschie­
denen Orten vor ihren Terminalen sitzen, ein zentrales Computerwör­
terbuch benutzen. In diesem Fall kann der Benutzer meistens nicht 
direkt Veränderungen an den zentralen Daten vornehmen, aber er kann 
seine Vorschläge dem Team mitteilen, dessen Aufgabe die Korrektur und 




Die Datenbasis in den maschinellen Übersetzungssystemen
In jedem  Übersetzungssystem, auf welchem Prinzip es auch immer auf­
gebaut ist, kann man zwei Teile unbedingt finden: eine Analyse und 
eine Synthese. Analyse läßt sich viel schwieriger automatisieren als
Synthese, da die Maschine dabei letzten Endes einen Text, der von
Menschen an andere Menschen geschrieben worden ist, bis zu einem ge­
wissen Grade verstehen muß. Solche Texte sind indessen voll von mehr­
deutigen Ausdrücken, und der Computer muß jeweils die einzige Bedeu­
tung auswählen, die zum Kontext, Stil, Thema usw. paßt. Bei der
Synthese geht er jedoch von einem festgelegten Inhalt aus, zu dem er 
nur noch die entsprechenden Ausdrucksformen finden muß, was viel 
leichter ist, als Ausdrücke zu verstehen (beim Menschen ist es in der 
Regel umgekehrt).
Bei der Übersetzung stützt sich das System auf ein internes Lexikon, 
auf das eigene CW. Es ist jedenfalls anders aufgebaut als die für 
menschlichen Gebrauch gedachten Computerwörterbücher. Das Lexikon zur 
maschinellen Übersetzung (im weiteren: LMÜ) muß ermöglichen, daß das 
Programm die lexikalischen Einheiten des Quelltextes identifiziert, 
die syntaktische Rolle dieser Einheiten und die Satzstrukturen er­
schließt, dann die entsprechenden Strukturen und Lexeme der Ziel­
sprache findet und zum Schluß die morphologisch richtigen Formen
herstellt. Dazu braucht man morphologische und syntaktische Regeln, 
die zum Teil mit diesen Informationen operieren.
Die wichtigsten Charakteristika der LMÜ der verschiedenen Systeme 
weisen keine wesentlichen Unterschiede auf. Zur morphologischen 
Analyse ist z.B. ein Morphinventar nötig, d.h. eine vollständige
Liste der Varianten aller Stämme und Affixe (z.B. brech, brich, 
brach, bräcli, broch; st, t, est). Wenn einem Morph der Quellsprache
immer ein und dasselbe Morph der Zielsprache entsprechen würde, wäre 
die automatische Übersetzung ziemlich einfach zu lösen. Der Weg zum 
Äquivalent in der anderen Sprache ist demgegenüber voll von Verzwei­




Falls die Form eines Morphs mit Hilfe des Inventars bereits identifi­
ziert worden ist, aber diese Form die Realisierung mehrerer Morpheme 
sein kann, gelangt der Algorithmus gleich zu einer Verzweigung. So 
ein Morph ist beispielsweise reich. Das Programm muß aufgrund ent­
sprechender Informationen entscheiden, ob es in die Richtung eines 
verbalen oder eines nominalen Lexems weitergehen soll. Die Lösung 
liegt scheinbar auf der Hand: wenn rechts von ihm eine verbale Endung 
steht, dann ist es ein Verbalstamm, mit einer adjektivischen Endung 
dagegen ist es ein Adjektiv. Das Problem dabei ist nur, daß manche 
Formen sowohl als verbale als auch als adjektivische Affixe auftreten 
können. So z. B. e oder en: ich reiche etw., die reiche Frau usw. Die
Überprüfung der Verträglichkeit der Endung mit dem Flexionstyp des
Stammes kann in einigen Fällen auch helfen. Z. B. s ist eine substan­
tivische Endung, die aber nicht nach jedem Substantiv stehen kann; 
das Morph Reich ist der Stamm zweier Substantive, die aber verschie­
denen Deklinationstypen angehören, so daß einige Endungen (u.a. 5 ) 
bei der Entscheidung des Automaten ausschlaggebend sind ((des) Reichs
und (des) Reichen). Die Endung en kann dagegen nichts entscheiden
(sie reichen, die reichen Menschen, einen Reichen, in den Reichen).
In diesem Fall hilft meistens die syntaktische oder gegebenenfalls
semantische Untersuchung des Kontextes.
Nach der Identifizierung des Wortes muß man auch seine syntaktische 
Rolle bestimmen. Auf dieser Ebene der Analyse gelten Formen mit ver­
schiedenen Bedeutungen als Repräsentanten eines Lexems, wenn sich die 
verschiedenen Bedeutungen an dieselbe W ortart und an denselben Flexi­
onstyp knüpfen (z. B. haben als Vollverb und als Hilfsverb). Unter 
syntaktischer Rolle soll man dabei nicht nur die Regens- bzw. Depen- 
densrolle verstehen, sondern auch die Valenzrolle, also die Einord­
nung in die Gruppe der vom Prädikat bestimmten Mitspieler (Aktanten), 
bzw. in die der freien Angaben. Diese Unterscheidung ist nicht nur 
für dependenzgrammatisch ausgerichtete Übersetzungsmodelle charak­
teristisch, denn - möglicherweise mit einer anderen Terminologie - 
alle Systeme müssen die vom Prädikat bestimmten formalen Merkmale und 
die durch andere Faktoren bestimmten Formen unterschiedlich behan-
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dein, sonst können die Konstrukte falsch übersetzt werden. Dazu muß 
man im LMÜ bei jedem Lexem seine möglichen Valenzstrukturen (Satzbau­
pläne) angeben.
Die Wörter haben oft mehrere potentielle Valenzstrukturen, was die 
Analyse einerseits erschweren, andererseits manchmal erleichtern 
kann. Die Analyse wird dadurch erschwert, daß viele Mitspieler fakul­
tativ sind, und daher ist es mitunter problematisch zu entscheiden, 
welche der potentiellen Valenzstrukturen im Satz vorliegt und ob eine 
nach fakultativem Valenzmitspieler aussehende Form keine freie Angabe 
ist.
(1) Er arbeitete am Schreibtisch.
(2) Er arbeitete am Wasser.
(3) Er arbeitete an der Dissertation.
Das Verb arbeiten bestimmt beispielsweise 2 Formen im Satz: einen No­
minativ und die Präposition an mit dem Dativ. Da der Präpositional­
kasus hierbei weglaßbar ist, wird der Satz (1) zweideutig: der
Schreibtisch kann sowohl Objekt als auch Ort der Arbeit sein. Weder 
ein Mensch noch eine Maschine können ohne Kontext entscheiden, ob die 
Übersetzung ins Ungarische "íróasztalon" oder "íróasztalnál" sein 
soll. Die Sätze (2) und (3) bereiten dagegen dem Übersetzer kein lan­
ges Kopfzerbrechen, weil ein Mensch weiß, daß Wasser in der Regel 
kein Arbeitsprodukt und Dissertation kein Arbeitsplatz sind. Was kann 
aber der Computer mit diesen Sätzen anfangen? Das hängt auch vor 
allem vom verwendeten LMÜ ab, in dem auch außersprachliche Kenntnisse 
gespeichert werden können, und zwar als semantische Merkmale der Wör­
ter (z.B. Wasser: ’Stoff, ’flüssig’, ’Ort’ usw.).
Die verschiedenen Valenzstrukturen eines Wortes können die Analyse 
gegebenenfalls auch erleichtern, indem sie die passende Bedeutung 
auswählen helfen.
(1) Die Partei besteht seit fünf Jahren.
(2) Die Kundin besteht auf ihrer Bitte.
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(3) Das Problem besteht in diesem Widerspruch.
(4) Die Dissertation besteht aus vier Kapiteln.
(5) Der Student besteht die Prüfung.
Die Sätze (1), (4) und (5) sind eindeutig wegen der Form der Aktan­
ten, d.h. hier kann die identifizierte Valenz helfen. Ohne semanti­
sche Untersuchung der Aktanten sind jedoch die Sätze (2) und (3) 
nicht eindeutig, weil bestehen in der Bedeutung ’vorhanden sein’ mit 
vielen lokalen Präpositionen stehen kann, wie z.B. im Satz (6).
(6). Die stärkste Résistance bestand im Raum gebiet/au/ dem Territo­
rium Frankreichs.
Hierbei können wieder nur die semantischen Merkmale des engeren oder 
weiteren Kontextes behilflich sein.
Die Angabe der Valenz ist natürlich nicht nur wegen der Lösung eini­
ger Mehrdeutigkeitsprobleme wichtig, man muß nämlich die Valenzstruk­
tur ebenso übersetzen wie die in die Leerstellen eingesetzten Lexeme. 
Die Übersetzung einer Valenzstruktur ist eine zu ihr parallele Valenz­
struktur der Zielsprache, wie z. B. in (7).
(7) deutsch: brauchen + Nom + Akk
ungarisch: szüksége van + NAK + RA
Ein LMÜ muß auch derartigen Äquivalenzen gerecht werden.
Von einem Wort der Quellsprache führt ein sich mehrfach verzweigender 
Weg zu den Wörtern der Zielsprache, die als Übersetzungen in Frage 
kommen. Die Wegweiser bei den Verzweigungen sind die im Lexikon ge­
speicherten Valenzstrukturen, semantische Merkmale, außerdem stehende 
Wortverbindungen (z. B. in Führung gehen - átveszi a vezetést (etwa: 
"die Führung übernehmen") oder vezetéshez jutÇ'zuT Führung kommen")). 
Falls am Ende eines Weges immer noch mehrere Formen stehen, muß die 
Umgebung in der Zielsprache bei der Wahl helfen, wie z. B. das Genus 
des Substantivs, das im Deutschen einen der drei Artikel wählt, wenn 




Ein Lexikon zur maschinellen Übersetzung muß folglich auch die In­
formationen enthalten, die von der Quellsprache nicht abhängen, aber 
ohne die eine syntaktisch richtige Verbindung der Elemente unmöglich 
wäre (im Deutschen z. B. die Genera, die unregelmäßigen Verbstämme, 
die adjektivischen Steigerungsformen mit Umlaut, die Verben, die nur 
samt einem Korrelat einen Nebensatz regieren können, usw.).
Automatische und interaktive Übersetzung mit Hilfe des Computers
Die computerisierten Wörterbücher fanden schnell Eingang in den All­
tag der professionellen Übersetzung. Es gab nur eine recht geringe 
Anzahl von Firmen, die auf dem ursprünglichen Ideal der völlig auto­
matischen Übersetzung bestanden, und einige von ihnen haben funk­
tionierende Systeme entwickelt, die eine Prä- und/oder Postedition
benötigen und trotzdem nicht teurer sind als die völlig menschliche 
Übersetzung.
Zwischen dem niedrigsten und dem höchsten Grad der maschinellen Akti­
vität, d.h. zwischen Datenbanken und automatischen Übersetzungssy­
stemen, sind unendlich viele Übergangsgrade vorstellbar, von denen 
manche auch realisiert worden sind.
Die Rechentechnik entwickelte sich in letzter Zeit mit einem be­
schleunigten Tempo, demzufolge müssen die Linguisten die skeptischen 
Meinungen der fünfziger - sechziger Jahre auch neu überlegen. Heute 
weisen Operationsgeschwindigkeit und Speicherkapazität eine derart 
verheißungsvolle Tendenz auf, daß wir uns bald auf keine technischen 
Hindernisse mehr berufen können. Die Fachleute, die sich mit maschi­
neller Übersetzung, bzw. mit der künstlichen Intelligenz befassen,
müssen möglicherweise mit einer Herausforderung der Technik fertig­
werden: es kann nämlich passieren, daß die technologischen Voraus­
setzungen zum Funktionieren einer der natürlichen ähnlichen künst­
lichen Intelligenz eher zur Verfügung stehen werden als ein funk­
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tionsfähiges Modell der Intelligenz. Wenn es doch nicht dazu kommen 
wird, ist das der Tatsache zu verdanken, daß es bei der Erarbeitung 
der neueren Computergenerationen immer schwieriger wird, Forschungen 
der Mikroelektronik und die der künstlichen Intelligenz voneinander 
zu trennen.
Maschinelle Übersetzung ist freilich etwas mehr und zugleich etwas 
weniger als das, was man herkömmlich als künstliche Intelligenz be­
zeichnet. Sie ist mehr, denn sie benötigt eine spezielle natürlich­
sprachliche Schnittstelle, die zwei Sprachen beherrscht: aus der
einen kann sie Informationen gewinnen, und denselben Inhalt kann sie 
in der anderen Sprache wiedergeben. Sie ist auch weniger als die 
künstliche Intelligenz im weiteren Sinne, denn logische Operationen, 
Folgerungen führt sie nur in dem Maße durch, das zu einer adäquaten 
Übersetzung erforderlich ist.
Während das Übersetzungsprogramm die Input-Stringkette in eine Out­
put-Stringkette verwandelt, muß es eine Reihe algorithmischer 
Schritte zurücklegen, die z.T. Verzweigungen sind. Die Wahl ist 
meistens nicht frei, sondern bei einer Verzweigung ist nur eine Rich­
tung möglich, wenn die optimale Übersetzung erreicht werden soll (die 
Optionen sind nur dann frei, wenn es nach Meinung der Autoren mehrere 
optimale Lösungen gibt). Die Auswahl einer nicht freien Richtung ist 
jeweils eine Folgerung, zu deren Prämissen das Programm grundsätzlich 
auf zweifache Weise kommen kann: entweder durch einen unmittelbaren 
Eingriff der natürlichen Intelligenz (sprich: des Menschen) oder mit 
der Benützung des Kontextes und einer Datenbasis von außersprachli­
chen Kenntnissen.
Diese zwei Verfahren schließen einander nicht aus, also lassen sich 
kombinieren. Die Stufen der Automatisierung der Übersetzung ent­
sprechen letzten Endes den verschiedenen Verteilungsmöglichkeiten der 
beiden Informationsquellen.
Auf der untersten Stufe der Automatisierung sind die maschinellen 
Wörterbücher, die gewisse Verzweigungen des Übersetzungsalgorithmus 
in der Form von Äquivalentenlisten darstellen und möglicherweise auch 
einige Voraussetzungen zur Wahl der einzelnen Äquivalente expli­
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zieren, es ist jedoch der Übersetzer, der das Vorhandensein der Vor­
aussetzungen im betreffenden Text überprüfen muß. Bei einer um eine 
Stufe höheren Automatisierung ist es möglich, Wörter auch aufgrund 
ihrer flektierten Formen zu finden, denn das Programm führt diese auf 
ein Lexemsymbol zurück. Verzweigungen kann man hierbei grundsätzlich 
auf zweifache Weise behandeln: entweder werden die möglichen Lösungen 
dem Menschen in einer Menüliste angeboten (z.B. meine: 1. meinen 
(Verb); 2. mein (Pronomen)), oder die Maschine benutzt ihre eigene 
"Intelligenz", was im Falle eines computerisierten Wörterbuches wohl 
als Luxus gilt; z.B. im Satz (1) kann die Form "Bandes" entweder als 
das Lexem "der Band” oder aber - woran der Mensch normalerweise nicht 
denken würde - als "das Band" identifiziert werden.
(1) Am Ende des dritten Bandes befindet sich ein Literaturverzeich­
nis.
Ein Computer muß die letztere Version anhand einer komplizierten Kon­
textuntersuchung ausschließen, was ohne außersprachliche Kenntnisse 
gemeinhin nicht zu bewerkstelligen ist (Z.B. wo sich ein Literatur­
verzeichnis überhaupt befinden kann: es kann das Buch, die Seite, der 
Band sein - oder vielleicht auch das Magnetband?).
Die Übersetzung mit Hilfe eines maschinellen Wörterbuchs kann als 
rechnergestützte menschliche Übersetzung bezeichnet werden. Die Aus­
gabe ist dabei nämlich so weit vom Format einer fertigen Über­
setzung, daß die Arbeit an diesem Output keinesfalls "Posteditieren" 
zu nennen ist. Die allgemein verbreitete Technik, die freilich immer 
unter dem Niveau der neuesten Spitzentechnologie liegt, ermöglicht 
schon jetzt mehr als die Speicherung von lexikalen Daten.
Auf PC-s, die nunmehr zu unserem Alltag gehören, können auch solche 
Programme laufen, die aus einem Input^Text einen Output-Text her­
steilen, d.h. Programme, die natürlichsprachliche Texte analysieren 
und synthetisieren. Der Mensch kann dabei vor, nach und/oder während 
der Übersetzung eingreifen.
Als Präeditieren kann man zweierlei bezeichnen: sowohl geringfügige 
Modifizierungen am Quellentext als auch seine Umformulierung in eine 




Programmiersprache angesehen werden kann.
Posteditieren kann sowohl kleinere stilistische Korrekturen als auch 
die "Umkodierung" einer für Laien unverständlichen Rohübersetzung in
einen gemeinverständlichen Text bedeuten.
Den Typus der MÜ, bei dem der Mensch während des Programmablaufs 
(auch) eingreifen muß, nennt man gemeinhin interaktive maschinelle 
Übersetzung (IMÜ). Sie hat mehrere Untertypen, von denen ich nun
einen kurz vorstellen möchte. An der Kossuth-Lajos-Universität (Deb­
recen) hat man vor ein paar Jahren mit der Entwicklung einiger expe­
rimenteller Module eines Systems begonnen, das dem Nutzer in der Aus­
gangssprache Fragen stellt, wenn es zu Verzweigungen kommt, wo eine 
automatische Fortsetzung nicht möglich ist (siehe auch bei Dragalin-
Hunyadi-Uzonyi [4]). Im Idealfall wird es also zu einer Software,
mit welcher der Nutzer aus seiner Muttersprache in eine für ihn unbe­
kannte Sprache übersetzen kann, u.z. ohne Prä- bzw. Posteditieren im 
herkömmlichen Sinne (ähnlicherweise wie bei Wood&Chandler, [51]). Das 
Lexikon dieses Übersetzungsprogrammes ist in nutzerfreundlicher Weise 
zu erweitern, dabei reicht es allerdings nicht immer aus, wenn man 
nur die Quellsprache beherrscht.
Bei der IMÜ kann Vorkommen, daß sie wegen der zu vielen Fragen um­
ständlicher und langsamer vor sich geht als die traditionelle Über­
setzung. Dies kann auf verschiedene Weise behoben werden. Man kann 
sich beispielsweise eine eindeutige Formulierungsart aneignen, d.h. 
die Ersetzung von mehrdeutigen Wörtern und Strukturen durch eindeuti­
ge Ausdrücke, die das Programm jeweils empfiehlt. Das ist letzten 
Endes die Kombinierung der Präeditierung mit der Interaktivität (es 
ist dabei natürlich günstiger, wenn der Ausgangstext bereits in der 
ersten Fassung vom Nutzer formuliert wird, also keine Umformulierung 
nötig ist).
Eine Reduzierung der Zahl der Fragen kann auch erreicht werden, wenn 
das Programm den Kontext untersucht. Da sich Fragestellung und Kon­
textuntersuchung nicht ausschließen, sind sie miteinander kombinier­
bar. Die zwei Extreme sind hierbei, alles erfragen und nichts er­
fragen. Letzteres ist mit der automatischen Übersetzung identisch und
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als idealisierter Endpunkt einer Entwicklungsstrategie vorstellbar. 
So eine Strategie ermöglicht, daß bereits in einer frühen Etappe ein 
funktionsfähiges Übersetzungssystem zustande kommt, in dem man die 
interaktiven Teile Schritt für Schritt, durch Erweiterung der sprach­
lichen und außersprachlichen Wissensbasis (und parallel dazu der 
Hardwarekapazität) mit automatischen Prozeduren austauscht.
Einige Verzweigungen werden vom Programm automatisch behandelt. Ein 
Teil der Entscheidungen zwischen Morpheminhalten ist z.B. anhand 
morphotaktischer Regeln zu treffen. Diese Phänomene kann man an 
deutschen Beispielen ebensogut illustrieren wie an ungarischen:
(2) leer/t - Verbalstamm
leer/es - Adjektivstamm
lehr/en - Verbalsuffix
Was bei der morphologischen Analyse nicht entscheidbar ist, wird auf 
die Ebene der Syntax gebracht, wo die syntaktische Struktur weitere 
kontextuelle Informationen liefern kann:
(3) Sie leeren ihre Gläser.
Sie nehmen die leeren Gläser.
Gewisse morphologische Mehrdeutigkeiten lassen sich nicht einmal im 
Laufe der syntaktischen Analyse aufheben (z.B. bei der o.a. Form 
"Bandes"). In diesem Fall folgt eine Frage, ebenso wie bei mehrfachen 
Interpretierbarkeiten von syntaktischen Strukturen wie (4).
(4) der Wagen des Mannes, der vor dem Haus steht
Wenn man (4) z.B. ins Ungarische übersetzt, muß entschieden werden, 
ob das Bezugswort Wagen oder Mann ist, denn es gibt unterschiedliche 
Relativpronomina für Personen und Nicht-Personen.




billiger und nicht schlechter als der Mensch übersetzen kann, scheint 
Fachleuten unserer Tage wieder realisierbar, während sie unlängst 
noch als eine Art Perpetuum Mobile angesehen wurde. Bis zur Reali­
sierung jedoch - sollte das Tempo der Entwicklung noch so beschleu­
nigt werden - muß man lange Jahre warten. Die allmähliche Umschaltung 
von Interaktivität auf automatische Betriebsart ermöglicht, daß bei 
mangelnder menschlicher Übersetzungskapazität der Rechner mit mensch­
licher Unterstützung schon jetzt übersetzt, wobei einzuräumen ist, 
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Linguistische Formalismen in der maschinellen Sprachverarbeitung
Die strengen, nach mathematischer Exaktheit strebenden Methoden der 
strukturalistischen Schulen, insbesondere die der amerikanischen 
deskriptiven Linguistik, schufen günstige Bedingungen zur Formali­
sierung natürlichsprachlicher Gegebenheiten, mit denen ein Computer 
andernfalls nichts hätte anfangen können.
Computerlinguisten waren dann auch von Chomskys generativer Trans­
formationsgrammatik ([5, 6]) begeistert, aber die Hoffnungen auf eine
elegante Lösung der MÜ mittels Transformationen haben sich bald zer­
schlagen. Die ursprüngliche Theorie wurde vom Autor mehrmals umge­
arbeitet, bis ein Formalismus entstand, der kaum mehr an die erste 
Version erinnerte. Dies war die Rektions- und Bindungstheorie ([7]), 
die 1981 erschien. Es gibt zwar einige Parser (Programme für automa­
tische syntaktische Analyse), die auf dieser theoretischen Basis auf­
gebaut sind (z.B. [49, 8]), aber in der Computerlinguistik konnte 
die Transformationsgrammatik nicht Fuß fassen. Das liegt z.T. daran, 
daß bei Chomsky weder Form noch Inhalt als Ausgangspunkt gelten, 
sondern Satzstrukturen, die dazwischen sind und semantisch bzw. pho-
nologisch interpretiert werden sollen. Dieses System entspricht weder 
den psychischen noch den maschinellen Prozessen der Analyse und 
Synthese von Sätzen. Ein anderer Grund für nur spärliche Implementa­
tionen dürfte sein, daß die Transformationen die Verarbeitung mitun­
ter ziemlich umständlich machen können. Deswegen konnte nicht einmal 
die sog. generative Semantik ([23]) in die Computerlinguistik Eingang 
finden, obgleich sie mit den Transformationen jeweils vom Inhalt zur 
Form gelangte.
In den sechziger Jahren veröffentlichte S. Lamb die Grundzüge einer
sog. stratifikationellen Grammatik ([24]), die - ebenso wie die gene­
rative Semantik - die Form mit dem Inhalt verbindet, aber nicht nur 
in einer, sondern in beiden Richtungen funktioniert. Zwischen den 
phonetischen Repräsentationen und den begrifflichen Vorstellungen 
liegen mehrere Schichten (strata), und die Grammatik beschreibt die 
Verbindung der Elemente der einzelnen Schichten mit denen der benach­
barten Schichten. Dieses System kann auch den Kommunikationsprozeß
teilweise modellieren, weil ein Impuls vom beliebigen aktivierten
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Element das System von Schicht zu Schicht durchlaufen kann. Trotz 
dieser auffallenden Ähnlichkeit mit elektronischen Mechanismen machte 
der stratifikationelle Formalismus auch keine Karriere im Bereich der 
maschinellen Sprachverarbeitung.
Die Grundsätze der Dependenzgrammatik und ihrer wichtigsten Kompo­
nente, der Valenztheorie sollen bereits in den 30-er Jahren aufge­
taucht sein (vgl. [33], SS. 1-2.), jedoch wurde die Aufmerksamkeit 
der Linguisten aus vielen Ländern erst nach dem Erscheinen zweier Ar­
beiten von L. Tesniere [34, 35] auf die Abhängigkeitsgrammatik 
gelenkt. Vor allem in Deutschland wurde sie populär, so daß die 
bedeutendsten syntaktischen Beschreibungen des Deutschen seitdem in 
diesem theoretischen Rahmen entstanden sind (vgl. [17, 10] usw.).
Eines der ersten deutschen MÜ-Systeme SUSY (Saarbrücker 
¿/bersetzungsyystem, siehe [25]), funktioniert auch mit dem dependenz- 
grammatischen Formalismus. Dabei werden durch die Transferkomponente 
nicht nur die Lexeme, sondern auch ihre Valenz in die Zielsprache 
übersetzt. Die Ausgabe der Analyse ist unabhängig von der Ziel­
sprache, nur der Transfer ist sprachspezifisch.
Während Dependenzgrammatik eine z.T. auch zu Unterrichtszwecken 
verwendete Forschungsrichtung ist, gibt es auch solche Theorien, die 
eher für rechnerische Implementierung gedacht sind. Die 
Phrasenstrukturgrammatiken liegen mehreren Parsern zugrunde. Für das 
Deutsche wurde vor allem die generalisierte Phrasenstrukturgrammatik 
(GPSG) angewandt (siehe [13, 36, 50]). Sie ist eine kontextfreie 
Grammatik, die keine Transformationsregeln enthält. Die ursprüngliche 
Version mußte später mit einer Wortstellungskomponente erweitert 
werden, damit man auch solche Sprachen verarbeiten konnte, deren 
Wortstellung freier ist als die des Englischen (z.B. Deutsch). Man 
hat außerdem vorgeschlagen, bei der Analyse auch die Valenz in 
Betracht zu ziehen (es ist kaum verwunderlich, daß dies in der 
deutschprachigen Computerlinguistik vorgefallen ist - s. [36], S. 
143). In der deutschen MÜ arbeitet man auch mit GPSG (s. [16]).
Die theoretischen Ansätze der GPSG wurden u.a. in der HDPSG 
(Head-driven Phrase Structure Grammar) weitergeführt ([54]). Sie
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stellt zugleich eine sog. "Kopfgrammatik" dar, d.h. die syntaktischen 
und gewisse semantische Merkmale der Elemente eines Syntagmas werden 
durch das dominierende Glied, den Kopf bestimmt, und bei der Analyse 
(Parsing) wird zunächst nach diesem Kopf gesucht. Somit können die 
anschließend identifizierten Elemente gleichzeitig syntaktisch und 
semantisch charakterisiert werden (siehe auch [30], S. 368).
Es gibt eine Reihe Grammatiken, die eine Operation gebrauchen, welche 
gemeinhin Unifikation genannt wird. Das sind die sog. 
Unifikationsgrammatiken (UG). Bei der Unifikation versucht man, zwei 
Größen der Grammatik zu vereinigen. Sie lassen sich nur dann 
verknüpfen, wenn ihre gemeinsamen Kategorien dieselben Werte haben 
(wie etwa bei der morphologischen Kongruenz, aber Unifikation ist in 
der UG ein generelles Verfahren). Die GPSG war auch eine Art UG, 
ebenso wie die Funktionale Unifikationsgrammatik (FUG, [19]). Die 
funktionalen Theorien der 80er Jahre haben die z. T. traditionellen 
grammatischen Funktionen wie Prädikat, Subjekt, Objekt usw. in die 
generative Linguistik als Neuerungen eingeführt (die kommen aller­
dings auch in der Semantikkomponente der GPSG vor).
Eine andere, bei Computerlinguisten beliebte funktionale Theorie, die 
auch mit Unifikation operiert, heißt lexikalisch-funktionale 
Grammatik (LFG), u. z. wegen der stark angereicherten lexikalischen 
Komponente ([3]). Sie hat auch keine Transformationsregeln, sogar 
passivische Verbformen werden im Lexikon gespeichert, und regelmäßige 
Zusammenhänge zwischen Aktiv- und Passivformen werden durch 
lexikalische Redundanzregeln wiedergegeben.
Die LFG wird auch in der MÜ der deutschen Sprache verwendet ([31]). 
Da diese Grammatik die in generativen Grammatiken geläufige 
Konstituentenstruktur der Oberfläche mit einer Funktionalen Struktur 
(F-Struktur) verbindet, braucht man mit Hilfe der Transferkomponente 
nur die F-Strukturen - und natürlich die Lexeme - zu übersetzen. Ein 
Teil des Transfers kommt somit in die Komponenten der Analyse und 
Synthese, bzw. in das einsprachige Lexikon. Im zweisprachigen Lexikon 
des Transfers regieren die äquivalenten Lexeme der beiden Sprachen 
meistens ziemlich ähnliche Funktionen, weil diese Ebene den
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universellen thematischen Rollen wie Agens, Patiens usw. näher liegt 
als die Ebene der Oberflächenkasus (oder anderer Realisierungen von 
Funktionen). Rohrer zeigt am Beispiel des Satzes Maria denkt an den 














Die F-Struktur des entsprechenden englischen Satzes Mary thinks 
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Der W ert von PRED (predicate) ist immer ein Lexem. Bis auf das ober­
ste PRED stehen die anderen in eckigen Klammern als Attribute von 
Funktionen, zusammen mit den anderen Attributen, die z.T. grammati­
sche Kategorien (Kasus, Numerus usw.) des betreffenden Lexems ange­
ben. Neben der Kategorie steht ihr Wert (z.B. Kasus Akkusativ). Am 
wichtigsten ist das oberste PRED, dessen Wert das regierende Lexem 
der Phrase ist, samt seiner funktionalen Valenz. Diese Funktionen er­
scheinen auch unter dem PRED, rechts von ihnen werden in den Klammern 
ihre Attribute aufgezählt.
Bei der Übersetzung wird zuerst ein Äquivalent zum obersten PRED ge­
sucht. Die Zahl der Valenzstellen muß dabei mit der des Äquivalentes 
übereinstimmen. Die Funktionen bestimmen teilweise auch die Werte 
ihrer Attribute (z.B. PCASE about). Dann müssen die Lexeme (PRED), 
die diese Funktionen verkörpern, auch übersetzt werden (z.B. ’Junge’ 
-> ’boy’), sowie die anderen Attribute mit ihren Werten (z.B. SPEC DEF 
* SPEC the).
Die MÜ mit LFG scheint allerdings ohne die Valenz auch nicht 
funktionieren zu können, denn auf der S. 86 steht bei Rohrer ([31]) 
folgendes: "Im zweiten Schritt wird im Transferlexikon der passende 
Eintrag für das Verb ’denken’ gesucht, der die gleiche Valenz wie in 
der vorliegenden F-Struktur hat."
Es gibt auch solche Grammatiken, die sogenannte endliche 
Zustandsautomaten darstellen. Hierzu gehören die verschiedenen 
ATN-Grammatiken (augmented transition networks, z.B. [52]), und auch 
die bekannte Zwei-Ebenen-Morphologie (two-level morphology) von Kos- 
kenniemi [22],
Endliche Automaten sind gut geeignet, morphologische Synthese und 
Analyse von Wortformen durchzuführen. Der endliche Automat von Paulus 
([55]) beispielsweise analysiert und synthetisiert (generiert) 
deutsche und französische Verbformen. Im Deutschen wird die Aufgabe 
durch den Stammvokalwechsel erschwert, weil die den Stammvokal 
ersetzenden Vokale nicht vorhersagbar sind und der auszutauschende 
Vokal nicht immer leicht lokalisierbar ist (z.B. bei anerkennen kann 
eine Ersetzungsregel "e * a" nicht mechanisch funktionieren). Das
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Problem wird mittels spezieller Lexikoneinträge gelöst, indem "der 
Stammvokal durch einen neutralen Platzhalter ersetzt und an das 
Wortende verschoben" wird ([55], S. 343).
Ein endlicher Automat besteht aus Zuständen. Es gibt einen Zustand, 
zu dem kein Weg führt (der also Ausgangszustand ist), und einen, von 
dem kein Weg weiterführt (der also Endzustand ist). Zwischen diesen 
können weitere Zustände sein. Zwei Zustände können durch mehrere, 
verschiedene Wege (Kanten) verbunden werden. Die verschiedenen Wege 
bedeuten verschiedene Zustandsveränderungen, die durch Regeln be­
schrieben werden. Ein Weg wird auf Grund der Merkmale des betreffen­
den Lexems gewählt, indem man diese Merkmale mit den bei den Kanten 
angegebenen Merkmalen unifiziert.
Der untenstehende Automat synthetisiert (und analysiert, mit entge­
gengesetzter Pfeilrichtung) die Präteritalformen von deutschen schwa­
chen Verben. Im Lexikon muß bei jedem Verb angegeben werden, ob es 
zum Typ 1 (z.B. m ach/en - mach + te), zum Typ 2 (z.B. m eld/en - 
meld + ete) oder zum Typ 3 (z.B. handel/n - handel + te) gehört.
((tense praet) "en>" "te>")/typel
((tense praet) ”en>" "ete>")/type2
((tense praet) "n>" "te>")/type3
ZI
Z2
(((pers 1,3)(num sg))"e>" "e>")
(((pers 2)(num pl))”> “ "st>")
(((pers 1,3)(num pl)">" “n> ”)
(((pers 2)(num pl)">" "t>")
Z3
Z I ist der Ausgangszustand der Synthese (Generierung) und - mit ver­
kehrten Pfeilen - der Endzustand der Analyse von Präteritalformen.
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Dementsprechend ist Z3 Endpunkt der Synthese und Ausgangspunkt der 
Analyse. Die Regel an der oberen Kante zwischen Z I und Z2 hat folgen­
de Bedeutung: Wenn die Ausgangsform der Infinitiv eines Verbs des 
Typs 1 ist und sein Tempus den Wert "Präteritum” erhalten soll, muß 
"en" am Wortende durch ”te" ersetzt werden. Die untere Kante zwischen 
Z2 und Z3 enthält folgende Regel: Wenn das Verb im Zustand Z2 die ka- 
tegoriellen Werte "2. Person" und "Plural" erhalten soll, muß an das 
Wortende noch ein "t" gefügt werden.
Bei der Analyse ist Z3 der Ausgangspunkt. Die Regel der unteren Kante 
funktioniert diesmal in der anderen Richtung: Wenn am Ende des Wortes 
ein "t" ist, dann wird es eliminiert, und die Werte der Kategorien 
Person und Numerus werden als "2. Person" und "Plural" identifiziert. 
Nach dem Zustand Z2 wird "te" oder "ete” abgetrennt. Der letzte 
Schritt dieser Analyse ist eigentlich Synthese, da die kanonische 
Form des Lexems, das Lemma auch hergestellt wird (das ist der 
Infinitiv). Dazu muß im Inventar der Stämme der dort angegebene Typ 
ausgesucht werden. Wenn das der Typ 1 ist, dann wird anstelle von 
"te" das Infinitivsuffix "en" zum Stamm hinzugefügt, und der Wert der 




Eine Seite aus dem rückläufigen Wörterbuch von Mater [26].
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M olto R ennau to R eversie rduo n irg en d sw o
R iso tto F euerw ehrau to M andschukuo an d ersw o
P u tto üb crfa llsa u to Q u idp roquo sonstw o
b ru tto P riv a tau lo Q u ip ro q u o zw o
A uto M ietauto b rav o Y o-Y o
Spiclzcugau to Lastauto wo E m b ry o
Polize iau to D ienstauto irgendw o B ajazzo
P e rso n en au to Basuto nirgendw o T errazzo
R ak e ten au to Duo allw o In te rm ezzo
K ap
P
R eaktionsprinz ip S troboskop H elio tro p
N o rd k ap In d u k tionsp rinzip K aleidoskop iso tro p
I la n d ik a p Personal itä tsp rinzip G eoskop Isop
S a tra p R en tab ilitä tsp rinzip S tereoskop Y so p
R eep U tilitäLsprinzip L aryngoskop Iso to p
F a llreep A utoritätsp rinz ip N ephoskop sto p
P iep Iden titä tsp rinz ip Stethoskop sch lap p
S tep W irtschaftsp rinzip B ioskop G e se ll a pp
Clip N ützlichkeitsprinzip G lim m licht- J u lk la p p
H ip L eilp rinzip oszilloskop B är la p p
P ip Alp A nem oskop K o lb e n b ä r la p p
T rip H ochalp U ranoskop K eu Je n b ä rla p p
Tip Skalp G a lvanoskop T a n n e n b ä r la p p
G eheim tip Schul p Ikonoskop A lp e n b ä r la p p
T o to tip Pulp C hronoskop k n a p p
P a rtiz ip Zulp B aroskop g e ld k n a p p
P rin z ip Cam p U reth roskop P a p p
S ta b p rin z ip K am p M ikroskop p a p p e r la p a p p
G ru n d p rin z ip T ram p U ltram ik ro sk o p B erap p
P a rlc ip r in z ip V am p M eta llm ik roskop K ra p p
R eg io n alp rin z ip P om p E lek tro n en m ik ro sk o p Trapp
M o ra lp rin z ip L um p E lek tro n m ik ro sk o p W o lfs tra p p
K au sa lp rin z ip p lum p B eobach tungs­ S ch w a p p
F u n d a m e n ta lp rin z ip H aderlum p m ik ro sk o p  . D ep p
W ah lp rin z ip G esinnungslum p H oroskop Seid ep p
A usw ah lp rin z ip E rzlum p ' E lek tro skop O chsen sch lepp
. P la n p rin z ip P um p K ondcnsa to r- K re p p
D o p p le rp rin z ip Hut-stump elek troskop K lip p
F ü h re rp rin z ip O lym p S pek tro skop G ek lip p
E n tw ick lu n g sp rin z ip E pidiaskop G yroskop S c h n ip p
B ev ö lk eru n g sp rin z ip Teleskop Zystoskop T r ip p
L eitu n g sp rin z ip Spiegelteleskop Z yk lop S lip p
L e is tungsp rinz ip Z enitteleskop M op h o p p
L eb en sp rin z ip Polariskop P h ilan th ro p G a lo p p
ö rg a n isa tio n sp r in z ip Periskop M isan th ro p H a n d g a lo p p
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Anhang 2
Eine Seite aus dem rückläufigen Wörterbuch der ungarischen Sprache 
[29]. Die Zahlen sind Kodenummern für Wortart, Stammtyp, Flexionstyp, 
Wortbildungsstruktur.
■'s:
S / .O l tN  % 
H U N  V  
B E H U N Y  
L E H U N Y  
K 1 IIU N \  
E L IIU N  V 
S U N  N 
L K S I'N V  
O  Ű  N V 




M .T K ItK U O
V U L O O
H O H O H O
H /IIT IS 3 1 M O
N O
IMANO
A N N O
N O N O
N O N O N O
MI.KOKO
r i t o
R E C IT A T IV O  












n  f. v <;
0 4  0 4  0 4
10 00 OO 
10 0 0  O l  
10 0 0  01 
1 0  0 0  OO
io oo oo 
10 00 00 
10 00 oi 
0 3  0 0  2 1  
















Ó» 2 1 0 3 0 3 0 2
ó  3 3 1 0 0 0 0 2 2
Ó* 1 0 2 l JO 0 0 0 0
K A K A Ó 2 l 0 3 3 3 0 2
F Á R A Ó *1) 2 l 0 3 0 3 0 2
f á r a ó é 2 l 0 3 0 3 0 2
ZS A DÓ 2 l 0 3 0 3 0 2
SZA B Ó 3 2 l 0 3 (13 0 2
Y KR F IS Z  A BŐ 2 l 0 3 0 3 0 2
S Z Ű R S Z  An«'» o 1 0 3 0 3 0 2
B 1M BÓ 2 I f i 0 3 0 3 0 2
RÓZSA B IM B Ó 2 l 0 3 0 3 0 2
v i r A o b i m b ó 2 l 0 3 0 3 0 2
K K L B IM  n< > 2 1 0 3 0 3 0 2
M E L L B IM B Ó 2 1 0 3 0 3 0 2
T K R M Ő B IM B Ó 2 I l i 0 3 0 3 0 2
C S K r s n iM B Ó 2 l 0 3 0 3 0 2
D O B Ó 3 2 l 0 3 0 3 0 2
« ú l y d o b ó 3 2 l 0 3 0 3 0 2
A V F R B Ó 2 l 0 3 0 3 0 2
O U BÓ 1 2 l 0 3 0 3 0 2
M Á K G U B Ó 2 2 l 0 3 0 3 0 2
'•F I N FM O I7BÓ 2 2 1 0 3 0 3 0 2
0 3  0 2  
0 0  0 0  
3 3  0 2  
0 0  0 0  
00 00 
0 3  0 2  
00 00 




0 3  0 2  
00 00 
0 3  0 2  
0 3  0 2
A B C  1) E V
I.F.KOUDÓ ■} o 1 0 3 0 3 0 2
r É < ;ó l 2 l  0 3 0 3 0 2
u o c ó l 2 l 0 3 0 3 0 2
I>Ó 1 2 1 0 3 0 3 0 2
a d ó <‘ > l 3 2 l 0 3 0 3 0 2
\ d ó <*> 1 2 K i 0 3 0 3 0 2
J Ö V E D E L E M
T Ö B B L E T -A  DÓ 3 2 l 0 3 0 3 0 2
O D A A D Ó i; 3 1 0 0 1 5 0 2
M U N K A A D Ó 2 2 3 1 (»3 0 3 0 2
HÁ LA A D Ó 2 3 2 l 0 3 0 3 0 2
ÓRA A DÓ o 3 2 1 0 3 0 3 0 2
E B  A DÓ 2 2 1 0 3 3 3 0 2
F Ö L D A D Ó 2 2 1 0 3 0 3 0 2
TŐKEAD«'» 2 2 l  0 3 3 3 0 2
L E A D Ó 1» 3 2 l 0 3 0 3 0 2
IIÁ DIÓ LK A DM 7 2 l ú j U 3 0 2
D A G A D Ó 1 3 2 l 0 3 0 3 0 2
M EG R A G A D Ó 1» 3 1 0 0 0 1 0 2
E L R A G A D Ó •i :i 1 0 0 0 1 0 2
T A G A D Ó 1 3 1 0 0 1 3 0 0
IS T E N T A C A D Ó 2 3 2 1 0 3 0 3 0 2
H IT T A O A D Ó 2 3 2 l  0 3 0 3 0 2
M EC A DÓ H 3 1 0 0 ö l 0 0
ÍN SÉ G A  DÓ 2 1 0 3 0 3 0 2
V KJ AIX ) 3 2 l  0 3 0 3 0 2
HA NO  AIX» 3 2 l 0 3 0 3 0 2
R A N G A D Ó 3 2 l  0 3 0 3 0 2
FOGAfM» l 3 2 1 0 3 0 3 0 2
V K N D ÉG FOO A DÓ 2 l 0 3 0 3 0 2
E L FO G A D Ó ti 3 2 1 0 3 0 3 0 2
MZÓ FOG A DÓ 3 l  0 0 0 0 2 2
K N V H A D Ó 3 l  0 0 0 1 OO
K 1A DÓ :»2 1 0 3 U 3 0 2
t SOM AGK 1 ADÓ 3 2 1 0 3 0 3 0 2
LA T K IA D Ó 3 2 1 0 3 0 3 0 2
z k n k m  O k i a d /* 3 2 1 0 3 0 3 0 2
K Ö N Y V K IA D Ó 3 2 1 0 3 0 3 0 2
R IA D Ó 1 3 2 1 0 3 0 3 0 2
L É G IR IA D Ó 1 0 3 0 3 0 2
FE J ADÓ •» 1 0 3 0 3 0 2
M É R T É K A D Ó 3 1 1 0 o o 0 0
L A N K A D Ó 1 3 2 1 0 3 0 3 0 2
H A L A D Ó 1 3 2 l  0 3 0 3 0 2
KLAI>Ó 3 2 1 0 3 0 3 " 2
K ELADÓ 3 2 1 0 3 0 3 0 2
\  JSZO N TK LA D Ó 7 3 2 1 0 3 0 3 0 2
TÁ M A D Ó 1 3 2 1 0 3 0 3 0 2
KZÁ M A DÓ 2 3 2 l  0 3 0 3 0 2
-IÖ V E D E L E M  A DÓ 2 o 1 0 3 0 3 0 2
V A G Y O N A D Ó 2 2 l 0 3 0 3 0 2
R Á D IÓ A D Ó 2 2 l 0 3 0 3 0 2
ELŐ A D Ó 0 3 2 l  0 3 0 3 0 2
*Z A K E LŐ A DÓ 7 2 l  0 3 0 3 0 2
FŐ ELŐ A D Ó 7 2 l 0 3 0 3 0 2
V ISSZ A M A R A D Ó IS 3 2 1 0 3 0 3 0 2
T Ú L Á R A D Ó •> 3 1 0 0 f»l ‘ »2
V É R A D Ó 2 3 2 l  0 3 0 3 0 2
K E N Y É R A D Ó 2 3 2 l  0 3 0 3 (»2
H ÍR A  DÓ 2 3 2 1 0 3 0 3 0 2
V IL Á G H ÍR A D o 3 2 l  0 3 »3 »2
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Anhang 3
Die erste Seite der Liste der 1000 häufigsten Lexeme aus der ungari­
schen schöngeistigen Prosa (zusammengestellt von Mihály Füredi u. 
József Kelemen, 1983). (E1 = É, 0 1  = 0 , 0 2 =  0 ,  0 3  = 0  usw., HSzf=Kodenummer 
der Wortart, Gyak = Häufigkeit.)
L *■ :<* rn ci r. Szf Gya- M I N T H A 9 2 0 0 7 3 7
n 80 5 5 8 2  i N A P >0 0 0 ~ 0 0
T.'.S 91 0 8 7 5  f M A G A 252 0 0 7 0 0
n :-;m 263 0862-4 ÓT A  IN 70 0 0 6 9 6
H ’.'CV 292 0720.- rEJ 220 0 0 6 9 9
V A N .10 0 4 6 7  f 01 R ¿U 0 0 7 4 8
5? 0441 : A R C 20 0 0 6 8 2
! J 91 044 2 6 N I N C S ¡0 0 0 6 8 2
-91 0 3 6 3 : rcA 1 60 0 G 6 ~ 9
Y 260 0 3 5 2 ' TE 152 0 0 6 5 8
V A N J10 0 3 4 0  6 M I N D I G 60 0 0 6 7 9
F.Z 52 0320 f 3Z01 20 0 0 6 7 8
C S A K 63 0 3 1 4 1 P E D I G 91 0 0 6 8 5
M A  1R 63 0 2 8 7 5 G O N D O L 10 0 0 6 7 2e 291 0 2 9 3 5 M E G Y 10 0 0 6 9 2
y o n d 10 0277.- LA ÍNY 20 0 0 7 1 3
m i i g 63 0 2 6 0  ? M I N D E N 53 0 0 6 6  2
t j d 10 02332- M I N D E N 5 2 006 30
HA 192 0 2 1 2 2 T E S Z 10 0 0 6 0 3
MAIJA 152 0 2 0 2 ? K E 1 R D E Z 10 0 0 6 2 8
Z Z 53 0 1 9 2 5 J 0 2 N 10 0 0 5 8 2
E : N 52 0 1 89: S Z E R E T 10 0 0 5 6 9
S E M 6 3  0 1 8 1 ' El L E T 20 0 0 5 5 4
0 3 52 0 1 7 8 4 ASSZON": 20 0 0 5 8 7
K E L L 10 0 1 7 3 r E L 0 3 T T 70 0 0 5 4 9
m i 55 2  0 1 6 1 5 SEMMI 52 0 0 5 3 9
15 63 0164:- T A L A 1 N 63 0 0 5 3 6
M I N T 292 0 1 5 9 c K E Z D 10 0 0 5 3 2
M O S T 60 0 1 5 1 2 E 1V 20 0 0 5 4 9
M E R T 92 0 1 4 6 2 E 1 P P E N 6 3  0 0 5 2 5
AKI 52 0 1 4 6 2 El R É Z 10 0 0 5 5 9
K E K  ! -■>0 0 1 4 5 - V A L A M I 752 0 0 5 1 7
E M B E R 20 0137.: H A N G 2U 0 0 5 1 6
U';GY 60 0130 1 V A L A M I 7 5 3  0 0 5 1 5
ITT 60 0 1 2 0  r F E 1 R F ! 20 005 5 1
V O L N A u  0 1 2 0 : A L A T T •»0 0 0 5 1 0
A K A R 10 0 1 1 5 4 D O L O G 20 0 0 4 9 7
A K K O R 60 0116-: E G Y M A 1 5 52 0 0 5 0 4
E G Y ¡43 0 1 1 3 ? F IÚI 20 0 0 5 5 0
L E S Z 10 0 1 1 1 2 M A R A D 10 0 0 4 5 7
AZ 53 0 1 0 3 ? O L Y A N 5 3 00488.
L A 1T 10 0 1 0 0 0 J 0 1 L 60 0 0 4 5 4
JOl 30 0 1 0 1 8 U 1 T 20 0 0 4 6 2
AMI 6 5 2  0 1 0 2 0 A N Y A 20 0 0 4 8 5
K E  ÍZ 20 0 0 9 8 2 T A R T 10 0 0 4 5 7
N A G Y 30 0 0 9 6 7 K 0 2 Z 0 2 T T 70 0 0 4 4 2
V A G Y 91 0 0 9 6 4 HA ÍZ 20 0 0 4 6 0
A Z T A 1 N 60 0 0 9 8 5 H O Z Z A 1 60 0 0 4 3 8
K E I T 4 3  0 0 9 7 0 S Z E 1 P 30 0 0 4 3 8
O T T 60 0 0 9 0 4 H E L Y 20 0 0 4 3 4
A M I K O R 60 0 0 8 8 7 U1 J 30 0 0 4 4 4
M E G 191 0 0 891 V A 1 R 10 0 0 4 3 5
NE ÍZ 10 0 0 8 6 5 F E L E I 70 0 0 4 2 7
ID03 20 0 0 8 0 4 S Z O B A 20 00431
NE 163 0 0 7 7 9 E L S 0 3 43 0 0 4 0 2
S Z E M 20 0 0 7 7 6 O L Y A N 56 0 0 4 2 1
I ÍGY 60 0 0 7 9 1 APA 20 0 0 4 9 4
L E H E T 10 0 0 781 AJT Ó I 20 0 0 4 5 3
V E L E 60 0 0 7 6 2 AD 1 10 0 0 4 0 9
K I S 30 0 0 7 7 7 K E 1 R 10 0 0 4 4 1
IS 96 0 0 7 4 9 U 2 L 10 0 0 4 1 6
H A 1T 6 3 0 0 7 4 5 B E S Z E 1 L 10 0 0 4 2 0
N A G Y O N 60 0 0 7 3 8 V E S Z 110 0 0 421
A 1 L L 10 0 0 7 2 7 G Y E R E K 20 0 0 4 1 3
M A J D 163 0 0 7 2 3 H I S Z 110 0 0 4 1 2
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Anhang 4
Die vom Longman Mini-Concordancer zusammengestellte Konkordanzliste 
der W örter ich und die aus einem Kurzkrimi (s. Anhang 9).
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i T a ; ; i ,  u n d  u n t e r w e g s  g a b  e r  m i r  d i e  
: t a g  h i n ,  u n d  p r u e - f t e  d e n  M o t o r .  D i e  
i z u  b e k o m m e n .  A l s o  m u s s t e  i c h  d i s  
e n t w u r z e l t  u n d  q u s -  u e b e r  d i e  
s w . T f e n .  S o v i e l  i c h  w e i s s ,  s i n d  e i e
i h r e  A u s s a g e n  s c h o n  a m  e r s t e n  T a  
W a h r h e i t i  u n d  w e n n  S i e  d i e  A u s s a  
A u s s a g e n  a u f m e r k s a m  l e s e n ,  w e r d e  
F a h r t  t u e r  m o r g e n  t r u e h  a b s a g e n .  
A u i t o s c h l  u e s s e l  . I c h  - f u h r  n o c h  a m  V  
R e p a r a t u r  k o n n t e  i c h  a r .  O r t  _ . n d  3 t  
S t r  £  s s e r . b a h n  n e h m e n »  A b e r  w i e  e
S t r  a s s e n b a h n s c h i  e r . e n  g e w o r f e n .  S o v i  
z e r r i s s e n e n  L e i t u n g e n  n o c h  i m m e r  n
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Anhang 5
Die 120 häufigsten Wortformen aus der Kaeding-Zählung, die Ende des
19. Jh. stattfand und knapp 11 Millionen Textwörter umfaßte. Die Er­
gebnisse der manuellen Zählung, an der mehrere Jahre lang etwa 1000 
Mitarbeiter beteiligt waren, wurden in den 70er Jahren von W.D. Ort­
mann et al. rechnerisch verarbeitet. Die abgebildete Seite befindet 
sich im Band "W.D. Ortmann: Hochfrequente deutsche Wortformen, I. 
Herausgegeben vom Goethe-Institut, München, 1975." Siehe auch [28]
R A N G R E I H E - S O R T I E R U N G l. OIE - 120. VIEL
l. OIE 3 49 55 3 I 61. ZUM 2 3 2 7 8
2. OER 34152 2 1 62. ZUR 22 794
3. U NO 3 2 007 2 | 63. K ANN 2 2 1 1 3
4. IN 188078 | 64. O O CH 21 9 94
5. ZU 17 26 25  I 65. VOR 21851
6. DEN 138664 1 66. D IES ER 21811
7. OAS 124232 1 67. « ICH 2 13 34
8. N I C H T 114518 I 68. IHN 20 785
9. VON 113201 I 69. DU 2 01 07
10. SIE 102212 1 70. HAT TE 1992 9
11. IST 9 6 9 7 0  1 71. SEINE 19718
12. O ES 9 61 9 0  1 72. HE HR 18549
13. SICH 92 9 45  I 73. AM 185 23
14. MIT 91 5 52  I 74. D E NN 18 488
15. O EM 8 91 09  ! 75. NUN 17891
16. 0ASS 879 69 | 76. UNTER l 7636
17. ER 87 0 29  1 77.- SEHR 17293
18. ES 86 77 8  I 78. SELBS T 1691 l
19. EIN 85 91 9  1 79. S CH O N 16727
20. ICH 822 07 | 80. HIE» 16667
21. AUF 809 44 I 81 . BIS 16399
22. SO 74 2 73  1 82. HABE 16105
23. EINE 6930 4 | 83. IHRE 16098
24. AU CH 6 0 7 5 0  | 84. D A N N 15545
25. ALS 58331 I 85. IHNEN 15254
26. AN 5 5 7 1 0  I 86. SEIN ER 15 067
27. NI CH 5 4 7 6 0  1 87. ALLE 14992
28. WIE 51 336  1 88. W I EOE R 1469 3
29. IM 5 0 7 7 0  1 89. MEINE 14552
30. FUER 5 0 5 5 9  | 90. ZEIT 1 45 29
31. MAN 442 84 1 91. G EG E N 14430
32. ABER 44201 | 92. VOM 13 636
33. AUS 40 6 15  I 93. G ANZ 13548
34. O U R C H 4 0 3 2 9  1 94. E I N Z E L N E N 1346 6
35. WENN 401 08 | 95. WO 1314 5
36. NUR 39507 | 96. MUS S 130 69
37. WAR 393 95 I 97. OHNE 12895
38. NO CH 3 91 7 9 1 98. EI NE S 12795
39. W E R D E N 390 85 | 99. K O E N N E N 12 70 9
40. BEI 388 4* | 100. SEI 1255 3
41. HAT 38 15 9 1 101. JA 1252 7
42. WIR 3 78 4 0  I 102. WURDE 125 10
43. WAS 35 22 0  I 103. JET ZT 11859
44. WIRO 345 89 | 104. IMMER 11664
45. S EIN 314 62 I 105. S E IN EN 116 47
46. E I N E N 312 29 1 106. WOHL 11356
47. W EL CHE 309 74 | 107. O IES ES 11113
48. SIND 30532 1 108. IHRES 11014
49. ODER 3 03 2 9 | 109. WUEROE 10794
50. UM 30 2 0 6  | 110. 0 1 ESEN 10558
51. H AB E N 28822 1 111. S ON D ER N 10482
52. E I N E R 28 0 86  | 112. WEIL 104 73
53. MIR 2 68 0 4  | 113. W ELC HER 10372
54. U E B E R 2 5 4 9 7  I 114. N I CH T S 10332
55. IHM 2 52 1 4  | 115. D I ES E M 10225
56. DI ES E 2 47 06  | 116. ALLE S 10 0 40
57. E I N E M 2423 2 I 117. WARE N 9 9 5 7
58. IHR 2 37 9 0  1 118. WILL 9811
59. UNS 23 76 5  1 119. HFRR 96 88
60. OA 2 34 9 7  | 120. VIEL 9 5 53
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Anhang 6
Die vom Longman Mini-Concordancer zusammengestellte Liste der häufig­
sten Wortformen eines Kurzkrimis (siehe Anhang 9).
( Z '  : r.'JSEF- ■ T <
r. , s  t s
: - ' 1 ~ HL ■"
er*" * -1 T *9
. r .. . £ - i : ilO 1 1 * 2
d 1 2 er
d  = f. 9 A b e 'd
-i - - A r b e i t
. i . fc 9 A=. 5 5 3 ^
z u A u t o
7 be?
Mi?*" r n
—? t e k
b dfi.nn
fJr A d-5 5
v o r £ i  k  L: i  e
w a r d e  - 1
a i x h
er f  u rsr’
A L* 5 5 r*. 9  e
er g a b
d e : D H a;
h a t t e - H a  u  r, a
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4 /Ti T;
d a »t. a " • i c h
P O " h •T: 1 r
L -T 4 Tii t
a l s 7, Mc*“ d
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¿ S S E m 1 1
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Phonemhäufigkeit in Adys sämtlichen Gedichten [18]. ("[" steht für 
T , für "0".)
Anhang 7
A f e l d o l g o z á s  ö s s z e s í t é s e
ö s s z e s  v e r s  
ö s s z e s  szó  
ö s s z e s  hang 
ö s s z e s  C 
ö s s z e s  V 
ö s s z e s  V (p a l )  
ö s s z e s  V (v e l )
á t l a g o s  szóhossz=  
V/C
V( pal )/V( v e i ) =








4.783 h a n g /s zó  
0 .690  
1 .050
1 15592 
1 1 0 1 2 1
51.21 0 /0  
48.79 0/0
1.953 V/szó
hang db 0/0 v e k to r hang
ä 1 0.00 X
ez 22 0.00 y
q 0 0.00 eh
qu 1 0.00 cch
w 5 0.00
a 50132 9 .0 7 417 i l y
d 19782 3.58 164 m
b 9077 1.64 75 mm
bb 1106 0.20 9 n
c 1310 0.24 11 nn
cc 28 0.01 0 ny
cs 3834 0.69 32 nny
CCS 12 0.00 0 0
d 14044 2.54 117 <5
dd 311 0.06 3 ö
dz 13 0.00 0 ő
ddz 0 0.00 0 p
dzs 5 0.00 0 pp
ddzs 0 0.00 0 r
e 55383 10.02 460 r r
é 18909 3.42 157 s
f 5075 0.92 42 SS
f f 17 0.00 0 sz
g 13674 2.47 114 ssz
gg 213 0.04 2 t
gy 8261 1.49 69 t t
ggy 51 0.01 0 ty
h 11304 2.04 94 t t y
hh 5 0.00 0 u
i 23235 4.20 193 ú
[ 2347 0.42 20 ü
j 8759 1.58 73
301 0.05 3 V
k 30655 5.55 255 vv
kk 504 0.09 4 z
1 28453 5.15 236 zz
11 1939 0.35 16 zs










































































































Eine kurze Übung, die nach einer Bearbeitung mit dem Hilfsprogramm 
AUTHOR im Rahmen des Autorenprogramms CALIS ((c) Duke University, 
Durham) gebraucht werden kann.
Anhang 8
Erklärung der Symbole:
V A  
<...> 







Lücke (Text in Klammern ausblenden)
Symbol zur Identifizierung der Lücke
Anfang des Auswertungsteiles




beliebiges von den Zeichen in Klammern
beliebige Zeichenkette
eine oder mehrere beliebige Zeichenketten
Fehleranalyse Buchstabe für Buchstabe (spellcheck)
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AUTHOR erstellt daraus folgende Textdatei:
CLDZE
C a l i s  t c o l s  u r o g r a m  v e r s i o n  3 . 7 7  
E x i s t i n g  t e x t  f i l e  i s  nvaer a t  i . t ;; t
B i l d e n  S i e  d e n  i T i p a r a t ' . v  d e r  V e r b e n  i n  K l a m m e r n '  
\ < l > S c h a u \  m a l ,  d a  k o n w t  d e i n  O n k e l  1 ' s c h a u e n )  
\ < 2 > ' _ i e s \  d e i n e n  A u f s a t z  v o r  ' ( / o r  5 e s e n i
C u r r e n t  d a t e  an. J * i me a ~ e  Tue  J a n  11 11 • 5 9 : 2 C 1 :,9 4
CL07E  PROCEDURE
P l e a s e  i  i 3 ! i n  e a c h  b l a n k  i n  t h e  - f o l l o w i n g  t s>:  c . E v e r y  b l a n k  i s  
r e c o v e r a b l e  t h r o u g h  c o n t e x t a a l  c l u e s -  F i r s t • r e a d  t h r o u g h  t h e  t e x t  
t h e n  b e g i n  t o  f i l l  i n  t h e  b l a n k s -  Yet. may u s e  t h e  w h i t e  a r r o w  k e y s  
t o  s c r o l l  t h r o u g h  t h e  t e x t  i f  n e c e s s a r y -
r y p e  t h e  : y r e c i  w o r d  o r  p h r a s e  i n t c  t h a  b l a n k  w e r e  t h e  c u r s o r  a p p  
t h e n  t y c e  CENTER}.  Y c u r  a n s w e r  may b e  l a r g e -  o r  s m a l l e r  t h a n  t h e  t
7  B i l d e n  S i e  d e n  I n p e r a t i v  d e r  V e r b e n  i n  K l a m m e r n '  
r>
?  <UL> 1 <UL"> ma l  « d a  kommt  d e i n  O n k e l  1 ( s c h a u e n )
7
?  <UL> 2  <L'L> d e i n e n  A u f s a t z  v o r  ! "’v o r l e s e n )
#1
? < Q X C U R :  1 : 1  >
? < Q X C U R :  4 : 2 >  m a l ,  d a  kommt d e i n  iC ' JR :  4 ;  2>
+ S c h a u  :< Q X C U R  : 4  ; 2 > < U L > S ch au < U L >  ¡ r a l  , d a  Kommt d e i n  
+ s c h a u  ;< Q X C U R  : A : 2 > < U L > S c h a u < U L >  m a l ,  d a  kommt d e i n
&<D> J a «  a b e r  air. S a t z a n f a n g  s o l l t e n  E i e  k e i n  k l e i n e s  s  s c h r e i b
+ C 3 s D c h a u e  : < Q X C U R : 4 ; 2 > < U L > S c h a u < U L >  m a l .  (ta UoT.-nt d e i n
?<<D> Aucf m ö g l i c h ,  a b e r  v i e l  s e l t e n e r  g e b r a u c h t .
- C S s 3 c h a u t  ; 1
?t<D> D i e  a n g e s p r o c h e n e  P e r s o n  i s t  2 - P - S g -
- C S s 3 c h a u s t  :
3c<0> D a s  : s t  I n d i  k a t  i  v !
:
V<r» ;FCk
-< PA SS >  ;< Q X C U R  : 4 ;2><UL' .  1 :JL m a l ,  d.i. c .umt  d e i n
-<BIVEUP> ;< 0 >  :'C:üR : 4 : 2  > ' UL. ‘ Sc  h au< UL > m a l .  .Ja kommt  d e i n  





' »<ß >< CU r  •- & : 2 >  d a i n e n  f i u - f s a t ;  v o r -1 ' CUT : 6 : - . -
+i i a g  :< {JV 'C ’J R  • ( ~ ’UL ;L i  ? s ,;- UL> d e i n e n  A u f s a t z  v c r
«.i i • i' Q ' m' 7 ! R :  ¿- :T  " <UL >!. i e  = <.UL> d e i n e r  A u f s a t x  v o r  •
2,.J-D > '  ’ B r o ß s i h r s i b u r ? *
- CL1 2s s *  ;
,, ...• r . •, e - i  - W e c h s e  1 :
# 2
- ' f . '  B e i  e - i - W e c h s e l  k e i n  “ u f f  i x *
— C V v  3 o r  & ; ,, ,
0 r- T r e m b a ' f t a  » e r o .
.r V
<S P C K >
- « ' p a p p  . ; • p  •- r ’jp : \  :Z" U L "  2 '.'L’L >  d e i n e r  A u f s a t z  v c r  f
IVEUF t<a” .CUR- i  u : . . : L i  e s < U L >  d e i n e n  A u f s a t z  % o r
T h e  C o r r a c t  A n s w e r  1 e : L i e s
# =nd
Die vom AUTHOR hinzugefügten Symbole:
# 0  : Anfang der Übung
#end : Ende der Übung
! : Zeile für Anweisungen
? : Zeile für Übung
< Q > : Fenster für Übung
<CU R >: Kursorposition
<U L>: Unterstreichen ein/aus
< D > : Fenster für Rückmeldungen
<PASS>: Überspringen
<G IV EU P>: Aufgeben
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Anhang 9
Ein Text, der vom Programm KURZKRIMIS generiert worden ist ((c) 
Goethe-Institut, Autoren: P.Uzonyi, Z.Papp, F.Megyery).
F ä l l  N r  1 3 2 3 7
Im N c r d e n  h a t t e  m a n  d a m a l s  e i n e n  u n g e w ö h n l i c h  he ipven S o m m e r .  D a s  w a r  1 9 8 6  • 
D e r  v o r l i e g e n d e  M o r d  h a t  d e r  M o r o k o m m i s s i o n  ;iel A r b e i t  v e r u r s a c h t »  o b g l e i c h  
d e r  M ö r d e r  u n t e r  d e n  5  v e r h ö r t e n  P e r s o n e n  w a r ,  d i e  i h r e  A u s s a g e n  s c h o n  a m  
e r s t e n  T a g  a b l e g t e n .  D e r  T ä t e r  s a g t e  n i c h t  d i e  W a h r h e i t »  u n d  w e n n  S i e  a i e  
A u s s a g e n  a u f m e r k s a m  l e s e n »  w e r d e n  S i e  d e n  W i d e r s p r u c h  a u c h  s e l b s t  f i n d e n .  
A u s z ü g e  a u s  d e m  E r m i t t l u n g s p r o t o l  o l 1 U m  2 3  U h r  w u r d e  d e r  I n t e n d a n t  L u d w i g  
K r ü g e ^  in s e i n e m  H a u s g a r t e n  t o t  ac f g e f  u n d s n . M a n  h a t  i h n  m i t  e i n e m  
B r i e f b e s c h w e r e r  a u s  M a r m o r  e rm or d e t ' .  De»- M o r d  m u ß  z w i s c h e n  22-0<i> u n d  22-3«?» 
U h r  g e s c h e h e n  s e i n .
A u s s a g e  Nr 1 : G A B I  J U N G  (26) » Sei r e t ä r i n ,  d e r  H e r r  \ r ü g e r  j e d e n  A b e n d  z u
H a u s e  d i k t i e r t e :  A n  d i e s e m  m i ß g l ü c k t e n  A b e n d  d i k t i e r t e  e r  m i r  n u r  z w e i  
k ü r z e r e  F'r i e f e -  N a c h h e r  s o l l t e  i c h  n u r  n o c h  H e r r n  B r e i t n e r  a n r u f e n  u n d  d i e  
F a h r t  f ür m o r g e n  f r ü h  a b s a g e n -  D a s  m u ß t e  i c h  in e i n e r  T e l e f o n z e l l e  m a c h e n ,  
w e i l  d a s  T e l e f o n  v o n  H e r r n  K r ü g e r  s e i t  d r e i  T a g e n  n i c h t  f u n k t i o n i e r t e -
A u s s a g e  Nr 2: K U R T  W U R M  ( 47 ),  A u t o s c h l o s s e r ; U m  h a l b  n e u n  m o r g e n s  h a b  i c h
i h n  d a s  l e t z t e  M a l  g e s p r o c h e n .  H e r r  I r ü g e r  h a t t e  d e r  T a g e  e i n e n  n e u e n  W a g e n  
g e k a u f t .  D a s  A u t o  h a t  a b e r  b a l d  v e r s a g t :  er w a l l t e  a m  M o r g e n  d e s  
b e t r e f f e n d e n  T a g e s  m i t  d e m  A u t o  zur A r b e i t ,  a b e r  er k o n n t e  d e n  Motc-r n i c h t  
a n l a s e e n -  N a c h d e m  er e s  e i n  p a a r m a l  v e r g e b l i c h  / e r s u c h t  h a t t e »  s e t z t e  er 
s i c h  in e i n  Ta>;i» u n d  u n t e r w e g s  g a b  e~ mir d i e  A u t o s c h l ü s s e l .  I c h  f u h r  n o c h  
a m  V o r m i t t a g  h i n ,  u n d  p r ü f t e  d e n  M c t o r .  D i e  R e p a r a t u r  k o n n t e  i c h  a n  O r t  u n d  
S t e l l e  n i c h t  m a c h e n ,  a l s o  s c h l e p p t e  i c h  d e n  V o l k s w a g e n  a b -  E r s t e h t  a u c h  
j e t z t  n o c h  in m e i n e r  W e r k s t a t t *
A u s s a g e  Nr 3: B R U N G  W I S S E M A N N  4?.) . S t e l  i V e r t r e t e r  v o n  H e r r n  f r ü g e r  : I ch
w a r  k u r z  vor 2 2  b e i  H e r r n  K r ü g e r .  Ir:h m u ß t e  e i n i g e  P a p i e r e  d r i n g e n d  
u n t e r e r n r e i b e n  l a s s e n ,  u n d  b l i e b  nur e t w a  f ü n f  M i n u t e n .  D a s  w a r  n i c h t  d a s  
e r s t e  M a l ,  d a b  i c h  i h n  z u  H a u s e  b e s u c h t e .  A b e r  i c h  r u f e  i h n  n a t ü r l i c h  v o r h e r  
i m m e r  an, u n d  f r a g e ,  o b  i c h  n i c h t  s t ö r e -  A u c h  d i e s m a l  m a c h t e  i c h  e s  sc». H e r r  
K r ü g e r  s a g t e  i m  T e l e f o n ,  i c h  s o l l e  vor 2 2  k o m m e n ,  d e n n  e r  b e k o m m e  G e s u c h *
A u s s a g e  Nr 4: H O R S T  K O W A L S K I  (f>l> • S c h w e i ß e r  , N a c h b a r  v o n  H e r r n  K r ü g e r  :
I c h  w a r b e i  i h m  a n  d e m  T a g -  Er h a t  n ä m l i c h  w i e d e r  e i n m a l  e i n  Fa» e t b e k o m m e n .  
H e r r  k > ü g e r  h a t  m i c h  g e b e t e n ,  s o l c h e  S a c h e n  für i h n  z u  ü b e r n e h m e n ,  w e n n  er 
n i c h t  zu H a u s  i s t .  Der B r i e f t r ä g e r  w e i ß  n a t ü r l i c h  a u c h  B e s c h e i d .  A l s  er n a c h  
H a u s  • am. a l s o  u m  16, g i n g  i c h  r ü b e r  z u  H e r r n  K r ü g e r  u n d  g a b  ihr: d a s  D i n g .  
D a n n  h a t  er m i c h  w i e  i m m e r  z u  e i n e m  G l a s  > ognal- e i n g e l a d e n .
A u s s a g e  Nr 5; Dr. A R N O L D  S T O L Z  ( 5 8 ) . I n t e r n i s t ,  s e i t  a c h t  J a h r e n  H a u s a r z t  
v o n  Her-fi K r ü g e r :  A n  d e m  T a g  h a t t e  i c h  meh r a l s  P e c h .  M e i n  W a g e n  s p r a n g  
n i c h t  an. a l s  i c h  s o  u m  e i n s  z u  e i n e m  P a t i e n t e n  g e r u f e n  w u r d e -  W e g e n  d e s  
U n w e t t e r s  w a r  a u c h  k e i n  T a x i  z u  b e k o m m e n .  A l s o  m u ß t e  i c h  d i e  S t r a ß e n b a h n  
n e h m e n .  A b e r  w i e  e s  d a s  M i ß g e s c h i c k  w o l l t e  h a t t e  d e r  S t u r m  e i n e n  B a u m  
e n t w u r z e l t  u n d  q u e r  ü b e r  d i e  S t r  a ß  e n b a h n s c h  i e n e n  g e w o r f e n -  S o v i e l  i c h  wei.>, 
s i n d  •J: ? z e r r i s s e n e n  L e i t u r g e n  n o c h  i m m e r  n i : h t  r e p a r i e r t -  W i r  m u ß t e n  a l s o  
a l 1 a « u s s t e i g e n *  I ch b i n  d a n n  z u  F u ß  1 o a g e  a n g e n  . d e n n  i c h  w u ß t e ,  d aß  H e r r  
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8 4
Morphologische und syntaktische Analyse von zwei ungarischen Sätzen 
durch einen experimentellen Parser (siehe auch [9] und [46]).
Übersetzung der Sätze: 1 Der Student konnte dem Mädchen nein sagen.
2. Wir gingen in große Säle.
Erklärung einiger Notationen:
akml3 : subjektive Konjugation, Indikativ, Vergangen­
heit, Singular, 3. Person 
akj21 : subj. Konj., Ind., Präsens, Plural, 1. Person
mib : Partizip Perfekt
alanyi r. : Subjektteil, d.h. die höchste NP
ällitmänyi r.: die höchste VP
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Die zur Analyse der obigen Sätze verwendeten lexikalischen Einträge 
(mit homonymen Stämmen).
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Über die Programmiersprache BASIC
Untersuchen wir nun einige "Vokabeln" einer künstlichen Sprache, die 
dem Programmierer mit Ausdrücken natürlicher Sprachen leichter umge­
hen helfen. Diese künstliche Sprache ist die Programmiersprache BASIC 
(Beginners All-purpose Symbolic Instruction Code). Diese Programm­
sprache war ursprünglich für Anfänger gedacht, und demgemäß konnte 
sie wesentlich weniger leisten als damalige höhere Sprachen wie 
FORTRAN, PL-1 usw. Zwischendurch hat man aber auch diese Sprache wei­
terentwickelt, immer bessere B-Compiler geschrieben, und heute sind 
die neusten Versionen von Quick Basic, Turbo Basic oder Visual Basic 
für die meisten Zwecke ebensogut oder mitunter sogar besser zu ge­
brauchen als Sprachen, die schon immer viel leisten konnten.
Die wichtigsten Elemente einer Programmiersprache sind die Anwei­
sungen, Variablen und Funktionen. Mit 4 Anweisungen können wir schon 
interessante Programme schreiben. Dies sind die folgenden:
INPUT - die Anweisung zur Eingabe der Informationen (Zahlen, Wörter, 
Sätze usw.). Wo im Programm INPUT steht, wartet es, bis etwas mit der 
Tastatur eingegeben wird (eigtl. bis ENTER gedrückt wird).
PRINT - die nach dieser Anweisung stehende Information wird vom Pro­
gramm auf den Bildschirm geschrieben.
FOR x = y TO z: NEXT x - eine sog. Schleife, d.h. die Anweisun­
gen zwischen FOR und NEXT werden mehrmals ausgeführt (wenn y 1 ist 
und z 5, dann 5 mal, aber der Anfangswert kann auch höher sein, z. B. 
3, und dann wird es nur 3 mal wiederholt, wobei x in der ersten Runde
3, dann 4, und in der letzten 5 ist).
IF ... THEN - Verzweigung, d. h. in Abhängigkeit von bestimmten Be­
dingungen wird entschieden, welche Operation ausgeführt werden soll: 
die nach dem THEN, oder diejenige, die in der nächsten Zeile steht.
In den Programmen gibt es immer Wörter, deren Wert (Bedeutung) verän­
dert werden kann; sie sind die Variablen. Eine Variable kann z.B.
I Anhang 11
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für eine Zahl oder für eine Buchstabenkette stehen (im letzteren Fall 
muß am Ende des Variablensymbols in BASIC ein $-Zeichen stehen). 
Außerdem gibt es noch eine Reihe Symbole, die man Funktionen nennt. 
Für Linguisten sind diejenigen Funktionen besonders wichtig, die mit 
Zeichenketten, d.h. z.B. mit Wörtern, Morphemen, Sätzen usw. operie­
ren können.
LEFT$ (a$,x) - bezeichnet x Buchstaben von der linken Seite des Wor­
tes a$ (z. B. LEFT$ ("Haus”, 2) bezeichnet "Ha").
RIGHT$ (a$,x) - bezeichnet x Buchstaben von der rechten Seite des 
Wortes a$ (z. B. RIGHTS ("Haus", 2) bezeichnet "us").
MID$ (a$,x,y) - bezeichnet y Buchstaben, die auf der Position x b e ­
ginnen (z. B. MID$ ("Haus", 3, 1) bezeichnet "u").
LEN (a$) - bezeichnet die Länge, d.h. die Zahl der Buchstaben im Wort 
a$.
INSTR (a$, b$) - gibt die Nummer der Position an, wo b$ im Wort a$ 
beginnt (wenn b$ im a$ nicht enthalten ist, wird die Nummer 0). Z.B. 
INSTR ("Haus", "au") ergibt 2.
So sieht z. B. ein Programm aus, das von drei eingegebenen Wörtern 
diejenigen auswählt, die auf -en auslauten:
FOR i = 1 TO 3 
INPUT szo$(i)
NEXT i
FOR i = 1 TO 3
IF RIGHTS (szo$(i), 2) = "en” THEN PRINT szo$(i)
NEXT i 
END
Folgendes Programm, das vier eingegebene Wörter in rückläufige Rei­
henfolge ordnet, ist auch nicht viel komplizierter. Die Anweisung 
"STEP -1" bewirkt, daß die Schleifenvariable in jeder Runde nicht 
größer, sondern um 1 kleiner wird. Auf diese Weise kommen wir vom
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letzten Buchstaben des Wortes schrittweise zum ersten, wodurch wir 
die Spiegelbilder der Wörter herstellen. Mit "+" können Zeichenketten 
zusammengefügt werden (hier wird das Spiegelbild jeweils um einen 
Buchstaben verlängert).
Mit Hilfe von M>" kann man die ASCII-Kodewerte der Buchstabenketten 
vergleichen, wobei immer das Wort "größer" ist, das in der alphabeti­
schen Reihenfolge weiter hinten steht. In der zweiten Schleife, die 
in die erste eingebettet ist, werden Wörter vertauscht, wenn das ge­
rade untersuchte Wort größer ist als ein von ihm rechts stehendes 
Wort. Nach dem Tausch beginnt die Prozedur von vorne, bis alle rechts 
stehenden W örter größer sind als das untersuchte Wort. Anschließend 
wird das nächste rechts stehende Wort untersucht usw., bis alle 4 
W örter in der vorgesehenen Abfolge stehen.
FOR i = 1 TO 4 
INPUT szo$(i)
FOR j = LEN(szo$(i)) TO 1 STCP -1 




FOR a = 1 TO 3 
FOR b = a + 1 TO 4
IF fszo$(a) > fszo$(b) THEN fszo$ = fszo$(b): szo$ = szo$(b):
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