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Abstract 
Support Vector Machine (SVM) have been very popular as a large margin classifier due its robust mathematical theory. It has 
many practical applications in a number of fields such as in bioinformatics, in medical science   for diagnosis of diseases, in 
various engineering applications for prediction of model, in finance for forecasting etc. It is widely used in medical science 
because of its powerful learning ability in classification. It can classify highly nonlinear data using kernel function. This paper 
proposes and analyses diagnostic model to classify the most common skin illnesses and also   provide a useful insight into the  
SVM algorithm. In rural areas where people are generally treated by paramedical staff, skin patients are not subject to proper 
diagnosis resulting in mistreatment. We think SVM is a good tool for proper diagnosis. This paper uses various kernels for 
classification and achieving the best accuracy of 95.39 % . 
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1. Introduction 
Support Vector Machine (SVM)  is  kernel-based supervised learning algorithm, which is the combination of  
Machine learning theory, optimization algorithms from operation research and kernel techniques from Mathematical 
analysis. A good generalization of a classifier is achieved when it minimizes training error along with higher testing 
accuracy for unknown testing dataset. The training algorithm of SVM maximizes the margin between the training 
data  and class boundary, removing some meaning less data from the training dataset. So, the resulting decision 
function depends only on the training data called support vectors, which are closest to the decision boundary. Thus 
SVM maximizing the boundary by minimizing the maximum loss and giving good accuracy compared to the 
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classifier which are based on the minimizing the mean squared error [1]. It is also effective in high dimensional 
space where number of dimension is greater than the number of training data. SVM can separate the classes which 
cannot be separated by linear classifier. SVM is kernel based method.  It uses the kernel induced feature space [2]. 
Using a kernel function it transforms data from input space into a high-dimensional feature space in which it 
searches for a separating hyper plane. So, that nonlinear data can also be separated using hyper plan in high 
dimensional space. This takes a lot of computation power. But SVM overcome this problem using kernel trick. In 
SVM kernel functions are defined in reproducing kernel Hilbert space (RKHS)[3]. Hilbert space is complete inner 
product space so similarity between training data points are measured by inner product which is less expensive 
computationally. Also, kernels are Mercer’s kernel [4], i.e., positive semi definite kernel and due to the Mercer’s 
kernel SVM gives global optimum.  
High learning ability, good generalization in classification and regression makes SVM most popular learning 
algorithm in many real-life applications such as    bioinformatics, electrical load forecasting[5], pattern recognition, 
image processing, field of hydrology[6]. SVM is used to predict mechanical property such as hot-rolled plain carbon 
steel[7], to build credit scoring models assessing the risk of default of  clients [8],in fault diagnosis[9], for 
forecasting failures and reliability in engine system[10]. It is also used to evaluate level of coal mine underground 
environment[11], in classification of drug and nondrug problem [12] , to diagnosis diabetes and erythematous 
disease [13,15], in drug design, in qualitative and quantitative prediction from sensor data etc.[14].  
Skin diseases such as  Bacterial Infection, Fungal Infection, Eczema and Scabies are common problems 
particularly in underdeveloped countries. Large population commonly suffers from these diseases.  Such skin 
diseases are commonly encountered by medical and paramedical staff at primary health centers, community health 
centers, referral hospitals as well as in specialized hospitals. There is a definite need for proper diagnosis and 
treatment for such disorders. Because of the improper diagnosis many times they are treated incorrectly and by 
mixture of antibacterial, antifungal and steroid preparation locally. Such treatment is hazardous to the society.  Due 
to wrong diagnosis, improper treatment makes the disease more complicated and later on it is difficult for 
dermatologist  to give proper treatment. We believe that at a primary stage computer assisted  diagnosis is necessary 
to  avoid major complication at the later stage. 
In this study, we have used Support Vector Machines to diagnosis these diseases. SVM is originally designed for 
Binary Classification. We have used one-to-one algorithm for our multiclass data. The database was obtained from 
Department of Skin & V.D., Shrikrishna Hospital, Karamsad, Gujarat, India. 
2. Support Vector Machine 
SVMs are among the best  “oơ-the-shelf” supervised learning algorithms[16]. It is kernel based supervised 
learning algorithm for binary classification problem. It  separates the two classes using kernel function which is 
induced from the training data set. The goal is to produce a classiﬁer  that will work well on unseen examples, i.e. 
give good generalization. 
Let there be   m training examples   miyyx iii ,...3,2,1,1,,  r . 
Then there exist a hyper plane 0  bxw. , which separate the positive and negative training examples using the  
decision function : 
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:xsign  where, bsignxf xw.                       (1) 
where, w  is the normal to the hyper plane which is known as weight vector and b is called the bias. We see that 
  mibyi ,...3,2,1,0  !iixw . 
Figure 1 Maximum-margin hyper plane. Training data  (instance) on the margin are called the support vectors. 
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Implicitly define   b,w  such that   1  bw.x  for positive class and   1  bw.x  for negative class ( see figure 
1), then there be two hyper planes and the region between these hyper planes is called the margin band, given by 
2
2
w
 ,which is to be maximize or  
  Minimize 2
2
1
w  subject to the constraints:   .m,...,,i,byi 3211  tiw.x            (2) 
Most real life dataset contains noise. Using a soft margin the effects of outliers and noise can be reduced. By  
introducing the  soft margin with marginal error i[  ,the  objective function becomes[17], 
Minimize ¦
 
 m
i
iC
1
2
2
1 [w   with,      .m,...,,i,by iii 32101  tt [[ix.w              (3) 
The parameter  C controls the tradeoff between the marginal error and testing error. 
Karush-Kuhn-Tucker (KKT) conditions  are  necessary  conditions for nonlinear optimal problem.
                    
The  primal problem is converted into dual problem and applying KKT conditions we obtain  )4(
1
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m
i
i y xw ¦
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 Using kernel function decision  function becomes      ,¸¸¹
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where,      jiji x.xx,xK II ,   xI  is called kernel function, which need not to be known. It is defined by the 
inner product in feature space. So, the feature space should be inner product space called a Hilbert space. These 
kernels are Mercer’s kernels which are positive semi definite hence  global optimum is achieved. The objective 
function is Quadratic Optimization Problem which can be solved by the Sequential Minimal Optimization (SMO) 
algorithm. 
3. Experiments and Result Analysis 
In our study we have used SVM to classify some common skin diseases viz., Bacterial Infection, Fungal 
Infection, Scabies and Eczema. The data was collected from Department of Skin & V.D., Shrikrishna Hospital, 
Karamsad, Gujarat, India. We have prepared detailed Proforma under the guidance of leading dermatologist and 
investigated 470 patients. To find the attributes deep investigation as well as doctor’s ideas have been taken care of. 
The proforma includes 47 features.  
There are 47 features and 470 instances. Out of 470 instances 139 instances are for Bacterial Infections, 146 for 
Fungal Infection, 98 for Eczema and 87 for Scabies. Table 1 show various features which are investigated during 
our data collection. 
 
Table 1. Input Attributes used for Analysis 
 
 Chief Complaints & OPD  Associated With 
1. Pain   2. Fever 3. Itching 23. Lichenification 26. Scaling 
 Seasonal relation 24. Oozing 27. Excoriation 
4. Summer 5. Winter 6. Monsoon     25. Crusting 28. Discharge 
 Past History  Shape 
7. Diabetes Mellitus 8. Family History 29. Linear 30. Annular 31. Grouped 
 Occupational History  Sites 
9. Hot and humid 
environment 
11. Excessive sun exposure  32. Webspaces 37. Abdomen 42. Back 
10.. Exposure to irritants 33. Wrist 38. Genitals 43. Buttocks 
 Type of Lesion 34. Forearm 39. Thigh 44. Palms & Soles 
12. Macules 16. Nodule 35. Arm 40. Legs  
13. Patches 17. Plaques 36.. Chest 41. Dorsa of feet 
14. Papules 18. Vesicles 45. Hair 46. Nail 47.  Face 
15. Pustule 19. Bullae   
 Colour   
20. Erythematous 22. Hypopigmented  
21. Hyperpigmented    
 
Kernel is the key that determines the performance of the SVM. We  have used various kernels to train our data. 
We have calculated confusion matrix for each kernel functions. Table 2 present general form of the confusion 
matrix. Tables from 3 to 7 present the confusion matrices for various kernels used. The table would  contain the 
average values for all classes combined. 
The SVM parameter (regularization parameter ) which controls the tradeoff between the marginal error and testing 
error is  C=4096. 
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  Table 2. Confusion Matrix 
 Predicted Positive Class Predicted Negative Class 
Actual Positive Class 
True Positive 
(TP) 
                         False Negative 
(FN) 
Actual Negative Class 
False Positive 
(FP) 
True Negative 
(TN) 
 
Table 3 Confusion Matrix for Linear Kernel 
 Predicted Positive Class Predicted Negative Class 
Actual Positive Class 122 19 
Actual Negative Class 19 404 
 
Table 4. Confusion Matrix for Polynomial kernel 
 Predicted Positive Class Predicted Negative Class 
Actual Positive Class 128 13 
Actual Negative Class 13 410 
 
Table 5  Confusion Matrix for Radial Basis Function 
 Predicted Positive Class Predicted Negative Class 
Actual Positive Class 128 13 
Actual Negative Class 13 410 
Table 6   Confusion Matrix for t-Student 
 Predicted Positive Class Predicted Negative Class 
Actual Positive Class 127 14 
Actual Negative Class 14 409 
Table 7  Confusion Matrix for Inverse Multiquadratic  
 Predicted Positive Class Predicted Negative Class 
Actual Positive Class 126 15 
Actual Negative Class 15 408 
 
 
 Accuracy is an important evaluation of any classifier which is defined as : 
  
FN TNFPTP
TNTP
Accuracy 
 .  
For imbalanced data instead of accuracy, F-Score is a useful measurement which is weighted average of the 
precision and sensitivity. We calculate F-score   to measure the performance of the SVM classifier using  various 
kernels and also find  G-Score which  do not account  the size of positive and negative classes and provide a fair 
comparison. 
 
ySpecitivitySensitivit
ySpecitivitxySensitivitx2
Score-F    and ySpecitivitxySensitivitScore-G   where,  Sensitivity which also 
called true positive rate or recall, measure the proportion of positive that are correctly identified and is defined as 
FNTP
TP
ySensitivit   and Specificity which is also called the true negative rate measures the proportion of 
negatives that are correctly identified and is defined as 
FPTN
TN
ySpecificit   
Experiments are performed in MATLAB using LIBSVM 3.20[19]. We have randomly selected 70% of our data as 
training data while rest of 30% data are used for testing and obtained highest accuracy of 95.39 %  with F-score 
90.78% and G-score 93.80%. Table 8 presents the performance SVM taking various kernels with SVM parameter 
C=4096. 
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Table 8  Performance SVM taking various kernels(SVM parameter C=4096) 
 
Kernel Function K(x,y) 
Values of kernel 
Parameters 
Accuracy F-Score G-Score 
Linear: 
cyxT   c=10 93.26% 86.52% 90.91% 
Polynomial: 
dT )cyx( D  
D =2, c=10,  
d= 3 
95.39% 90.78% 93.80% 
Radial Basis Function (RBF) 
¹¸
·
©¨
§  2yxexp J
 
J =0.1 95.39% 90.78% 93.80% 
t-Student: 
¹¸
·
©¨
§  dyx11
 
d=2 95.04% 90.07% 93.32% 
Inverse Multiquadratic  
¹¸
·
©¨
§  221 yxc
 
c=10 94.68% 89.36% 92.84% 
 
Figure  2.    Graph representing Accuracy, F-Score and G-Score of various kernels. 
 
4. Conclusion 
The paper focuses on the power of kernel based support vector machine in medical diagnosis of some common 
skin illnesses viz. bacterial infections, fungal infections, eczema and Scabies. The results of our computation 
recorded in table and plotted graphically indicate that the  Radial Basis Function (RBF)  kernel and polynomial 
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kernel gives better accuracy than the other kernels for our set of data. It also shows that Kernel methods are very 
efficient if they are applied in creative ways and can solve a wide range of problems in science and engineering.  In 
future work, more powerful new kernel functions can be proposed to increase the accuracy of the classifier and as a 
result diagnosis can be done more accurately. 
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