Introduction.
Let (M, F ) be an n-dimensional Finsler manifold. The well known Hopf-Rinow theorem (see for example [2] ) states that M is complete if and only if the exponential map exp p at some point p ∈ M (and hence for every point on M) is defined on the whole tangent space T p M to M at that point. This is equivalent to state that (M, F ) is geodesically complete with respect to forward geodesics at every point on M. Throughout this article we assume that (M, F ) is geodesically complete with respect to forward geodesics. If the inequality in the above relation is strict for all γ and for all λ ∈ (0, 1), then ϕ is called strictly convex. If the second order difference quotient, namely the quantity {ϕ • γ(h) − ϕ • γ(−h) − 2ϕ • γ(0)}/h 2 is bounded away from zero on every compact set on M along all γ, then ϕ is called strongly convex. In the case when ϕ is at least C 2 , its convexity can be written in terms of the Finslerian Hessian of ϕ, but we do not need to do this in the present paper.
If ϕ • γ is a convex function of one variable, then the function ϕ •γ is also convex, whereγ is the reverse curve of γ. For a general Finsler metric if γ is a geodesic it does not mean that the inverse curveγ is a geodesic also, but ϕ •γ is convex and so is ϕ • γ as well.
Every non-compact manifold admits a complete (Riemannian or Finslerian) metric and a non-trivial smooth function which is convex with respect to this metric (see [7] ).
If a non-trivial convex function ϕ : (M, F ) → R is constant on an open set, then ϕ assumes its minimum on this open set and the number of components of a level set M a a (ϕ) := ϕ −1 ({a}), a ≥ inf M ϕ is equal to that of the boundary components of the minimum set of ϕ. Here we denote inf M ϕ := inf{ϕ(x) : x ∈ M}.
A convex function ϕ is said to be locally non-constant if it is not constant on any open set of M. From now on we always assume that a convex function is locally non-constant.
The purpose of this article is to investigate the topology of complete Finsler manifolds admitting (locally non-constant) convex functions ϕ : (M, F ) → R. Convex functions on complete Riemannian manifolds have been fully discussed in [7] and others. Although the distance function on (M, F ) is not symmetric and the backward geodesics do not necessarily concide with the forward geodesics, we prove that most of the Riemannian results obtained in [7] have the Finsler extensions, as stated below.
We first discuss the topology of the Finsler manifold (M, F ) admitting a convex function ϕ.
Theorem 1.1 (compare Theorem F, [7] ) Let ϕ : (M, F ) → R be a convex function. Assume that all of the levels of ϕ are compact.
If inf M ϕ is not attained, then there exists a homeomorphism
for an arbitrary fixed number a ∈ (inf M ϕ, ∞), such that ϕ(H(y, t)) = t, ∀y ∈ M a a (ϕ), ∀t ∈ (inf M ϕ, ∞).
Moreover, if λ := inf M ϕ is attained, then M is homeomorphic to the normal bundle over M λ λ (ϕ) in M. Next, we discuss the case where ϕ has a disconnected level.
is a totally geodesic smooth hypersurface which is totally convex without boundary.
The diameter function δ : ϕ(M) → R + plays an important role in this article and it is defined as follows:
It is known from [7] that the diameter function δ of a complete Riemannian manifold admitting a convex function is monotone non-decreasing. However it is not certain if it is monotone on a Finsler manifold. In Theorem 1.1, we do not use the monotone property but only the local Lipschitz property of δ which is proved in Proposition 3.3.
We finally discuss the number of ends of a Finsler manifold (M, F ) admitting a convex function ϕ. As stated above, the diameter function δ, defined on the image of the convex function ϕ, may not be monotone. It might occur that a convex function defined on a Finsler manifold (M, F ) may simultaneously admit both compact and non-compact levels. This fact makes difficult to discuss the number of ends of the manifold (M, F ). However, we shall discuss all the possible cases and prove: Theorem 1.3 (compare Theorems C, D and G, [7] ) Let ϕ : (M, F ) → R be a convex function.
A. Assume that ϕ admits a disconnected level.
(A1) If all the level of ϕ are compact, then M has two ends.
(A2) If all the levels of ϕ are non-compact, then M has one end.
(A3) If both compact and non-compact levels of ϕ exist simultaneously, then M has at least three ends.
B.
Assume that all the levels of ϕ are connected and compact.
(B1) If inf M ϕ is attained, then M has one end.
(B2) If inf M ϕ is not attained, then M has two ends.
C. If all the levels are connected and non-compact, then M has one end.
D.
Assume that all the levels of ϕ are connected and that ϕ admits both compact and non-compact levels simultaneously. Then we have:
(D2) If inf M ϕ is attained, then M has at least two ends.
E. Finally, if M has two ends, then all the levels of ϕ are compact.
Remark 1.4
The supplementary condition that all of the levels of ϕ are simultaneously compact or non-compact in the hypothesis of Theorem 1.1 is necessary because we have not proved that the diameter function δ is monotone non-decreasing for a Finsler manifold. If this property of monotonicity would hold good, then this assumption can be removed.
We summarize the historical background of convex and related functions on manifolds, G-spaces and Alexandrov spaces. Locally non-constant convex functions, affine functions and peakless functions have been investigated on complete Riemannian manifolds and complete non-compact Busemann G-spaces and Alexandrov spaces in various ways. The topology of Riemannian manifolds (N, g) admitting locally nonconstant convex functions, have been investigated in [7] , [1] , [8] , [9] . The topology of Busemann G-surfaces admitting convex functions has been investigated in [11] and in [13] . It should be noted that convex functions on complete Alexandrov surfaces are not continous. The notion of peakless functions introduced by Busemann [4] is similar to quasiconvex functions and weaker than convex functions, and has been discussed in [5] and [12] . The topology of complete manifolds admitting locally geodesically (strictly) quasiconvex and uniformly locally convex filtrations have been investigated by Yamaguchi [22] , [23] and [24] . The isometry groups of complete Riemannian manifolds (N, g) admitting strictly convex functions have been discussed in [21] and others. A well known classical theorem due to Cartan states that every compact isometry group on an Hadamard manifold H has an fixed point. This follows from a simple fact that the distance function to every point on H is strictly convex. Peakless functions and totally geodesic filtration on complete manifolds have been discussed in [12] , [5] , [22] , [23] , [24] and others.
A convex function on (N, g) is said to be affine if and only if the equality in (1.1) holds for all γ and for all λ ∈ (0, 1). The splitting theorem for Riemannian manifolds have been investigated in [10] . Alexandrov spaces admitting affine functions have been established in [10] , [14] and [15] . An overview on the convexity of Riemannian manifolds can be found in [3] .
The properties of isometry groups on Finsler manifolds admitting convex functions will be discussed separately. We refer the basic facts in Finsler and Riemannian geometry to [2] , [16] , [6] , [18] .
Fundamental facts
The fundamental facts on convex sets and convex functions on (M, F ) are summarized as follows. Most of these are trivial in the Riemannian case, but we consider useful to formulate and prove them in the more general Finslerian setting.
Let (M, F ) be a complete Finsler manifold. At each point p ∈ M, the indicatrix Σ p ⊂ T p M at p is defined as
The reversibility function λ : (M, F ) → R + of (M, F ) is given as
Clearly, λ is continuous on M and
Let C ⊂ M be a compact set. There exists a constant λ(C) > 0 depending on C such that if p ∈ C and if X ∈ Σ p , then
In particular, if σ : [0, 1] → C is a smooth curve, then the length L(σ) :
Here we set σ −1 (t) := σ(1 − t), t ∈ [0, 1] the reverse curve of σ.
It is well known (see for example [2] ) that the topology of (M, F ) as an inner metric space is equivalent to that of M as a manifold. For a compact set C ⊂ M, the inner metric d F of (M, F ) induced from the Finslerian fundamental function has the property:
Let inj : (M, F ) → R + be the injectivity radius function of the exponential map. Namely, inj(p) for a point p ∈ M is the maximal radius of the ball centred at the origin of the tangent space T p M at p on which exp p is injective.
A classical result due to J. H. C. Whitehead [20] states that there exists a convexity radius function r : (M, F ) → R such that if B(p, r) := {x ∈ M|d(p, x) < r} is an r-ball centered at p, then B(q, r ′ ) ⊂ B(p, r) for every q ∈ B(p, r(p)) and for every r ′ ∈ (0, r(p)) is strongly convex. Namely, the distance function to p is strongly convex along every geodesic in B(p, r), r ∈ (0, r(p)), if its extension does not pass through p.
A closed set U ⊂ M is called locally convex if and only if U ∩ B(p, r), for every x ∈ U and for some r ∈ (0, r(p)), is convex. Pay attention to the fact that this definition has sense only for closed sets, since every open set is obviously locally convex.
A set V ⊂ M is called totally convex if and only if every geodesic joining two points on V is contained entirely in V . A closed hemi-sphere in the standard sphere S n is locally convex and an open hemi-sphere is strongly convex, while S n itself is the only one totally convex set on it.
The minimum set of a convex function on (M, F ) is totally convex, if it exists.
Proposition 2.1 (see [17] ; Theorem 4.6). Let C ⊂ M be a compact set. Let λ(C) be the reversibility constant of the compact Finsler space (C, F ). If r(C) and inj C are the convexity and injectivity radii of C, respectively, we then have:
Proof. Let C ⊂ M be an arbitrary fixed compact set and
For points x, y ∈ C 1 we denote by
The slope inequalities along the convex functions: Figure 1 ), then
There exists a constant L = L(C) > 0 such that
Figure 1: A convex function is locally Lipschitz.
Therefore we have
is a closed locally convex set, then there exists a kdimensional totally geodesic submanifold W of M contained in C and its closure coincides with C.
Proof. Let r : (M, F ) → R be the convexity radius function. For every point p ∈ C there exists a k(p)-dimensional smooth submanifold of M which is contained entirely in C and such that k(p) is the maximal dimension of all such submanifolds in C, where 0 ≤ k(p) ≤ n. At least {p} is a 0-dimensional such a submanifold contained in C. Let K ⊂ M be a large compact set containing p and r(K) the convexity radius of K,
C ∩ B(p; r) for a sufficiently small r ∈ (0, r(K)). Then, there exists a point q ∈ B(p; r) ∩ (C \ W (p)). Clearlyγ pq (0) is transversal to T p W (p), and hence a family of minimizing geodesics {γ xq : [0, d(x, q)] → B(p; r) | x ∈ W (p) ∩ B(p; r)} with γ xq (0) = x, γ xq (d(x, q)) = q has the property that everyγ xq (0) is transversal to T x W (p). Therefore, this family of geodesics forms a (k + 1)-dimensional submanifold contained in C, a contradiction to the choice of k. This proves W (p) ∩ B(p; r) = C ∩ B(p; r) for a sufficiently small r ∈ (0, r(K)). We then observe that ∪ p∈C W (p) =: W ⊂ C forms a k-dimensional smooth submanifold which is totally geodesic. Indeed, for any tangent vector v to W , there exists p ∈ C such that v ∈ T p W (p) and due to the convexity of C, the geodesic We finally prove that the closureW of W coincides with C. Indeed, suppose that there exists a point x ∈ C \W . We then find a point
Then a family of geodesics
forms a k-dimensional submanifold contained in W and hence y ∈ W , a contradiction to y ∈W \ W . Therefore,γ xy (d(x, y)) does not belong to T yW , and (2.2) again forms a (k + 1)-dimensional submanifold in C, a contradiction to the choice of k (see Figure 2) . ✷ Let C ⊂ M be a closed locally convex set and p ∈ C. There exists a totally geodesic submanifold W ⊂ C as stated in Proposition 2.3. We call W the interior of C and denote it by Int(C). The boundary of C is defined by ∂C := C \ Int(C), and the dimension of C is defined by dim C := dim Int(C). The tangent cone C p (C) ⊂ T p M of C at a point p ∈ C is defined as follows:
We also define the tangent space T p C of C at a point p ∈ ∂C by T p C := lim q→p T q Int(C). We claim that there exists for every point p ∈ ∂C an open half space
Indeed, let p ∈ ∂C and γ qp : [0, d(q, p)] → B(p; r(K)) for every point q ∈ B(p; r(K)) ∩ Int(C) be a minimizing geodesic. Suppose that there is a point q ∈ Int(C) such that z := γ qp (d(q, p) + ε) ∈ C for a sufficiently small ε > 0. We then haveγ qp (d(q, p)) ∈ T p C, and hence the convex cone as obtained in (2.2) is contained in C, a contradiction to the choice of p ∈ ∂C. From the above argument we observe that if p ∈ ∂C, then there exists a hyperplane
Every point x ∈ exp p (H p ) ∩ B(p; r(p)) is joined to q by a unique minimizing geodesic
Clearly, α p gives a homeomorphism between B H (O; r(p)) and its image in M a a (ϕ). Thus the family of maps {(B H (O; r(p)), α p ) | p ∈ M a a (ϕ)} forms an atlas of M a a (ϕ) (see Figure 3) . ✷
Level sets configuration
We shall give the proofs of Theorems 1.2 and 1.3. The following Lemma 3.1 is elementary and useful for our discussion. Proof. First of all we prove that if
is monotone and non-decreasing for all large numbers j.
Choosing a subsequence {γ i } of {γ j } if necessary, we find a ray γ ∞ : [0, ∞) → M emanating from p such that ϕ • γ ∞ is monotone, non-decreasing and bounded above, and hence is constant =a. This contradicts the assumption that M 
Proof. Let K ⊂ M be a compact set with M b a (ϕ) ⊂ Int(K) and r := r(K) the convexity radius over K. We define two divisions as follows. Let a = a 0 < a 1 < · · · < a k = b and
For an arbitrary fixed point p
. Then the family of all such minimizing geodesics emanating from all the points on ϕ −1 ({a j+1 }) to the points on ϕ −1 ({a j−1 }) simply covers the set ϕ
. Once the point p j−1 has been defined, we then choose p
) and it contains p j−1 in its interior. We thus obtain the inductive construction of a sequence
We finally choose a point p
is a unique minimizing geodesic with q 0 being the foot of p
follows from the fact that q 1 is the foot of p 0 on ϕ −1 (−∞, a 0 ]. Therefore the slope inequality along T (p
, and hence there exists a positive number
with the property that all the slopes of ϕ • T (p ′ j , q j ) for every j = 0, 1, · · · , k are negative and bounded above by −∆ b a (K). We define a broken geodesic
, with its break points at p j ∈ ϕ −1 ({b j }), j = 0, 1, · · · , k − 1 in such a way that each T (p j , p j−1 ) is a proper subarc of a unique minimizing geodesic T (p 
The broken geodesic T (p k ).
Proposition 3.3
Assume that all the levels of ϕ are compact. Then the diameter function δ : ϕ(M) → R defined by
is locally Lipschitz.
Proof. Let inf M ϕ < a < b < ∞ and r = r(M b a (ϕ)) the convexity radius over M b a (ϕ). Let x, y ∈ ϕ −1 ({s}) for s ∈ [a, b) be such that d(x, y) = δ(s). Proposition 3.2 then implies that there are points
We therefore have by setting
Similarly, we obtain by choosing x, y ∈ ϕ −1 ({t}), d(x, y) = δ(t),
The proof of Theorem 1.1. We first assume that inf M ϕ is not attained. Let {a j } j=0,±1,··· be a monotone increasing sequence of real numbers with lim j→−∞ a j = inf M ϕ and lim j→∞ a j = ∞. We then apply Proposition 3.2 to each integer j and obtain a homeomorphism Φ
The composition of these homeomorphisms gives the desired homeomorphisms ϕ : 
✷

Remark 3.4
Under the assumption in Theorem 1.1, it is not certain whether or not lim t→inf M ϕ δ(t) = ∞. It might happen that every level set above infimum is compact but the minimum set is non-compact. We do not know such an example on a Finsler manifold.
Remark 3.5
The basic difference of treatments of convex functions between Riemannian and Finsler geometry can be interpreted as follows.
In the case where ϕ : (M, g) → R is a convex function with non-compact levels, the homeomorphism Φ ) to obtain that the distance function from p ∈ M a a (ϕ), t → d(p, T (x j , x j−1 ))(t) is strictly monotone decreasing. Here T (x j , x j−1 ) is parameterized by arc-length such that T (x j , x j−1 )(0) = x j and T (x j , x j−1 )(d(x j , x j−1 )) = x j−1 . Therefore we observe that T (x) is contained entirely in K j and moreover the length 
may not necessarily be contained in K j , and hence, we may fail in controlling the length of T (x) in terms of ∆ j . By the same reason, we cannot prove the monotone non-decreasing property of the diameter function for compact levels of a convex function ϕ : (M, F ) → R.
Proof of Theorem 1.2
We take a minimizing geodesic σ : [0, ℓ] → M such that σ(0) and σ(ℓ) belong to distinct components of M c c (ϕ). For the proof of (1), we assert that inf
Since ϕ is locally non-constant, we may assume without loss of generality that b := inf 0≤t≤ℓ ϕ • σ(t) is attained at a unique point, say, q = σ(ℓ 0 ).
Setting r = r(σ(ℓ 0 )), we find a number a ∈ (inf M ϕ, b) such that there is a unique foot
and hence there are curves
, and hence we have a curve
Thus, considering the union
, it follows that σ(0) can be joined to σ(ℓ) in M c c (ϕ), a contradiction. This proves (1) (see Figure 5) . 
Ends of (M, F )
An end ε of a noncompact manifold X is an assignment to each compact set
Every non-compact manifold has at least one end. For instance, R n has one end if n > 1 and two ends if n = 1.
In the present section we discuss the number of ends of (M, F ) admitting a convex function, namely we will prove Theorem 1.3. As is seen in the previous section, it may happen that a convex function ϕ : (M, F ) → R has both compact and non-compact levels simultaneously. In this section let {K j } j=1,2,··· be an increasing sequence of compact sets such that lim j→∞ K j = M.
We prove Theorem 1.3-(A1). We prove Theorem 1.3-(A2). Suppose that M has more than one end. There is a compact set K ⊂ M such that M \ K has at least two unbounded components, say, U and V . Setting a := min K ϕ and b := max K ϕ, we have λ ≤ a < b < ∞.
We assert that
In order to prove that M λ λ (ϕ) ∩ K = ∅, we suppose that λ < a.
Suppose the contrary, namely
Without loss of generality we may suppose that (ϕ) has at least three components. Therefore we have sup U \M − ϕ < ∞. . This is a contradiction to the choice of b = max K ϕ, for γ passes through a point on K at which ϕ takes the value b 1 . This proves the assertion (see Figure 6 ).
We next assert that if
(ϕ) has at least four components. In fact, we observe from M
(ϕ). This contradicts Theorem 1.2 (4), and (A-2) is proved.
The proof of (A3) is a consequence of (D2), and given after the proof of (D2). We prove Theorem 1.3-(B1). From assumption of (B1), it follows that ϕ −1 [inf M ϕ, b j ] is compact for all j, where {b j } is a monotone divergent sequence. Then K j := ϕ −1 [λ, b j ] is monotone increasing and lim j→∞ K j = M. Clearly M \ K j , for every j = 1, 2, . . . , contains a unique unbounded domain ϕ −1 (b j , ∞). This proves Theorem 1.3-(B1).
We prove Theorem 1.3-(B2). From assumption of (B2), we have monotone sequences {a j } and {b j } such that Figure 7 : The proof of Theorem 1.3-(D1).
We prove Theorem 1.3-(D). For the proof of (D1), we suppose that M has more than two ends. Let K ⊂ M be a connected compact subset such that M \ K contains at least three unbounded components, say U, V and W . We may consider that U contains ϕ In fact, suppose that there exists a point x ∈ M \ U such that ϕ(x) = b ′ , for some
is disconnected, a contradiction to the assumption of (D).
Let {x j } ⊂ V and {y j } ⊂ W be two divergent sequences of points and γ j : [0, d(x j , y j )] → M \ U a minimizing geodesic joining x j to y j . Since γ j passes through a point on K, there exists a straight line γ : R → M \ U such thatγ(0) is obtained as the limit of a converging sequence of vectorsγ j (t j ) ∈ K, for j = 1, 2, . . . . Clearly, ϕ • γ : R → R is bounded above, and hence constant taking a value µ = ϕ • γ(0) ∈ [a, b]. We therefore observe that . We then observe that ϕ • σ is monotone increasing on an unbounded interval [b, ∞) for someb > 0, and bounded above by µ, and hence it is constant equal to a ′ . Recall that ϕ•σ(0) = ϕ(x) = a ′ . However this is impossible since a ′ < min K ϕ = a and σ[0, ∞) passes through a point on K. We therefore observe that M \ (K ∪ U) has exactly one end. This proves (D1).
The proof of (D2) is now clear and omitted here. The proof of (A3) is now a straightforward consequence of (D2), see Figure 8 . We prove Theorem 1.3 (E). Suppose that ϕ admits both compact and non-compact levels simultaneously. The same notation as in the proof of (D) will be used. If ϕ admits a disconnected level, then ϕ If all the levels of ϕ are connected and non-compact, then M has one end by (C), a contradiction to the assumption of (E). This completes the proof of (E).
