ABSTRACT This paper proposes a low-cost cluster-based method called CLASES that employs a cluster members' data estimation mechanism to improve Quality of Services (QoS) of Vehicle-to-Everything communications for driving assistance with Crash Warning Application (CWA). The idea of the proposed method is to use the estimation mechanism by cluster heads and the estimation error correction mechanism by cluster members, instead of collecting member's data by intracluster communications, which most conventional cluster-based methods have used. Intracluster communications require some additional costs or reduce the bandwidth of intercluster communications; therefore, we can use the proposed method at low costs in comparison with the conventional methods. The proposed method also enables to control the number of active nodes by an advantage of clustering; that is, the proposed method appropriately adjusts the number of nodes that are likely to transmit frames simultaneously. Thus, data frames are transmitted as parallel as possible while suppressing the probability of frame collision errors, and the QoS improves. On the other hand, the disadvantage is that the error correction mechanism yields some additional frames, and the QoS deteriorates. We evaluated the performance of the proposed method in various parameters. The results show that the proposed method accommodate more nodes by 27 % than that of the method without clustering even at the realistic occurrence frequency of the estimation errors. Thus, this paper contributes to providing the improving QoS for CWA at low costs.
I. INTRODUCTION
In recent years, realizing the Smart City has been expected. The concept is to build a more convenient, safe, and efficient society. For example, the fields are mobility, transportation, agriculture, healthcare, etc. ITS (Intelligent Transport Systems) [1] is one of them. In particular, automated driving and cooperative driving are actively studied. These technologies enable many people to move safer and comfortable.
For more safety in vehicle mobility in Smart City, Crash Warning Application using V2X (Vehicle-to-Everything)
The associate editor coordinating the review of this manuscript and approving it for publication was Fang Yang.
communications [2] , which is called CWA, is one of the essential ITS applications. This application supports safety diving by alerting the driver if necessary. In CWA, to know the surrounding situations and prevent traffic accidents, communication nodes such as cars and pedestrians exchange data frames, including a message as well as a BSM (Basic Safety Message) [3] . The frames are independent data of each other and include their own node state; for example, a frame includes ID, time, location, velocity, and so on. Nodes periodically advertise their data by broadcasting the frames. Then, the applications estimate whether their nodes collide with the other nodes and warn the users if necessary. This paper focuses on DSRC (Dedicated Short Range Communications) [4] , [5] for the distinctive ways of communication. DSRC uses IEEE802.11p [6] , [7] as a MAC layer protocol, so the channel is accessed in a distributed manner complying with the same CSMA/CA mechanism as IEEE802.11a.
In CWA, nodes must satisfy the specific QoS (Quality of Services) requirements of V2X communications. Specifically, nodes must receive 10 or more frames, which are the sufficient amount of data to warn accurately, before 2.5 s -9.5 s prior to potential crashes [8] , [9] . It is more difficult to satisfy the requirements when more nodes exist due to the amplifying interference signal power and channel congestion. Therefore, node accommodation capacity (NAC), which we define as the maximum number of nodes that can satisfy the requirements, cannot be reached at the desired capacity. In the future, pedestrians and cars will increase more; therefore, NAC should be as many as possible.
To increase NAC, QoS of V2X communications must be improved while sustaining the amount of data, but the conventional congestion control methods cannot achieve it. Reference [10] reports one of the methods. In the method, each node changes the transmission interval; specifically, nodes reduce it as busy times increase. The congestion control methods can mitigate channel congestion, but the absolute number of frames that nodes can receive also reduces. This reduction means to decrease the amount of data. So, the requirements are not satisfied essentially.
To increase NAC essentially, cluster-based communication methods [11] - [29] can be applied. Most cluster-based methods consist of three steps: (1) multiple nodes form clusters, (2) cluster heads collect all data frames of nodes in their cluster (members) by communications, which is called intracluster communications, and (3) only cluster heads transmit the frames on their behalf to communicate data, which is called intercluster communications. The cluster-based methods contribute to mitigating interference power without reducing the traffic loads because they can efficiently make spatial reuse in intercluster communications. So, if we transmit data of CWA in intercluster communications, we can obtain high QoS communications.
The conventional cluster-based methods have problems when we use them in CWA because these methods have used different channels for intercluster communications and intracluster communications. For example, some methods assign fixed bandwidth to channels for intracluster and intercluster communications by frequency or time. In these methods, the bandwidth for intercluster communications, in which data for crash warning are exchanged, becomes narrow. As a result, the number of accommodated nodes decreases. Some methods add bandwidth to the system by using codes or adding further spectrums, and new bandwidth assigns to intracluster communications. These methods need high costs because adding bandwidth needs additional costs. Thus, we require developing a cluster-based method that we can use at low costs and increase NAC.
To save the additional costs and increase NAC, we propose a novel cluster-based communication ''CLASES (CLustering Algorithm with meSsage EStimation)'' method [30] , [31] that uses very a small amount of intracluster communications. In the proposed method, cluster heads estimate the members' data and thus never regularly collect the data. Members just broadcast their own data to correct data that the heads transmitted on behalf of the members. This paper describes the procedures and evaluates the performance while considering the impacts of various parameters.
The contributions of this paper are as follows:
• A new cluster-based method with a member's data estimation mechanism is proposed. The method can mitigate interference between intracluster communication and intercluster communication at low cost;
• NAC of CWA is increased significantly. This means to reduce the number of people who encounter traffic accidents and to realize safer mobility.
The remainder of this paper is as follows. The next section explains the related works about V2X communications and cluster-based methods. The following section describes the algorithm and the characteristics of the CLASES method. Section IV explains the performance evaluation models. The following two sections show the results of two types of performance evaluations. The multiple performance evaluations strongly support the effectiveness of the proposed method. Finally, section VII concludes this paper.
II. RELATED WORK A. INTERFERENCE AND QoS OF V2X COMMUNICATIONS
The interference power that a node receives depends on the received signal power to the node from each interference source and the number of the interference sources. Here, interference sources mean ordinary nodes that transmit frames. The interference power is modeled as a summation of the received signal power to the node from each of the sources, as shown in the SINR (Signal-to-Interference Noise Ratio) formula in [32] and [33] . The former is higher, as the sources are closer to the node or the transmission power of the sources is higher; the latter is more, as the amount of communication traffic is higher.
While focusing on the two factors, we explain the related studies that have evaluated the QoS of periodic beacon transmissions with V2X communications. In terms of the power from each of the sources to a node, researchers have evaluated it in the various distributions of nodes around the node. Note that they have not changed the transmission power according to the standard. The distributions have been considered as affecting the deployment of lanes because the related works have considered vehicles as nodes. In the various deployments of lanes, researchers have evaluated the QoS, e.g., highway scenarios and urban scenarios. In [34] scenarios, many numbers of nodes exist at intersections (i.e., more dense distributions). On the other hand, in terms of the number of the sources, researchers have evaluated the QoS according to the number of nodes and the rate of periodic beacons of each node. References [34] and [37] have evaluated the QoS while varying the numbers of nodes. In particular, in [37] , Ito et al. revealed the NAC of CWA with V2V (Vehicle-to-Vehicle) communications, in which nodes move at fast speeds. Additionally, Ito et al. [37] performed their evaluation while changing the rate. The authors showed each node should transmit at a rate with few more than the required rate so that nodes successfully meet the requirements even when the nodes cannot receive a few of the frames. Of course, setting so many rates causes an increase in the interference sources. Our evaluations also consider the three above parameters.
B. CLUSTER-BASED METHOD
The conventional cluster-based methods usually use intracluster communications and intercluster communications. Fig. 1 describes an algorithm of typical conventional clusterbased methods. At first, by using intracluster communications, cluster heads collect data that the members wish to transmit ( Fig. 1 (a) ). After collecting all the data, if necessary, the data are compressed or fused with the other members' data, and then by using intercluster communications, the heads transmit the data on behalf of the members ( Fig. 1 (b) ). Note that the methods provide the following effects: interference mitigations by spatial reuses, routing overhead suppressions, hierarchical controls, and data compressions (fusions) in local nodes.
In conventional methods, intracluster and intercluster communications have been assigned to the different communication channels by time, frequency (spectrum), codes, and space. If clusters execute both of the communications on the same channels, the communications interfere with each other. Of course, there are methods for which the communications are executed on the same channel to obtain the above other gains rather than gains of interference mitigation.
Here, we do not focus on the methods that obtain the other gains.
In methods that divide a bandwidth into intracluster communications and intercluster communications by time, each communication is assigned to different time slots. One of the methods has been proposed in [11] . The authors proposed a method that some heads cooperatively transmit their data in intercluster communications, and the quality improves for the time diversity gains.
The methods also allocate the two communications to different spectra. CBMMAC has been proposed as a TDMAbased medium access control [12] , which assumes to use the multichannel of DSRC. Moreover, the approaches can effectively utilize the characteristics of the multiple spectra, in addition to assigning to different channels. Thus, the methods are usually used for data dissemination and Internet access. In [13] - [16] , the authors also have proposed hybrid systems that use several wireless spectra. In other words, the authors added spectrums. For example, both 4G and IEEE802.11p were used.
In methods that add bandwidth by codes, clusters use the different codes from each other. Thus, intracluster communications of any clusters do not interfere with intercluster communications of the other clusters. The methods are usually used for saving the energy of sensor nodes in wireless sensor networks. In the networks, sensor nodes transmit data to sink nodes but are usually far away from sink nodes, so sensor nodes consume large transmission energies. The most popular method is LEACH (low-energy adaptive clustering hierarchy) [17] . To obtain larger energy savings, LEACH has been improved [18] - [23] .
In methods that divide bandwidth into two communications by space, clusters can make spatial reuses by capture effects, as long as nodes do not need to obtain data transmitted from other clusters. In other words, nodes can more correctly receive intracluster communications of their own cluster than intercluster communications of other clusters. In the methods, researchers have focused on forming stable clusters. To form stable clusters even in environments where nodes move dynamically, MOBIC has been proposed [25] . In the method, nodes whose relative locations are close to each other make a cluster. The following methods have managed clusters by using more complicated metrics of the mobility (speed, direction, lane, and so on) than those of MOBIC [26] - [29] .
C. PROBLEMS OF CONVENTIONAL CLUSTER-BASED METHODS
When we use conventional cluster-based methods in CWA, these methods include the following disadvantages.
(1) Methods that divide fixed bandwidth to bandwidth for intracluster and intercluster communications: these methods are ways that separate bandwidth by frequency or time. In these methods, the bandwidth for intercluster communication, in which data for crash warning are exchanged, becomes VOLUME 7, 2019 FIGURE 2. The algorithm of the proposed method.
narrow. As a result, the number of accommodated nodes decreases.
(2) Methods that separate bandwidth of intracluster from that of intercluster communications by adding bandwidth to the system: these methods are the ways that use codes or add further spectrums. In these methods, we need high costs because adding bandwidth needs additional costs.
(3) Methods that separate bandwidth of intracluster and that of intercluster communications by efficiently spatial reuse of the bandwidths: these methods are divide bandwidth into the two communications by space. We cannot use these methods in CWA because all clusters must listen to data transmitted from other clusters in CWA. Therefore, each member cannot conduct intracluster communications and intercluster communications in parallel.
To solve the problems, we propose a novel cluster-based method CLASES. Then, we show that the proposed method is useful to improve the QoS of V2X communications for CWA and to increase NAC at the low costs.
III. CLASES: CLUSTERING ALGORITHM WITH MESSAGE ESTIMATION
The CLASES method introduces a data estimation mechanism instead of explicit intracluster communications. We can use the vacant channel resources, which are yielded by suppressing intracluster communications, for intercluster communications. Hence, the effect of QoS improvement is more significant with intercluster communications. Fig. 2 shows the algorithm of the proposed method. In the proposed method, nodes make a cluster and select the head. The head estimates the members' data ( Fig. 2 (a) ) and broadcasts them (Fig. 2 (b) ). If the estimated data include an unacceptable error, the member transmits their own measured data ( Fig. 2 (c) ). The details of the proposed method are described in the following sections. Compared with Fig. 1 and Fig. 2 , readers can know that the proposed method reduces the frequency of communications.
A. KEY IDEAS OF CLASES METHOD
The proposed method has the following two novel mechanisms for not using explicit intracluster communications: 1) data estimation and 2) unacceptable estimation error correction. The data estimation mechanism is executed by cluster heads instead of collecting the members' data measured from sensors such as GPS. The unacceptable estimation error correction mechanism may be executed by some members. We explain the details in the following sections.
1) DATA ESTIMATION
The first idea is to introduce an estimation mechanism of the members' current data, which the nodes must transmit. Heads estimate the current data from the past data by some physics laws. The current data strongly correlate to the past data because the data are the physics state data. For example, the nodes' location can be estimated by the past location and the current velocity. The velocity is estimated from the past velocity according to the past acceleration. These past data can be received without any additional costs because the data are broadcasted. The heads can also refer to the data that is further in the past, if necessary. Thus, the cluster heads can generate the members' current data. Confirm that any communications do not yield in this step.
After estimating the members' current data, the cluster heads broadcast on behalf of the members in addition to their own measured data, i.e., intercluster communications. Namely, the cluster head transmits the same number of frames as the cluster size. In the following example, we describe a case where a cluster head A estimates and broadcasts on behalf of the members (B and C). Fig. 3 shows estimations of B's data and unacceptable error corrections of B's data in the example. In the sample, we assume that the cluster head periodically changes to the other member, which becomes A, B, and C in order. (B, t -2) and Data(C, t -2) at the further previous period t -2 as shown in Fig. 3 .
Information ages of data do not decrease by the estimation mechanism because estimation can be conducted fast and the timing becomes right before frame generation. First, estimated data can be calculated from a formula that uses location and velocity of nodes, so the calculation finishes very fast. Second, estimations are conducted directly before the estimated data frame generation. From these two things, the real-time characteristic of estimated data becomes the same as that of general data frames in crash warning application.
Note that the proposed method needs no additional memory and CPU resources. Nodes implementing CWA must analyze all nodes' location data obtained, and must estimate future nodes' location after a few seconds for detecting potential crashes; that is, nodes must monitor all surrounding nodes' motion. Therefore, nodes can store nodes' estimated future location data and others, which are calculated from the past data. The proposed method can use the data without additional costs.
2) UNACCEPTABLE ESTIMATION ERROR CORRECTION
The second idea is to correct unacceptable estimation errors by some members as necessary as shown in Fig. 2 . The heads' estimated data may sometimes include estimation errors. The significant errors prevent warning about crashes at high accuracy. The errors in the data exceed the predefined acceptable ranges. Therefore, members must replace data that include large errors from the correct data.
As soon as members detect unacceptable errors in their data estimated by the head, the members newly broadcast their data measured by themselves. In the following sections, the frames are simply called correction frames. For the detection to include the unacceptable error in the head's broadcasted data, the members must hear the channel in intercluster communications; however, this is essential for CWA. In the above example and in Fig. 3 , when an unacceptable error is included in B's data, which is estimated and transmitted by A, B must transmit Data(B, t) during a period t; when a nearly acceptable error is included in C's data, C transmits nothing during the period t. Note that this step may yield some communications, but the traffic loads are much smaller than the conventional methods.
Cluster members in the same cluster can communicate with each other at high quality. This is because the members are near each other in comparison with the distance between the members and nodes in the other clusters. Therefore, members can listen to the estimated data from cluster heads or the corrected data cluster members at high probability considering the capture effects.
In the case that nodes in other clusters cannot be correctly received corrections of a member, the proposed method can typically recover the inconsistency after a few transmission intervals. We divide the case into two cases and explain each case. Firstly, in the case that the next cluster head can receive the corrections, nodes can receive the corrections from the renewed data that the next cluster head sent in the next transmission timing. Therefore, nodes can get chances for obtaining the correction data every transmission of the new cluster head. Thus, what the correction will not be completely received seldom occurs over long periods. Secondly, in the case that the next cluster head cannot receive the corrections, the next cluster head will transmit data that takes over unacceptable errors in the data transmitted by the previous cluster head. As a result, the member transmits the correction again when the member receives the own data including unacceptable errors. Then, either of the former, this case or the case that the nodes can receive the correction will be repeated. This case occurs at low probability because members in a cluster will near than nodes in the other cluster and the received signal power to a node in a cluster from the other node in the same cluster is sufficiently strong.
Incidentally, nodes may receive both estimated data and measured data, so we might be good to establish a flag indicating that the data are the estimation data.
B. CAUSES AND FREQUENCIES OF UNACCEPTABLE ESTIMATION ERRORS
Unacceptable estimation errors occur by (1) a large cluster size, (2) difficult estimations, (3) the number of estimations of the data of certain nodes, and (4) the narrow acceptable range of estimation errors. (1) As the cluster size is larger, the frequency of the estimations is larger. Inevitably, unacceptable errors are more likely to occur. (2) Typically, cluster heads can estimate members' current data from past data. This is because nodes (especially, vehicles) move according to physical laws. For example, nodes cannot sharply turn right/left. However, the estimations infrequency become difficult, especially right after drivers execute sharp driving operations such as braking, accelerations, and turning right/left. Cluster heads cannot estimate the moves that include the operations since the heads cannot know the operations from the past data. (3) When cluster heads accumulate the estimations of the data several times without measured data, the error of the data is also accumulated. Even if the error in each estimation is slight, the accumulated errors will exceed the acceptable ranges in some instances. (4) In this case, we can easily understand why unacceptable errors occur, so we omit a description.
Unacceptable estimation errors will not frequently occur. In the proposed method, heads estimate the members' states of the near future, i.e., the states that occur slightly after 100 ms. On the other hand, in CWA, all nodes must estimate the other nodes' states after 2.5 s -9.5 s. If the errors of the latter seldom occur, i.e., CWA always works precisely, those of the former occur hardly. In addition, heads can obtain enough data about the states of the members. From the above discussions, we assume that the unacceptable errors will occur only at a few percentages most. 
C. DATA FRAME IN INTERCLUSTER COMMUNICATIONS
Periodically transmitted frames are generated based on either the jumbo frame format or the single frame format. Users can use either of them by considering the advantages and disadvantages. A jumbo frame is composed of one header and all members' payloads. In the case where a cluster head A makes a frame in a cluster formed by A -E as in Fig. 4 , the payload size is five, which is the same as the cluster size. The advantage is to improve QoS more substantially by reducing the same number of headers and DIFS slots as the number of the member. The disadvantage is incurring some costs for changing the BSM standard. On the other hand, a single frame is composed of a header and a payload. The format follows the BSM standard. The heads make the same number of frames as the number of the members, which yields five frames, as shown in Fig. 4 . The advantage is enabling to introduce the proposed method at low cost because the format complies with the standard frame format. The disadvantage is to decrease the impact of QoS improvement due to the lack of compression of some headers and DIFS slots.
Correction frames should always be transmitted according to the single frame format. The correction frames based on the jumbo frame consume the channel resources because many parts of them are occupied by data that have already been transmitted at the current period. On the other hand, if jumbo frames and single frames are simultaneously transmitted, the resources may also be wastefully consumed. The nodes that have correctly received the single frames will have waited until they have finished hearing the carrier of the jumbo frames. In other words, the nodes can transmit nothing for a while.
Note that the payload parts are not fused for using CWA at high accuracy. By obtaining nonfused state data, nodes can correctly know the number of approaching nodes to themselves. This paper does not focus on further discussion about it.
D. CLUSTER MANAGEMENT PROCESS
In this paper, we just introduce a simple cluster management process rather than the optimal one because the simple process does not occur frequently and finishes very fast. The process means a cluster formation and a cluster deformation. First, the process occasionally occurs since the cluster survives for a long time. The proposed method has no constraints about the cluster formation except that the members can communicate with each other. As long as the distances between the members are within approximately 300 m, the cluster can survive regardless of locations of the members. For this reason, the occurrence frequency of the management process will be sufficiently less than approximately 100 ms of periodic broadcasting. Of course, it is desired to form the clusters by the nodes whose locations and velocities are close to those of each other as shown in [25] - [27] to avoid to execute the management process. The above discussion is shown in some evaluations. Second, the process will finish during a short time; ideally, it will finish during just one period. The process is described in the following paragraphs.
Maybe, cluster members had better conduct to deform clusters when members are far away from each other because the performance of the proposed method decreases. This paper does not focus on the optimal execution timing of the deforming clusters, but we present the two simple trigger of it. First, we can consider deforming clusters when members cannot receive frames from the cluster heads in many times. Second, we can also consider deforming clusters proactively when members know the members go away out of coverage of the current joining cluster. Incidentally, it may be better to provide cluster deformation flag if you want to convey the meaning of cluster deformations correctly.
In the simple management process, the information about the cluster management is notified to all nodes through frames broadcasted by each cluster head. Specifically, nodes can know the clusters are made with nodes contained in the frames transmitted by the same heads during each period. To identify the heads, the MAC address in the header is referred. An example of notifications of two clusters is shown in Fig. 5 . In the jumbo frame case, all nodes joining each cluster in a frame during a period are shown; in the single frame case, they are divided into multiple frames during a period. In either scenario, the nodes understand the members and the head that form the same cluster; in Fig. 5 , A, B, and C are forming a cluster, and D, E, and F are forming a cluster.
For the cluster formation, a node transmits CWA frames containing the data of other nodes. The example of the cluster formation by node A -C is described as follows. During the first period t, each node transmits only its own data Data(A, t), Data(B, t), and Data(C, t) by itself. During the next period t + 1, for example, A wishes to form a cluster with B and C, and then A transmits Data(A, t + 1) by itself and transmits Data(B', t + 1) and Data(C', t + 1), which A estimates. Then, B and C do not need to transmit their own data, as long as A's estimated data do not include unacceptable errors.
For the cluster deformation, a node transmits CWA frames containing only its own data. A sample of the cluster deformation is described by using the above example. During the next period t + 2, B transmits Data(B, t + 2) only; then, B intends to form a cluster that is only joined by itself. A and C listen to it, and then, for example, C transmits Data(C, t + 2) and Data(A', t + 2) without transmitting B's data. Note that the frames and correction frames are different. The correction frames are transmitted as soon as the periodic transmission occurs. Thus, nodes can understand whether each frame means cluster deformation or means error correction.
E. CLUSTER HEAD SELECTION
We explain two simple cluster head selection ways since the selection also does not considerably affect the performance if each member becomes cluster heads regularly (randomly). The priority of becoming heads is the same in all nodes except for the opportunity of the automatic error estimation. When a node becomes a head, the node can automatically correct the accumulative estimation errors without transmitting correction frames. This is because heads can transmit their measured data. Given that ten nodes form a cluster and each node advertises its own data every 100 ms, then the estimation errors are automatically corrected every 1 s. This paper does not focus on which solutions are suitable and whether other solutions are better. Considering them will be worked in the future study.
The first way is that members know the next head through the order of the data in the head's transmitted frames. We consider that the nodes shown in the first data are the current heads, and nodes shown in the second data are the next heads. As seen in Fig. 6 , even though either frame format is used, the next heads can be known, which are B and E. In the example of the above section, A transmitted Data(B', t + 1), following with its own data during period t + 1. C also transmitted Data(A', t + 2), following with its own data during period t + 2. During the period t + 2, B removed A's cluster, and C knows it through B's frame; therefore, C played the role of the next head instead of B. As in the successful examples, B's notification of the deformation is not listened to by A and C. In the cases, after B's head retried in several times, each node forms a cluster joining only itself again, if necessary.
In the first way, members may receive incorrect information by which the current cluster head explicitly specified the next cluster head. In other words, each member in a cluster receives different information from the information that the current cluster head intended. The event occurs when the members fail to receive frames due to frame errors. Incidentally, the event does not occur in the case that members transmit correction frames to unacceptable estimation errors because members identify correction frames by MAC address in frame header as mentioned in III-D. Therefore, members can know whether the frames are transmitted by members or by the head, namely, can know whether the frames are the correction frames or not.
The event causes the new events that several cluster members become the next cluster heads or that none of the cluster members becomes the next cluster head. The former occurs, for example, when the next cluster candidate, i.e., the member that the current cluster head specified as the next cluster head in frames, can correctly receive the frames and the other members cannot receive the frames. The latter occurs, for example, when the next cluster candidate cannot correctly receive the frames and the other members can the frames. In the case using the single frame format, both of the events are likely to occur. In the case using jumbo frame format, the former never occur, but the latter is likely to occur.
The event that several cluster heads are selected are corresponded by the way that the member that sent frames earliest becomes the head, namely in first come first served manner. By this solution, several heads temporarily exist, but the situation is instantly resolved (in a few times). If members receive frames from several heads in many times -the case seldom occurs and is the worst case -members transmit their own data by themselves, which means to deform the cluster. Next, we explain the solution of the event that none of the cluster members is selected as the cluster head. When this event occurs, none of the members transmits frames. Therefore, members deform the cluster as the solution when members cannot receive frames from the cluster head in many times, note that the case that members fail to receive frames in a few times is likely to occur when the cluster head candidate can receive frames. Typically, cluster members are relatively near each other, and hence the quality of communications is high. Fortunately, these events occur rarely as long as the members are near.
The second way is that members decide the head based on the value of the MAC address, instead of the frame reception order. Specifically, members become the cluster head in descending or ascending order of their MAC address. Nodes need to memorize MAC addresses, but the head is correctly elected even if members fail to receive frames. If communications between members are frequently unable, i.e., members VOLUME 7, 2019 cannot receive frames from the cluster head in the pre-defined times, members deform the clusters. This is because members cannot detect estimation error corrections.
F. SAMPLES OF OPERATIONS OF CLASES METHOD
We show a simple example of the proposed method, in which five nodes (A -E) form a cluster and communicate according to the method. The algorithm is divided into five steps, as explained so far. Here, Data(X, t) shows measured data that node X transmits at period t, and Data(X', t) shows estimated data of X at period t. Each cluster repeats Step 2 to Step 5.
1) STEP 1: CLUSTER MANAGEMENT
First, A -E have not joined any clusters. Each node sends its own current data containing only its own state; namely, Data(A, t), Data(B, t), . . ., Data(E, t) are broadcasted by themselves. All nodes hear them and know that the nodes do not belong to any clusters. A sends Data(A, t + 1), Data(B', t + 1), Data(C', t + 1), . . ., Data(E', t + 1) at the next period t + 1. Note that Data(B', t + 1), Data(C', t + 1), . . ., Data(E', t + 1) are the estimated values of Data(B, t + 1), Data(C, t + 1), . . ., Data(E, t + 1), which A estimates in this case. All nodes know that A -E form a cluster because A sent these data. This process is repeated, if necessary.
2) STEP 2: CLUSTER HEAD SELECTIONS
Then, a cluster elects a cluster head. Each node periodically becomes the head. Here, we discuss the operations of the following steps for the case where A is their cluster head.
3) STEP 3: DATA ESTIMATION
In this step, cluster head A estimates the member's state data. At a period t, A estimates the state data of the members (B, C, D, E); namely, Data(B', t), Data(C', t), . . ., Data(E', t). To estimate them, A can use their past state data such as data at period t -1; namely, Data(B, t -1), . . ., Data(E, t -1). A can obtain them by listening to their frames before time t. It should be noted that some estimated states are likely to contain unacceptable errors.
4) STEP 4: INTERCLUSTER COMMUNICATIONS
In Step 4, A broadcasts the frames conveying its own measured data Data(A, t) or members' estimated data Data(B', t), . . ., Data(E', t). All nodes, however, may still obtain state data with the remaining unacceptable errors in this step.
5) STEP 5: ESTIMATION ERROR CORRECTION
In step 4, B -E must listen to A's broadcasted frames to correct their own data. For example, E's state data Data(E', t) contains an unacceptable error, and then E broadcasts Data(E, t) by itself.
G. CHARACTERISTICS OF PERFORMANCE OF CLASES METHOD FOR FOUR PARAMETERS
The communication performance of the proposed method mainly depends on the following four factors: 1) cluster sizes, 2) the occurring frequency of the unacceptable estimation errors, 3) the occurring frequency and the sustaining time of the clustering build-up phases, and 4) the total power of wireless interference. Here, the clustering build-up phases mean the phases including the cluster management.
1) CLUSTER SIZES
As the cluster sizes are larger, the performance is higher at first and then becomes lower. The appropriate cluster size leads to maximizing the performance for improving the spatial uses of V2X communications. Using the larger cluster sizes leads to decreasing the number of active nodes that are ready to transmit frames. As a result, the number of nodes transmitting frames simultaneously also decreases. The number affects a trade-off between the total power of interference and the possibility of parallel transmissions. The larger number reduces the power more significantly. The larger number decreases the possibility of the transmissions more significantly. Therefore, selecting the appropriate number improves the performance. In particular, when the power and the number of each interference source are large, the appropriate one is large because we cannot expect the parallel transmission. Fig. 7 shows the examples in which ten nodes make clusters in the proposed method. Fig. 7 (a) shows the case where the cluster size is 10, and then 1 cluster is made; Fig. 7 (b) shows the case where the cluster size is 2, and then 5 clusters are made. The number of active nodes in Fig. 7 (a) (i.e., one node) is smaller than that in Fig. 7 (b) (i.e., 5 nodes). In the case of Fig. 7 (a) , we significantly benefit by mitigation of the total power of interference. In Fig. 7 (b) , we significantly benefit from parallel transmissions, especially in the case where capture effects occur frequently.
2) UNACCEPTABLE ESTIMATION ERRORS
The occurrence frequency of the unacceptable estimation errors deteriorates the performance. The occurrence of the errors generates additional frames, i.e., correction frames. As a result, the total power of interference amplifies, so the performance deteriorates. The negative impacts are larger, as cluster sizes are larger. In cases where the jumbo frames are used, the negative impacts are larger. The above impacts were already described in the previous sections.
In addition, the case that nodes cannot receive corrections occurs depending on the occurrence frequency of frame errors in the communications between nodes. In other words, nodes fail to receive correction frames more frequently as frame errors more frequently occur. However, nodes naturally fail to receive ordinary CWA frames, i.e., frames containing measured data, in the conditions that frame errors occur frequently. Therefore, the impact of errors of ordinary CWA frames is considerably larger than that of errors of corrections. On the other hand, when frame errors do not happen so frequently, errors of corrections also seldom occur, so the impact is small.
3) CLUSTERING BUILD-UP PHASES
In this paper, we defined the cases that the communications between members are not successful in addition to the case of cluster formations in progress as the clustering buildup phases. This is because clusters are deformed due to the cases. Therefore, in this phase, members are likely that cannot receive estimated frames from the cluster head. As a result, members transmit frames containing their own data themselves. In addition, if members cannot receive estimated frames from the head many times, members decide to deform the cluster. On the other hand, the clustering steady phases include the conditions in which communications between cluster members in the same clusters, which are not explicitly conducted, are necessarily success.
During the clustering build-up phases, the performance slightly deteriorates because the cluster size during the clustering build-up phases is smaller than that during the clustering steady phases. In most cases, the proposed method with a small cluster size may not obtain high performance. The clustering build-up phases do not occur so frequently against transmission frequency. This is shown in the rough analysis in the following section. Hence, the performance deteriorates slightly. Note that the performance in the proposed process does not deteriorate due to the management process's overheads, unlike the conventional methods. The proposed simple process finishes without any additional communications; the conventional processes must exchange some additional frames.
4) COMPARISONS BETWEEN QoS OF CLASES AND QoS OF OTHER METHODS
The performance of the proposed method is higher than that of the non-cluster method by selecting the suitable cluster size. In 1) -3), the increasing width depends on only the performance of the proposed method because that of the noncluster method never changes. Moreover, as the total power of interference increases, the ratio of the performance of the proposed method to that of the non-cluster method seems to increase at first and then decrease. In the cases with much weak interference, the proposed method cannot mitigate them further; in the cases of much high interference, the proposed method cannot also mitigate them further. As a result, the proposed method can also improve the performance of the non-cluster method at most. In the middle of the above cases, we benefit from the improvements in the performance of the proposed method. Note that the proposed method is effective for both factors that amplify interference (the power of each interference source and the number of interference sources). This is because it improves the spatial reuses of communications.
The performance is typically higher than that of the conventional cluster-based methods but is slightly lower than that of the conventional cluster-based methods when all data sent by cluster heads have unacceptable errors. In the proposed method, in this case, cluster members have to transmit their data, so the channel resources are overused and communication performance temporarily decreases sharply. The communication traffic loads are the same ones as if all clusters conduct intracluster communications; that is, the traffic loads equal to that of the conventional cluster-based methods. The performance of the proposed method is slightly lower than that of the conventional cluster-based methods because the conventional cluster-based methods separate channel of intracluster communications from the channel of intercluster communications and therefore there is no irregularity of the frame sizes. However, the number of corrections is much smaller than that of the case that all members necessarily conducted corrections. This is because nodes (especially, vehicles) move according to physical laws, for example, nodes cannot sharply turn right/left. We investigated the occurrence frequencies of the unacceptable estimation errors from the real node mobility data (i.e., Bologna data) and we roughly confirmed the errors seldom occur. Thus, the proposed method is typically higher performance than that of the conventional clusterbased methods.
IV. EVALUATION MODELS
We evaluated both the basic performance and the practical performance by realistic node distributions. These performance evaluations are different node distribution models from each other. The basic performance was evaluated in a stochastic node distribution model. On the other hand, the practical performance by realistic node distributions was evaluated in the models built with the real node distribution data (Bologna data). In both of performance, we evaluated the communication quality by using computer simulations. In these evaluations, the impacts of the cluster size and frequency of unacceptable errors are mainly evaluated. Additionally, we revealed the performance of the proposed method by comparison with that of the non-cluster method.
This section describes the evaluation models as follows. First, this section explains the common model and parameters: for example, node models, wireless communication VOLUME 7, 2019 parameters and CLASES method models. Then, we derive an analysis model for the performance including clustering build-up phases. Finally, the details of each evaluation are described.
A. NODE MODEL
We assumed the evaluation scenario in which two nodes approach each other at a relative speed of 60 km/h and then collide with each other head-on. We call the nodes target nodes. As the distance between the nodes in the warning period is longer, NAC is smaller [30] . The distance of the head-on crash scenario is the longest of all scenarios, whereas the distance of the fastest node in the system is the longest of the other nodes. In the real data, the speed of the node, however, differs at each time, so we evaluated NAC based on the QoS of the node moving at the average speed. The average speed is approximately 30 km/h; namely, the average relative speed is 60 km/h.
In the surroundings of the target nodes, we deployed nodes according to the distribution models. We call the nodes neighboring nodes. The nodes play a role in interference sources to the target nodes and compete with the opportunities of transmitting frames with the target nodes according to CSMA/CA. The distributions are explained in the following sections.
B. WIRELESS COMMUNICATION PARAMETERS
The parameters of the wireless channel comply with IEEE802.11p, and the MAC frame format complies with the BSM format [3] , [38] , which are generally used in CWA. The bandwidth was set to 10 MHz [5] , [38] . The data rate was 3 Mbps for the broadcasting mode [5] . The header size of frames was 32 bytes, and the payload size was 250 bytes [3] , [38] . Hence, the size of the jumbo frames was 32 + 250 × N bytes, where N indicates the cluster size. The maximum contention window was set to 15, which is fixed for the broadcasting mode [38] . The transmission power was 20 dBm [38] .
Other parameters of the wireless communications were set to the following values. Nodes transmitted frames at slightly more than 10 per second as in [37] . All nodes used the same frequency. The threshold of SINR was set to 3.162 dB. This value was used frequently in some studies. The transmission radius, which indicates correctly receiving the data frames, was assumed to be 300 m. We assumed that the signal power follows a free radio propagation model within 300 m apart from a transmitter, and then is zero. Namely, we assumed that the signal power depends on only the distance between a transmitter and a receiver except for shadowing and fading. A radio propagation model does not seem to affect the proposed method's effectiveness compared with the non-cluster method. This is because the performance of both the methods seems to deteriorate as well. Therefore, we used the simplest models. The impacts of buildings were also not included. The numbers and the materials of the building are various in every location. The suitable specific cases are difficultly modeled, so we considered them.
C. MODELS OF CLASES METHOD
First, we modeled the CLASES method about a cluster formation as follows. We assumed that the cluster size of all clusters is the same. There are two reasons. First, we should evaluate the characteristics of the performance against it, but we cannot evaluate them when the clusters with various sizes exist. Second, clusters can be formed at any cluster size in the dense cases. The readers are not interested in communication characteristics of the sparse cases. In addition, we assumed that clustering build-up phases occur in the cases where members cannot correctly listen to the frames of each other several times and a cluster head selection fails.
We have not accurately investigated the occurrence frequency of clustering build-up phases. It is out of the scope of this paper, and we plan to evaluate the detail of the performance including clustering build-up phases in further study. The clustering build-up phases, however, cause to decrease the performance of the proposed method. Therefore, we roughly investigated the occurrence of the clustering build-up phases and approximately evaluated the performance including the clustering build-up phases.
The occurrence of the clustering build-up phases deeply depends on the distance between cluster members; namely, the clustering build-up phases occur more frequently as the distance becomes larger. Hence, we computed the duration that keeps the distance between two nodes smaller than a certain value from the real node mobility data (Bologna data). As a result, nodes can keep the distance of 20 m during approximately 133 seconds; namely, the duration is much shorter than transmission interval such as 100 ms. This comes only from Bologna data. We believe that different data sets show different results. In addition, the results depend on the number of nodes. Thus, we evaluated the performance at a wide area of parameters about clustering build-up phases and used the performance degradation parameter such as 20% as the reference value of the tentative upper bound for our performance evaluations. In addition, we hence evaluated the performance at a wide area of parameters about clustering build-up phases because we considered that clustering buildup phases seldom occur in current road traffic mobility, but they may occur more frequently in future one.
Second, we assumed that unacceptable estimation errors probabilistically generate. We call this fixed frequency error occurrence frequency (EOF). Here, we considered that the errors of all nodes occur at the same probability for a simple assumption. In addition, the probability was defined as the fixed frequency during 1 s that estimations of each member's data exceed a certain acceptable estimation range. The reason for the fixed value is that we cannot use ratios to transmission frequencies. If we use ratios to transmission frequencies, estimation errors occur more frequently as transmission frequency increases, which is much different from the real environment; actually, estimation errors occur less frequently as transmission frequency increases. Note that EOF comprehensively expresses the occurrences of the errors by three factors in III. B 2) -4). The negative impacts against cluster sizes, which are written in III. B 1), are excluded as the cause of EOF. The negative impacts are larger when the cluster size is larger, as usual.
As well as the occurrence frequency of the clustering build-up phases, we have not accurately investigated the error occurrence frequency, and it is out of the scope of this paper and will evaluate in further study. From the real node distribution data, we roughly calculated the expectation of EOF was 0.06; the performance evaluations hence referred to this value; unacceptable errors occurred at the EOF of 0.06 and fluctuated around this value every second per node on average. The calculation steps for expectations of the number of estimation errors between the estimated values and the true values are as follows. Firstly, we linearly extrapolated each location of a node after t seconds (t varies from 0.1 to 1.0 with 0.1 unit in the case of the transmission frequency of 10 frames/s) from the current location and velocity. Secondly, we calculated estimation errors between the extrapolated locations and the true locations included in Bologna data. Thirdly, if the estimation errors are larger than 1 m, which are much small in comparison with the accuracy of current market available GPS, we here defined that the estimations include unacceptable estimation errors. Fourthly, we computed the estimation error probabilities corresponding to the number of estimation errors per node per second. Finally, we selected the several nodes, computed the error expectations from their estimation error probabilities, and calculated the average of the error expectations, which was 0.06.
The estimation error expectations in the evaluations of this paper are expected to be smaller than 0.06. The error expectations decrease as transmission frequencies increase. The value 0.06 was calculated in the transmission frequency of 10 frames/s. This paper has evaluated the performance including estimation errors at transmission frequencies of either 12 frames/s or 18 frames/s.
D. ANALYSIS MODEL OF PERFORMANCE INCLUDING CLUSTERING BUILD-UP PHASES OF THE CLASES METHOD
This paper approximately evaluates the performance including clustering build-up phases. Specifically, we analyze it by using the weighted summation (1) calculated from the duration of clustering build-up phases and the performance of each phase. 
In (1), I CLASES,all shows the performance improvement of the proposed method from the non-cluster method including both clustering steady phases and clustering build-up phases. I CLASES,steady and I CLASES,build−up show the performance improvement with a comparison to the non-cluster method. r steady , r build−up show the ratio of the duration of the clustering steady phases to overall and the ratio of the duration of the clustering build-up phases to overall.
I CLASES,build−up can be expressed as (2) using I CLASES,steady and r performance that shows the performance during the clustering build-up phases to performance during the clustering steady phases. The performance decreases in comparison with clustering steady phases, so the value becomes small by a ratio r performance .
I CLASES,build−up = I CLASES,steady × r performance (2) Moreover, r steady can be expressed using r build−up as (3) because the cluster state is either of the clustering steady phases or the clustering build-up phases.
We substitute (2) and (3) to (1), so we can obtain (4) . We appropriately analyze the performance including the clustering build-up phases.
This paper does not focus on revealing the ratio. In the previous section, we, however, explained that not all clusters are deformed at the same time, so the ratio is expected not to be so small.
E. MODELS AND PARAMETERS IN BASIC PERFORMANCE EVALUATIONS
In the evaluations, a performance evaluation metric is NAC, which is defined in section I. First, NAC in a clustering steady phase was evaluated while mainly changing the cluster size and EOF. Next, the performance including clustering buildup phases was evaluated according to an analysis model. In only the evaluation, the impacts of the additional two factors were evaluated, which are an impact of the frame composition models and an impact of the frequency of periodic transmission. In real performance evaluation, we evaluated the impacts of many types of real distributions rather than the impacts of the two factors.
In the evaluations, we assumed the distribution of neighboring nodes uniformly within a radius of 300 m; namely, a random node distribution model. The model is the most basic stochastic one. By using the model, we can easily change the number of nodes in the system while keeping the distribution. Moreover, we can evaluate the general performance rather than that in the specific distributions. The nodes were set to a slower speed than 30 km/h so that the target nodes become the fastest.
F. MODELS AND PARAMETERS IN PRACTICAL PERFORMANCE BY REALISTIC NODE DISTRIBUTIONS EVALUATIONS
In the evaluations, nodes were deployed according to the real road traffic flow data. In addition to the basic ones, we evaluated the impacts of cluster size, EOF, transmission frequency to performance, and clustering build-up phases. Moreover, we evaluated the performance in the various realistic distributions instead of evaluations of the impacts of the frame formats.
In the evaluations, a performance evaluation metric was the average number of the frames that a target node correctly receives during a period in which the traffic signal changes in seven intersections extracted from Bologna data [39] , [40] . In the realistic node distribution models, we cannot freely change the number of nodes in the system to investigate NAC. The data were collected in Bologna, Italy, in the project iTETRIS [39] , [40] . The data are open data, and the URL is http://sumo.dlr.de/wiki/Data/Scenarios. The data include both road traffic flows of vehicles and pedestrians, so they are suitable for evaluating the performance of V2X communication including both V2V and V2P (Vehicle-to-Pedestrian). Note that the data only include the locations, the speeds, and the angles and so on. They do not include data about wireless communication. The data were collected over three days (from November 11 (Tue) to November 13 (Thu), 2008) with 636 detectors in Bologna; the data include peak hours in the morning. Therefore, many researchers have used the data for the simulation of V2X communications [41] , [42] .
From the data, we extracted seven intersections, and nodes within 300 m from the center of the intersections were deployed as neighboring nodes. The seven intersections are named A -G, as shown in Fig. 8 . The set of intersections consists of four large-scale ones (A -D) and three small-scale ones (E -G). In the former, there are many vehicles; in the latter, there are many pedestrians. Therefore, we can evaluate the performance of various distributions.
In each of the intersections, we evaluated the average number of the frames during the five periods in which the traffic signal changes. During the periods, the node distribution largely changes. Note that the period of the intersections of no traffic signals is 112 s, which are the average periods of the other ones. The five periods for the evaluations are selected as follows. The number of nodes within 300 m from the center of the intersections is relatively large, at 3500 s in the data. Therefore, we used data before and after the time; specifically, we evaluated it during a period that started from 3500 s and from four periods that started from 2500 s, 3000 s, 4000 s, and 4500 s. A simulation time of a sample was 2 seconds, and we evaluated samples of 2 seconds in about 1000 times. In a sample, the first 1 second was an initialization time and the last 1 second was an evaluation time. Moreover, an evaluation time focused on 1 second in traffic signal changing period, which is a simulation scenario; the number of the samples is different according to a period of traffic signals. In addition, a simulation scenario was conducted in 10 times. In CWA, evaluating the QoS between 2.5 second and 3.5 second is important because the period is the most recent warning period. The simulation time is sufficient enough to generate unacceptable estimation errors. In addition, CWA uses broadcast communications and the communications are stateless. This means that broadcast communication at one time and that at another time are independent.
We roughly analyzed a relation between the node distributions and interference power in the locations. We introduced system density, which is defined as the number of nodes within 300 m from the intersection centers, and nearby density, which is defined as the number of nodes within the distance so that SINR is lower than the threshold to a target node. Fig. 9 shows the relation between the average system density and the average nearby density of the five periods of traffic signals in each location. The horizontal axis expresses the average system density. The vertical axis expresses the average nearby density. The node distribution of A -F tend to be a higher nearby density than the random one; that of G tends to be a lower nearby density than the random one. A node in the former locations is interfered with more strongly from other nodes than that in a random one when the location has the same system density as that of a random one. We evaluate the impact of node distributions based on the analysis.
V. RESULTS OF BASIC PERFORMANCE EVALUATIONS
In this section, we show the performance of the proposed method in comparison with the non-cluster method in a stochastic node distribution model. Fig. 10 and Fig. 11 show a relation between NAC and cluster sizes at every transmission frequency. The graphs show the performance during a clustering steady phase in the case where unacceptable errors never occur. The horizontal axes express cluster sizes. The vertical axes express NAC. Each line expresses NAC against transmission frequency. Fig. 10 is a graph of the case using the jumbo frame format and Fig. 11 is a graph of the case using the single one. Note that the NAC of the non-cluster method shows the value in which cluster size is one. The black lines express it. These evaluations reveal the appropriate transmission frequency because of the characteristics of V2X communications in section II-A, and the transmission frequency was utilized in the following evaluations.
A. CLUSTER SIZE AND TRANSMISSION FREQUENCY
In the graphs, we showed that the proposed method increases NAC by clustering nodes. In Fig. 10 , we revealed that the proposed method using the jumbo frame format increases it by 30 % over that of the non-cluster one. The cluster size is eleven, and the transmission frequency is 18 frames/s. In Fig. 11 , we revealed that the proposed method using the single frame format increases NAC by 12 %. The cluster size is nine, and the transmission frequency is 18 frames/s. In the following two types of evaluations, the nodes transmitted frames at the frequency of 18 frames/s. Fig. 12 and Fig. 13 show the performance in the case where unacceptable estimation errors occur. The horizontal axes express cluster sizes, and the vertical axes express NAC. Each line expresses a performance against EOF. Fig. 12 is a graph of the case using the jumbo frame format, and Fig. 13 is a graph of the case using the single one. As well as the above graphs, the black lines express the NAC of the non-cluster method.
B. UNACCEPTABLE ESTIMATION ERRORS
From the graphs, we revealed that even if the EOF is 0.06, the proposed method effectively increases NAC. Fig. 12 shows that the proposed method using the jumbo frame format increases NAC by 27 % when the EOF is 0.06. When the EOFs become 0.1 and 0.2, then the performance deteriorates from the above one. On the other hand, Fig. 13 shows that the proposed method using the single frame format increases NAC by 12 % when the EOF is 0.06. In addition, the impact of the frequent errors on the performance is significantly small. Fig. 14 and Fig. 15 show the performance improvement ratio, including the clustering build-up phases of the proposed method in the setting of the maximum performance of the above section. The horizontal axes express the performance ratio of the clustering build-up phases to the clustering steady phases (r performance ), and the vertical axes express the NAC improvement ratio in comparison with the non-cluster method (I CLASES,all ). Each line expresses the occurrence ratio of clustering build-up phases. The graphs show results of the case using the jumbo frame format and results of the case using the single one. Fig. 14 and Fig. 15 show that the proposed method sufficiently improves the QoS of V2X communications even when including clustering build-up phases. In the case using the jumbo frame, the proposed method increases NAC by 25 % (i.e., I CLASES,all is 25 %) when clustering build-up phases occupy 20 % of all phases (i.e., r build−up is 0.2) and the performance improvement ratio is 60 % (i.e., r performance is 0.6). In the case that uses the single one, the proposed method increases NAC by 11 % in the above parameters.
C. PERFORMANCE INCLUDING CLUSTERING BUILD-UP PHASES

VI. RESULTS OF PRACTICAL PERFORMANCE BY REALISTIC NODE DISTRIBUTIONS EVALUATIONS
In this section, we show the performance of the proposed method in comparison with the non-cluster method in some specific node distribution models that are built with the real data. Fig. 16 shows the relation between the cluster size and the average number of received frames of all the locations (A -G) in various transmission frequencies. The horizontal axis expresses the cluster size, and the vertical axis expresses the average number of received frames. Each line expresses the results of various transmission frequencies. In the evaluations, unacceptable errors never occur. In the graph, the black line expresses the NAC of the non-cluster method. The evaluations also reveal the appropriate transmission frequency because of the characteristics of V2X communications in section II-A, and the transmission frequency was utilized in the following evaluations.
A. CLUSTER SIZES AND TRANSMISSION FREQUENCY
The graph shows that the proposed method is effective to improve the quality even in the realistic node distribution model. The average of the performance for which the cluster size varies from one to thirty was the highest in the transmission frequency of twelve. For this parameter, the proposed method increases the average number of received frames by 37 %. At the other frequencies, the proposed method increases it significantly. Note that the appropriate cluster size in the model is larger than that in the basic model because the power and the number of interference sources are larger. The graphs of the following sections show the performance in 12 frames/s. Fig. 17 and Fig. 18 show the average number of received frames in the location of the highest value of nearby density and system density, respectively. The horizontal axes, the vertical axes, and the legends are the same ones as those of Fig. 16 .
In both of the locations, we revealed that the proposed method is effective for improving quality. In the location D, which is the highest nearby density, the proposed method increases the number of received frames by 57 % when nodes transmitted frames at the transmission frequency of 12 frames/s. In the location G, which is the highest system density, the proposed method increases it by 148 % in the same case. Additionally, in the cases of 8 frames/s in G, it was increased by 39 %. Fig. 19 shows a relation between the cluster size and the average of the received frames against EOF in the realistic node distribution model. The horizontal axis expresses the cluster size. The vertical axis expresses the average number of received frames. The legends express EOF. Fig. 19 reveals that the proposed method improves the quality of V2X communications even when slight amounts of unacceptable errors occur in the realistic node distribution model. When unacceptable errors occur at the EOF of 0.06, the proposed method increases the average number of received frames by 20 %. Even when EOF is 0.1, at which the errors frequently occur, it increases by 16 %. Fig. 20 and Fig. 21 show the average number of received frames in the location of the highest value of nearby density and system density, respectively. The horizontal axes, the vertical axes, and the legends are the same ones as those of Fig. 19 .
B. UNACCEPTABLE ESTIMATION ERRORS
In both of the locations, we revealed that the proposed method is effective for improving quality. In the location D, the proposed method increases the number of received frames by 32 % when EOF is 0.06. Additionally, it is increased by 21 % even when EOF is 0.1. In the location G, the proposed method increases it by 102 % and by 74 % when EOF is 0.06 and 0.1, respectively. Fig. 22 shows the performance improvement ratio including clustering build-up phases of the proposed method in the setting of the maximum performance of Fig. 19 . The vertical axis expresses the ratio of the average number of received frames over the non-cluster method (I CLASES,all ). The horizontal axis and the legends are the same ones as that of Fig. 14 .
C. PERFORMANCE INCLUDING CLUSTERING BUILD-UP PHASES
The graph shows that the proposed method can improve the QoS even in including clustering build-up phases. The proposed method increases QoS by 18 % (i.e., I CLASES,all is 25 %) in the same parameters as shown in Fig. 14 . Additionally, the proposed method increases QoS by 16% even when both of the clustering build-up phases occupy 20 % of all phases (i.e., r build−up is 0.2) and the performance improvement ratio is 0 % (i.e., r performance is 0), and when clustering build-up phases occupy 50 % of all phases (i.e., r build−up is 0.5) and the performance improvement ratio is 60 % (i.e., r performance is 0.6).
VII. CONCLUSION
This paper proposed a novel node clustering method, CLASES, to improve the QoS of V2X communications for driving assistance with CWA. The proposed method can omit intracluster communications by a cluster members' data estimation and estimation error correction mechanism. Thus, we can use the proposed method without additional costs for separating intracluster and intercluster communications or reduce the bandwidth of intercluster communications, which are the challenge of conventional cluster-based methods. In addition, in the proposed method, the nodes exchange data in the intercluster communications. It can resolve a tradeoff between interference power and parallel transmissions, and it improves the QoS of V2X communications. On the other hand, the drawback of the proposed method is that it amplifies VOLUME 7, 2019 interference due to the error correction mechanism involving the members' data estimation. We evaluated the performance of the proposed method in various situations while changing various parameters. The evaluation results showed that the proposed method improves the QoS. In particular, we revealed that the proposed method could accommodate more nodes by 27 % than the non-cluster method even when the estimation errors occur at the realistic frequency.
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