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RESUMO
O controle adaptativo livre de modelo, tambe´m conhecido como Model
Free Adaptive Control (MFAC), e´ baseado no pseudo-partial-derivative
(PPD) calculado a partir dos sinais de entrada e sa´ıda do sistema a
ser controlado, e tambe´m utiliza um fator energe´tico (λ) fixo que pe-
naliza o controle para fornecer um bom comportamento do processo de
malha fechada para seguimento de refereˆncia e rejeic¸a˜o de perturbac¸a˜o
de carga. Esta pesquisa apresenta novos algoritmos de adaptac¸a˜o para
ajustar na˜o so´ o PPD, mas tambe´m a ponderac¸a˜o λ, com base no
Gradiente Cla´ssico (CG), na Func¸a˜o Sigmoide (SF) e no Me´todo de
Newton (NM). Por outro lado, visando controlar maior variedade de
processos lineares e na˜o lineares sa˜o utilizados diferentes funcionais
para o desenvolvimento de controladores livre de modelo MFAC na
forma discreta. Considerando complexidades de malha como saturac¸a˜o
do controle e perturbac¸a˜o perio´dica presentes na indu´stria, sa˜o de-
senvolvidas te´cnicas para tratar estes cena´rios no MFAC. Com estas
propostas, projetos alternativos de controle sa˜o obtidos e, mediante
a sintonizac¸a˜o adequada dos paraˆmetros de projeto, sa˜o garantidos a
estabilidade e o desempenho desejado do sistema de malha fechada. Si-
mulac¸o˜es nume´ricas em processos monovaria´veis lineares e na˜o lineares
demonstram a eficieˆncia e superioridade das propostas dos controlado-
res adaptativos quando se utiliza um mecanismo de estimac¸a˜o recursivo
para calibrar esses paraˆmetros sobre o MFAC padra˜o. I´ndices de de-
sempenho sa˜o usados para validar o comportamento dos algoritmos de
controle propostos.
Palavras-chave: Controle Adaptativo livre de modelo. Fator de pon-
derac¸a˜o/energia. Pseudo-partial-derivative. Gradiente. Sistema na˜o
linear. Sistema linear. Estabilidade. Seguimento.

ABSTRACT
The Model Free Adaptive Control (MFAC) is based on the pseudo-
partial-derivative (PPD) calculated from the input and output signals
of the system to be controlled and also using a fixed penalty factor (λ)
that weights the control energy to provide a good behavior to the feed-
back process for reference tracking and load disturbance attenuation.
This research presents new adaptation algorithms to adjust not only
the PPD but also the λ factor and are based on the Classical Gradient
(CG), Sigmoid Function (SF) and Newton Method (NM). On the other
hand, in order to control a variety of linear and non-linear processes,
different fitness functions are used for development of digital MFAC
controllers. Considering loop complexities like control saturation and
periodic disturbance present in the industry, control techniques are
derived to deal with these scenarios in the MFAC. With these pro-
posals, alternative control designs are obtained and by selecting good
tuning parameters, stability and performance for the closed-loop sys-
tem are ensured. Numerical simulations on SISO discrete-time linear
and non-linear plants demonstrate the efficiency and superiority of the
proposed adaptive controllers when using an estimation mechanism to
adjust these parameters over the standard MFAC. Performance indices
are applied to show the improvement of the behavior of the proposal
control algorithms.
Keywords: Model free adaptive control. Penalty/energy factor. Pseu-
do-partial-derivative. Gradient. Non-linear system. Linear system.
Stability. Tracking.
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1 INTRODUC¸A˜O
As indu´strias esta˜o continuamente buscando maneiras de me-
lhorar o desempenho dinaˆmico, a qualidade da produc¸a˜o, o tempo de
manufaturac¸a˜o, entre outras coisas. Para tratar estes aspectos indus-
triais, muitas vezes e´ necessa´rio lidar com incertezas, na˜o linearidades,
mudanc¸as no processo, plantas desconhecidas, perturbac¸o˜es e/ou ru´ıdo
nos sistemas realimentados. Estas complexidades em ambientes indus-
triais motivam a utilizac¸a˜o de estruturas de controle mais elaboradas.
Uma poss´ıvel soluc¸a˜o de projeto de controle para obter-se um adequado
desempenho de malha fechada e´ a utilizac¸a˜o do Controle Adaptativo
Livre de Modelo (Model Free Adaptive Control - MFAC) (HOU; WANG,
2013; HOU; JIN, 2014).
Convencionalmente, a te´cnica cla´ssica de controle adaptativo do
tipo autoajusta´vel indireto (indirect self-tuning control approach) e´ ba-
seada nas medic¸o˜es dos sinais de entrada e de sa´ıda do processo con-
trolado, onde em alguns casos na˜o tem-se conhecimento da linearidade
do processo, do ganho esta´tico, do atraso de transporte, da constante
de tempo, do per´ıodo de amostragem ou da ordem do modelo. Isto e´
denominado um problema “caixa preta”, em que os paraˆmetros estima-
dos do modelo sa˜o dif´ıceis e complexos de serem identificados. Adicio-
nalmente, a parcimoˆnia e´ importante em controle adaptativo, porque
se existe muitos paraˆmetros para estimar, o tempo de computac¸a˜o se
torna excessivo e a adaptac¸a˜o lenta. O controle adaptativo e´ uma
soluc¸a˜o via´vel especialmente quando os controladores cla´ssicos perdem
a sintonizac¸a˜o, por exemplo, para sistemas variantes no tempo e, conse-
quentemente, a estabilidade desejada. Estes aspectos tambe´m motivam
a investigac¸a˜o da abordagem de controle adaptativo livre de modelo,
que esta´ obtendo resultados favora´veis tanto na teoria como na pra´tica
industrial (A˚STRO¨M; WITTENMARK, 1995; KIRECCI; EKER; DULGER,
2003; BOBA´L et al., 2005; CAO; HOU, 2006).
Na teoria de controle tradicional a robustez e´ a capacidade de
lidar com incertezas ou dinaˆmicas na˜o modeladas da planta a ser con-
trolada, empregando o modelo parame´trico ou na˜o parame´trico. No
entanto, e´ importante destacar que esta caracter´ıstica do conhecimento
do modelo na˜o teˆm relevaˆncia na s´ıntese do MFAC que e´ um tipo espe-
cial de controlador projetado sem o conhecimento do modelo estimado
da planta (BU et al., 2012b; REN; BIGRAS, 2015).
Os algoritmos de controle baseados em modelo sa˜o geralmente
implementados a partir do conhecimento matema´tico estimado do pro-
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cesso dinaˆmico e seu ponto de operac¸a˜o. Estas te´cnicas, no entanto,
na˜o fornecem resultados dinaˆmicos satisfato´rios ou podem falhar se sa˜o
aplicadas a processos com incertezas de modelagem. Quando se trata
de sistemas complexos, frequentemente sa˜o processos f´ısicos altamente
na˜o lineares ou que na˜o sa˜o totalmente compreendidos, comprometendo
a estabilidade de malha fechada quando o processo muda seu ponto de
operac¸a˜o em diferentes regio˜es de trabalho (AL-DUWAISH; NAEEM, 2001;
KARRAY; GUEAIEB; AL-SHARHAN, 2002; BU et al., 2012b).
Atualmente o MFAC esta´ se tornando popular na indu´stria atra-
ve´s de produtos manufaturados, agregado ao fato que esta´ controlando
de maneira satisfato´ria uma variedade de malhas de processos industri-
ais (CYBOSOFT GENERAL CYBERNATION GROUP, 2016; CYBOENERGY,
2016). O controle adaptativo livre de modelo pode ser hibridizado com
o controlador PID (Controlador Proporcional Integral Derivativo) e
aparece na˜o so´ como uma boa soluc¸a˜o de malha fechada, mas tambe´m
como uma metodologia de ajuste adaptativo na sintonia do controlador
PID e I+PD realimentado, para fornecer estabilidade num sistema de
controle automatizado (SILVEIRA; COELHO; GOMES, 2012b).
Segundo Guang e Wenlong (2011) algumas caracter´ısticas que
justificam o MFAC sa˜o:
1. possui um bom desempenho para lidar com erros de modelagem
e sistemas de controle complexos (atraso dominante, integrador,
fase na˜o minima, entre outros);
2. trabalha diretamente em uma u´nica etapa;
3. permite ao usua´rio modificar a dinaˆmica de malha fechada;
4. tem paraˆmetros mais intuitivos;
5. na˜o e´ necessa´rio ressintonizar as especificac¸o˜es do controlador.
Este trabalho de pesquisa tem como contribuic¸o˜es a avaliac¸a˜o do
desempenho de sistemas dinaˆmicos, e a proposta de diferentes aborda-
gens na s´ıntese do controle adaptativo livre de modelo, aprimorando
a lei de controle do MFAC encontrada na literatura com a utilizac¸a˜o
de diferentes func¸o˜es objetivo, ampliando assim, os poss´ıveis cena´rios
a serem implementados, tanto do ponto de vista de seguimento de re-
fereˆncia, como de rejeic¸a˜o de perturbac¸a˜o. Posteriormente, propo˜em-se
algumas abordagens para estimac¸a˜o adaptativa on-line com base no
Gradiente Cla´ssico (CG), na Func¸a˜o Sigmoide (SF) e no Me´todo de
Newton (NM) para o auto-ajuste do pseudo-partial-derivative (PPD)
e/ou da ponderac¸a˜o do controle (λ). Finalizando com a adaptac¸a˜o
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de topologias de te´cnicas de controle para evitar saturac¸a˜o na mag-
nitude do sinal de controle e o tratamento de perturbac¸o˜es de carga
e perio´dicas na sa´ıda do processo. Todas as alternativas de projeto
desta pesquisa sera˜o implementadas e comparadas com o Model Free
Learning Adaptative Controller (MFLAC) na estrutura cla´ssica pro-
posta por Cao, Bai e Hou (2008). Simulac¸o˜es nume´ricas e experimentos
pra´ticos sa˜o realizados para mostrar o desempenho e a efica´cia destas
novas metodologias de controle em sistemas realimentados.
1.1 MOTIVAC¸A˜O
A presente pesquisa e´ motivada pela possibilidade de sustentac¸a˜o
e insuficieˆncia de estudos teo´ricos e de simulac¸a˜o na crescente a´rea
de controle livre de modelo. Considerando que a teoria de controle
deve tratar e trabalhar com as metodologias cla´ssicas e avanc¸adas para
contribuir e garantir os objetivos de malha dos pontos de vista teo´rico,
pra´tico e industrial.
1.2 ESTADO DA ARTE
O controle livre de modelo pode ser definido como um controla-
dor projetado com os sinais de entrada e sa´ıda da planta a ser controlada
de forma on-line, sem conhecimento nenhum do modelo matema´tico es-
timado do processo, onde a estabilidade, convergeˆncia e robustez sa˜o
garantidos e assegurados pela utilizac¸a˜o de ı´ndices de avaliac¸a˜o com
considerac¸o˜es de desempenho dinaˆmico (HOU; WANG, 2013).
A teoria de controle e´ bem consolidada para lidar e satisfazer as
necessidades de sistemas de malha fechada quando tem-se dispon´ıvel o
modelo matema´tico da planta ou ate´ com impreciso˜es na identificac¸a˜o
do sistema por razo˜es f´ısicas, qu´ımicas e existeˆncia de incertezas. Na
presenc¸a de fortes na˜o linearidades e/ou se a ordem do modelo esti-
mado e´ elevada, estas caracter´ısticas podem conduzir a inabilidade de
ana´lise e implementac¸a˜o. Pior ainda, na impossibilidade de na˜o esta-
belecer um modelo ou simplesmente na˜o se ter informac¸a˜o do sistema
real. A Figura 1 ilustra um diagrama de blocos que representa o tipo de
processo a ser controlado, presente na teoria de controle, usando abor-
dagens baseadas em modelo e livre de modelo, conforme apresentado
em Hou e Jin (2014).
Para corroborar com estas ideias deve-se ter em mente que o
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Figura 1 – Plantas controladas e projeto de controladores.
Processos 
controlados 
Metodologias 
de controle  
Modelo matemático preciso 
disponível 
Modelo matemático impreciso e com 
incertezas 
Modelo matemático conhecido mas 
complexo, forte não linearidade e 
ordem do modelo elevada 
Modelo matemático difícil de 
estabelecer e informação 
indisponível do processo 
Controle baseado em modelo 
Controle adaptativo, controle 
robusto, controle por modos 
deslizantes, etc. 
Controle livre de modelo 
Fonte: Hou e Jin (2014).
modelo matema´tico vem sendo a base da teoria cla´ssica de controle,
onde realiza-se o projeto do controlador e a respectiva sintonizac¸a˜o. E´
conhecido que a identificac¸a˜o de um processo industrial pode se tornar
complexa e ate´ quase imposs´ıvel de representar com precisa˜o dados e
modelos. Estes fatores induzem a falta de robustez, falta de seguranc¸a
industrial, dificuldade de implementac¸a˜o, entre outros fatores que sur-
gem no projeto do controlador. Assim, deixando percept´ıvel que so´ a
identificac¸a˜o do processo pode ser complexa, ate´ mais que o pro´prio
projeto do controlador em si. Este fato dificulta e penaliza aos enge-
nheiros de controle pelo aumento do grau de complexidade do sistema
a ser controlado, pela realizac¸a˜o de ca´lculos matema´ticos complexos
e preju´ızo de perda de tempo, fazendo excessivas simulac¸o˜es, visando
a instalac¸a˜o de equipamentos em campo. Sem mencionar que os cus-
tos de implementac¸a˜o e manutenc¸a˜o destes controladores sa˜o maiores
(JIAN-XIN; ZHONG-SHENG, 2009; BU et al., 2012a).
Outra opc¸a˜o para contornar as complexidades de sistemas dinaˆmi-
cos sa˜o as metodologias adaptativas que podem ser utilizadas quando a
planta e´ variante no tempo ou exige uma ressintonizac¸a˜o da lei de con-
trole para compensar a mudanc¸a dos paraˆmetros do sistema e garantir
as especificac¸o˜es desejadas de desempenho. Entretanto, se a estrutura
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da planta muda, a te´cnica de controle livre de modelo pode apresentar
melhor desempenho que um controlador adaptativo baseado em mo-
delo, no qual a estrutura do modelo para o projeto do controlador e´
ou na˜o determinada a priori (A˚STRO¨M; WITTENMARK, 1995; KEYSER,
2000; KIRECCI; EKER; DULGER, 2003).
Os controladores baseados em modelo vem sendo uma alterna-
tiva adequada para os processos industriais conhecidos, mas como foi
comentado anteriormente, os avanc¸os na tecnologia e a necessidade de
alta produc¸a˜o e qualidade, conduz a comunidade cient´ıfica, a investi-
gar controladores avanc¸ados que consigam resolver os novos problemas
da indu´stria, sendo assim outro paradigma a ser avaliado. E´ impor-
tante considerar que tem-se a possibilidade de usar informac¸o˜es off-line
ou on-line dos processos, a partir de sensores/atuadores e bancos de
memo´ria, ja´ instalados nas linhas de produc¸a˜o (metalurgia, qu´ımica,
maquinaria, eletroˆnica, eletricidade, biologia, etc.). Sob esta perspec-
tiva, surge como uma alternativa interessante, o controlador MFAC.
Na literatura de controladores livre de modelo, encontram-se di-
ferentes te´cnicas de projeto. A Tabela 1 ilustra alguns detalhes t´ıpicos
de ana´lise e de projeto dos controladores MFAC e PID, com a finalidade
de comparar as topologias de controle. Uma classificac¸a˜o e descric¸a˜o
mais elaborada pode ser obtida em Hou e Wang (2013).
E´ importante destacar que nas te´cnicas de projeto livre de mo-
delo teˆm-se uma estreita relac¸a˜o entre a identificac¸a˜o e o projeto do
controlador. Entretanto, no projeto do controlador baseado em mo-
delo a obtenc¸a˜o de uma representac¸a˜o adequada para a planta pode
requerer uma grande simplificac¸a˜o e/ou perda dos dados experimen-
tais. Na te´cnica livre de modelo maior informac¸a˜o e´ utilizada durante
a fase de projeto de controle, desta forma qualquer simplificac¸a˜o na lei
de controle reflete-se sobre a relac¸a˜o entre as entradas e as sa´ıdas do
controlador e na˜o sobre a relac¸a˜o entre as entradas e sa´ıdas da planta.
As simplificac¸o˜es sa˜o realizadas sobre o que e´ importante para a lei
de controle, para garantir as especificac¸o˜es e a estabilidade de malha
fechada desejada e na˜o sobre o que e´ importante para a obtenc¸a˜o do
modelo estimado da planta (WOODLEY, 2001).
Esta ligac¸a˜o entre identificac¸a˜o e projeto de controle conduz a
um incremento na automac¸a˜o do projeto de controladores. Ate´ a pre-
sente data, nota-se a presenc¸a da empresa CyboSoft General Cyberna-
tion Group (2016) (Figura 2) fundado em 1994, que oferece servic¸os de
controle de processos, elaborac¸a˜o de controladores e venda de equipa-
mento de controle a n´ıvel mundial, usando a abordagem de controla-
dores livre de modelo.
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Tabela 1 – Controladores MFAC e PID.
MFAC PID
Autor
Projeto e Sintonia:
Z.S. Hou, 1994, China
Sintonia: J.G. Ziegler e
N.B. Nichols, 1942, Ame´rica
Carater´ısticas
Linearizac¸a˜o dinaˆmica
a cada interac¸a˜o,
estimac¸a˜o do gradiente,
controle adaptativo tanto
para os paraˆmetros
como para a estrutura
do sistema, baixo custo
computacional, controle
modular
Controlador com
estrutura fixa,
paraˆmetros adaptativos,
baixo custo
computacional
Informac¸a˜o On-line
Off-line
On-line
Aplicac¸o˜es
Controle de tra´fego
em estradas, controle
modular, controle de
motores, processos
industriais, predic¸o˜es
na economia, controle
de soldagem, etc.
95% dos processos
industriais
Fonte: Hou e Wang (2013).
Figura 2 – Model Free Adaptive.
Fonte: CyboSoft General Cybernation Group (2016).
Destaca-se que este controlador MFAC comercializado utiliza
uma arquitetura com uma rede neural artificial (Artificial Neural Network
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- ANN) e multicamadas perceptron (Multilayer Perceptron - MLP) para
o projeto do controlador, sendo a dinaˆmica da rede neural o compo-
nente principal e importante para obter um bom desempenho de malha
fechada (VANDOREN, 2003).
Para finalizar, apresenta-se na Tabela 2 os avanc¸os do MFAC
descrito na literatura, ratificando assim a possibilidade e factibilidade
da implementac¸a˜o na indu´stria desta nova tecnologia do controlador
livre de modelo. Portanto tendo uma contribuic¸a˜o real na automac¸a˜o
e controle de processos, eliminando os passos intermedia´rios do projeto
e desta forma exigindo menos esforc¸o do engenheiro de processos.
Tabela 2 – Avanc¸os do controlador MFAC.
Refereˆncia Contribuic¸a˜o
Hou e Huang (1997) MFLAC, sistemas SISO
Cheng, Wang e Smialkowski (1998)
Multivaria´vel MFAC,
aplicado num processo
de evaporac¸a˜o
Ge, Lee e Wang (2001)
Multi-ligac¸a˜o de roboˆs
inteligentes
Jianling e Guang (2010)
MFAC aplicado num
forno de vidro
Chang, Gao e Gu (2011)
MFAC aplicado numa
bomba de sangue com
base na frequeˆncia card´ıaca
Yanling (2015)
MFAC aplicado num
roboˆ manipulador
Roman, Radac e Precup (2016)
MFAC aplicado num
sistema MIMO na˜o linear
Fonte: Elaborac¸a˜o pro´pria.
1.3 OBJETIVOS
1.3.1 Objetivo geral
O objetivo geral e´ pesquisar os benef´ıcios de implementac¸a˜o de
diversos controladores livre de modelo no domı´nio de tempo discreto,
em processos simulados de forma nume´rica e experimental, e verificar a
factibilidade de implementac¸a˜o em sistemas lineares e/ou na˜o lineares.
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1.3.2 Objetivos espec´ıficos
 Avaliar o desempenho de malha fechada do projeto do controlador
livre de modelo visando ampliar a gama de implementac¸o˜es de
sistemas controlados.
 Aprimorar a lei de controle gerando mais graus de liberdade in-
tuitivos.
 Investigar diferentes formas de implementac¸a˜o da estimac¸a˜o adap-
tativa on-line para o fator PPD e a ponderac¸a˜o do controle.
 Contextualizar com as estruturas de controle PID equivalentes (I,
PI, I+P) e garantir o seguimento de refereˆncia nas formas degrau,
rampa e senoidal e rejeic¸a˜o de perturbac¸a˜o de carga e perio´dica.
 Analisar estabilidade e convergeˆncia dos projetos atrave´s de ı´ndi-
ces de desempenho em simulac¸o˜es nume´ricas e experimentais.
1.4 ESTRUTURA DA DISSERTAC¸A˜O
Este trabalho esta´ organizado da seguinte forma:
 Cap´ıtulo 2 discute as definic¸o˜es ba´sicas do MFLAC e o aprimora-
mento da lei de controle. Em seguida, modifica-se o crite´rio para
realizac¸a˜o de novos projetos de controladores livre de modelo.
 Cap´ıtulo 3 descreve as adaptac¸o˜es on-line baseado nas te´cnicas
do Gradiente Cla´ssico (CG), Func¸a˜o Sigmoide (SF) e Me´todo de
Newton (NM) para identificar os fatores PPD e energe´tico da
ponderac¸a˜o do sinal de controle (λ).
 Cap´ıtulo 4 aborda as topologias de controle a serem aplicadas
nas te´cnicas de controle livre de modelo visando o tratamento da
saturac¸a˜o do controle e rejeic¸a˜o de sinais perio´dicos.
 Cap´ıtulo 5 sa˜o apresentadas as concluso˜es e continuidade do tra-
balho de pesquisa.
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2 PROJETO DO CONTROLADOR LIVRE DE
MODELO
2.1 INTRODUC¸A˜O
O objetivo deste cap´ıtulo e´ a demonstrac¸a˜o de novos projetos
de controle e a motivac¸a˜o da pesquisa na a´rea dos controladores livre
de modelo. Conforme comentado anteriormente, este tipo de controla-
dor tem despertado interesse na˜o somente na academia mas tambe´m a
n´ıvel industrial, alcanc¸ando resultados de malha fechada interessantes.
Na Figura 3 mostra-se o resultado da utilizac¸a˜o da plataforma SCO-
PUS (B.V., 2016) que permitiu fazer a ana´lise numa base de dados,
resgatando e aproximando o nu´mero de publicac¸o˜es em confereˆncias
e revistas ao decorrer dos u´ltimos anos do MFAC. Deixa-se claro que
os resultados desta busca dependeram de palavras chave a serem uti-
lizadas, como “Model Free Adaptive Learning Control”, “Model Free
Adaptive Control” e “Model Free Adaptive”.
Figura 3 – Publicac¸o˜es do MFAC.
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Fonte: B.V. (2016).
Observa-se pela Figura 3 que desde a primeira implementac¸a˜o
ate´ os dias atuais, o interesse, estudos e resultados de simulac¸a˜o veˆm
aumentando. A Tabela 3 apresenta alguns investigadores nesta linha de
pesquisa dos controladores livre de modelo, como tambe´m as grandes
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a´reas nas quais sa˜o aplicadas. E´ importante destacar que o MFAC
e´ uma topologia espec´ıfica na literatura de controle de processos com
uma ampla variedade de sucessos e abordagens de projetos a serem
avaliadas, desenvolvidas e realizadas.
Tabela 3 – Pesquisadores e a´reas de atuac¸a˜o.
Pesquisador A´reas
Hou, Zhongsheng Engenharia, cieˆncias da
Jin, Shangtai computac¸a˜o, matema´tica,
Chi, Ronghu f´ısica, qu´ımica, energia ele´trica,
Chen, Hungyi energia renova´vel, medicina,
Chang, Yu robo´tica, neurocieˆncia,
Gao, Bin entre outras.
Fonte: Elaborac¸a˜o pro´pria.
2.2 PROJETO CLA´SSICO DO CONTROLADOR MFLAC
Considere o projeto de controle adaptativo direto com o seguinte
sistema SISO (Single-Input Single-Output) na˜o linear no domı´nio do
tempo discreto:
y(k + 1) = f (y(k), · · · , y (k − ny) , u(k), · · · , u (k − nu)) (2.1)
onde ny e nu sa˜o os graus da sa´ıda, y(k), e da entrada, u(k), respecti-
vamente, e f(·) e´ uma func¸a˜o geral na˜o linear.
A Equac¸a˜o (2.1) pode ser reescrita da seguinte forma:
y(k + 1) = f (Y (k), u(k), U(k − 1)) (2.2)
onde Y (k), U(k − 1) sa˜o os conjuntos dos sinais de sa´ıda e entrada
do sistema ate´ os per´ıodos de amostragem k e k − 1. Para analisar e
projetar o MFAC e´ necessa´rio assegurar as seguintes condic¸o˜es:
A 1 Os sistemas das Equac¸o˜es (2.1) e (2.2) sa˜o observa´veis e con-
trola´veis pelo sinal de sa´ıda desejado limitado y(k+ 1), onde existe um
sinal de entrada de controle via´vel delimitado que conduz a sa´ıda do
sistema a ser igual a sa´ıda desejada esperada.
A 2 A derivada parcial de f(·) em relac¸a˜o a entrada de controle u(k)
e´ cont´ınua.
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A 3 O sistema da Equac¸a˜o (2.1) e´ Lipschitz generalizado, ou seja,
satisfaz a relac¸a˜o
|∆y(k + 1)| ≤ b|∆u(k)| para qualquer k e ∆u(k) 6= 0,
onde ∆y(k + 1) = y(k + 1) − y(k), ∆u(k) = u(k) − u(k − 1) e b e´
uma constante. Esta considerac¸a˜o tem certas limitac¸o˜es na taxa de
variac¸a˜o da sa´ıda do sistema. Obviamente, isto inclui implementac¸o˜es
e aplicac¸o˜es em classes de plantas lineares ou na˜o lineares.
Teorema 1 Para o sistema na˜o linear da Equac¸a˜o (2.2), a fim de
satisfazer A 1, A 2 e A 3, deve existir uma varia´vel φ(k), denominada
pseudo-partial-derivative (PPD), e quando ∆u(k) 6= 0 tem-se
∆y(k + 1) = φ(k)∆u(k) (2.3)
onde satisfaz |φ(k)| ≤ b.
A Equac¸a˜o (2.3) e´ um sistema dinaˆmico linear com paraˆmetro
variando lentamente no tempo quando ∆u(k) 6= 0 e o per´ıodo de amos-
tragem e´ pequeno. Portanto, na concepc¸a˜o do sistema de controle, ale´m
da condic¸a˜o ∆u(k) 6= 0, alguns paraˆmetros de projeto ajusta´veis pelo
usua´rio devem ser adicionados e sintonizados na otimizac¸a˜o da func¸a˜o
custo. Isto significa manter a taxa de controle da entrada em valores
aceita´veis pelas especificac¸o˜es de desempenho do sistema controlado.
A func¸a˜o custo ponderada com a entrada de controle a um passo
a frente, definida por Hou e Huang (1997), Cao, Bai e Hou (2008), e´
usado como ponto de partida para derivar a lei de controle, ou seja,
J(u(k)) = [yr(k + 1)− y(k + 1)] 2 + λ[u(k)− u(k − 1)]2 (2.4)
onde yr(·) e´ o sinal de refereˆncia e a func¸a˜o custo para obtenc¸a˜o da
estimativa do PPD e´ dada por
J(φ(k)) = [yr(k)− y(k − 1)− φ(k)∆u(k − 1)] 2+
µ
[
φ(k)− φˆ(k − 1)
]2 (2.5)
com λ e µ paraˆmetros positivos sintonizados pelo engenheiro e φˆ e´ a
estimativa do PPD. Substituindo-se a Equac¸a˜o (2.3) em (2.4) e (2.5),
a minimizac¸a˜o das func¸o˜es custo gera as seguintes expresso˜es:
u(k) = u(k − 1) + αφ(k)
λ+ φ(k)2
{yr(k + 1)− y(k)} (2.6)
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e sendo a estimativa do PPD calculada por
φˆ(k) = φˆ(k − 1) + σ∆u(k − 1)
µ+ ∆u(k − 1)2
{
∆y(k)− φˆ(k − 1)∆u(k − 1)
}
(2.7)
φˆ(k) = φˆ(1), se φˆ(k) ≤ ε ou |∆u(k − 1)| ≤ ε (2.8)
As constantes α e σ sa˜o adicionadas para garantir convergeˆncia
e estabilidade dos algoritmos. ε e´ uma constante positiva suficiente-
mente pequena na sintonia do PPD. Estes paraˆmetros sa˜o calibrados
pelo usua´rio para modificar a estabilidade e o tamanho de passo de
adaptac¸a˜o dos estimadores. O paraˆmetro λ e´ o fator energe´tico que pe-
naliza a magnitude da lei de controle e altera a estabilidade de malha
fechada, valores pequenos conduzem a uma resposta ra´pida, que pode
resultar em uma resposta oscilato´ria ou com sobressinal, enquanto que
valores grandes conduzem a uma resposta conservativa, ou seja, lenta.
Resultados de simulac¸a˜o mostram que uma escolha adequada de λ me-
lhora a estabilidade e o desempenho do sistema controlado.
Na Figura 4 e´ apresentado o diagrama de blocos cla´ssico do con-
trolador MFAC, onde observa-se que na˜o existe nenhuma relac¸a˜o com
o conhecimento pre´vio da planta a ser controlada, mas somente com os
sinais de sa´ıda e entrada, conforme mostrado nas Equac¸o˜es (2.6), (2.7)
e (2.8).
Figura 4 – Diagrama de blocos do MFAC.
MFAC Planta 
𝑦𝑟 𝑘 + 1  𝑒(𝑘) 
− 
+ y(𝑘 + 1) 𝑢(𝑘) 
Estimador 
∅  (𝑘) 
Fonte: Elaborac¸a˜o pro´pria.
Para posterior estudo e ana´lise do controlador, a lei de controle
da Equac¸a˜o (2.6) e´ escrita na forma RST, Equac¸a˜o (2.9), onde a ela-
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borac¸a˜o da malha de controle na forma RST e´ justificada na medida
que aspectos de estabilidade e robustez podem ser avaliados (LANDAU,
1998; MOEDINGER; COELHO, 2004; LANDAU; ZITO, 2005), isto e´,
R
(
z−1
)
u(k) = T
(
z−1
)
yr(k + 1)− S
(
z−1
)
y(k) (2.9)
sendo R(z−1), S(z−1) e T (z−1) polinoˆmios no domı´nio do tempo dis-
creto, da estrutura RST, e representados a partir da Equac¸a˜o (2.6) por
R
(
z−1
)
= ∆
T
(
z−1
)
= S
(
z−1
)
=
αφ(k)
λ+ φ(k)2
onde a condic¸a˜o T (1) = S(1) deve ser assegurada para garantir o segui-
mento de refereˆncia do processo realimentado. Detalhes adicionais dos
conteu´dos teo´ricos e das demostrac¸o˜es matema´ticas do projeto MFAC
podem ser obtidas em Hou e Jin (2014).
2.3 CONTRIBUIC¸A˜O NA LEI DE CONTROLE DO MFAC
Atualmente o controlador mais utilizado e´ o PID, estando pre-
sente em 90 − 95% na indu´stria, por diferentes fatores como: facili-
dade de implementac¸a˜o digital, familiarizac¸a˜o dos operadores de planta,
poss´ıvel sintonia anal´ıtica ou por tentativa e erro, alcanc¸ando resultados
satisfato´rios para uma quantidade considera´vel de processos industri-
ais, e o nu´mero de sintonias baseado em tabelas e estudos dispon´ıveis
na literatura teˆm mais de 60 anos de pesquisa (O’DWYER, 2009; ALE-
XANDROV; PALENOV, 2014).
A lei de controle definida pela Equac¸a˜o (2.6) na literatura do
controlador MFAC apresenta uma estrutura que pode ser considerada
como um controlador I (integral) digital. Dependendo da complexidade
do processo a ser controlado pode gerar comportamentos oscilato´rios,
um esforc¸o de controle elevado, com poss´ıvel saturac¸a˜o e problemas de
windup. Assim, nas seguintes sec¸o˜es deste Cap´ıtulo derivam-se dife-
rentes projetos alternativos e modificac¸o˜es do controlador MFAC para
aprimoramento desta lei de controle, empregando e adaptando diferen-
tes func¸o˜es custo presente na literatura de controle, visando melho-
rar o desempenho dinaˆmico do sistema controlado, atrave´s da inclusa˜o
de mais graus de liberdade intuitivos na implementac¸a˜o e calibrac¸a˜o
do controlador. Adicionalmente, as estruturas de controle do tipo PI
(proporcional-integral) e I+P (integral+proporcional) sa˜o obtidas pela
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hibridizac¸a˜o dos projetos e necessidade de embarcar os ganhos de sin-
tonia em dispositivos digitais.
2.3.1 Func¸a˜o custo proposta por Furuta
A func¸a˜o custo utilizada por Furuta, Kosuge e Kobayashi (1989),
no projeto de um controlador digital incremental aplicado num sistema
motor ele´trico, e´ caraterizada por
JF (u(k)) = p [e(k + 1) + p1e(k) + p2e(k − 1)]2 +
λ[∆u(k)]2
(2.10)
onde p, p1 e p2 sa˜o paraˆmetros de projeto que condicionam o compor-
tamento transito´rio, λ e´ o fator energe´tico que atua na magnitude do
sinal de controle e o erro esta´ definido como e(k) = yr(k)− y(k), sendo
y(k) e yr(k) os sinais de sa´ıda e refereˆncia, respectivamente.
Substituindo-se a Equac¸a˜o (2.3) na Equac¸a˜o (2.10), obte´m-se
JF−Hou(u(k)) = p[yr(k + 1)− y(k)− φ(k)∆u(k) + p1e(k)+
p2e(k − 1)]2 + λ[∆u(k)]2
(2.11)
e calculando-se a derivada da Equac¸a˜o (2.11) em relac¸a˜o ao incremento
do controle, ∂JF−Hou(u(k))∂∆u(k) = 0, deriva-se a seguinte lei de controle:
uF−Hou(k) = uF−Hou(k − 1) + αpφ(k)
λ+ pφ(k)2
·
{yr(k + 1)− y(k) + p1e(k) + p2e(k − 1)}
(2.12)
O controlador definido pela Equac¸a˜o (2.12) apresenta uma es-
trutura que pode ser considerada como um controlador PI (proporci-
onal+integral) discreto (BOBA´L et al., 2005). A Equac¸a˜o (2.12) tem
representac¸a˜o na forma RST, Equac¸a˜o (2.9), para os seguintes po-
linoˆmios:
R
(
z−1
)
= ∆
T
(
z−1
)
=
αpφ(k)
λ+ pφ(k)2
{
1 + p1z
−1 + p2z−2
}
S
(
z−1
)
=
αpφ(k)
λ+ pφ(k)2
{
1 + p1 + p2z
−1}
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2.3.2 Func¸a˜o custo proposta por Lim
A func¸a˜o custo empregada por Lim (1990), no projeto de um
controlador no domı´nio do tempo discreto incremental aplicado num
sistema mono-tanque, e´ expressa na forma
JL(u(k)) = [y(k + 1)− yr(k)] 2 + βL
[
dy(k + 1)
dt
]
2 + λ[∆u(k)]2
(2.13)
onde βL e´ uma ponderac¸a˜o de projeto que calibra a dinaˆmica da velo-
cidade do sistema de malha fechada (sobressinal, tempo de resposta), λ
penaliza o fator energe´tico do controle e, y(k) e yr(k) os sinais de sa´ıda
e refereˆncia, respectivamente. Nesta func¸a˜o custo, a parcela derivativa
e´ adicionada com a finalidade de minimizar as oscilac¸o˜es na sa´ıda do
processo a ser controlado.
No projeto de controle utiliza-se a aproximac¸a˜o de primeira or-
dem para a derivada, forward, dada pela Equac¸a˜o (2.14)
dy(k + 1)
dt
∼= y(k + 1)− y(k)
Ts
(2.14)
e sendo poss´ıvel tambe´m empregar no projeto a aproximac¸a˜o da deri-
vada pela diferenc¸a central, Equac¸a˜o (2.15), isto e´,
dy(k + 1)
dt
∼= y(k + 1)− y(k − 1)
2Ts
(2.15)
tendo um comportamento mais conservativo a aproximac¸a˜o forward no
projeto cla´ssico de Lim (1990), onde Ts e´ o per´ıodo de amostragem.
Substituindo-se as Equac¸o˜es (2.3) e (2.14) na Equac¸a˜o (2.13), e´
poss´ıvel reescrever
JLf−Hou(u(k)) = [y(k) + φ(k)∆u(k)− yr(k)] 2 + βL[φ(k)∆u(k)]2+
λ[∆u(k)]2
(2.16)
e, novamente calculando a derivada da Equac¸a˜o (2.16) em relac¸a˜o ao
incremento do controle,
∂JLf−Hou(u(k))
∂∆u(k) = 0, obte´m-se a seguinte lei de
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controle:
uLf−Hou(k) = uLf−Hou(k − 1) + αφ(k)
λ+ (1 + βL)φ(k)2
{yr(k)− y(k)}
(2.17)
Observa-se a adic¸a˜o de um grau de liberdade adicional em relac¸a˜o
a func¸a˜o custo empregada por Cao, Bai e Hou (2008), o qual afeta de
forma direta a estabilidade de malha fechada do sistema a ser contro-
lado. A Equac¸a˜o (2.17) e´ representada na forma RST com os seguintes
polinoˆmios:
R
(
z−1
)
= ∆
T
(
z−1
)
=
αφ(k)
λ+ (1 + βL)φ(k)2
{
z−1
}
S
(
z−1
)
=
αφ(k)
λ+ (1 + βL)φ(k)2
Realizando-se o mesmo procedimento para a aproximac¸a˜o a di-
ferenc¸as central, Equac¸a˜o (2.15), tem-se a seguinte lei de controle:
uLc−Hou(k) = uLc−Hou(k − 1) + αφ(k)
λ+ (1 + βL)φ(k)2
{yr(k)− (1 + βL) y(k) + βLy(k − 1)}
(2.18)
e a respectiva representac¸a˜o RST e´ dada por
R
(
z−1
)
= ∆
T
(
z−1
)
=
αφ(k)
λ+ (1 + βL)φ(k)2
{
z−1
}
S
(
z−1
)
=
αφ(k)
λ+ (1 + βL)φ(k)2
{
(1 + βL)− βLz−1
}
A lei de controle digital definida pela Equac¸a˜o (2.17) tem a es-
trutura de um controlador I, enquanto que a Equac¸a˜o (2.18) pode ser
idealizada como um controlador I+P (BOBA´L et al., 2005; FADALI; VISI-
OLI, 2013).
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2.3.3 Func¸a˜o custo proposta por Hedjar
Uma func¸a˜o custo recentemente proposta, definida em Hedjar
(2014), e´ caracterizada por
JH(u(k)) = [e (k +Ny)]
2 + λ[∆u(k)]2 (2.19)
onde Ny e´ o horizonte de predic¸a˜o aplicado ao erro do sistema e λ e´ o
fator energe´tico que penaliza o controle.
Para observar a influeˆncia deste horizonte de predic¸a˜o na lei de
controle, e´ aplicada a aproximac¸a˜o de primeira ordem da Se´rie de Tay-
lor, da forma (A˚STRO¨M; HA¨GGLUND, 2006)
e (k +Ny) ∼= e(k) +Ny de(k)
dt
(2.20)
O sinal de controle a ser desenvolvido com a Equac¸a˜o (2.19) e´
proporcional a` estimativa do erro de controle avanc¸ado Ny passos a
frente, que e´ obtido por uma extrapolac¸a˜o linear do erro pela tangente
da curva do erro. Aplicando-se a aproximac¸a˜o a diferenc¸as forward de
primeira ordem para a derivada da Equac¸a˜o (2.20), ou seja,
de(k)
dt
∼= e(k + 1)− e(k)
Ts
(2.21)
e sendo poss´ıvel tambe´m obter outra realizac¸a˜o da lei de controle com
a aproximac¸a˜o da diferenc¸a central, Equac¸a˜o (2.22)
de(k)
dt
∼= e(k + 1)− e(k − 1)
2Ts
(2.22)
onde Ts e´ o per´ıodo de amostragem.
Substituindo-se a Equac¸a˜o (2.21) na Equac¸a˜o (2.20), e´ poss´ıvel
reescrever
e (k +Ny) ∼= Ny
Ts
e(k + 1) +
(
1− Ny
Ts
)
e(k) (2.23)
Inserindo a Equac¸a˜o (2.23) na func¸a˜o custo (2.19) obte´m-se
JHf (u(k)) = [αHe(k + 1) + βHe(k)]
2 + λ[∆u(k)]2 (2.24)
sendo αH =
Ny
Ts
, βH =
(
1− NyTs
)
e o erro do sistema definido como
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e(k) = yr(k)−y(k), onde y(k) e yr(k) sa˜o os sinais de sa´ıda e refereˆncia,
respectivamente. Uma vez definida estas varia´veis, a Equac¸a˜o (2.24)
fica da forma
JHf−Hou(u(k)) = [αH (yr(k + 1)− y(k)− φ(k)∆u(k)) + βHe(k)] 2+
λ[∆u(k)]2
(2.25)
e, derivando-se a Equac¸a˜o (2.25) em relac¸a˜o ao incremento do controle,
∂JHf−Hou(u(k))
∂∆u(k) = 0, obte´m-se a seguinte lei de controle:
uHf−Hou(k) = uHf−Hou(k − 1) + ααHφ(k)
λ+ αH2φ(k)2
·
{αH (yr(k + 1)− y(k)) + βHe(k)}
(2.26)
onde o horizonte de predic¸a˜o modifica de forma direta a estabilidade
de malha fechada do sistema a ser controlado, como tambe´m influencia
no tempo de subida da sa´ıda. Observa-se que a Equac¸a˜o (2.26) pode
ser interpretada como um controlador I discreto. A Equac¸a˜o (2.26) re-
presentada na forma RST, Equac¸a˜o (2.9), tem os seguintes polinoˆmios:
R
(
z−1
)
= ∆
T
(
z−1
)
=
ααHφ(k)
λ+ αH2φ(k)2
{
αH + βHz
−1}
S
(
z−1
)
=
ααHφ(k)
λ+ αH2φ(k)2
{αH + βH}
Aplicando-se o mesmo procedimento de projeto, mas agora com a
aproximac¸a˜o a diferenc¸as central, Equac¸a˜o (2.22), resulta-se a seguinte
lei de controle:
uHc−Hou(k) = uHc−Hou(k − 1) + ααH
2φ(k)
λ+ αH2φ(k)2
·{
yr(k + 1)− y(k) + 1
αH
e(k)− e(k − 1)
} (2.27)
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e sua respectiva implementac¸a˜o RST e´ dada por
R
(
z−1
)
= ∆
T
(
z−1
)
=
ααH
2φ(k)
λ+ αH2φ(k)2
{
1 +
1
αH
z−1 − z−2
}
S
(
z−1
)
=
ααH
2φ(k)
λ+ αH2φ(k)2
{
1 +
1
αH
− z−1
}
que pode representar um controlador PI ou I+P digital (MOUDGALYA,
2007). Na proposta original de Hedjar (2014), um controlador no
domı´nio do tempo discreto na forma posicional e´ obtido, com aplicac¸a˜o
em um sistema de n´ıvel em ambientes simulado e experimental.
2.3.4 Func¸a˜o custo proposta por Coelho
A func¸a˜o custo proposta por Coelho et al. (2010), com o obje-
tivo principal de tratar processos oscilato´rios, e´ expressa pela seguinte
Equac¸a˜o:
JC(u(k)) = [e(k + 1) + p1e(k) + p2e(k − 1)] 2 + βL
[
dy(k + 1)
dt
]2
+
c
[
d2y(k + 1)
dt2
]2
+ λ[∆u(k)]2
(2.28)
onde observa-se que esta Equac¸a˜o resgata as caracter´ısticas de projeto
dos funcionais de Furuta e Lim anteriormente apresentados, adicio-
nando um termo que pode ser concebido como a acelerac¸a˜o (os projetos
de Furuta e Lim tornam-se casos particulares). A sintonia de p1, p2, βL
e λ obedece os crite´rios descritos nas Sec¸o˜es precedentes e a ponderac¸a˜o
c ajuda na calibrac¸a˜o da dinaˆmica da acelerac¸a˜o do sistema de malha
fechada, com a finalidade de minimizar o sobressinal ou oscilac¸o˜es da
sa´ıda do processo a ser controlado.
Utilizando-se a aproximac¸a˜o a diferenc¸as de segunda ordem, ou
seja,
d2y(k + 1)
dt2
∼= y(k + 1)− 2y(k) + y(k − 1)
Ts2
(2.29)
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e´ poss´ıvel reescrever a Equac¸a˜o (2.28) como
JC−Hou(u(k)) = [yr(k + 1)− y(k)− φ(k)∆u(k) + p1e(k)+
p2e(k − 1)]2 + βL[φ(k)∆u(k)]2 + c[φ(k)∆u(k)−
y(k) + y(k − 1)]2 + λ[∆u(k)]2
(2.30)
e resolvendo-se a derivada da Equac¸a˜o (2.30) com relac¸a˜o ao incremento
do controle ∂JC−Hou(u(k))∂∆u(k) = 0, obte´m-se a seguinte lei de controle:
uC−Hou(k) = uC−Hou(k − 1) + αφ(k)
λ+ (1 + βL + c)φ(k)2
·
{yr(k + 1) + (c− 1)y(k)− cy(k − 1)+
p1e(k) + p2e(k − 1)}
(2.31)
A Equac¸a˜o (2.31) tem sua representac¸a˜o na forma RST, Equac¸a˜o
(2.9), com os seguintes polinoˆmios:
R
(
z−1
)
= ∆
T
(
z−1
)
=
αφ(k)
λ+ (1 + βL + c)φ(k)2
{
1 + p1z
−1 + p2z−2
}
S
(
z−1
)
=
αφ(k)
λ+ (1 + βL + c)φ(k)2
{
(1− c) + cz−1 + p1 + p2z−1
}
Observa-se que a lei de controle resultante da Equac¸a˜o (2.31)
tem a ma´scara de um controlador PI ou I+P discreto (BOBA´L et al.,
2005).
A Tabela 4 descreve as func¸o˜es objetivo com as respectivas leis de
controle geradas a partir da minimizac¸a˜o destas func¸o˜es, com o intuito
de tornar compreens´ıvel e auxiliar na comparac¸a˜o de forma direta as
diferentes ponderac¸o˜es e os algoritmos de controle. A escolha para
trabalhar com um funcional espec´ıfico que conduz a uma lei de controle,
fundamenta-se no que o engenheiro de controle deseja obter e ponderar
como prioridade em termos das especificac¸o˜es de desempenho desejadas
(estabilidade de malha fechada).
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Tabela 4 – Comparac¸a˜o dos projetos MFAC.
Hou
Func¸a˜o custo
J(u(k)) = [yr(k + 1)− y(k + 1)] 2 + λ[∆u(k)]2
Lei de controle
u(k) = u(k − 1) + αφ(k)λ+φ(k)2 {yr(k + 1)− y(k)}
Furuta
Func¸a˜o custo
JF (u(k)) = p [e(k + 1) + p1e(k) + p2e(k − 1)]2 + λ[∆u(k)]2
Lei de controle
uF−Hou(k) = uF−Hou(k − 1) + αpφ(k)λ+pφ(k)2 {yr(k + 1)− y(k)+
p1e(k) + p2e(k − 1)}
Lim
Func¸a˜o custo
JL(u(k)) = [y(k + 1)− yr(k)] 2 + βL
[
dy(k+1)
dt
]
2 + λ[∆u(k)]2
Lei de controle
uLf−Hou(k) = uLf−Hou(k − 1) + αφ(k)λ+(1+βL)φ(k)2 {yr(k)− y(k)}
uLc−Hou(k) = uLc−Hou(k − 1) + αφ(k)λ+(1+βL)φ(k)2
{yr(k)− (1 + βL) y(k) + βLy(k − 1)}
Hedjar
Func¸a˜o custo
JH(u(k)) = [e (k +Ny)]
2 + λ[∆u(k)]2
Lei de controle
uHf−Hou(k) = uHf−Hou(k − 1) + ααHφ(k)λ+αH2φ(k)2 ·
{αH (yr(k + 1)− y(k)) + βHe(k)}
uHc−Hou(k) = uHc−Hou(k − 1) + ααH
2φ(k)
λ+αH2φ(k)2
·{
yr(k + 1)− y(k) + 1αH e(k)− e(k − 1)
}
Coelho
Func¸a˜o custo
JC(u(k)) = [e(k + 1) + p1e(k) + p2e(k − 1)] 2+
βL
[
dy(k+1)
dt
]2
+ c
[
d2y(k+1)
dt2
]2
+ λ[∆u(k)]2
Lei de controle
uC−Hou(k) = uC−Hou(k − 1) + αφ(k)λ+(1+βL+c)φ(k)2 ·
{yr(k + 1) + (c− 1)y(k)− cy(k − 1) + p1e(k) + p2e(k − 1)}
Fonte: Elaborac¸a˜o pro´pria.
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2.4 RESULTADOS DE SIMULAC¸A˜O
Nesta Sec¸a˜o se valida a factibilidade de implementac¸a˜o da adaptac¸a˜o
dos controladores MFAC frente a uma variedade de sistemas lineares
para diferentes ensaios de seguimento de refereˆncia e atenuac¸a˜o de per-
turbac¸a˜o de carga na forma degrau, onde os resultados obtidos na˜o
representam necessariamente a melhor sintonia. Os modelos dos siste-
mas avaliados atendem a processos benchmark da literatura de controle
e apresentam dinaˆmicas de malha aberta diferenciadas, isto e´,
 sistema esta´vel (dinaˆmica balanceada, atraso dominante e lag do-
minante),
 sistema de fase na˜o mı´nima,
 sistema integrador,
 sistema oscilato´rio,
 sistema insta´vel.
A caracterizac¸a˜o destes sistemas encontram-se no Apeˆndice A.
Para ana´lise do seguimento de refereˆncia e da rejeic¸a˜o de perturbac¸a˜o
de carga, os seguintes ı´ndices de desempenho, definidos no Apeˆndice
B, sa˜o empregados: ITAE (Integral of Time multiplied by the Absolute
Error), IAE (Integral Absolute Error) e TVC (Total Variation of Con-
trol). Adicionalmente, a sintonizac¸a˜o dos paraˆmetros de cada projeto
do controlador MFAC esta´ no apeˆndice F.
De forma a facilitar o reconhecimento dos controladores as se-
guintes nomenclaturas sa˜o adotadas:
 controlador MF: Equac¸a˜o (2.6),
 controlador MF-F: Equac¸a˜o (2.12),
 controlador MF-L: Equac¸a˜o (2.17),
 controlador MF-H: Equac¸a˜o (2.26),
 controlador MF-C: Equac¸a˜o (2.31),
com a estimativa do PPD, Equac¸o˜es (2.7) e (2.8), exercida em todos
os projetos. No Cap´ıtulo 3 e´ avaliado o desempenho do PPD com
propostas de estimac¸a˜o recursiva.
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2.4.1 Ensaio de seguimento de refereˆncia
Nas simulac¸o˜es nume´ricas os sistemas sa˜o submetidos a treˆs va-
riac¸o˜es de refereˆncia na forma degrau (1, 4 e 2). O objetivo destas
simulac¸o˜es e´ validar a efica´cia dos controladores MFAC na estabilidade
de malha fechada. As Tabelas 5 e 6 ilustram os ı´ndices de desempe-
nho ITAE e TVC, respectivamente, onde o ı´ndice ITAE e´ avaliado no
seguimento de refereˆncia no intervalo de 300 a 600 amostras com o seu
respectivo TVC.
Tabela 5 – ITAE dos sistemas para os controladores MFAC.
Controlador
Sistema MF MF-F MF-L MF-H MF-C
Dinaˆmica balanceada 12.790 10.066 14.566 6.993 7.822
Atraso dominante 14.973 15.586 15.399 14.973 14.744
Lag dominante 4.999 3.738 5.432 3.596 2.595
Fase na˜o mı´nima 4.687 3.754 4.954 3.129 6.467
Integrador 11.636 11.484 11.902 10.248 11.287
Oscilato´rio 0.375 0.591 0.475 1.957 0.380
Insta´vel 0.452 0.737 0.583 0.492 0.434
Fonte: Elaborac¸a˜o pro´pria.
Estes resultados de simulac¸a˜o mostram que todos os controlado-
res garantem o seguimento de refereˆncia nos modelos de plantas avali-
ados (esta´vel, fase na˜o mı´nima, integradora, oscilato´ria e insta´vel).
Tabela 6 – TVC do caso seguimento de refereˆncia.
Controlador
Sistema MF MF-F MF-L MF-H MF-C
Dinaˆmica balanceada 1.568 1.786 1.500 2.359 2.323
Atraso dominante 3.321 3.178 3.232 3.321 3.534
Lag dominante 15.222 16.797 15.001 17.215 21.569
Fase na˜o mı´nima 0.456 0.595 0.450 0.745 0.522
Integrador 0.774 0.766 0.738 1.468 0.728
Oscilato´rio 0.275 0.293 0.254 2.862 0.372
Insta´vel 0.347 0.189 0.202 0.588 0.196
Fonte: Elaborac¸a˜o pro´pria.
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2.4.2 Ensaio de rejeic¸a˜o da perturbac¸a˜o
As Tabelas 7 e 8 apresentam os ı´ndices IAE e TVC na verificac¸a˜o
do desempenho do sistema para rejeic¸a˜o de perturbac¸a˜o de carga no in-
tervalo 750 a 850 amostras respectivamente. A inserc¸a˜o da perturbac¸a˜o
e´ na u´ltima mudanc¸a de refereˆncia e a magnitude da carga equivale a
20% da refereˆncia, ou seja, 0.4 e mantendo-se ate´ o final da simulac¸a˜o.
Tabela 7 – IAE dos sistemas para os controladores MFAC.
Controlador
Sistema MF MF-F MF-L MF-H MF-C
Dinaˆmica balanceada 3.138 2.531 3.479 2.515 1.774
Atraso dominante 17.073 17.401 17.177 17.073 17.252
Lag dominante 8.886 8.497 10.301 8.427 5.212
Fase na˜o mı´nima 2.749 2.955 2.953 2.991 3.491
Integrador 2.844 2.859 2.747 7.361 2.904
Oscilato´rio 0.455 0.783 0.555 1.277 0.604
Insta´vel 0.566 0.979 0.722 0.664 0.388
Fonte: Elaborac¸a˜o pro´pria.
Os resultados de simulac¸a˜o (Tabelas 7 e 8) mostram que todos
os controladores garantem a rejeic¸a˜o de carga para todos os sistemas
abordados.
Tabela 8 – TVC do caso rejeic¸a˜o de perturbac¸a˜o.
Controlador
Sistema MF MF-F MF-L MF-H MF-C
Dinaˆmica balanceada 0.202 0.247 0.199 0.248 0.348
Atraso dominante 0.396 0.369 0.388 0.396 0.428
Lag dominante 1.387 1.993 1.481 2.028 2.592
Fase na˜o mı´nima 0.041 0.070 0.042 0.079 0.060
Integrador 0.039 0.040 0.035 0.184 0.046
Oscilato´rio 0.037 0.034 0.033 0.028 0.063
Insta´vel 0.045 0.023 0.025 0.029 0.027
Fonte: Elaborac¸a˜o pro´pria.
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2.5 CONCLUSA˜O
Este cap´ıtulo desenvolveu primeiramente o projeto do controla-
dor livre de modelo proposto por Hou (HOU; HUANG, 1997; CAO; BAI;
HOU, 2008). O controlador e´ baseado no conceito do partial-pseudo-
derivative (PPD) representado pela varia´vel φ(k) e assemelha-se a es-
trutura de um controlador I digital.
Nas sec¸o˜es anteriores foram apresentadas propostas no sentido
de aprimorar e estender o projeto do controlador MFAC a partir da
utilizac¸a˜o e adaptac¸a˜o de novos crite´rios (func¸o˜es custo) com o aumento
da parametrizac¸a˜o dos controladores (graus de liberdade) para tratar
perturbac¸o˜es e dinaˆmicas complexas (melhorar a estabilidade de malha
fechada), como tambe´m obter estruturas de malha do tipo PI e I+P,
abrangendo desta forma a factibilidade de implementac¸a˜o numa maior
variedade de sistemas a serem controlados.
A viabilidade de realizac¸a˜o das metodologias dos projetos adap-
tados do controlador MFAC foi validada em modelos de processos di-
ferenciados (benchmark) presentes na literatura de controle. Para as
distintas plantas, os controladores proporcionaram um adequado com-
portamento de malha fechada, tanto do ponto de vista da estabilidade
quanto da rejeic¸a˜o de perturbac¸a˜o de carga. E´ importante enfatizar
que a sintonia e selec¸a˜o dos controladores dependem dos objetivos de-
sejados (sobressinal e tempo de resposta). As tabelas apresentadas
neste cap´ıtulo na˜o representam necessariamente os melhores ajustes,
sendo poss´ıvel obter um desempenho dinaˆmico superior com outras ca-
librac¸o˜es.
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3 PROPOSTAS ADAPTATIVAS NO MFAC
3.1 INTRODUC¸A˜O
A possibilidade de utilizar e hibridizar outros me´todos de con-
trole livre de modelo e/ou baseados em modelo para obter um con-
trolador mais robusto e eficiente e´ discutido na teoria de controle de
processos, como por exemplo em Hou e Wang (2013), sendo apresen-
tado as vantagens e desvantagens de cada me´todo. A utilizac¸a˜o ou
hibridizac¸a˜o de outros me´todos de identificac¸a˜o para a determinac¸a˜o
do PPD (φ) na teoria do MFAC e´ fact´ıvel, como a proposta de Model
Free Learning Adaptive Controller (MFLAC) apresentada em Cao, Bai
e Hou (2008).
O pseudo co´digo de controle, a seguir, apresenta o projeto de
implementac¸a˜o dos algoritmos propostos em uma sequeˆncia iterativa.
Algoritmo 1 Pseudo co´digo das propostas adaptativas Model-Free
In´ıcio
1: Inicializar varia´veis principais: yref , y, u, ppd, nit;
2: for k = 1 : nit do
a) obter as seguintes varia´veis (on-line)
y(k);
e(k);
ppd(k);
b) saturac¸a˜o do PPD
ppdsat(k);
c) calcular a lei de controle
u(k);
d) saturac¸a˜o da lei de controle
usat(k);
3: Calcular os ı´ndices de desempenho: ITAE, IAE, TVC;
Fim
A saturac¸a˜o na magnitude do controle depende da tecnologia e
do projeto utilizado, sendo importante para limitar a tensa˜o dos sinais
de sa´ıda e de entrada em experieˆncias pra´ticas ou simuladas.
Nas pro´ximas Sec¸o˜es propo˜em-se diferentes estimativas adapta-
tivas para o PPD e o fator energe´tico do controle atrave´s dos me´todos
do Gradiente Cla´ssico (CG), Func¸a˜o Sigmoide (SF) e Me´todo de New-
ton (NM). Neste sentido, a utilizac¸a˜o de outros estimadores no projeto
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do controlador MFAC possibilita um melhor desempenho do sistema de
malha fechada para seguimento de refereˆncia, rejeic¸a˜o de perturbac¸o˜es
e no tratamento de processos com dinaˆmicas complexas. As treˆs pro-
postas garantem uma sintonia adaptativa (evitando o procedimento
tentativa e erro) com diferenc¸as entre estabilidade e convergeˆncia. As
metodologias apresentadas sa˜o avaliadas juntamente com a proposta
original de Cao, Bai e Hou (2008).
3.2 APLICAC¸A˜O DO GRADIENTE CLA´SSICO
E´ poss´ıvel aprimorar o comportamento do MFLAC usando uma
metodologia adaptativa on-line para a identificac¸a˜o dos fatores λ e
PPD, utilizando o algoritmo CG-MFAC. A seguir, as duas possibili-
dades sa˜o apresentadas separadamente para uma melhor compreensa˜o
visando a garantia de aplicac¸a˜o e estabilidade em malhas realimenta-
das.
3.2.1 Projeto adaptativo on-line para λ usando CG
O projeto de controle a partir das Equac¸o˜es (2.3), (2.4) e (2.5)
e´ implementado com uma metodologia adaptativa on-line para a esti-
mativa do fator de energia.
Usando as Equac¸o˜es (2.3) e (2.4) junto as definic¸o˜es e concei-
tos do algoritmo do gradiente cla´ssico (BOYD; VANDENBERGHE, 2004;
NOCEDAL; WRIGHT, 2006), o fator energe´tico pode ser otimizado como
λ(k + 1) = λ(k)− βCG1∇J(u(k)) (3.1)
onde βCG1 e´ o tamanho do passo que determina a estabilidade e taxa
de convergeˆncia do algoritmo.
A seguinte operac¸a˜o matema´tica e´ feita a fim de encontrar a
parte derivativa necessa´ria na Equac¸a˜o (3.1) (ponderac¸a˜o adaptativa
do controlador), isto e´,
∇J(u(k)) = ∂J(u(k))
∂λ(k)
=
∂J(u(k))
∂∆u(k)
∂∆u(k)
∂λ(k)
(3.2)
Uma vez que estas operac¸o˜es sa˜o calculadas na Equac¸a˜o (3.2), e´
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poss´ıvel substituir na Equac¸a˜o (3.1), e obter
λ(k + 1) = λ(k)− βCG1 [ACG1BCG1CCG1] (3.3)
onde as seguintes varia´veisACG1, BCG1 e CCG1 sa˜o descritas nas Equac¸o˜es
(3.4), (3.5) e (3.6), respectivamente:
ACG1 = (yr(k + 1)− y(k)) (3.4)
BCG1 =yr(k + 1)φ(k)− y(k)φ(k)−(
φ(k)2 + λ(k)
)
∆u(k)
(3.5)
CCG1 =
2αφ(k)
(λ(k) + φ(k)2)
2 (3.6)
3.2.2 Projeto adaptativo on-line para PPD usando CG
As Equac¸o˜es (2.3) e (2.4) sa˜o implementadas neste projeto em
conjunto com um algoritmo adaptativo on-line para identificar o fator
PPD.
Agora, seguindo os mesmos passos descritos na Sec¸a˜o 3.2.1, o
PPD e´ otimizado por
φ(k + 1) = φ(k)− βCG2∇J(u(k)) (3.7)
onde βCG2 e´ uma constante que representa o tamanho do passo da
otimizac¸a˜o.
Uma operac¸a˜o matema´tica e´ feita para obter a parte derivativa
necessa´ria na Equac¸a˜o (3.7) e e´ dada por
∇J(u(k)) = ∂J(u(k))
∂φ(k)
=
∂J(u(k))
∂∆u(k)
∂∆u(k)
∂φ(k)
(3.8)
Uma vez que as operac¸o˜es sa˜o calculadas na Equac¸a˜o (3.8), enta˜o
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pode ser substitu´ıdo na Equac¸a˜o (3.7) para ser inserida na expressa˜o
φ(k + 1) = φ(k)− βCG2 [ACG2BCG2CCG2] (3.9)
onde as seguintes varia´veis ACG2, BCG2 e CCG2 sa˜o apresentadas nas
Equac¸o˜es (3.10), (3.11) e (3.12), respectivamente:
ACG2 = (yr(k + 1)− y(k)) (3.10)
BCG2 =yr(k + 1)φ(k)− y(k)φ(k)−
∆u(k)φ(k)2 − λ∆u(k) (3.11)
CCG2 =
2α
(−λ+ φ(k)2)
(λ+ φ(k)2)
2 (3.12)
3.3 APLICAC¸A˜O DA FUNC¸A˜O SIGMOIDE
3.3.1 Projeto adaptativo on-line para λ usando SF
O projeto de controle com as Equac¸o˜es (2.3), (2.4) e (2.5) e´
implementado de forma adaptativa on-line para a estimativa do fator
que penaliza o esforc¸o do controle.
Usando as Equac¸o˜es (2.3) e (2.4) com as definic¸o˜es e conceitos
do algoritmo da func¸a˜o sigmoide (BOYD; VANDENBERGHE, 2004; NOCE-
DAL; WRIGHT, 2006; CHENG; CHIU, 2007; SILVEIRA; COELHO; GOMES,
2012a), o fator energe´tico pode ser otimizado por
λ(k) =
1
1 + e−γSF1(k)
(3.13)
onde γSF1 e´ um nu´mero real.
Com este me´todo, o valor da ponderac¸a˜o do controlador torna-
se adaptativo no intervalo [0,1], observando que este algoritmo deve
ser utilizado somente para aplicac¸o˜es que se enquadram neste contexto
de sintonia. Os seguintes procedimentos resumem a atualizac¸a˜o do
algoritmo para γSF1:
γSF1(k + 1) = γSF1(k)− βSF1∇J(u(k)) (3.14)
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∇J(u(k)) = ∂J(u(k))
∂γSF1(k)
=
∂J(u(k))
∂λ(k)
∂λ(k)
∂γSF1(k)
=
∂J(u(k))
∂∆u(k)
∂∆u(k)
∂λ(k)
∂λ(k)
∂γSF1(k)
(3.15)
onde βSF1 e´ o tamanho do passo que determina a estabilidade e taxa
de convergeˆncia do algoritmo.
Depois de realizar os ca´lculos na Equac¸a˜o (3.15), substitui-se
estes resultados na Equac¸a˜o (3.14) e obte´m-se
γSF1(k + 1) = γSF1(k)− βSF1 [ASFBSFCSFDSF] (3.16)
onde as seguintes varia´veis ASF1, BSF1, CSF1 e DSF1 sa˜o descritas nas
Equac¸o˜es (3.17), (3.18), (3.19) e (3.20), respectivamente:
ASF1 = (yr(k + 1)− y(k)) (3.17)
BSF1 =yr(k + 1)φ(k)− y(k)φ(k)−(
φ(k)2 + λ(k)
)
∆u(k)
(3.18)
CSF1 =
2αφ(k)
(λ(k) + φ(k)2)
2 (3.19)
DSF1 = λ(k)(1− λ(k)) (3.20)
Finalmente, substitui-se a Equac¸a˜o (3.16) na Equac¸a˜o (3.13)
para obter o λ implementado de forma adaptativa no MFAC.
3.3.2 Projeto adaptativo on-line para PPD usando SF
As Equac¸o˜es (2.3) e (2.4) sa˜o implementadas neste projeto em
conjunto com um algoritmo adaptativo on-line para identificar o fator
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PPD utilizando as definic¸o˜es e conceitos da func¸a˜o sigmoide (BOYD;
VANDENBERGHE, 2004; NOCEDAL; WRIGHT, 2006; CHENG; CHIU, 2007;
SILVEIRA; COELHO; GOMES, 2012a). O PPD e´ otimizado por
φ(k) =
1
1 + e−γSF2(k)
(3.21)
onde γSF2 e´ um nu´mero real.
Com este me´todo, o valor do PPD esta´ restrito entre 0 e 1. Os
seguintes procedimentos resumem a atualizac¸a˜o do algoritmo para γSF2:
γSF2(k + 1) = γSF2(k)− βSF2∇J(u(k)) (3.22)
∇J(u(k)) = ∂J(u(k))
∂γSF2(k)
=
∂J(u(k))
∂φ(k)
∂φ(k)
∂γSF2(k)
=
∂J(u(k))
∂∆u(k)
∂∆u(k)
∂φ(k)
∂φ(k)
∂γSF2(k)
(3.23)
onde βSF2 e´ uma constante que define o tamanho do passo e precisa˜o
da te´cnica.
Uma vez que as operac¸o˜es sa˜o calculadas na Equac¸a˜o (3.23),
enta˜o pode ser substitu´ıdo na Equac¸a˜o (3.22) para obter
γSF2(k + 1) = γSF2(k)− βSF2 [ASF2BSF2CSF2] (3.24)
onde as seguintes varia´veis ASF2, BSF2 e CSF2 sa˜o apresentadas nas
Equac¸o˜es (3.25), (3.26) e (3.27), respectivamente:
ASF2 =2{yr(k + 1)− y(k)− φ(k)∆u(k)}(−φ(k))+
2λ∆u(k)
(3.25)
BSF2 =
α
(
λ− φ(k)2)
(λ+ φ(k)2)
2 (yr(k + 1)− y(k)) (3.26)
CSF2 = φ(k)(1− φ(k)) (3.27)
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Finalmente, substituindo a Equac¸a˜o (3.24) na Equac¸a˜o (3.21)
obte´m-se o PPD deste me´todo de ajuste.
3.4 APLICAC¸A˜O DO ME´TODO DE NEWTON
3.4.1 Projeto adaptativo on-line para λ usando NM
O projeto de controle a partir das Equac¸o˜es (2.3), (2.4) e (2.5)
e´ implementado com uma metodologia adaptativa on-line para a esti-
mativa do fator de energia do sinal de controle.
Usando as Equac¸o˜es (2.3) e (2.4) com as definic¸o˜es e conceitos do
me´todo de Newton (BOYD; VANDENBERGHE, 2004; NOCEDAL; WRIGHT,
2006), o fator energe´tico pode ser otimizado por
λ(k + 1) = λ(k)− βNM1∇2J(u(k))−1∇J(u(k)) (3.28)
onde βNM1 e´ o tamanho do passo que determina a estabilidade e taxa
de convergeˆncia do algoritmo.
A seguinte igualdade e´ realizada para a atualizac¸a˜o do algoritmo
anteriormente apresentado (ponderac¸a˜o adaptativa do controlador):
∇J(u(k)) =∂J(u(k))
∂λ(k)
=
∂J(u(k))
∂∆u(k)
∂∆u(k)
∂λ(k)
(3.29)
Depois de realizar os ca´lculos na Equac¸a˜o (3.29) e substituir na
Equac¸a˜o (3.28) obte´m-se
λ(k + 1) = λ(k)− βNM1 [CNM1BNM1 +DNM1ANM1]−1 [ANM1BNM1]
(3.30)
onde as seguintes varia´veis ANM1, BNM1, CNM1 e DNM1 sa˜o descritas
nas Equac¸o˜es (3.31), (3.32), (3.33) e (3.34)), respectivamente:
ANM1 =2{yr(k + 1)− y(k)− φ(k)∆u(k)}(−φ(k))+
2λ(k)∆u(k)
(3.31)
BNM1 =
−αφ(k)
(λ(k) + φ(k)2)
2 (yr(k + 1)− y(k)) (3.32)
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CNM1 = 2∆u(k) (3.33)
DNM1 =
[
2αφ(k)
(λ(k) + φ(k)2)
3
]
(yr(k + 1)− y(k)) (3.34)
3.4.2 Projeto adaptativo on-line para PPD usando NM
O projeto do controlador com as Equac¸o˜es (2.3) e (2.4) e´ im-
plementado em conjunto com um algoritmo adaptativo on-line para
identificac¸a˜o do PPD e utilizando estas Equac¸o˜es com as definic¸o˜es e
conceitos do me´todo de Newton (BOYD; VANDENBERGHE, 2004; NOCE-
DAL; WRIGHT, 2006), o PPD pode ser otimizado por
φ(k + 1) = φ(k)− βNM2∇2J(u(k))−1∇J(u(k)) (3.35)
onde βNM2 e´ uma constante que define o tamanho do passo que deter-
mina a estabilidade e taxa de convergeˆncia do algoritmo.
A seguinte operac¸a˜o matema´tica e´ feita para obter a parte de-
rivativa necessa´ria na Equac¸a˜o (3.35) (ponderac¸a˜o adaptativa do con-
trolador), tal como:
∇J(u(k)) = ∂J(u(k))
∂φ(k)
=
∂J(u(k))
∂∆u(k)
∂∆u(k)
∂φ(k)
(3.36)
Uma vez que estas operac¸o˜es sa˜o calculadas na Equac¸a˜o (3.36),
e´ poss´ıvel substituir estes valores na Equac¸a˜o (3.35) obtendo-se
φ(k + 1) = φ(k)− βNM2 [CNM2BNM2 +DNM2ANM2]−1 [ANM2BNM2]
(3.37)
onde as seguintes varia´veis ANM2, BNM2, CNM2 e DNM2 sa˜o definidas
nas Equac¸o˜es (3.38), (3.39), (3.40) e (3.41), respectivamente:
ANM2 =2{yr(k + 1)− y(k)− φ(k)∆u(k)}(−φ(k))+
2λ∆u(k)
(3.38)
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BNM2 =
α
(
λ− φ(k)2)
(λ+ φ(k)2)
2 (yr(k + 1)− y(k)) (3.39)
CNM2 = 2φ(k)∆u(k)− 2{yr(k + 1)− y(k)− φ(k)∆u(k)} (3.40)
DNM2 =
[
α(−2φ(k)) (λ+ φ(k)2)2 − 4α (λ2 − φ(k)4) (φ(k))
(λ+ φ(k)2)
4
]
·
(yr(k + 1)− y(k))
(3.41)
3.5 SIMULAC¸O˜ES E ANA´LISE DAS PROPOSTAS
Nesta Sec¸a˜o e´ avaliado o desempenho das estimativas dos fatores
λ e PPD do controlador MFLAC, comparando com as propostas alter-
nativas apresentadas neste cap´ıtulo, ou seja, CG, SF e NM. A simulac¸a˜o
e´ conduzida para seguimento de refereˆncia, rejeic¸a˜o de perturbac¸a˜o de
carga e adaptac¸a˜o dos fatores quando aplicado em duas plantas na˜o
lineares benchmark da literatura, isto e´,
 modelo do trocador de calor empregado por Al-Duwaish e Naeem
(2001) (Apeˆndice C),
 modelo do sistema na˜o linear utilizado por Hou e Jin (2014)
(Apeˆndice D).
De forma a facilitar a identificac¸a˜o dos algoritmos MFAC adap-
tativos as seguintes nomenclaturas sa˜o adotadas:
 MFLAC: λ fixo e estimador PPD da Equac¸a˜o (2.7) e (2.8),
 CG-MFAC: estimador λ da Equac¸a˜o (2.12) e estimador PPD
da Equac¸a˜o (2.12) e (2.8),
 SF-MFAC: estimador λ da Equac¸a˜o (2.17) e estimador PPD da
Equac¸a˜o (2.17) e (2.8),
 NM-MFAC: estimador λ da Equac¸a˜o (2.26) e estimador PPD
da Equac¸a˜o (2.26) e (2.8),
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sendo estas sintonias adaptativas aplicadas no projeto do controlador
cla´ssico MFLAC representado pela Equac¸a˜o (2.6).
3.5.1 Sistema trocador de calor (TC)
Para as simulac¸o˜es nume´ricas, o sistema TC e´ submetido a duas
variac¸o˜es de refereˆncia na forma degrau (20 e 5), forc¸ando assim o
controlador a manter-se esta´vel na regia˜o na˜o linear e e´ inserida uma
perturbac¸a˜o de 10% do valor ma´ximo de refereˆncia. O objetivo de
controle e´ manter a temperatura da sa´ıda do processo o mais pro´ximo
poss´ıvel da refereˆncia. A Tabela 9 ilustra a ana´lise dos ı´ndices de de-
sempenho ITAE para o seguimento de refereˆncia em toda a simulac¸a˜o,
IAE para a rejeic¸a˜o da perturbac¸a˜o no intervalo 75 a 85 amostras e
TVC para o esforc¸o de controle durante toda a simulac¸a˜o. A Tabela
10 apresentara´ os valores nume´ricos da convergeˆncia inicial e final dos
fatores estimados. A sintonizac¸a˜o dos paraˆmetros de projeto de cada
controlador esta´ no Apeˆndice F.
Tabela 9 – I´ndices de desempenho do processo TC.
ITAE TVC IAE
MFLAC 4.500 4.339 6.212
CG-MFAC 1.878 3.736 5.193
SF-MFAC 1.508 11.443 5.338
NM-MFAC 1.924 2.957 5.896
Fonte: Elaborac¸a˜o pro´pria.
Os algoritmos propostos neste cap´ıtulo teˆm um melhor desem-
penho de malha fechada para seguimento de refereˆncia e rejeic¸a˜o de
perturbac¸a˜o, ale´m de ter um menor esforc¸o de controle, exceto o SF-
MFAC que tem um grande esforc¸o de controle porque quando otimiza
os valores adaptativos mostrados na Tabela 10 delimita entre o inter-
valo 0 a 1. Nas Figuras 5, 6 e 7 pode-se observar este comportamento
dinaˆmico tanto da sa´ıda do sistema como da evoluc¸a˜o dos valores adap-
tativos. Note a relac¸a˜o existente entre os valores de convergeˆncia das
varia´veis adaptativas na Tabela 10 com os ı´ndices de desempenho na Ta-
bela 9. O valor do PPD do MFLAC varia abruptamente para o mesmo
rastreamento de refereˆncia dos outros algoritmos. Cada proposta de
projeto adaptativa tem uma caracter´ıstica espec´ıfica que melhora a es-
tabilidade e o desempenho de malha fechada deste sistema controlado
em diferentes pontos de operac¸a˜o.
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Tabela 10 – Convergeˆncia do PPD e ponderac¸a˜o do controle no TC.
PPD λ
Inicial Final Inicial Final
MFLAC 0.5 6.435 4.5 4.5
CG-MFAC 0.5 0.553 4.5 3.796
SF-MFAC 0.5 0.764 4.5 0.894
NM-MFAC 0.5 0.495 4.5 6.794
Fonte: Elaborac¸a˜o pro´pria.
Figura 5 – Sa´ıda e controle para o sistema TC.
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Fonte: Elaborac¸a˜o pro´pria.
O comportamento do sinal de controle da Figura 5 parte (c) do
SF-MFAC e´ obtida pela otimizac¸a˜o do fator energe´tico que pondera o
controle, fazendo baixar abruptamente ate´ o intervalo 0 a 1 como se
observa na Figura 7 parte (c), sendo esta a caracter´ıstica do algoritmo.
Esta restric¸a˜o penaliza a estabilidade de malha fechada e deve ser levada
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em considerac¸a˜o no controle de sistemas lineares ou na˜o lineares.
Figura 6 – Convergeˆncia do PPD para o sistema TC.
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Fonte: Elaborac¸a˜o pro´pria.
O PPD do MFLAC na Figura 6 parte (a) converge para 6.435,
sendo que os demais algoritmos se estabilizam em valores menores nas
mesmas condic¸o˜es inicias e de operac¸a˜o.
O fator energe´tico do controle da Figura 7 parte (a) do algoritmo
MFLAC e´ constante durante toda a simulac¸a˜o, ou seja, caso na˜o adap-
tativo, sendo poss´ıvel obter melhores resultados dinaˆmicos de malha
fechada quando esta ponderac¸a˜o e´ adaptativa.
3.5.2 Sistema na˜o linear benchmark (SNB)
Para as simulac¸o˜es do sistema SNB duas variac¸o˜es de refereˆncia
na forma degrau (5 e 15) sa˜o aplicadas. A Tabela 11 ilustra a ana´lise
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Figura 7 – Convergeˆncia de λ para o sistema TC.
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Fonte: Elaborac¸a˜o pro´pria.
dos ı´ndices de desempenho ITAE para o seguimento de refereˆncia no
intervalo 15 a 25 amostras e TVC para o esforc¸o de controle no mesmo
intervalo de amostras. A Tabela 12 apresenta a convergeˆncia inicial e
final dos fatores estimados.
Tabela 11 – I´ndices de desempenho do processo SNB.
ITAE TVC
MFLAC 2.196 0.260
CG-MFAC 0.058 0.083
SF-MFAC 0.048 0.081
NM-MFAC 0.022 0.078
Fonte: Elaborac¸a˜o pro´pria.
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Observe a diferenc¸a dos ı´ndices na Tabela 11, onde as propostas
adaptativas, comparada com o MFLAC cla´ssico, teˆm melhor desem-
penho, confirmando que a otimizac¸a˜o dos paraˆmetros PPD e λ sa˜o
significativos para o aprimoramento da dinaˆmica ou estabilidade do
processo de malha fechada (Figura 8). Na Tabela 12 apresenta-se a
convergeˆncia destes fatores.
Tabela 12 – Convergeˆncia do PPD e ponderac¸a˜o do controle no SNB.
PPD λ
Inicial Final Inicial Final
MFLAC 0.5 12.379 3 3
CG-MFAC 0.5 0.512 3 2.978
SF-MFAC 0.5 0.506 3 3
NM-MFAC 0.5 0.499 3 3.017
Fonte: Elaborac¸a˜o pro´pria.
Constata-se novamente, que existe uma relac¸a˜o entre os valores
de convergeˆncia das varia´veis adaptativas da Tabela 12 com os ı´ndices
de desempenho da Tabela 11. O valor do PPD do MFLAC varia abrup-
tamente para o mesmo rastreamento de refereˆncia se comparado com
os outros algoritmos. Destaca-se ainda que para este sistema na˜o linear
a otimizac¸a˜o da ponderac¸a˜o do controle no projeto do SF-MFAC na˜o
foi realizada, Figura 10 parte (c), porque proporciona um sistema de
malha fechada insta´vel.
A dinaˆmica de malha fechada apresentada na Figura 8 parte (a)
do MFLAC mostra o efeito da na˜o linearidade do sistema e por na˜o
utilizar fatores adaptativos, sendo que λ e´ fixo e a convergeˆncia do
PPD e´ abrupta, variando entre intervalos grandes.
O PPD do MFLAC como e´ mostrado na Figura 9 converge para
12.379, onde os demais algoritmos na˜o variam abruptamente para es-
tabilizar o sistema nas mesmas condic¸o˜es de simulac¸a˜o.
Como mencionado anteriormente, neste estudo de caso a adap-
tac¸a˜o do fator energe´tico mediante o projeto SF-MFAC na˜o foi conse-
guido pois obte´m-se mı´nima energia de controle. Assim, o algoritmo
de otimizac¸a˜o do fator λ deste projeto torna-se invia´vel, com compor-
tamento similar ao caso na˜o adaptativo do MFLAC cla´ssico.
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Figura 8 – Sa´ıda e controle para o sistema SNB.
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Fonte: Elaborac¸a˜o pro´pria.
3.6 CONCLUSA˜O
Nas simulac¸o˜es nume´ricas os sistemas foram submetidos a va-
riac¸o˜es de refereˆncias, em pontos de operac¸a˜o linear e na˜o linear, com
a finalidade de avaliar o desempenho dos algoritmos adaptativos frente
a cena´rios extremos, como tambe´m analisar a dinaˆmica do sistema de
malha fechada. Resultados satisfato´rios sa˜o obtidos com as propostas
CG-MFAC, SF-MFAC e NM-MFAC frente ao MFLAC cla´ssico que em-
prega um fator energe´tico na˜o adaptativo e com uma func¸a˜o custo para
a adaptac¸a˜o do PPD.
Com a estimativa do PPD no algoritmo MFLAC, com as condi-
c¸o˜es especificadas na Equac¸a˜o (2.8), que levam em considerac¸a˜o a res-
sintonizac¸a˜o da estimativa quando atinge um valor limite inferior, pode-
se inferir que agora um condicional para o limite superior deste algo-
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Figura 9 – Convergeˆncia do PPD para o sistema SNB.
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Fonte: Elaborac¸a˜o pro´pria.
ritmo e´ necessa´rio para assegurar uma melhor resposta do sistema.
Aplicando as propostas deste cap´ıtulo garante-se esta condic¸a˜o sem a
necessidade de reiniciar o valor do fator otimizado. Como forma de
seguranc¸a e´ utilizado um limite superior na Equac¸a˜o (2.8) de valor 1,
ou seja, o limite determinado pelo algoritmo SF-MFAC.
A otimizac¸a˜o do fator energe´tico λ e´ importante para evitar o
desgaste e a saturac¸a˜o dos atuadores o qual ale´m de garantir uma
dinaˆmica de malha fechada adequada previne na indu´stria elevados
custos de manutenc¸a˜o (preventiva e corretiva). Existe uma parcimoˆnia
entre um desempenho agressivo ou conservativo, porque em caso de
valores pequenos pode instabilizar o sistema controlado.
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Figura 10 – Convergeˆncia de λ para o sistema SNB.
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Fonte: Elaborac¸a˜o pro´pria.
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4 MFAC PARA TRATAR SATURAC¸A˜O DE
CONTROLE E PERTURBAC¸A˜O PERIO´DICA
4.1 INTRODUC¸A˜O
Com a evoluc¸a˜o da tecnologia, os processos industriais tornaram-
se ainda mais complexos e, de igual forma, um rendimento maior e´
requerido para o qual os engenheiros devam projetar sistemas de ma-
lha fechada agressivos e estabilizantes. No entanto, va´rias restric¸o˜es
econoˆmicas, operacionais, tecnolo´gicas e ecolo´gicas, juntamente com os
requisitos de qualidade e quantidade representam restric¸o˜es r´ıgidas na
faixa de operac¸a˜o da planta e interferindo na produc¸a˜o do sistema.
Na˜o e´ raro observar va´rios dispositivos f´ısicos no estado de sa-
turac¸a˜o da planta tentando cumprir estes objetivos rigorosos. O de-
sempenho do sistema, como resultado, deteriora-se sob estas limitac¸o˜es
f´ısicas. Neste sentido, exige-se que as estrate´gias de controle sejam
eficientes para tais cena´rios, garantindo os objetivos de desempenho,
como tambe´m as restric¸o˜es de malha.
O objetivo deste cap´ıtulo e´ desenvolver e adaptar algoritmos de
controle com base nos controladores livre de modelo desenvolvido no
cap´ıtulo 2, para tratar sistemas com restric¸o˜es de saturac¸a˜o na mag-
nitude do controle e sistemas com perturbac¸a˜o perio´dica do ponto de
vista do controle repetitivo.
4.2 TRATAMENTO DA SATURAC¸A˜O DO CONTROLE
Os processos industriais esta˜o submetidos a diferentes restric¸o˜es
como, por exemplo, os controladores que trabalham com intervalos de-
finidos de voltagem ou amperagem, margens f´ısicas dos atuadores, etc.
Estas condicionantes representam limitac¸o˜es operacionais na entrada
da planta, ou seja, a entrada real do processo e´ temporariamente dife-
rente da sa´ıda do controlador. Quando isto acontece, se o controlador
e´ inicialmente projetado para operar em uma regia˜o linear, o compor-
tamento dinaˆmico do sistema de malha fechada deteriora-se em relac¸a˜o
ao desempenho linear esperado. Em outras palavras, a malha de rea-
limentac¸a˜o e´ de certa forma quebrada, encontrando-se assim o sistema
controlado no modo de malha aberta independentemente da sa´ıda do
processo (A˚STRO¨M; HA¨GGLUND, 2006; VISIOLI, 2006).
A partir de um estudo e ana´lise sobre os me´todos existentes na
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literatura para tratar este fenoˆmeno afetando o estado do controlador
digital, apresentados em A˚stro¨m e Ha¨gglund (2006), Visioli (2006),
O’Dwyer (2009), Neto, Damo e Coelho (2012), implementa-se uma
te´cnica similar ao back-calculation aplicado no PID cla´ssico, onde a
ideia ba´sica e´ impedir que o integrador continue a se carregar quando
a saturac¸a˜o ocorre. Aplicando esta lo´gica, quando a sa´ıda do atua-
dor satura no controlador MFAC, deve-se inibir que fique por muito
tempo no estado de malha aberta, diminuindo o sinal de controle. E´
vantajoso fazer esta correc¸a˜o com uma constante de tempo Tts como e´
apresentado na Figura 11.
Figura 11 – Controlador MFAC com tratamento de saturac¸a˜o.
𝐾∅(𝑘) 
𝑧−1 𝑇𝑡𝑠  
Atuador + 
𝑢𝑏(𝑘) 𝑢𝑓(𝑘) 
𝑒𝑡𝑠(𝑘) 
− + 
𝑒(𝑘) 1
1 − 𝑧−1
 
MFAC 
Fonte: Elaborac¸a˜o pro´pria.
Observe na Figura 11 que o sistema de controle apresenta uma
malha de realimentac¸a˜o adicional. A diferenc¸a entre a entrada e sa´ıda
do atuador constitui um erro nomeado ets(k) que e´ realimentado a sa´ıda
do controlador com ganho 1/Tts. Note que quando na˜o existe saturac¸a˜o
o erro ets(k) e´ nulo e, portanto, a malha na˜o tem nenhum efeito quando
o controlador esta´ operando linearmente, ou seja, quando o sinal uf (k)
na˜o esta´ saturado. Se existe a saturac¸a˜o ets(k) e´ diferente de zero.
O tempo para que o controlador abandona a saturac¸a˜o e´ determinado
pelo ganho 1/Tts, onde Tts pode ser interpretado como a constante de
tempo que determina o qua˜o ra´pido a entrada do controlador e´ levada
a zero. A constante Kφ num determinado instante de tempo discreto
k e´ constante e esta´ calculada nas Equac¸o˜es (2.7) e (2.8).
O pseudo co´digo do controlador MFAC com o tratamento de
saturac¸a˜o e´ apresentado a seguir. A lei de controle antes do atuador
ub(k) e´ obtida a partir da soma dos erros do sistema e do tratamento
da saturac¸a˜o aplicado no controlador digital livre de modelo.
Outra proposta para o tratamento da saturac¸a˜o na magnitude
do sinal de controle aplicada ao MFAC emprega a forma polinomial
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Algoritmo 2 Pseudo co´digo no tratamento de saturac¸a˜o
In´ıcio
1: Inicializar varia´veis principais: yref , y, u, ppd, nit, Tts, ets;
2: for k = 1 : nit do
a) obter as seguintes varia´veis (on-line)
y(k); e(k); ppd(k);
b) saturac¸a˜o do PPD
ppdsat(k);
c) calcular a lei de controle
Kφ(k);
auxts(k) = Kφ(k)e(k) + (1/Tts)ets(k − 1);
ub(k) = ub(k − 1) + auxts(k);
d) saturac¸a˜o da lei de controle
uf (k);
e) calculo do erro tratamento da saturac¸a˜o
ets(k) = uf (k)− ub(k);
3: Calcular os ı´ndices de desempenho: ITAE, IAE, TVC;
Fim
RST. Na literatura tem-se estudos similares desenvolvidos em diversos
controladores, como por exemplo, Preitl et al. (2004), Neto e Coelho
(2004), Barsa et al. (2005). A Figura 12 apresenta o diagrama de con-
trole cla´ssico RST a ser avaliado, onde os polinoˆmios S(z−1) e T (z−1)
sa˜o obtidos de cada projeto de controle e R1(z
−1) = R(z−1) (caso po-
sicional), R1(z
−1) = ∆R(z−1) (caso incremental), com a lei de controle
digital dada por
Figura 12 – Forma canoˆnica de controle RST posicional.
1
𝑅1(𝑧−1)
 Planta 
𝑢(𝑘) 𝑦𝑟(𝑘) 𝑒(𝑘) 
− 
+ 
𝑇(𝑧−1) 
y(𝑘) 
𝑆(𝑧−1) 
𝑣(𝑘) 
Fonte: Elaborac¸a˜o pro´pria.
u(k) =
1
R(z−1)
[
T (z−1)yr(k)− S(z−1)y(k)
]
(4.1)
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Na condic¸a˜o S(z−1) = T (z−1) pode-se reescrever a Equac¸a˜o (4.1)
e, adicionando em ambos lados o polinoˆmio E(z−1) a lei de controle
torna-se
E(z−1)u(k)−R(z−1)u(k) + S(z−1)e(k) =E(z−1)u(k)
−[R(z−1)− E(z−1)]u(k) + S(z−1)e(k) =E(z−1)u(k)
e isolando o sinal de controle u(k) tem-se
u(k) = −
[
R(z−1)− E(z−1)
E(z−1)
]
u(k) +
S(z−1)
E(z−1)
e(k) (4.2)
onde E
(
z−1
)
=
(
1− βtsz−1
)
e´ um polinoˆmio moˆnico de projeto e βts
e´ uma constante a ser sintonizada para minimizar o efeito da saturac¸a˜o
de malha (Figura 13). O sinal de controle a ser aplicado no processo
e´ v(k), sendo o resultado do sinal de controle calculado pelo contro-
lador da saturac¸a˜o virtual e da saturac¸a˜o real do atuador. Os limites
inferior e superior do bloco que caracteriza a saturac¸a˜o virtual podem
ser definidos de forma semelhante ou diferente do saturador da varia´vel
controlada do sistema.
Figura 13 – Estrutura de controle RST posicional para saturac¸a˜o.
𝑆(𝑧−1)
𝑅(𝑧−1)
 Planta 
𝑣(𝑘) 𝑦𝑟(𝑘) 𝑒(𝑘) 
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𝑅(𝑧−1) − 𝐸(𝑧−1)
𝐸(𝑧−1)
 
𝑢𝑓(𝑘) 
Fonte: Elaborac¸a˜o pro´pria.
Reformulando a Equac¸a˜o (4.2) para o caso RST incremental,
obte´m-se a lei de controle (4.3), ou seja,
u(k) = −
[
∆R
(
z−1
)− E (z−1)
E (z−1)
]
u(k) +
[
S
(
z−1
)
E (z−1)
]
e(k) (4.3)
O projeto da Figura 13 pode ser adaptado ao controlador MFAC
para qualquer polinomio S(z−1) e T (z−1) conforme ilustrado na Figura
14, onde
ub(k) = u(k)− u¯b(k) (4.4)
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Figura 14 – Estrutura de controle RST incremental para o MFAC.
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Fonte: Elaborac¸a˜o pro´pria.
e os sinais u¯b(k) e u(k) sa˜o calculados por
u¯b(k) =
∆R(z−1)
E(z−1)
uf (k)− uf (k)
=
[
∆R(z−1)
E(z−1)
− 1
]
uf (k)
=
[
∆R(z−1)− E(z−1)
E(z−1)
]
uf (k)
=
(
1− z−1)− (1− βtsz−1)(
1− βtsz−1
) uf (k)
u¯b(k) = βtsu¯b(k − 1) + (βts − 1)uf (k − 1) (4.5)
u(k) =
Kφ(k)
E(z−1)
[
T (z−1)yr(k)− S(z−1)y(k)
]
(4.6)
Finalmente, substituindo as Equac¸o˜es (4.5) e (4.6) na Equac¸a˜o
(4.4) encontra-se ub(k), o qual passa por uma saturac¸a˜o convertendo-se
no sinal de controle uf (k) do tratamento da saturac¸a˜o para posterior-
mente entrar na saturac¸a˜o do atuador, gerando v(k), que e´ aplicado na
planta.
4.3 CONTROLADOR MFAC NA ESTRUTURA DE CONTROLE RE-
PETITIVO
O controlador repetitivo e´ uma te´cnica baseada na topologia de
controle IMP (“Internal Model Principle”) que permite o rastreamento
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assinto´tico e rejeic¸a˜o de perturbac¸o˜es na forma perio´dica. Isto e´ obtido
atrave´s da inclusa˜o de um gerador de sinais na malha do controlador.
Os sinais perio´dicos esta˜o presentes em varias aplicac¸o˜es do mundo real
e o controle repetitivo tem sido usado com sucesso em diferentes a´reas,
tais como em brac¸os atuadores, robo´tica, sistemas eletro-hidra´ulico,
trocadores de calor tubulares, retificadores eletroˆnicos, entre outros
(RAMOS; COSTA-CASTELLO´; OLM, 2013).
Normalmente projeta-se o controlador repetitivo assumindo ou
conhecendo o per´ıodo constante Tp dos sinais a serem rastreados ou
rejeitados com um per´ıodo de amostragem adequado Ts, tendo assim
a relac¸a˜o N = Tp/Ts ∈ N que pode ser adicionada aos algoritmos de
controle em diferentes abordagens de projeto.
Segundo Steinbuch (2002) mesmo pequenas mudanc¸as na fre-
queˆncia dos sinais de refereˆncia ou dos sinais a serem rejeitados po-
dem resultar numa forte deteriorac¸a˜o do desempenho do controlador
repetitivo. Uma grande variedade de aplicac¸o˜es pra´ticas sa˜o afeta-
das por causa disto, como em CD-ROMs, impressoras, ferramentas de
usinagem, inversores, retificadores conectados a` rede de distribuic¸a˜o
ele´ctrica, entre outros.
O gerador de sinais a ser adicionado na malha de controle e´
definido na literatura da seguinte forma no caso discreto:
Gr(z) =
1
1− z−N =
1
∆N
(4.7)
considerando que a raza˜o entre as varia´veis Ts e Tp deve ser um nu´mero
inteiro e constante, onde ∆−N e´ outra forma espec´ıfica de representar
o gerador de sinais perio´dicos.
Para obter um bom desempenho frente a sinais perio´dicos, Hou
e Jin (2014) propo˜em incorporar ao controlador MFAC que e´ um con-
trolador por realimentac¸a˜o (feedback control), um controle antecipativo
(feedforward control), conhecido por ILC (Internal Learning Control).
Sendo o MFAC responsa´vel pelo rastreamento do sinal enquanto a ma-
lha externa do ILC melhora a precisa˜o do rastreamento mediante o
aprendizado dos sinais perio´dicos. Na Figura 15 identifica-se a adic¸a˜o
da malha externa ILC sem modificar o diagrama de blocos do MFAC
(Figura 4).
A correspondente mudanc¸a e´ representada pelas seguintes equa-
c¸o˜es:
ut(k) = ul(k) + u(k) (4.8)
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Figura 15 – Diagrama de blocos do MFAC e ILC.
MFAC Planta 
𝑦𝑟(𝑘) 𝑒(𝑘) 
− 
+ y(𝑘) 𝑢(𝑘) 
Estimador 
∅  (𝑘) 
ILC 
+ 
𝑢𝑙(𝑘) 
𝑢𝑡(𝑘) 
+ 
𝑑0(𝑘) 
Fonte: Elaborac¸a˜o pro´pria.
ul(k) = ul(k − 1) + ρe(k) (4.9)
sendo d0(k) a perturbac¸a˜o na sa´ıda e u(k) proveniente da Equac¸a˜o
(2.6), que emprega a estimativa do PPD das Equac¸o˜es (2.7) e (2.8).
ut(k) e´ a soma dos sinais dos controladores MFAC e ILC, com ul(k)
o sinal de sa´ıda do ILC e ρ e´ uma constante que representa o ganho
do aprendizado. A ana´lise de convergeˆncia do MFAC com a malha
externa adicional do ILC esta´ demostrado em Yan e Hou (2010). Es-
tudos relacionados a esta metodologia na literatura podem ser obtidos
em Zhong-Sheng e Jian-Xin (2007), Hou, Xu e Zhong (2007), Hou,
Xu e Yan (2008). Desta forma conectam-se duas te´cnicas de controle,
aproveitando as vantagens de cada uma para suprir as desvantagens da
outra.
Para validar e analisar o comportamento de malha fechada do
controlador MFAC+ILC, os seguintes estudos de caso de seguimento
de refereˆncia perio´dica com rejeic¸a˜o de perturbac¸a˜o de carga (Figura
16), e de seguimento de refereˆncia na forma degrau com rejeic¸a˜o de per-
turbac¸a˜o perio´dica (Figura 17), sa˜o apresentados. Estas simulac¸o˜es sa˜o
efetuadas sobre o modelo matema´tico do Motor Taco-Gerador (MTG)
(Apeˆndice E) com a sintonizac¸a˜o dos paraˆmetros presente no Apeˆndice
F.
Observa-se pelas Figuras 16 e 17 que o seguimento de refereˆncia
e´ satisfeito pela metodologia do controlador MFAC+ILC, mas no caso
da rejeic¸a˜o de perturbac¸a˜o perio´dica tem dificuldades para eliminar,
sendo que somente atenua o sinal perio´dico inserido na sa´ıda do sistema
realimentado.
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Figura 16 – Refereˆncia perio´dica e perturbac¸a˜o de carga: MFAC+ILC.
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Fonte: Elaborac¸a˜o pro´pria.
Figura 17 – Refereˆncia degrau e perturbac¸a˜o perio´dica: MFAC+ILC.
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Fonte: Elaborac¸a˜o pro´pria.
Comparando o controle repetitivo com o MFAC+ILC, apresenta-
se na Tabela 13 as caracter´ısticas, vantagens e desvantagens de cada
metodologia.
A partir destes resultados e implementac¸o˜es, comec¸ou-se a in-
vestigar a viabilidade de diferentes estruturas repetitivas no MFAC,
implementando inicialmente o controle repetitivo cla´ssico (plug-in) (VI-
JAYAKARTHICK; SATHISHBABU; BHABA, 2009; WANG; CHAI; ROGERS,
2010; HASSAN et al., 2011) sem resultados satisfato´rios em termos do
comportamento regulato´rio. Diante da inabilidade de eliminar per-
turbac¸o˜es perio´dicas, em seguida, foi abordado e implementado o pro-
jeto de Ott et al. (2009) mostrada na Figura 18, com sua adaptac¸a˜o,
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Tabela 13 – Comparac¸a˜o de metodologias para sinais perio´dicos.
Controle Repetitivo MFAC+ILC
Gerador de sinais, Ganho de aprendizado,
Caracter´ısticas diversidade de aplicac¸o˜es, aplicado no transporte
PID, GMV, GPC. veicular.
Bom desempenho em: Prescinde de
Vantagens seguimento e rejeic¸a˜o informac¸a˜o pre´via,
de sinais perio´dicos. sistema modular.
Precisa informac¸a˜o Dif´ıcil sintonia,
Desvantagens pre´via, plantas restritas, plantas restritas,
alta sensibilidade. alta sensibilidade.
Fonte: Elaborac¸a˜o pro´pria.
como proposta nesta dissertac¸a˜o, com o controlador MFAC, denomi-
nado R-MFAC (Repetitive Model Free Adaptive Control).
Figura 18 – Diagrama de blocos do R-MFAC.
MFAC Planta 
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Fonte: Elaborac¸a˜o pro´pria.
Do diagrama de blocos da Figura 18, obte´m-se o equacionamento
correspondente do sinal da sa´ıda estimada utilizando o PPD e o controle
anteriormente calculado (4.10), isto e´,
yn(k) = φˆ(k − 1)∆u(k − 1) (4.10)
com o erro do sistema dado por (4.11)
e(k) = yr(k)− y(k) (4.11)
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e o sinal da sa´ıda repetitiva derivado pela Equac¸a˜o (4.12)
yrep(k) = y(k)− yn(k) (4.12)
O controle repetitivo, urep(k) e´ calculado por (4.13)
urep(k) = urep(k − 1)− KrQ(z
−1)
∆N
yrep(k) (4.13)
e sendo Q(z−1) um filtro definido como Q(z−1) = 1 − αrepz−1 multi-
plicado por um ganho Kr, adicionado ao controle do MFAC, Equac¸a˜o
(2.6), o sinal do controle repetitivo (4.13) para obter o controle a ser
aplicado no sistema, Equac¸a˜o (4.14), ou seja,
utr(k) = u(k) + urep(k) (4.14)
A estimativa do PPD e o sinal de controle do MFAC sa˜o re-
presentados e calculados pelas Equac¸o˜es (2.6), (2.7) e (2.8) sem so-
frer nenhuma modificac¸a˜o. Aplicando esta nova metodologia apresen-
tada na Figura 18 o seguimento de refereˆncia e´ dado pelo algoritmo do
MFAC, transferindo para o gerador de sinais a rejeic¸a˜o da perturbac¸a˜o
perio´dica.
4.4 AVALIAC¸A˜O DO DESEMPENHO POR SIMULAC¸A˜O NUME´RICA
Para avaliar o desempenho dinaˆmico das te´cnicas apresentadas,
realizam-se simulac¸o˜es em diferentes sistemas conforme descrito no
Apeˆndice E, ou seja,
 sistema de primeira ordem: SDP,
 sistema de segunda ordem: motor taco-gerador (MTG).
A seguir, avalia-se o comportamento e o desempenho dinaˆmico
dos processos relativos ao tratamento da saturac¸a˜o de controle e da
rejeic¸a˜o de perturbac¸a˜o perio´dica com os ı´ndices de desempenho ITAE
para o seguimento de refereˆncia, IAE para rejeic¸a˜o de perturbac¸a˜o e
TVC para mensurar a energia de controle. Para facilitar o reconheci-
mento dos controladores as seguintes nomenclaturas sa˜o adotadas:
 controlador MF: Equac¸a˜o (2.6),
 controlador MF-H: Equac¸a˜o (2.27),
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com a estimativa do PPD, calculado pelas Equac¸o˜es (2.7) e (2.8), e
aplicada em todos os projetos e simulac¸o˜es.
4.4.1 Tratamento da saturac¸a˜o do controle
Simulac¸a˜o no sistema SDP
Emprega-se o termo TS-MF para representar a lei de controle
MFAC com a te´cnica de tratamento da saturac¸a˜o. Na Tabela 14
apresenta-se os ı´ndices de desempenho onde o formalismo da te´cnica
back-calculation do controlador PID e´ adaptado no MFAC e compa-
rado com o MFAC cla´ssico quando avaliado no sistema SDP em toda
a simulac¸a˜o. A Figura 19 ilustra o comportamento dinaˆmico da sa´ıda
destas simulac¸o˜es e a convergeˆncia do PPD.
Tabela 14 – I´ndices de desempenho no tratamento da saturac¸a˜o: SDP.
ITAE TVC
MF 0.639 18.722
TS-MF 0.467 18.201
Fonte: Elaborac¸a˜o pro´pria.
Observa-se a minimizac¸a˜o tanto do tempo que o controle fica
saturado como a sa´ıda (menor tempo de resposta e esforc¸o de controle).
O PPD tambe´m e´ afetado por este fenoˆmeno, conseguindo atenuar este
efeito no tratamento da saturac¸a˜o.
Simulac¸a˜o no sistema MTG
A Tabela 15 apresenta os ı´ndices de desempenho da simulac¸a˜o no
tratamento da saturac¸a˜o do sinal de controle na abordagem da forma
RST no MFAC com controlador obtido do funcional de Hedjar quando
aplicado no sistema MTG, sendo denominado TS-MF-H.
Tabela 15 – I´ndices de desempenho no tratamento da saturac¸a˜o: MTG.
ITAE TVC
MF-H 0.972 6.361
TS-MF-H 0.873 0.931
Fonte: Elaborac¸a˜o pro´pria.
Da Figura 20 observa-se uma atenuac¸a˜o do esforc¸o de controle
o qual e´ refletido na sa´ıda controlada como tambe´m na convergeˆncia
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Figura 19 – Ana´lise do tratamento da saturac¸a˜o do sistema SDP.
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Fonte: Elaborac¸a˜o pro´pria.
do PPD no algoritmo TS-MF-H. A implementac¸a˜o desta te´cnica e´ im-
portante para evitar desgastes nos atuadores como tambe´m para na˜o
comprometer a convergeˆncia do PPD e garantir a estabilidade de malha
fechada (ver Tabela 15).
4.4.2 Rejeic¸a˜o da perturbac¸a˜o perio´dica
Simulac¸a˜o no sistema SDP
As nomenclaturas R-MF e R-MF-H utilizam a te´cnica repetitiva
proposta nesta dissertac¸a˜o. Na Tabela 16 apresentam-se os ı´ndices de
desempenho onde o ITAE e´ avaliado no intervalo 1 a 1000 amostras, o
IAE de 2500 a 5000 amostras e o TVC em toda a simulac¸a˜o nume´rica.
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Figura 20 – Ana´lise do tratamento da saturac¸a˜o do sistema MTG.
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Fonte: Elaborac¸a˜o pro´pria.
Tabela 16 – I´ndices da rejeic¸a˜o da perturbac¸a˜o perio´dica: SDP.
ITAE TVC IAE
MF 0.045 0.164 14.535
R-MF 0.219 0.799 0.877
Fonte: Elaborac¸a˜o pro´pria.
Observa-se da Tabela 16 um menor ı´ndice IAE para o contro-
lador R-MF, o qual avalia a rejeic¸a˜o da perturbac¸a˜o, enquanto que a
Figura 21 ilustra a sa´ıda de malha fechada, a convergeˆncia do PPD e
a consequente eliminac¸a˜o da perturbac¸a˜o perio´dica. E´ importante des-
tacar que o comportamento do fator PPD e´ afetado diretamente pela
perturbac¸a˜o perio´dica e, quando na˜o e´ tratada de forma correta, pode
penalizar o comportamento dinaˆmico de malha fechada.
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Figura 21 – Ana´lise do R-MFAC no sistema SDP.
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Fonte: Elaborac¸a˜o pro´pria.
Simulac¸a˜o no sistema MTG
A seguir mostra-se o desempenho do controlador R-MFAC quan-
do utilizado a lei de controle obtida do funcional de Hedjar aplicado
no sistema MTG. Na Tabela 17 observa-se os ı´ndices de desempenho
ITAE no intervalo 1 a 1000 amostras, IAE no intervalo 2500 a 5000
amostras e TVC durante toda a simulac¸a˜o.
Tabela 17 – I´ndices da rejeic¸a˜o da perturbac¸a˜o perio´dica: MTG.
ITAE TVC IAE
MF-H 0.070 0.282 9.131
R-MF-H 1.361 0.669 0.913
Fonte: Elaborac¸a˜o pro´pria.
De forma semelhante a simulac¸a˜o no sistema SDP, o algoritmo
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R-MF-H tem um melhor desempenho, diminuindo o valor do ı´ndice IAE
significativamente e garantindo a regulac¸a˜o total da sa´ıda na refereˆncia.
O transito´rio do sistema de malha fechada e´ influenciado pelo gerador
de sinais, sendo poss´ıvel melhorar seu comportamento com uma nova
calibrac¸a˜o do algoritmo repetitivo.
Figura 22 – Ana´lise do R-MFAC no sistema MTG.
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Fonte: Elaborac¸a˜o pro´pria.
4.5 CONCLUSA˜O
Neste cap´ıtulo apresentou-se os projetos e te´cnicas para o tra-
tamento da saturac¸a˜o de controle e, em seguida, o controle repetitivo
para a rejeic¸a˜o de perturbac¸a˜o perio´dica aplicadas no controlador livre
de modelo MFAC. Destaca-se que estas situac¸o˜es abordadas afetam de
forma direta a convergeˆncia do PPD, o qual pode deteriorar a dinaˆmica
de malha fechada. A sintonia inicial deve considerar os limites superior
84
e inferior tanto das varia´veis otimizadas como dos sinais de entrada e
sa´ıda do sistema a ser controlado.
No tratamento da saturac¸a˜o de controle foram apresentados duas
abordagens de projeto. A primeira baseada na ideia do back-calculation
do controlador PID e a segunda empregando a forma digital RST in-
cremental na utilizac¸a˜o do projeto dos controladores livres de modelo,
visando um adequado seguimento de refereˆncia. Ambas te´cnicas fo-
ram avaliadas mediante simulac¸o˜es nume´ricas e observou-se a viabili-
dade de serem utilizadas no MFAC proporcionando uma contribuic¸a˜o
cient´ıfica constatada e refletida pelos ı´ndices de desempenho ale´m da
convergeˆncia do PPD frente a minimizac¸a˜o deste fenoˆmeno.
Finalmente, o controle repetitivo foi implementado visando me-
lhorar a rejeic¸a˜o de perturbac¸o˜es perio´dicas no controlador MFAC cla´ssi-
co, o qual conseguiu de forma satisfato´ria o seguimento de refereˆncia
perio´dica mas dificilmente a rejeic¸a˜o deste tipo de sinal (caso regu-
lato´rio). A seguir, apresentou-se a estrutura de malha de controle re-
petitiva aplicada no MFAC, combinando o projeto de um controlador
livre de modelo na malha direta com um gerador de sinais na ma-
lha repetitiva. A partir desta implementac¸a˜o e mediante simulac¸o˜es
nume´ricas constatou-se o benef´ıcio desta nova topologia de malha ou
da te´cnica de controle R-MFAC na rejeic¸a˜o da perturbac¸a˜o.
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5 CONCLUSA˜O
A teoria cla´ssica de controle de processos demonstra e discute
que, para se obter um bom desempenho dinaˆmico de malha fechada,
convergeˆncia e estabilidade dos algoritmos de controle aplicados em
sistemas lineares ou na˜o lineares, nas formas anal´ıtica e na pra´tica in-
dustrial, e´ necessa´rio ter conhecimento ou, minimamente, informac¸a˜o
do sistema a ser controlado. Isto e´, a identificac¸a˜o ou modelagem do
sistema obtida pelos procedimentos on-line ou off-line se faz necessa´ria,
o que pode representar uma dificuldade inicial e crucial para o enge-
nheiro de controle que deseja projetar um controlador para garantir as
especificac¸o˜es de desempenho do sistema controlado. Por outro lado, e´
importante ter dados experimentais de qualidade para o entendimento
do comportamento real da planta. Desta forma, melhora-se o projeto
de controle adaptativo implementado no contexto direto ou indireto. A
partir destes conceitos, o controlador livre de modelo foi desenvolvido
satisfatoriamente, conseguindo aproveitar as vantagens das diferentes
topologias de controle cla´ssica e avanc¸ada, demostrando assim, simpli-
cidade na calibrac¸a˜o, efica´cia e bom desempenho dinaˆmico de malha
fechada sem a necessidade de projetar controladores complexos com
muitos paraˆmetros de dif´ıcil sintonia e sem conhecimento do modelo do
processo.
Neste sentido a dissertac¸a˜o desenvolveu no Cap´ıtulo 2 o projeto
do controlador livre de modelo, denominado MFAC e proposto por
Hou (HOU; HUANG, 1997; CAO; BAI; HOU, 2008; HOU; JIN, 2014), o qual
e´ uma metodologia de controle caracterizada por manipular simples-
mente os sinais de entrada e sa´ıda do sistema a ser controlado, o que
denota uma estreita ligac¸a˜o entre a identificac¸a˜o e o projeto do contro-
lador conduzindo a uma automatizac¸a˜o do projeto em si. A calibrac¸a˜o
dos paraˆmetros do MFAC cla´ssico e´ complexa, na˜o tendo-se mecanis-
mos ou conceitos claros para sua aplicac¸a˜o e inicializac¸a˜o. Visando
melhorar o desempenho da dinaˆmica de malha fechada com uma pa-
rametrizac¸a˜o intuitiva para eliminar o procedimento tentativa e erro,
foi avaliado e proposto a utilizac¸a˜o de outras func¸o˜es objetivo para o
projeto de controladores livre de modelo. Assim, aumentando os graus
de liberdade para que o engenheiro de controle tenha a capacidade
de correlacionar a sintonizac¸a˜o do controlador atrave´s de princ´ıpios
da literatura de controle para tratar diferentes processos na presenc¸a
de refereˆncia e/ou poss´ıveis perturbac¸o˜es (degrau, rampa, senoidal) na
malha realimentada para garantir um comportamento desejado. Para
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melhorar o entendimento das leis de controle resultantes, foi empregado
a forma polinomial RST, onde e´ observado a possibilidade de idealizar
controladores digitais na˜o somente do tipo I, mas tambe´m PI e I+P.
No Cap´ıtulo 3 apresentou-se a implementac¸a˜o de outros me´todos
de identificac¸a˜o e otimizac¸a˜o na˜o somente para o PPD mas tambe´m
para o fator energe´tico do controlador MFAC. Destacando que no pro-
jeto cla´ssico do MFAC, o fator energe´tico e´ na˜o adaptativo (constante
invariante). As propostas CG-MFAC, SF-MFAC e NM-MFAC con-
seguiram resultados adequados e foram avaliados mediante ı´ndices de
desempenho em simulac¸o˜es nume´ricas, como tambe´m em simulac¸o˜es
pra´ticas, conforme descritas nos congressos CBA2016 - XXI Congresso
Brasileiro de Automa´tica, 2016 e INDUSCON2016 - 12th IEEE/IAS
International Conference on Industry Applications, 2016.
A aplicac¸a˜o de te´cnicas para o tratamento da saturac¸a˜o de con-
trole e a rejeic¸a˜o de perturbac¸o˜es perio´dicas sobre o MFAC digital e´
desenvolvido no Cap´ıtulo 4. Limitac¸o˜es na magnitude de controle pe-
nalizam a estabilidade temporal e vida u´til dos atuadores, e neste sen-
tido, duas propostas foram adaptadas para superar esta dificuldade de
malha. A primeira emprega o princ´ıpio de implementac¸a˜o do back-
calculation relativo ao controlador PID e a segunda contextualizada
na estrutura de controle RST. Em seguida, foi avaliado o controlador
MFAC e MFAC+ILC para garantir os comportamentos servo e regu-
lato´rio (degrau, rampa, senoidal), onde observou-se sua na˜o factibili-
dade na eliminac¸a˜o de perturbac¸o˜es perio´dicas. Neste sentido, e´ adap-
tada a topologia de controle repetitivo no controlador livre de modelo,
denominado R-MFAC, o qual apresenta um melhor resultado dinaˆmico
quando e´ tratado nos mesmos cena´rios. Foram empregados ı´ndices de
desempenho e simulac¸o˜es nume´ricas para validar as propostas, como
tambe´m a ana´lise de convergeˆncia do PPD.
Os resultados (simulac¸o˜es nume´ricas e ı´ndices de desempenho)
obtidos nesta pesquisa mostraram que as metodologias e estruturas de
controle propostas garantiram comportamentos satisfato´rios desejados.
A teoria do projeto do controlador MFAC digital deveria refletir-se na
pra´tica, entretanto, na˜o deve-se generalizar tal afirmativa, sendo ne-
cessa´rio a implementac¸a˜o e avaliac¸a˜o atrave´s de novos ensaios e da ex-
perieˆncia de engenheiros de controle habilitados para testar em campo
nos diferentes tipos de sistemas presentes na exorbitante e crescente
indu´stria de controle de processos.
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5.1 TRABALHOS FUTUROS
A partir da progressiva melhora na tecnologia e constante neces-
sidade de otimizar a produc¸a˜o e qualidade nas industrias, necessita-se
controladores que consigam melhorar o desempenho da dinaˆmica de
malha fechada frente a uma vasta variedade de processos lineares e na˜o
lineares, com complexidades diferentes.
Para conseguir uma o´tima dinaˆmica de malha fechada precisa-se
parametrizar de forma adequada as varia´veis de cada algoritmo, sendo
que uma mudanc¸a mı´nima em alguma delas pode gerar um comporta-
mento indesejado. E´ por isto que, como trabalho futuro, pode-se visar
a hibridizac¸a˜o com a inteligeˆncia artificial, redes neurais entre outras
te´cnicas na sintonizac¸a˜o do controlador.
Neste sentido, futuramente, e´ via´vel estudar e analisar a con-
vergeˆncia dos algoritmos adaptativos propostos, visando correlacionar
o comportamento do PPD com a dinaˆmica de malha fechada e a corres-
pondente parametrizac¸a˜o. Como ponto de partida, a otimalidade das
derivadas de primeira ordem (gradientes) deve ser garantida, mediante
as condic¸o˜es Karush-Kuhn-Tucker (KKT) (NOCEDAL; WRIGHT, 2006).
Na continuidade da presente pesquisa e´ mencionado de forma
pontual, futuros estudos que podem ser realizados:
 estender os presentes resultados para sistemas multivaria´veis
(MIMO e MISO),
 avaliar outras func¸o˜es custo visando melhorar a lei de controle
na utilizac¸a˜o em processos complexos, com objetivo de idealizar,
como por exemplo, um controlador PID digital,
 estudar e avaliar controladores baseados em modelo para, conjun-
tamente com o controlador MFAC, obter um melhor desempenho
dinaˆmico de malha fechada,
 analisar e comparar as te´cnicas de linearizac¸a˜o dinaˆmica na forma
parcial (PFDL) e na forma “full” ou completa (FFDL) com o
presente trabalho que utiliza a linearizac¸a˜o dinaˆmica na forma
compacta (CFDL),
 estudar no contexto BIBO (Bounded-Input Bounded-Output) a
estabilidade e convergeˆncia das diferentes formas de linearizac¸a˜o
dinaˆmica (CFDL, PFDL e FFDL) frente a sistemas na˜o lineares
SISO, MISO e MIMO,
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 aplicar outros algoritmos de identificac¸a˜o que possam melhorar a
estimativa do PPD e o fator energe´tico de controle,
 implementar um controlador livre de modelo com outras propos-
tas para o tratamento da rejeic¸a˜o de perturbac¸o˜es perio´dicas,
 investigar e sintetizar metodologias de robustez no MFAC,
 estudar outras abordagens de controladores livre de modelo,
 viabilizar a implementac¸a˜o de controladores preditivos, semelhante
ao GPC, no controlador MFAC, Apeˆndice G,
 aplicar e avaliar o controlador MFAC numa quantidade maior de
processos pra´ticos da indu´stria.
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APEˆNDICE A -- Sistemas benchmark
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A.1 INTRODUC¸A˜O
Os sistemas apresentados neste Apeˆndice esta˜o descritos em A˚stro¨m,
Panagopoulos e Ha¨gglund (1998) e A˚stro¨m e Ha¨gglund (2000), os quais
sa˜o utilizados para testes de simulac¸a˜o nume´rica nos controladores
desta dissertac¸a˜o, e discretizados com per´ıodo de amostragem ade-
quado. Para o sistema oscilato´rio emprega-se o modelo matema´tico
estimado do peˆndulo amortecido do Laborato´rio WEG Ensino do DAS-
PPGEAS.
A.2 SISTEMA COM DINAˆMICA BALANCEADA
O sistema de terceira ordem com caracter´ıstica dinaˆmica balan-
ceada e´ dado por
G(s) =
1
(s+ 1)3
(A.1)
e o per´ıodo de amostragem de Ts = 0.5 s.
A.3 SISTEMA ATRASO DOMINANTE
O sistema de oitava ordem com caracter´ıstica atraso dominante
e´ expresso da forma
G(s) =
e−15s
(s+ 1)8
(A.2)
e o per´ıodo de amostragem de Ts = 1 s.
A.4 SISTEMA LAG DOMINANTE
O sistema de primeira ordem com caracter´ıstica lag dominante
e´ representado por
G(s) =
e−5s
(100s+ 1)
(A.3)
e o per´ıodo de amostragem de Ts = 5 s.
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A.5 SISTEMA DE FASE NA˜O MI´NIMA
O sistema de terceira ordem com caracter´ıstica fase na˜o mı´nima
e´ dado por
G(s) =
1− s
(s+ 1)3
(A.4)
e o per´ıodo de amostragem de Ts = 0.15 s.
A.6 SISTEMA INTEGRADOR
O sistema de segunda ordem integrador tem a forma
G(s) =
0.1
s(s+ 1)2
(A.5)
e o per´ıodo de amostragem de Ts = 0.2 s.
A.7 SISTEMA OSCILATO´RIO
O sistema oscilato´rio, PAM (Figura 23), do laborato´rio WEG-
Ensino do DAS-PPGEAS, tem modelo estimado pelo Mı´nimos Qua-
drados Recursivo (MQR) dado por
G(s) =
11.69
s2 + 1.783s+ 9.874
(A.6)
e o per´ıodo de amostragem de Ts = 0.1 s.
Figura 23 – Processo peˆndulo amortecido.
Fonte: Elaborac¸a˜o pro´pria.
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A.8 SISTEMA INSTA´VEL
O sistema de primeira ordem insta´vel e´ representado por
G(s) =
2
s− 1 (A.7)
e o per´ıodo de amostragem de Ts = 0.1 s.
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APEˆNDICE B -- I´ndices de desempenho
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B.1 INTRODUC¸A˜O
Na literatura de controle sa˜o utilizados diferentes ı´ndices de de-
sempenho como medida quantitativa do desempenho do sistema de ma-
lha fechada. Regularmente empregados para ana´lise de seguimento de
refereˆncia, rejeic¸a˜o de perturbac¸a˜o, energia de controle, entre outros.
Pode-se considerar que o desempenho e´ “o´timo”quando estes indicado-
res quantitativos sa˜o minimizados visando o objetivo desejado.
Foram utilizadas para o presente Apeˆndice as seguintes refereˆncias:
Arau´jo et al. (2015)
Garpinger, Ha¨gglund e A˚stro¨m (2014)
Yu et al. (2014)
Seborg et al. (2010)
Lennart (1999)
Define-se Na e Nb como o intervalo de amostras [Na, Nb] a ser
avaliado na experimentac¸a˜o (tempo definido em cada simulac¸a˜o).
B.2 INTEGRAL DO ERRO ABSOLUTO PONDERADO NO TEMPO
(ITAE)
Este ı´ndice e´ equivalente a` soma das a´reas acima e abaixo do
valor de refereˆncia. Considera o mo´dulo do erro penalizado no tempo.
Assim, um erro inicial grande e´ ponderado com peso pequeno, enquanto
os erros que ocorrem no final sa˜o fortemente penalizados. A definic¸a˜o
matema´tica obedece a seguinte equac¸a˜o:
ITAE =
Nb∑
k=Na
|yr(k)− y(k)| ts2 (B.1)
B.3 INTEGRAL DO ERRO ABSOLUTO (IAE)
Este ı´ndice integra o erro absoluto ao longo do tempo e em
relac¸a˜o ao ITAE na˜o pondera a medida do erro. Se um sistema e´
avaliado com este ı´ndice pode-se dizer que tem desempenho adequado
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se apresenta baixo amortecimento e uma resposta transito´ria ra´pida.
A representac¸a˜o matema´tica e´ definida por
IAE =
Nb∑
k=Na
|yr(k)− y(k)| ts (B.2)
B.4 VARIAC¸A˜O TOTAL DO CONTROLE (TVC)
Obte´m-se a partir deste ı´ndice quanto varia o controle, avaliando
assim, o esforc¸o aplicado aos movimentos dos atuadores de um sistema
real. Matematicamente e´ representado por
TVC =
Nb∑
k=Na
|u(k)− u(k − 1)| ts (B.3)
B.5 I´NDICE DE CARACTERIZAC¸A˜O DO MODELO (MCI)
O MCI esta´ no intervalo de 0 a 1, considerando os limites de
0 ≤ MCI ≤ 0.2 para processos com dinaˆmica lag-dominante, 0.2 <
MCI < 0.7 para sistemas com dinaˆmica balanceada e 0.7 ≤ MCI ≤ 1
para processos com atraso de transporte dominante. O MCI e´ calculado
por
MCI =
θ
τ + θ
(B.4)
onde θ e´ o atraso de transporte e τ a constante de tempo de um sistema
dinaˆmico de primeira ordem.
APEˆNDICE C -- Trocador de calor
105
106
107
Considera-se o sistema do trocador de calor (TC) apresentado
por Al-Duwaish e Naeem (2001), onde o processo e´ representado por
um modelo Hammerstein das equac¸o˜es (C.1) e (C.2), ou seja,
xTC(k) =− 31.549uTC(k) + 41.732uTC(k)2−
24.201uTC(k)
3 + 68.634uTC(k)
4
(C.1)
yTC(k) =
0.207z−1 − 0.1764z−2
1− 1.608z−1 + 0.6385z−2xTC(k) (C.2)
onde xTC(k) e´ a na˜o linearidade esta´tica, uTC(k) e´ a variac¸a˜o do
fluido da entrada do processo TC e yTC(k) e´ a variac¸a˜o da tempera-
tura de sa´ıda do fluido considerando uma vaza˜o de vapor constante. A
entrada do processo e´ limitada na faixa de [0,1] e o per´ıodo de amos-
tragem e´ Ts = 1 s.
A Figura 24 apresenta a curva esta´tica do processo TC, eviden-
ciando a respectiva na˜o linearidade e tendo como objetivo de controle
manter a temperatura da sa´ıda do processo o mais pro´ximo poss´ıvel
da refereˆncia para pontos de operac¸a˜o na regia˜o da na˜o linearidade do
processo.
Figura 24 – Curva esta´tica do processo TC.
entrada
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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íd
a
-10
0
10
20
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40
50
60
Fonte: Elaborac¸a˜o pro´pria.
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APEˆNDICE D -- Sistema na˜o linear benchmark
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Considera-se o sistema na˜o linear benchmark (SNB) da equac¸a˜o
(D.1) apresentado em Hou e Jin (2014), isto e´,
y(k + 1) =
y(k)
1 + y(k)2
+ u(k)3 (D.1)
sendo um sistema cla´ssico da literatura dos controladores livre de mo-
delo, onde y(k) e´ a sa´ıda do sistema e u(k) e´ a entrada, e o per´ıodo
de amostragem e´ Ts = 0.1 s.
Na Figura 25 mostra-se a curva esta´tica do processo e tendo como
objetivo de controle variar a refereˆncia em pontos da na˜o linearidade
do processo mantendo a estabilidade do sistema.
Figura 25 – Curva esta´tica SNB.
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Fonte: Elaborac¸a˜o propria.
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APEˆNDICE E -- Sistema para ana´lise de tratamento da
saturac¸a˜o e perturbac¸a˜o perio´dica
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E.1 INTRODUC¸A˜O
Os sistemas benchmark a serem apresentados sa˜o utilizados co-
mumente na a´rea de controle como citado em apeˆndices pre´vios, para
verificar e avaliar as diferentes metodologias e algoritmos, sendo poss´ıvel
posteriormente implementar em sistemas com maior grau de complexi-
dade.
E.2 SISTEMA DE PRIMEIRA ORDEM (SDP)
O sistema de primeira ordem e´ representado por
G(s) =
5
(2s+ 1)
(E.1)
e o per´ıodo de amostragem e´ Ts = 0.05 s.
E.3 SISTEMA DE SEGUNDA ORDEM: MOTOR TACO-GERADOR
(MTG)
Considera-se o modelo matema´tico da planta experimental de se-
gunda ordem de comportamento sobreamortecido denominada MTG,
Motor Taco-Gerador (Figura 26), presente no laborato´rio WEG-Ensino
DAS-PPGEAS, a ser utilizada na avaliac¸a˜o do controlador MFAC vi-
sando a minimizac¸a˜o da saturac¸a˜o do controle na malha fechada do
sistema e rejeic¸a˜o de perturbac¸o˜es perio´dicas.
Figura 26 – Sistema de controle MTG.
Fonte: Elaborac¸a˜o pro´pria.
116
Consiste de um motor DC acoplado por uma pequena correia
a outro motor DC que e´ responsa´vel para gerar a tensa˜o tacome´trica
(media˜o da velocidade), conforme ilustra a Figura 27.
Figura 27 – Diagrama do sistema MTG.
Motor 
dinâmico + 
𝑝𝑒𝑟𝑡𝑢𝑟𝑏𝑎çã𝑜 
saída 
(V)  
entrada 
(V)  
Filtro 
Fonte: Elaborac¸a˜o pro´pria.
A entrada da planta e´ uma tensa˜o para o motor DC e a sa´ıda e´
tambe´m uma tensa˜o correspondente a velocidade angular. As tenso˜es
operam no intervalo de 0 a 5 V. A func¸a˜o de transfereˆncia aproximada
identificada que caracteriza a dinaˆmica (modelo) do MTG e´ dada por
G(s) =
1
(0.1s+ 1)(s+ 1)
(E.2)
sendo um modelo matema´tico estimado usando MQR, com per´ıodo de
amostragem de Ts = 0.1 s.
APEˆNDICE F -- Parametrizac¸a˜o aplicada nas simulac¸o˜es
nume´ricas
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F.1 SIMULAC¸O˜ES DO CAPI´TULO 2
F.1.1 Dinaˆmica balanceada
Controlador
Paraˆmetro MF MF-F MF-L MF-H MF-C
α 0.35 0.35 0.35 0.35 0.35
λ 3 3 3 3 3
φ(1) 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.5 0.5 0.5 0.5
µ 0.5 0.5 0.5 0.5 0.5
ε 0.001 0.001 0.001 0.001 0.001
p - 1 - - -
p1 - 0.436 - - 1.308
p2 - 0.049 - - 0.149
βL - - 1 - 1
Ny - - - 2 -
c - - - - -4
F.1.2 Atraso dominante
Controlador
Paraˆmetro MF MF-F MF-L MF-H MF-C
α 0.45 0.45 0.45 0.45 0.45
λ 10 10 10 10 10
φ(1) 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.5 0.5 0.5 0.5
µ 0.5 0.5 0.5 0.5 0.5
ε 0.001 0.001 0.001 0.001 0.001
p - 1 - - -
p1 - -0.091 - - 0.091
p2 - 0.003 - - 0.003
βL - - 1 - 0.1
Ny - - - 1 -
c - - - - 0.5
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F.1.3 Lag dominante
Controlador
Paraˆmetro MF MF-F MF-L MF-H MF-C
α 0.3 0.3 0.3 0.3 0.3
λ 10 10 10 10 10
φ(1) 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.5 0.5 0.5 0.5
µ 0.5 0.5 0.5 0.5 0.5
ε 0.001 0.001 0.001 0.001 0.001
p - 1 - - -
p1 - 0.436 - - 1.836
p2 - 0.049 - - -0.287
βL - - 3 - 1
Ny - - - 8 -
c - - - - -10
F.1.4 Fase na˜o mı´nima
Controlador
Paraˆmetro MF MF-F MF-L MF-H MF-C
α 0.15 0.15 0.15 0.15 0.15
λ 5 5 5 5 5
φ(1) 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.5 0.5 0.5 0.5
µ 0.5 0.5 0.5 0.5 0.5
ε 0.001 0.001 0.001 0.001 0.001
p - 3 - - -
p1 - -0.814 - - -0.814
p2 - 0.407 - - -1.219
βL - - 1 - 2
Ny - - - 2 -
c - - - - -6
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F.1.5 Integrador
Controlador
Paraˆmetro MF MF-F MF-L MF-H MF-C
α 0.8 0.8 0.8 0.8 0.8
λ 30 30 30 60 30
φ(1) 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.5 0.5 0.5 0.5
µ 0.5 0.5 0.5 0.5 0.5
ε 0.001 0.001 0.001 0.001 0.001
p - 1 - - -
p1 - 0.994 - - 0.994
p2 - -0.988 - - -0.988
βL - - 7 - 3
Ny - - - 1 -
c - - - - -5
F.1.6 Oscilato´rio
Controlador
Paraˆmetro MF MF-F MF-L MF-H MF-C
α 1.85 1.85 1.85 1.85 1.85
λ 16 16 16 16 16
φ(1) 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.5 0.5 0.5 0.5
µ 0.5 0.5 0.5 0.5 0.5
ε 0.001 0.001 0.001 0.001 0.001
p - 2 - - -
p1 - -1.235 - - 0.646
p2 - 0.549 - - -0.314
βL - - 10 - 2
Ny - - - 10 -
c - - - - 1
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F.1.7 Insta´vel
Controlador
Paraˆmetro MF MF-F MF-L MF-H MF-C
α 0.4 0.4 0.4 0.4 1.85
λ 3 3 3 3 16
φ(1) 0.5 0.5 0.5 0.5 0.5
σ 0.5 0.5 0.5 0.5 0.5
µ 0.5 0.5 0.5 0.5 0.5
ε 0.001 0.001 0.001 0.001 0.001
p - 1 - - -
p1 - -1.235 - - -0.412
p2 - 0.549 - - 0.183
βL - - 10 - 3
Ny - - - 2 -
c - - - - -4
F.2 SIMULAC¸O˜ES DO CAPI´TULO 3
F.2.1 Trocador de calor
Controlador
Paraˆmetro MFLAC CG-MFAC SF-MFAC NM-MFAC
umin 0 0 0 0
umax 1 1 1 1
α 0.15 0.15 0.15 0.15
λ(1) 4.5 4.5 4.5 4.5
φ(1) 0.5 0.5 0.5 0.5
σ 0.5 0.5 0.5 0.5
µ 0.5 0.5 0.5 0.5
ε 0.001 0.001 0.001 0.001
βCG1 - 0.1 - -
βCG2 - 0.001 - -
γSF1 - - 0.5 -
γSF2 - - 0.5 -
βSF1 - - 0.05 -
βSF2 - - 0.05 -
βNM1 - - - 0.01
βNM2 - - - 0.0001
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F.2.2 Sistema na˜o linear benchmark
Controlador
Paraˆmetro MFLAC CG-MFAC SF-MFAC NM-MFAC
umin 0 0 0 0
umax 5 5 5 5
α 0.5 0.5 0.5 0.5
λ(1) 3 3 3 3
φ(1) 0.5 0.5 0.5 0.5
σ 0.5 0.5 0.5 0.5
µ 0.5 0.5 0.5 0.5
ε 0.001 0.001 0.001 0.001
βCG1 - 0.01 - -
βCG2 - 0.001 - -
γSF1 - - - -
γSF2 - - 0.02 -
βSF1 - - - -
βSF2 - - 0.001 -
βNM1 - - - 0.001
βNM2 - - - 0.0001
F.3 SIMULAC¸O˜ES DO CAPI´TULO 4
F.3.1 MFAC+ILC
Controlador
Paraˆmetro MFAC+ILC MFAC+ILC
α 0.5 0.5
λ 2 2
φ(1) 0.5 0.5
σ 0.5 0.5
µ 0.5 0.5
ε 0.001 0.001
d0 carga 0.2 -
Amplitude d0 - 0.2
Frequeˆncia d0 - 0.157
ρ 0.25 0.25
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F.3.2 Sistema de primeira ordem benchmark
Controlador
Paraˆmetro MF TS-MF MF R-MF
umin 0 0 0 0
umax 1 1 1 1
α 0.15 0.15 0.15 0.15
λ 13.5 13.5 15 15
φ(1) 1 1 1 1
σ 0.5 0.5 0.5 0.5
µ 0.5 0.5 0.5 0.5
ε 0.001 0.001 0.001 0.001
Tts - 10 - -
Amplitude d0 - - 0.1 0.1
Frequeˆncia d0 - - 0.785 0.785
Kr - - - 0.55
αrep - - - 0.01
F.3.3 Motor Taco Gerador
Controlador
Paraˆmetro MF-H TS-MF-H MF-H R-MF-H
umin 0 0 0 0
umax 5 5 5 5
α 1.75 1.75 0.35 0.35
λ 0.03 0.03 20 20
φ(1) 1 1 0.8 0.8
σ 0.5 0.5 0.5 0.5
µ 0.5 0.5 0.5 0.5
ε 0.001 0.001 0.001 0.001
Ny 2 2 1 1
βts - -0.8 - -
Amplitude d0 - - 0.1 0.1
Frequeˆncia d0 - - 0.314 0.314
Kr - - - 1.5
αrep - - - 0.45
APEˆNDICE G -- Resumo do projeto LR-MFAC
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O objetivo desta apeˆndice e´ apresentar um resumo do projeto do
controlador livre de modelo preditivo, denominado LR-MFAC, a partir
dos controladores preditivo de horizonte estendido (CLARKE; MOHTADI;
TUFFS, 1987) e do MFAC (CAO; BAI; HOU, 2008).
A Equac¸a˜o (2.3) pode ser calculada para um horizonte de Ny
passos a frente, isto e´,
Y (k + 1) = Fy(k) +G(k)∆U(k) (G.1)
onde
∆U(k) = [∆u(k), ...,∆u (k +Nu − 1) , 0, ..., 0]TNy×1
Y (k + 1) = [y(k + 1), ..., y (k +Ny)]
T
F = [1, ..., 1]TNy×1
(G.2)
sendoNy o horizonte de predic¸a˜o da sa´ıda eNu o horizonte do controle.
A condic¸a˜o Nu < Ny, com ∆u = 0 para k = Nu, ..., Ny − 1
e´ adotada. O preenchimento da matriz G da topologia do controle
preditivo e´ da forma
GNy,Nu =

φ(k) 0 0 0
φ(k) φ(k + 1) 0 0
...
...
...
...
φ(k) φ(k + 1) · · · φ(k +Nu − 1)
...
...
...
...
φ(k) φ(k + 1) · · · φ(k +Nu − 1)

(G.3)
e a dimensa˜o da matriz e´ Ny ×Nu.
A abordagem a ser desenvolvida nesta pesquisa, usa a ideia pro-
posta em Hedjar (2014), aplicada na adaptac¸a˜o do PPD a Ny passos,
Equac¸a˜o (G.4), do instante k variando ate´ o instante k +Ny, onde
φ (k +Ny) ∼= φ(k) +Ny
dφ(k)
dt
(G.4)
Para o projeto do controlador e´ minimizada a func¸a˜o objetivo
do controle preditivo, empregando-se as Equac¸o˜es (G.1), (G.2) e (G.3).
Destaca-se a aplicac¸a˜o da aproximac¸a˜o a diferenc¸as backward de pri-
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meira ordem para a derivada da Equac¸a˜o (G.4), ou seja,
dφ(k)
dt
∼= φ(k)− φ(k − 1)
Ts
(G.5)
onde Ts e´ o per´ıodo de amostragem.
Testes preliminares mostraram um bom desempenho em siste-
mas nume´ricos realimentados. Entretanto, na˜o sera´ abordado nesta
dissertac¸a˜o.
