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POINT CONFIGURATIONS AND TRANSLATIONS
HENDRIK BA¨KER
Abstract. The spaces of point configurations on the projective line up to the
action of SL(2,K) and its maximal torus are canonically compactified by the
Grothdieck-Knudsen and Losev-Manin moduli spaces M0,n and Ln respec-
tively. We examine the configuration space up to the action of the maximal
unipotent group Ga ⊆ SL(2,K) and define an analogous compactification. For
this we first assign a canonical quotient to the action of a unipotent group
on a projective variety. Moreover, we show that similar to M0,n and Ln this
quotient arises in a sequence of blow-ups from a product of projective spaces.
1. Introduction
In the present paper we examine point configurations on the projective line up to
translations. In general, let us consider n distinct points on P1. Then the open
subset U ⊆ Pn1 consisting of pairwise different coordinates is the space of possible
configurations. For an algebraic group G acting on P1 the question arises what the
resulting equivalence classes of configurations are, i.e. we ask for a quotient U/G
of the diagonal action and a possible canonical compactification.
In the case of the full automorphism group G = SL(2,K) this problem has been
thoroughly studied. The space of configuration classes is canonically compactified
by the famous Grothendieck-Knudsen moduli space M0,n, i.e. we have
M0,n = U / SL(2,K) ⊆ M0,n.
Originally introduced as moduli space of certain marked curves Kapranov shows in
[16] thatM0,n has (among others) the following two equivalent descriptions. Firstly
it arises as the GIT-limit of Pn1 with respect to the G-action, i.e. the limit of the
inverse system of Mumford quotients. Secondly, it can be viewed as the blow-up
of Pn−3 in n − 1 general points and all the linear subspaces of dimension at most
n− 5 spanned by them.
Later this setting has been studied in the case where the full automorphism group
was replaced by its maximal torus K∗ ⊆ Sl(2,K). Similarly, it turns out that the
Losev-Manin moduli space Ln coincides with the the GIT-limit, which in this case
is the toric variety associated to the permutahedron. Again, the GIT-limit arises
in a sequence of (toric) blow-ups from projective space, see [11, 15, 17].
In this paper we treat point configurations on P1 up to the action of the maxi-
mal connected unipotent subgroup Ga ⊆ SL(2,K). It consists of upper triangular
matrices with diagonal elements equal to 1K and can be thought of as group of
translations. Since Ga is not reductive, we are faced with the additional problem
of first finding to suitable replacement for the GIT-limit, i.e. assigning a canonical
quotient to this action. This will be overcome in the following manner.
Doran and Kirwan introduce in [9] the notion of finitely generated semistable points
admitting so-called enveloped quotients. Moreover, in [2] Arzhantsev, Hausen and
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Celik propose a Gelfand-MacPherson type construction which allows to apply meth-
ods from reductive GIT to obtain these enveloped quotients. Building on this work
we obtain again an inverse system and the corresponding GIT-limit. In general the
enveloped quotients are not projective, hence one cannot expect the GIT-limit to
be so.
We then show that (up to nomalisation) the limit quotient, i.e. a canonical compo-
nent of the GIT-limit, is canonically compactified by an iterated blow-up of Pn−11 .
To make this a little more precise consider a subset A ⊆ {2, . . . , n}. Denoting
by T2, S2, . . . , Tn, Sn the homogeneous coordinates on P
n−1
1 we associate to A a
subscheme XA on P
n−1
1 given by the ideal〈
T 2i , TjSk − TkSj ; i, j, k ∈ A, j < k
〉
.
The scheme-theoretic inclusions give rise to a partial order of these subschemes.
Let Bl(Pn−11 ) denote the blow-up of P
n−1
1 in all these subschemes in non-descending
order.
Theorem. If P1
∼
/
LQ Ga and B˜l(P
n−1
1 ) denote the normalisations of the limit quotient
and the above blow-up of Pn−11 respectively, then we have open embeddings
U/Ga ⊆ P
n
1
∼
/
LQ
Ga ⊆ B˜l(P
n−1
1 ).
In the case of two distinct points, i.e. n = 2, the latter space is simply P1. If n = 3
holds, then the compatification B˜l(P1×P1) is the unique non-toric, Gorenstein, log
del Pezzo K∗-surface of Picard number 3 with a singularity of type A1. Similar to
M0,5 which arises as a single Mumford quotient of the cone over the Grassmannian
Gr(2, 5), this surface is the Mumford quotient of the cone over the Grassmannian
Gr(2, 4). For higher n an analogous Mumford quotient needs to be blown up as
will be described in Section 5.
The paper is organized as follows. In Section 2 we recall the results of [2] and
introduce the non-reductive GIT-limit and limit quotient. In the following Section 3
we apply these constructions to the action of Ga on Pn1 . We discuss explicitly the
GIT-fan which contains the combinatorial data needed to make the limit quotient
accessible. The blow-ups of Pn−11 will be dealt with in a mostly combinatorial way,
i.e. as proper transforms with respect to toric blow-ups. For this we prove a result
on combinatorial blow-ups in the spirit of Feichtner and Kozlov, see [10]. This will
be carried out in Section 4. The final Section 5 then is dedicated to the proof of
the main theorems.
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2. The non-reductive GIT-limit
In this section we deal with the problem of assigning a canonical quotient to the ac-
tion of a unipotent group G on a Mori Dream Space X , i.e. a Q-factorial, projective
variety with finitely generated Cox ring R(X). For reductive groups an answer to
this problem is the GIT-limit, i.e. the limit of the inverse system consisting of the
Mumford quotients Xss(D)//G. However, this method relies on Hilbert’s Finiteness
Theorem which guarantees, that for a linear action of a reductive group G on any
affine algebra the invariant algebra is affine again. So we make a further finiteness
assumption on certain G-invariants which for example holds when G = Ga.
In [9, Definition 4.2.6] Doran and Kirwan introduce the notion of finitely generated
semistable sets for the action of a unipotent group, namely the setsXssfg(D) :=
⋃
Xf
where D is some ample divisor, f ∈ OnD(X)G is an invariant section for some n > 0
and O(Xf )G is finitely generated. These sets possess enveloped quotients
r : Xssfg(D) → r (X
ss
fg(D)) ⊆ X//DG
where the enveloping quotient X//DG can be obtained by gluing together the affine
varieties Spec(O(Xf )G). Using a Gelfand-MacPherson type correspondence de-
scribed in [2] we now turn this collection of enveloped quotients into an inverse
system.
Consider the action of an affine-algebraic, simply connected group G with trivial
character group X(G) on the normal, projective variety X . Let K ⊆WDiv(X) be
a free and finitely generated group of Weil divisors mapping isomorphically onto
the divisor class group Cl(X). We then associate to X a sheaf of graded algebras
R :=
⊕
D∈K
OD.
We suppose that the algebra of global sections R(X), i.e. the Cox ring of X , is
finitely generated. The K-grading yields an action of the torus H := Spec(K[K])
on the relative spectrum Xˆ := SpecX(R) and the canonical morphism p : Xˆ → X is
a good quotient for this action. By linearisation the G-action on X lifts to a unique
action of G on the total coordinate space X := Spec(R(X)) which commutes with
the H-action and turns p into an equivariant morphism, see [12, Section 1].
Now suppose that the algebra of invariants R(X)G is finitely generated as well and
let Y be its spectrum. The inclusion of the invariants gives rise to a morphism
κ : X → Y . Since κ is not necessarily surjective, it need not have the universal
property of quotients. However, passing to the category of constructible spaces we
obtain a categorical quotient κ : X → Y
′
:= κ(X), see [2] for details.
For every ample D ∈ K standard geometric invariant theory provides us with a set
of semistable points
Y
ss
(D) :=
⋃
Y f where f ∈ R(X)
G
nD and n > 0.
These sets admit good quotients for the H-action which are isomorphic to the
enveloping quotient X//DG in the sense of Doran and Kirwan. The set of finitely
generated semistable points Xssfg(D) can be retrieved from Y
ss
(D) by
Xssfg(D) = p(Uˆ) where Uˆ := κ
−1(Y
ss
(D)).
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The situation fits into the following commutative diagram:
X
κ
++
Xˆ⊇
p

Uˆ⊇
κ //
p

Y
ss
(D) ∩ Y
′ ⊆
⊆
q

Y
′
Y
ss
(D)
q′

Y
⊆
⊆
X Xssfg(D)⊇
r

V V ⊆
X//DG =
Y
ss
(D)//H
In this setting [2, Corollary 5.3] answers the question whether the morphisms q and
r are categorical quotients.
Proposition 2.1. If for every v ∈ V the closed H-orbit lying in q′−1(v) is contained
in Y
′
(e.g. q′ is geometric), then q and r are categorical quotients for the H- and
G-actions respectively.
In order to define a canonical quotient for the action of G on X we first recall
the respective methods in reductive geometric invariant theory. For the affine va-
riety Y let Y 1, . . . , Y r be the sets of semistable points arising from ample divisors.
Whenever we have Y i ⊆ Y j for two of these set we obtain a commutative diagram.
Y i //

Y j

Y i//H
ϕij // Y j//H
The morphisms ϕij : Y i//H → Y j//H turn the collection of quotients into an inverse
system, the GIT-system. Its inverse limit Y
GIT
/
Lim
H is called GIT-limit. There exists
a canonical morphism ⋂
Y i → Y
GIT
/
Lim
H
and the closure of its image is the limit quotient Y /
LQ
H of Y with respect to H .
Note that in the literature this space is also called ’canonical component’ or ’GIT-
limit’. In general, the limit quotient need not be normal; its normalisation is the
normalised limit quotient Y
∼
/
LQ
H .
We now turn to the non-reductive case. As constructible subsets of Y i//H the
corresponding enveloped quotients Vi inherit the above morphisms ϕij , and again
form an inverse system.
Definition 2.2. The (non-reductive) GIT-limit X
GIT
/
Lim
G of X with respect to the
G-action is the limit of the inverse system of enveloped quotients.
The non-reductive GIT-limit X
GIT
/
Lim G is a constructible subset of the reductive GIT-
limit Y
GIT
/
Lim
H . Analogously, we obtain a canonical morphism into the (non-reductive)
GIT-limit X
GIT
/
Lim
G ⋂
(Y
′
∩ Y i) → X
GIT
/
Lim
G.
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Definition 2.3. The (non-reductive) limit quotient X /LQ G of X with respect to the
G-action is the closure of the image of the above morphism. Its normalisation is
the normalised limit quotient X
∼
/
LQ
G.
The limit quotient in general appears to be relatively hard to access. However, if
Y is factorial we can realise it up to normalisation as a certain closed subset of a
toric variety as follows. For this consider homogeneous generators f1, . . . , fr of the
K-graded algebra O(Y ). With deg(Ti) := deg(fi) we obtain a graded epimorphism
K[T1, . . . , Tr] → O(Y ); Ti 7→ fi.
This gives rise to an equivariant closed embedding of Y into Kr. We denote by Q
the the matrix recording the weights deg(fi) as columns and fix a Gale dual matrix
P , i.e. a matrix with PQt = 0. The Gelfand-Kapranov-Zelevinsky-decomposition
(GKZ-decomposition) of P is the fan
Σ := {σ(v); v ∈ Qr−rk(K)}, σ(v) :=
⋂
v∈τ◦
τ
where τ is a cone generated by some of the columns of P . It is known that the
normalised limit quotient Kr
∼
/
LQ H is a toric variety with corresponding fan Σ. Now
suppose that Y is factorial. Then every set of semistable points of Y arises as
intersection of Y with a set of semistable points on Kr. In this situation we ob-
tain a closed embedding of the GIT-limits Y
GIT
/
Lim
H → Kr
GIT
/
Lim
H and hence of the
respective limit quotients. The inverse image of Y /LQ H under the normalisation
map ν : Kr
∼
/
LQ H → K
r /
LQ H is in general not normal. However, its normalisation
conincides with the normalised limit quotient Y
∼
/
LQ
H . The situation fits into the
following commutative diagram.
Y
∼
/
LQ
H //
%%❑❑
❑❑
❑❑
❑❑
❑❑
ν−1(Y /
LQ
H) //
ν

Kr
∼
/
LQ
H
ν

Y /LQ H // K
r /
LQ H
Finally, if T is the dense torus in Kr, then ν−1(Y /
LQ
H) coincides with the closure
of (Y ∩ T )/H in Kr
∼
/
LQ
H . Hence we obtain a normalisation map
Y
∼
/
LQ H →
(
(Y ∩ T ) /H
)Σ
.
3. Point configurations on P1 and translations
In this section we examine point configurations on Pn1 up to translations. For this
we consider the diagonal action of Ga on P
n
1 and explicitly perform the Gelfand-
MacPherson type construction introduced in the preceding section. We determine
the GIT-fan describing the variation of quotients and show that it is closely related
to the well known GIT-fan stemming from the action of the full automorphism
group SL(2,K) on Pn1 .
For this we consider the unipotent group
Ga =
{(
1 k
0 1
)
; k ∈ K
}
⊆ SL(2,K),
and its action on X := (Kn)2 given by
A ·
[
x1 . . . xn
y1 . . . yn
]
:=
[
A
(
x1
y1
)
, . . . , A
(
xn
yn
)]
.
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Viewing [xi, yi] as homogeneous coordinates of the factors in Pn1 this gives rise to
an induced action on X := Pn1 . Note that the Cox ring of X is
R(X) = O(X) = K[T1, . . . , Tn, S1, . . . , Sn]
together with a Cl(X)-grading defined by deg(Ti) = deg(Si) = ei ∈ Zn = Cl(X).
A first Propositions concerns the algebra of invariants in R(X) and its spectrum.
Proposition 3.1. Consider the above Ga-action on X.
(i) The subalgebra O(X)Ga ⊆ O(X) is generated by
S1, . . . , Sn, TjSk − TkSj, with 1 ≤ j < k ≤ n.
(ii) The canonical morphism κ′ : X → Y where Y := Spec(O(X)Ga) fits into
a commutative diagram
X
κ : (x,y) 7→ (1,x)∧ (0,y) //
κ′
&&▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲
∧2Kn+1
Y
ι
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦
where ι is a closed embedding and its image ι(Y ) is the affine cone over the
Grassmannian Gr(2, n+1). Its vanishing ideal is generated by the Plu¨cker
relations
TijTkl − TikTjl + TilTjk, with 0 ≤ i < j < k < l ≤ n,
where Tij = (ei ∧ ej)∗ are the dual basis vectors of the standard basis.
Proof. The invariants have been described by Shmelkin, see [18, Theorem 1.1]. For
(ii) we define ι by its comorphism
ι∗ : T0i 7→ Si, Tjk 7→ TjSk − TkSj where 1 ≤ i ≤ n, 1 ≤ j < k ≤ n.
Clearly, ι∗ is surjective, hence ι is an embedding. Moreover, the pullback of the
Plu¨cker relations with ι∗ gives the zero ideal. Thus Y lies in the affine cone
C(Gr(2, n+ 1)). It now suffices to show that Im(κ′) has dimension 2n− 1.
For this consider two points (x, y), (x′, y′) with only non-zero coefficients. If they
have distinct orbits, then the orbits are separated by the invariants: If y 6= y′ holds,
then there exists a separating Si. Otherwise we can choose a separating TiSj−TjSi.
Hence, over an open set the fibres of κ′ are one-dimensional and thus the image of
κ′ is (2n− 1)-dimensional. 
While for reductive groups the quotient morphism κ′ is surjective, this fails in
general. We provide a description of the image of
κ : X = (Kn)2 →
∧2
Kn+1; (x, y) 7→ (1, x) ∧ (0, y).
Via the embedding of the preceeding proposition we view Y as subset of
∧2Kn+1.
Observe that Y contains the affine cone Y
⋆
of the smaller Grassmannian Gr(2, n)
in the following canonical manner:
Y
⋆
= {(0, x) ∧ (0, y); x, y ∈ Kn} ⊆ Y .
Proposition 3.2. The image of κ is κ(X) = (Y \ Y
⋆
) ∪ {0} .
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Proof. From the definition of the morphism κ it follows that its image is contained
in (Y \ Y
⋆
) ∪ {0}. For the reverse inclusion consider
z =
∑
zijei ∧ ej ∈ Y \ Y
⋆
.
We define y := (z01, . . . , z0n) ∈ Kn; note that y 6= 0 holds. With the identification
Kn = {0} ×Kn ⊆ Kn+1 we obtain an affine subspace Wy by
Wy := e0 ∧ y +
∧2
Kn ⊆
(
Ke0
∧
Kn
)
⊕
∧2
Kn =
∧2
Kn+1.
Since z lies in Wy ∩ Y , it suffices to show that κ( · , y) maps Kn onto Wy ∩ Y .
Clearly, by definition of κ, the image of κ( · , y) lies in Wy ∩Y . To show surjectivity
we regard Wy as a vector space with origin e0 ∧ y. Then there is a linear map
ϕ : Wy →
∧3
Kn; e0 ∧ y + u ∧ v 7→ u ∧ v ∧ y.
Observe that we have inclusions Im(κ( · , y)) ⊆ Zy ⊆ ker(ϕ). We claim that equality
holds in both cases. Since κ( · , y) is linear of rank n− 1, the claim follows from
dim(ker(ϕ)) = dim(Wy)− rank(ϕ) =
(
n
2
)
−
(
n− 1
2
)
= n− 1.

We recall from [6, Section 2] the definition of the GIT-fan. Let the algebraic torus
H := (K∗)n act diagonally on Kr via the characters χw1 , . . . , χwr , wi ∈ Zn, i.e.
h · z := (χw1(h) z1, . . . , χ
wr(h) zr)
and suppose that Y ⊆ Kr is invariant under this action. Then the GIT-fan is
defined as the collection of cones
ΛH(Y ) := {λ(w); w ∈ Q
n}; λ(w) :=
⋂
w∈ωI
ωI ⊆ Q
n,
where ωI := cone(wi; i ∈ I) is the cone associated to a Y -set I, i.e. a subset
I ⊆ {1, . . . , r} for which the corresponding stratum {y ∈ Y ; yi 6= 0 ⇐⇒ i ∈ I} is
non-empty.
We turn back to our setting. The Cl(X)-grading of the Cox ring R(X) = O(X)
yields a diagonal action of the algebraic torus H := (K∗)n = Spec(K[Cl(X)]) on
X = (Kn)2 where
h · (x, y) = (h1x1 , . . . , hnxn , h1y1 , . . . , hnyn).
Since the subalgebra O(X)Ga inherits the Cl(X)-grading, the H-action descends
to its spectrum Y ⊆
∧2Kn+1, turning κ into an equivariant morphism. Here the
action is explicitly described by
h · e0 ∧ ej = hj e0 ∧ ej, h · ei ∧ ej = hihj ei ∧ ej.
Note that this action differs from the well known maximal torus action. It rather is a
submaximal action, with some connection to the maximal one, see Proposition 3.6.
In order to obtain the GIT-fan ΛH(Y ) we consider the two-block partitions of N :=
{1, . . . , n}, i.e. partitions where N is a union of two disjoint subsets A,Ac. To each
such partition R = {A,Ac} we associate the hyperplane
HR :=
{
x ∈ Qn;
∑
i∈A
xi =
∑
i∈Ac
xi
}
.
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Theorem 3.3. Consider the above H-action on the affine cone Y over the Grass-
mann variety Gr(2, n + 1) and set Ω := Qn≥0. The GIT-fan ΛH(Y ) is the fan
supported on Ω with walls given by the intersections HR ∩Ω where R runs through
the two-block partitions of N .
The key step of the proof is relate our submaximal H-action on Y to the maxi-
mal torus action on the smaller Grassmannian cone Y
⋆
, see Proposition 3.6. The
latter action is well understood, in particular the GIT-fan was described in [8,
Example 3.3.21].
The first step, however, is to provide a description of the Y - and Y
⋆
-sets. We need
some further notation:
N := {1, . . . , n} N := {{i, j}; 1 ≤ i < j ≤ n}
N0 := {0, . . . , n} N0 := {{i, j}; 0 ≤ i < j ≤ n}
Recall that the cones over the Grassmannians lie in the wedge products Y
⋆
⊆∧2Kn, Y ⊆ ∧2Kn+1. We use the above index sets N and N0 to refer to the
coordinate indices where {i, j} labels ei ∧ ej .
Proposition 3.4. A subset I ⊆ N0 is a Y -set if and only if I satisfies the following
condition
(∗) {i, j}, {k, l} ∈ I =⇒ {j, l}, {i, k} ∈ I or {j, k}, {i, l} ∈ I.
Proof. It follows from the nature of the Plu¨cker relations that a Y -set I has in fact
the property (∗). We prove that a subset of N satisfying (∗) is a Y -set by induction
on n. For this recall that we have commutative diagram of closed embeddings
C(Gr(2, n+ 1)) Y // (Ke0
∧
Kn)⊕
∧2Kn ∧2Kn+1
C(Gr(2, n))
OO
Y
⋆ //
OO
∧2Kn
OO
where the embedding of the surrounding wedge products is reflected by the inclusion
N ⊆ N0. Let I ⊆ N0 be a set with the property (∗). If I ⊆ N holds, then the
assertion follows from the induction hypothesis. We turn to the case where there
exists k ∈ N such that {0, k} lies in I. We will explicitly construct an element z ∈ Y
for which zij vanishes if and only if {i, j} does not lie in I. For this we introduce
two graph graph structures on N by G12 := (N, E1 ∪ E2) and G2 := (N, E2), where
E1, E2 are sets of edges on N defined by
E1 :=
{
{i, j} ∈ I; {0, i} ∈ I or {0, j} ∈ I
}
,
E2 :=
{
{i, j} ∈ N0 \ I; {0, i}, {0, j} ∈ I
}
.
From the definition of the edge sets of the respective graphs we know that if {i} is
a connected component of G12, then it also is a connected component of G2. Let
F1, . . . ,Fq be the connected components of G2 different from a component {i} of
G12. We define a vector x ∈ Kn by
xi :=
{
0 if {i} is a component of G12,
p if {i} ⊆ Fp holds.
Moreover, we define y ∈ Kn by yj := 1 if {0, j} ∈ I and yj := 0 if {0, j} /∈ I. We
then claim that z := (1, x) ∧ (0, y) has the property
zij 6= 0 ⇐⇒ {i, j} ∈ I.
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Since z0j = yj holds, it is clear that the claim is true for the components of this
type. For 0 6= i < j the components of z can be written as
zij = xi yj − xj yi =


0 if {0, i}, {0, j} /∈ I,
± xi if {0, i} /∈ I, {0, j} ∈ I,
xi − xj if {0, i}, {0, j} ∈ I.
We now go through these three cases and verify for each that {i, j} lies in I if and
only if zij 6= 0 holds.
Assume that {0, i}, {0, j} /∈ I holds and recall that there exists a k ∈ N with
{0, k} ∈ I. It follows from (∗) applied to {0, k}, {i, j} that {i, j} does not lie in I.
For the second case suppose that {0, i} /∈ I and {0, j} ∈ I hold. We then have
xi 6= 0 ⇐⇒ there exists l ∈ N such that {i, l} ∈ E1 or {i, l} ∈ E2
⇐⇒ there exists l ∈ N such that {i, l} ∈ E1
⇐⇒ {i, j} ∈ I
For the second equivalence note that {0, i} /∈ I holds which implies {i, l} /∈ E2. The
third equivalence is due to an application of (∗) to {0, j} {i, l}.
In the last case where {0, i}, {0, j} ∈ I holds we obtain
xi = xj ⇐⇒ i, j lie in the same connected component of G2
or {i}, {j} are connected components of G12
⇐⇒ {i, j} ∈ E2 or {i}, {j} are connected components of G12
⇐⇒ {i, j} /∈ I
For the second equivalence we use that each connected component of G2 is a com-
plete graph, which follows (∗). 
Remark 3.5. The affine cone Y
⋆
over the smaller Grassmannian Gr(2, n) is in-
variant under the H-action. The corresponding GIT-fan ΛH(Y
⋆
) of this restricted
action is well known, it was described in terms of walls in [8, Example 3.3.21] and
[3, Example 8.5] as follows: Set
Ω⋆ := cone(ei + ej; 1 ≤ i < j ≤ n) ⊆ Q
n
≥0.
Then the GIT fan ΛH(Y
⋆
) is the fan supported on Ω⋆ with walls given by the
intersections of Ω⋆ with the above hyperplanes HR.
Proposition 3.6. The GIT-fan ΛH(Y
⋆
) is a subfan of ΛH(Y ).
Remark 3.7. Proposition 3.6, the universal property of the limit quotient (see [5,
Remark 2.3]) and the inclusion Y
⋆
⊆ Y show that there is a closed embedding of
the respective limit quotients M0,n = Y
⋆
/
LQ H ⊆ Y /LQ H .
Moreover, for any λ ∈ ΛH(Y
⋆
) the preimage p−1(Y
⋆ss
(λ)) lies in Y
ss
(λ) where
p :
∧2
Kn+1 = Ke0
∧
Kn ⊕
∧2
Kn →
∧2
Kn
is the projection. This gives rise to an open subset U ⊆ Y /
LQ
H of the limit quotient
and a surjective morphism p : U →M0,n.
Example 3.8. Consider the weights of the coordinates of the H-action on
∧2Kn+1
w01 := e1, . . . , w0n := en, wjk := ej + ek, 1 ≤ j < k ≤ n.
The following pictures of polytopal complexes arise from intersecting the GIT-fan
ΛH(Y ) with the hyperplane given by 1 = x1 + . . .+ xn in the cases n = 3, 4. The
shaded area indicates the support Ω⋆ of ΛH(Y
⋆
).
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w01 w12 w02
w03
w13 w23
w01 w02
w03
w04
w12
w14
w23
w34
w12
w13
w14
w23
w24
w34
n = 3 n = 4
In the case n = 3 the three walls of the GIT-fan are generated by two of the vectors
w12, w13, w23 and correspond to the two-block partitions
{{1}, {2, 3}}, {{2}, {1, 3}} and {{3}, {1, 2}}.
In the case n = 4 again the hyperplanes separating Ω⋆ from the remaining 4 cones
correspond to the partitions of the type {{i}, {j, k, l}}. The dotted lines in the right
picture indicate the fan structure inside ΛH(Y
⋆
). There are eight maximal cones
arising from 3 hyperplanes of the form {{i, j}, {k, l}}.
Proof of Proposition 3.6. Recall that the weights of the coordinates of the H-action
are
w01 := e1, . . . , w0n := en, wjk := ej + ek, 1 ≤ j < k ≤ n.
The GIT-fans ΛH(Y ) and ΛH(Y
⋆
) are the collections of cones which arise as inter-
sections of cones ωI = cone(wij ; {i, j} ∈ I) associated to Y - or Y
⋆
-sets respectively.
From Proposition 3.4 we know that every Y
⋆
-set is also a Y -set. This means we
only have to show that for every Y -set I ⊆ N0 there exists a Y
⋆
-set J ⊆ N such
that ωI ∩ Ω⋆ = ωJ holds. For a Y -set I ⊆ N0 we set
J := J1 ∪ J2, J1 := I ∩N, J2 := {{i, j}; {0, i}, {0, j} ∈ I}
and prove that J has the required properties. We first claim that J is an Y
⋆
-set.
For this we check that the condition of Proposition 3.4 applies to any two elements
of J . If these two elements lie either both in J1 or J2 then the claim follows from I
being a Y -set or the construction of J2 respectively. For the remaining case consider
{j, k} ∈ J1 and {i1, i2} ∈ J2. Since both {0, i1} and {j, k} lie in I, we can without
loss of generality assume that also {i1, j} and {0, k} lie in I. Finally with {0, i2} ∈ I
we conclude that {i2, j}, {i1, k} are elements of J . This shows that J is a Y
⋆
-set.
We now prove ωI ∩Ω⋆ = ωJ . It is easy to see that ωJ is in fact contained in ωI ∩Ω⋆;
we turn to the reverse inclusion. With non-negative ai, ajk let
x :=
∑
I\N
aiw0i +
∑
I∩N
ajkwjk
lie in ωI ∩ Ω⋆. We show that x is a non-negative linear combination of elements
wη, η ∈ J . Let ai1 be minimal among all ai with {0, i} ∈ I. For an arbitrary
{0, i2} ∈ I we then replace in the above sum
ai1w0i1 + ai2w0i2 by (ai2 − ai1)w0i2 + ai1wi1i2 .
Note that now {i1, i2} lies in J2. Iterating this process we see that there exists
some {0, i} ∈ I such that x has the form
(∗∗) x = biw0i +
∑
J1∪J2
bjkwjk.
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Without loss of generality we assume that i = 1 holds. The condition x ∈ Ω⋆
implies x1 ≤ x2 + . . .+ xn, hence we have
b1 ≤ 2
∑
{j, k} ∈ J
j, k 6= 1
bjk and b1 = 2
∑
{j, k} ∈ J
j, k 6= 1
b′jk
for certain 0 ≤ b′jk ≤ bjk. Plugging w01 =
1/2(w1j +w1k−wjk) into (∗∗) we obtain
a non-negative linear combination
x =
∑
{j, k} ∈ J
j, k 6= 1
(
(b1j + b
′
jk)w1j + (b1k + b
′
jk)w1k + (bjk − b
′
jk)wjk
)
+
∑
{1, k} ∈ J
b1kw1k.
The last step to show is that for {j, k} ∈ J both {1, j} and {1, k} lie in J . Recall that
we have {0, 1} ∈ I. If {j, k} lies in J2, then this follows directly from construction
of J2. Otherwise we can without loss of generality assume that {0, j}, {1, k} lie in
I. The claim again follows from the construction of J2. 
Proof of Theorem 3.3. As before we denote the weights of coordinates with respect
to the H-action by w0i = ei, wjk = ej + ek. From Proposition 3.6 we know that
ΛH(Y ) has the asserted form on Ω
⋆. Note that the remaining support Ω\relint(Ω⋆)
is the union of the cones
σi := cone(wij ; j ∈ N \ {i}), i = 1, . . . , n.
None of the hyperplanes HR intersect σi in its relative interior. This means that
we have to prove that σi is a cone in the GIT-fan ΛH(Y ), i.e. the intersection of
cones ωI associated to Y -sets. Note that σi itself is a cone associated to a Y -set.
Hence, it suffices to show that for any Y -set I ⊆ N0 the intersection ωI ∩ σi is a
face of σi. Without loss of generality we assume that i equals 1 and set σ := σ1.
We now claim that ωI ∩ σ = ωJ holds where
J := J1 ∪ J2; J1 := I ∩ {{1, j}; j ∈ N0 \ {1}}, J2 := {{1, j}; {0, j} ∈ I}.
To prove ωJ ⊆ ωI∩σ note that any w1j with {1, j} ∈ J1 clearly lies in ωI∩σ. Hence,
it suffices to show that for w1j with {0, j} ∈ I the same holds. In case {0, 1} ∈ I
this follows from w1j = w01 + w0j ∈ ωI ∩ σ. Otherwise there must exist {1, l} ∈ I
and from Proposition 3.4 we know {0, l}, {1, j} ∈ I. This implies w1j ∈ ωI ∩ σ.
For the reverse inclusion ωI ∩ σ ⊆ ωJ consider the non-negative linear combination
x := a01w01 +
∑
{1, j} ∈ I
j 6= 0
a1jw1j +
∑
{0, j} ∈ I
j 6= 1
a0jw0j +
∑
{j, k} ∈ I
j, k 6= 0, 1
ajkwjk ∈ ωI
Since x lies in σ, we have x1 ≥ x2 + . . .+ xn and this amounts to
a01 ≥
∑
{0, j} ∈ I
j 6= 1
a0j + 2
∑
{j, k} ∈ I
j, k 6= 0, 1
ajk.
If {0, 1} /∈ I holds, i.e. a01 = 0, then x lies in the cone generated by the w1j ,
{1, j} ∈ J1. Otherwise with w0j = w1j − w01 and wjk = w1j + w1k − 2w01 we get
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a non-negative linear combination
x =
∑
{1, j} ∈ I
j 6= 0
a1jw1j +
∑
{0, j} ∈ I
j 6= 1
a0jw1j +
∑
{j, k} ∈ I
j, k 6= 0, 1
ajk(w1j + w1k)
+

a01 − ∑
{0, j} ∈ I
j 6= 1
a0j − 2
∑
{j, k} ∈ I
j, k 6= 0, 1
ajk

w01.
The last thing to check is that all the above wij lie in ωJ . For this suppose that
{j, k} ∈ I holds. Since {0, 1} is contained in I, it follows from the construction of
J that both {1, j} and {1, k} lie in J . 
4. Combinatorial blow-ups
In this section we will provide a criterion whether a given cone lies in the iterated
stellar subdivision of a simplicial fan. In [10] Feichtner and Kozlov deal with this
problem in the more general setting of semilattices and give a nice characterisation
in the case where the collection of subdivided cones forms a building set. We
approach the issue of blowing up non-building sets, see Theorem 4.3. For details
on stellar subdivisions see e.g. [13, Definition 5.1].
Let V be a family of rays in a vector space and consider a V-fan Σ0, i.e. a fan
with rays given by V . We then choose additional rays νi, i = 1, . . . , r lying in the
relative interiors σ◦i of pairwise different cones σi ∈ Σ0. Moreover, we assume that
σi  σj implies j < i, which means that the larger the cone the earlier it will be
subdivided. Now the questions comes up what the cones of the fan Σr are which
arises from Σ0 by the subsequent stellar subdivisions in the rays νi.
We call a subset S ′ of S := {σ1, . . . , σr} conjunct, if the union
⋃
σ∈S′(σ \ {0}) is a
connected subset in the usual sense and we set
〈S〉 :=
{∑
σ∈S′
σ ; S ′ ⊆ S conjunct
}
.
A collection C ⊆ V ∪ S is called geometrically nested, if for any subset H ⊆ C of
pairwise incomparable cones with |H| ≥ 2 the following holds:∑
τ∈H
τ ∈ Σ0 \ 〈S〉.
Proposition 4.1. Let Σ0 be a simplicial fan and νi ∈ σ◦i rays in the relative
interiors of pairwise different cones σi ∈ Σ0. Assume that σi  σj implies j < i
and let Σr be the iterated stellar subdivision of Σ0 in the rays ν1, . . . , νr in order of
ascending indices. If in the above notation C ⊆ V ∪ S is geometrically nested, then
cone(v, νi; v ∈ C ∩ V , σi ∈ C ∩ S) lies in Σr.
We will prove this using the technique of combinatorially blowing up elements in a
semilattice developed by Feichtner and Kozlov in [10]. For this we introduce some
notation. Let (L,≤) be a finite (meet)-semilattice, i.e. a finite partially ordered set
such that any non-empty subset X ⊆ L posesses a greatest lower bound
∧
X called
meet. Any meet-semilattice has a unique minimal element 0. Moreover, for a subset
X ⊆ L the set {z ∈ L; z ≥ x for all x ∈ X} is either empty or has a unique minimal
element
∨
X called join. For y ∈ L we denote X≤y := {x ∈ X ; x ≤ y}, and finally,
the semilattice L is called distributive if the equation x∧ (y ∨ z) = (x∧ y)∨ (x∧ z)
holds for any x, y, z ∈ L.
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We now turn to blow-ups of semilattices in the sense of [10, Definition 3.1]. The
blow-up of (L,≥) in an element ξ ∈ L is the semilattice Bl(ξ)(L) consisting of
x ∈ L with x 6≥ ξ and (ξ, x) where L ∋ x 6≥ ξ and x ∨ ξ exists.
The order relation >Bl of the blow-up is given by
x >Bl y if x > y, (ξ, x) >Bl (ξ, y) if x > y, (ξ, x) >Bl y if x ≥ y,
where in all three cases x, y 6≥ ξ holds.
We now want to iterate this process. Let G = (ξ1, . . . , ξr) be a family of elements
ξi ∈ L. The blow-up of L in G is simply the subsequent blow-up of L in the elements
ξi in order of ascending indices. When we speak of a subfamily (ξi1 , . . . ξis) of G we
always tacitly assume, that the order is preserved, i.e. that j < k implies ij < ik.
We call G sorted if ξi > ξj implies i < j. Moreover, we denote the underlying set
of the family G by SG .
The subset S ⊆ L \ {0} is a building set for L, if for every x ∈ L \ {0} the interval
{y ∈ L; 0 ≤ y ≤ x} as a poset decomposes into a product of certain smaller
intervals given by elements of S. For a precise definition see [10, Definition 2.2].
For two subsets C ⊆ S ⊆ L we call C nested (in S) if for any subset H ⊆ C of
pairwise incomparable elements with |H| ≥ 2 the join
∨
H exists and does not lie
in S. Note that the collection of nested sets forms an abstract simplicial complex
C(S) with vertex set S.
Theorem 4.2 ([10, Theorem 3.4]). Assume that G is a sorted familiy in the semi-
lattice L such that the underlying set SG is a building set. Then we have an iso-
morphism of posets
C(SG)→ BlG(L); C 7→
∨
ξ∈C
(ξ, 0).
We now describe a suffient criterion to test whether an element lies in BlF (L) in
the case where SF is not a building set.
Theorem 4.3. Let F be a sorted family in L and consider a subset C of the
underlying set SF . If there exists a building set S of L with SF ⊆ S such that C is
nested in S, then
∨
ξ∈C(ξ, 0) exists in the blow-up BlF(L).
Before we enter the proof of the Theorem we consider an example. Furthermore,
for distributive L we provide an explicit construction of such a building set in the
case where SF generates L by ∨, see Construction 4.6, Lemma 4.7.
Example 4.4. The face poset of a polyhedral fan is a semilattice in which the
stellar subdivision in a ray ν ∈ σ◦ corresponds to the blow-up of the element σ,
see [10, Proposition 4.9]. Viewing the positive orthant Σ := Q3≥0 as a fan, we ask
for the combinatoric structure of its stellar subdivisions Σ1 and Σ2 in the sorted
families
G1 := (ν1, ν2, e1, e2, e3), G2 := (ν2, ν1, e1, e2, e3),
where ν1 := (1, 1, 0), ν2 := (0, 1, 1).
If G1 and G2 were building sets, then Theorem 4.2 would imply that the fans Σ1
and Σ2 coincide. Clearly, this is not the case.
e1 e2
e3
ν1
ν2
e1 e2
e3
ν1
ν2
Σ1 Σ2
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We now add to G1 and G2 a ray lying in the relative interior of the join of the faces
cone(e1, e2) and cone(e2, e3), e.g. ν0 = (1, 1, 1). This yields two building sets
G1a := (ν0, ν1, ν2, e1, e2, e3), G2a := (ν0, ν2, ν1, e1, e2, e3).
Both families give rise to the same subdivided fan. Note that the faces of Σ1a = Σ2a
not having ν0 as a ray lie in both Σ1 and Σ2. This is essentially the idea of the
proof of Proposition 4.1.
e1 e2
e3
ν1
ν2
Σ1a = Σ2a
Definition 4.5. Let S = {ξ1, . . . , ξr} be a subset of the semilattice L. We call
a (non-ordered) pair {ξi, ξj} harmonious (with respect to S) if at least one of the
following conditions is satisfied:
ξi ∧ ξj = 0 or ξi ∨ ξj does not exist or ξi ∨ ξj ∈ S.
Construction 4.6. Let S = {ξ1, . . . , ξr} be a subset of L. For all pairs of non-
harmonious elements {ξi, ξj} we add to S the element ξi ∨ ξj :
S ′ := S ∪ {ξi ∨ ξj ; {ξi, ξj} non-harmonious with respect to S}.
We continue this process with the new set S ′ instead of S until all pairs are har-
monious and denote the final set by 〈〈S〉〉. Since L is finite, clearly this process
terminates after finitely many steps.
Lemma 4.7. Assume that L is distributive and a subset S ⊆ L \ {0} generates it
by ∨. Then the following assertions hold.
(i) If for any x ∈ L and distinct ξi, ξj ∈ max(S≤x) their meet ξi ∧ ξj equals 0,
then S is a building set for L.
(ii) The set 〈〈S〉〉 is a building set for L.
Proof. For the proof of (i) we check the two conditions of [10, Proposition 2.3 (4)].
Fix an x ∈ L and a subset {y, y1, . . . , yt} ⊆ max (S≤x). By assumption we have
0 = (y ∧ y1) ∨ . . . ∨ (y ∧ yt) = y ∧ (y1 ∨ . . . ∨ yt).
Since 0 6∈ S holds, this implies S≤y ∩ S≤y1∨...∨yt = ∅. For the second condition let
z < y. Clearly z∨ y1∨ . . .∨ yt ≤ y∨ y1 ∨ . . .∨ yt holds. If they were equal, so would
be the respective meets with y and this would imply z = y.
We now prove the second assertion (ii). By construction of 〈〈S〉〉, for any x ∈ L and
ξi, ξj ∈ max (〈〈S〉〉≤x) the pair {ξi, ξj} is harmonious (with respect to 〈〈S〉〉). Its join
exists but - by maximality of ξi and ξj - does not lie in 〈〈S〉〉. This implies that
ξi ∧ ξj = 0 holds and the assertion follows from (i). 
Proof of Theorem 4.3. Before we enter the proof let us recall the join rules of blow-
ups from [10, Lemma 3.2]. Let x, y, ξ lie in the semilattice L and consider the
blow-up L′ of L in ξ. Then the join (ξ, x) ∨L′ y exists if and only if x ∨L y exists
and x ∨ y 6≥ ξ holds. The join x ∨L′ y exist if and only if x ∨L y exists. In case the
joins exist the following formulae hold
(ξ, x) ∨L′ y = (ξ, x ∨L y), x ∨L′ y = x ∨L y.
We turn back to our case and fix some notation. We write F = (ξ1, . . . , ξr) and
denote the elements lying in C by ξij , j = 1, . . . , s where we assume that the order
is preserved, i.e. j < j′ is equivalent to ij < ij′ . Moreover, for k = 1, . . . , r let Lk
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be the blow-up of L in (ξ1, . . . , ξk) and for consistency we set L0 := L. In Lk we
consider the following (a priori non-existent) join
j(k)∨
j=1
(ξij , 0) ∨
s∨
j=j(k)+1
ξij , where j(k) := max({0} ∪ {j; ij ≤ k}).
In case this join does exist, we denote it by zk. Note that from the definition of
j(k) it follows that ij(k) is the largest index, such that ξi1 , . . . , ξij(k) are among the
ξ1, . . . , ξk. We prove the existence of zr =
∨
ξ∈C(ξ, 0) by induction on k. Since C is
nested, it is clear that z0 =
∨
C does exist in L0. Now assume that zk ∈ Lk exists.
We discriminate two possible cases: In the first case ξk+1 does not lie in C in the
second case it does.
Assume that ξk+1 /∈ C holds and note that this is equivalent to j(k) = j(k + 1).
Hence, as elements in Lk we have zk+1 = zk and the only thing to check is that
zk 6≥ ξk+1 holds. For this note that the iterated application of the above join rules
shows that
zk = (ξij(k) , 0) ∨

j(k)−1∨
j=1
(ξij , 0) ∨ ζk

 =

ξij(k) ,
j(k)−1∨
j=1
(ξij , 0) ∨ ζk


= . . . =
(
ξij(k) , (. . . (ξi1 , ζk) . . .)
)
where ζk :=
s∨
j=j(k)+1
ξij .
If we had zk ≥ ξk+1, then this would mean (ξij(k)−1 , (. . . (ξi1 , ζk) . . .)) ≥ ξk+1.
Iterating this argument we would get ζk ≥ ξk+1 in L0 which would imply ξk+1 ∈
S≤ζk . Since S is a building set, by [10, Proposition 2.8 (2)]
max(S≤ζk) = max(ξij , j = j(k) + 1, . . . , s)
holds. Hence there must exist j0 ≥ j(k)+1 with ξk+1 ≤ ξij0 . Since ξk+1 /∈ C holds,
we have ξk+1 6= ξj0 . In particular, this implies k > ij0 − 1 ≥ ij(k)+1 − 1. However,
from the definition of j(k) we easily see that k ≤ ij(k)+1 − 1 holds, a contradiction.
We turn to the second case where ξk+1 ∈ C holds which is equivalent to j(k) + 1 =
j(k + 1). In Lk we consider the element
yk :=
j(k)∨
j=1
(ξij , 0) ∨
s∨
j=j(k)+2
ξij .
Since zk exists, it follows that also yk and the join ξk+1 ∨ yk exist. Then the last
thing to show is that yk 6≥ ξk+1 holds. This follows from the same argument as
above with yk instead of zk. 
Proof of Proposition 4.1. First note that since Σ0 is simplicial so is the iterated
stellar subdivision Σr. In particular, the further application of stellar subdivisions
in the original rays V leaves Σr unchanged. From [10, Proposition 4.9] we know that
a stellar subdivision in a ray ν ∈ σ◦ corresponds to the blow-up of the face poset
of the original fan in σ. More precisely, as posets Σr and BlF (Σ0) are isomorphic,
where
F := (σ1, . . . , σr, v1, . . . , vt), V = {v1, . . . , vt}.
For the proof of the Proposition we now check the assumptions of Theorem 4.3.
First note that Σ0 is simplicial, hence it is distributive as a semilattice. Its joins
and meets can be computed by taking convex geometric sums and intersections
respectively. Also, with S = {σ1, . . . , σr} it is clear that V ∪ S, the underlying set
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of F , generates Σ0 \{0} by +. In particular, from Lemma 4.7 we infer that 〈〈V ∪S〉〉
is a building set for Σ0.
Now note that 〈〈V ∪ S〉〉 \ V equals 〈〈S〉〉 and from the respective constructions it
follows that 〈〈S〉〉 ⊆ 〈S〉 holds. Together this means
Σ0 \ 〈S〉 ⊆ Σ0 \ 〈〈S〉〉 = Σ0 \ (〈〈V ∪ S〉〉 \ V) = (Σ0 \ 〈〈V ∪ S〉〉) ∪ V .
Since C ⊆ V ∪ S is geometrically nested, it follows that it is also nested in 〈〈V ∪ S〉〉
in the sense of semilattices. From Theorem 4.3 we now know that
∨
c∈C(c, 0) lies
in BlF(Σ0). Under the above isomorphy Σr ∼= BlF (Σ0) this means
cone(v, νi; v ∈ C ∩ V , σi ∈ C ∩ S) ∈ Σr.

5. The limit quotient as blow-up
This section is devoted to the main result and its proof. As before, let Y ⊆
∧2Kn+1
be the affine cone over the Grassmannian Gr(2, n+ 1) and consider the torus H =
(K∗)n acting on Y by
h · e0 ∧ ei = hie0 ∧ ei, h · ei ∧ ej = hihjei ∧ ej .
We assert that the normalised limit quotient Y
∼
/
LQ
H normalises the following iterated
blow-up of Pn−11 . We set N2 := {2, . . . , n} and consider a subset A ⊆ N2 with at
least two elements. Labeling by T2, S2, . . . , Tn, Sn the homogeneous coordinates of
Pn−11 we associate to A the subscheme of P
n
1 given by the ideal〈
T 2i , TjSk − TkSj ; i, j, k ∈ A, j < k
〉
.
The collection X of corresponding subschemes XA comes with a partial order given
by the schme-theorectic inclusions with XN2 being the minimal element. A linear
extension of this partial order is a total order on X which is compatible with the
partial order.
Theorem 5.1. Fix a linear extension of the partial order on X . Then the nor-
malised limit quotient Y
∼
/
LQ
H normalises the blow-up of Pn−11 in all the subschemes
XA (i.e. their respective proper transforms) in ascending order.
Recall that the above action stems from the action of Ga on X = Pn1 as shown
in Sections 2 and 3. Moreover, keep in mind that the enveloped quotients Vi of
X are only subsets of the Mumford quotients of Y . Hence the non-reductive limit
quotient X /LQ Ga in general only is a subset of the reductive limit quotient. This is
reflected in the second step of the following procedure to obtain X
∼
/
LQ
Ga.
Theorem 5.2. The normalised limit quotient X
∼
/
LQ
Ga can be obtained by the fol-
lowing procedure.
(i) Let X1 be the blow-up of P
n−1
1 in the subscheme XN2 .
(ii) Let X ′1 := X1 \ E be the quasiprojective subvariety of X1 where E is the
intersection of the proper transform of V (T2, . . . , Tn) ⊆ P
n−1
1 with the
exeptional divisor in X1.
(iii) Fix a linear extension of the partial order on X and blow up X ′1 in the
respective proper transforms of the remaining subschemes XA, A ( N2 in
ascending order.
(iv) Normalise the resulting space.
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We briefly outline the structure of our proof. For this consider En the identity
matrix and
Q := (En, Dn), where Dn := (ej + ek)1≤j<k≤n.
Note that Q is the matrix recording the weights of the coordinates of the above
H-action. We denote the first n columns of Q by w0i and the remaining ones by
wjk. Furthermore, we fix a Gale dual matrix P of Q, i.e. a matrix with PQ
t = 0,
and analogously write v0i, vjk for its columns. Denoting by T the dense algebraic
torus of
∧2Kn+1 we recall from Section 2 that there is a normalisation map
Y
∼
/
LQ
H →
(
(Y ∩ T )/H
)Σ
,
where the latter is the closure in the toric variety associated to the fan Σ :=
GKZ(P ). With this the proof of Theorem 5.1 will be split into two parts. As a first
step we will prove that the blow-up of Pn−11 in the subscheme XN2 yields one of the
Mumford quotients X1 of Y . This quotient comes with a canonical embeddeding
into a simplicial toric variety Z1, which arises from a simplicial fan Σ1 with rays
generated by the columns of P . Finally we show that the iterated stellar subdivision
of Σ1 and the fan Σ share a sufficiently large subfan. This implies that the proper
transform of X1 under the corresponding toric blow-ups and the limit quotient
Y /
LQ
H share a common normalisation.
In the case n = 2 the normalised limit quotient is the projective line. If we consider
three distinct points the resulting normalised limit quotient is the unique non-toric,
Gorenstein, log del Pezzo K∗-surface of Picard number 3 and a singularity of type
A1, see [14, Theorem 5.27]. The standard construction of this surface is the blow-
up of three points on P2 followed by the contraction of a (−2)-curve. However,
we realise it as a single (weighted) blow-up of P1 × P1 in the subscheme associated
to 〈T 22 , T
2
3 , T2S3 − T3S2 〉 where T2, S2, T3, S3 are the homogeneous coordinates
on P1 × P1. Similar to M0,5 which is isomorphic to a single Mumford quotient of
the cone over the Grassmannian Gr(2, 5), this surface arises as Mumford quotient
of the cone over the Grassmannian Gr(2, 4). For higher n an analogous Mumford
quotient needs to be blown up as described above to obtain the limit quotient.
Step 1. Recall that each chamber in the GIT-fan ΛH(Y ) gives rise to a set of
semistable points admitting a Mumford quotient. We define two particular cham-
bers and look at their respective quotients. For this consider the following linear
forms on Qn:
f1 := e
∗
1 −
∑
i6=1
e∗i ; f1j := e
∗
1 + e
∗
j −
∑
i6=1,j
e∗i .
The zero sets of these linear forms are precisely the walls arising from the partitions
{{1}, N \ {1}} and {{1, j}, N \ {1, j}} of N = {1, . . . , n} in the sense of Section 3.
We define the following two full dimensional cones in the GIT-fan
λ0 := Ω ∩ {w ∈ Q
n; f1(w) ≥ 0},
λ1 := Ω ∩ {w ∈ Q
n; f1(w) ≤ 0, f1j(w) ≥ 0 for j = 2, . . . , n}.
where Ω is the support of ΛH(Y ). While λ1 lies inside Ω
⋆ = supp(ΛH(Y
⋆
)) the cone
λ0 does not. The two cones are adjacent in the sense that they share a common
facet, namely Ω ∩ ker(f1). Now consider the corresponding Mumford quotients
Xi := Y
ss
(λi)//H with i = 0, 1.
Proposition 5.3. In the above notation X0 is isomorphic to P
n−1
1 . Moreover, X1
is isomorphic to the blow-up of X0 in the subscheme XN2 .
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Recall that λ1 ∈ ΛH(Y ) gives rise to the enveloped quotient V1 which is the image
of the restricted Mumford quotient Y
ss
(λ1) ∩ Y
′
→ X1.
Proposition 5.4. Let E denote the intersection of the exceptional divisor of X1 →
X0 with the proper transform of V (T2, . . . , Tn). Then the enveloped quotient V1 is
given by X1 \ E. In particular, it is quasiprojective.
Proposition 5.5. Let A ⊆ N2 be a subset with at least two elements. Then the
cone cone(vη; η ⊆ A ∪ {0}) lies in Σ0. Moreover, consider the ray
ν := cone

∑
i∈A
v0i + 2
∑
η⊆A
vη


in the relative interior of the above cone. Let X ′ be the proper transform of X0
under the blow-up corresponding to the stellar subdivision of Σ0 in ν. Then X
′ is
isomorphic to the blow-up of X0 in the subscheme XA ⊆ X0 given by〈
T 2i , TjSk − TkSj ; i, j, k ∈ A, j < k
〉
.
Before we look at our case we recall the connection between blow-ups and stellar
subdivisions in general. For this let Σ1 → Σ0 be the stellar subdivision of a sim-
plicial fan in Zn in the ray ν. To any homogeneous ideal in the Cox ring of the
corresponding toric variety Z0 we can associate a subscheme of Z0 in the sense
of Cox, see [7, Section 3] for details. We now ask for an ideal and the associated
subscheme Zν such that the blow-up of Z0 in Zν is isomorphic to the toric variety
Z1 corresponding to Σ1.
For this short reminder set P as the matrix mapping the standard basis vectors
fi, i = 1, . . . , r of F := Zr to the primitive lattice vectors vi ∈ Zn in the rays of
Σ0. Then the Cox ring of Z0 is K[E ∩ γ] where E := F ∗ and γ is the positive
orthant in E⊗ZQ. If the ray ν lies in the support of Σ0, then there exists a subset
I ⊆ {1, . . . , r} and minimal positive integers αi ∈ Z≥1 such that
ν = cone
(∑
i∈I
αivi
)
holds. Denoting by (e1, . . . , er) the dual basis of (f1, . . . , fr) we set
EI := cone(ei; i ∈ I), f :=
∑
i∈I
αifi ∈ F, c := lcm(αi; i ∈ I).
We obtain a homogeneous ideal in the Cox ring of Z0 and from it a subscheme Zν
of Z0 by
〈χe; e ∈ EI , 〈 e, f 〉 = c 〉 ⊆ K[E ∩ γ].
Proposition 5.6. Let Σ1 → Σ0 be the above stellar subdivision of the simplicial
fan Σ0 in ν. If Z0, Z1 are the toric varieties arising from Σ0,Σ1 respectively, then
Z1 is isomorpic to the blow-up of Z0 in the subscheme Zν .
We turn back to our setting. We prove Propositions 5.3, 5.4 and 5.5 using the
method of ambient modifications, see [13, Proposition 6.7]. For this note that X0
and X1 come with canonical embeddings into simplicial toric varieties. We provide
an explicit construction, for the general case see [1, Chapter III, Section 2.5]. For
the index sets we use the same notation as in Section 3:
N = {{i, j}, 1 ≤ i < j ≤ n}, N0 = {{i, j}, 0 ≤ i < j ≤ n}.
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Viewing
∧2Kn+1 as the toric variety arising from the positive orthant δ in ∧2Qn+1
we define a subset as follows. We set
envs(λi) = {I ⊆ N0; J ⊆ I, λ
◦
i ⊆ ω
◦
J ⊆ ω
◦
I for some Y -set J}
as the collection of enveloping sets. Denoting by fη with η ∈ N0 the standard basis
vector in
∧2Qn+1 we consider the subfan of δ
Σˆi := {cone(fη; η ∈ J); J ⊆ N0 \ I for some I ∈ envs(λi)}
and the corresponding toric variety Zˆi ⊆
∧2Kn+1. Then Zˆi admits a good quotient
Zˆi → Zi; the quotient space is toric again and the quotient morphism corresponds
to the lattice homomorphim P : Z(
n+1
2 ) → Z(
n
2). The fan of Zi is given by
Σi = {cone(vη; η ∈ N0 \ I); I ∈ envs(λi)}
We now turn to the embedded spaces. Starting with the embedding Y ⊆
∧2Kn+1
we have Y ∩ Zˆi = Y
ss
(λi) and the quotient Zˆi → Zi restricts to the good quotient
Y
ss
(λi) → Xi. The situation fits into the following commutative diagram where
the vertical arrows are closed embeddings.∧2Kn+1 Zˆi //oo Zi
Y
OO
Y
ss
(λi)
OO
oo // Xi
OO
Proofs of Proposition 5.3, 5.4 and 5.5. We prove the first part of Proposition 5.5.
For this we set J := N0 \ {η; η ⊆ A ∪ {0}}. With Proposition 3.4 it is easy to see,
that J is a Y -set. Moreover, λ◦0 ⊆ ω
◦
J holds. By definition of Σ0 it is now clear that
it contains cone(vη; η ⊆ A ∪ {0}).
We now perform the ambient modification. For this note that the weight w01 is
extremal in ΛH(Y ), hence we can contract v01. It can be written as a non-negative
linear combination
v01 =
∑
η∈N0
αηvη, where αη =


0 if 1 ∈ η
1 if 0 ∈ η, 1 /∈ η
2 else
.
In particular, it lies in the above cone cone(vη; η ⊆ {0}∪N2}). The total coordinate
spaces of the embedding toric varieties Z0 and Z1 are affine spaces, they are given
by
Z0 = K
N0\{0,1} and Z1 =
∧2
Kn+1 = KN0 .
Furthermore, the ambient modification Σ1 → Σ0 gives rise to a morphism of the
total coordinate spaces of the respective toric varieties
c : Z1 → Z0; (xη)η∈N0 7→ (x
αη
01 xη)η∈N0\{0,1}.
We label the variables of the total coordinate space Z0 by Sη where η runs through
N0 \ {0, 1}. Recall that we have a closed embedding Y ⊆ Z1. The vanishing ideal
of the image X0 := c(Y ) in the Cox ring is given as
〈Sij − S0iS1j + S0jS1i ; 2 ≤ i < j ≤ n 〉 ⊆ R(Z0).
It turns out that X0 is in fact isomorphic to the affine space via
ι : Kn−1 ×Kn−1 → Z0 (x, y) 7→ (x, y, (xiyj − xjyi)i<j).
The original H-action on Y descends via ι−1 ◦ c to Kn−1 × Kn−1 and is explicitly
given by the weight matrix Q0 = [En−1, En−1] where En−1 is the identity matrix.
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This shows that X0 is isomorphic to P
n−1
1 . For convenience we summarise the
situation in the following commutative diagram.
Z1
c // Z0
Y
c //
OO
X0
OO
K2(n−1)
ι
cc●●●●●●●●●
ιoo
The next step of the proof is the second half of Proposition 5.5. From Propo-
sition 5.6 we infer that the ideal in O(Z0) = R(Z0) yielding the center of the
blow-up is given by
〈 S20i, Sη; i ∈ A, η ⊆ A 〉.
If we pullback this ideal via ι∗ (see [4, Lemma 2.1]), then in homogeneous coordi-
nates over Pn−11 we obtain
〈 T 2i , TjSk − TkSj ; i, j, k ∈ A, j < k〉.
In the case of the ambient modification of Proposition 5.3 we set A = N2 to obtain
the assertion. Finally, we turn to Proposition 5.4 and determine the enveloped
quotient. For this recall that the image of the categorical quotient in Section 3 was
given by Y
′
= (Y \ Y
⋆
) ∪ {0}, see Proposition 3.2. This means that the enveloped
quotient V1 ⊆ X1 is given as the image of
π : Y
ss
(λ1) \D → X1,
where D := V (S0i; i = 1, . . . , n) ⊆
∧2Kn+1. The quotient is geometric, hence the
enveloped quotient is V1 = X1\π(D). Now consider the subvariety V (T2, . . . , Tn) ⊆
Pn−11 . Transferring it via ι and then taking the proper transform we obtain the
subvariety of X1 given by 〈S02, . . . , S0n 〉 in the Cox ring R(Z1). The intersection
with the exceptional divisor is precisely the set E = π(D).

Step 2. In this step we show that the remaining blow-ups lead to the limit quo-
tient Y /
LQ
H . As before, Q = (En, Dn) is the matrix recording the weights of the
coordinates of the H-action and we label its columns by wη with η ∈ N0 and
N0 = {{i, j}; 0 ≤ i < j ≤ n}. We then have the Gale dual matrix P with columns
denoted by vη. Moreover, Σ1 is the simplicial fan in Z(
n
2) from the preceeding
step and we recall that X1 = Y
ss
(λ1)//H is embedded into the corresponding toric
variety Z1.
Now let R = {A1, A2} be a true two-block partition of N , i.e. a partition with
|A1|, |A2| ≥ 2. To every such partition we associate a ray
νR := cone

∑
i∈A1
v0i + 2
∑
j<k∈A1
vjk

 = cone

∑
i∈A2
v0i + 2
∑
j<k∈A2
vjk

 .
Clearly, there exists AR ∈ {A1, A2} with 1 6∈ AR. From Proposition 5.5 we now
infer that the cone σR := cone(vη; η ⊆ {0} ∪ AR) containing νR in its relative
interior lies in Σ1.
Note that no two rays lie in the relative interior of the same cone of Σ1. The above
defined collection of rays hence comes with a natural partial order inherited from
the fan Σ1:
νR ≤ νS :⇐⇒ σR  σS ⇐⇒ AR ⊆ AS .
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We choose a linear extension of this partial order. Beginning with the maximal ray
we then consider the iterated stellar subdivision of Σ1 in all the rays in descending
order. The resulting fan we denote by Σr.
While it is not true that Σr coincides with the GKZ-decomposition Σ = GKZ(P ),
both fans share a sufficiently large subfan. To make this precise let T be the dense
torus of
∧2Kn+1. To Y ∩T we can associate its tropical variety Trop(Y ∩T ), which
is the support of a quasifan in
∧2Qn+1. For a detailed description of this space
see [19]. For our purposes it suffices to know that the image ∆ := P (Trop(Y ∩ T ))
intersects the relative interior cone(vη; η ∈ J)◦ of a cone if and only if N0 \ J is a
Y -set, see [20, Proposition 2.3]. We now define the ∆-reduction of Σ as the fan
Σ∆ := {σ; σ  τ ∈ Σ for some τ with τ◦ ∩∆ 6= ∅}.
Note that the relative interiors of all maximal cones of Σ∆ intersect ∆. Moreover,
by [20, Proposition 2.3] the closure of (Y ∩T )/H in the toric variety corresponding
to Σ is already contained in the toric subvariety defined by Σ∆ ⊆ Σ.
Proposition 5.7. The ∆-reduction Σ∆ is a subfan of Σr.
Corollary 5.8. The proper transform of the Mumford quotient X1 ⊆ Z1 under
the toric morphism arising from Σr → Σ1 and the limit quotient Y /LQ H share a
common normalisation.
Proof. For this just note that the following closures coincide and the first morphism
is the normalisation map.
Y
∼
/
LQ
H →
(
(Y ∩ T ) /H
)Σ
=
(
(Y ∩ T ) /H
)Σ∆
=
(
(Y ∩ T ) /H
)Σr
.

Remark 5.9. In fact, with only minor modifications the Step 2 works for every
Mumford quotient of Y which arises from a fulldimensional chamber λ lying in Ω⋆.
The idea of the proof of Proposition 5.7 is to give a combinatorial description of
the cones in Σ∆ and to show that these are geometrically nested in the sense of
Section 4.
For the moment let Q ∈ Mat(k, r;Z) and P ∈ Mat(n, r;Z) be arbitrary Gale dual
matrices. We set R := {1, . . . , r}. For a subset I ⊆ R we denote by γI ⊆ Qn the
cone generated by the ei, i ∈ I and by ωI := Q(γI) its image under Q. Moreover,
if vi, i ∈ R are the columns of P we set σJ := cone(vj ; j ∈ J). A system B of
subsets of R is a separated R-collection if any two I1, I2 ∈ B admit an invariant
separating linear form f , in the sense that
P ∗(Qn) ⊆ ker(f), f|γI1 ≥ 0, f|γI2 ≤ 0, ker(f) ∩ γIi = γI1 ∩ γI2 .
The separated R-collections come with a partial order; for two R-collectionsB1,B2
we write B1 ≤ B2 if for every I1 ∈ B1 there exists I2 ∈ B2 such that I1 ⊆ I2
holds. A separated R-collection B will be called normal if it cannot be enlarged
as an R-collection and the cones ωI , I ∈ B form the normal fan of a polyhedron.
With respect to the above partial order there exists a unique maximal normal R-
collection, namely 〈R〉 which consists of all subsets which are invariantly separable
from R. By M we denote the submaximal normal R-collections in the sense, that
〈R〉 is the only dominating normal R-collection. Finally, for a fixed normal R-
collection B let M(B) consist of those collections of M lying above B.
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If P consists of pairwise linearly independent columns, then by [1, Section II.2]
there is an order reversing bijection
{normal R-collections} → Σ; B 7→
⋂
I∈B
σR\I .
where again Σ = GKZ(P ) is the GKZ-decomposition. It is clear that each maximal
R-collection A ∈M gives rise to a ray νA =
⋂
A
σR\I of Σ.
Proposition 5.10. Let B be a normal R-collection. Then the cone corresponding
to B can be written as ⋂
I∈B
σR\I = cone (νA; A ∈M(B)) .
Proof. From the order reversing property of the above bijection it is clear, that
every ray νA with A ∈ M(B) lies in σ :=
⋂
B
σR\I . Moreover, there must exists a
set of maximal γ-collections N ⊆M such that the extremal rays of σ are precisely
the νA with A ∈ N . Again from the above bijection we know that this means
A ≥B. The assertion then follows from the maximality of A. 
We now return to our special case where Q = (En, Dn) holds and the index set R
equals N0. We are interested in a description of the submaximal collectionsM(B)
where B consists of Y -sets. The reason is the following Proposition.
Proposition 5.11. Let B be a normal N0-collection and suppose that its associated
cone
⋂
I∈B σN0\I is a maximal cone in Σ
∆. Then B is a collection of Y -sets.
Proof. Since (
⋂
B
σN0\I)
◦ ∩ ∆ 6= ∅ holds the same is true for every σ◦
N0\I
with
I ∈ B. By [20, Proposition 2.3] this implies that B is a collection of F-faces. 
Proposition 5.12. Suppose that B is a normal N0-collection of Y -sets and A ∈
M(B) is a submaximal collection dominating it. Then A is of either one of the
following types.
(i) The collections 〈I〉 where I := N0 \ {η} for some η ∈ N.
(ii) The collections 〈I1, I2〉 where Ii := {η; η∩Ai 6= ∅} for a two-block partition
R = {A1, A2} of N .
Moreover, if a collection of the second type lies over B, then B contains the set
J0 := {η; Ai ∩ η 6= ∅ for i = 1, 2}.
Since every collection of the first type is uniquely determined by the element η,
we write it as Aη. The ray ̺η of Σ corresponding to this submaximal collection is
generated by vη.
If a submaximal collection is of the second type, then it is characterised by the par-
tition R of N ; for it we write AR. Moreover, the associated ray arises as intersection
of σN0\I1 and σN0\I2 . We now have to discriminate two cases. If the partition R is
of the form [i] := {{i}, N \ {i}}, then the corresponding ray ̺[i] = ̺0i is generated
by v0i. Otherwise, if R is a true two-block partition, by [5, Proposition 4.1] we
know that this ray is precisely νR, which was defined at the beginning of Step 2.
Proof of Proposition 5.12. Consider an I ∈ A such that ωI is full dimensional. We
now discrimnate two cases. For the first case assume that ωI = Ω holds. Since A
is submaximal, I = N0 \ {η} for some η ∈ N0. If we had 0 ∈ η, then ωI would be
a proper subset of Ω.
POINT CONFIGURATIONS AND TRANSLATIONS 23
We turn to the second case where ωI ( Ω holds. Then there exists an I ′ ∈ A such
that ωI′ is a facet of ωI and ω
◦
I′ ∩Ω
◦ is non-empty. Since B cannot be enlarged as
N0-collection, there moreover exist J, J
′ ∈ B such that
ω◦J ⊆ ω
◦
I , ωJ′ is a facet of ωJ , ω
◦
I′ ∩ ω
◦
J′ 6= ∅.
Now ωJ′ is a subset of one of the walls of ΛH(Y ). Thus, from Theorem 3.3 we
know that there exists some partition {A1, A2} of N such that J ′ is a subset of
J0 := {η; Ai ∩ η 6= ∅ for i = 1, 2}. We now claim that J ′ equals J0.
For this let i1 ∈ A1, i2 ∈ A2 be two indices. Since ωJ′ is of dimension n− 1, there
exist i′1 ∈ A1, i
′
2 ∈ A2 such that {i1, i
′
2} and {i2, i
′
1} lie in J
′. From the inclusion
J ′ ⊆ J0 we know that {i1, i′1} does not lie in J
′, hence from the characterisation of
Y -sets in Proposition 3.4 it follows that {i1, i2} lies in J ′. This proves our claim.
Now let A′ be the normal R-collection consisting of all faces which are invariantly
separable from
{η; η ∩ A1 6= ∅} and {η; η ∩A2 6= ∅}.
Then A′ is submaximal and the assertion follows if we show that A ≤ A′ holds. For
this note that ωJ′ is the intersection of Ω with the zero set of
l :=
∑
i∈A1
e∗i −
∑
i∈A2
e∗i .
Since the collection {ωK ; K ∈ A} forms a fan with support Ω, for every cone
ωK , K ∈ A we have l|ωK ≥ 0 or l|ωK ≤ 0. This implies that A ≤ A
′ holds.

Recall that we want show that the (maximal) cones of Σ∆ are geometrically nested
in the sense of Section 4 and hence lie in Σr. The relevant property of the corre-
sponding N0-collections shall be discusses in the sequel.
Let R = {A1, A2} and S = {B1, B2} be two-block partitions of N and η ∈ N0.
We then call the pair {η,R} compatible if η lies in A1 or in A2. Moreover, we call
{R,S} compatible, if there exist i, j ∈ {1, 2} such that Ai ⊆ Bj holds. The pairs of
submaximal collections {Aη,AR} and {AR,AS} are compatible, if the corresponding
pairs {η,R} and {R,S} are compatible.
Proposition 5.13. Let B be a normal N0-collection of Y -sets. Then the submax-
imal collections in M(B) are pairwise compatible.
Proof. Let Aη,AR ≥ B be two submaximal collections with R = {A1, A2}. Then
{i, j} := η is contained in no I ∈ B. However, the cones ωI , I ∈ B cover Ω. Since
wij = w0i+w0j is the only positive linear combination of wij , the sets {0, i}, {0, j}
must lie in a common I ∈ B. From the characterisation in Proposition 5.12(ii)
we can now infer that without loss of generality i, j ∈ A1 holds and this implies
compatibility of η with R.
Suppose we have AR,AS ≥ B with R = {A1, A2} and S = {B1, B2}. From
Proposition 5.12 we infer that the set J0 = {η; η ∩ Ai 6= ∅ for i = 1, 2} lies in B.
This means that J0 lies in one of the maximal sets of AS . In other words, there
exists j such that
η ∩ A1 6= ∅ and η ∩ A2 6= ∅ =⇒ η ∩Bj 6= ∅.
This implies that there exists i such that Ai ⊆ Bj holds and hence {R,S} is
compatible. 
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The final thing we show is that the cones defined by compatible submaximal col-
lections are geometrically nested in the sense of Section 4. For this we define S as
the collection of two-block partitions of N and set S≥2 as the subcollection of true
two-block partitions, i.e. the partitions {A1, A2} with |A1|, |A2| ≥ 2.
We set V = {̺η; η ∈ N0} as the set of rays of Σ1. Keep in mind that the rays ̺0i
stem from the partitions [i] = {{i}, N \ {i}}, hence we have ̺0i = ̺[i].
Moreover, we define S := {σR; R ∈ S≥2} as the collection of cones in Σ1 associated
to true two-block partitions. This is precisely the collection of cones containing the
rays νR in their relative interiors.
Lemma 5.14. Consider the collection of cones
C := {̺η, σR; Aη,AR ∈ N} for some N ⊆ {Aη, AR; η ∈ N, R ∈ S}.
If any pair in N is compatible, then C is geometrically nested in V ∪ S.
Proof. Consider a subset H ⊆ C of imcomparable elements with |H| ≥ 2. Moreover,
take S ′ ⊆ S to be a non-empty conjunct subset. Assuming that
σ :=
∑
τ∈S′
τ =
∑
τ∈H
τ ∈ Σ1
holds we have to show that there exist an incompatible pair in N .
Recall that the cones of S = {σR; R ∈ S≥2} have the form
σR = cone(vη; η ⊆ {0} ∪ AR) where 1 /∈ AR ∈ R.
Consider two cones σ1, σ2 ∈ Σ1 such that their sum lies in Σ1 as well. Since Σ1 is
simplicial, the rays of σ1+σ2 are precisely given by the union of the rays of σ1 and
σ2. In particular, if ̺ is a ray of some τ ∈ H, then there exists τ ′ ∈ S ′ such that ̺
is a ray of τ ′. Clearly, the same is true with H and S ′ exchanged.
If |H ∩ S| = 0 holds, i.e. H is a subset of V , then one easily sees that there exist
̺[i], ̺ij ∈ H. Clearly, [i] and {i, j} are incompatible, hence A[i], A{i,j} ∈ N are the
incompatible partitions.
We consider the case |H∩S| = 1 and denote the single cone in H∩S by σR. Since
|H| ≥ 2 holds there exists an element ̺ ∈ H ∩ V . We distinguish two subcases.
In the first case let this ray be of the form ̺ = ̺[i]. Then we find σS ∈ S
′ with
̺  σS . From the special form of the cone σR we know that there also exists
j ∈ N with ̺ij  σS . By the assumption made on H we have ̺[i] 6 σR; and the
special form of σR then means that also ̺ij 6 σR holds. Hence ̺ij lies in H and
A[i], A{i,j} ∈ N are the incompatible collections.
In the second case where ̺ = ̺ij holds we again find σS ∈ S
′ with ̺ij  σS . From
the special form of the cone σS we know that both ̺[i] and ̺[j] are rays of σS .
Since ̺ij 6 σR holds, at least one of the rays ̺[i], ̺[j] is not a ray of σR. Without
loss of generality this implies that again ̺[i] lies in H and A[i], A{i,j} ∈ N are the
incompatible collections.
Now we assume that |H ∩ S| ≥ 2 holds. Then there exist σR, σS ∈ H ∩ S. For
η, ζ ∈ N let ̺η  σR and ̺ζ  σS be rays such that ̺η 6 σS and ̺ζ 6 σR hold.
Since S ′ is conjunct, we find ξ1, . . . , ξr ∈ N with
ξ1 = η, ξr = ζ, ̺ξi  σ and ξi ∩ ξi+1 6= ∅.
Let i′ be the smallest index, for which ̺ξi′ is not a ray of σR. If ̺ξi′ lies in H,
then we know ̺ξi′ 6 σR holds. This means that ξi′ and R are incompatible. If ̺ξi′
does not lie in H, then there exists an σR′ ∈ H such that ̺ξi′ is a ray of σR′ . This
implies that R and R′ are incompatible. 
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Proof of Proposition 5.7. Consider the cone σ ∈ Σ∆. In order to show show that
σ lies in Σr we can without loss of generality assume that σ is maximal. Let B be
the associated normal N0-collection with
σ =
⋂
I∈B
σN0\I .
By Propositions 5.11, 5.13 we know that M(B) is a set of compatible normal
N0-collections. Furthermore, by Proposition 5.10
σ = cone(νA; A ∈M(B)) = cone(̺, νR; ̺ ∈ V ∩ C, σR ∈ S ∩ C)
holds. Lemma 5.14 shows that C = {̺η, σR; Aη,AR ∈ M(B)} is geometrically
nested in V ∪ S. And finally, from Proposition 4.1 we infer that σ lies in Σr. 
Proof of Theorem 5.1. The Theorem now follows directly from Proposition 5.3 and
Corollary 5.8. 
Proof of Theorem 5.2. As in the reductive case we performed the first blow-up in
Proposition 5.3. In Proposition 5.4 determined the subset of X1 that has to be
removed due to the fact that the morphism κ : K2n →
∧2Kn+1 is not surjective.
Finally the remaining blow-ups are performed as in the reductive case, see Corol-
lary 5.8. 
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