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Referat:
Aufbauend auf der Buchbergerschen Theorie der Gr

obnerbasen und der
Robbiano-Moraschen Verallgemeinerung auf graduierte Strukturen wird die
Entscheidbarkeit des Idealenthaltenseinsproblems in verschiedenen Ringen un-









ur die kanonische Simplikation in Restklassenringen ben

otigte Totalre-
duktion und der Begri der reduzierten Gr

obnerbasis werden auf den Kalk

ul
der graduierten Strukturen verallgemeinert. Auerdem wird der Versuch der
Ausdehnung der Gr

obnerbasistheorie graduierter Strukturen auf den Modul-
fall unternommen. Erwartungsgem

a erweist sich die Untersuchung einseitiger






In gewissen Situationen kann das Fehlen der Konuenz der Ableitungsrelation
durch Grenzwertbetrachtungen ausgeglichen werden. Die klassische M

oglich-
keit besteht in der Ausnutzung der durch die zugrundeliegende Filtrierung
induzierten Topologie. Auch wenn Filtrierung und Topologie nicht in Be-
ziehung zueinander stehen, k

onnen interessante Teilergebnisse erzielt werden.





Ein weiterer Schwerpunkt der Arbeit besteht im Aufbau einer allgemeinen
Theorie involutiver Basen.

Ahnlich dem Robbiano-Moraschen Kalk

ul basiert
auch diese auf graduierten Strukturen. Sie liefert einen alternativen Entschei-
dungsalgorithmus f





Abschlieend wird kurz auf die Implementierung der erarbeiteten Algorith-
men im speziell f

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von Polynomidealen. Die von Buchberger im Titel
seiner Arbeit [Bu65] zum Ausdruck gebrachte Beschr

ankung auf nulldimensio-
nale Polynomideale ist dem urspr

unglichen Anliegen des Aufbaus einer Multi-
plikationstafel des Restklassenringes und der daf

ur notwendigen endlichen Vek-
torraumbasis geschuldet. Grunds

atzlich wurde der h

oherdimensionale Fall be-





Hironaka in etwa zur gleichen Zeit in seiner Arbeit [Hi64] den Kalk

ul der Stan-
dardbasen von Idealen formaler Potenzreihenringe. Sp

atestens mit Robbianos
Arbeit [Rob85] zur Theorie der graduierten Strukturen wurde die enge Ver-
wandschaft zwischen Gr

obner- und Standardbasen deutlich.
W

ahrend Filtrierungen und Graduierungen von Polynomringen bereits in
der ersten H






osung theoretischer Fragestellungen ausgenutzt
wurden, besteht Buchbergers Verdienst in der erstmaligen konsequent konstruk-
tiven Behandlung der Problematik, insbesondere in der Schaung eektiver Al-
gorithmen zum Rechnen in Restklassenringen modulo Polynomidealen. Damit
wurde eine wichtige Br

ucke zwischen Mathematik und Informatik geschlagen.
Neben dem oensichtlichen Zusammenhang zwischen der konstruktiven Algebra
und dem der theoretischen Informatik zuzurechnenden Gebiet der Berechen-
barkeitstheorie, erstreckt sich die Beziehung auch auf Bereiche der praktischen
Informatik. So ist Buchbergers Algorithmus das Herzst

uck nahezu jeden Ver-
fahrens der kommutativen Algebra und die Ezienz seiner Implementierung ist
ein herausragendes Qualit

atsmerkmal eines jeden Computeralgebrasystems.
Seit Ende der 70-iger Jahre ist eine anhaltend rasante Entwicklung der
Theorie der Gr

obnerbasen zu verzeichnen. Aus heutiger Sicht ist es nahezu
unm

oglich, alle Gebiete der Mathematik, Natur- und Ingenieurwissenschaften
sowie Wirtschaft aufzuz

ahlen, in denen Buchbergers Algorithmus zur Anwen-





uhren geometrischer Beweise, das Berechnen von Eliminationsidea-
len, Syzygienmoduln und Hilbertfunktionen, die Berechnung von Idealdurch-
1
Der Begri der Gr





agt. Bruno Buchberger selbst f

uhrte




2 KAPITEL 1. EINLEITUNG
schnitten und -quotienten, das L

osen multivariater Interpolationsprobleme und
das L

osen linearer Optimierungsprobleme genannt. Diese innermathematischen
Anwendungen werden ihrerseits beispielsweise in Kryptographie, Spieltheorie,
Wirtschaftsmathematik, Chemie und Physik sowie zur Steuerung von Robotern





obnerbasisproblematik aus unterschiedlicher Sicht abhandeln. So widmen
Cox, Little und O'Shea in [CLO92] ihr Augenmerk den Anwendungen in Geo-
metrie und Robotik. Becker, Weispfenning und Kredel pr

asentieren in [BW93]
eine streng algebraische, mit zahlreichen Anwendungen der kommutativen Al-
gebra angereicherte Darstellung der Theorie. Auerdem stellt [BW93] enge
Bez

uge zur theoretischen Informatik, insbesondere der Berechenbarkeitstheorie
und Logik, her. Adams und Loustaunau w

ahlten in ihrem Buch [AdL94] eben-
falls einen streng algebraischen Zugang zur Gr

obnertheorie. Akzentuierung und
Anwendungsauswahl unterscheiden sich jedoch wesentlich von der in [BW93]
vorgenommenen. Eine Reihe weiterer B

ucher, wie zum Beispiel [BCL83] oder
[Bo85], enthalten Kapitel zur Theorie der Gr

obnerbasen. Insgesamt ist bisher in
allen Lehrb

uchern eine starke Konzentration auf den Polynomfall feststellbar.
Auf nichtkommutative Verallgemeinerungen wird nur im Anhang des Buches
von Becker, Weispfenning und Kredel eingegangen.
Im Zentrum der vorliegenden Arbeit steht die Frage nach der Verallgemei-
nerbarkeit der Theorie der Gr

obnerbasen. Dabei wird auf der einen Seite ver-
sucht, die Theorie so allgemein wie m

oglich darzustellen. In diesem Kontext
k

onnen oft nur noch Existenzaussagen getroen werden. Auf der anderen Seite




oglichst allgemeine hinreichende Bedingung f

ur
die Berechenbarkeit der Basen herauszukristallisieren. In den meisten F

allen
werden die Berechenbarkeitsnachweise durch explizite Angabe von Algorithmen
geschehen. Im Vordergrund steht die Verst

andlichkeit der Algorithmen, E-
zienzfragen spielen dagegen oft nur eine untergeordnete Rolle. So wird insbe-
sondere nicht auf die Komplexit

at der behandelten Algorithmen eingegangen.
Mayr und Meyer zeigten, da die L

osung des Idealenthaltenseinsproblem in





atsuntersuchungen in Polynomringen ndet man in [BW93].
Die Theorie der Gr

obnerbasen ist eng mit dem Problem der algebraischen
Simplikation und der Frage nach der Entscheidbarkeit des Idealenthaltenseins-
problems verbunden. Im weitesten Sinne zeichnet sich eine Gr

obnerbasis F
eines ein- oder zweiseitigen Ideals I eines Ringes R dadurch aus, da sie ei-
ne bin

are asymmetrische Reduktionsrelation !
I
bestimmt, welche in der
Kongruenz modulo des Ideals enthalten ist und deren transitiver Abschlu !
+
die Eigenschaft a !
+
0 () a 2 I n f0g aufweist. Pr

azisiert man den Zu-
sammenhang zwischen F und ! entsprechend der im klassischen Polynomfall
vorliegenden Situation oder r

uckt man die Reduktionsrelation zu Gunsten alge-
braischer Zusammenh

ange in den Hintergrund, so hat keine der auf diese Weise
gewonnen Charakterisierungen in allen in der Literatur betrachteten Verallge-
meinerungen Bestand. Die bisherigen Untersuchungen zur Verallgemeinerbar-
keit der Gr

obnerbasistheorie lassen sich in zwei Hauptrichtungen einteilen.
Das Prinzip der ersten Richtung besteht in der Konstruktion einer konu-
enten noetherschen Reduktionsrelation !. Dabei werden in entscheidendem
3Mae Voraussetzungen

uber Teilrelationen der Idealkongruenz eingesetzt. Ty-
pische Beispiele f

ur diese Vorgehensweise sind Reduktionsringe (siehe [Bu83],





allt auch Buchbergers Originalansatz in diese Rubrik. Dagegen pat Hirona-
kas Theorie nicht auf dieses Muster, denn die dort ben

otigte Reduktionsrelation
! ist nicht noethersch. Auerdem stellt der in Frage stehende Ansatz das Bin-
deglied zu Entscheidbarkeitsproblemen modulo Kongruenzrelationen in univer-
sellen Algebren, insbesondere zum Knuth-Bendix-Algorithmus (siehe [KB67])
und somit zum automatischen Theorembeweisen dar (siehe [Wi84]).
Die zweite Verallgemeinerungsrichtung ist st

arker algebraisch ausgerichtet




des Ringes R bez

uglich eines ge-
ordneten Monoids ( ;). Der Zusammenhang zwischen F und ! wird durch
die Forderung
8a; b 2 R;  2   :
 









hergestellt. Dabei werden zun

achst weder Noetherschsein noch Konuenz der
Relation ! verlangt. Die klassischen Ans

atze Buchbergers und Hironakas pas-
sen sich ebenso in das beschriebene Konzept ein, wie Behandlung von Poly-
nomringen

uber noetherschen kommutativen Ringen in denen lineare Gleichun-
gen l

osbar sind (siehe [Tri78], [Za78],[Sch79], [KK84],[Pa85], [KK88], [M

o88]),
von Lokalisierungen von Polynomringen (siehe [Mo82], [AMR92]), von freien
K -Algebren (siehe [Ber78], [Mo86]), von Einh

ullenden von Liealgebren (siehe
[ApL85]), von Algebren von au

osbarem Typ (siehe [KW90]), von au

osbaren
Polynomringen (siehe [Kr92]) und von G-Algebren (siehe [Ap88]). Mit dem
Ziel der Vereinheitlichung der Theorie entwickelten Robbiano (siehe [Rob86])
und Mora (siehe [Mo88a]) den Kalk

ul der graduierten Strukturen. Eine groe
Zahl von Problemen wird damit bereits auf sehr hohem Abstraktionsniveau
l

osbar. Wenn es gelingt, zu einem vorgegebenem Ring eine geeignete Filtrie-
rung zu konstruieren, so reduzieren sich die Gr

obneruntersuchungen auf den
Nachweis einiger Berechenbarkeitsanforderungen. Wenngleich das Konzept der
graduierten Strukturen den wahrscheinlich umfassendsten Verallgemeinerungs-
ansatz im Rahmen der Ringtheorie darstellt, so ist es dennoch auf die meisten
in der Literatur mit Termersetzungsmethoden behandelten Reduktions- oder
Gruppenringe leider nicht anwendbar.
In einigen topologischen Ringen kann das Nichtnoetherschsein der Ablei-
tungsrelation ! durch Grenzwertbildungen ausgeglichen werden. Das klas-
sische Beispiel daf

ur sind die formalen Potenzreihenringe mit der Krullschen
Topologie (vgl. z.B. [Hi64], [Mo82], [Bec90] und[AMR92]). Apel, St

uckrad,





ur den Fall des Ringes der ganzen Funktionen mit der Topologie der lokalen
gleichm

aigen Konvergenz vor. Dabei steht man vor dem Problem, da Gra-
duierung und Topologie nicht vertr

aglich gestaltet werden k

onnen. Als Ausweg
erwies sich die Beschr

ankung der Graduierung auf den Unterring der Polyno-
me, wodurch wenigstens die Division beliebiger ganzer Funktionen modulo von
Polynomen erzeugter Ideale m

oglich wurde.
Vor wenigen Jahren deckten Zharkov und Blinkov eine enge Beziehung zwi-
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schen der Theorie der Gr

obnerbasen und den Methoden der Berechnung invo-
lutiver Systeme partieller Dierentialgleichungen auf (siehe [ZB93]). Im Gegen-
satz zu den Untersuchungen von Polynomidealen waren die ebenfalls in der er-
sten H

alfte des 20. Jahrhunderts geschaenen Methoden zur L

osung von Syste-
men partieller Dierentialgleichungen bereits konstruktiv (siehe [Ja29], [Th37]).
Auf diese Weise liefert die

Ubertragung der involutiven Methode einen alterna-
tiven Algorithmus zur Berechnung von Gr

obnerbasen. Wenngleich die Arbeit
von Zharkov und Blinkov zum Teil erhebliche theoretische L

ucken aufweist, so
ist es auf jeden Fall der Verdienst von Zharkov und Blinkov, die Aufmerksamkeit
durch eine Reihe vielversprechender Beispielrechnungen auf den neuen alterna-
tiven Ansatz gelenkt zu haben. Die Pommaretmethode (siehe [Po78]) nimmt
eine Ausnahmestellung unter den verschiedenen involutiven Ans

atzen ein, denn
sie stellt in gewisser Weise ein perfektes Bindeglied zwischen den beiden oben
beschriebenen Verallgemeinerungsrichtungen dar.
Einerseits verlagert sie die Grundlagen der Reduktionsrelation ! in die




ahert sich somit dem Prinzip
der Termersetzungssysteme an. Die Behandlung von Gruppenringen verlangt
die Abtrennung der durch die denierenden Relationen der Gruppe denier-





attigungs-Verfahren, wobei die Behandlung
der denierenden Relationen der Gruppe den S

attigungsschritt bildet (siehe
[MR93],[MR96]). Bei der Pommaretmethode geht man analog vor, indem die
denierenden Relationen der freien kommutativen Halbgruppe abgespalten wer-
den.
Andererseits ordnet sich die Pommaretmethode bei geeigneter Wahl des Be-
wertungsmonoids perfekt in die Theorie der graduierten Strukturen ein (siehe
[Ap95b]). Die in [Ap95b] vorgenommene Einordnung der Pommaretmethode
beseitigte die theoretischen M

angel aus [ZB93] und erlaubt es auerdem, eine
unmittelbare Verallgemeinerung auf Algebren von au

osbarem Typ vorzuneh-
men. Formuliert man die aus der Theorie der graduierten Strukturen entlehnte





stellt man fest, da der S

attigungsschritt abgeschnitten wird. Dadurch wird eine
wesentliche Verbesserung des Terminationsverhaltens erzielt. Diese Feststellung










Aufgrund der Tatsache, da sich die Pommaretmethode besonders vorteil-




at, war es auch beson-
ders einfach, diese j

ungste der involutiven Methoden auf den Polynomfall zu

ubertragen. Ein erheblicher Mangel der Pommaretmethode im Vergleich zur
Janet- oder Thomasmethode besteht in der allgemeinen Nichtexistenz endli-
cher involutiver Basen. Aus diesem Grund versuchten Zharkov in [Zh94] so-
wie Gerdt und Blinkov in [GB96] eine Verallgemeinerung der anderen beiden
Konzepte vorzunehmen. Dabei kristallisierten sie interessante Ans

atze heraus,
ohne dabei jedoch zu exakten Theorien zu gelangen. Ein alternativer Ansatz,
die allgemeine Nichtexistenz endlicher Pommaretbasen zu umgehen, geht auf
Apel zur

uck. Ist nur eine schnelle Berechnung von Gr

obnerbasen von Interes-










Verfahren wurde in [Ap98] entwickelt.
Bei genauerer Betrachtung stellt man fest, da die involutive Methode mehr





obnerbasis von I gegen

uber einem beliebigen Erzeugendensystem
von I besteht in der M

oglichkeit des direkten Ablesens eines Erzeugendensy-
stems des Initialideals In(I). Das Initialideal tr

agt bereits wesentliche Informa-
tionen, wie zum Beispiel die Dimension oder die Hilbertfunktion,

uber das Ideal
I in sich. Die Denition der involutiven Basen orientiert sich ebenfalls am In-
itialideal und auch sie erlauben keinen besseren Zugri auf

uber das Initialideal
hinausgehende Informationen von I. Sowohl involutive als auch Gr

obnerbasen
von Polynomidealen haben die Eigenschaft, da die Initialterme der Elemen-
te von F eine ebensolche Basis des Initialideals In(I) bilden. W

ahrend je-
des monomiale Erzeugendensystem von In(I) Gr

obnerbasis ist, zeichnet der
Begri der involutiven Basis selbst im Monomidealfall gewisse Erzeugenden-
systeme aus. Um die Hilbertfunktion eines Monomideals aus einem beliebigen
Erzeugendensystem zu berechnen, bedarf es einer Rekursion. Dagegen kann bei
Vorgabe einer involutiven Basis eines Monomideals sofort eine explizite Formel
f

ur die Hilbertfunktion angeben werden (siehe [Ap96]). Dieser Zusammenhang





involutiver Basen dar, als es der empirisch ermittelte Geschwindigkeitsvorteil
gegen

uber dem Buchbergeralgorithmus war. Auerdem erweist sich die Nicht-
existenz endlicher Pommaretbasen an dieser Stelle als ein ernsthafter Makel,





osung des Problems erfordert die Verallgemeinerung der Theo-
rien von Janet oder Thomas. Dabei sollte der bei den Pommaretbasen empirisch
ermittelte Geschwindigkeitsvorteil gegen

uber dem Buchbergeralgorithmus auf
jeden Fall erhalten bleiben. Andernfalls k

onnte man auch auf das von Schwarz
angewandte Verfahren zur






obnerbasisberechnung nachstellen (siehe [Swa92]). Der in [Ap96] entwickel-
te Kalk

ul umfat unter anderem die M

oglichkeit, involutive Basen mit einem
Aufwand zu konstruieren, der h

ochstens so gro ist wie im Pommaretfall.
Die vorliegende Arbeit ist wie folgt aufgebaut:
2. Eektive algebraische Strukturen Es werden grundlegende Begrie
der theoretischen Informatik, die insbesondere Berechenbarkeitstheorie, univer-
seller Algebra und elementarer Logik zuzuordnen sind, bereitgestellt und der
Versuch unternommen, die Frage, unter welchen Bedingungen eine algebraische
Struktur als eektiv angesehen werden kann, zu beantworten.
In der Algebra ist es oftmals

ublich, zueinander isomorphe algebraische
Strukturen miteinander zu identizieren. Dieses Vorgehen ist praktisch un-
vermeidlich, da die Beschreibung einer Struktur durch Angabe einer logischen
Theorie, wenn auch der Theoriebezug h

aug nur indirekt vorhanden ist, er-
folgt und auf diesem Niveau zun

achst gar keine Unterscheidung der Modelle
m

oglich ist. Aufgrund der m

oglichen Existenz nichtberechenbarer Isomorphis-
men ist eine solche Einteilung in Isomorphieklassen im allgemeinen zu grob, um
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darauf einen sinnvollen Eektivit

atsbegri aufzubauen. Die Problematik wird
an folgendem einfachen Beispiel deutlich. Sei K = Q(
1
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m





















; : : : ; T
m
) mit dem
charakteristischem Polynom p(Y ) 2 Q(T
1
; : : : ; T
m





; : : : ; T
m
)[Y ]=p(Y ) intuitiv als eektive Struktur angesehen werden darf,
ist gleiches im allgemeinen f

ur K nicht sinnvoll.
Kapitel 2 behandelt die Frage, wann eine logische Theorie ein eektives




ur Theorien zur Be-
schreibung eektiver algebraischer Strukturen entwickelt. Die Antwort auf die




orpers K stellt sich dann wir folgt dar. Im









; : : : ; T
m




Ubergang zu einer geeigneten Konstantenexpansion.
3. Algorithmische Probleme der Ringtheorie Es erfolgt die Bereitstel-
lung der in der Arbeit ben

otigten Grundlagen der Ring- und Idealtheorie. Ne-
ben den begriichen Festlegungen stehen vor allem die Fragen der Entscheid-
barkeit des Enthaltenseinsproblems endlich erzeugter ein- oder zweiseitiger Mo-
duln

uber nichtkommutativen Ringen sowie die Berechenbarkeit endlicher Er-
zeugendensysteme ihrer Syzygienmoduln im Vordergrund.
4. Graduierte Strukturen Die in dieser Arbeit vorgenommenen Untersu-
chungen zur Theorie der Gr

obner- und Standardbasen ordnen sich in die zweite
der oben beschriebenen Hauptrichtungen von Verallgemeinerungen ein. Ka-
pitel 4 besch

aftigt sich mit Grundaussagen zu Modul- und Ringltrierungen,
graduierten Ringen und Moduln sowie homogenen Idealen und Untermoduln.
5. Gr






obnerbasisbegri graduierter Strukturen auf. Den Ideen
von Robbiano und Mora folgend, zeigen wir grob gesprochen, wie sich die Ent-
scheidbarkeit des Idealenthaltenseinsproblems und die L

osbarkeit des Syzygi-
enproblems ein- beziehungsweise zweiseitiger Ideale eines noetherschen Ringes
im wesentlichen auf die Entscheidbarkeit des Enthaltenseinsproblems und die
L

osbarkeit des Syzygienproblems endlich erzeugter homogener Ideale seines as-
soziierten graduierten Ringes reduzieren lassen. Im Anschlu daran wenden wir
uns einer Reihe nat

urlicher Fragestellungen zu, die bisher noch nicht im allge-
meinen Kontext graduierter Strukturen untersucht wurden. Dabei beschr

anken
wir uns in diesem Kapitel auf die Betrachtung von Filtrierungen F bez

uglich
wohlgeordneter Monoide ( ;). Somit ist auf jeden Fall gesichert, da die
Ableitungsrelation ! noethersch ist.





obnerbasis ist konuent. Allerdings erf

ullt sie nicht Bedingung
7(1.1) und ordnet sich daher nicht unmittelbar in die Theorie der graduierten
Strukturen ein. Dagegen ist die in das Konzept der graduierten Strukturen
passende Kopfreduktion, bei welcher nur am h

ochsten Term eines Polynoms
reduziert wird, leider nicht mehr konuent. Die Buchbergersche Totalredukti-





uber der nur auf einen Nullsimplikator f

uhrenden Kopfredukti-
on. Aufgrund der wohlbekannten Tatsache, da sich aus einem Nullsimplika-





Frage nach einem (ezienten) Algorithmus zur konuenten Verfeinerung der
Ableitungsrelation ! auf.
Verfolgt man das Ziel der kanonischen Darstellung der auftretenden mathe-
matischen Objekte weiter, so st

ot man auf die Problematik der reduzierten
Gr

obnerbasen von Polynomidealen. So schliet sich in nat

urlicher Weise die




Die wesentliche Grundlage des Prinzips der Totalreduktion besteht in der
Tatsache, da sich die Polynomringe, ebenso wie alle anderen in Spezialun-
tersuchungen betrachteten Ringe und Algebren, in eine direkte Summe zykli-
scher Moduln zerlegen lassen. Der Ring und sein assoziierter graduierter Ring
sind zueinander isomorphe Moduln. Die Zerlegung eines Ringelements in seine
Bestandteile bez

uglich der direkten Summe erm

oglicht es, nach Abschlu der
Kopfreduktion den h

ochsten Summanden abzutrennen und die Reduktion an
den kleineren Bestandteilen fortzusetzen. Die so beschriebene Totalreduktion
f

uhrt stets auf einen Reduktionsrest, welcher nur noch irreduzible Bestandteile
aufweist. Die angestrebte Eindeutigkeit dieses Rests erfordert zus

atzlich, da




orper als Operatorenbereich, das heit mit Vek-
torr

aumen, zu tun haben. Die gleichen Eigenschaften der Polynomringe stellen
auch die Grundlage f

ur die Existenz und Eindeutigkeit reduzierter Gr

obnerba-
sen dar. Weder die Modulisomorphie von Ring und assoziiertem graduiertem
Ring noch deren Zerlegbarkeit in eine direkte Summe eindimensionaler Vek-
torr

aume folgen aus der Theorie graduierter Strukturen. Dennoch werden wir
zeigen, da sich sowohl das Prinzip der konuenten Verfeinerung von ! zu
einer Totalreduktion als auch der Begri der reduzierten Gr

obnerbasis in sinn-






Die groe Allgemeinheit der Theorie der graduierten Strukturen stellt so-
wohl einen Vor- als auch einen Nachteil dar. Der Nachteil besteht darin, da
die Theorie eine Vielzahl nicht eektiver Modelle aufweist. Gem

a dem Grund-
anliegen dieser Arbeit werden wir versuchen, m

oglichst groe Teilklassen ef-
fektiver Modelle herauszukristallisieren. Im Ergebnis dessen gelangen wir zu
hinreichenden Bedingungen f

ur die Berechenbarkeit von Gr

obnerbasen ein- be-





alle fallen in die beschriebenen
Klassen eektiver Strukturen. Dar

uberhinaus ergibt sich unter anderem die
M

oglichkeit der Kombination verschiedener Konzepte. So f

ugen sich beispiels-




uber (nicht notwendigerweise kommu-
tativen) noetherschen Ringen in denen lineare Gleichungen l

osbar sind in das
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Konzept ein. Den meisten in der Literatur untersuchten Verallgemeinerungen
ist die Nullteilerfreiheit der betrachteten Ringe eigen.

Ahnlich zu den in [Ap92]
vorgenommenen Untersuchungen wird hier bewut auf diese Forderung ver-
zichtet. Auf diese Weise wird ein (teilweiser) Abschlu der Klasse eektiver
Strukturen gegen die Bildung von Faktorringen erzielt. Damit wird es m

oglich,
die Behandlung endlich erzeugter Linksmoduln

uber derartigen Ringen auf die







ur ist das Nagatasche Idealisierungsprinzip.
Neben der Untersuchung von Gr

obnerbasen von Idealen erhebt sich die
Frage nach der Verallgemeinerbarkeit auf endlich erzeugte R-Moduln. Damit
k

onnen dann unter anderem auch h

ohere Syzygienmoduln berechnet werden.
Im Polynomfall nahmen M

oller und Mora eine derartige Verallgemeinerung
vor (siehe [M

oMo86]). Aus der graduierten Struktur eines Ringes R l

at sich
leicht eine graduierte Struktur eines endlich erzeugten freien R-Linksmoduls









ollig geradlinig. In der Einfachheit ist der Hauptgrund
daf

ur zu suchen, da die in der Literatur vorgenommenen Verallgemeinerungen
der Gr

obnertheorie nicht oder nur am Rande auf den Linksmodulfall eingehen.
Ganz anders verh

alt es sich mit dem Bimodulfall, welcher tats

achlich mit ei-
ner ganzen Reihe neuer Probleme einhergeht und bisher nicht in der Literatur
auftauchte.
Der Einfachheit Rechnung tragend, gehen wir kurz auf den Fall der Behand-
lung von Gr

obnerbasen einseitiger Moduln ein. Dabei werden wir die oben be-
schriebene nat

urliche Modulgraduierung jedoch weiter verfeinern, wodurch sich
die Gr

obnerbasisberechnung einfacher gestaltet. Dabei gelangen wir schlielich
zu der Feststellung, da die im Links- beziehungsweise Rechtsidealfall erfor-
derlichen Berechenbarkeitsbedingungen bereits zur Behandlung endlich erzeug-
ter R-Links- oder R-Rechtsmoduln ausreichen. Anschlieend untersuchen wir
den R-Bimodulfall und kristallisieren die wichtigsten Problemstellen heraus.
Trotzt wesentlicher Versch

arfung der Berechenbarkeitsbedingungen gegen

uber
dem Idealfall werden wir im allgemeinen nur zu Semientscheidbarkeitsaussagen
gelangen.
6. Topologische Methoden Will man die Methode von Hironaka beschrei-
ben, so mu man Filtrierungen F bez

uglich eines geordneten Monoids ( ;)
betrachten, bei welchem  keine Wohlordnung ist. In solch einer Situation
ist es

ublich, den Hironakaschen Begri der Standardbasis anstelle des Be-
gris der Gr

obnerbasis zu verwenden. Die der Bedingung (1.1) gen

ugenden
Reduktionsrelationen ! sind nun nicht mehr notwendigerweise noethersch. Ist
 wenigstens beschr

ankt wohlgeordnet, das soll bedeuten, da jede nach unten
beschr





ankung von  wohlgeordnet
ist, dann deniert die Filtrierung F auf dem Ring R eine Hausdor-Topologie T.
Ist R beispielsweise ein Unterring des Ringes der formalen Potenzreihen

uber
der Variablenmenge X,   das Monoid der Potenzprodukte in X und  eine
gradvertr













!    ist eine Chauchy-Folge in T und es




in der Komplettierung von R als Ergebnis
des Reduktionsprozesses anzusehen. Unser Augenmerk liegt auf der Berechen-





formaler Potenzreihenringe kann in den interessantesten Anwendungen leider
keine Berechenbarkeit vorliegen. Grob gesprochen wird sich zeigen, da, so-
fern R einen eektiven Unterring besitzt, dessen assoziierter graduierter Ring
isomorph zu dem von R ist, f

ur alle Bestandteile der Divisionsformel N

aherun-




Bei den vorangegangenen Betrachtungen ergab sich die Topologie aus der
Filtrierung des untersuchten Ringes R. Die anschlieenden Berechnungen er-
fordern im allgemeinen den

Ubergang zur Komplettierung von R bez

uglich der




ot man, wenn man einen topologischen Ring R mit der
Topologie T
0
untersuchen will und eine Filtrierung F einf










orper der komplexen Zahlen) f

ur die Untersuchung geometri-
scher Fragestellungen mit der Topologie der lokalen gleichm

aigen Konvergenz
versehen. Gleichzeitig ist E Unterring eines formalen Potenzreihenringes S und
es kann die auf E durch die Krullsche Topologie von S induzierte Topologie be-
trachtet werden. Beide Topologien sind unvergleichbar. F

uhrt man auf E eine
Filtrierung F bez

uglich des geordneten Monoids (T;) der Potenzprodukte ein,
wobei  nur beschr

ankte aber keine echte Wohlordnung ist, dann konvergieren




!    im allgemeinen
nicht in der Topologie der lokalen gleichm

aigen Konvergenz. Andererseits ist
E Oberring eines Polynomringes R. Fat man die Polynome als Funktionen
auf und f

uhrt auf R die Topologie der lokalen gleichm

aigen Konvergenz ein,
so ist E gerade die Komplettierung von R. F

ur Wohlordnungen  des Monoids
T ist die Menge der in einer ganzen Funktion f 2 E mit von Null verschie-
denem Koezienten auftretenden Potenzprodukte im allgemeinen nach oben
unbeschr

ankt. Daher lassen sich Filtrierungen von R bez

uglich (T;) nicht auf
E erweitern. Aufbauend auf einer Filtrierung des Polynomrings R gelingt es
jedoch, einen Divisionsalgorithmus ganzer Funktionen f 2 E modulo eines von
einer Menge F  R von Polynomen erzeugten Ideals I  E zu entwickeln. Grob
gesprochen wird dazu jedes in f auftretende Monom im Polynomring R modu-
lo (F )  R dividiert und die dabei enstehenden Divisionsformeln aufsummiert.
Das Hauptproblem besteht im Nachweis der Wohldeniertheit der Summation.
Zum Abschlu des Kapitels fragen wir nach der Berechenbarkeit der Division.




orper der komplexen Zahlen rechnen,
erlaubt von vorherein h






Unterschied zu den im Zusammenhang mit der Krullschen Topologie erziel-
ten Resultaten, wird sich zeigen, da die Elemente von F exakt gegeben sein
m

ussen. Wenigstens in den Koezienten der ganzen Funktion f werden sich
aber auch die Bestandteile der in diesem Kapitel entwickelten Divisionsformel
als stetig erweisen. Insbesondere wird eine Absch

atzung getroen, an welchem
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Potenzprodukt f zum Zwecke der Division abgeschnitten werden darf. Dem
Funktionscharakter des Rests rem
IE
(a) von f bei Division modulo I = (F ) E
Rechnung tragend, gelingt es auch, Algorithmen zu entwickeln, die bei vorge-
















obnerbasen F eines Polynomideals
I charakteristisch ist, da die f

uhrenden Potenzprodukte der Elemente von F
bereits das von den f

uhrenden Potenzprodukten aller Idealelemente gebildete
Monoidideal lpp(I) erzeugen, besteht die grundlegende Eigenschaft involutiver
Basen darin, da zus

atzlich eine Zerlegung von lpp(I) in paarweise disjunk-
te Kegel erfolgt. Ganz analog verh





Die Denition der entsprechenden Kegel beruht auf einer Einschr

ankung
der Division des Monoids T aller Potenzprodukte. Durch die Einschr

ankung
entsteht eine Teilrelation D, welche wir partielle Division nennen werden. D
ordnet jedem Potenzprodukt einen direkten Faktor des Monoids T zu und es
gilt genau dann u j
D
v, wenn u j v erf











ur eine beliebige Menge V von Po-
tenzprodukten lassen sich zul

assige partielle Divisionen D auszeichnen, diese
haben unter anderem die Eigenschaft, da die Kegel der D-Vielfachen zweier
beliebiger Elemente von V entweder disjunkt oder ineinander enthalten sind.
Diese Eigenschaft allein reicht jedoch noch nicht aus, um die algorithmische
Konstruierbarkeit involutiver Basen zu sichern. In dieser Arbeit wird die Kon-
struierbarkeit durch Einf

uhrung einer linearen Ordnung < auf V und die For-









ohnlichen Vielfachen eines kleineren Elements v 2 V sein darf, wenn
u selbst Vielfaches von v ist. Ob und auf welche Weise diese Anforderung
abgeschw

acht werden kann, ist bisher nicht bekannt.
Die Menge aller partiellen Divisionen wird durch Denition einer geeigneten
Halbordnung zu einem Verband. Stehen zwei partielle Divisionen in der Ver-
bandshalbordnung zueinander, so wird die gr

oere als Verfeinerung der klei-
neren bezeichnet. Die Teilmenge aller auf einer festen Menge V zul

assigen
partiellen Divisionen beschreibt einen unteren Halbverband. Mit Hilfe einfa-
cher Potenzproduktidealoperationen kann die Menge aller auf einer gegebenen
endlichen Menge V  T zul

assigen partiellen Divisionen berechnet werden. Mit

ahnlichen Mitteln lassen sich auch submaximale und maximale Verfeinerungen
partieller Divisionen konstruieren. Es wird eine Einordnung der klassischen






assiger partieller Divisionen wird der Begri einer involutiven
Basis eines Linksideals einer Algebra von au

osbarem Typ deniert und eine
Reihe dazu

aquivalenter Bedingungen hergeleitet. Diese

Aquivalenzen erlau-




ufen der involutiven Basiseigenschaft
und zum Vervollst

andigen eines beliebigen Erzeugendensystems zu einer in-




Verbesserungen der Algorithmen diskutiert und ein Vergleich mit dem Buch-
bergeralgorithmus vorgenommen.
8. Implementationsfragen Die Entwicklung der in der Arbeit dargestellten
Algorithmen verlief parallel zum Aufbau des Spezialcomputeralgebrasystems
Felix (siehe [AK91]). Am Ende dieser Arbeit werden wir die F

ahigkeiten des
Systems anhand einer sehr komplexen Anwendung, welche im Zusammenhang
mit der Klassikation von Dierentialkalk












Viele klassische Algorithmen der Mathematik, wie zum Beispiel der Euklidi-
sche oder der Gausche Algorithmus, sind von der Gestalt, da sie erst dann
zu einem Algorithmus im Sinne der Berechenbarkeitstheorie, d.h. zu einer Be-
rechnungsvorschrift einer berechenbaren Funktion, werden, wenn sie in alge-
braischen Strukturen mit berechenbaren Grundoperationen eingesetzt werden.
Wenngleich beispielsweise problemlos nachgewiesen werden kann, da jeder uni-
variate Polynomring

uber einem beliebigen K

orper ein Euklidischer Ring ist, so
gibt es dennoch keine Honung, den gr

oten gemeinsamen Teiler zweier Poly-
nome zu berechnen, falls der K

orper so beschaen ist, da von einem konkre-
ten Element nicht einmal feststellbar ist, ob es sich dabei um das Nullelement
handelt. Wir sprechen dann auch von relativer Berechenbarkeit der durch die
Anweisungsfolge denierten Funktion in Bezug auf die Eektivit

at der zugrun-
deliegenden algebraischen Struktur. Im Moment formulieren wir grob, da eine
algebraische Struktur eektiv genannt wird, wenn in ihr alle Grundoperationen
und -relationen berechenbar beziehungsweise entscheidbar sind. Sp

ater werden
wir die Denition pr

azisieren.
In dieser Arbeit werden wir den Berechenbarkeitsnachweis einer Funktion
h

aug durch die explizite Angabe einer Vorschrift zu ihrer Berechnung f

uhren.
In jedem Fall verlangen wir von einer Anweisungsfolge zur Berechnung einer
n-stelligen Funktion f , da sie korrekt in dem Sinne ist, da sie im Falle des
Anhaltens bei einer Eingabe x
1
; : : : ; x
n
immer den Funktionswert f(x
1
; : : : ; x
n
)
liefert. Dabei wird vorausgesetzt, da die auftretenden unvollst

andig spezi-
zierten Funktionen durch eine im gleichen Sinne korrekte Berechnungsvorschrift
gegeben sind. Belassen wir es nur bei diesen Korrektheitsforderungen, so be-
rechnet unsere Anweisungsfolge m

oglicherweise nicht ganz f , sondern wir wissen





von n-Tupeln der Tr






ankte Funktion f j


ist. In diesem Falle werden
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atzlich zum Korrektheitsbeweis noch ein Terminationsbe-
weis erforderlich. In diesem ist nachzuweisen, da die Abarbeitung der Anwei-
sungsfolge bei Eingabe eines beliebigen n-Tupels aus dom (f j












dernfalls kann auch bereits der Berechenbarkeitsnachweis einer geeigneten Ein-
schr

ankung von Interesse sein.
Enth

alt die Anweisungsfolge Funktionsaufrufe, so erfordert der Berechen-
barkeitsnachweis auch die Berechenbarkeitsnachweise aller gerufenen Funktio-
nen. F

uhrt man dagegen Korrektheits- und Terminationsbeweis einer Berech-
nungsvorschrift nur unter der Annahme, da jede innerhalb der Vorschrift auf-
gerufene Funktion bei einer beliebigen Eingabe aus ihrem Denitionsbereich
nach endlicher Zeit ein korrektes Ergebnis liefert, so ist damit die relative Bere-
chenbarkeit der Hauptfunktion in Bezug auf die Unterfunktionen nachgewiesen.
Kommen wir noch einmal auf das eingangs erw

ahnte Beispiel des Euklidi-
schen Algorithmus zur

uck. Betrachtet man ihn in einem eektiven Euklidischen
Ring, wie zum Beispiel dem Ring der ganzen Zahlen oder einem univariaten Po-
lynomring

uber einem eektiven K

orper, so wird er zu einem Algorithmus im
strengen Sinne der Berechenbarkeitstheorie und er berechnet gerade die Funkti-
on, die je zwei Ringelementen ihren gr

oten gemeinsamen Teiler (ggT ) zuordnet.
Man kann also sagen, da der Euklidische Algorithmus relativ zur Eektivit

at





ahlbaren und damit auf keinen Fall eektiven
Euklidischen Ring, wie zum Beispiel einen univariaten Polynomring

uber den re-
ellen oder komplexen Zahlen, so ist der Euklidische Algorithmus nicht mehr im
strengen Sinne algorithmisch. Jedoch ist wenigstens die Einschr

ankung der von
ihm beschriebenen ggT -Funktion auf einen beliebigen eektiven Euklidischen




ankung stellt er einen Berechnungs-




ankungen auf beliebige Mengen vorge-
nommen werden, welche nicht notwendigerweise Tr

agermenge eines Unterrings
sind und auf welchen die Abarbeitung stets abbricht.
Gegenstand der vorliegenden Arbeit sind Untersuchungen zur Berechenbar-
keit von Funktionen und Entscheidbarkeit von Pr

adikaten in Ringen, Algebren
und Moduln. Die dabei entwickelten Algorithmen werden immer wieder einen

ahnlichen Charakter aufweisen, wie wir ihn gerade beim Euklidischen Algorith-
mus diskutiert haben. Daher ist es notwendig, die bisher naiv verwendeten
Begrie zur Berechenbarkeit und Eektivit

at exakt zu fassen. Bevor wir jedoch







achst festlegen, in welcher Form uns eine algebraische Struktur gegeben
sein soll. Dabei haben wir es mit einem Wechselspiel logischer Theorien und
algebraischer Modelle zu tun. Wir beginnen daher mit kurzen Einf

uhrungen in
die Begriswelt der Theorien der partiell-rekursiven Funktionen, der universel-







ur die Schreibweise der Hintereinanderausf

uhrung zweier Funktionen g :
A ! B und f : B ! C treen wir in der vorliegenden Arbeit die folgende
Konvention. g  f bezeichnet die Funktion mit Vorbereich A und Nachbereich
C, die f











utzen uns auf das Berechenbarkeitsmodell der partiell-rekursiven Funk-





achst die Funktoren Comp der Komposition, Rek
der primitiven Rekursion und  der -Rekursion, welche aus Funktionen

uber
dem Bereich der nat

urlichen Zahlen weitere derartige Funktionen konstruieren.
 Die KompositionComp(f; g
1













! N ist durch
Comp(f; g
1










; : : : ; x
n








 Die primitive Rekursion Rek(g; h) : N
n










; : : : ; x
n 1
; 0) := g(x
1





; : : : ; x
n 1
; y + 1) := h(x
1





; : : : ; x
n 1
; y))
 Sei f : N
n
! N, dann beschreibt
f(x
1






y : falls f(x
1
; : : : ; x
n 1
; y) = 0 und
8z < y : f(x
1
; : : : ; x
n 1
; z) > 0
? : sonst
die -Rekursion von f .
Dabei beachte man, wenn auf der rechten Seite einer der obigen Denitionen
ein Bezug auf einen Funktionswert einer Funktion an einer nicht zu ihrem De-
nitionsbereich geh

origen Stelle auftritt, so ist die zusammengesetzte Funkti-





; : : : ; x
n 1
; z) > 0 die Deniertheit von f an der Stelle
(x
1
; : : : ; x
n 1
; z).
Wir denieren die Nullfunktion Z : N ! N mit 8x 2 N : Z(x) = 0, die
Nachfolgerfunktion S : N ! N mit 8x 2 N : S(x) = x + 1 und f

ur jedes








; : : : ; x
m















urlichen Zahlen, die die Nullfunktion,





uber Komposition, primitiver Rekursion und -Rekursion ist.





1 : a 2M
0 : a 2 NnM
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kann man jeder Teilmenge M  N der nat

urlichen Zahlen eine charakteristische
Funktion 
M
: N ! N zuordnen. Ist 
M
eine partiell-rekursive Funktion, dann
nennen wir die Menge M entscheidbar. Eine Menge M heit rekursiv aufz

ahlbar,
falls es eine partiell-rekursive Funktion f : N ! N gibt, die M als Bildbereich
hat.





urlichen Zahlen berechenbar genannt, falls g durch endlich viele Komposi-
tionen, primitive Rekursionen und -Rekursionen aus Funktionen von F und
partiell-rekursiven Funktionen konstruierbar ist (siehe [Sh67]). Ist g relativ zu
F berechenbar, so impliziert die Berechenbarkeit aller Funktionen aus F auch






















versteht man unter einer G


















ubertragen sich die Begrie der Berechenbarkeit, rekursiven Aufz

ahl-
barkeit und Entscheidbarkeit durch Abbildung in die Menge der nat

urlichen
Zahlen auf Funktionen und Teilmengen von 


. Zu jeder unendlichen, ent-




at sich eine bijektive Abbil-
dung  : M ! N nden, so da  und 
 1
berechenbar sind. Daher stellt es
keine Einschr








Unter einer Signatur verstehen wir ein Tripel  = (F;R; ). Dabei ist F eine
Menge von Operations- und R eine Menge von Relationssymbolen. F und R
sind disjunkt und  : F [ R ! N ist eine Abbildung der Vereinigung beider
Mengen in die nat

urlichen Zahlen. (S) gibt die Stelligkeit eines Symbols S 2
F [R an.
Sei A eine Menge von Objekten. Eine totale Funktion g : A
n
! A heit n-
stellige Operation

uber A. Gilt n = 0, so zeichnet g ein Element von A aus, wir





uber A genannt. Ein algebraisches System (auch algebraische Struktur









bestehend aus einer Tr















eine ()-stellige Relation ist.
F

ur den Rest dieses Abschnitts setzen wir die Endlichkeit der Vereini-
gungsmengen F [ R voraus und vereinbaren die alternative Signaturangabe
 = (f
1























; : : : ; f
n





; : : : ; 
m
































































































alt ein algebraisches System keine Relationen, so wird es auch abstrakte
Algebra genannt. Enth

alt es dagegen keine Operationen, so wird es als Relatio-
nalsystem bezeichnet.
Eine nichtleere Teilmenge B  A der Tr

agermenge des algebraischen Sy-
stemsA = (A; g
1




; : : : ; P
m
) der Signatur  = (f
1






































ankung der Funktion g
i



















ankung der Relation P
j

















) ein algebraisches Untersystem von A, falls
B gegen

uber allen Operationen g
1
; : : : ; g
n
abgeschlossen ist. Ist B ein algebrai-
sches Untersystem von A, so wird A auch algebraisches Obersystem von B





agermengen) algebraisches Untersystem B von A derart, da C
Teilmenge der Tr

agermenge von B ist. Die Menge C wird ein Erzeugendensy-
stem von B genannt. Im allgemeinen ist es nicht sinnvoll, nach dem Erzeugnis







alt  jedoch wenigstens eine Konstante c, so kann man das Erzeugnis von
fcg auch als von ; erzeugt auassen.
A = (A; g
1




; : : : ; P
m
) und B = (B;h
1




; : : : ; Q
m
) seien
zwei algebraische Systeme der Signatur  = (f
1




; : : : ; 
m
;). Eine






ur jede Operation g
i
und beliebige Elemente a
1
























ur jede Relation P
i
und beliebige Elemente a
1






















Gilt in der zweiten Bedingung sogar die

Aquivalenz anstelle der Implikati-
on, so sprechen wir von einem starken -Homomorphismus. Ist ' ein bijek-
tiver, starker -Homomorphismus, so wird ' als -Isomorphismus zwischen
A und B bezeichnet. Ist der -Homomorphismus ' injektiv, so nennen wir
ihn -Monomorphismus, ist er surjektiv, so wird er -Epimorphismus genannt.
Ein -Homomorphismus ' : A ! A einer Algebra A in sich selbst heit -
Endomorphismus und falls ' -Isomorphismus ist, so nennen wir ' einen -
Automorphismus.









(') wird der Kern des -Homomorphismus ' genannt. Der Index u




otigten Kernen von Gruppen- und
Ringhomomorphismen. Eine

Aquivalenzrelation C  A  A wird eine Kon-
gruenzrelation des algebraischen Systems A = (A; g
1




; : : : ; P
m
) der
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Signatur  = (f
1




; : : : ; 
m
; ) genannt, falls f

ur jede Operation g
i
,








































































werden Operationen und Relationen auf der Menge

A = A=C = f[a] j a 2 Ag
der

Aquivalenzklassen von A modulo C deniert. Das dabei entstehende al-
















der Signatur  wird die
Faktorstruktur von A nach der Kongruenzrelation C genannt. Die durch a 7! [a]
denierte Abbildung von A nach A=C ist ein surjektiver -Homomorphismus.
Umgekehrt ist der Kern eines von A ausgehenden -Homomorphismus stets ei-
ne Kongruenzrelation und der Homomorphiesatz sagt aus, da das homomorphe
Bild von A unter einem starken Homomorphismus ' isomorph zur Faktorstruk-
tur A=ker
u
(') ist. Im Falle abstrakter Algebren ist jeder Homomorphismus
stark und die Faktoralgebren A=C sind bis auf Isomorphie die einzigen homo-
morphen Bilder einer abstrakten Algebra A.
Sei  = (F; ;; ) die Signatur einer Klasse abstrakter Algebren. Eine Son-
derstellung in der Klasse aller abstrakten Algebren der Signatur  nehmen
die sogenannten Termalgebren ein. Sei X eine Menge von Objekten mit der
Eigenschaft X \ F = ;. Die Tr










uber dem Alphabet X [ F ,
die X und alle nullstelligen Funktionssymbole umfat und abgeschlossen ist ge-
gen





   t
(f)
, wobei f 2 F und t
i
2 T (;X).
Die Elemente von T (;X) nennen wir -Terme in X. Falls  und X aus dem
Kontext heraus klar sind, so sprechen wir auch einfach von Termen. Die zu
f geh

orige Operation in T

(X) wird ebenfalls mit f bezeichnet und ist durch
f(t
1




   t
(f)




Die Sonderrolle von T

(X) kommt darin zum Ausdruck, da es zu jeder
abstrakten Algebra A der Signatur  und jeder Funktion j : X ! A einen
eindeutig bestimmten Homomorphismus  : T

(X) ! A gibt, der j fortsetzt,
das heit  j
X
= j. Dieser Sachverhalt wird auch damit umschrieben, da man
sagt,T

(X) ist freie Algebra mit freiem Erzeugendensystem X in der Klasse
aller -Algebren. Aus dem Homomorphiesatz folgt, da es zu jeder -Algebra
A eine Menge X gibt, so da A homomorphes Bild der Termalgebra T

(X) ist.
Sei  = (F;R; ) und nicht notwendigerweise R = ;. Dann verstehen wir








uhrungen zur Theorie der universellen Algebra ndet





Sei  = (F;R; ) eine Signatur und X eine Menge von Individuenvariablen
mit X \ (R [ F ) = ;. Beschreiben wir zun

achst die Syntax der elementaren
Logik
1
. Die Menge der logischen Formeln der Signatur  in den Individu-
envariablen X ist die kleinste Wortmenge

uber dem Alphabet F [ R [ X [
f(; );:;^;_;!;$;8;9g die alle Atomformeln enth

alt und abgeschlossen ist ge-
gen

uber der Bildung von :(A); (A ^B); (A _B); (A! B); (A$ B);8x(A(x))
und 9x(A(x)). Dabei hat eine Atomformel die Gestalt t
1
   t
()
, A und B
sind logische Formeln und A(x) bezeichnet eine logische Formel, in der x vollfrei
vorkommt, d.h. A(x) enth

alt weder die Zeichenkette 8x noch 9x. In Zukunft
werden wir die

ublichen Regeln zum Weglassen von Klammern anwenden.
Wir vereinbaren die Bezeichnungen Alg() f

ur die Klasse aller algebraischen
Systeme der Signatur , Fm() f

ur die Menge aller logischen Formeln der Si-
gnatur , Alg f

ur die Klasse aller algebraischen Systeme beliebiger Signatur
und Fm f











uls erster Stufe wird durch eine bin

are Relation
j= Alg Fm vermittelt.
val
A;j
: Fm() ! f0; 1g bezeichne die

ubliche Wertfunktion, die jeder For-
mel H 2 Fm() bei fester Interpretation A 2 Alg() und fester Belegung
j : X ! A einen der Werte 0 oder 1 zuordnet. Gilt f

ur festes A und festes H
bei jeder Belegung j : X ! A die Gleichheit val
A;j
(H) = 1, so nennen wir H
in A g

ultig und schreiben daf

ur A j= H. In diesem Fall bezeichnen wir A auch
als ein Modell der logischen Formel H.
Sei H eine logische Formel der Signatur . Die Teilklasse Mod(H) = fA 2
Alg() j A j= Hg aller -Algebren in denen H g

ultig ist, wird die Modellklasse
von H genannt. Umgekehrt heit die Menge Th(A) = fH 2 Fm() j A j= Hg
aller in einer festen algebraischen -Struktur A g

ultigen Formeln die Theorie
von A. Die Begrie der Modellklasse und der Theorie werden durch Mod(F) =
T
H2F
Mod(H) beziehungsweise Th(A) =
T
A2A
Th(A) auf beliebige Mengen
F  Fm() von Formeln und Klassen A  Alg() von algebraischen Strukturen
erweitert.
Durch X j= A () 8A 2 Mod(X) : A j= A erkl

aren wir die Folger-
ungsrelation j= Pow(Fm())  Fm() der elementaren Logik. Die Menge
fA j X j= Ag aller aus X folgenden Formeln bezeichnen wir mit X
j=
. Wir




otigter Denitionen bereit, dabei bedienen wir
uns jeweils der semantischen Fassung. Auf die Einf

uhrung einer syntaktischen
Ableitungsrelation ` Pow(Fm())  Fm() werden wir hier verzichten. Die





die Gleichheit j= = ` zum Inhalt hat. Wir weisen aber auch darauf hin, da









werden die Theorien F und G

aquivalent genannt. Falls es eine
1
Neben den Begrien der elementaren oder h






ul erster beziehungsweise h

oherer Stufe verwendet.
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entscheidbare, zu F

aquivalente Theorie gibt, so heit F axiomatisierbar. Eine
konsistente Theorie F der Signatur  wird vollst

andig genannt, falls jede ein-
fache Erweiterung F  F
0
 Fm() von ihr entweder inkonsistent oder zu F

aquivalent ist. Schlielich nennen wir eine konsistente Theorie F kategorisch,
falls je zwei ihrer Modelle zueinander isomorph sind.
Die Signatur  = (F; P; ) enthalte wenigstens ein nullstelliges Funktions-
symbol und das algebraische System A 2 Alg() sei ein Modell der Theorie
F  Fm(). Wir betrachten die Signatur 
0
= (F; ;;  j
F
), die sich durch
Entfernen aller Relationssymbole aus  ergibt. Aufgrund der Existenz eines
Konstantensymbols in 
0
existiert die Termalgebra T

0
(;) und es gibt einen


















(;), so da  ein starker Homomorphismus von T

(;) in A ist. Falls  surjek-
tiv ist, so wird A ein kanonisches Modell von F genannt. Mit anderen Worten
ausgedr

uckt bedeutet die Surjektivit

at von  gerade, da jedes Element der
Tr

agermenge von A Interpretation eines variablenfreien Terms ist. Umgekehrt
nennen wir eine Theorie F der Signatur  eine kanonische Theorie, falls jedes
Funktions- und Relationssymbol aus  in wenigstens einer der Formeln aus F
vorkommt und sie ein kanonisches Modell der Signatur  besitzt.
Sei  = (F; P; ) eine Signatur und C eine Menge von Objekten, so da
C \ (F [ P ) = ;. Dann nennen wir die Signatur 
C





(S) = (S) f

ur alle S 2 F [ P und 
0
(c) = 0 f

ur alle c 2 C, eine Konstan-
tenerweiterung von . Zu jeder konsistenten Theorie F  Fm() existiert eine
geeignete Konstantenerweiterung 
C
und eine konsistente kanonische Theorie
F










uhrungen zur mathematischen Logik ndet man beispiels-
weise in [Bet59], [Sh67] oder [GH90].
2.2 Eektive Modelle und Theorien





at einer algebraischen Struktur, zur

uck. Unsere Intention ist,
da in einer derartigen Struktur jede Grundoperationen berechenbar und jede
Grundrelation entscheidbar sein soll.





dann als eektiv anzusehen, wenn K ein eektiver K

orper ist. Genau dann sol-
len zum Beispiel der Euklidische, der Gausche oder der Buchbergersche Algo-





orpers K einmal aus diesem Blickwinkel.
Sei K ein Zwischenk

orper der rationalen Zahlen Q und eines geeigneten
Oberk

orpers L, welcher durch Adjunktion endlich vieler Elemente x
1
; : : : ; x
r
2
L zu Q entsteht, d.h. Q  K = Q(x
1
; : : : ; x
r
)  L. Durch Anwendung ele-
mentarer Argumente der K

orpertheorie (siehe z.B. [vW67]) weist man leicht
die Existenz von Elementen X
1
; : : : ;X
n
; y 2 K mit den folgenden Eigenschaf-



















; : : : ;X
n
) mit
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charakteristischem Polynom p(Y ) 2 Q(X
1
; : : : ;X
n
)[Y ] und es gilt
K = Q(X
1
; : : : ;X
n
; y) ' Q(X
1
; : : : ;X
n





; : : : ;X
n
)[Y ]=p(Y ) ist intuitiv eektiv. Auch eine

Ubertragung
dieser Auassung auf Q(X
1
; : : : ;X
n
; y) erscheint vern

unftig.
Dennoch gibt es gute Argumente, nicht jeden auf die obige Weise gebildeten
K

orper K als eektiv anzusehen. Eine notwendige Anforderung an einen eekti-
ven K

orper K ist die Entscheidbarkeit seiner Gleichheitsrelation. Insbesondere
mu die Null

aquivalenz eines rationalen Ausdrucks in den Elementen x
1
; : : : ; x
r




orper, d.h. L = C , bereitet die Entscheid-
barkeit der Null

aquivalenz groe Probleme (siehe z.B. [La71]). Dem Autor ist
allerdings nicht bekannt, ob bereits die Unentscheidbarkeit der Null

aquivalenz
bewiesen werden konnte. F

ur den Fall von Funktionenk

orpern K und L liegen
jedoch denitiv Unentscheidbarkeitsnachweise vor. Sei P der Ring aller reell-
wertigen Funktionen, die sich aus der Konstanten , den rationalen Zahlen und
der Variablen X sowie den Funktionen +; ; sin und abs mit Hilfe von end-






Ausgehend von einem Unentscheidbarkeitsresultat Richardsons f

ur Terme
einer umfangreicheren Klasse reellwertiger Funktionen (siehe [Ri68]) konnte Ca-
viness die Entscheidbarkeit des 10. Hilbertschen Problems auf die Entscheid-
barkeit der Null

aquivalenz eines Terms zur Beschreibung einer Funktion von







uhmtes Resultat der Unentscheidbarkeit des 10. Hilbertschen Problems (sie-
he [Mat70]) und als eines der vielen Folgeresultate ergab sich auch die Unent-
scheidbarkeit der Null

aquivalenz von P und somit von L. Eine Beweisskizze
sowie eine Reihe

ahnlich gelagerter Probleme ndet man im

Ubersichtsartikel
[BL83] von Buchberger und Loos.




at von K be-
ruht darauf, da die K

orperelemente in verschiedenen Sprachen dargestellt wur-
den. Im Grunde genommen mu in beiden F











Ubertragung der Berechenbarkeitsbetrachtungen der abstrak-





odelisierung in die Menge der nat

urlichen Zahlen. Das obige Beispiel zeigt,
da die Eektivit

at einer abstrakten algebraischen Struktur im allgemeinen von
der Wahl der Standardbeschreibung abh

angen wird.
Sei A eine Menge abstrakter Objekte. Eine surjektive Abbildung f : N !
A heit Numerierung von A und das Paar (A; f) wird als numerierte Menge
bezeichnet. Seien 
 ein Alphabet und b : 


! A eine partielle, surjektive




nen wir b eine Beschreibungsvorschrift von A. Hintergrund f

ur diese Begris-
bildung ist die Vorstellung, da die Eingaben einer Berechnung immer durch
eine endliche Beschreibung gegeben sein m

ussen. Bei Bedarf kann man ohne
Beschr





des nicht dem Denitionsbereich angeh

orige Wort formal auf ein beliebig fest
















ahrend sich Numerierungen besser f

ur theoretische
Untersuchungen eignen, stellen Beschreibungsvorschriften einen direkten und
unmittelbaren Bezug zur nat





anken wir uns auf die Betrachtung unendlicher algebrai-
scher Strukturen A = (A;G;P ). Der einfachere, weniger interessante Fall endli-
cher StrukturenA kann analog dazu behandelt werden. Nur m

ussen anstelle bi-
jektiver Numerierungen immer solche betrachtet werden, deren Einschr

ankung
auf die Teilmenge der ersten m nat

urlichen Zahlen, wobei m die M

achtigkeit






A = (A;G;P ) habe die Signatur  = (F ;R;) und  : N ! A sei eine bijek-
tive Numerierung der Tr

agermenge von A. Dann kann man auf wohlbekannte

















uhrt. Sei f 2 F ein Funktionssymbol und g 2 G die
dazugeh

















































ur  2 R und dazugeh

origes p 2 P .
Denition 2.1 Sei A = (A; g
1






; : : : ; P
k
) eine algebraische Struk-
tur der Signatur  = (f
1




; : : : ; 
k
;) und b : 


! A eine Beschrei-
bungsvorschrift von A

uber dem Alphabet 
.
Die algebraische Struktur A wird eine in Bezug auf die Beschreibungsvor-
schrift b eektive algebraische Struktur genannt, falls eine surjektive, berechen-
bare Funktion  : 


! N und eine bijektive Numerierung  : N ! A von A










‘‘A A A A A A A A
(2.1)
kommutativ ist und alle Operationen g
()
i
, i = 1; : : : ;m, rekursive Funktionen
und alle Relationen P
()
i
, i = 1; : : : ; k, rekursive Mengen sind.
Lemma 2.2 Zu einer Beschreibungsvorschrift b : 


! A einer unendlichen




N und eine bijektive Numerierung  : N ! A, so da das Diagramm (2.1)













orter u und v gilt die

Aquivalenz
b(u) = b(v) () ((u)) = ((v)) () (u) = (v) :
Aufgrund der Berechenbarkeit der Funktion  und der Entscheidbarkeit der
Gleichheit nat

urlicher Zahlen ist die rechte Beziehung und folglich auch die
Bildgleichheit unter b entscheidbar.
(() Zur Veranschaulichung stellen wir die nachfolgend konstruierten Abbildun-























Sei  : 


! N eine beliebige bijektive G

odelisierung.  induziert eine Nu-
merierung  = 
 1




urlichen Zahlen n und m gilt die
Beziehung





Aufrund der Berechenbarkeit von 
 1
und der Entscheidbarkeit der Bildgleich-
heit unter b ist auch die Bildgleichheit unter  entscheidbar.
Wir setzen
M = fi 2 N j 8j 2 N : j < i  ! (i) 6= (j)g :
Die Entscheidbarkeit der Bildgleichheit unter  sichert die Entscheidbarkeit der
Teilmenge M  N. Die Funktion  : N ! M , die jedem i 2 N das eindeutig





ist die identische Abbildung auf M . Da M
eine unendliche, entscheidbare Menge ist, existiert eine bijektive, berechenbare
Abbildung  : M ! N , deren inverse Abbildung 
 1
ebenfalls berechenbar ist.
Die Abbildung  =  ist berechenbar und surjektiv. Wegen (M) = A
ist die durch (n) = (
 1
(n)) denierte Abbildung  : N ! A surjektiv.
Auerdem ist sie auch injektiv, denn die Bilder der Elemente aus M unter der
Abbildung  sind paarweise verschieden. Somit ist  eine bijektive Numerierung
von A. Durch Nachrechnen

uberzeugt man sich von der Kommutativit

at des
in Diagramm (2.2) enthaltenen Teildiagramms der Gestalt (2.1). 2
Lemma 2.2 rechtfertigt es, eine unendliche Menge A abstrakter Objekte in Be-
zug auf eine Beschreibungsvorschrift b : 


! A mit entscheidbarer Bildgleich-
heit g

odelisierbar zu nennen. Sind  : 


! N eine surjektive, berechenbare
Funktion und  : N ! A eine bijektive Numerierung von A mit der Eigenschaft,




odelisierung von A bez

uglich b. Diese
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Unter einer

Ubersetzung einer Beschreibungsvorschrift d :  

! A in eine
zweite Beschreibungsvorschrift b : 


! A verstehen wir eine berechenbare





mit der Eigenschaft d =   b. Man

uberzeugt sich
leicht von der G

ultigkeit des folgenden Lemmas.
Lemma 2.3 Falls A in Bezug auf b g

odelisierbar ist und eine

Ubersetzung von
d nach b existiert, dann ist A auch in Bezug auf d g

odelisierbar.
Falls A eine eektive algebraische Struktur bez

uglich b ist und eine

Uber-
setzung von d nach b existiert, dann ist A auch in Bezug auf d eine eektive
algebraische Struktur.
Wenn wir in Zukunft einfach von einer g

odelisierbaren Menge A abstrakter
Objekte sprechen werden, so beziehen wir uns dabei immer auf eine, meist
nur implizit gegebene, a priori Standardbeschreibungsvorschrift der Elemente
von A durch Terme

uber einem geeigneten Alphabet 





; : : : ;X
n









; : : : ; x
r
) im allgemeinen nicht g

odelisierbar zu sein braucht.
Im weiteren besch

aftigen wir uns mit dem Problem, eine algebraische Struk-
tur A durch eine logische Theorie F zu beschreiben. Wir untersuchen den Zu-
sammenhang zwischen der Eektivit

at von A und Eigenschaften von F. Dabei
verlangen wir, da die eektive algebraische Struktur A bis auf berechenba-





at einer algebraischen Struktur A in jedem Falle die Ent-
scheidbarkeit der identischen Gleichheitsrelation 
A





agermenge A. Das trit insbesondere auch dann zu, wenn die identische
Gleichheit nicht bereits eine Relation der Struktur A ist. Von jetzt an werden









agermenge interpretiert wird. Unsere logischen Untersuchungen







Satz 2.4 Sei A = (A; g
1






; : : : ; P
k
) eine (unendliche) algebrai-
sche Struktur der Signatur  = (f
1


















-Expansion von A, bei der jedes
Element von A Interpretation wenigstens einer Konstante c
i
ist. Dann ist A
genau dann eine eektive algebraische Struktur (bez

uglich der durch 
C
und der




; : : : aufgepr

agten Beschreibungsvorschrift),











(;) ! A der 
C
-Homomorphismus, welcher die Interpre-




; : : : fortsetzt. Da jedes Element von A











b und 8w =2 T (
C








eine Beschreibungsvorschrift von A. Im folgenden legen wir b als Standardbe-
schreibungsvorschrift zugrunde.
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()) Sei A eine eektive algebraische Struktur in Bezug auf b. Nach Denition
induziert b eine bijektive Numerierung  : N ! A von A, wobei  = b  
 1
eine surjektive, berechenbare Funktion von 

C





berechenbar beziehungsweise entscheidbar sind.
Seien  ein n-stelliges Pr

adikatensymbol von  und t
1
















); : : : ; b(t
n
)) 2 p() ((t
1





wobei p die Interpretation von  in A bezeichnet. Aufgrund der Entscheidbar-
keit von p
()
und der Berechenbarkeit von  ist die rechte Seite entscheidbar



















ur alle t; s 2 T (
C
; ;) hat das die Entscheidbarkeit der Bildgleichheit unter
b zur Folge. Nach Lemma 2.2 existieren somit eine berechenbare, surjektive
Funktion  : 

C
! N und eine bijektive Numerierung  : N ! A mit der
Eigenschaft    = b.
Seien  ein n-stelliges Pr

adikatensymbol von  und p seine Interpretation

















); : : : ; (i
n











, k = 1; : : : ; n , die kleinste nat



















Seien g eine n-stellige Operation von A, f das zu ihr geh

orige Symbol der
Signatur  und i
1
























wobei die j und j
k












art sind. Die c
j
1
; : : : ; c
j
n






































liefert nach endlicher Zeit die kleinste nat

urliche Zahl j, f

ur welche die Folge-
rungsbeziehung zutrit. Die Existenz eines derartigen j folgt aus der Totalit

at





; : : : ist. Die Berechnung von i = (c
j
) schliet die Konstruktion





; : : : ; i
n
) ab. Damit ist die Eektivit

at von A in
Bezug auf b nachgewiesen. 2
Satz 2.4 zeigt, da wir die Eektivit

at einer algebraischen Struktur auf die






onnen und wir wer-
den deshalb auch gelegentlich von einem eektiven Modell sprechen. Unsere
Betrachtungen lehnen sich an Ershovs Untersuchungen zu konstruktiven Mo-
dellen und konstruktiven Algebren an (siehe [Er80]). Der hier gew

ahlte Aufbau
weicht jedoch an einigen Stellen von dem Ershovschen ab.
Wenden wir uns nun der Frage zu, auf welche Art und Weise eine eekti-
ve algebraische Struktur A eektiv durch eine Theorie F beschrieben werden
kann. Dabei lassen wir den trivialen Fall endlicher Strukturen wiederum auer
acht und setzen im folgenden die Unendlichkeit der Tr

agermenge von A vor-
aus. Um von einer eektiven Beschreibung von A sprechen zu k

onnen, ist es
notwendig, da F axiomatisierbar ist und A durch F bis auf Isomorphie eindeu-





ankt werden. Anhand einer Reihe klassischer Resultate (siehe z.B.




ogliche Bedingungen an F
und Einschr

ankungen der Klasse zul

assiger Modelle untersuchen. Nach dem
Satz von L

owenheim und Skolem besitzt jede elementare Theorie mit einem





lich ist keine elementare Theorie mit unendlichem Modell A, insbesondere auch
nicht die vollst

andige Theorie F = Th(A), kategorisch. Wir wissen aber, da
eine eektive, unendliche Struktur A nur abz

ahlbar unendlich sein kann und
k

onnen daher unser Interesse auf Modelle der M






anken. Damit wird A durch Angabe einer den drei Bedingungen
i) A ist Modell von F
ii) F hat keine endlichen Modelle
iii) F ist !-kategorisch, das heit alle Modelle der M





ugenden Theorie F bis auf Isomorphie eindeutig bestimmt. Nach dem Satz









andigkeitssatz besagt, da es keine vollst

an-
dige, axiomatisierbare Erweiterung der Theorie der nat

urlichen Zahlen gibt.
Somit existiert bereits f

ur einfachste eektive Algebren keine eektive !-kate-
gorische Theorie. Eine andere M

oglichkeit, A bis auf Isomorphie eindeutig







oherer Stufe. Legt man Henkins allgemeinen Modellbegri
zugrunde, so sind die vollst

andigen Theorien unendlicher algebraischer Struk-
turen nach wie vor nicht kategorisch und erst die Beschr

ankung auf Standard-
modelle liefert einen zufriedenstellenden Kategorizit






uls verloren, zum anderen besitzt die Kate-
gorizit






Mengenlehre. Letztendlich wollen wir uns daf

ur entscheiden, nur elementa-
re Theorien F zuzulassen und eine sehr schwache Kategorizit

at zu erzwingen,
indem wir uns auf die Betrachtung kanonischer Modelle beschr

anken.
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Denition 2.5 Sei A eine bez

uglich einer beliebigen Beschreibungsvorschrift b
eektive algebraische Struktur der Signatur  und F  Fm() eine konsisten-




uls erster Stufe mit
Identit

at. Falls alle kanonischen Modelle von F isomorph zu A sind, so nennen
wir F eine eektive Theorie von A.
Satz 2.6 Sei A eine (in Bezug auf eine beliebige Beschreibungsvorschrift b)
eektive algebraische Struktur der Signatur . Dann existiert eine eektive





at von A hat die Existenz einer bijektiven Numerierung




odelisierung von A (bez

uglich
b) ist und f






hungsweise entscheidbar sind, zur Folge.




origen Operationen und Relationen be-
wirkt, da  sogar ein -Isomorphismus zwischen A
()













uber einem beliebigen Alphabet 
. Man beachte,
an dieser Stelle ist es m

oglich, die Berechenbarkeit der Beschreibungsvorschrift d




nicht einfach aus abstrakten Objekten
besteht, sondern gleich der Menge N der nat

















bbE E E E E E E E

C










A, bei der jedes c
i





















ultigen variablenfreien Formeln entscheidbar.
Damit ist auch die Komplementmenge F
2





















, das sogenannte Diagramm von A
C
, ist eine
oene, axiomatisierbare Theorie der Signatur 
C
. Oensichtlich ist A
C
ein
kanonisches Modell von F und s

amtliche kanonischen Modelle eines Diagramms
sind zueinander isomorph. 2
Neben der trivialen Wahl des Diagramms einer Konstantenexpansion A
C
, bei
welcher jedes Element von A Interpretation mindestens einer Konstanten c
i
ist, gibt es h

aug noch weitere M

oglichkeiten, eektive Theorien von Konstan-
tenexpansionen einer eektiven algebraischen Struktur zu nden. Sei K  A
die Menge aller Interpretationen von Konstantensymbolen von  und E  A
ein Erzeugendensystem von A. Dann reicht es bereits aus, die Signatur  um
fc
e
j e 2 EnKg zu einer Signatur 
E
zu erweitern.
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Satz 2.7 Seien A eine algebraische Struktur der Signatur  und A
E
eine Kon-





b : T (
E
; ;) ! A von
A
E
sei surjektiv. Dann ist A genau dann eine eektive algebraische Struktur
bez

uglich einer Beschreibungsvorschrift b : 

E















b surjektiv ist, l

at sich die Denition von b zum Beispiel durch
8w =2 T (
E

























j= t = s
f

ur alle s; t 2 T (
E
; ;) insbesondere auch die Bildgleichheit unter
^
b und so-
mit unter b entscheidbar. Aus Lemma 2.2 folgt die Existenz einer G

odeli-
sierung  : A ! N der Tr





uglich b. Die Eigen-
schaften einer G

odelisierung sichern die Existenz einer berechenbaren Funktion
 : N ! T (
E
; ;) mit b((i)) = 
 1
(i).




; : : : zur Signatur 
C
und




ur jedes i 2 N durch

 1








t den Term aus T (
E
; ;), den man erh

alt, wenn man alle Vorkommen von
Konstantensymbolen c
i
durch die entsprechenden Terme (i) ersetzt. Dann gilt
f

ur jede variablenfreie Atomformel t
1























und die vorausgesetzte Entscheidbarkeit der rechten Seite zieht die Entscheid-
barkeit der linken Seite nach sich. Aus Satz 2.4 folgt schlielich die Behauptung.
2
Satz 2.8 Seien A eine eektive algebraische Struktur bez

uglich der Beschrei-
bungsvorschrift b : 


! A und  AA eine Kongruenzrelation von A. Falls
der nat

urliche Homomorphismus  : A ! A=  stark ist, so ist die aus den
Restklassen [a]














eektiv, wenn die Expansion (A;) der Algebra A bez

uglich b eektiv ist.
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Dabei sind  : 


! A eine surjektive, berechenbare Funktion und  : N ! A
eine bijektive Numerierung, f

ur welche alle Operationen und Relationen von
A
()
berechenbar beziehungsweise entscheidbar sind.  : A! A=  bezeichnet
den kanonischen Homomorphismus von A in die Faktorstruktur A=  und somit
gilt






urliche Zahlen i und j lassen sich auf algorithmischem
Wege W

orter u; v 2 












und der aus der Eektivit













































;  und  haben die gleichen Eigenschaft wie im Beweis der ersten Richtung.
Zus





entscheidbar. Dann ist auch
die durch
^(i) = min(j j i 
()
j)
denierte Abbildung ^ : N ! N berechenbar. Der Bildbereich M = im(^) kann
verm








identiziert werden. Unter dieser Identi-
kation wird ^ nat






















Im weiteren setzen wir die Unendlichkeit von M voraus. Der Beweis l

at sich
geradlinig auf den endlichen Fall

ubertragen. Die Menge M ist entscheidbar,
daher existiert eine bijektive, berechenbare Funktion  : M ! N. Bei ent-
sprechender Denition der Operationen und Relationen auf dem Bildbereich N
wird  Isomorphismus. Die Berechenbarkeit beziehungsweise Entscheidbarkeit
der Operationen und Relationen bleibt unter  erhalten.
Nach Konstruktion ist  ein Isomorphismus zwischen A
()
und A. Die das
Diagramm kommutativ erg

anzenden Funktion ^ und ~ sind ebenfalls Isomor-
phismen. Schlielich ist die Funktion ^ =   ^   berechenbar und surjektiv.











bbE E E E E E E E E
(2.5)
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alle Eigenschaften eines Diagramms (2.1) auf und die Eektivit






b ist gezeigt. 2
Zusammenfassend bietet sich folgendes Vorgehen bei der Untersuchung einer
algebraischen Struktur auf Eektivit

at an. Zuerst suche man ein algebraisches




ur jedes erzeugende Element ein
Konstantensymbol ein und gehe zu einer entsprechenden Erweiterungssignatur

uber. Nach Satz 2.7 sind im folgenden keine weiteren Strukturerweiterungen
mehr erforderlich. In zahlreichen interessanten F

allen der klassischen Algebra
erweisen sich bereits endliche Mengen von Konstantensymbolen als ausreichend.
Weiterhin sind die algebraischen Strukturen oftmals direkt als ein gewisses al-
gebraisches Erzeugnis gegeben, damit sind die notwendigen Konstanten bereits
a-priori bekannt. Eine andere Art, eine algebraische Struktur zu denieren,
besteht in der Festlegung, da es sich um eine kleinste gegen eine gewisse Be-
dingung abgeschlossene Oberstruktur handeln soll. Die Bedingung postuliert
die Existenz von Elementen mit gewissen Eigenschaften und das Erzeugnis der
Menge dieser Elemente zusammen mit den Erzeugenden der Grundstruktur lie-
fert ein Erzeugendensystem des in Frage stehenden Abschlusses. Im allgemeinen
handelt es sich hierbei um ein nicht minimales, unendliches Erzeugendensy-
stem, trotzdem ist es oftmals wenigstens nicht sofort die gesamte Tr

agermenge






a Satz 2.8 kann man durch die Untersuchung einer einzigen algebrai-
schen Struktur auf Eektivit

at und Beantwortung der Frage nach der Ent-
scheidbarkeit der Kerne ihrer starken Homomorphismen die Eektivit

at einer
ganzen Klasse algebraischer Strukturen, n

amlich aller starken homomorphen




usse auf die homomorphen
Bilder sind allerdings nur dann m

oglich, wenn die Ausgangsstruktur eektiv
ist. Nach Aundung eines m

oglichst kleinen Erzeugendensystems des unter-
suchten algebraischen Systems A, ist es sinnvoll, nach einem eektiven, al-
gebraischen System B zu fragen, welches A als homomorphes Bild bez

uglich
eines starken Homomorphismus hat. Auerdem wird verlangt, da sich die







at. Gibt es solch ein B, so sind die weiteren
Eektivit

atsuntersuchungen zur Frage nach der Entscheidbarkeit des Kerns des
Homomorphismus

aquivalent. So kann man beispielsweise im Falle abstrakter
Algebren A immer die absolut freie Algebra der entsprechenden Signatur als B
w

ahlen. Findet man ein geeignetes B, f

ur welches jede starke Kongruenzrelati-
on entscheidbar ist, so ist man nat

urlich fertig. Mu aber die Entscheidbarkeit
der betreenden starken Kongruenzrelation im Einzelfall nachgewiesen werden,
so stellt sich die Frage, ob es vielleicht eine algebraische Struktur C gibt, die
homomorphes Bild von B ist und die A als homomorphes Bild hat. Dann ist
es g

unstiger, mit C anstelle von B weiterzuarbeiten. In der Richtung dieses
Vorgehens liegt auch die Methode, den Homomorphismus in Teilabbildungen
zu zerlegen und jede davon einzeln zu untersuchen.
F

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beliebige Strukturen A abstrakter Objekte. Die Aussagen sind dann immer re-




verstehen. Insbesondere erfordert die Berechenbarkeit einer beliebigen Funktion








uglich der Beschreibungsvorschrift b.
2.3 Algebraische Simplikation
A sei eine algebraische Struktur undR eine Kongruenzrelation aufA. Weiterhin




agermenge A von A und S : A! A eine
totale, berechenbare Funktion mit den Eigenschaften: (S(a); a) 2 R und S(a) 
a f

ur alle a 2 A. Dann wird S ein algebraischer Simplikator der Faktorstruktur
A=R bez

uglich  genannt. Einen der Beziehung S(a) = S(b) () (a; b) 2 R
gen

ugenden Simplikator S nennen wir kanonisch.
Besitzt A eine bin

are Operation , so da (A; ) eine Gruppe ist, dann wird
ein Simplikator S mit S(a) = e () (a; e) 2 R, wobei e 2 A das bez

uglich 
neutrale Element ist, ein bez

uglich  normaler Simplikator genannt. Im Falle




ur eine beliebige totale, berechenbare Funktion T : A ! A mit T (a) =
T (b) () (a; b) 2 R deniert a 
T
b :() a = T (b) eine Halbordnung auf der
Tr






Da jede Simplikationshalbordnung, f

ur welche T ein Simplikator von A=R
bez

uglich  ist, die Halbordnung 
T
verfeinert, werden wir bei der Behandlung
kanonischer Simplikatoren oftmals auf die Angabe der Simplikationshalbord-
nung verzichten.
Der folgende Satz spiegelt einen wesentlichen Zusammenhang zwischen Ent-
scheidbarkeit und algebraischer Simplikation wider. In Verbindung mit Satz
2.8 reduziert er den Eektivit

atsnachweis einer Faktorstruktur einer eektiven
Struktur auf das Aunden eines kanonischen oder normalen Simplikators.





are Operation, so da (A;+) eine Gruppe bildet. Wie

ublich
bezeichne 0 das neutrale Element der Gruppe. Weiterhin sei R  A  A eine
Kongruenzrelation von A. Dann sind die folgenden Aussagen

aquivalent:
i) Die Relation R ist eine entscheidbare Menge.
ii) Es existiert ein kanonischer Simplikator der Restklassenstruktur A=R.
iii) Es existieren eine Halbordnung  und eine Funktion Z : A ! A, so da









der Entscheidbarkeit von R ist die durch I(a) = minfi 2 N j (a; 
 1
(i)) 2
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ii) ) iii) Seien S ein kanonischer Simplikator f

ur A=R und  eine beliebige
Halbordnung von A mit 0 als kleinstem Element. Dann beschreibt
Z(a) =

0 : falls S(a) = S(0)
a : sonst
einen Nullsimplikator von A=R bez

uglich .
iii) ) i) Sei Z ein Nullsimplikator von A=R. F

ur beliebige a; b 2 A gilt genau






3.1 Ringe, Ideale und Moduln
Die Begrie der algebraischen Strukturen Halbgruppe, Monoid, Gruppe sowie
die entsprechenden kommutativen oder abelschen Versionen werden als bekannt
vorausgesetzt. Gleiches trit auf die Denitionen ausgezeichneter Objekte, wie
neutrales Element, Nullelement, Einselement, inverses Element oder Nullteiler
inklusive der entsprechenden links- beziehungsweise rechtsseitigen Varianten
zu. Existieren zu zwei Elementen a und b einer multiplikativ geschriebenen
Halbgruppe H Elemente c; d 2 H mit cad = b, dann wird a ein Teiler von b
und b ein Vielfaches von a genannt und die Schreibweise a j b verwendet. Falls
es zu a; b 2 H ein c 2 H mit ca = b gibt, so schreiben wir acb. Entsprechend
weist abb auf die Existenz eines d 2 H mit ad = b hin. In Anlehnung an
die in der freien Worthalbgruppe

ubliche Begrisbildung nennen wir a im Fall
acb einen Postx und im Fall abb einen Pr

ax von b. F

ur Monoide H gilt
acb _ abb =) a j b.
Allgemein versteht man unter einem Ring R eine abstrakte algebraische
Struktur mit zwei bin

aren Operationen + und , wobei R mit + eine abelsche
Gruppe ist und die Operationen den Distributivgesetzen
(a+ b)  c = a  c + b  c





Ublicherweise wird + Addition und  Multiplikation genannt und
h

aug wird das Multiplikationszeichen  in Produktausdr

ucken weggelassen.
Ist die Multiplikation sogar assoziativ, bildet also R mit  eine Halbgruppe, so





der Multiplikation neutrales Element, d.h. R mit  ist ein Monoid, so heit
R ein assoziativer Ring mit Einselement. Teilbarkeitsaussagen in assoziativen
Ringen beziehen sich immer auf die multiplikative Halbgruppe.
An allen Stellen, wo wir nicht explizit etwas Gegenteiliges betonen, wer-
den wir in dieser Arbeit unter einem Ring immer einen assoziativen Ring mit
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Einselement verstehen. Eine Teilmenge I  R wird ein Linksideal von R ge-
nannt, wenn I mit + eine Untergruppe von (R;+) ist und die Multiplikation
eines Elements von I von links mit einem beliebigen Ringelement nicht aus I
hinausf

uhrt, d.h. R  I  I. Analog deniert man Rechtsideale. Ist I sowohl
Links- als auch Rechtsideal, so nennen wir es auch ein zweiseitiges Ideal oder



















2 R und f
i
2 F bildet das
kleinste F umfassende Ideal von R. (F ) wird das von F erzeugte Ideal genannt
und alternativ auch mit R(F )R bezeichnet. Entsprechend wird eine Teilmenge
F  I eines Ideals im Falle I = (F ) ein Erzeugendensystem von I genannt.
Unter Verwendung der Nebenbedingungen h
i
= 1 (i = 1; : : : ;m) beziehungs-
weise g
i
= 1 (i = 1; : : : ;m) gelangen wir zum von F erzeugten Links- und
Rechtsideal. Falls jede echt aufsteigende Kette von Linksidealen eines Ringes
R endlich ist, so nennen wir R linksnoethersch. Analog erkl

aren wir den Begri
eines rechtsnoetherschen Ringes. Ist R sowohl links- als auch rechtsnoethersch,
so bezeichnen wir R als noetherschen Ring. Eine weitere m

ogliche aufsteigende
Kettenbedingung zur Auszeichnung von Ringen w

are, zu verlangen, da jede
echt aufsteigende Kette zweiseitiger Ideale endlich sein mu. Diese Forderung
ist schw

acher als jede der drei vorher aufgef

uhrten Bedingungen, da jede Kette
zweiseitiger Ideale auch eine Kette von Links- beziehungsweise Rechtsidealen
ist. Die aufsteigenden Kettenbedingungen f

ur ein- beziehungsweise zweiseiti-
ge Ideale sind jeweils dazu

aquivalent, da jedes entsprechendseitige Ideal des
Ringes R ein endliches Erzeugendensystem besitzt.
Seien S und R Ringe sowie ' : R ! S ein Ringhomomorphismus. Dann
bildet die Menge ker(') := fa 2 R j '(a) = 0g ein Ideal von R. ker(')
wird der Kern von ' genannt. In Kapitel 2.1.2 hatten wir bereits den Be-
gri des Kerns eines -Homomorphismus als die Menge aller Paare bildgleicher
Elemente eingef

uhrt. Aufgrund der einem Ring zugrundeliegenden additiven
Gruppenstruktur wird diese bin

are Relation bereits vollst

andig dadurch cha-
rakterisiert, da man die Menge aller mit 0 bildgleichen Elemente angibt. Das
rechtfertigt die Verwendung des oben eingef

uhrten und in der Ringtheorie ge-
br






andigen Urbilder des Nullelements des Zielrings S, d.h. die
m

oglichen Kerne, unter einem Ringhomomorphismus ' : R! S sind.
Ein Ring R wird eektiv genannt, wenn er bez

uglich einer Standardbeschrei-
bungsvorschrift mit den Ringoperationen +; ;  und den Konstanten 1; 0 eine
eektive algebraische Struktur bildet.
Neben Ringen sind in dieser Arbeit auch unit






uber einem Ring R mit Einselement




(a+ b) m = a m+ b m
a  (m+ n) = a m+ a  n
(a  b) m = a  (b m)
1
Im Fall m = 0 ist die folgende Summe per denitionem gleich 0.
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1 m = m
f

ur alle a; b 2 R undm;n 2M gen

ugende Linksvervielfachung  : RM ! R er-
kl

art ist. Analog deniert man einen unit

aren R-Rechtsmodul M , indem man R
als Rechtsoperatorenbereich mit sinngem

a geltenden Bedingungen auf M wir-
ken l

at. Ist M sowohl unit

arer R-Links- als auch unit

arer R-Rechtsmodul, so
nennen wirM auch einen unit

arenR-Bimodul. Jeder RingR kann in nat

urlicher
Weise auch als unit

arer R-Links, R-Rechts- und R-Bimodul aufgefat werden.
L

at man auch Ringe R zu, die nicht notwendigerweise ein Einselement
besitzen und verzichtet auf die letzte der obigen an die Vervielfachung gestell-
ten Bedingungen, so spricht man gew

ohnlich von einseitigen beziehungsweise
zweiseitigen R-Moduln. F

ur diese Arbeit vereinbaren wir, da wir unter ei-
nem R-Modul stets einen unit

aren R-Modul verstehen. Auerdem werden wir
abk

urzend auf die Angabe des Operatorenbereichs R verzichten, falls er aus
dem Kontext heraus klar ist. In den meisten F

allen ist es unumg

anglich, die
Seitigkeit eines R-Moduls explizit anzugeben. Gilt jedoch f

ur den R-Bimodul
M die Beziehung 8r 2 R 8m 2M : r m = m  r, so spielt die Seitigkeit keine
Rolle und wir nennen M einfach einen R-Modul. Falls Miverst

andnisse aus-
geschlossen sind, dann werden wir, wie bereits in einigen vorangegangenen Be-
merkungen geschehen, auch in allgemeinen, gleichzeitig f

ur R-Links-, R-Rechts-
und R-Bimoduln zutreenden Aussagen abk

urzend von R-Moduln sprechen.
Die Untersuchung von R-Moduln im Rahmen der universellen Algebra er-
fordert den

Ubergang zu heterogenen Algebren. Solange man die Ringelemente
nicht selbst als Modulelemente zul

at, kann man sich auf den Fall einer Familie







Theorie unterscheidet sich nur unwesentlich von der in Abschnitt 2.1.2 darge-
stellten Theorie der homogenen universellen Algebra.
An die Stelle der ein- beziehungsweise zweiseitigen Ideale eines Ringes tre-
ten ein- beziehungsweise zweiseitige R-Untermoduln. Der Kern eines Homo-
morphismus wird unter Ausnutzung der Gruppenstruktur von M wieder als
vollst

andiges Urbild des Nullelements deniert. Die R-Linksuntermoduln eines
R-Linksmoduls M sind gerade die m

oglichen Kerne eines R-Linksmodulhomo-
morphismus von M in einen zweiten R-Linksmodul. Analoges gilt im rechts-
seitigen und im zweiseitigen Fall. Der Begri des Erzeugendensystems eines
Untermoduls wird in naheliegender Weise deniert. Ist jeder Links-, Rechts-,
Biuntermodul von M endlich erzeugt, so spricht man in Analogie zum Ring-
fall von einem noetherschen Links-, Rechts- oder Bimodul. Ist R ein eektiver
Ring, M eine eektive abelsche Gruppe und sind die entsprechenden Verviel-
fachungen berechenbar, so nennen wir M einen eektiven R-Links-, R-Rechts-
beziehungsweise R-Bimodul.
3.2 Das Idealenthaltenseinsproblem
Vorausgesetzt R ist ein eektiver Ring und ' : R! S ein Epimorphismus, dann
ist das homomorphe Bild S gem

a Satz 2.8 genau dann ein eektiver Ring, wenn
die durch die Bildgleichheit denierte Kongruenzrelation ker
u
(')  RR ent-
scheidbar ist. Gem

a Satz 2.9 ist diese Entscheidbarkeitsfrage zur Existenz
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aquivalent, was wiederum zur
Existenz eines Nullsimplikators von R=ker
u
(') und zur Entscheidbarkeit des
Ideals ker(')  R

aquivalent ist. Die Frage nach der Existenz eines Algo-
rithmus, welcher bei beliebig vorgegebenem Ideal I  R f

ur jedes Ringelement
a 2 R in endlich vielen Schritten feststellt, ob a 2 I gilt oder nicht, wird
das Idealenthaltenseinsproblem des Ringes R genannt. Die Untersuchung des
Idealenthaltenseinsproblems bedarf zun

achst einmal einer Festlegung dar

uber,
wann ein Ideal I als gegeben angesehen werden soll, und wir vereinbaren, da
das durch ein Erzeugendensystem des Ideals zu erfolgen hat.
Das Ideal I sei durch ein Erzeugendensystem F gegeben. Unter einem Divi-
sionsalgorithmus modulo F verstehen wir eine Vorschrift, welche in endlicher
Zeit zu gegebenem a 2 R Elemente g
1




; : : : ; h
k
; a^ 2 R und f
1
; : : : ; f
k
2
F ermittelt, so da
^

















ullt ist. Falls es einen Divisionsalgorithmus modulo F gibt, dann ist die
durch (a) = a^ denierte Funktion  : R ! R oensichtlich ein kanonischer
Simplikator des Faktorrings R=I. Folglich impliziert die Existenz eines Divi-
sionsalgorithmus modulo des Erzeugendensystems F die Entscheidbarkeit des
Ideals I.
Auf den ersten Blick erscheint die Forderung nach der Existenz eines Divi-
sionsalgorithmus sch

arfer als die nach der Entscheidbarkeit des Ideals. Es l

at
sich jedoch nachweisen, da beide Eigenschaften zueinander

aquivalent sind.
Seien R ein eektiver Ring und I  R ein entscheidbares Ideal. Wir gehen
davon aus, da I durch ein rekursiv aufz

ahlbares Erzeugendensystem F , z.B.
F = I, gegeben ist.  : R! N sei eine G

odelisierung von R mit der Eigenschaft






(i)  a 2 Ig

berechenbar. Insbesondere handelt es sich sogar um einen kanonischen Sim-
plikator von R=I. Da F rekursiv aufz

ahlbar ist, existiert eine berechenba-
re Funktion '
F
: N ! R mit im('
F





chen Folgen von Tripeln nat

urlicher Zahlen ist rekursiv aufz

ahlbar. Sei al-













































) ein Element von R zuordnen. Die Funktion T ist
berechenbar und die Hintereinanderausf

uhrung t  T der beiden Funktionen t
und T ist total und z

ahlt das Ideal I rekursiv auf. Die bisher eingef

uhrten












; : : : ; f
k
) := Divide(a; F )







ahlbares Erzeugendensystem des Ideals I
Ausgaben: g
1




; : : : ; h
k
; a^ 2 R, f
1
; : : : ; f
k
2 F , so da (3.1) erf

ullt ist.
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a^ := (a)
r := 0







































Die Korrektheit des Algorithmus folgt unmittelbar aus den vorangegangenen
Ausf






)) = a   a^. Aufgrund von dom(t  T ) = N ist jeder vorhergehende











aufen verlassen. Damit ist bewiesen, da der Algo-




Satz 3.1 Sei R ein eektiver Ring und F  R eine rekursiv aufz

ahlbare Teil-
menge von R. Dann ist das von F erzeugte Ideal I von R genau dann eine
entscheidbare Teilmenge von R, wenn es einen Divisionsalgorithmus modulo F
gibt.
Der Beweis des Satzes wurde bereits erbracht.





at sich als ein R-Linksmodul auassen. Die Linksideale von R sind ge-
rade die R-Linksuntermoduln von R und als solche auch die Kerne der von R
ausgehenden R-Linksmodulhomomorphismen. Analoge Aussagen gelten f

ur die
entsprechenden rechtsseitigen Begrie. Die Untersuchung der Entscheidbarkeit
von einseitigen Idealen ist eng mit der Frage nach der Eektivit

at einseitiger
Faktormoduln von R verbunden. Das legt es nahe, entsprechende Untersuchun-
gen m

oglichst im Kontext beliebiger endlich erzeugter R-Linksmoduln anzusie-
deln. Auf v

ollig analoge Weise zu den vorangegangenen Untersuchungen kann
man auch im Falle ein- oder zweiseitiger R-Moduln die

Aquivalenz des Ent-
haltenseinsproblems zur Existenz von Divisionsalgorithmen modulo rekursiv
aufz






origen Divisionsalgorithmen die entsprechende Seitigkeit dadurch zu
ber












der ersten Anweisung von a^ := (a) zu a^ := 0 und der letzten Anweisung zu
return(1) f






1 : a 2 I
? : sonst
berechnenden Algorithmus. Daran erkennt man, da das Enthaltenseinspro-
blem eines eektiven Ringes stets wenigstens semientscheidbar ist.
Auer dem allgemeinen Idealenthaltenseinsproblem eines Ringes werden wir
im weiteren auch auf einige spezielle Idealenthaltenseinsprobleme Bezug neh-
men, was mit Einschr

ankungen an die zur Angabe eines Ideals zugelassenen
Erzeugendensysteme verbunden sein wird. Wenn wir von der Entscheidbarkeit
des Idealenthaltenseinsproblems endlich erzeugter Ideale sprechen, so impliziert
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dies, da die Beschreibung der Ideale nur durch endliche Erzeugendensyste-
me erfolgen darf. Insbesondere ist mit dem Idealenthaltenseinsproblem eines
noetherschen Ringes immer das Idealenthaltenseinsproblem endlich erzeugter
Ideale gemeint. Auf diesen Sachverhalt wird hier explizit hingewiesen, da die
Existenz endlicher Erzeugendensysteme keineswegs absichert, da ein solches
auch eektiv aus einem beliebig vorgegebenen Erzeugendensystem extrahiert
werden kann. Ist der Ring nicht noethersch, so kann sich das Idealenthalten-
seinsproblem endlich erzeugter Ideale nur auf die Teilklasse der endlich erzeug-
ten Ideale beziehen. Setzt man also das allgemeine Idealenthaltenseinsproblem
mit dem Idealenthaltenseinsproblem endlich erzeugter Ideale in Beziehung, so
bedeutet die Entscheidbarkeit des letzteren die Entscheidbarkeit des allgemei-





ankt sich das Idealenthaltenseinsproblem eines gra-
duierten Ringes immer auf das Enthaltensein homogener Elemente in durch
homogene Erzeugendensysteme gegebenen Idealen.
Man sieht leicht, da die Entscheidbarkeit der speziellen Idealenthaltenseins-






An dieser Stelle erlauben wir uns einen Vorgri auf die in Abschnitt 4.4
noch einzuf

uhrenden Bezeichnungen. Im Falle des Idealenthaltenseinsproblems
graduierter Ringe werden die Anforderungen an den Divisionsalgorithmus da-
hingehend versch







homogen vom Grad deg
 
(a) sein mu. Ist ein beliebiger Divisionsalgorithmus
f

ur homogene Elemente modulo homogener Ideale gegeben, so ist es trivial,
daraus einen die obigen Zusatzforderungen erf

ullenden zu konstruieren. Man
spaltet jeden Summanden in seine homogenen Bestandteile auf und l

at von
den entstehenden homogenen Summanden diejenigen weg, deren Grad nicht
mit dem von a

ubereinstimmt. Es gibt graduierte Ringe, deren Idealenthal-
tenseinsproblem als graduierter Ring entscheidbar ist, w

ahrend ihr allgemeines
Idealenthaltenseinsproblem als Ring unentscheidbar ist. Eine analoge Aussage
trit f






; : : : ;X
n
i, welcher sich durch Ringadjunktion des freien nichtkom-
mutativen von X
1
; : : : ;X
n
erzeugten Monoids zum K

orper Q der rationalen
Zahlen ergibt. Die Unentscheidbarkeit seines Idealenthaltenseinsproblems folgt
aus der Unentscheidbarkeit des Wortproblems der freien Worthalbgruppe. Be-
trachtet man jedoch die gew

ohnliche N-Graduierung von Q hX
1
; : : : ;X
n
i, wel-
che jedem Wort seine L

ange als Grad zuweist, so ist das Enthaltenseinsproblem
jedes bez

uglich dieser Graduierung homogenen Ideals entscheidbar.
Das Grundprinzip der in dieser Arbeit dargestellten Algorithmen besteht in
der Reduktion auf gleichartige Probleme f

ur endlich erzeugte homogene Ideale
der entsprechenden Seitigkeit. Im assoziierten graduierten Ring wird sich die
Behandlung des einseitigen Falls stets als einfacher als die des zweiseitigen er-
weisen. Dadurch kann leicht der Eindruck entstehen, da die Entscheidbarkeit
des Enthaltenseinsproblems endlich erzeugter zweiseitiger Ideale die des Ent-
haltenseinsproblems endlich erzeugter einseitiger Ideale nach sich zieht. Dem
ist aber nicht so, denn neben der Berechenbarkeit der Elementarschritte mu
auch die Abbruchbedingung der Algorithmen beachtet werden.
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Die Entscheidbarkeit des Enthaltenseinsproblems endlich erzeugter einsei-
tiger Ideale impliziert nicht notwendigerweise die f

ur zweiseitige Ideale. Ein
Gegenbeispiel sind die freien K -Algebren (siehe [Mo86]). Umgekehrt zieht auch
die Entscheidbarkeit des Enthaltenseinsproblems endlich erzeugter zweiseitiger
Ideale nicht die f

ur einseitige Ideale nach sich. Gegenbeispiele daf

ur ndet man
unter den Ringen, deren assoziierter graduierter Ring die aufsteigende Ketten-
bedingung f

ur zweiseitige Ideale nicht aber die f






f 2 N + L M () f +N 2 (L+N)=N M=N (3.2)
f

ur beliebige R-(Links-, Rechts-) Bimoduln M , Elemente f 2 R und (Links-,




agt sich die Entscheidbarkeit
des Enthaltenseinsproblems endlich erzeugter (Links-,Rechts-) Biuntermoduln
eines R-(Links-, Rechts-) Bimoduls M auf beliebige Faktormoduln nach einem
endlich erzeugten (Links-, Rechts-) Biuntermodul von M .
W

ahrend Mora bei der Untersuchung zweiseitiger Ideale in Restklassenrin-
gen nichtkommutativer Ringe ausschlielich von diesem Sachverhalt Gebrauch
machte (siehe [Mo88a] und [Mo88b]), wurde in [Ap92] ein anderes Vorgehen
gew

ahlt. Zum einen stand dort die Untersuchung einseitiger Ideale in Restklas-
senringen nach zweiseitigen Idealen im Vordergrund. Auch wenn M noethersch
ist und damit jeder seiner Unterbimoduln auch als einseitiger Untermodul end-
lich erzeugt ist, so ist es im allgemeinen dennoch nicht gesichert, da ein end-
liches Erzeugendensystem eines Bimoduls N auf algorithmischem Wege in ein
endliches Erzeugendensystem des einseitigen Moduls N transformiert werden
kann. Die in [Ap92] betrachtete Klasse von Algebren stellt eine Verallgemei-
nerung der Algebren von au







obnertheorie einseitiger Ideale von den in [ApL85] unter-
suchten Einh

ullenden von Liealgebren und Weylalgebren auf den allgemeineren
Fall der Algebren von au

osbarem Typ sehr geradlinig verl

auft, erfordert die
erstmalig in [KW90] vorgenommene Einbeziehung zweiseitiger Ideale prinzi-
piell neue Methoden. In der konkreten Situation ist jede Gr

obnerbasis eines
zweiseitigen Ideals I bereits Links- beziehungsweise Rechtsidealerzeugendensy-
stem von I. Gleiches trit auch auf die in [Ap92] vorgenommene nochmalige
Verallgemeinerung zu. Somit steht in beiden Situationen eine berechenbare
Transformation endlicher zweiseitiger in endliche einseitige Erzeugendensyste-
me zur Verf

ugung. Die in [Ap92] untersuchte Klasse von Algebren ist jedoch





uber Restklassenringbildung. Falls das Enthaltenseinsproblem des
Faktormoduls M=N entscheidbar ist, so trit f

ur M keineswegs mit Notwen-
digkeit das Gleiche zu. Insbesondere l

at sich die Untersuchung der in [Ap92]
betrachteten Algebren nicht einfach auf eine bekannte Klasse von Algebren, zum





Deshalb und auch aus Sicht der Ezienz der Entscheidungsalgorithmen ist es
in vielen F

allen ratsam, nach direkt im Restklassenring (oder allgemeiner im
Faktormodul) angesiedelten Algorithmen zu suchen. Dennoch sollte darauf
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hingewiesen werden, da Beziehung (3.2) eine entscheidende Bedeutung bei der




uhrend wollen wir das Syzygienproblem eines R-Linksmoduls M als die
Frage nach der algorithmischen L






















wird eine Linkssyzygie der Elemente
f
1






at sich in nat

urlicher Weise selbst zu














, i 6= j, nicht unbedingt
ausgeschlossen werden sollte, ist es aus Gr






unstig, den Linkssyzygienmodul dem von F = ff
1
; : : : ; f
m
g erzeugten
Untermodul N von M zuzuordnen. Dementsprechend sind die Bezeichnungen
LSyz(N) oder auch LSyz(F ) gebr

auchlich. Die Anordnung der Elemente von
F l

at sich durch eine bijektive Zuordnung von Unbestimmten e
f
zu f 2 F er-
setzen. Um Komplikationen zu vermeiden, werden wir ein Erzeugendensystem
F von N im Zusammenhang mit Syzygienberechnungen immer als geordne-
tes Tupel auassen. Im weiteren werden wir den Begri des Syzygienmoduls
pr

azisieren und auf den Bimodulfall ausdehnen.
3.3.1 Syzygien eines R-Linksmoduls
Sei M ein R-Linksmodul und F  M eine Teilmenge davon. Wir ordnen je-
dem Element f 2 F eine Unbestimmte e
f
zu und bezeichnen den von E =
fe
f
j f 2 Fg frei erzeugten R-Linksmodul mit R
jF j















f denierten R-Linksmodulhomomorphismus S :
R
jF j
!M wird der (erste) Linkssyzygienmodul von F genannt und mit LSyz(F )
bezeichnet. Aus der Denition ist unmittelbar ersichtlich, da LSyz(F ) eben-
falls ein R-Linksmodul ist. Sei B ein Erzeugendensystem von LSyz(F ) als
Untermodul von R
jF j
. Auf die gleiche Weise wie vorhin gelangen wir zum Links-
syzygienmodul LSyz(B) von B. Dieser heit ein zweiter Linkssyzygienmodul





zygienmoduln von F . Bereits beim zweiten Linkssyzygienmodul besteht eine
Abh

angigkeit von der Wahl des Erzeugendensystems B f

ur den vorangegange-
nen ersten Linkssyzygienmodul von F . L

at man die gleiche Freiheit bei der
Auswahl des Erzeugendensystems F zu, so kann man LSyz(F ) auch als einen
ersten Linkssyzgienmodul des von F erzeugten Linksuntermoduls N von M an-
sehen. Betrachten wir nun eine sogenannte Linkssyzygienkette von N , d.h. eine
Reihe aufeinanderfolgender Linkssyzgienmoduln von N . Tritt in der Linkssy-
zygienkette irgendwann ein Nullmodul auf, so nennen wir das Anfangsst

uck der
von Null verschiedenen Linkssyzygienmoduln eine freie Au

osung von N . Ob-
gleich Linksyzygienmoduln und Linkssyzygienkette eines R-Linksmoduls nicht
eindeutig bestimmt sind, so besitzen sie doch eine Reihe invarianter Eigen-
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schaften. Deren Bedeutung ist f

ur den Inhalt dieser Arbeit nachrangig und wir
werden daher nicht darauf eingehen. Der interessierte Leser wird beispielsweise
auf [Ei68] und [Ren76] verwiesen.
Entsprechend lassen sich erste und h

ohere Rechtssyzygienmoduln und Rechts-
syzygienketten von R-Rechtsuntermoduln einf

uhren.
Seien R ein eektiver Ring, M ein eektiver R-Linksmodul und F eine
endliche Teilmenge von M . Dann ist R
jF j
ein eektiver R-Linksmodul und der
Linkssyzygienmodul LSyz(F ) ist eine entscheidbare Teilmenge davon.
Unter dem Linkssyzygienproblem von M verstehen wir die Frage nach der
Existenz und der Berechenbarkeit eines endlichen Erzeugendensystems des Links-
moduls LSyz(F ) f

ur jede endliche Teilmenge F  M . Gibt es einen Algorith-
mus, der zu einer vorgegebenen endlichen Menge F M stets ein endliches Er-
zeugendensystem des Linkssyzygienmoduls LSyz(F ) berechnet, so sagen wir:




ur noethersche Ringe R kann
wenigstens die Frage nach der Existenz eines endlichen Erzeugendensystems
generell positiv beantwortet werden:
Bemerkung 3.2 Ein endlich erzeugter R-Linksmodul

uber einem noetherschen
Ring R ist noethersch.
Es reicht aus, einen von einer endlichen Menge E frei erzeugten Linksmodul
M zu betrachten. Sei N ein Linksuntermodul von M . F

ur fest vorgegebenes
e 2 E bezeichnen wir die Menge aller Elemente von R, die in wenigstens einem




ur jedes e 2 E ist I
e
ein Linksideal von R und als solches endlich erzeugt. Wir halten ein e 2 E fest
und w

ahlen zu jedem Element a eines endlichen Erzeugendensystems von I
e
ein Element von N aus, dessen Koezient von e gleich a ist. Die Menge dieser
Elemente erzeugt gemeinsam mit all den Elementen von N , in denen e nicht
auftritt, den gesamten Linkmodul N . Die e nicht enthaltenden Elemente von





uber die Anzahl der Elemente von E folgt die
Existenz eines endlichen Erzeugendensystems von N . 2
3.3.2 Syzygien eines R-Bimoduls
Sei U der vom Einselement erzeugte Unterring von R und U  Q  R ein
beliebiger Zwischenring. Fat man den linken Faktor als R-Links- und Q-
Rechtsmodul und den rechten Faktor als Q-Links- und R-Rechtsmodul auf,
so kann das Tensorprodukt R

Q
R mit auf nat

urliche Weise denierten Links-
und Rechtsvervielfachungen als unit

arer R-Bimodul aufgefat werden. Wir -
xieren ein nicht zu R geh

origes Symbol e und vereinbaren die Schreibweise aeb
f































von m Exemplaren des Tensorprodukts R 

Q
R. Indem wir f

ur jeden direk-






at sich die oben vereinbarte
Schreibweise auf die direkte Summe fortsetzen.
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Sei M ein unit

arer R-Bimodul, F M eine endliche Teilmenge von M und




ur jedes Element f 2 F
eine Unbestimmte e
f
ein und bezeichnen den von E = fe
f
j f 2 Fg frei
erzeugten unit






































! M wird Syzygienmodul von F genannt und mit
Syz(F ) bezeichnet.
Sei R ein eektiver Ring, M und R 

U
R seien eektive R-Bimoduln und














ur noethersche R-Bimoduln M

uber einem noether-
schen Ring R und endliche Mengen F  M im allgemeinen nicht noethersch.
Daher kann das Syzygienproblem im Sinne der Berechenbarkeit endlicher Er-
zeugendensysteme von Syzygienmoduln bereits aufgrund deren Nichtexistenz
unl

osbar sein. Wenden wir uns nun einem abgeschw

achten Syzygienproblem
zu. Sei T eine Funktion, die jeder endlichen Menge F  M eine Teilmenge
T (F )  Syz(F ) ihres Syzygienmoduls zuordnet. Dann verstehen wir unter der
L

osbarkeit des T -Syzygienproblems von M , da zu jeder endlichen Teilmenge
F M eine endliche Menge H existiert und berechnet werden kann, f

ur welche
H [ T (F ) ein Erzeugendensystem von Syz(F ) ist. Ein solches H nennen wir
ein T -Erzeugendensystem von Syz(F ). Die Wahl der Bezeichnung T f

ur die
obige Funktion soll auf triviale Syzygien von F hindeuten. Als Motivation f

ur
das T -Syzygienproblem stehen Moras triviale Syzygien




af j f; g 2 F; a 2 Rg (3.3)
endlicher Teilmengen F  R im Hintergrund (siehe [Mo88a]).
Oensichtlich ist die Frage nach einem endlichen T -Erzeugendensystem des
Syzygienmoduls Syz(F )

aquivalent zur Frage nach einem endlichen Erzeugen-
densystem des Faktormoduls Syz(F )=R  T (F )  R. Wir zeigen einen Weg auf,






























osung des T -Syzygienproblems f

ur jedes T mit ker(
Q
)  T (F ) 
Syz(F ) f

ur alle endlichen Teilmengen F  M auf die Untersuchung der Fak-
tormoduln Syz(F )=ker(
Q
















werden. Sei Z(M) die Menge fa 2 R j 8m 2 M : am = mag aller derjenigen
Ringelemente, die mit allen Modulelementen kommutieren. Durch einfaches
Nachrechnen

uberzeugt man sich leicht, da Z(M) zusammen mit den ent-
sprechend eingeschr

ankten Operationen von R f

ur jeden beliebigen unit

aren
R-Bimodul M einen das Einselement enthaltenden Unterring von R bildet. Im
Spezialfall M = R ist Z(M) kommutativ und wird das Zentrum des Ringes R
genannt. F

ur jede endliche Teilmenge F des R-Bimoduls M und jeden Zwi-
schenring U  Q  Z(M) gilt ker(
Q
)  Syz(F ). Die N

utzlichkeit dieser
Feststellungen wird am Beispiel eines Bimoduls M

uber einem kommutativen
Ring R mit Z(M) = R deutlich. Es wird sich erweisen, da dort die Elemen-
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te von ker(
R
) als trivial angesehen werden k

onnen. Damit gelangt man zu
der in der kommutativen Algebra erwarteten

Aquivalenz der Untersuchung der
Syzygienprobleme ein- und zweiseitiger Untermoduln von M .




osbarkeit des Syzygienproblems und der Berechenbarkeit des
Durchschnitts endlich vieler Untermoduln besteht ein enger Zusammenhang. In
einer Formulierung f

ur Polynomideale ndet man ihn beispielsweise in [GTZ88].
Basierend auf der gleichen Idee lassen sich Syzygienmoduln von Untermoduln
eines Faktormoduls berechnen.





erzeugte Linksuntermoduln. Dann ist der Durchschnitt endlich vieler endlich
erzeugter Linksuntermoduln berechenbar und das Linkssyzygienproblem end-
lich erzeugter Linksuntermoduln eines Faktorlinksmoduls von M nach einem
beliebigen endlich erzeugten Linksuntermodul von M ist l

osbar.
Seien N der von H = fh
1
; : : : ; h
n
g M und L der von F = ff
1
; : : : ; f
m
g 
M erzeugte Linksuntermodul von M . Weiterhin sei B ein beliebiges endliches
Erzeugendensystem des Linkssyzygienmoduls LSyz(F [ H) der Linksmodul-













































































den Linkssyzygienmodul LSyz(F + N) des Linksuntermoduls (L + N)=N 
M=N .
Beide Beziehungen lassen sich v

ollig geradlinig auf Rechts- und Bimoduln




Sei R ein Ring und F  R eine Teilmenge des Ringes. In Abschnitt 2.1.2 hatten
wir erkl

art, wie eine nichtleere Teilmenge der Tr

agermenge einer algebraischen
Struktur eine algebraische Unterstruktur des gleichen Typs erzeugt. In diesem
Sinne ist der (bez

uglich der Mengeninklusion) kleinste, F umfassende Unterring
U(F ) von R der von F erzeugte Unterring von R. Aus Sicht der universellen
Algebra ist die Behandlung von Unterringen in gewisser Weise sogar nat

urlicher
als die von Idealen, denn der im Zusammenhang mit Kernen von Homomorphis-
men auftauchende Idealbegri erlangt erst in Gruppenstrukturen Bedeutung.

Ahnlich dem Idealenthaltenseinsproblem k

onnen wir die Frage stellen, ob ein
gegebenes Element a 2 R dem von F erzeugten Unterring angeh

ort. Dies ist ge-
nau dann der Fall, wenn a Summe endlich vieler Produkte der Gestalt f
1
   f
k
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von Elementen f
i
2 F (i = 1; : : : ; k) ist.
2
Die Frage der Entscheidbarkeit des
Unterringenthaltenseinsproblems ist nicht Gegenstand dieser Arbeit, aber wir




ahnlichen Methoden wie in
der Theorie der Gr

obnerbasen von Idealen behandeln l

at (siehe z.B. [RS88],
[SS88] und [Swe88]).
2
Per denitionem wollen wir jedes Produkt mit k = 0 als 1 ansehen. Betrachtet man nur
Produkte mit k  1, so gelangt man zu einer Unterstruktur von R als Ring, in welchem kein
Einselement gefordert ist. Unseren Ringkonventionen entsprechend m





Im weiteren konzentrieren wir uns auf die Suche nach Divisionsalgorithmen mo-
dulo endlichen Erzeugendensystemen von Idealen. Oftmals besteht das Schl

ussel-
problem in der vorherigen Aufbereitung der Idealbasis, um dann einen beson-










ur jedes ein- beziehungsweise zweiseitige Ideal I ein derartiges endliches
Erzeugendensystem F von I auszuzeichnen, so da es Gleichung (3.1) erf

ullen-
de Objekte gibt, f

























oeren auftritt. Im Idealfall
streben wir eine monoton fallende Folge an. Man beachte, da bereits bei der
schw

acheren, die Unvergleichbarkeit zulassenden Forderung ein derartiges F
selbst in noetherschen Ringen nicht notwendigerweise f

ur jedes Ideal zu existie-
ren braucht. Aber man kann zumindest f

ur eine groe Klasse von Ringen bei
Verwendung geeigneter Simplikationshalbordnungen die Existenz eines ent-
sprechenden Aufbereitungsalgorithmus nachweisen.
Ein seit langem bekanntes Beispiel f

ur einen derartigen Aufbereitungsalgo-
rithmus ist der Euklidische Algorithmus in eektiven Euklidischen Ringen. Ein


















orpern in die bisherigen
Betrachtungen ein. In die Reihe dieser Beispiele geh

ort aber auch der Buchber-





orper, welcher die beiden vorher genannten Algorithmen als Spezi-
alf

alle umfat. In den letzten zwei Jahrzehnten wurde Buchbergers Algorithmus
von verschiedenen Autoren auf zahlreiche andere Klassen von Ringen verallge-
meinert. Nachdem viele Jahre lang immer wieder neue, mehr oder weniger groe
Klassen von Ringen von Grund auf untersucht wurden, entwickelten Robbiano
und Mora Ende der 80-iger Jahre das sehr umfassende, viele der vorherigen
Ans

atze subsummierende Konzept der graduierten Strukturen (siehe [Rob86]
und [Mo88a]). Moras Verdienst bestand dabei vor allem in der Verallgemeine-
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rung der Robbianoschen Theorie auf nichtkommutative Ringe. Die Robbiano-










Ubertragung des Buchbergerschen Algorith-
mus schrumpften damit auf die Berechenbarkeitsnachweise gewisser Grundfunk-
tionen zusammen.
In diesem Kapitel werden wir das allgemeine Konzept graduierter Struktu-
ren auf der Grundlage der Moraschen Arbeit [Mo88a] darlegen.
4.1 Geordnete Monoide
Ein geordnetes Monoid ist eine algebraische Struktur ( ; ;) mit einer bin

aren
Operation  und einer linearen Ordnung , wobei   mit  ein Monoid, das heit
eine Halbgruppe mit neutralem Element , bildet und  monoton bez

uglich 
ist. In dieser Arbeit verlangen wir immer die Irreexivit

at von  und die
strenge Monotonie in dem Sinne, da f

ur alle Monoidelemente a; b; c 2   aus
der Beziehung a  b die Relationen a  c  b  c und c  a  c  b folgen.
In der Literatur ndet man zuweilen auch eine schw

achere, auf dem reexiven
Abschlu von  beruhende Monotoniebedingung. Man sieht sofort, da in
jedem bez

uglich einer streng monotonen Ordnung geordnetem Monoid die linke
und die rechte K

urzungsregel gelten, das heit:
8a; b; c 2   : c  a = c  b _ a  c = b  c) a = b : (4.1)
Wir nennen   ein eektives geordnetes Monoid, falls es mit der Operation , der
Konstanten  und der Ordnungsrelation  eine eektive algebraische Struktur
bildet. Bei der Behandlung graduierter Strukturen werden wir stets geordne-
te Monoide betrachten, ohne da wir an jeder Stelle explizit auf die Ordnung
hinweisen werden. Wenn wir in diesem Zusammenhang kurz von einem eekti-
vem Monoid sprechen, so bezieht sich die Eektivit

at immer auf die algebrai-
sche Struktur, die neben den Monoidoperationen auch die Ordnung beinhaltet.
Entsprechend verwenden wir die Begrie der geordneten Halbgruppe und der
geordneten Gruppe. Jede geordnete Halbgruppe   l

at sich durch Hinzunahme
eines Elementes  1 zu einer geordneten Halbgruppe
^
  =  [f 1g erweitern,








Eine nichtleere Teilmenge M    mit   M    wird ein Monoidlinksideal
von   genannt. Entsprechend nennt manM ein Monoidrechtsideal wennM  
  gilt und ein (zweiseitiges) Monoidideal falls M sowohl Monoidlinks- als auch
Monoidrechtsideal ist. Y  M heit Erzeugendensystem des Monoidideals M ,
wenn    Y    = M gilt.
Falls ein geordnetes Monoid   ein kleinstes Element ! besitzt, so mu dies
das neutrale Element  von   sein, denn angenommen !  , so !
2
= !  ! 
!   = ! im Widerspruch zur Minimalit

at von !. In einem geordneten Monoid
mit kleinstem Element ist  das einzige invertierbare Element, denn sei  2  
invertierbar, dann f






 , was aufgrund der Minimalit

at von  die Gleichheit
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 = 
 1
=  nach sich zieht. Analog

uberlegt man sich, da es sich im Falle
der Existenz eines gr

oten Elementes von   auch nur um das neutrale Element
 handeln kann und da auch dann  einziges invertierbares Element sein mu.
In jedem wohlgeordneten Monoid   gilt f

ur alle ; !; !
0
2   die Beziehung


























ahnliche Weise sieht man, da das minimale Erzeugendensystem eines
beliebigen ein- oder zweiseitigen Monoidideals M eines wohlgeordneten Mo-
noids   eindeutig bestimmt ist. Denn seien X und Y zwei minimale Erzeu-
gendensysteme von M . Dann gibt es zu jedem x 2 X Elemente y 2 Y und
x
0












b = x, was wegen der Mini-
malit












=  zur Folge hat. Daraus folgt X  Y und wegen der
Minimalit

at von Y mu die Gleichheit gelten.
Da in einem wohlgeordnetem Monoid   nur das Element  invertierbar ist,
bildet die Menge  nfg ein Monoidideal von  . X ist genau dann ein minimales
Erzeugendensystem des Monoidideals  nfg, wenn X ein minimales Erzeugen-
densystem des Monoids   ist. Daher ist auch das Monoiderzeugendensystem
eindeutig bestimmt. Dar

uberhinaus wird  nfg bereits als Monoidlinks- bezie-
hungsweise Monoidrechtsideal von X erzeugt.
F

ur Ordnungen  von   mit der Eigenschaft, da jede nach unten be-
schr

ankte Teilmenge von   wohlgeordnet ist, f















    und






ur alle n  n
0
() existiert. Oensicht-
lich ist jede Wohlordnung erst recht eine beschr

ankte Wohlordnung. Ist die
beschr

ankte Wohlordnung  dagegen keine Wohlordnung, so ist   nach unten
unbeschr

ankt,   besitzt also kein kleinstes Element.
Einen wichtigen Spezialfall stellt die Klasse der Monoide dar, in denen Dick-
sons Lemma (siehe [Di13]) gilt. Im Fall eines kommutativen Monoids   sagt
Dicksons Lemma aus, da f





; : : : von Elementen







Monoide   spaltete sich die Bedingung bez

uglich der Seitigkeit auf. An die Stel-
le der Teilerrelation tritt im linksseitigen Fall die Postx- und im rechtsseitigen
Fall die Pr






amlich erstens: die Teilbarkeitsrelation zu verwenden oder zweitens:
zu verlangen, da sowohl die linksseitige als auch die rechtsseitige Bedingung
erf

ullt sind. Die beschriebenen Varianten Dicksons Lemma entsprechen den
aufsteigenden Kettenbedingungen in Ringen. Wir nennen das Monoid   links-







ax-Variante Dicksons Lemma, so heit   rechtsnoethersch. Ein Monoid
  wird noethersch genannt, falls es sowohl links- als auch rechtsnoethersch ist.
1
Mora nennt diese Ordnungen inf-limited (siehe [Mo88a]).
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In einem noetherschen Monoid ist jedes Monoidideal beliebiger Seitigkeit end-
lich erzeugt. Man





; : : : von











< : : :, besitzt, welche f

























alle k > 1. Besitzt 
1
unendlich viele Vielfache unter den 
i
, dann bilden diese
Vielfachen bereits eine solche Teilfolge. Andernfalls entfernen wir die endlich
vielen Vielfachen von 
1
und fahren mit der unendlichen Restfolge der verblei-
benden Glieder fort. k
i
sei der kleinste Index eines Elementes welches beim
i-ten Durchlauf entfernt wurde, insbesondere k
1
= 1. Nach Konstruktion gilt
f







. Da   als noethersch vorausgesetzt war,
mu die Folge der k
i
nach endlich vielen Schritten abbrechen, was die Exi-



















; : : : wie oben fort. Im Ergebnis dieses Prozesses entsteht Glied f

ur Glied






; : : :. Anstelle der Teilbarkeit kann
ebenso die Pr

ax- oder Postxrelation gefordert werden.
Eine Verallgemeinerung des Hilbertschen Basissatzes (vgl. [vW67]) zeigt
einen engen Zusammenhang zwischen noetherschen Monoiden und noetherschen
Ringen auf. F

ur jeden noetherschen Ring Q ist der Monoidring Q h i, dessen
additive Gruppe die direkte Summe
L
2 
Q ist und dessen Multiplikation
durch ! =  ! sowie c = c f

ur alle ; ! 2   und alle c 2 Q festgelegt wird,
genau dann noethersch, wenn   noethersch ist. Analoges gilt im linksseitigen,
rechtsseitigen und im schwachen zweiseitigen Fall.
Unter dem Teilbarkeitsproblem eines Monoids   verstehen wir die Frage, ob





2   mit 
0
   
00
= ! gibt. Das Teilbarkeitsproblem ist die geradlinige

Ubertragung des Idealenthaltenseinsproblems von Ringen auf den Monoidideal-
fall. Im Falle der Entscheidbarkeit des Teilbarkeitsproblems kann man,

ahnlich
zur Situation bei Ringen, einen Divisionsalgorithmus angeben, der bei Vorliegen





ren aller Paare von Elementen von   ermittelt und andernfalls FALSE ausgibt.
Eine Versch








). Analog kann man das Pr

ax- beziehungsweise
Postxproblem des Monoids   einf

uhren.
Jedes Element  2  nfg eines noetherschen wohlgeordneten Monoids  
besitzt nur endlich viele Zerlegungen in irreduzible Faktoren. Dabei nennen









existieren. Jedes Element des minimalen





at von X oder der Wohlordnungseigenschaft von  wider-
sprechen. Ein noethersches wohlgeordnetes Monoid ist immer endlich erzeugt,
daher kann ein beliebiges  2   nur endlich viele Elemente von X als Pr

ax ha-











eindeutig bestimmter Postx 
0




. Die Existenz unendlich
vieler Faktorzerlegungen w





; : : :






ur alle i = 1; 2; : : : nach
sich ziehen, was in einem wohlgeordneten noetherschen Monoid unm

oglich ist.
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Die Frage nach der Endlichkeit und Berechenbarkeit der Menge aller m

ogli-
chen Zerlegungen eines Monoidelements in irreduzible Faktoren nennen wir das
Faktorisierungsproblem des Monoids  .
Der oben gef

uhrte Endlichkeitsnachweis der Menge aller irreduziblen Fak-
torzerlegungen eines beliebigen Elements eines wohlgeordneten noetherschen
Monoids   ist konstruktiv und man erkennt gleichzeitig daraus, da die L

osung
des Faktorisierungsproblems auf die Eektivit

at von   und die Entscheidbar-
keit des Pr

axproblems reduziert werden kann. Mehr noch, neben der Eek-
tivit





2 X und  2  




ax von  ist. Mit dem Faktorisierungs-
problem werden gleichzeitig eine Reihe weiterer Probleme algorithmisch l

osbar.
Neben der Entscheidbarkeit von Teilbarkeits-, Pr

ax- und Postxproblem er-
gibt sich f

ur beliebige ; ! 2   die Endlichkeit und Berechenbarkeit der Menge




) 2      j 
0
   
0
= !g. Ein Monoidelement  ist
genau dann Teiler von !, wenn quot(; !) 6= ; gilt. In diesem Sinne hat die
Berechenbarkeit von quot die algorithmische L

osbarkeit eines strengeren Teil-
barkeitsproblems zur Folge. Weiterhin ist  genau dann Pr

ax von !, wenn ein
(; 
00
) 2 quot(; !) existiert, dieses Element ist dann sogar eindeutig bestimmt.
Entsprechendes gilt f

ur die Postxrelation. Die Menge
mgV (; 
0






6= ! : !
0








aller minimalen gemeinsamen Vielfachen zweier beliebiger Elemente ; 
0
2  
eines noetherschen Monoids ist stets endlich. Ersetzt man die Teilerbeziehung
durch die Pr

ax- beziehungsweise Postxrelation, so gelangt man zu den Men-
gen aller minimalen gemeinsamen Links- (mgLV (; 
0
)) und aller minimalen
gemeinsamen Rechtsvielfachen (mgRV (; 
0
)) von  und 
0
.
In den in dieser Arbeit angef

uhrten Beispielen werden vor allem zwei Typen
von Monoiden zur Anwendung kommen. Sei X = fX
1
; : : : ;X
n
g eine endliche
Menge von paarweise verschiedenen Objekten. Mit T (X) = T (X
1
; : : : ;X
n
)
bezeichnen wir das von X frei erzeugte kommutative Monoid. T (X) ist iso-





verwenden wir das von X frei erzeugte nichtkommutative Monoid S(X) =
S(X
1
; : : : ;X
n
), welches zur von X frei erzeugten Worthalbgruppe hXi (mit
leerem Wort) isomorph ist.
Die Monoidstruktur ist in beiden F

allen wohlbekannt und bedarf sicher
keiner weiteren Erkl

arung. Zu den m

oglichen Monoidordnungen erscheinen je-
doch einige Worte angebracht. F






andige Klassikation der mit der Monoidstruktur vertr

aglichen Ordnungen
in [Rob85], die wesentlichen Resultate gehen auf [Er56] zur

uck. Die Klassika-
tion basiert auf Beschreibungen der Monoidordnungen durch reelle Matrizen.
Wir beschr

anken uns hier auf die Darlegung der wesentlichsten Sachverhalte,
f

ur die Beweise und weiteren Zusammenh

ange wird auf [Rob85] verwiesen.
Ordnet man jeder Variablen X
k
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eine additionsvertr

agliche Halbordnung von N
n















agliche Halbordnungen von N
n
,




zu einer ebenfalls additionsvertr

aglichen Halb-
ordnung  von N
n
verfeinern, indem man f

ur beliebige u; v 2 N
n
deniert:
u  v () u 
1
v _ (u#v ^ u 
2
v) : (4.4)
Dabei bezeichnet die Schreibweise u#v die Unvergleichbarkeit von u und v in
der Halbordnung 
1
, d.h. u 6= v, u 6
1




; : : : ;<
m








ur 1  i  m
und 1  j  n das Gewicht g
i;j
























. Zum ersten ist 
A
eine Verfeinerung von <
1





; : : : ;<
k
, 2  k < m, gem

a (4.4). Weiter gilt, da sich jede
(lineare) Monoidordnung  von N
n





; : : : ;<
m





ankung der Allgemeinheit k

onnen wir annehmen, da der Zeilenrang von A
gleich m, also maximal, ist. Andernfalls w









Zu jeder Ordnung  gibt es unendlich viele beschreibende Matrizen der
obigen Art, insbesondere ist nur die erste gewichtete Gradordnung <
1
durch
 eindeutig bestimmt. In [CMP95] werden Normalformdarstellungen f

ur die
Matrizen aufgezeigt. Da jedoch alle in dieser Arbeit ben

otigten Eigenschaften
von der konkreten Auswahl der beschreibenden Matrix unabh

angig sind, werden
wir keine Normalformen ben

otigen und auf ihre Beschreibung verzichten.
Bemerkung 4.1 Sei A = (g
i;j
) eine reelle mn-Matrix des Ranges m, so da
die verm

oge (4.5) denierte Monoidhalbordnung 
A
linear ist. Es gilt:
i) 
A
ist genau dann eine Wohlordnung, wenn das am weitesten oben ste-












ankte Wohlordnung, wenn alle Eintr

age der ersten Zei-






are z.B. das am weitesten oben stehende Gewicht der j-ten Spalte
negativ, so bes











uber n, da jede streng monoton fallende Folge von Exponentenvekto-
ren endlich ist.
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ii) Wie oben gezeigt wurde, mu der Nullvektor  das gr





atte eine Variable in der ersten Zeile von A ein positives Gewicht, so w

are
 nicht maximal. Nehmen wir an, es g

abe eine Variable X
j
mit dem Gewicht 0 in
der ersten Zeile von A. Aufgrund des Maximalrangs von A hat wenigstens eine
der anderen Variablen, sagen wir X
i
, ein von Null verschiedenes, also negatives,
Gewicht. Der erste von Null verschiedene Eintrag in der j-ten Spalte mu
negativ sein, sonst w





oer als . Folglich
f

allt die Folge der Exponentenvektoren aufsteigender Potenzen von X
j
streng
monoton, ohne dabei jemals den Exponentenvektor von X
i
zu unterschreiten.












streng monoton fallende Folge von Exponentenvektoren unter-
schreitet die Folge der Skalarprodukte mit der ersten Zeile von A jede vorgege-







ur eine Reihe von Anwendungen ist es notwendig, Monoidwohlordnungen vom





. Eine lineare Ordnung (M;) heit
vom Ordnungstyp !, wenn die Teilmenge fa 2 M j a  mg f

ur jedes vorge-
gebene m 2 M endlich ist. Diese Forderung ist dazu

aquivalent, da (M;)
Wohlordnung und (M;) beschr

ankte Wohlordnung ist, wobei  in der

ubli-
chen Weise durch a  b () b  a deniert wird. Ist M ein Monoid und
 eine Monoidordnung, so ist auch  eine Monoidordnung. Sei M = T (X)
und die Matrix A beschreibe die Monoidordnung , dann beschreibt  A die
Monoidordnung . Bemerkung 4.1 gibt somit auch Aufschlu

uber die Darstel-
lung einer Ordnung vom Ordnungstyp !. Diese zeichnen sich gerade dadurch
aus, da sie lineare Verfeinerungen gewichteter Gradordnungen mit durchweg
positiven Gewichten sind.




urliche Homomorphismus, der jedem Wort

uber dem Alphabet X =
fX
1
; : : : ;X
n
g den Vektor der Anzahl der Vorkommen der BuchstabenX
1
; : : : ;X
n
zuordnet. Weiterhin sei  eine Monoidordnung von N
n
. Dann deniert
u < v () (u)  (v) _ ((u) = (v) ^ u <
lex
v)











at sich nicht jede Monoidordnung von hXi
auf diese Weise darstellen, unsere Untersuchungen werden sich aber auf diesen
Typ beschr































ullt, ist eine injektive Abbildung von N
n
in hXi. Zusammen mit
den nat

urlichen Isomorphismen zwischen T (X) und N
n
sowie S(X) und hXi
liefert dieser Schnitt eine Einbettung der Menge T (X) in die Menge S(X). In
diesem Sinne werden wir T (X) in Zukunft als Teilmenge von S(X) ansehen.
2
Insbesondere in der Mengenlehre und einigen anderen Grenzgebieten zwischen Mathema-
tik und theoretischer Informatik wird die Menge der nat

urlichen Zahlen mit dem Symbol !
bezeichnet.
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Selbstverst

andlich handelt es sich dabei um eine reine Mengeninklusion und
keineswegs um eine Untermonoidbeziehung.
4.2 Gelterte Ringe
Seien   eine geordnetes Monoid mit neutralem Element ,
^
  =   [ f 1g und




bestehend aus additiven Untergruppen
von R die f

ur alle ; 
0
2   den Bedingungen
[



















ugen, wird eine  -Filtrierung
3
von R genannt. (R; ;F) heit eine gelterte
Ringstruktur und R ein gelterter Ring. R wird eektiver gelterter Ring ge-
nannt, falls R ein eektiver Ring,   ein eektives geordnetes Monoid und jede
Untergruppe F

eine entscheidbare Teilmenge von R ist.
Eine Funktion ' : R !
^
  wird eine  -Pseudobewertung (oder kurz eine
Pseudobewertung) des Ringes R genannt, falls sie f

ur alle a; b 2 R und alle
invertierbaren Elemente e 2 R den Bedingungen:
'(a) =  1 () a = 0
'(a + b)  max('(a); '(b)) (4.7)




ugt.   heit das Wertemonoid der Pseudobewertung ' und (R;') wird als
pseudobewerteter Ring bezeichnet. Gilt f

ur alle a; b 2 R sogar die Gleichheit
'(ab) = '(a)'(b), so nennt man ' eine Bewertung und (R;') einen bewerteten
Ring. Wenn ' aus dem Kontext heraus klar ist, werden wir abk

urzend R als
(pseudo-) bewerteten Ring bezeichnen. Wegen '( a)  '( 1)'(a) = '(a) =
'( ( a))  '( a) und '(b) = '((a + b)   a)  max('(a + b); '( a)) gen

ugt
jede Pseudobewertung ' f

ur alle a; b 2 R den Relationen
i) '(a) = '( a) und
ii) '(a)  '(b) ) '(a+ b) = '(b) .
F

ur jedes  2   beschreibt F
'

= fa 2 R j '(a)  g eine Untergruppe der







ist eine Filtrierung von R,
diese werden wir die von der Pseudobewertung ' induzierte Filtrierung nennen.
Sind R ein eektiver Ring,   ein eektives geordnetes Monoid und ' : R !
^
 
eine berechenbare Pseudobewertung, dann ist R mit der durch ' induzierten
Filtrierung ein eektiver gelterter Ring.
3
Man kann den Begri der Filtrierung auch ohne die erste der drei Bedingungen einf

uhren.
Den Bezeichnungen von [Ei89] folgend, handelt es sich bei dem hier betrachteten Filtrierungs-
begri nur um den Spezialfall ersch

opfender Filtrierungen.
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4.3 Gelterte Moduln und Gr

obnerltrierungen
Seien (R; ;F) eine gelterte Ringstruktur undM einR-Linksmodul. Analog zu
Ringen f




































ein. Wir nennen (M; ;F
M
) eine gelterte (R; ;F)-Linksmodulstruktur und













so gelangt man zu den Begrien der gelterten (R; ;F)-Rechtsmodulstruktur
(M; ;F
M





) zwei gelterte Ringstrukturen von R und M
ein R-Bimodul. Ist das Tripel (M; ;F
M
) sowohl gelterte (R; ;F
l
)-Links-
modulstruktur als auch gelterte (R; ;F
r
)-Rechtsmodulstruktur, so nennen




)-Bimodulstruktur und M einen gelterten R-
Bimodul
4
. Auf die gleiche Weise kann man ausgehend von gegebenen  -Filtrier-
ungen der Ringe R und S auch  -Filtrierungen einer Struktur M , welche R-
Links- und S-Rechtsmodul ist, denieren. Wichtig ist dabei nur, da den Fil-
trierungen aller beteiligten Strukturen das gleiche geordnete Monoid   zugrun-
deliegt.
Jede  -Filtrierung eines Ringes R ist gleichzeitig auch eine  -Filtrierung
von R als R-Links-, R-Rechts- und R-Bimodul. Die Klasse der Modulltrie-
rungen eines Ringes R ist im allgemeinen reichhaltiger als die Klasse seiner
Ringltrierungen.




















ne  -Filtrierung von M .
Falls es einen im schwachen Sinne ordnungsvertr

aglichen Monoidepimor-
phismus  : 









































ucke der hier denierten Strukturen aus dem Kontext heraus klar,
dann werden wir ihre Angabe verk

urzen oder ganz darauf verzichten. So verwenden wir







\gelterte R-Bimodulstruktur" oder noch k

urzer \gelterte Modulstruktur".
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Ring- und Bimodulltrierungen sind als Spezialfall bereits erfat. Verfeinerun-
gen von Rechtsmodulltrierungen erkl

art man analog. Durch einfaches Nach-
rechnen



























). Gilt in (4.10)
f

ur wenigstens ein ! 2 
 auf keiner Seite die Gleichheit, so sprechen wir von
einer echten Verfeinerung.
Sei I  R ein ein- oder zweiseitiges Ideal des gelterten Ringes R. Dann





\ I in nat










auf dem Unterring I von R. Daneben gibt es eine Klasse weiterer
 -Filtrierungen, welche durch F auf dem entsprechendseitigen R-Modul I in-
duziert werden.
Sei I ein zweiseitiges Ideal von R und H ein Erzeugendensystem von I.


















; : : : ; b
k
2 R und h
1
; : : : ; h
k
2 H. Falls Monoidelemente

1








; : : : ; 
k
2   existieren, so da f






























aller Elemente von I, die eine -Darstellung bez

uglich H















(4.8) einer R-Linksmodulltrierung gen

ugt. Ebenso handelt es sich um eine
R-Rechtsmodul- sowie eine R-Bimodulltrierung. F
(H)
wird als die durch F
und das Erzeugendensystem H denierte Gr

obnerltrierung des R-Bimoduls I
bezeichnet.





gleich 1 sein m










ur jedes ein- oder zweiseitige Ideal I  R und jedes Erzeugendensystem








ur alle  2  . Es besteht ein enger Zusammen-
hang zwischen den Gr















aquivalent erweisen (siehe Satz 5.4).
4.4 Graduierte Ringe





eine Familie additiver Untergruppen von R. Die Familie R sei so
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beschaen, da R als additive Gruppe direkte Summe der Untergruppen aus





) und da bez


















ullt ist. Aus der Direktheit der Summe und Gleichung (4.12) folgt sofort
1 2 R




















ur 0 6= a 2 R

. Ein Element a 2 R heit homogen vom Grad , falls a 2 R

gilt. Entsprechend dieser Denition ist 0 homogen von jedem Grad  2  , die




Gibt es zu R eine Familie R der oben beschriebenen Art, so nennen wir
R einen  -graduierten Ring
5
. Aus der Denition eines graduierten Rings folgt
unmittelbar, da jedes Element a 2 R eine (bis auf die Reihenfolge der Sum-
manden) eindeutige Zerlegung a = a

1












nf0g gilt und die 
i
paarweise verschieden sind. Ein Ideal I von R wird homogen (oder graduiert)
genannt, falls f

ur alle a 2 I bereits jeder homogene Bestandteil a

i
von a zu I
geh

ort. Es ist leicht einzusehen, da ein Ideal von R genau dann homogen ist,
wenn es ein Erzeugendensystem besitzt, welches nur aus homogenen Elementen
besteht.
Seien R und S zwei Ringe und ' : R! S ein Ringhomomorphismus. Sind
R und S auerdem  -graduierte Ringe und ist ' gradvertr

aglich, das heit f

ur
jedes homogene Element a 2 R vom Grad  2   mu auch '(a) homogen vom
Grad  sein, dann nennen wir ' einen Homomorphismus der  -graduierten
Ringe R und S.
Wenn wir in dieser Arbeit eine Gleichung in den Variablen X
1




einem graduierten Ring G als homogen bezeichnen, so bezieht sich das nicht
auf die Gleichheit der Variablengrade aller Summanden, sondern eine derartige
Gleichung wird homogen vom Grad  genannt, falls jede Variable X
i
nur homo-
gene Elemente von einem vorgegebenen Grad 
i





assigen Werte eines Summanden der Gleichung stets homogen
vom Gesamtgrad  sind.
Wir nennen R einen eektiven graduierten Ring, wenn R ein eektiver Ring
und deg
 
eine berechenbare Funktion sind und es eine berechenbare Funktion
gibt, die die Elemente von R in ihre homogenen Bestandteile zerlegt.
4.5 Der assoziierte graduierte Ring
Seien   ein durch  geordnetes Monoid mit neutralem Element , ' : R !
^
 




die von ' induzierte Filtrierung von








uberzeugt sich leicht davon,
5
Wenn   aus dem Kontext heraus klar ist, wird h

aug auf seine Angabe verzichtet.
















ur jedes  2   eine Untergruppe von F




































ur beliebige Elemente a 2 F




















art. Wegen (4.6) ist die rechte





at sich auf eindeutige Weise zu einer assoziativen Ringmultiplikation auf der










zum Einselement und ist  -graduiert. G wird assoziierter graduierter
Ring des gelterten Rings R genannt.
Zwischen dem gelterten Ring R und seinem assoziierten graduierten Ring
G besteht verm







urliche Abbildung in : R !
G, welche jedem Element a 2 R ein homogenes Element in(a) vom Grade
deg
 






aller homogenen Elemente von G und das vollst

andige Urbild
des Nullelementes von G besteht nur aus dem Nullelement von R. Wir nennen
in die Initialabbildung von R und in(a) den Initialterm von a. Die Initialab-
bildung wird durch in(F ) = f in(f) j f 2 Fg auf beliebige Teilmengen F  R
ausgedehnt. Das von in(F ) erzeugte zweiseitige Ideal von G nennen wir das
Initialideal von F und bezeichnen es mit In(F ). Analog f

uhren wir die Begrie
Links- (LIn(F )) und Rechtsinitialideal (RIn(F )) f

ur das von in(F ) erzeugte
Links- beziehungsweise Rechtsideal des Ringes G ein.
In Anlehnung an [Ap92] nennen wir das Quadrupel (R; ;; ') eine gra-
duierte Ringstruktur (oder auch kurz graduierte Struktur). Im Gegensatz dazu
bezeichnen Robbiano und Mora das Quintupel (R; ; ';G; in) als graduierte
Struktur. Der Unterschied in der Auswahl der Bestimmungsst

ucke ist rein tech-
nischer Natur. Aufgrund der Redundanz der Information haben wir hier auf die
Aufnahme des assoziierten graduierten Ringes und der Initialabbildung in das
Tupel verzichtet. Gem

a unserer Konventionen ist die Ordnung  bereits Be-
standteil des geordneten Monoids   und brauchte daher eigentlich,

ahnlich wie
bei Robbiano oder Mora, nicht noch einmal explizit hervorgehoben zu werden.
Das Losl

osen der Ordnungs- von der Monoidbezeichnung erweist sich jedoch











nen durchgesetzt, in denen die Ordnung des Monoids   eine Wohlordnung ist.
In diesem Fall bestimmt die Basis eine konuente, noethersche Reduktionsre-
lation. Wenn man die Forderung nach der Wohlordnungseigenschaft von  fal-
lenl

at, so ist die Reduktionsrelation nicht mehr notwendigerweise noethersch.





ur den Ring R ein wohlgeordnetes Monoid   und eine Pseudobewer-
tung ' : R!
^
 , so kann man das Idealenthaltenseinsproblem grob gesprochen
relativ zur Eektivit

at des durch ' gelterten Ringes R, des assoziierten gradu-
ierten Ringes G und des geordneten Monoids   sowie der L

osbarkeit homogener,





obnerbasistheorien in gelterten Ringen dieser Art nimmt einen





orpern (siehe [Bu65],[Bu85]), freien nichtkommutativen K -Algebren
(siehe [Ber78], [Mo86]), Einh

ullenden von Liealgebren (siehe [ApL85], [ApL88]),
Algebren von au

osbarem Typ (siehe [KW90]) und G-Algebren (siehe [Ap88],
[Ap92]), um nur einige Beispiele zu nennen. Der in voller Allgemeinheit durch




ur den Spezialfall bewerteter
Ringe unabh

angig auch von Beckmann und St

uckrad untersucht (siehe [BS90]).
Unsere Darstellung orientiert sich an Moras Arbeit [Mo88a]. Eine Reihe
von Ergebnissen wird dabei einer Pr

azisierung unterzogen, insbesondere wird
die Syzygientheorie des zweiseitigen Falls ausgebaut. Bei der praktischen Un-
tersuchung von Idealen graduierter Strukturen mit kommutativem Bewertungs-
monoid beschr

ankt sich Mora auf die Behandlung von Linksidealen. Auf diese
Weise werden zweiseitige Syzygien vermieden und das Nichtnoetherschsein der
zweiseitigen Syzygienmoduln umgangen. Dadurch f

allt aber beispielsweise der
Kandri-Rody/Weispfenningsche Ansatz (siehe [KW90]) zur Behandlung zwei-
seitiger Ideale aus dem Rahmen und es wird eine separate, nicht auf Syzygien
fuende Behandlung erforderlich. Betrachtet man die obigen zweiseitigen Ideale
entsprechend ihrer tats

achlichen Natur als zweiseitig, so ndet sich die Kandri-
Rody/Weispfenningsche Idee in nat

urlicher Weise in den Syzygien wieder. Der
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Begri der Trivialit

at einer Syzygie wird neu gefat und der Morasche Ansatz
freier Bimoduln zur Behandlung zweiseitiger Syzygien durch die Ausf

uhrun-
gen aus Kapitel 3 pr

azisiert. Dadurch gelangt man unter anderem zu der sehr
sch

onen Eigenschaft, da ein- und zweiseitige Ideale kommutativer Ringe gleich
behandelt werden d

urfen. Auch wird eine kleine Ungenauigkeit Moras beseitigt,
denn Syzygien der Gestalt ce   ec, wobei c dem Zentrum des Ringes angeh

ort






uberhinaus behandeln wir die bisher noch nicht in dieser Allgemeinheit
untersuchten Fragestellungen reduzierter Gr

obnerbasen in graduierten Struk-
turen und der Verallgemeinerbarkeit der Theorie auf ein- und zweiseitige Mo-
duln. Auerdem werden wir nach Bedingungen fragen, unter denen Gr

obner-
basen algorithmisch konstruiert werden k

onnen. Dabei werden groe Klassen
der bisher in der Literatur untersuchten Algebren und Ringe umfat. Weiterhin





oglichkeit, die klassischen F

alle zu kombinieren.
5.1 Ringe mit verallgemeinerten Gr

obnerbasen













orpern Sei R = K [X
1






orper K in den Unbestimmten X = fX
1
; : : : ;X
n
g. Weiterhin
seien   = T (X) das von X frei erzeugte kommutative Monoid und  eine
beliebige Monoidwohlordnung
1
. Die Pseudobewertung ' ordne jedem von Null
verschiedenen Polynom f sein f






ote in f mit von Null verschiedenem Koezienten vorkommen-
de Potenzprodukt, zu. Der assoziierte graduierte Ring der graduierten Struktur
ist isomorph zu R, die homogenen Ideale sind gerade die Monomideale. Sowohl
Syzygienmodulberechnung als auch Entscheidbarkeit des Idealenthaltenseins-
problems sind f

ur Monomideale wohlbekannt und sehr einfach ausf

uhrbar.
Freie K -Algebren Sei R = K hX
1
; : : : ;X
n
i die von X = fX
1







orper K . Als Wertemonoid w

ahlen wir das von
X frei erzeugte nichtkommutative Monoid   = S(X) mit einer zugeh

origen
Monoidwohlordnung . S(X) ist K -Vektorraumbasis von R. Jedes Element
f 2 Rnf0g kann daher auf eindeutige Weise als endliche Linearkombination von
Elementen aus S(X) dargestellt werden. Die Pseudobewertung ' weist jedem





aus S(X) zu, welches mit Nichtnullkoezient in der Summendarstellung von f
auftritt. Der assoziierte graduierte Ring ist isomorph zu R und die homogenen
Ideale sind monomial. Die Entscheidbarkeit des Idealenthaltenseinsproblems
homogener Ideale kann auf das Teilwortproblem f





ur eine Charakterisierung derartiger Ordnungen verweisen wir auf Bemerkung 4.1 i).







uhrt werden. Die L





osbarem Typ Analog zu den Polynomringen kann man
Algebren von au

osbarem Typ behandeln (siehe [KW90]). Diese beispielsweise
die Polynomringe und die Einh

ullenden von Liealgebren umfassende Klasse von
K -Algebren zeichnet sich dadurch aus, da jede derartige Algebra ein freies
kommutatives Monoid T (X) als K -Vektorraumbasis hat. Man spricht daher
auch von Poincare-Birkho-Witt-Algebren. Eine Algebra R von au

osbarem
Typ ist eine Faktoralgebra der Gestalt R = K hX
1
; : : : ;X
n
i =J . Das zweiseitige













j 1  j < i  n; 0 6= c
i;j





ullt J \ Span(T (X)) = f0g. Dabei bezeichnet Span(T (X)) den von
T (X)  S(X) aufgespannten K -Untervektorraum von K hXi, wobei die Men-
geneinbettung T (X)  S(X) in dem am Ende von Abschnitt 4.1 vereinbarten
Sinne zu verstehen ist. Weiterhin mu es eine Monoidwohlordnung  von T (X)
geben, so da f

ur alle 1  j < i  n und alle in p
i;j
vorkommenden Terme t




gilt. Wir denieren die Abbildung ', indem wir jedem




oten Term zuordnen, der in seiner Dar-
stellung als T (X)-Linearkombination mit Nichtnullkoezient vorkommt. Als
Wertemonoid dient (T (X);). Gilt f

ur alle 1  j < i  n die Gleichheit
c
i;j
=  1, wie zum Beispiel im Fall von Polynomringen oder Einh

ullenden von
Liealgebren, dann ist der assoziierte graduierte Ring isomorph zum Polynom-
ring K [X
1
; : : : ;X
n
]. Andernfalls gilt auf jeden Fall noch, da der assoziierte
graduierte Ring, wie auch R selbst, nullteilerfrei und als K -Vektorraum zum
Polynomring isomorph ist. Aber es gibt dann auch u; v 2 T (X), so da sich die
Produkte uv und vu in einem Faktor aus K unterscheiden. Bei den weiteren
Untersuchungen bringt das jedoch keine wesentlichen Probleme mit sich.
G-Algebren Abschlieend wollen wir noch den in [Ap92] untersuchten Fall
der G-Algebren betrachten. G-Algebren sind Verallgemeinerungen der Algebren
von au

osbarem Typ, wobei die Forderung J\Span(T (X)) = f0g fallengelassen
wird. Dadurch wird T (X) ein im allgemeinen linear abh

angiges Erzeugenden-
system der G-Algebra betrachtet als K -Vektorraum. Dennoch kann man '





osbarem Typ getan haben. Erstmalig in unserer Beispielserie haben wir es
mit einem nicht notwendigerweise bewerteten Ring zu tun. Infolgedessen geht
die Nullteilerfreiheit des assoziierten graduierten Rings verloren. Das Idealent-
haltenseinsproblem homogener Ideale des assoziierten graduierten Rings kann
analog dem monomialer Polynomideale behandelt werden. Das Vorhandensein
von Nullteilern hat Einu auf das Syzygienproblem homogener Ideale, eine
L

osung ndet man in [Ap88].
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In diesem Abschnitt betrachten wir eine graduierte Ringstruktur (R; ;; ')
mit einer Wohlordnung . Mit G bezeichnen wir den zugeh

origen assoziierten
graduierten Ring von R und mit in : R! G die Initialabbildung. in

: G! R
sei eine beliebige Abbildung, die bez

uglich der homogenen Elemente von G
ein Schnitt von in ist, das heit, f

ur jedes homogene Element a 2 G gilt die
Gleichheit in( in

(a)) = a. In Zunkunft werden wir in

kurz einen Schnitt von





b :() '(a)  '(b) (5.1)
eine partielle Ordnung 
R
auf dem Ring R. Aufgrund der Wohlordnungseigen-







ist also eine noethersche Halbordnung. 
R
wird uns als Sim-
plikationshalbordnung f

ur Restklassenringe von R dienen. Im allgemeinen
besitzt eine Restklasse modulo eines gegebenen Ideals I wohl minimale, aber




. In solch einem Falle kann es keinen kano-




geben. Die Restklasse I hat stets











im Falle der Existenz eines Null-






achen die Forderungen an die Divisionsformel (3.1) dahingehend
ab, da anstelle von a^ =
^
b () a   b 2 I nur noch a^ = 0 () a 2 I verlangt
wird. Falls es uns gelingt, einen Algorithmus zur Berechnung der Bestandteile
solch einer abgeschw









Bei der Konstruktion derartiger schwacher Divisionsalgorithmen nutzen wir
die durch ' gelterte Struktur von R aus, indem wir nach Erzeugendensystemen
F fragen, f



































)  '(a) (i = 1; : : : ; k) : (5.3)
F

ur Bewertungen ' folgt die G

ultigkeit von (5.3) bereits aus Bedingung (5.2).











) = '(a)g die Menge
aller Indizes an denen in (5.3) die Gleichheit gilt. Liegt f

ur F ein Nullsimpli-
kator mit den geforderten Eigenschaften vor, so ist die Menge L f

ur kein von
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Damit der Rest modulo des Erzeugendensystems F von I einen Nullsim-
plikator liefern kann, mu demnach notwendigerweise die Bedingung In(I) 
In(F ), was oensichtlich

aquivalent zur Gleichheit In(I) = In(F ) ist, gel-
ten. Betrachten wir nun den umgekehrten Fall und nehmen an, uns ist ein
In(I) = In(F ) erf

ullendes, endliches Erzeugendensystem F von I gegeben.
Wir geben einen relativ zur Eektivit

at des gelterten Ringes R, zur Eekti-
vit

at des graduierten Ringes G, zur Berechenbarkeit der Funktionen in und
in

sowie zur Entscheidbarkeit des Idealenthaltenseinsproblems des graduierten























Eingaben: a 2 R
F = ff
1
; : : : ; f
m
g Erzeugendensystem des Ideals I, wobei In(I) = In(F )
Ausgaben: g
1




; : : : ; h
k
; a^ 2 R, 1  j
1
; : : : ; j
k














ullt sind und a^ = 0 oder in(a^) =2 In(F ) gilt.
a^ := a, k := 0
(p
1






























































































Eingaben: a homogenes Element von G
H = fh
1
; : : : ; h
m
g endliche Menge homogener Elemente von G.
Ausgaben: p
1




; : : : ; q
l
; A 2 G homogene Elemente, 1  r
1






























und A = 0 () a 2 G(H)G
Beweis der Korrektheit und Termination von Div
R
:
Ist G ein eektiver graduierter Ring mit entscheidbarem Idealenthaltenseinspro-





re Funktion. Die Eektivit

at von R und die Berechenbarkeit der Funktionen in
und in








uberzeugt man sich schnell davon, da die Abar-
beitung der Anweisungsfolge bei Eingabe (F; a) im Falle der Termination ein
korrektes Ergebnis liefert. Bei jedem Durchlauf der while-Schleife verkleinert
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sich der Grad von in(a^). Aufgrund der Wohlordnungseigenschaft von  kann
die Schleife daher nur endlich oft durchlaufen werden und somit ist schlielich
auch die Termination nachgewiesen. 2
Wir f

uhren einen Algorithmus Divide
R
mit der gleichen Anweisungsfolge wie
Div
R
und der allgemeineren Spezikation
Aufruf: (g
1













Eingaben: a 2 R ,
F = ff
1
; : : : ; f
m
g Erzeugendensystem des Ideals I
Ausgaben: g
1




; : : : ; h
k
; a^ 2 R, 1  j
1
; : : : ; j
k














ullt sind und a^ = 0 oder in(a^) =2 In(F ) gilt.









. Die durch Divide
R
vermittelte Abbildung a 7! a^ ist ge-






, wenn In(F ) = In(I)
gilt. Die vorangegangenen Untersuchungen belegen die Bedeutung von Erzeu-
gendensystemen F eines Ideals I mit der Eigenschaft In(F ) = In(I) f

ur
die Entscheidbarkeit des Idealenthaltenseinsproblems pseudobewerteter Ringe.
Wir denieren:
Denition 5.1 Sei I ein zweiseitiges (Links-, Rechts-) Ideal des Ringes R. Ein
Erzeugendensystem F von I wird eine Gr

obnerbasis von I bez

uglich (R; ;; ')
genannt, falls die Menge in(F ) das zweiseitige (Links-, Rechts-) Initialideal von
I erzeugt, d.h. In(F ) = In(I) ( LIn(F ) = LIn(I), RIn(F ) = RIn(I)).
Die Existenz von Gr

obnerbasen ist trivial, denn mit Sicherheit ist immer F = I
geeignet. Bisher stellt die obige Denition zwei Forderungen an F : die Menge




ussen ihre Initialterme das Initialideal
erzeugen. Der folgende Satz belegt, da die zweite Forderung bereits allein
ausreicht, um eine Teilmenge von I als Gr

obnerbasis auszuzeichnen.
Satz 5.2 Sei I ein zweiseitiges (Links-, Rechts-) Ideal von R und F  I eine
Teilmenge mit der Eigenschaft, da in(F ) das zweiseitige (Links-, Rechts-)
Initialideal In(I) ( LIn(I), RIn(I)) von I erzeugt. Dann ist F ein Erzeugen-
densystem von I.
Beweis: Wir betrachten den Fall eines Linksideals I. Das von F erzeugte Links-
ideal J von R ist trivialerweise in I enthalten. Angenommen, die Menge InJ ist




minimales Element a dieser Menge.
Nach Voraussetzung l

at sich der Initialterm von a als homogene Linkskombina-
tion der Initialterme der Elemente von F darstellen, d.h. es existieren homogene
Elemente h
f









)  '(f) = '(a) f

ur
alle f 2 F mit h
f
6= 0. Wir w

ahlen beliebige Elemente b
f












f 2 InJ und '(a
0
)  '(a) im Widerspruch
zur Konstruktion von a. Folglich ist InJ leer und F erzeugt I.
Im Fall eines zweiseitigen oder eines Rechtsideals I verl

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Folgerung 5.3 Erf

ullt der assoziierte graduierte Ring G die aufsteigende Ket-
tenbedingung f

ur Links-, Rechts- beziehungsweise zweiseitige Ideale, so trit
gleiches auch auf den gelterten Ring R zu und jedes Ideal der entsprechenden
Seitigkeit von R besitzt eine endliche Gr

obnerbasis.
Der Beweis ist oensichtlich, denn nach dem obigen Satz zieht die Existenz
eines endlichen Erzeugendensystems des Initialideals von I die Existenz eines
solchen f

ur I selbst nach sich, wobei letzteres sogar Gr

obnerbasis ist.
An dieser Stelle sei bemerkt, da bei Betrachtung von graduierten Struk-
turen bez





Fassen wir die bisher erzielten Resultate zusammen: Ist (R; ;; ') eine
graduierte Ringstruktur, wobei  Wohlordnung ist, der gelterte Ring R und





berechenbare Funktionen sind und das Idealenthal-
tenseinsproblem des graduierten Rings G entscheidbar ist, dann ist das Ideal-
enthaltenseinsproblem f

ur durch endliche Gr

obnerbasen gegebene Ideale von R
entscheidbar.
Wenngleich wir nachgewiesen haben, da jedes Ideal von R, dessen Initial-
ideal endlich erzeugt ist, eine endliche Gr

obnerbasis besitzt, so stellt doch die
Forderung, Ideale durch endliche Gr

obnerbasen angeben zu m

ussen, erst ein-
mal eine erhebliche Einschr

ankung dar. Ist der assoziierte graduierte Ring G
noethersch, so gibt es eine Funktion Groebner : Fin(R) ! Fin(R), die jeder
endlichen Teilmenge F  R eine das gleiche Ideal erzeugende endliche Gr

obner-
basis Groebner(F )  R zuordnet. Diese Funktion Groebner ist relativ zu
einer Gr

obnerbasistestfunktion GbTest : Fin(R) ! R berechenbar.
Aufruf: H := Groebner(F )
Eingaben: F = ff
1
; : : : ; f
m
g Erzeugendensystem des Ideals I.
Ausgaben: H = fh
1







while a 6= 0 do
H := H [ fag
a := GbTest(H)
return(H)
Aufruf: a := GbTest(F )
Eingaben: F = ff
1
; : : : ; f
m
g Erzeugendensystem des Ideals I.
Ausgaben: a 2 I, wobei a = 0 falls F Gr

obnerbasis von I ist und
in(a) =2 In(F ) sonst.
Die Korrektheit des Algorithmus Groebner folgt unmittelbar aus der Spezi-
kation von GbTest. Bei jedem Durchlauf der while-Schleife wird das Initial-
ideal In(H) echt gr

oer, was aufgrund des Noetherschseins von G nur endlich
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oft passieren kann. Damit ist die Termination nachgewiesen. Die Hauptschwie-
rigkeit besteht schlielich im Finden einer berechenbaren Funktion GbTest,
welche den obigen Spezikationen gen

ugt. Betrachten wir dazu die folgende
Anweisungsfolge:
S := Nontriv(in(F ))
while S 6= ; do
W

ahle s 2 S, S := Snfsg
(g
1













if a^ 6= 0 then return(a^)
return(0)





















= 0 gilt, h
1




; : : : ; g
k
homogene
Elemente von G und f
i
j














ur alle j = 1; : : : ; k erf







































Aufruf: S := Nontriv(H)
Eingaben: H = fh
1




homogener Elemente von G.
Ausgaben: S endliche Menge homogener Syzygien,
wobei S [Triv(H) den Syzygienmodul Syz(H) erzeugt.
Triv ist eine Funktion, die jeder endlichen Menge H = fh
1
; : : : ; h
m
g homo-
gener Elemente von G eine Menge homogener Syzygien zuordnet. Die Menge
Triv(H) braucht nicht notwendigerweise endlich zu sein, es wird auch nicht
die Berechenbarkeit von Triv gefordert. Wichtig ist nur, da die Mengen S =





Eine Syzygie s 2 Triv(H) hat in dem Sinne trivial zu sein, da f

ur beliebige
Elemente F = ff
1







































beziehen sich auf die durch F
denierte Gr

obnerltrierung von I. In jedem Fall sind Moras Syzygien der








j 1  i; j  m ^ w 2 G homogeng


























































. Die Moraschen Syzygien weisen die Besonderheit auf, da ihre Tri-
vialit





Wir erinnern an die auf Seite 40 getroene Vereinbarung und weisen darauf hin, da H
genau genommen als geordnetes Tupel aufgefat wird.
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verh

alt es sich bei einer weiteren Klasse trivialer Syzygien. Per denitionem








uber den vom Einselement erzeugten Unterring U von
G gebildet wird. Sei Z(R)  R das Zentrum von R. Dann erzeugen die Initial-
terme der Elemente von Z(R) einen Unterring Q  Z(G) des Zentrums von G.
Der Kern ker(
Q





















ist ein homogener Untermodul des Syzygien-
moduls Syz(H). ker(
Q





 2 in(Z(R)) erzeugt. Jedes dieser Elemente erf

ullt oensichtlich die An-
forderungen einer trivialen Syzygie und anstelle des Syzygienmoduls Syz(H)
kann auf den Faktormodul Syz(H)=ker(
Q
) Bezug genommen werden. Insbe-
sondere bewirkt dieses Vorgehen die erwartete

Aquivalenz der Algorithmen zur
Behandlung zwei- und einseitiger Ideale eines kommutativen Ringes R.
Dar






Syzygie (siehe [Bu85]) als trivial ansehen. In diesem Sinne ist der Ausschlu
trivialer Syzygien auch im einseitigen Fall sinnvoll. Aber w

ahrend es sich in
den in der Literatur betrachteten einseitigen F

allen immer nur um endliche
Mengen trivialer Syzygien handelt, deren Aussonderung rein technischer Natur
ist, gibt es interessante zweiseitige F

alle mit unendlichen Mengen trivialer Syzy-
gien, deren a priori Ausschlu grundlegende Bedeutung f

ur die Termination des
Algorithmus besitzt.
Dem Korrektheitsbeweis des Gr






obnergraduierungen bereits angedeuteten Satz voran.
Satz 5.4 Sei I ein zweiseitiges (Links-, Rechts-) Ideal von R und H  I ein
Erzeugendensystem davon. Sei F
I
die Filtrierung von I, welche sich durch
Einschr

ankung der durch ' auf R denierten Filtrierung F ergibt. Weiterhin sei
F
(H)
die durch F und H denierte Gr

obnerltrierung des zweiseitigen (Links-,
Rechts-) R-Moduls I. H ist genau dann eine Gr









anken uns auf den Fall eines zweiseitigen Ideals I. Im






(=)) Sei H eine Gr

obnerbasis von I. Dann liefert Algorithmus Divide
R
ange-
wandt auf a 2 I und H eine '(a)-Darstellung von a bez



















2 R und h
i










eine '(a)-Darstellung von a bez

uglich H ist. Aus den Eigenschaften einer -






)  '(a) und o.B.d.A. k

onnen wir
annehmen, da dabei genau f

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und durch








































ur Algorithmus GbTest: Angenommen, die Abar-
beitung von GbTest stoppt mit Ausgabe des von Null verschiedenen Rests a
der Division von Lift(s) modulo F . Es gilt Lift(s); a 2 I und in(a) =2 In(F ).
Folglich ist F keine Gr

obnerbasis und das Resultat entspricht der Spezikation
von GbTest.





obnerltrierung von I bez

uglich des Erzeugendensystems F . Wie





















Angenommen, F ist keine Gr

obnerbasis von I. Dann gibt es nach Satz 5.4
































2 R und f
i
j
2 F , von h bez

uglich F . O.B.d.A. gelte genau f
































) eine homogene Syzygie von in(F )
vom Grad  ist. Demnach existieren homogene Syzygien s
1
; : : : ; s
n
2 S und ho-
mogene Elemente p
1

















































) 2 I :





























. Das steht im Widerspruch zur
vorausgesetzten Minimalit






nach Satz 5.4 ist F eine Gr

obnerbasis von I. 2
Terminationsdiskussion f

ur Algorithmus GbTest: Die Abarbeitung h

alt
nur dann immer an, wenn es eine Funktion gibt, die zu beliebigem endlichem
in(F ) in endlicher Zeit eine endliche Menge S berechnet. Im Falle der Bere-
chenbarkeit einer rekursiv aufz

ahlbaren Menge S w

urde wenigstens noch die




Zusammenfassend haben wir folgendes gezeigt:
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Satz 5.5 Sei R = (R; ;; ') eine graduierte Ringstruktur mit Wohlordnung
 und noetherschem assoziierten graduierten Ring G. Dann ist das Idealent-
haltenseinsproblem des noetherschen Rings R relativ zur Eektivit

at des gel-
terten Rings R und des graduierten Rings G, zur Berechenbarkeit der Funktio-
nen in und in

, zur Entscheidbarkeit des Idealenthaltenseinsproblems endlich
erzeugter homogener Ideale des graduierten Rings G und der algorithmischen
L

osbarkeit des Triv-Syzygienproblems endlich erzeugter homogener Ideale von
G berechenbar.
Dann nennen wirR aufgrund des obigen Satzes eine eektive graduierte Gr

obner-
struktur (oder auch kurz eektive Gr

obnerstruktur), wenn sie folgende Eigen-
schaften hat:
i) ( ;) ist eektives wohlgeordnetes Monoid,
ii) R ist eektiver  -gelterter Ring,
iii) G ist eektiver  -graduierter Ring und noethersch,
iv) die Funktionen in und in

sind berechenbar,
v) das Idealenthaltenseinsproblem des noetherschen graduierten Rings G ist
entscheidbar und
vi) es existiert eine Funktion Triv, die jeder endlichen Menge homogener
Elemente von G eine Menge trivialer Syzygien zuordnet, so da das Triv-
Syzygienproblem des noetherschen graduierten Rings G l

osbar ist.
Ersetzt man v) und vi) durch die entsprechenden Bedingungen f

ur homogene
Links- beziehungsweise Rechtsideale, dann gelangt man zu den Begrien der
eektiven (graduierten) Linksgr





Bei der Darstellung der Algorithmen haben wir uns ganz auf den Fall zwei-












andern, da die entsprechende Division Divide
G
modulo einseiti-
ger homogener Ideale des assoziierten graduierten Rings zum Einsatz kommt.





endliches Erzeugendensystem des entsprechenden einseitigen Syzygienmoduls
berechnen. Auf triviale Syzygien kann ganz verzichtet werden. Es gilt:
Satz 5.6 Sei R = (R; ;; ') eine eektive graduierte (Links-) Rechtsgr

obner-
struktur. Dann ist das Enthaltenseinsproblem endlich erzeugter (Links-) Rechts-
ideale von R entscheidbar.
In den beiden vorangegangenen S

atzen war jeweils vorausgesetzt worden, da





agt sich dann auch auf R. In den meisten in der Literatur untersuchten
Situationen ist diese Forderung erf

ullt. Eine Ausnahme stellt Moras Theorie
freier K -Algebren dar. Im Fall eines nicht notwendigerweise noetherschen asso-
ziierten graduierten Rings kann wenigstens noch die Semientscheidbarkeit des
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Enthaltenseinsproblems endlich erzeugter ein- oder zweiseitiger Ideale gezeigt
werden. Ist R selbst ein in geeigneter Weise graduierter Ring, so ist dar

uber-
hinaus das Enthaltenseinsproblem endlich erzeugter ein- oder zweiseitiger ho-
mogener Ideale entscheidbar. Einen leicht auf die hier betrachtete Situation





ur Satz 5.31 im Kon-
text der Gr




















eine homogene Syzygie von in(F ). Betrachten wir
nun die Division von Lift(s) modulo F mit Hilfe von Algorithmus Divide
R
.




























Im Falle a^ = 0 k






























2 Syz(F ) (5.4)
ablesen.
Satz 5.7 Sei I das von F = ff
1
; : : : ; f
m
g erzeugte Ideal von R und sei S ein
homogenes Erzeugendensystem des Syzygienmoduls Syz(in(F )) des Initialideals
von F . F ist genau dann eine Gr

























2 Syz(F ) mit k  n






















ur alle l < j  k gibt. Im Falle ihrer Existenz
erzeugt die Menge ft(s) j s 2 Sg den Syzygienmodul Syz(F ) von F .
Beweis: Seien F eine Gr

obnerbasis von I und S ein Erzeugendensystem von




ur alle s 2 S bei Division modulo F mittels
Divide
R
den Rest 0 und die in (5.4) denierte Syzygie LiftSyz(s) gen

ugt den
an t(s) gestellten Bedingungen.
Nehmen wir nun an, da zu jedem s 2 S ein t(s) 2 Syz(F ) mit den geforder-
ten Eigenschaften existiert. Dann l

at sich jede -Darstellung eines Elementes
a 2 I mit Hilfe dieser Syzygien in eine '(a)-Darstellung von a umwandeln.
Folglich ist F nach Satz 5.4 eine Gr

obnerbasis.
Die Syzygien von F entsprechen genau den -Darstellungen des Nullele-
ments modulo F und Anwendung der obigen

Uberlegung auf den Spezialfall
a = 0 zeigt schlielich, da ft(s) j s 2 Sg den Syzygienmodul Syz(F ) erzeugt.
2
Sei T (F ) = fLiftSyz(s) j s 2 Triv(in(F ))g. Dann ist unter den Voraus-
setzungen von Satz 5.5 das T -Syzygienproblem relativ zu den gleichen Bere-






Ist F eine Gr

obnerbasis, so kann man die neben T (F ) noch fehlenden nicht-
trivialen Syzygien zur Erzeugung von Syz(F ) als Nebenprodukt des Gr

obner-
basistests berechnen, indem man die dabei auftretenden Syzygien LiftSyz(s)
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aufsammelt. Kommen wir nun zum Fall, da das Erzeugendensystem F noch
keine Gr

obnerbasis ist. Wir starten Algorithmus Groebner und jeder er-
folglose Aufruf der Gr

obnerbasistestfunktion liefert eine Darstellung des aus-





uhrung von Groebner auf und





alt man ein Erzeugendensystem des Sy-




Analoge Aussagen zu Satz 5.7 und den sich daran anschlieenden konstruk-
tiven Betrachtungen gelten auch f

ur einseitige Ideale. Der Beweis verwendet
genau dieselben Ideen, nur da er sich an manchen Stellen noch vereinfacht,
insbesondere dann, wenn im zweiseitigen Fall triviale Syzygien auftauchen.
Wir kommen zu einem wohlbekannten, allerdings in diesem allgemeinen

















) zwei zum Ring R geh

orige





ullenden) Monoidepimorphismus  : 





















). Dann ist F auch Gr









Beweis: Wir betrachten den Fall eines zweiseitigen Ideals I, im einseitigen Fall
verl






ucke jeweils mit dem Monoid
indiziert.
































(F ) ableiten, also existieren f
1
; : : : ; f
k
2 F und h
1



















































































-Filtrierung von R eine Verfeinerung der durch
'
 
induzierten  -Filtrierung von R.
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(F ), was wegen (5.10) im














Das im Polynomfall verwendete Standardargument, da f

ur beliebige Teilmengen








(H) gilt, kann nicht

ubernommen werden, da der assoziierte graduierte Ring im allgemeinen nicht
in den Ausgangsring einbettbar ist.






  nur fordert, da die 
-Filtrierung Verfeinerung der




















































































sis nicht mehr notwendigerweise auch  -Gr

obnerbasis ist. Hier ist ein solches
Beispiel: R = K [X], 













8c 2 K nf0g : '
 
(c) = (0; 0) 8f =2 K : '
 
(f) = (deg(f); 1) und
8u 2 T (X) : (u) = (deg(u);deg(u)) :
Der assoziierte graduierte Ring in der  -Filtrierung ist als K -Vektorraum iso-
morph zu R, die Multiplikation zweier beliebiger homogener Elemente vom
Grad gr

oer als  = (0; 0) ergibt in jedem Fall 0. Damit sind die  -Gr

obner-
basen eines Polynomideals gerade seine K -Vektorraumbasen. Dagegen handelt










uglich der totalen Gradordnung.
Man erkennt aber auch, da die Voraussetzungen des Satzes auf Verfeiner-




onnen, ohne da der
Satz dabei seine G

ultigkeit verliert.
Abschlieend geben wir einen Zusammenhang an, welcher sich sp

ater bei
der Konstruktion geeigneter R-Modulltrierungen als hilfreich erweisen wird.















) zwei zum Ring R
geh

orige graduierte Strukturen, so da es einen Monomorphismus  :   ! 






















urlicher Weise isomorph zum assoziierten graduier-
ten Ring G
 




). Von Null verschiedene
homogene Elemente vom Grad ! 2 
 gehen bei diesem Isomorphismus in ho-




uber und umgekehrt. Weiterhin stimmen
die durch beide graduierten Strukturen denierten Initialabbildungen unter dem
Isomorphismus














liefert nur einen Nullsimplikator des Restklassenrings
R=I und ist somit kein Divisionsalgorithmus im auf Seite 36 denierten strengen
Sinne. Nach Satz 2.9 reicht das aber bereits f

ur die Existenz eines kanonischen
Simplikators und folglich auch des auf Seite 36 vorgestellten echten Divisions-
algorithmus Divide aus. Sowohl der im Beweis des Satzes konstruierte kanoni-
sche Simplikator als auch Algorithmus Divide sind allerdings von rein theore-
tischer Bedeutung. In einer Reihe von Spezialf

allen lassen sich dar

uberhinaus
echte Divisionsalgorithmen konstruieren, welche Bedingung (5.3) erf

ullen und
bei Anwendung auf eine Gr

obnerbasis des Ideals I einen praktikablen kanoni-





Kopfreduktion beruht, bauen diese kanonischen Simplikatoren auf der Total-
reduktion auf. Neben den oensichtlichen theoretischen Vorz

ugen besitzen die
kanonischen Simplikatoren in dieser konkreten Situation auch Ezienzvorteile
(siehe [G&91]). Auerdem beruht der Existenz- und Eindeutigkeitssatz redu-
zierter Gr

obnerbasen auf den gleichen Grundideen wie die Totalreduktion (siehe
[Bu85]). Das legt die Frage nach der Verallgemeinerbarkeit der Totalreduktion
auf graduierte Strukturen nahe. Wir werden uns ganz auf die Betrachtung von
zweiseitigen Idealen beschr

anken. Alle Ergebnisse lassen sich jedoch geradlinig
auf den einfacheren Fall einseitiger Ideale

ubertragen.
Sei R = (R; ;; ') eine eektive graduierte Gr

obnerstruktur. Weiterhin
seien F eine beliebige endliche Teilmenge von R und I das von F erzeugte
Ideal. Aufgrund der gemachten Annahmen sind die Funktionen Groebner
und Divide
R
berechenbar und die Zuordnung a 7! a^, wobei a^ der beim Auf-
ruf von Divide
R
(a;Groebner(F )) berechnete Rest ist, beschreibt einen Null-
simplikator Z
F
: R ! R des Restklassenrings R=I. N




















Eingaben: a 2 R,
F = ff
1
; : : : ; f
m
g Erzeugendensystem des Ideals I
Ausgaben: g
1




; : : : ; h
k
; a^ 2 R, 1  j
1





















)  '(a) (i = 1; : : : ; k),
72 KAPITEL 5. GR

OBNERBASEN IN GRADUIERTEN STRUKTUREN
a^ = 0 oder in(a^) =2 In(F ) und aus a  a
0





zu konstruieren. Falls eine derartige berechenbare Funktion existiert, so ist die
Funktion S
I
: R ! R, die jedem Element a 2 R ihren Divisionsrest a^ bei
Anwendung von Divide
R






















































vorzuliegen braucht. Anstelle der Konstruktion eines geeigneten Algorithmus
Divide
R











oge head(a) = in

(in(a)) und tail(a) = a  head(a) werden berechen-
bare Funktionen head : R ! R und tail : R ! R eingef

uhrt. head(a) wird
der Kopf und tail(a) der Rest des Ringelements a genannt. Nach Konstruktion
gilt '(tail(a))  '(a).
Wir betrachten die auf der Menge aller endlichen Teilmengen von G n f0g,
welche aus homogenen Elementen mit paarweise verschiedenen  -Graden be-
stehen, durch
; 7! 0 und
fu
1











denierte Abbildung und werden uns davon

uberzeugen, da es sich dabei um
eine Bijektion handelt. Seien U = fu
1
; : : : ; u
m
g, V = fv
1
; : : : ; v
n
g und a 2 R
so, da U 7! a und V 7! a gelten. Ohne Beschr

ankung der Allgemeinheit






oten Elemente von U bezie-













































uber den Grad des Initialterms von a weist man schlielich die Injektivit

at der







= in(tail(tail(a))); : : : aufgrund der
Wohlordnungseigenschaft von  nach endlich vielen, sagen wir m, Gliedern ab




; : : : ; u
m
g wird bei der obigen Abbildung auf






Wir stellen also fest: jedes von Null verschiedene Element a 2 R l

at sich










darstellen, wobei die u
i
von Null verschiedene homogene Elemente des assozi-











ugen. Die Menge fu
1
; : : : ; u
m
g nennen wir den Monomtr

ager von a und be-
zeichnen sie mit Mon(a). Per denitionem ist die leere Menge Monomtr

ager des
Nullpolynoms. Der Begri des Monomtr

agers lehnt sich an den aus Polynom-
ringen bekannten Begri des Tr

agers eines Polynoms an. Darunter versteht
man die Menge der Potenzprodukte, die mit von Null verschiedenem Koe-





agers besteht im Bilden der Menge der  -Grade der Elemente von Mon(a).








orper K = R

ist, gibt die Menge




at des Polynoms modulo
einer beliebigen Menge F . Darin spiegelt sich die wohlbekannte Tatsache wider,
da in dieser Situation die wesentlichen Berechnungen bei der Konstruktion von
Gr








onnen. In der hier betrachteten All-
gemeinheit ist das nicht m

oglich und die Verwendung des informationshaltigeren
Begris des Monomtr

agers erweist sich als g

unstiger.
Aufgrund der Entscheidbarkeit des Enthaltenseinsproblems endlich erzeug-
ter homogener Ideale von G gibt es eine berechenbare Funktion Divide
G
, deren





dadurch unterscheidet, da von dem ausgegebenen Rest A zus

atzlich verlangt
wird, da er nur von der Restklasse des Eingabelements a modulo des von der




; : : : ; g
m
g
die durch Groebner berechnete Gr





























als Ergebnisse der Berechnung
(p
1
















); : : : ; in(g
m
)g)
ergeben. Die so denierte Funktion Z
0
F
: R ! R ist ebenfalls Nullsimplikator
von R=I. Auerdem erfolgt jedoch eine Normierung des Initialterms, da heit
Eigenschaft (5.12) wird dahingehend versch

arft, da nicht nur der Grad des
Initialterms des Divisionsrests, sondern sogar der Initialterm selbst nur von der
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rekursiv denierte Funktion S
I
: R! R ist total und berechenbar. Einfach zu



















Es bleibt nachzuweisen, da es sich sogar um einen kanonischen Simplikator
handelt.
Satz 5.10 Seien R = (R; ;; ') eine eektive graduierte Gr

obnerstruktur
und F ein endliches Erzeugendensystem des Ideals I  R. Dann ist die in
(5.15) denierte Funktion S
I
ein kanonischer Simplikator f

ur R=I.
Beweis: Seien a und a
0
zwei beliebige Elemente mit a a
0
2 I. Es existieren (ein-
deutig bestimmte) Elemente b; b
0













)) n Mon (S
I
(a)). Die Elemente b und b
0
sind Fix-
punkte der Funktion S
I














) 2 I folgt aus (5.14) die Beziehung
in(b) = in (Z
0
F







). Wegen Mon(b) \ Mon(b
0
) = ;
zieht das mit Notwendigkeit b = b
0







) eines kanonischen Simplikators gezeigt.
2
Denition 5.11 Sei  eine Funktion, die jedem homogenen Ideal M des as-
soziierten graduierten Rings G ein (ausgezeichnetes) minimales homogenes Er-
zeugendensystem (M) zuweist. Falls F  I den Bedingungen
i) in(F ) = (In(I)),




ur alle f; f
0





(tail(f)) = tail(f) f

ur alle f 2 F
gen

ugt, so wird F eine -reduzierte Gr

obnerbasis des Ideals I genannt.
Wegen i) ist es oensichtlich, da jede -reduzierte Gr

obnerbasis erst recht eine
Gr

obnerbasis ist. Weiter gilt:
Satz 5.12 Seien R = (R; ;; ') eine graduierte Ringstruktur und  eine
Funktion, die f

ur jedes homogene Ideal des assoziierten graduierten Rings ein
minimales homogenes Erzeugendensystem auszeichnet.





der Initialabbildung ist sie sogar eindeutig bestimmt.
Beweis: Sei F
0
eine beliebige Teilmenge von Idealelementen mit paarweise ver-
schiedenen Initialtermen und in(F
0
) = (In(I)) und sei F = fhead(f) +
S
I
(tail(f)) j f 2 F
0
g. Dann ist F eine reduzierte Gr

obnerbasis von I und




Kommen wir damit zum Eindeutigkeitsnachweis. Seien F und F
0
zwei Er-
zeugendensysteme von I, die die Bedingungen i) bis iii) aus Denition 5.11
erf

































kongruent modulo I, was die Bildgleichheit unter S
I
und schlielich unter Aus-






Damit ist auch die Eindeutigkeit der reduzierten Gr

obnerbasis eines Ideals von
R gezeigt. 2
Um aus der Berechenbarkeit einer Gr

obnerbasis von I auf die Berechenbarkeit
seiner reduzierten Gr








zu den Eigenschaften einer eektiven graduierten Gr

obnerstruktur die Bere-
chenbarkeit von , das heit die Berechenbarkeit ausgezeichneter Erzeugenden-
systeme endlich erzeugter homogener Ideale von G. Die Berechnung einer ho-
mogenen Transformationsmatrix eines beliebigen endlichen homogenen Erzeu-
gendensystems H auf (G(H)G) ist dann aufgrund der Entscheidbarkeit des
Idealenthaltenseinsproblems von G immer algorithmisch m

oglich.
Der angegebene kanonische Simplikator S
I









ur jedes homogene Ele-












und , ab. Daraus erkl















und  auszeichnen. So kann man




orper bei Verwendung einer
Buchbergerschen Graduierung in

als die identische Einbettung der Menge aller
Monome in R w

ahlen. Weiterhin sind die Elemente einer homogenen Minimal-
basis eines beliebigen Monomideals bis auf von Null verschiedene skalare Fak-
toren eindeutig bestimmt und man kann mittels  die eindeutig bestimmte
Minimalbasis ausw

ahlen, welche nur aus Potenzprodukten besteht.
Bei einer graduierten Ringstruktur R mit wohlgeordnetem Wertemonoid




















zieren und mit Q bezeichnen. Sowohl R, G als auch jeder direkte Summand R

des assoziierten graduierten Rings G sind Q-Bimoduln. Die beiden folgenden
Lemmata geben Bedingungen an, unter denen R und G als Q-Bimoduln zuein-
ander isomorph sind. In diesem Fall l

at sich R analog zu G in eine direkte
Summe zerlegen und es kann die Totalreduktion eines Elementes f 2 R modulo
einer endlichen Teilmenge F  R erkl

art werden, welche die Bestandteile von f
bez

uglich der direkten Summe sukzessiv modulo F reduziert. Identiziert man
die Q-Moduln R und G mit Hilfe des oben erw








ankung der identischen Abbildung auf die Verei-






ager Mon(a) eines Elementes a 2 R gerade
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die (von Null verschiedenen) homogenen Bestandteile von a. Ist Q ein K

orper,
so beschreibt die Totalreduktion modulo einer Gr

obnerbasis F von I gerade





Lemma 5.13 Sei (R; ;; ') eine graduierte Ringstruktur mit Wohlordnung
. Es existiert genau dann ein Schnitt in

: G ! R der Initialabbildung mit









ur jedes  2   ein Homomor-






ur jedes  2   ein
direkter Summand von F

ist.
Beweis: =) Es existiere ein Schnitt in

der beschriebenen Art. Aufgrund der
Injektivit





















ur alle  2  . Aus der Existenz























































ur jedes  2   ein direkter Summand von F

. Nach dem ersten
Isomorphiesatz f


























uhrung eines Isomorphismus  : R

! B und der
nat

urlichen Einbettung von B in F

ist. 2
Entsprechende Aussagen gelten auch bei Betrachtung additiver Gruppen mit
Operatorenbereich Q, d.h. Q-Moduln.
Lemma 5.14 Sei (R; ;; ') eine graduierte Ringstruktur mit Wohlordnung
. Falls alle R

freie Q-Linksmoduln sind, so gibt es einen Schnitt in

:









ur alle  2













! R mit in(j

(u)) = u f

ur alle u 2 U

auf









(a)) = a f

ur alle a 2 R

fortsetzen. Legt man f

ur jedes  2   eine derar-
tige Abbildung j









Weise einen Schnitt in

der Initialabbildung mit den behaupteten Eigenschaf-





ullt und es ergibt sich die Isomorphie (5.16) f

ur





































Die meisten bisher in der Literatur betrachteten Anwendungen weisen eine der-
artige Struktur des assoziierten graduierten Rings auf. Ein den Vorausset-
zungen von Lemma 5.14 gen

ugender Ring R ist freier Q-Linksmodul und jede
Menge fj







wie im Beweis deniert
sind, ist ein freies Erzeugendensystem davon. Aufgrund der Isomorphie (5.16)
k

onnen R und G als additive Gruppen (mit Operatorenbereich Q) identi-
ziert und mit gegebenfalls verschiedenen Multiplikationen ausgestattet werden.
Dann ist die mit identischen Abbildungen j






ankung der obigen Identizierung von G und R auf die Teil-
menge der homogenen Elemente. Ist G ein eektiver graduierter Ring, dann
ist die Teilmenge der homogenen Elemente entscheidbar und die Funktion in

berechenbar.
Es bleibt festzustellen, da Isomorphie (5.16) im allgemeinen nicht zutrit.
Sei zum Beispiel R = Z[X]=(3X   2), ( ;) = (N; <) und ' weise jeder Rest-
klasse den kleinstm

oglichen Grad eines seiner Repr

asentanten zu. Dann gilt
G = ZZ=(3)  Z=(3)   und keine der Zuordnungen in

(X) = X+,
 2 Z, bewirkt 3 in

(X) = 0. Eine Fortsetzung zu einem geeigneten Monomor-
phismus ist damit unm

oglich.
Zum Abschlu betrachten wir noch einmal die Frage nach ausgezeichneten
minimalen Erzeugendensystemen homogener Ideale des assoziierten graduierten
Rings.
Lemma 5.15 Der Ring Q habe die Eigenschaft, da jedes seiner Linksideale
von einem einzigen Element erzeugt wird und  sei eine Funktion, die jedem
Linksideal L  Q ein erzeugendes Element (L) zuordnet. F

ur alle  2  











! Q. Dann besitzt jedes homogene Ideal J  G genau ein minimales












ur alle u 2 U(J).
Beweis: Man

uberlegt sich leicht, da f

ur beliebige minimale homogene Erzeu-




(V ) der Mengen
der  -Grade aller Elemente von U beziehungsweise V gelten mu. Wir f

uhren














))) j  2  (J)
	
(5.19)
besteht nur aus homogenen Elementen und erzeugt J . Die  -Grade der Ele-





ur alle echten Teilmengen U $ U(J), weshalb U(J) minimales Erzeugen-
densystem sein mu. Die Bedingung (5.18) ist nach Konstruktion erf

ullt.
Seien U und V zwei Mengen homogener Elemente, die den an U(J) gestell-
ten Anforderungen gen

ugen. Zu jedem v 2 V gibt es ein Element u 2 U mit
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





(u). Aus (5.18) folgt u = v. Also gilt V  U und da U ein
minimales Erzeugendensystem von J ist, ergibt sich U = V . 2
Ist Q sogar ein K

orper, dann ist die Menge f
 1

(1) j  2  g eine Q-





(1) 7!  kann die Basis mit der Menge
  identiziert werden. Erkl

aren wir  durch (f0g) = 0 und (Q) = 1, so
besitzt jedes homogene Ideal von G gem

a dem obigen Lemma ein eindeutig
bestimmtes minimales Erzeugendensystem, welches nur aus Elementen von  
besteht.






bijektive Beziehung zwischen den homogenen Idealen von G und den Monoid-





der Initialabbildung basierende Begri der reduzierten
Gr

obnerbasis ist eine nat

urliche Verallgemeinerung des klassischen Buchberger-
schen Begris (siehe [Bu85]).





des in Lemma 5.15 vorausgesetzten Typs. Dabei sei Q ein eektiver Eukli-
discher Ring und es existiere ein kanonischer Simplikator 

: Q ! Q der
Zerlegung Q=  von Q nach der

Aquivalenzrelation  der Assoziiertheit
4
zwei-
er Elemente. Dann kann zu einer beliebigen endlichen Teilmenge H  Q mit
Hilfe des Euklidischen Algorithmus der bis auf Einheiten eindeutig bestimm-
te gr

ote gemeinsame Teiler ggT (H) aller Elemente von H bestimmt werden.
Anschlieende Anwendung von 

auf ggT (H) bewirkt ein Normieren der Ein-
heiten und das entstehende Element kann als ausgezeichneter Erzeuger (L)
des von H erzeugten Ideals L  Q gew






(a) = jaj f





























, im univariaten Polynomring Q = K [X ].
Der folgende Satz beschreibt eine Situation, in der aus der Existenz und
Berechenbarkeit endlicher Gr





Satz 5.16 Q sei ein eektiver kommutativer Hauptidealring und  : Fin(Q) !
Q sei eine berechenbare Funktion, die jeder endlichen Teilmenge H  Q ein






ein eektiver  -graduierter Ring mit entscheidbarem Enthaltenseinsproblem f

ur







ur beliebige Elemente ; ! 2   des Monoids  




) 2      j 
0
   
00
= !g endlich und
algorithmisch konstruierbar.
Dann ist die Funktion , die jedem homogenen Ideal J das in (5.19) ange-
gebene Erzeugendensystem U(J) zuweist, in dem Sinne berechenbar, da U(J)
aus einem beliebigen endlichen Erzeugendensystem F von J berechnet werden
kann.
Beweis: Die an G gemachten Voraussetzungen sichern, da aus einem beliebi-
gen endlichen Erzeugendensystem von J ein minimales homogenes Erzeugen-
densystem von J algorithmisch konstruiert werden kann. Habe also F ohne
4
Zwei Elemente a und b eines Integrit

atsbereiches heien assoziiert, wenn es eine Einheit
e mit a = be gibt.





ankung der Allgemeinheit diese Eigenschaft. Aus F kann die Menge
 (J) abgelesen werden.




































))) j ! 2  (J)
	
ist das ge-
suchte Erzeugendensystem (J). 2
5.4 Eektive graduierte Gr

obnerstrukturen
Unsere bisherigen Untersuchungen zeigen, da sich Idealenthaltenseinsproblem,
Syzygienproblem, kanonische Simplikation und Berechenbarkeit reduzierter
Gr

obnerbasen auf gleichartige Probleme homogener Ideale des assoziierten gra-
duierten Rings reduzieren lassen. Um daraus einen Nutzen zu ziehen, ist es
notwendig, sich der Arithmetik graduierter Ringe zuzuwenden. Ziel ist es, Ef-
fektivit

at des assoziierten graduierten Rings G sowie Entscheidbarkeit des Ent-
haltenseinsproblems und L

osbarkeit des Syzygienproblems von G auf Berech-
nungen im Wertemonoid   und im Ring F

zu reduzieren. Im Gegensatz zum
allgemeinen Konzept der graduierten Strukturen erfolgt hier eine Zusammenfas-





orpern (vgl. [Bu65]) werden dabei
genauso erfat werden, wie die Polynomringe

uber eektiven Hauptidealringen
(vgl. [KK84],[KK88],[Pa85]) oder noch allgemeiner

uber eektiven kommuta-
tiven Ringen mit entscheidbarem Idealenthaltenseins- und l

osbarem Syzygien-





decken unsere Untersuchungen die Klassen der Einh

ullenden von Liealgebren
(vgl. [ApL85]), der Algebren von au

osbarem Typ (vgl. [KW90]), der au

osba-
ren Polynomringe (vgl. [Kr92]) und der G-Algebren (vgl. [Ap88]) sowie die von
Mora in [Mo88b] betrachtete Algebrenklasse.
Sei R = (R; ;; ') eine graduierte Struktur mit wohlgeordnetem Monoid









oge der wir sie identizieren wollen. Beide Ringe werden in Zukunft mit Q
bezeichnet. Sowohl R als auch G sind Q-Bimoduln. Dem Ziel dieses Abschnitts
entsprechend, soll es m

oglich sein, die graduierte Struktur R zur Entscheidung
des Enthaltenseinsproblems ein- oder zweiseitiger Ideale von R zu nutzen. Das
erfordert insbesondere, da der assoziierte graduierte Ring G ein eektiver gra-
duierter Ring mit entscheidbarem Enthaltenseinsproblem und l

osbarem Syzygi-
enproblem endlich erzeugter Linksideale ist. Man

uberzeugt sich leicht davon,
da Q im Falle eines eektiven graduierten Rings G eine entscheidbare Teil-
menge von G ist, womit sich die Eektivit










ultigkeit von f 2 QH () f 2 GH
und LSyz
Q




ur alle f 2 Q und H  Q, wobei B ein belie-
biges homogenes Erzeugendensystem des Linkssyzygienmoduls LSyz
G
(H) von
H aufgefat als Teilmenge von G bezeichnet. Somit k

onnen wir unsere Un-
tersuchungen ohne Beschr

ankung der Allgemeinheit auf den Fall beschr

anken,
da Q ein eektiver Ring mit entscheidbarem Enthaltenseins- und l

osbarem
80 KAPITEL 5. GR

OBNERBASEN IN GRADUIERTEN STRUKTUREN
Syzygienproblem f

ur endlich erzeugte Linksideale ist.
Weiterhin werden wir voraussetzen, da   ein noethersches Monoid ist. Die-





alt man bereits im elementaren Fall des Monoidrings R = Q h i
keinen auf der Gr






Uberlegungen rechtfertigen die Forderung,
da der Ring Q noethersch sein soll.
Dar

uberhinaus werden wir nur solche graduierten Strukturen betrachten,
deren assoziierter graduierter Ring G ausschlielich zyklische Q-Moduln als ho-
mogene direkte Summanden hat. Am Schlu des Abschnitts werden wir noch




uckkommen, denn im Gegensatz zu unseren
bisherigen Annahmen, wurde sie nicht aus der Erreichbarkeit gewisser Berechen-
barkeitsziele abgeleitet. Wenngleich ein Abr

ucken von der Forderung zyklischer
homogener Summanden prinzipiell noch groen Raum f

ur die Suche nach er-
folgreichen Anwendungen der Gr

obnertheorie graduierter Strukturen l

at, so




ahlte Voraussetzung. Die zyklischen
homogenen Summanden f

uhren auf besonders einfache homogene Ideale und
gerade das war der Schl

ussel des praktischen Erfolgs der Buchbergerschen Me-
thode. Auch basiert eine Reihe von Anwendungen der Gr

obnertheorie, wie zum
Beispiel die Berechnung von Eliminiationsidealen, auf Besonderheiten dieser be-
sonders feinen graduierten Strukturen.
Ein Q-Linksmodul M heit zyklisch, wenn er von einem einzigen Element
erzeugt wird. F

ur jeden Q-Linksmodul M deniert ann
L
(M) = fa 2 Q j
8m 2 M : am = 0g das annullierende Linksideal von M . Im weiteren
werden wir h

aug davon Gebrauch machen, da ann
L
(M) sogar ein zweisei-
tiges Ideal von Q ist. Ein zyklischer Q-Linksmodul M ist zum Faktormodul
Q=ann
L
(M) von Q nach seinem annullierenden Linksideal isomorph. Analo-
ge Begrie werden f






(M) das annullierende Rechtsideal des Rechtsmoduls M . Falls der
Q-Bimodul M ein Element 1l 2 M enth

alt, welches ihn sowohl als Q-Links-
als auch als Q-Rechtsmodul erzeugt, so nennen wir ihn bizyklisch
5
und 1l ein
bi-erzeugendes Element von M . Jedes bi-erzeugende Element 1l eines bizykli-
schen Q-Moduls M weist die Eigenschaften a1l = 0 () a 2 ann
L
(M) und
1la = 0 () a 2 ann
R
(M) auf, denn wegen 8b 2 Q9b
0
2 Q : b1l = 1lb
0










(M) zueinander isomorph. Zum Be-
weis betrachten wir die durch (a) = fb 2 Q j 1la = b1lg denierte Abbildung
 : Q! Q=ann
L
(M). Zur Rechtfertigung sei bemerkt, da die oben denierten
Mengen (a) tats

achlich Restklassen von Q modulo des annullierenden Links-
ideals ann
L
(M) sind, denn zum ersten impliziert b 2 (a) trivialerweise die
Inklusion b+ ann
L
(M)  (a) und zum zweiten folgt f

ur beliebige b; b
0
2 (a)
die Gleichheit (b   b
0









Da die Begrisbildung \bizyklisch" bereits beinhaltet, da es sich um einen Bimodul
handeln mu, sprechen wir abk

urzend von bizyklischen Q-Moduln.
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ist. Da es zu jedem b 2 Q ein a 2 Q mit b1l = 1la gibt und somit b 2 (a)














induzierte Filtrierung von R. Das Monoid   sei eektiv und R sei ein eektiver
 -gelterter Ring. Q = F

 R sei ein noetherscher Ring mit entscheidbarem




















Dann ist der assoziierte graduierte Ring bis auf Isomorphie ein eektiver






ur alle  2   bezeichne I


























Aus den Voraussetzungen des Lemmas folgt, da die additive Gruppe des zu
der graduierten Struktur (R; ;; ') geh

origen assoziierten graduierten Rings











G ist isomorph zu einem FaktorlinksmodulG des
freien Q-LinksmodulsQ h i mit freiem Erzeugendensystem f1l

j  2  g. Auf-
grund der Entscheidbarkeit des Linksidealenthaltenseinsproblems von Q besitzt
jeder LinksmodulQ=I

,  2  , einen kanonischen Simplikator 


































ur einen eektiven Ring Q und eine rekursiv aufz

ahlbare Menge   ist
der freie Q-Linksmodul Q h i eine eektive algebraische Struktur. Da G einen
kanonischen Simplikator besitzt, ist es als Faktorlinksmodul eines eektiven Q-
Linksmoduls nach einer entscheidbaren Kongruenzrelation selbst ein eektiver
Q-Linksmodul. Dar

uberhinaus ist die Zerlegung in homogene Bestandteile, das
heit, in die den direkten Summanden zuzuordnenden Bestandteile, f

ur jedes
Element a 2 G berechenbar. Durch Hinzunahme der induzierten Multiplikation










ein Isomorphismus  -graduierter Ringe.
Wir wenden uns der Denition geeigneter Abbildungen in und in

bei Ver-
wendung der isomorphen Darstellung G als assoziiertem graduiertem Ring zu.
Die Tatsache, da auch die Festlegung der Initialabbildung noch Wahlm

oglich-
keiten lassen kann, erkl










nicht eindeutig bestimmt zu sein braucht. Zu jedem f 2 R mit






. Da Q als entscheidba-
rer Unterring eines eektiven Rings ebenfalls eektiv ist, gibt es eine Funktion
 : N ! Q die Q rekursiv aufz






ur i = 0; 1; : : : mu nach endlicher Zeit, sagen wir f

ur i = i
0
, zu einem po-
sitiven Ergebnis f








in : R ! G ist eine geeignete Initialabbildung. Sei umgekehrt u = c1l

2 G
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mit 






einen berechenbaren Schnitt von in.
Bisher wurde nur die Eektivit

at von G als Q-Linksmodul gezeigt. Es
verbleibt noch der Nachweis der Berechenbarkeit der Multiplikation. Seien



















Lemma 5.18 Sei Q ein eektiver noetherscher Ring mit entscheidbarem Links-
idealenthaltenseinsproblem und   ein eektives noethersches Monoid mit l

os-






graduierter Ring, dessen direkte Summanden R

zyklische Q-Linksmoduln sind.
Zu beliebig vorgegebenem  seien ein erzeugendes Element 1l

sowie ein endli-









Dann ist das Enthaltenseinsproblem endlich erzeugter homogener Linksidea-
le von G entscheidbar.
Falls zus

atzlich eine endliche Menge fz
1
; : : : ; z
k
g  Q existiert und berechnet
werden kann, welche Q als Modul

uber seinem Zentrum Z(Q) erzeugt, so ist
auch das Enthaltenseinsproblem endlich erzeugter homogener zweiseitiger Ideale
von G entscheidbar.
Beweis: H  G sei eine endliche Menge homogener Elemente und u 2 G ein ho-





ist endlich und algorithmisch konstruierbar. F

ur alle (;w) 2 M gibt es
d
;w








. Es gilt genau dann u 2 GH, wenn
es Elemente c
;w



















) und damit unter Verwendung von (3.2) auf ein Linksidea-
lenthaltenseinsproblem von Q reduziert werden kann.
Zur Untersuchung der Frage u 2 GHG ? konstruiert man

ahnlich zu oben
die (endliche) Menge M = f(;w; 
0









atzlich an Q gestellten Voraussetzungen existieren zu belie-
bigen ; 
0











; : : : ; d
0
k




























Damit ist u 2 GHG




























linksseitigen Fall ist die L

osbarkeit der Gleichung auf ein Linksidealenthalten-
seinsproblem von Q reduzierbar. 2
Die bisher getroenen Einschr

ankungen reichen nach wie vor noch nicht aus,
um die Existenz eines endlichen Erzeugendensystems des Linkssyzygienmoduls
LSyz(H) und erst recht nicht die L

osbarkeit des Linkssyzygienproblems ei-
ner endlichen Menge H homogener Elemente zu sichern.

Ahnliches trit im
zweiseitigen Fall zu. Das liegt darin begr

undet, da sich alle bisherigen Forder-
ungen auf die additive Struktur von G beziehen, wogegen die Multiplikation
noch sehr groe Freiheiten aufweist. Damit man die Eigenschaften von   f

ur





osung des Linkssyzygienproblems von G nutzbar machen kann, bedarf es





uber die Nullteiler von G bereitgestellt werden.
Bisher ist sogar folgendes Extrembeispiel einer graduierten Struktur R zul

assig.




orper K in der endlichen Menge X
von Unbestimmten. Als Wertemonoid dient das Kreuzprodukt   = T (X)  N
der Monoide der Potenzprodukte in X und der nat

urlichen Zahlen geordnet
durch das lexikographische Produkt  einer beliebigen Monoidwohlordnung

X
von T (X) und der gew

ohnlichen Kleinerordnung < von N. Die Pseudobe-
wertung erf

ulle '(c) = (1; 0) f

ur alle von Null verschiedenen Skalare 0 6= c 2 K





ur alle nichtskalaren Polynome p 2 RnK . Als K -
Vektorraum ist der assoziierte graduierte Ring G der Struktur R isomorph zu
R, aber der Initialterm in(p) eines beliebigen nichtskalaren Polynoms p 2 R
ist Nullteiler von G. Mehr noch, das Produkt der Initialterme zweier beliebiger
nichtskalarer Polynome ist in jedem Fall gleich Null.
Lemma 5.19 Sei Q ein eektiver noetherscher Ring mit entscheidbarem Links-
idealenthaltenseins- und l

osbarem Linkssyzygienproblem und   ein eektives
noethersches Monoid mit l

osbarem Faktorisierungsproblem. Zu jeder endli-
chen Teilmenge 
    sei die Menge mgRV (
) aller minimalen gemeinsamen
Rechtsvielfachen der Elemente von 






ein eektiver  -graduierter Ring. Jeder direkte Summand
R

von G sei bizyklischer Q-Modul und f
















berechenbar. Schlielich sei f















auf algorithmischem Wege konstruierbar.





ur endlich erzeugte homogene Linksideale.
Beweis: Bevor wir mit dem Beweis der eigentlichen Aussagen beginnen, wenden


















ur die Elemente c 2 I
!




, also ist der
Restklassenring Q=I
!
homomorphes Bild von Q=I
!
. Anwendung der gleichen











zung der Isomorphie der Restklassenringe von Q modulo der annullierenden







. Da Q noethersch ist, ist die Zugeh

origkeit von ! zur
Menge  
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von Epimorphismen. Da 
!;






nicht injektiv sein und folglich gilt !
0
 ! 2  

. Damit ist zun

achst bewiesen,




achlich ein Monoidlinksideal von   ist.
i) Zum Nachweis des Rechtsnoetherschseins des  -graduierten Rings G werden
wir zeigen, da es in jeder unendlichen Folge homogener Elemente ein Ele-
ment gibt, welches im von seinen Vorg
















; : : : eine beliebige unendliche Folge homogener Elemente
von G, wobei 0 6= c
i
2 Q und 
i
2  . Mit Hilfe der in Abschnitt 4.1 be-
wiesenen Eigenschaften noetherscher Monoide schliet man auf die Existenz














ur alle j = 1; 2; : : :. Da
Q nach Voraussetzung noethersch ist, gibt es eine nat





Element des von fc
i
1
; : : : ; c
i
k 1
g erzeugten Rechtsideals von Q ist, mit
anderen Worten: es existieren d
1
; : : : ; d
k 1















j = 1; : : : ; k   1 gibt es !
j
2   und a
j
































































es keine unendlichen, echt aufsteigenden Ketten homogener Rechtsideale geben
und G ist rechtsnoethersch.
Zum Nachweis, da G auch linksnoethersch ist, stellt man die Elemente u
i











ii) Sei H eine endliche Menge homogener Elemente von G. Ziel ist es, eine end-










) den Linkssyzygienmodul LSyz(H) erzeugt
6
. Durch
rekursive Anwendung des Verfahrens kann dann ein endliches Erzeugendensy-
stem von LSyz(H) berechnet werden.
F

ur jede homogene Linkssyzygie s 2 LSyz(H), die nicht bereits Linkssyzy-






ur alle u 2 H. Sei
 2   ein beliebiges Monoidelement, welches alle deg
 
(u), u 2 H, als Postx
hat. Zu jedem u 2 H kann eektiv das Element 
u





berechnet werden. Auerdem l

at sich auf algorithmischem Wege ein endliches
ErzeugendensystemD




























orige Komponente bezieht, so ergibt sich eine homo-
gene Linkssyzygie s 2 LSyz(H) vom Grad . Die Menge dieser Linkssyzygien















eine beliebige homogene Linkssyzygie von H, die
nicht bereits Linkssyzygie einer echten Teilmenge von H ist. F

ur beliebige
; ! 2   mit 8u 2 H : deg
 




at sich s in























d und dieses erf
















), was insbesondere bei Gleichheit der beiden annullierenden














von H. Somit geh

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6= ; ein endliches
Monoididealerzeugendensystem von  






ur alle  2   mit  































, welche zu jeder Syzygie s ein den obi-
gen Anforderungen gen

ugendes Monoidelement ! enth
















gendensystem des Linkssyzygienmoduls LSyz(H) ist. Jede der Mengen 
(H)
i












ur alle i  i
0







































ur alle i = 0; 1; : : :. Das h

atte, im Widerspruch zur







 !    nicht injektiver Epimorphismen zur Folge. Also
sind 




















kann die Berechnung eines Erzeugendensystems des





ur alle  2  , so sind alle Mengen 
(H)
i
mit i  1 leer und
es brauchen nur die Grade ! untersucht zu werden, die minimales gemeinsames
Rechtsvielfaches der Grade einer gewissen Teilmenge von H sind.
Ein weiterer interessanter Spezialfall ist der eines Hauptidealrings Q, das
heit Q ist ein nullteilerfreier kommutativer Ring mit Einselement, in wel-
chem jedes Ideal von einem einzigen Element erzeugt wird. Der Syzygienmodul
Syz(F ) einer beliebigen endlichen Teilmenge F = ff
1
; : : : ; f
m
g eines Haupt-






















) 2 F  F . Das erlaubt die Beschr

ankung auf die Untersuchung der
h





alle gleichzeitig auf, das heit: Q ist Hauptidealring
und alle annullierenden Linksideale I

sind Nullideale, dann vereinfacht sich die
Berechnung entsprechend weiter. In diesem Fall ist G nullteilerfrei, weshalb sich
die Einbeziehung der einelementigen Teilmengen von H er

ubrigt. Wir erhalten



















2 H besteht. Damit sind
wir schlielich beim originalen Buchbergerschen Ansatz der kritischen Paare
angelangt und das Element Lift(s
i;j
) entspricht gerade dem Buchbergerschen
S-Polynom (siehe [Bu85]).
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die dadurch induzierte Filtrierung von R.   sei ein eektives noethersches
Monoid mit l

osbarem Faktorisierungsproblem und zu jeder endlichen Teilmen-
ge 
    sei die Menge mgRV (
) der minimalen gemeinsamen Rechtsviel-
fachen von 
 algorithmisch konstruierbar. Weiterhin seien R ein eektiver




ein noetherscher Ring mit entscheidba-
rem Linksidealenthaltenseins- und l










sei bizyklisch und f
















berechenbar. Schlielich sei f















auf algorithmischem Wege konstruierbar.




Beweis: Die Behauptung folgt unmittelbar aus den Lemmata 5.17, 5.18 und
5.19. 2
Die einfachsten Beispiele f

ur Ringe mit graduierten Strukturen der beschriebe-
nen Art sind die Monoidringe Q h i, wobei Q und ( ;) den Voraussetzungen
des Satzes gen

ugen. Diese gehen durch Ringadjunktion des Monoids   zu Q
hervor, dabei kommutieren alle Elemente von Q mit allen Elementen von  
und die Elemente von   werden entsprechend der Monoidoperation miteinan-
der multipliziert. Die Funktion lpp weise jedem Nichtnullelement von Q h i das
maximale darin vorkommende Element von   zu, dann ist (Q h i ; ;; lpp) ei-
ne eektive graduierte Linksgr

obnerstruktur des beschriebenen Typs. Der Ring
Q kann beispielsweise ein eektiver K

orper, ein eektiver Schiefk

orper oder ein















ogliche Monoide   sind beispielsweise die endlich erzeugten freien
kommutativen Monoide T (X) mit Wohlordnungen des in (4.5) beschriebenen
Typs basierend auf einer Matrix mit rationalen Eintr

agen. In diesem Fall erhal-





Ring Q. Am Rande sei erw

ahnt, da die Verwendung freier nichtkommutativer
Monoide S(X) mit jXj > 1 unzul

assig ist, da diese nicht noethersch sind.
Kommen wir zu einer weiteren Klasse geeigneter Ringe. Sei R = Q hXi =J
Restklassenring eines durch Adjunktion des Monoids S(X), wobei X endlich
ist, zu einem den Anforderungen des Satzes gen

ugenden Koezientenring Q
entstehenden Monoidrings Q hXi = Q hS(X)i.  sei eine Monoidwohlordnung
von S(X) und ihre Einschr

ankung (im Sinne der in Abschnitt 4.1 vereinbarten
Mengeninklusion T (X)  S(X)) auf T (X) sei eine Monoidordnung von T (X).





at vergleichen und verbleibende Unentscheidbarkeiten durch
einen lexikographischen Vergleich in S(X) beseitigen. Durch diese Vorgaben
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wird eine graduierte Struktur (Q hXi ; S(X);; lpp) festgelegt. Am Rande sei
bemerkt, da es sich dabei nur in trivialen Ausnahmef

allen um eine eektive
graduierte (Links-, Rechts-) Gr

obnerstruktur handelt. Von dem zweiseitiges
Ideal J  Q hXi wird gefordert, da es zu jedem Paar (x; y) 2 X  X ein
Element der Gestalt yx  c
x;y




2 Q eine Einheit
ist und lpp(p(x; y))  min(xy; yx) gilt. Dar






uglich der graduierten Struktur (Q hXi ; S(X);; lpp) besit-




ugt die graduierte Struktur
 







(p+J) = minf lpp(q) j q 2 p+Jg den
Voraussetzungen von Satz 5.20 und ist daher eektive Linksgr

obnerstruktur.





ur sie wird die sch

arfere Anforderung gestellt, da bereits die Menge
fyx   c
x;y
xy + p(x; y) j x; y 2 Xg eine Gr

obnerbasis von J ist. Auch die







onnen mittels Satz 5.20 behandelt wer-
den. Zus

atzlich zu den oben betrachteten Relationen yx = c
x;y
xy+ p(x; y) sind









2 Q Einheit, zugelassen. Die Konstruktion der entsprechenden graduierten
Struktur ist oensichtlich.









oere Freiheit bei der Festlegung des Koef-
zientenbereichs Q und des Wertemonids  . Legt man einen Epimorphismus
 : S(X) !   geordneter Monoide zugrunde, so l

at sich beispielsweise die





ubertragen, indem man die Anforderung an J da-
hingehend verallgemeinert, da zu jedem t 2 S(X) ein Element der Gestalt
t+ c
t




2 Q Einheit ist und die Bezie-
hung lpp(p
t
)  s = minfu j (u) = (t)g gilt. Die Forderung der Vorgabe
von J durch eine endliche Gr

obnerbasis wird aufrecht erhalten.
Erf

ullt die graduierte Struktur R = (R; ;; ') die Anforderungen von






) die in Satz 5.20 an das Wertemonoid ge-
stellten Bedingungen, dann ist R h













sche Produkt von 






















)) j 1  i  kg.
Wenden wir uns nunmehr der L

osung des Syzygienproblems zweiseitiger
homogener Ideale von G zu, dazu schr

anken wir die Klasse der untersuchten
graduierten Struktur durch zus

atzliche Forderungen an den assoziierten gradu-
ierten Ring G weiter ein. A bezeichne den von den Initialtermen aller Elemente








otigt man nur die Entscheidbarkeit des Enthaltenseinsproblems von J und
f

ur jedes t 2 T (X) die Berechenbarkeit endlich vieler Elemente ct+ r(c; t) mit lpp(r(c; t)) 










erzeugen. Damit kann die
Forderung, J durch eine endliche Gr

obnerbasis vorzugeben, mitunter abgeschw

acht werden.
Ist J beispielsweise ein homogenes Ideal des S(X)-graduierten Rings Q hXi, dann reicht die
Vorgabe eines beliebigen endlichen Erzeugendensystems aus, da sich daraus zu jedem t 2 T (X)
eine unterhalb t abgeschnittene Gr

obnerbasis von J bestimmen l

at.
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ne
^
Q = Q\Z(R) = Q\A im weiteren den aus allen zu A geh

origen homogenen
Elementen vom Grad  bestehenden Unterring von Q. W

ahrend der Diskussion













betrachtet werden kann. Der Einfachheit halber vereinbaren wir, da sich die
Bezeichnung Syz(H) in Zukunft auf dieses homomorphe Bild bezieht. Hin-





zweiseitigen auf den einseitigen Falls mittels der Kandri-Rody/Weispfenning-
Vervollst

andigungstechnik, die wir hier in einem allgemeineren Kontext wieder-
treen.
Lemma 5.21 Das Wertemonoid   sei kommutativ und werde von der Menge
X erzeugt. Jeder direkte Summand R

des  -graduierten Rings G sei bizy-
klischer Q-Modul mit bi-erzeugendem Element 1l

. Es existiere eine Funktion
 : QQ! Q mit der Eigenschaft c d = (c; d)  c f

ur alle c; d 2 Q. Weiterhin
existiere eine Funktion 
X








ur alle x 2 X
und c 2 Q. Schlielich gelte f








Sei H eine endliche Menge homogener Elemente von G und Z ein Erzeu-
gendensystem von Q betrachtet als
^
Q-Modul. Dann existieren zu jedem Paar






















2 Syz(H). Seien B
Z





ur jedes Paar (z; u) 2 Z H und B
X
eine Menge bestehend




ur jedes Paar (x; u) 2 X  H. Dann er-





























erzeugt wird, existiert ein d 2 Q





















und die Existenz einer Syzygie s
z;u
ist nachgewiesen.






2 H beliebig. Auf

ahnliche Weise weist
















die Existenz von d; d
0


































































alt man eine Syzygie s
x;u
der verlangten Bauart.






































































ort. Sei  = x
1
     x
k
eine beliebige Darstellung von  im Erzeugendensystem X.














     x
k 1
. Es gibt ein a 2 Q







































































































































































2 GBG nachgewiesen und es folgt, da es zu je-
































2 GBG gibt. 2










stattdessen auch eine der beiden st

arkeren Bedingungen verlangen, da Q ein
Schiefk

orper ist oder da Q ganz im Zentrum von R enthalten ist.
Satz 5.22 Sei R = (R; ;; ') eine graduierte Struktur mit eektivem  -
geltertem Ring R. Das Monoid   sei kommutativ, noethersch und eektiv und
habe das minimale Erzeugendensystem X. Das Faktorisierungsproblem von  
sei l

osbar und zu jeder endlichen Menge 
    sei die Menge mgRV (
) der
minimalen gemeinsamen Rechtsvielfachen aller Elemente von 
 berechenbar.
Weiterhin sei Q als
^
Q-Modul endlich erzeugt und ein endliches Erzeugendensy-
stem Z sei algorithmisch konstruierbar. Auerdem wird die Existenz berechen-
barer Funktionen  : QQ! Q und 
X









ur alle c; d 2 Q und x 2 X vorausgesetzt. Der Ring Q sei
noethersch und habe ein entscheidbares Linksidealenthaltenseinsproblem sowie
ein l

osbares Linkssyzygienproblem. Jeder homogene direkte Summand R

des
assoziierten graduierten Rings G sei bizyklischer Q-Modul und zu jedem  2  




und ein endliches Erzeugenden-

















ur jedes  2   sei
entscheidbar, ob die Menge
 











auf algorithmischem Wege konstruierbar.
Dann ist R sowohl eektive graduierte Linksgr

obnerstruktur als auch eek-
tive graduierte Gr

obnerstruktur. Sei I ein zweiseitiges Ideal von R. Dann ist
jede Gr

obnerbasis des zweiseitigen Ideals I bez

uglich der graduierten Struktur
R auch eine Gr

obnerbasis des Linksideals I bez

uglich R.
Beweis: Der assoziierte graduierte Ring von R erf

ullt die Voraussetzungen von
Satz 5.20, somit ist R eine eektive Linksgr

obnerstruktur. Nach Lemma 5.18 ist
das Idealenthaltenseinsproblem endlich erzeugter zweiseitiger homogener Ideale
von G entscheidbar. Sei H eine beliebige endliche Menge homogener Elemente
von G. Insbesondere sind dann auch die Mengen Z  H und X H endlich.
Die gemachten Berechenbarkeitsvoraussetzungen sichern ab, da zu jedem Paar





berechnet werden kann. Mit Hilfe von Satz 5.20 und
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Lemma 5.21 folgt die L

osbarkeit des Syzygienproblems des graduierten Rings
G.
8
Folglich ist R auch eine eektive graduierte Gr

obnerstruktur.
Den Beweisideen von Lemma 5.21 folgend erkennt man, da jedes homogene
Linksideal von G sogar zweiseitig ist. Folglich gilt f

ur jede Menge F  R die
Gleichheit In(F ) = LIn(F ) und damit ist eine Gr

obnerbasis des zweiseitigen
Ideals I  R bereits eine Gr

obnerbasis von I als Linksideal. 2





osbar, so kann man auf die algorithmische L

osbar-
keit von Rechtsidealenthaltenseinsproblem und Rechtssyzygienproblem von Q
schlieen. Insbesondere ist das f

ur treuache Erweiterungen Q von
^
Q stets der
Fall. Dem Autor ist jedoch nicht bekannt, ob die gemachten Annahmen

uber Q




ur Rechtsideale von Q und die Bere-
chenbarkeit der Funktion mgLV nach sich ziehen. Falls dies nicht der Fall ist, so
folgt die Existenz graduierter Strukturen, welche keine eektive Rechtsgr

obner-
aber sowohl eektive Linksgr






ahnliche Asymmetrie trat bei den Untersuchungen von Gruppenringen auf
(siehe [MR96]).







gleichen Satz an das Wertemonoid gestellten Voraussetzungen, dann ist auch
der Monoidring R h
i von diesem Typ. Die Klasse der den Bedingungen von
Satz 5.22 gen

ugenden graduierten Strukturen R besitzt eine zweite Abschluei-
genschaft. F

ur durch endliche Erzeugendensysteme gegebene zweiseitige Ideale




(a + I) = min('(b) j b 2 a + I) eine
eektive graduierte Gr

obnerstruktur derselben Gestalt. Zwei aus diesen Ab-





onnen direkte Algorithmen in den Restklassenringen ange-
wandt werden und die Behandlung endlich erzeugter R-Linksmoduln kann mit
Hilfe des Nagataschen Idealisierungsprinzips (siehe [Na62]) auf ein Linksideal-



















nach zweiseitigen Idealen gilt f

ur eektive graduierte Linksgr

obnerstrukturen
der in Satz 5.20 beschriebenen Art. Dabei mu zus

atzlich die Entscheidbarkeit
des Idealenthaltenseinsproblems des zweiseitigen Ideals I und die Berechenbar-
keit endlicher Erzeugendensysteme der annullierenden Linksideale der homoge-
nen Summanden des assoziierten graduierten Rings von R=I gefordert werden.
Kann I bereits durch ein endliches Linksidealerzeugendensystem vorgegeben
werden, so sind diese Zusatzbedingungen auf jeden Fall erf

ullt. Ist R sogar
eine eektive graduierte Gr

obnerstruktur, so sind keine Einschr

ankungen an I
erforderlich. Aus einem beliebigen endlichen Erzeugendensystem F von I kann
in diesem Fall eine Gr

obnerbasis des zweiseitigen Ideals I von R berechnet wer-
den. Mit Hilfe dieser Gr

obnerbasis kann man nicht nur eektiv in R=I rechnen,
sondern es ist auch m

oglich, daraus die m

oglicherweise neu hinzukommenden
erzeugenden Elemente der annullierenden Linksideale abzulesen.
8










c mit c 2 A.










osbaren Polynomringen sowie G-Algebren.
Bisher nicht erfat wurden die freien K -Algebren und die Klasse der von Mora in
[Mo88b] untersuchten Faktoralgebren freier K -Algebren. Ersteres kann im Rah-
men der hier gesteckten Ziele nicht unser Anliegen sein, da in freien K -Algebren
nur eine Semientscheidbarkeit des Idealenthaltenseinsproblems vorliegt. Anders
verh

alt es sich bei den Moraschen Faktoralgebren. Diese weisen die Besonder-
heit auf, da im allgemeinen nur die aufsteigende Kettenbedingung zweiseiti-
ger Ideale, nicht aber die einseitiger Ideale, erf

ullt ist. Der Hauptunterschied
























acht wird. Betrachten wir dazu ein Beispiel. K sei ein beliebiger K

orper





















sind gleich dem Nullideal. Das Produkt uv
zweier Potenzprodukte u; v 2 T (x; y; z) unterscheidet sich nur dann von dem
im Polynomring K [x; y; z], wenn u die Variable z und v die Variable x enth

alt.
In diesem Fall gilt die Gleichung uv = 0. Dennoch ist u in G genau dann
durch v teilbar, wenn die Teilbarkeit in K [x; y; z], oder dazu gleichbedeutend in
T (x; y; z), vorliegt, denn man kann es stets so einrichten, da alle x von links












Satz 5.23 Sei R = (R; ;; ') eine graduierte Struktur mit eektivem  -
geltertem Ring R.   sei ein noethersches, kommutatives, eektives Monoid
mit l

osbarem Faktorisierungsproblem und zu jeder endlichen Teilmenge 
   
sei die Menge mgV (
) der minimalen gemeinsamen Vielfachen der Elemente
von 






sei ein noetherscher Unterring
des Zentrums von R, das Idealenthaltenseinsproblem von Q sei entscheidbar und
das Syzygienproblem von Q sei l

osbar. Jeder homogene direkte Summand R

des assoziierten graduierten Rings G sei ein zyklischer Q-Modul, f

ur welchen
ein erzeugendes Element 1l












) berechenbar sind. Weiterhin wird







   
00
= ! vorausgesetzt, so da f































ullt ist. Schlielich sei die Frage, ob die Menge
 








ur jedes  2   entscheidbar und im Falle einer nichtleeren Menge sei
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uglich R und aus einem beliebigen endlichen Erzeugendensystem von I kann
eine solche endliche Gr






uhren wir den Nachweis, da jede nichtleere Menge  

ein








































ur jedes Vielfache ! von  homo-

























und da  nicht injektiv ist, ist auch    kein Isomorphismus. Daraus folgt
schlielich, da jede nichtleere Menge  

ein Monoidideal von   ist.
i) Gem

a Lemma 5.17 ist G ein eektiver  -graduierter Ring mit berechenbaren

















; : : : eine beliebige Folge homogener Elemente


















































































ucksichtigung der Tatsache, da die























































iii) Nach Lemma 5.18 hat G ein entscheidbares Enthaltenseinsproblem f

ur end-
lich erzeugte homogene Ideale beliebiger Seitigkeit.
iv) Es verbleibt die Untersuchung der algorithmischen L

osbarkeit des Syzygien-
problems endlich erzeugter homogener zweiseitiger Ideale von G. X bezeichne
das minimale Erzeugendensystem von  .
Sei H = fu
1
; : : : ; u
m
g eine Menge homogener Elemente von G. Wir ver-
folgen eine

ahnliche Strategie wie im Beweis von Lemma 5.19. Wir suchen
nach einer endlichen Menge homogener Syzygien, welche gemeinsam mit den
Syzygien aller echten Teilmengen von H den Syzygienmodul Syz(H) erzeugt.
Rekursive Anwendung dieses Verfahrens auf alle Teilmengen von H f

uhrt dann
auf ein endliches Erzeugendensystem von Syz(H). F

ur festes ! kann das Pro-
blem der Berechnung eines endlichen Erzeugendensystems M
!
des Q-Moduls
aller homogenen Syzygien von H vom  -Grad ! auf ein Syzygienproblem ei-
nes Restklassenrings von Q reduziert werden. Unsere Aufgabe besteht also in
der Konstruktion einer endlichen Menge 
 von gemeinsamen Vielfachen der
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notwendigerweise die Existenz von Pr

















=  folgt. Im in Lemma 5.21
behandelten zweiseitigen Fall wurde dieses Problem dadurch behoben, da man









welchem die Existenz der Pr















allgemeinen nicht, dennoch werden wir auf

ahnlichem Wege zum Ziel gelangen.
Zu beliebigen x 2 X und u
j




















. Man kann eine endliche Menge B
X
 Syz(H) konstru-
ieren, welche zu jedem Paar (x; u
j











































zu sein braucht, gibt es zu
vorgegebenem  2   und u
j



















G. Anstelle dessen zeigen wir die schw

achere
Aussage, da es Elemente !; !
0



















ur alle Teiler x 2 X von !
0




































die maximal in einer Faktorzerlegung von  auftreten k

onnen. Ist die Anzahl 0,
so sind wir fertig. Andernfalls halten wir einen (5.23) gen

ugenden Teiler x 2 X


























gibt, so liefert zweimalige Anwendung
der Induktionsvoraussetzung die Existenz der gesuchten Syzygie der Gestalt
(5.22).
Kommen wir zum Fall, da f

























)    x und gem










= , so da f

































einen Teiler y 2 X, so w

urde der Spezialfall 
1







=  auf einen Widerspruch f

uhren. Also gilt 
1





= ,  = x und 
2


















. Gleichung (5.23) und die Konstruktion von B
X
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der Induktionsvoraussetzung auf   
0
und Ersetzen des zweiten Summanden
der linken Seite f

uhrt schlielich auf die gesuchte Syzygie vom Typ (5.22).
Auf





2 H und ; 
0
























































































































(s) =  . Falls s nicht bereits Syzygie einer echten Teilmenge von H





von H sein. Entsprechend der eingangs gemachten Bemerkungen reicht die Be-




(H)) ein minimales gemeinsames
Vielfaches der Grade von H mit 
0
j  . Dann gibt es ; 
0







ur alle Teiler 
0






die Gleichung (5.20) erf

ullt ist.
Durch Addition geeigneter Syzygien der Bauart (5.24) erh




































































ur alle 1  j  k







ae  einen Teiler X 3 x j , der f

ur wenig-





















=  j 
0
einen Widerspruch zu Glei-


































. Somit gibt es f















































zygien vom Typ (5.25) erh
















  s^ 2 GB
X
G, also auch s   s^ 2 GB
X










































. Analoge Argumentationen zu oben gestatten es
nunmehr, aus allen Termen cw
i
j









gen, da die Syzygien der Gestalten (5.24) beziehungsweise (5.25) alle Monoid-


























nach links oder alle nach rechts schieben. F

ur zwei Erzeuger x; y 2 X mit dieser
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) lassen sich also nicht beliebig auf den







sichert ab, da eine geeignete und gleichzeitig zul

assige Aufteilung entsteht.




















An dieser Stelle k

onnen wir wieder der Argumentation von Lemma 5.19 fol-

































2 Syz(H) und s liegt in dem von B
X
und
den Syzygien vom Grad 
0
erzeugten Untermodul von Syz(H). Andernfalls
impliziert d =2 I

0
wegen d 2 I









6= ; ist B






= ; vereinbaren wir formal B

= ;. Da Q und   noethersch sind,
wird die rekursiv durch 

0













denierte Folge von Teilmengen von   nach endlich vielen Schritten bei der leer-
en Menge station










und algorithmisch konstruierbar. F

ur jedes ! 2 
(H) kann ein endliches Er-
zeugendensystem M
!
(H) des Q-Moduls aller homogenen Syzygien s 2 Syz(H)

















ist ein endliches homogenes Erzeugendensystem von Syz(H).
Aus den gezeigten Eigenschaften i)-iv) folgt, da jeder Schritt des in Abschnitt
5.2 entwickelten Algorithmus Groebner berechenbar ist und da er bei Ein-
gabe einer beliebigen endlichen Teilmenge F  R nach endlicher Zeit anh

alt.
Damit sind die Behauptungen des Satzes bewiesen. 2
F

ur Polynomringe sind neben den Buchbergerschen Filtrierungen auch grobere,
d.h. solche die durch eine Buchbergersche verfeinert werden k

onnen, betrachtet
wurden (siehe z.B. [M

oMo86],[Stu96]). In diesem Fall sind die direkten Sum-
manden R

des assoziierten graduierten Ringes G nicht mehr notwendigerweise
zyklische, sondern nur noch endlich erzeugte Q-Moduln. Falls Q Hauptidealring
ist, so l

at sich jedes R

nach dem Hauptsatz f

ur abelsche Gruppen (vgl. z.B.
[vW67], [Ku70]) in eine direkte Summe zyklischer Moduln zerlegen. Auf dieser
Grundlage sind unmittelbare Untersuchungen \grober" Filtrierungen m

oglich.
Im allgemeinen ist es leider unm

oglich, eine vorgegebene graduierte Struk-
tur so zu verfeinern, da ein assoziierter graduierter Ring mit ausschlielich
zyklischen homogenen Summanden entsteht. Selbst wenn sich die homoge-
nen Summanden der Ausgangsgraduierung in direkte Summen zyklischer Mo-
duln zerlegen lassen, braucht es keine Verfeinerung mit diesen als homogene
Summanden zu geben. Ein klassisches Gegenbeispiel stellen die Arbeiten zu
Gr










gen wurde erstmals von M

oller und Mora in [M

oMo86] aufgegrien. Einerseits
lassen sich die in Abschnitt 5.2 dargestellten Ideen unmittelbar von Idealen
96 KAPITEL 5. GR

OBNERBASEN IN GRADUIERTEN STRUKTUREN





rade diese geradlinige Verallgemeinerung nicht auf die von M

oller und Mora
entwickelte Theorie. Die Hauptschwierigkeit der Gr

obnerbasistheorie besteht
in homogenen Berechnungen im assoziierten graduierten Ring beziehungsweise
Modul. Dem wird durch die Suche nach m

oglichst feinen Filtrierungen Rech-
nung getragen. Bei fast allen Untersuchungen zur Gr

obnertheorie werden asso-
ziierte graduierte Ringe verwendet, deren homogene Bestandteile zyklische Q-
Moduln

uber dem Ring Q = R

sind. Auf diese Weise erzielt man eine monom-
iale Gestalt der homogenen Ideale und die in Frage stehenden Enthaltenseins-
und Syzygienprobleme stellen sich besonders einfach dar. Das folgende Beispiel








unstige Voraussetzungen zu schaen.
Sei R eine Algebra von au

osbarem Typ und R = (R;T;; lpp) eine zu-
geh

orige graduierte Ringstruktur. T = T (X) ist Vektorraumbasis von R und





oten in f vorkommenden Term zu. Damit gilt lpp(Rnf0g) =
T (X). Sei M = R
m
der von E = fe
1
; : : : ; e
m
g frei erzeugte R-Linksmodul.
Weiterhin gelte m > 1 und jedem Erzeuger e
i
2 E, 1  i  m, werde ein
Potenzprodukt t
i




2 E, i 6= j, exi-
stieren Elemente f; g 2 Rnf0g mit lpp(f)  t
i
= lpp(g)  t
j
. Damit spannen




einen zweidimensionalen Unterraum des K -
Vektorraums aller homogenen Elemente vom Grad lpp(f)  t
i
des durch die
graduierte Ringstruktur R und die Erzeugergrade t
i
bestimmten assoziierten
graduierten Moduls von M auf.
Wir werden sehen, da sich alle f

ur Linksideale des Rings R erzielten Ergeb-




Insbesondere ist bei geeigneter Wahl der graduierten Struktur von R keine se-
parate Untersuchung der Entscheidbarkeit des Enthaltenseinsproblems und der
L

osbarkeit des Syzygienproblems des assoziierten graduierten Moduls erforder-
lich. Die Untersuchungen M

ollers und Moras passen sich harmonisch in das
hier dargestellte Konzept ein. Im Anschlu an die Linksmoduluntersuchungen









Sei R = (R; ;; ') eine graduierte Ringstruktur mit wohlgeordnetem Werte-
monoid ( ;). M = R
m
sei der freie R-Linksmodul mit freiem Erzeugenden-
system E = fe
1
; : : : ; e
m
g. Weist man jedem Erzeuger e
i








































= fh j '
M
(h)  g (5.27)
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










und einen dazu assoziierten gradu-




agt man die Ideen aus Abschnitt 5.2 sinn-
gem








ur Linksmoduln und die f

ur Linksideale nachgewiesenen
Resultate und Algorithmen sind ohne groe M





Denition 5.24 Seien R = (R; ;; ') eine graduierte Ringstruktur, M =
R
m
der freie von E = fe
1
; : : : ; e
m
g erzeugte R-Linksmodul undM = (M; ;F
M
)
eine gelterte R-Linksmodulstruktur. G bezeichne den assoziierten graduier-
ten Ring von R und G
M
den assoziierten graduierten G-Linksmodul von M.
Dann wird F M eine Gr

obnerbasis des von F erzeugten R-Linksuntermoduls
N  M bez





Im einleitenden Beispiel wurde deutlich, da es ratsam ist, zun

achst nach ei-










ur R zu suchen. Dazu bilden wir das Kreuzpro-
dukt 
 =    T (E) von   und dem freien von E erzeugten kommutativen
Monoid T (E) und legen eine beliebige der Bedingung
8s; t 2   8u 2 T (E) : (t; u) 









 fest. Die durch '


(f) = ('(f); 1)
f

ur alle f 2 Rnf0g und '



















) eine graduierte Ringstruk-
tur von R. Die  -graduierte und die 
-graduierte Struktur von R erf

ullen die
Voraussetzungen von Bemerkung (5.9). Dementsprechend ist die Beantwor-
tung einander entsprechender Entscheidbarkeits- und Berechenbarkeitsfragen
f

ur beide graduierte Strukturen

aquivalent.
Im Vergleich zur  -graduierten Struktur bietet die 
-graduierte Struktur
den breiteren Spielraum bei der Denition der Linksmodulltrierung. Im wei-





) = (; e
i
























uglich der direkten Summe (5.29) tritt h

ochstens ein von Null verschiedener
Summand auf. Daher induziert (5.29) f

ur jeden homogenen G-Linksuntermodul
N  G
M











urlicher Weise sowohl als 
-
homogenes als auch als  -homogenes Linksideal von G aufgefat werden.
Satz 5.25 Mit den Bezeichnungen von oben ist das Enthaltenseinsproblem end-
lich erzeugter homogener G-Linksuntermoduln des 
-graduierten Linksmoduls
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G
M
relativ zur Entscheidbarkeit des Enthaltenseinsproblems endlich erzeug-
ter homogener Linksideale des  -graduierten Rings G entscheidbar. Weiterhin





osbarkeit des Linkssyzygienproblems endlich erzeugter ho-
mogener Linksideale von G l

osbar.
Beweis: Sei B ein homogenes Erzeugendensystem des homogenen Linksunter-
moduls N  G
M
und sei a 2 G
M
nf0g ein homogenes Element. F

ur jedes
i 2 f1; : : : ;mg f





ur den direkten Summanden
N \G  e
i




ur sein homogenes Erzeugendensystem B \G  e
i
ein.
Es gilt genau dann a 2 N , wenn f

ur das eindeutig bestimmte i 2 f1; : : : ;mg
mit a 2 G  e
i
die Enthaltenseinsrelation a 2 N
i




ullt ist. Da N
i
als
 -homogenes Linksideal von G aufgefat werden kann, folgt die Behauptung.
Der einfach zu f










der Linkssyzygienmoduln von B
i
ein homogenes
Erzeugendensystem des Linkssyzygienmoduls von B liefert, zeigt die zweite
Behauptung. 2
Analog zum Ringfall zeigt man mit Hilfe dieses Satzes die folgende Verallge-
meinerung von Satz 5.6.
Folgerung 5.26 F

ur eine eektive graduierte Linksgr

obnerstruktur (R; ;;')
ist das Enthaltenseinsproblem endlich erzeugter R-Linksmoduln entscheidbar.
Dar

uberhinaus kann zu jeder endlichen Teilmenge F  R
m
ein endliches Er-
zeugendensystem des Linkssyzygienmoduls LSyz(F ) berechnet werden.
Man beachte insbesondere, da die Berechenbarkeitsvoraussetzungen an eine f

ur
den Idealfall besonders geeignete  -graduierte Struktur gestellt werden konnten.







Anderungen aus dem Ringfall

ubernommen werden. Nur die
Teilschritte der Division und der Syzygienberechnung der Initialterme bed

urfen





Rechnungen bis in den assoziierten graduierten Ring m

oglich ist.
Bei der Konstruktion der 
-graduierten Ringstruktur von R verblieb eine




   T (E). Im Falle der Kommutativit

at des Monoids   kann diese Freiheit
dazu ausgenutzt werden, da die 
-Filtrierung von M eine Verfeinerung der






















einen Homomorphismus  : T (E) !  . Man

uberzeugt sich leicht




(s; v) () t  (u)  s  (v) _ (t  (u) = s  (v) ^ u 
E
v) ;










 ist. Im eingangs betrachteten Beispiel der Algebren von
5.5. GR






alt man auf die beschriebene Art und Weise eine Filtrier-
ung von M , bei welcher alle von Null verschiedenen direkten Summanden des
assoziierten graduierten Linksmoduls eindimensional sind und welche von der
in [M





aftigt sich mit der Untersuchung von R-Bimoduln
















wobei R = (R; ;; ') eine graduierte Ringstruktur mit wohlgeordnetem Wer-
temonoid ( ;) und S ein das Einselement enthaltender Unterring von R sind.
Da bereits die Elemente von R

S
R im allgemeinen mehrere Darstellungen als
Summe von Elementartensoren a
 b aufweisen, ist die Darstellung der Elemen-
te von M im Modulerzeugendensystem E = fe
1





































bezeichne die Menge aller formalen Darstellungen des Elementes h 2 M im



































= fh j '
M
(h)  g (5.32)
eine gelterte R-Bimodulstruktur M = (M; ;F
M
) auf M induziert. In der an-
schlieenden Denition der Gr

obnerbasis eines R-Biuntermoduls von M wird
die Modulstruktur von M in eine Links- und eine Rechtsmodulstruktur aufge-
spalten. Ginge man






ur beide Seiten die gleiche graduierte Struktur von R zugrunde
zu legen, dann w

are es im allgemeinen bereits unm

oglich, die Untersuchungen





im Ringfall erzielten Resultate zu denken.














. Weiterhin sei S  R ein das Einselement enthaltender Unterring von R und





. Schlielich sei M = (M; ;F
M













und der assoziierte graduierte Modul von
M wird mit G
M
bezeichnet. Dann wird F  M eine Gr

obnerbasis des von F
erzeugten R-Biuntermoduls N M bez

uglich M genannt, wenn die Gleichheit
G
l
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Analog zum linksseitigen Fall bilden wir das Monoid 
 =    T (E)    und















) () s  s
0






(f) = ('(f); 1; ) beziehungsweise '
r;

(f) = (; 1; '(f)) f

ur alle

















ur R. Die zugeh









a Bemerkung 5.9 sind die beiden 
-graduierten












sind als Ringe zueinander isomorph und es exi-




uhren. Obwohl die Ringe nicht als graduierte Ringe zueinander isomorph
sind, da zum einen nicht alle Wertemonoide








keine Gradgleichheit zwischen Bild und Urbild vorliegt,




und G identizieren und gleichermaen mit G be-
zeichnen. Aus dieser Identizierung werden keine Miverst

andnisse erwachsen,
da eine Unterscheidung nur in Bezug auf den genauen Grad homogener Ele-
mente bedeutsam ist und in einem solchen Falle stets aus dem Kontext heraus






















































in Analogie zum einseitigen Fall geeignet w

ahlen, so da die auf die





) = (; e
i








)-Filtrierung eine Verfeinerung der bei entsprechender Zuord-











ultigkeit der im folgenden abgeleiteten Aussagen ist diese Verfeine-
rungseigenschaft jedoch ohne Bedeutung. Insbesondere darf das Wertemonoide









) = (; e
i































ort jedes von Null verschiedene homogene Element von G
M
(ge-









S ist hier der von allen
Initialtermen von Elementen von S erzeugte Unterring des assoziierten gra-
duierten Rings G von R. F
















eine Zerlegung in eine direkte Summe






at sich Satz 5.25 in dem Sinne auf
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den Bimodulfall

ubertragen, da die L

osungen des Enthaltenseinsproblems und
des Syzygienproblems homogener G-Biuntermoduln von G
M
auf den Spezialfall







onnen. Wenden wir uns nun der genaueren Untersuchung des Falls m = 1 zu
und bezeichnen den erzeugenden Tensor 1 







Symbol e. Damit erh

alt 
 die Gestalt   T (feg)   .




G! G der durch a










Sind das Enthaltenseinsproblem und ein T -Syzygienproblem endlich erzeugter
homogener zweiseitiger Ideale von G l









































von Homomorphismen, wobei U den vom Einselement erzeugten Unterring von
^
S bezeichnet und ' durch e
h
7! h deniert ist. Dann ergibt sich folgende
Inklusion der Syzygienmoduln:
Syz(H) = ker(')  Syz((H)) = ker('  )
und B [ T ((H)) ist Erzeugendensystem eines Biobermoduls von Syz(H) f

ur
jedes T -Erzeugendensystem B von Syz((H)).





(H) = T ((H))\Syz(H), vorerst ein oenes Problem bleibt.
So reicht es keineswegs aus, einfach die Menge B \ Syz(H) zu bilden oder nur
unter den
^
S-Kombinationen von B nach einem Erzeugendensystem f

ur Syz(H)















Y g. Wertemonoid sei die freie Worthalbgruppe S(X;Y ) mit einer beliebigen
zul

assigen Wohlordnung . W









Y g ein Triv-









Bezug auf die in Gleichung (3.3) beschriebenen Moraschen trivialen Syzygien








g erzeugt, ohne da die
Hinzunahme trivialer Syzygien erforderlich ist. Keines der Elemente von B und
keine Z-Kombination davon geh



















Alles in allem stellen wir fest, da uns die Homomorphiebetrachtungen bei der
Suche nach geeigneten Algorithmen im allgemeinen nicht voranbringen.
Wir f





ur die Menge aller homogenen Elemente










-Grad ! 2 
 ein. Von jetzt an beschr

anken wir uns auf die
Untersuchung des Falls, da
^
S = Q = R
G;
gilt, Q Unterring des Zentrums
von G ist und jeder homogene direkte Summand R
G;
von G ein zyklischer
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Lemma 5.28 Der assoziierte  -graduierte Ring G sei eektiv und Q = R
G;

Z(G) sei ein eektiver noetherscher Ring mit entscheidbarem Idealenthalten-
















beschreibt. Schlielich existiere eine berechenbare Funktion B :







-graduierter G-Bimodul und f

ur beliebige ; 
0
2










































Nach Satz 2.9 sichert die vorausgesetzte Entscheidbarkeit des Idealenthalten-
seinsproblems des noetherschen Rings Q f

ur jedes durch ein beliebiges endliches
Erzeugendensystem gegebenes Ideal I  Q die Existenz eines kanonischen Sim-
plikators S
I
: Q! Q f










) ;  2   : (5.36)
F

ur jeden homogenen Elementartensor a 
 b 2 G
M
vom 















































Jede der Umformungen ist berechenbar und lineares Fortsetzen auf beliebige
Elemente von G
M
liefert einen kanonischen Simplikator von G
M
. Der Nach-







Lemma 5.29 R sei sowohl eektive Links- als auch eektive Rechtsgr

obner-
struktur. Der assoziierte graduierte Ring G von R erf

ulle die Voraussetzung von











ein homogenes Element von G 

Q





























G. Alle Elemente seien in der kanonisch simplizierten Gestalt
10
Am Rande weisen wir darauf hin, da das so denierte 1l

auch Null sein kann. Allerdings
nur im Falle R
G;





sofern nicht explizit auf das Gegenteil hingewiesen wird, selbstverst

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(5.37) gegeben. a 2 GHG ist

aquivalent zur Existenz von 
1










; : : : ; 
0
k































ur alle i = 1; : : : ; k mit 
i
6= 0. Da R eine
eektive Linksgr

obnerstruktur ist, kann ein endliches homogenes Erzeugenden-





; : : : ; 1l

k
g berechnet werden. Da
G ein eektiver  -graduierter Ring ist, k

onnen insbesondere die Grade der
Linkssyzygien und auch die Grade ihrer von Null verschiedenen Komponenten
berechnet werden. F
















auf algorithmischem Wege aus dem Erzeugendensystem dieses




ur die diese Eigenschaft nicht




ur sie o.B.d.A. 
i
= 0 angenom-










6= 0 notwendig ist. Nach Einsetzen der Grade in
Gleichung (5.38) f

uhrt kanonische Simplikation gem

a (5.37) auf eine inhomo-
gene, lineare Gleichung in den Variablen 
i













) besitzt, dann geh

ort
a dem von H erzeugten G-Biuntermodul von G 

Q
G an. Die Frage nach der
L

osung der Gleichung kann auf ein Idealenthaltenseinsproblem von Q reduziert





obnertheorie auf den Modul R 

Q
R bedarf noch der
L

osung des Syzygienproblems f

ur endliche Mengen H homogener Elemente
des assoziierten graduierten Moduls G 

Q
G. Anstelle des Syzygienmoduls
Syz(H)  G 

U
G, wobei U den vom Einselement erzeugten Unterring von



















. Die Funktion T weise
jeder Teilmenge H  G 

Q





a, wobei h 2 H und a 2 Q, zu. Dann entspricht die
L





Lemma 5.30 R sei sowohl eektive Links- als auch eektive Rechtsgr

obner-
struktur. Der assoziierte graduierte Ring G von R erf

ulle die Voraussetzung von
Lemma 5.28 und Q sei ein K

orper. Dann ist das T -Syzygienproblem endlich






























g eine endliche Menge
homogener Elemente von G

Q
G. Wir weisen die Existenz und algorithmische
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; : : : ; q
k
























berechnet werden. Nach Voraussetzung ist das





; : : : ; h
0
k
g  G l

osbar und daher













at sich auf oensichtliche Weise
als zweiseitige Syzygie von H auassen, die Menge dieser zweiseitigen Syzy-
gien bezeichnen wir mit B
l;p









Menge zweiseitiger Syzygien B
r;q
von H berechnet werden. Unter Ber

ucksich-
tigung der Darlegungen aus Abschnitt 3.3.3 lassen sich relativ zur L

osbarkeit


































der Anforderung (5.39) gen

ugt.
Sei k = 1 und s 2 Syz(H) = Syz(fh
1




















ur d = 0 sind





= Q gelten und da Q ein
K

orper ist, mu wenigstens eines der beiden Ideale gleich Q sein. Demnach ist




























= 0 gelten. Diese Syzygien geh











































(1  j < l) darstellen. Falls l < k, so ist
s bereits Syzygie einer echten Teilmenge H n fh
i






























(s) in eine Summe aus einer Syzygie von fh
j
g und einer Syzygie von
H n fh
j









. Da Q K

orper ist, gibt es ein p 2 D
l
und ein homogenes u 2 G mit 1l





at sich u als linker Faktor




. Dabei ist s
0
Bild einer homogenen






















) erzeugten Untermodul von Syz(H) an. 2
Zusammenfassend stellen wir fest:





= Q sei ein eektiver K

orper und Unterring des Zentrums von
R. Jeder Q-Vektorraum R
G;
,  2  , habe h

ochstens die Dimension 1.
Dann ist das Enthaltenseinsproblem endlich erzeugter R-Biuntermoduln des






Falls R ein -graduierter Ring ist, wobei seine  -Filtrierung die -Filtrier-
ung verfeinert, dann ist das Enthaltenseinsproblem endlich erzeugter -homoge-
5.5. GR
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ner R-Biuntermoduln vonM f





; : : : ; e
m
g !
 induzierte -Modulgraduierung von M entscheidbar.













origen homogenen Syzygien trivial.
Die Lemmata 5.28 und 5.29 sichern f

ur ein beliebiges Modulelement f 2
M und eine beliebige Teilmenge F = ff
1
; : : : ; f
n
g  M die Berechenbarkeit
der Bestandteile g
1






















































f = 0 oder
^
f =2 G  in(F ) G. Der Rest
^
f , den f bei Division
modulo F l

at, bezeichnen wir mit
^
f = Rem(f; F ). Ziel ist es, zu zeigen, da
f

ur beliebige f 2 M und F = ff
1
; : : : ; f
n
g  M genau dann die Beziehung
f 2 R (F ) R = N gilt, wenn die Abarbeitung der folgenden Anweisungsfolge
bei Eingabe von f und F anh

alt und eine Null ausgegeben wird.
F
0
:= F , f := Rem(f; F )
while f 6= 0 and F
0
6= ; do
B := endliches homogenes T -Erzeugendensystem von Syz(in(F ))
F
0
:= fRem(Lift(s); F ) j s 2 Bgnf0g
F := F [ F
0
f := Rem(f; F )
return(f)
Wird f = 0 ausgegeben, so ist die Korrektheit der Antwort oensichtlich. Bei
Ausgabe von f 6= 0 ist F zum Terminationszeitpunkt eine Gr

obnerbasis von N ,
da jede (nichttriviale) Syzygie der Initialterme zu einer Syzygie der Elemente
von F geliftet werden konnte. Also ist die Antwort auch in diesem Falle korrekt.
Diskutieren wir nun das Terminationsverhalten. Die Berechenbarkeit aller
Anweisungen folgt aus den vorausgesetzten Eektivit

atsbedingungen und den
Lemmata 5.28, 5.29 und 5.30. Insbesondere folgt die Berechenbarkeit eines T -
Erzeugendensystems B aus Lemma 5.30. Auch f







im allgemeinen nicht noethersch und somit steht das
im Ringfall angewandte Hauptargument f





Seien f 2 N und ! 2 






die durch F bestimmte Gr

obnerltrierung des R-Bimoduls N ist. Falls
Rem(f; F ) 6= 0, so gilt deg


(in(Rem(f; F )))  ! und es existiert eine Syzygie
s 2 Syz(in(F )) vom Grad deg




















; : : : ; s
r
2


























ultige Erzeugendensystem von N .
Gem

















ur alle 1  i  r







, was Rem(f; F [ F
0








sich zieht. Also verkleinert sich ! bei jedem Schleifendurchlauf, weshalb nach
endlich vielen Durchl

aufen in Bezug auf das dann aktuelle Erzeugendensystem
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F die Gleichheit Rem(f; F ) = 0 gelten mu. Somit h

alt das Verfahren im Fall
f 2 N stets nach endlich vielen Schritten an und die behauptete Semientscheid-
barkeit ist gezeigt.
Schlielich steht noch der Beweis der zweiten Behauptung bez

uglich des Ent-
haltenseinsproblems homogener Untermoduln -graduierter Moduln M aus.





oge dem die  -Filtrierung die -Filtrierung von R verfeinert. Weiter sei-
en f 2 R ein -homogenes Element vom Grad deg

(f) =  und F  M
eine endliche Menge -homogener Modulelemente. Die Abarbeitung der obi-
gen Anweisungsfolge kann abgebrochen werden, sobald f






 die Beziehung Rem(Lift(s); F ) = 0 gilt. Oensichtlich
w

urden bei Fortsetzung der Abarbeitung alle sp

ater zu F hinzugef

ugten Ele-






ullen. Aus diesem Grund kann aus der
G







uhrbarkeit auf Probleme einseitiger Ideale und die M

oglichkeit, alle
trivialen Syzygien a priori auszufaktorisieren, k

onnten den Anschein erwecken,
da der Modulfall einfacher zu handhaben ist, als der Spezialfall zweiseitiger
Ideale. Die Au

osung dieses Paradoxons besteht in der Feststellung, da die
zweiseitigen Ideale von R im Rahmen des konstruktiven Teils der hier beschrie-
benen Theorie nicht behandelt werden k

onnen, da ihr volles Urbild unter einem
Epimorphismus  : R 

Q
R ! R mit Ausnahme einiger uninteressanter Trivi-
alf







In bestimmten Situationen ist es m

oglich und notwendig, die im vorangegan-
genen Kapitel beschriebenen konstruktiven Verfahren gelterter Ringe durch
topologische Methoden zu erg

anzen. Insbesondere muten wir bisher voraus-
setzen, da uns eine Filtrierung bez

uglich eines wohlgeordneten Monoids vor-
liegt. Ohne diese Voraussetzung w

urde beispielsweise die Terminationseigen-
schaft des Algorithmus Divide
R
verlorengehen. Betrachten wir einmal die von
den Werten von a^ nach jedem Durchlauf der while-Schleife gebildete Folge von
Idealelementen. Unter gewissen noch n

aher zu spezizierenden Bedingungen
l

at sich eine Topologie nden, in der diese Folge gegen ein Element des Ideals
I konvergiert, welches als Divisionsrest verwendet werden kann.
Wir beginnen zun

achst mit Untersuchungen zu solchen topologischen Rin-
gen, deren Topologie durch die Filtrierung induziert wird. Dieser Fall wurde
in allgemeiner Form von Robbiano und Mora (siehe [Rob86], [Mo88a]) behan-
delt. Auerdem gibt es eine Reihe diesbez

uglicher Untersuchungen in spezi-
ellen Situationen lokaler Potenzreihenringe (siehe z.B. [Hi64],[Mo82],[Bec90],
[AMR92],[Gr95]). Das Hauptaugenmerk unserer Ausf

uhrungen liegt auf dem
Aufbau einer Divisionsformel und der Approximation ihrer Bestandteile zu be-
liebig vorgegebener Genauigkeit. Dazu bedarf es einerseits einer wesentlichen
Einschr

ankung der Klasse der von Mora in [Mo88a] untersuchten Ringe und
der Beschr

ankung auf einseitige Ideale. Andererseits werden uns diese Ein-
schr

ankungen erlauben, weitreichendere Resultate f

ur diesen Spezialfall abzu-
leiten. Insbesondere k

onnen wir die Stetigkeit der Divisionsformel in beiden






ur die Kofaktoren er-
mitteln. Moras Beweise werden dahingehend pr

azisiert, da der Divisionsrest,
und nicht nur sein Initialterm, im Falle einer Standardbasis F als zweitem Argu-




Im Anschlu daran besch

aftigen wir uns mit dem Fall, da sich Ringtopolo-




uberstehen. Erste Untersuchungen dieser Art
ndet man in [ASTW].
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6.1 Standardbasen
Wir betrachten graduierte Ringstrukturen (R; ;; ') mit einer beschr

ankten
Wohlordnung . Den bereits in Kapitel 5 behandelten Spezialfall wohlgeordne-
ter Wertemonoide wollen wir hier ausschlieen. Dar

uberhinaus ist der Kalk

ul
aus Kapitel 5 bereits dann anwendbar, wenn nur der Bildbereich im(') wohl-
geordnet ist. In diesem Abschnitt setzen wir voraus, da   beschr

ankt wohlge-
ordnetes Monoid ist und da im(') kein kleinstes Element besitzt. F bezeichne
die durch die Pseudobewertung ' : R!
^
  beschriebene  -Filtrierung des Rin-
ges R. Indem man die Mengen F

als Umgebungen des Nullelementes auat,




ist Hausdor-Topologie, denn g

abe







are '(a) untere Schranke von im('). Mit Hil-
fe der beschr

ankten Wohlordnungseigenschaft von  gelingt es, die Stetigkeit
der Ringmultiplikation in T
F
nachzuweisen (siehe [Mo88a]). Also bildet R mit
T
F




von Elementen aus R heit




() exisiert, so da f

ur
alle ;   
0








ullt ist. Wenn jede Cauchy-Folge
von Elementen aus R gegen ein Element von R konvergiert, so bezeichnet man
R als kompletten topologischen Ring. Falls jede Cauchy-Folge von Elementen
des (Links-, Rechts-) Ideals I gegen ein Element von I konvergiert, so wird I









Formale Potenzreihenringe Seien R = K [[X
1
; : : : ;X
n
]] der Ring der for-
malen Potenzreihen in den Unbestimmten X
1






  = T (X) das von X = fX
1
; : : : ;X
n
g frei erzeugte kommutative Monoid. Wir







 mit maximalem Element. Die Funktion ' wird so deniert, da sie jeder Po-






, welches mit von
Null verschiedenem Koezient in f vorkommt, zuweist. Die Topologie T, die
durch die von ' induzierte Filtrierung von R deniert wird, stimmt mit der
Krullschen Topologie

uberein. Die Krullsche Topologie wird auch m-adische
Topologie genannt, sie wird durch die von den Potenzen des maximalen Ideals
m = (X
1
; : : : ;X
n
) gebildete 0-Umgebungsbasis bestimmt.
Lokale Unterringe formaler Potenzreihenringe Analog zum vorange-
gangenen Beispiel k

onnen auch lokale Unterringe S  R = K [[X
1




Beliebige lokale Ringe Seien S ein lokaler Ring und m sein maximales
Ideal. Dann ist die durch '(a) = maxfk j a 2 m
k
g (a 6= 0) induzierte
(N; >)-Filtrierung von S ebenfalls vom untersuchten Typ.
1
Da alle Variablen negatives Gewicht haben m

ussen, ist dieses Potenzprodukt stets von
\kleinem" gew

ohnlichen Totalgrad. Sind alle Gewichte  1, so handelt es sich um ein Potenz-
produkt von kleinstem Totalgrad.
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Wertemonoid ohne maximales Element Schlielich f

uhren wir noch ein
Beispiel mit beschr

ankt wohlgeordnetem Wertemonoid ohne maximales Ele-
ment an. Sei R = K [[X ]][Y ] der Polynomring in Y mit formalen Potenzreihen
in X als Koezienten. Wir setzen   = T (X;Y ) und vergleichen die Potenzpro-
dukte gem

























. Die Pseudobewertung ' weist jedem f 6= 0 das
mit von Null verschiedenem Koezient in f vorkommende Potenzprodukt zu,
dessen Exponent f







ur den Fall einseitiger Ideale betrachten wir Linksideale. Die






Denition 6.1 Sei (R; ;; ') eine graduierte Ringstruktur mit beschr

ankter
Wohlordnung . Ein Erzeugendensystem F eines Linksideals I  R wird ei-
ne Standardbasis von I genannt, falls die Menge in(F ) der Initialterme von
Elementen von F das Linksinitialideal von I erzeugt, d.h. LIn(F ) = LIn(I).
Die Bezeichnung Standardbasis geht auf Hironaka zur

uck, welcher Basen der
obigen Art in formalen Potenzreihenringen einf

uhrte (siehe [Hi64]). Unter ge-
wissen Nebenbedingungen sind die beschr

ankt wohlgeordneten Wertemonoide





Satz 6.2 Sei (R; ;; ') eine graduierte Ringstruktur mit einer beschr

ankten
Wohlordnung . Ist der Ring R in der durch ' induzierten Topologie komplett
und ist der assoziierte graduierte Ring G linksnoethersch, dann ist jede Teil-
menge F  I eines Linksideals I  R, f

ur welche in(F ) das Linksinitialideal
LIn(I) erzeugt, ein Erzeugendensystem von I.
Beweis: Ohne Beschr

ankung der Allgemeinheit k

onnen wir annehmen, da F
endlich ist. Die Menge F erzeugt ein Unterlinksideal J von I. Angenom-
men, es existiert ein Element a
1





als homogene Linkskombination der Initalterme der Ele-


















ur alle f 2 F mit
h
f
6= 0. Wir w

ahlen beliebige Elemente b
1;f






























2 R : (b
i;f
= 0 _ '(b
i;f
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f

ur alle i = 1; 2; : : :. Mittels vollst

























ur beliebige j; k 2 N und

















ur jedes f 2 F eine Cauchy-
Folge in der durch ' induzierten Topologie und da R in dieser komplett ist,




























f = 0 :
Das steht im Widerspruch zu a
1
=2 J , also I = J . 2
Der Satz ist nicht auf die Betrachtung zweiseitiger Ideale, nicht kompletter
Ringe R oder graduierter Ringstrukturen, deren assoziierter graduierter Ring
G nicht linksnoethersch ist,

ubertragbar. In diesen Situationen tritt ein Ausein-






Folgerung 6.3 Unter den Voraussetzungen von Satz 6.2 ist R linksnoethersch
und jedes Linksideal von R besitzt eine endliche Standardbasis.
Beweis: Die Behauptung folgt unmittelbar aus Satz 6.2. 2
Zun

achst geben wir einen Vorschrift an, die relativ zur Berechenbarkeit al-





Ringelemente a modulo eines endlichen Erzeugendensystems F eines Links-





at, nur dann die Beziehung in(a^) =2 LIn(F ) gefordert,
wenn der Initialterm von a^ einen Grad gr

oer als  aufweist.
Aufruf: (g
1
; : : : ; g
m
; a^) := Divide
R;T
(a; F; )
Eingaben: F = ff
1
; : : : ; f
m




; : : : ; g
m













)  '(a) f

ur i = 1; : : : ;m sowie '(a^)   oder in(a^) =2 LIn(F ).
2
An dieser Stelle beziehen wir uns auf einen Standardbasisbegri, welcher f

ur jedes a 2 I

















fordert. Unsere Entscheidung f

ur Denition 6.1 liegt darin begr

undet, da wir uns nur mit
Situationen besch

aftigen, in denen keine begriiche Unterscheidung zwischen Standardbasen
und Standardmengen notwendig ist.
3
An eine Standardmenge F des zweiseitigen Ideals I werden nur die Bedingungen F  I




a^ := a, g
i
:= 0 (i = 1; : : : ;m)
(p
1
; : : : ; p
m
; A) := Divide
G
(in(a^); in(F ))






















; : : : ; p
m

















; : : : ; p
m
; A) := Divide
G
(a;H)
Eingaben: a homogenes Element von G
H = fh
1
; : : : ; h
m
g endliche Menge homogener Elemente von G.
Ausgaben: p
1
; : : : ; p
m























ur alle i = 1; : : : ;m
und A = 0 () a 2 GH
Beweis der Korrektheit und Termination von Divide
R;T
: Relativ zur Be-
rechenbarkeit aller gerufenen Funktionen verl

auft der Korrektheitsbeweis v

ollig
analog zum Beweis des auf Seite 62 dargestellten Algorithmus Divide
R
. Kom-
men wir zur Frage der Termination. Bei jedem Durchlauf der while-Schleife
verkleinert sich der Grad von in(a^). Da die Menge f
0









Lemma 6.4 Sei (R; ;; ') eine graduierte Struktur mit beschr

ankter Wohl-
ordnung . Dann ist die Menge '(a + I) = f'(b) j a  b 2 Ig f

ur jedes ab-
geschlossene (Links-, Rechts-) Ideal I  R und jedes Ringelement a =2 I eine
nach unten beschr

ankte Teilmenge von  .
Beweis: '(a + I)    folgt sofort aus 0 =2 a + I. Angenommen, die Menge
'(a+ I) w












= a   h
2













2 I, im Widerspruch zur Voraussetzung a =2 I. 2
Lassen wir bei Algorithmus Divide
R;T
formal auch die Eingabe von  =  1
zu, so wird im Falle der Termination weiterhin die Ausgabespezikation erf

ullt.
Weiterhin bricht nach Lemma 6.4 die Abarbeitung f





I den topologischen Abschlu des Linksideals I bezeichnet, stets mit von Null
verschiedenem a^ ab. Ist I ein abgeschlossenes Linksideal und F eine Standard-




ur beliebige Eingaben ist die Folge '(a^) im Falle der Nichttermination
streng monoton fallend und folglich konvergiert die Folge der Zwischenreste a^
gegen 0. Auf





im Beweis von Satz 6.2

uberzeugt man
sich davon, da f

ur jedes i = 1; : : : ;m auch die Folge der Zwischenwerte der
Variablen g
i
eine Cauchy-Folge bildet. Die in Divide
R;T
gerufenen Funktionen





sind durch ihre Spezikationen nicht eindeutig bestimmt.


































ur i = 1; 2; : : :. Falls R ein kompletter topologischer Ring ist, so ist die durch
Divide
R;lim

















denierte Funktion total und ihre Funktionswerte h

angen nicht von der kon-
kreten Wahl der 
i
ab.
Bemerkung 6.5 Im Falle der Berechenbarkeit der Funktion Divide
R;lim
ist
das Enthaltenseinsproblem durch endliche Standardbasen F gegebener Links-
ideale I des kompletten Ringes R entscheidbar.
Der Beweis dieser Aussage besteht in der trivialen Festellung, da Divide
R;lim
einen Algorithmus zur Entscheidung dieses Enthaltenseinsproblems liefert. 2
Satz 6.6 Sei R = (R; ;; ') eine graduierte Ringstruktur mit beschr

ankter
Wohlordnung . Der Ring R sei in der durch R induzierten Topologie T
F
komplett und der assoziierte graduierte Ring G von R sei linksnoethersch. Dann





Beweis: Zum ersten hatten wir gerade gezeigt, da die Funktion Divide
R;lim
im
vorliegenden kompletten Ring total ist, zum zweiten schlieen wir aus Folgerung
6.3 auf die Existenz einer endlichen Standardbasis F von I. Betrachten wir den
Rest a^ bei Anwendung von Divide
R;lim
auf a 2 R und F . Falls a^ = 0 gilt, so








, also gilt a 2 I. Im Fall a^ 6= 0 mu
insbesondere '(a^) =2 LIn(F ) = LIn(I) vorliegen, also a^ =2 I und somit a =2 I.
Es gilt also genau dann a 2 I, wenn a^ = 0 ist.
Sei nun b ein von Null verschiedenes Element des topologischen Abschlusses




; : : : eine gegen b konvergierende Cauchy-Folge von Elementen




, so da '(b   a
n









ur alle n > n
0
. Aus diesem
Grund ist 0 das einzige Element aus dem topologischen Abschlu von I, welches
als Rest bei Division mittels Divide
R;lim
modulo der Standardbasis F auftreten
kann. Da der Divisionsrest eines Elementes aus dem topologischen Abschlu
von I wieder in diesem liegt, ist bewiesen, da I topologisch abgeschlossen ist.
2
Setzen wir nun voraus, da das Wertemonoid   ein maximales Element besitzt.





2   die G

ultigkeit von   
0
  und 
0
    nach sich zieht. Somit
ist jede der Filtrierung F angeh

orige additive Gruppe F

= fa 2 R j '(a) 




























Satz 6.7 Der assoziierte graduierte Ring G der graduierten Ringstruktur R =
(R; ;; ') sei linksnoethersch. Das Monoid ( ;) sei beschr

ankt wohlgeordnet
und besitze ein gr

otes Element. Weiterhin sei G ein eektiver graduierter Ring





erzeugte homogene Linksideale. Es existiere ein Unterring R
0
von R, welcher








sei berechenbar und es existiere ein berechenbarer Schnitt
in








ur beliebiges  2   das Enthaltenseinsproblem endlich erzeugter
Linksideale des Restklassenrings R=F

entscheidbar.
Beweis: Der assoziierte graduierte Ring von R=F

ist isomorph zu G= In(F

).
Er ist ein eektiver graduierter Ring, da G diese Eigenschaft hat und der Kern
In(F

) aufgrund der Berechenbarkeit der Gradfunktion von G und der Eekti-
vit

at des geordneten Monoids   entscheidbar ist.
N

achstes Ziel ist es, zu zeigen, da die nat










ein Isomorphismus ist. Dazu haben wir ih-
re Surjektivit






= ;g aller derjenigen Elemente von R, welche zu keinem Element
von R
0
kongruent modulo des Ideals F

sind. Angenommen, M 6= ;. Trivia-
lerweise gilt M \ F

= ;, weshalb  untere Schranke der nichtleeren Menge
'(M)    ist. Aus der beschr

ankten Wohlordnungseigenschaft von  folgt die
Existenz eines kleinsten Elementes von '(M) bez

uglich . Sei a 2 M so, da




existiert ein b 2 R
0
mit
in(a) = in(b), also '(a   b)  '(a). Nach Konstruktion von a mu a  b =2M






















Folglich war die Annahme M 6= ; falsch.











































































\\: : : : : : : : : : : : : : : : : :
Wenn das innere Dreieck ein Diagramm des Typs (2.1) f








ist, so ist das

auere Diagramm vom Typ (2.1) f

ur A = R=F

. Grob gesprochen
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kann man sagen, da R=F









Das Noetherschsein und die Entscheidbarkeit des Enthaltenseinsproblems
endlich erzeugter Ideale

ubertragen sich von G auf G=In(F

). Sei H  G eine













) = h beziehungsweise 






Homomorphismen graduierter G-Linksmoduln. F

ur
T (H) = fge
h





wird ker(  

) von ker() [ T (H) erzeugt. Die L

osbarkeit des Syzygien-
problems endlich erzeugter Linksideale von G erlaubt die Berechnung eines
endlichen homogenen Erzeugendensystems B von LSyz(H) = ker().  be-
zeichne den nat





































duierter G-Linksmoduln. Also repr

asentieren die Elemente von B [ T (H) ein
homogenes Erzeugendensystem des Linkssyzygienmoduls LSyz(

(H)). Da-
mit ist die L

osbarkeit des T -Syzygienproblems
4
endlich erzeugter homogener





jede Linkssyzygie s 2 T (

(H)) gilt Lift(s) = 0, weshalb sie als trivial an-
gesehen werden kann und bei der Standardbasisberechnung unber

ucksichtigt
bleiben darf. Am Rande halten wir fest, da der Q-Linksmodul ker() von der
Menge fge
h
j h 2 H^g 2 In(F

)g  T (H) erzeugt wird, weshalb viele der tri-
vialen Syzygien aus T (H) sogar nur die Nullsyzygie repr

asentieren. Weiterhin
betonen wir, da die Verwendung trivialer Syzygien ein einfaches Kriterium
zum Vermeiden unn










ur jedes a 2 R bezeichne [a]

= a + F

die Restklasse von a modulo F

. Da
0 das einzige Element von R=F

mit einem Initialterm vom Grad kleiner oder

































diskret ist, sind alle Linksideale von R=F

trivialerweise abge-




Der Einfachheit halber bezeichnen wir die Funktion, die der Menge 

(H) die durch T (H)
repr

asentierten Linkssyzygien zuweist, ebenfalls mit T .
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Ersetzt man die FunktionDivide
R
in der linksseitigen Variante des auf Seite




und ruft die auf
diese Weise modizierte Funktion GbTest im Algorithmus Groebner von
Seite 63, so erh

alt man einen Algorithmus, der zu einer beliebigen endlichen
Menge eine dasselbe Linksideal erzeugende endliche Standardbasis konstruiert.
Anwendung von Bemerkung 6.5 vervollst

andigt den Beweis. 2
In Analogie zu den wohlgeordneten graduierten Strukturen erkl

aren wir die
Begrie des Kopfes und des Restes eines Elementes a 2 R durch head(a) =
in













nun auch unendliche Monomtr

ager zugelassen werden. Eine (m

oglicherweise


























ager Mon(a) von a bezeichnet. Per denitio-
nem ist ; der Monomtr















(a)); : : :gnf0g, wobei tail
i
(a) das Ergebnis der i-
maligen Anwendung der Funktion tail auf a bezeichnet. F

ur jede Folge ho-
mogener Elemente u
i









) eine Cauchy-Folge. Somit besteht in einem komplet-




; : : :g  G










ur alle i = 0; 1; : : : und
den Elementen von R. Da  beschr

ankte Wohlordnung ist, ist die Menge




ur beliebige a 2 R und  2   endlich. Das Ele-










ur Potenzreihen sagen wir auch, da trunc(a; ) durch Abschneiden von a
beim Grad  entsteht.
Im weiteren setzen wir voraus, da der assoziierte graduierte Ring G der
graduierten Struktur R = (R; ;; ') eektiv und noethersch ist sowie ein
entscheidbares Enthaltenseinsproblem f

ur homogene Linksideale aufweist. Au-
erdem sei R in der von R induzierten Topologie komplett. Gem

a Satz 6.6
und Folgerung 6.3 ist jedes Linksideal I  R topologisch abgeschlossen und
besitzt eine endliche Standardbasis F . Da G eektiv ist und ein entscheid-
bares Enthaltenseinsproblem f

ur homogene Linksideale aufweist, gibt es einen
kanonischen Simplikator S
LIn(I)
: G ! G des Faktorlinksmoduls G=LIn(I),







werden wir auch homogenen kanonischen Simplikator nen-
nen. Da R komplett ist, ist die Funktion Divide
R;lim
total. Verwenden wir F
als zweites Argument der Funktion, so h

angt der Wert '(a^) des Restes a^ bei
Division von a 2 R modulo F mittels Divide
R;lim
nur noch von der Restklasse
von a modulo I ab. Durch einen anschlieenden Normierungsschritt gelangt
man zu einer Divisionsfunktion Divide
R;lim
, bei welcher der Initialterm des
Divisionsrestes von a modulo der Standardbasis F ein Fixpunkt von S
LIn(I)
ist
und daher auch nur noch von der Restklasse a + I abh

angt. Mit Hilfe einer
Rekursion des Typs (5.15) gelangt man schlielich zu einer echten Divisions-
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funktion Divide
R;lim
, bei welcher der gesamte Divisionsrest von a modulo der
Standardbasis F bereits durch die Restklasse a+I eindeutig bestimmt wird. Die
Funktion S
I
: R! R, welche jedem Element a 2 R ihren eindeutig bestimmten
Rest bei der Division Divide
R;lim
modulo der Standardbasis F von I zuweist,
ist eine kanonische Auswahlfunktion f

ur R=I. Falls Divide
R;lim
berechenbar ist,
die Hauptrekursion in Divide
R;lim
terminiert und aus einem beliebigen endli-
chen Erzeugendensystem von I eine Standardbasis F berechnet werden kann,





kator von R=I. In Restklassenringen R=F

des in Satz 6.7 beschriebenen Typs




urlich kann in Analogie zu Denition 5.11
auch der Begri der reduzierten Standardbasis eingef

uhrt werden.
Die Restklasse a+I kann h

ochstens ein Element a^ enthalten, dessen Monom-
tr








diese an a^ gestellten Bedingungen. Somit ist gezeigt, da S
I
(a) das eindeutig
bestimmte Element von R ist, welches kongruent zu a modulo I ist und dessen
Monomtr








ahrend die in Frage stehenden topologischen Ringe, wie zum Beispiel der
Ring der formalen Potenzreihen, unbeschr

ankte direkte Summen zyklischer Mo-
duln sein k

onnen, sind die assoziierten graduierten Ringe,

ahnlich dem wohlge-
ordneten Fall, nur beschr

ankte direkte Summen. Beispielsweise haben der Poly-





T (X)-graduierten Struktur bis auf Isomorphie beide den Polynomring Q[X] als
assoziierten graduierten Ring. Die formalen Potenzreihenringe R = Q[[X]] stel-





ahlbarkeit ist ein formaler Potenzreihenring nicht
g

odelisierbar. Somit ist er keine eektive algebraische Struktur und besitzt
erst recht kein entscheidbares Idealenthaltenseinsproblem. Weder die Funkti-
on Divide
R;lim
noch die Auswahlfunktion S
I
sind berechenbar. Dennoch kann
man interessante konstruktive Teilergebnisse erzielen, denn es wird sich heraus-















ogen den Voraussetzungen von Satz 6.7 gen

ugen. Auerdem sei R in der
durch R festgelegten Topologie komplett. F

ur jedes Linksideal I  R bezeichne
S
LIn(I)
einen beliebigen festen homogenen kanonischen Simplikator des Rest-
klassenmoduls G=LIn(I). H  R
0
sei eine endliche Teilmenge und I bezeichne
das davon in R erzeugte Linksideal.

















ur alle  2   berechenbar.
Beweis: Zun

achst einmal halten wir fest, da das Element a^ = S
I
(a) als der
Wert der oben eingef







bezeichne das homomorphe Bild von I unter dem
nat









ist isomorph zum Restklassenring G=In(F

) des





andige Urbild im(u+ In(F






) unter dem nat

urlichen Homomorphis-









































das eindeutig bestimmte Element a^ 2 R=F

mit
































































), wobei k so gew


















)     erf

ullt wird. Dabei setzen
wir f









) =  1 f

ur alle
i  j Mon(S
I





 : R! R=F















































































) gestellten Anforderungen, weshalb Gleichheit
vorliegen mu. Also:
























ur a 2 R
0





Man berechnet das Bild von a+F






































jedem Fall endlich und zu jedem Element des Monomtr

agers kann der eindeutig
bestimmte homogene Repr

asentant aus G berechnet werden. Die Menge dieser
homogenen Repr





; : : : ; u
k
g von




(a). Aufgrund der Berechenbarkeit von in




























at sich ohne weiteres auf Elemente aus
ganz R ausdehnen. Ebenso k












Allerdings sind diese verallgemeinerten Funktionen S
()
I
: R ! R
0
nur noch
relativ zu einer Funktion 

: R ! R
0





falls R nicht g

odelisierbar ist, so kann es keine berechenbare Funktion 

geben.





mit den Elementen von R, deren Monomtr

ager keine Elemente vom Grad kleiner






 !  1 gegen die kanonische Auswahlfunktion S
I
. Genauer bedeutet das: f

ur















Ahnliche Untersuchungen wie f

ur den Divisionsrest zeigen, da auch die weiter-
en Bestandteile des Funktionswertes von Divide
R;lim
(a; F ), also die Kofakto-

















aherung ist nur zu ber

ucksichtigen, da nicht
die Rechnung in R=F
















uhrt. Die vorangegangenen Untersuchun-
gen zeigen, da die Funktion Divide
R;lim
in beiden Argumenten stetig ist.
Kommen wir noch einmal auf die Einordnung der formalen Potenzreihen-
ringe in die dargestellte Theorie zu sprechen. Der Ring R = Q[[X
1
; : : : ;X
n
]]
wird mit dem freien von X = fX
1
; : : : ;X
n
g erzeugten kommutativen Monoid






















Beschreibung einer derartigen Ordnung  ndet man in Bemerkung 4.1. Die



































zu. Als Unterring R
0
wird der Polynomring Q[X
1





ist gleichzeitig isomorph zum assoziierten graduierten Ring der beschriebenen













des T (X)-Grades '(a) mit dem Initialterm in(a) identiziert werden. Auer-
dem kann in

als die identische Abbildung auf der Menge aller Monome de-











ublichen Weise durch Weglassen
aller Monome, die h












atze 6.7 und 6.8 verlangt, da der Koezientenbereich Q ein
eektiver linksnoetherscher Ring mit entscheidbarem Linksidealenthaltenseins-
problem und l

osbarem Linkssyzygienproblem ist. Insbesondere kann es sich
um einen eektiven K

orper, zum Beispiel den der rationalen Zahlen, oder einen
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
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eektiven Euklidischen Ring handeln. Auerdem mu die Ordnung entscheid-






arer Matrix A mit
rationalen Eintr

agen der Fall ist.
6.2 Gr

obnerbasen im Ring der ganzen Funktionen
Die Elemente f 2 R des Polynomrings R = K [X
1
; : : : ;X
n





























ur den Rest dieses Abschnitts werden wir stets K = C annehmen und
die obige Funktionsinterpretation so weit wie m

oglich auf Potenzreihen ausdeh-



























urlicher Weise eine partielle n-stellige komplexe Funktion. Die Elemente
des Denitionsbereichs von f sind genau die n-Tupel komplexer Zahlen, f

ur die
die Summe existiert. Die Frage nach Konvergenz und Summe der Reihe bedarf
zun

achst einmal einer fest vorgegebenen Wohlordnung der Exponentenvektoren
(
1
; : : : ; 
n
). Unser Interesse gilt jedoch ausschlielich den best

andig konvergen-
ten Potenzreihen, das heit den Potenzreihen f 2 C [[X
1
; : : : ;X
n
]], die eine
totale komplexe Funktion f : C
n
! C beschreiben. Eine derartige Funktion f
wird auch ganze Funktion genannt, sie konvergiert an jeder Stelle von C
n
abso-
lut und ist folglich in jedem beschr






gent. Aus diesem Grund ist der Grenzwert der Partialsummenfolge gegen

uber
Umordnung der Summanden invariant, weshalb insbesondere die zugrundege-
legte Wohlordnung der Exponentenvektoren irrelevant wird. Die Menge aller
best

andig konvergenten Potenzreihen aus S bildet einen Unterring, dieser heit
Ring der ganzen Funktionen und wird mit E = C ffX
1


















: E ! C
und f

ur beliebige f 2 E und 
1
; : : : ; 
n
2 C gilt Gleichung (6.3).
Die im Zusammenhang mit ganzen Funktionen betrachteten geometrischen
Fragestellungen verlangen die Ausstattung von E mit der lokalen gleichm

ai-
gen Konvergenz und wenn nicht explizit auf das Gegenteil hingewiesen wird,
so werden wir E in Zukunft immer als toplogischen Ring in dieser Topologie
ansehen. Die Krullsche Topologie und die Topologie der lokalen gleichm

aigen
Konvergenz sind unvergleichbar, so ist es nicht erstaunlich, da die in Abschnitt
6.1 vorgestellte Theorie der Standardbasen nicht zur Behandlung ganzer Funk-
tionen geeignet ist. Der notwendige

Ubergang zum Abschlu eines Ideals und
die Verlegung der Untersuchungen in den in der Krullschen Topologie komplet-
ten Ring S = C [[X
1
; : : : ;X
n
]] ist nicht mit geometrischen Untersuchungen von
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Nullstellengebilden vereinbar. Die Wertlosigkeit des

Ubergangs nach S wird
bereits daran deutlich, da der Ring S keine treue Erweiterung von E ist. So
besitzt die Taylorreihe der Cosinusfunktion cosX
1
Nullstellen, sie ist in E nicht
invertierbar und erzeugt dort ein nichttriviales Ideal. Bei Einbettung in S wird
die Cosinusreihe zur Einheit und Kontraktion des von ihr erzeugten Ideals nach
E f

uhrt auf das triviale Ideal E mit leerem Nullstellengebilde.
Allgemein mu man feststellen, da eine beliebige graduierte Struktur von
E mit dem geordneten Wertemonoid (T (X);), wobei  eine beliebige Mo-
noidordnung mit der Eigenschaft X
i
 1 (1  i  n) ist, zum Aufbau von
Divisionsalgorithmen ungeeignet ist, da die Reduktionssequenzen im allgemei-
nen nicht in der Topologie der lokalen gleichm

aigen Konvergenz konvergieren.
















; : : : von Zwischenresten liefert.
Eine Fortsetzung einer wohlgeordneten T (X)-graduierte Struktur des Poly-
nomrings R auf E ist ebensowenig m

oglich, da sich die Bewertung ' = lpp
nicht zu einer Pseudobewertung auf ganz E fortsetzen l

at.






ahlbar und somit nicht eek-
tiv ist, kann E erst recht keine eektive algebraische Struktur sein. Auch bei
Einschr

ankung des Koeezientenbereichs auf den eektiven K

orper der ratio-




ahlbarer Unterring von E. Dennoch
kann man

ahnlich wie in Abschnitt 6.1 nach einem eektiven Unterring E
0
von
E fragen, so da man die Berechnung von Divisionsresten von Elementen aus
E modulo Idealen von E durch algorithmisch ausf

uhrbare Berechnungen in E
0
mit vorgegebener Genauigkeit approximieren kann. Die Arbeit [ASTW] zeigt
die theoretische L

osung dieser Fragestellung auf und [Ap95a] gibt Teilantworten
auf das Approximationsproblem.
6.2.1 Ein Konvergenzkriterium f








otigen wir ein Kriterium zum Nachweis, da eine Rei-
he ganzer Funktionen in der Topologie der lokalen gleichm

aigen Konvergenz
konvergiert. Dieses wollen wir hier kurz bereitstellen. F

ur Beweise und weiter-
gehende Ausf

uhrungen wird auf [GR71] verwiesen.
Mit R
+
bezeichnen wir die Menge der positiven reellen Zahlen und mit
S = C [[X
1
; : : : ;X
n





ur ein beliebiges n-Tupel r = (r
1
























































eine Abbildung k  k
r
: S ! R [ f+1g. F






:= fg 2 S j kgk
r





bildet eine analytische C -Banachalgebra.
Insbesondere erf

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Dar

uberhinaus gilt im Spezialfall supp(f) \ supp(g) = ; stets die Gleichheit.
< bezeichne die Produktordnung der gew





, also r = (r
1




; : : : ; s
n












ur alle r < s. Eine Potenzreihe
g 2 S wird konvergent genannt, falls es ein r 2 R
n
+
mit g 2 B
r
gibt. g 2 B
r
beschreibt eine in jedem Polyzylinder Z
s
= ft = (t
1












3 s = (s
1
; : : : ; s
n
) < r gleichm

aig konvergente Funktion. F

ur jede











bilden die durch die g
i





aig konvergente Folge stetiger Funktionen. Die best

andig konver-







und die aufE durch das System der in (6.4) denierten Seminormen kk
r
gegebe-












; : : : ; 
i;n
)
positiver reeller Zahlen komponentenweise bestimmt divergent, falls f

ur alle







ur eine beliebige Teilmenge D  T (X) von Potenzprodukten bildet die
Menge B
r
(D) aller Potenzreihen aus B
r
, in denen h

ochstens die Potenzproduk-
te ausD mit von Null verschiedenem Koezienten auftreten d

urfen, einen in der
Banachtopologie von B
r
abgeschlossenen linearen Unterraum von B
r
. Weiter-
hin ist die Menge E(D) aller ganzen Funktionen, in denen nur Potenzprodukte
aus D auftreten, ein abgeschlossener linearer Unterraum von E. Damit ergibt
sich:




eine komponentenweise bestimmt divergente Folge
von n-Tupeln positiver reeller Zahlen. F












< +1 ; f

ur alle i = 1; 2; : : : ;





konvergent und ihre Summe liegt in E(D).
6.2.2 Die Divisionsformel
Im Unterschied zu den Untersuchungen in den Abschnitten 5.2 und 6.1 ist es
bei der Untersuchung des Ringes E = C ffX
1
; : : : ;X
n
gg der ganzen Funktionen
unm

oglich, eine geeignete graduierte Struktur auf E selbst zu nden. Eine
graduierte Struktur des Unterrings R = C [X
1
; : : : ;X
n
] der Polynome wird sich
aber bereits zum Aufbau einer Divisionsformel von a 2 E modulo eines Ideals
IE mit polynomialem Erzeugendensystem H  R als ausreichend erweisen.
F

ur n-Tupel  = (
1















der Potenzprodukte der Menge T = T (X).
Jede formale Potenzreihe a 2 S l










darstellen. Die Menge supp(a) = fX

2 T j 

6= 0g der
in a vorkommenden Potenzprodukte heit der Tr

ager der formalen Potenzreihe
a. Durch entsprechende Einschr

ankung der Funktion supp auf die Unter-
ringe E und R von S gelangt man zu den Begrien des Tr

agers einer ganzen
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uhren wir wieder den
Begri des Monomtr





2 T j 















eine partielle Funktion auf S erkl

art, ihr Denitionsbereich ist genau die Teil-
menge aller von Null verschiedenen Polynome. Im Falle seiner Existenz wird
lpp(a) das f

uhrende Potenzprodukt und sein Koezient lc(a) der Leitkoezient
von a genannt. Einschr

ankung von lpp auf R f

uhrt auf eine T -Bewertung des
Polynomrings R. Derartige Bewertungen kommen in der klassischen Gr

obner-
theorie in Polynomringen zum Einsatz.
Sei R = (R;T (X);; lpp) eine graduierte Struktur des Polynomrings R mit
einer Wohlordnung  und der oben denierten Bewertung lpp. Der assoziierte
graduierte Ring ist isomorph zu R und wir vereinbaren die identische Abbildung







ugen head(a) = in

(in(a)) = lc(a)lpp(a) und tail(a) = a  head(a)
den in Polynomringen

ublichen Denitionen des Kopfes beziehungsweise des
Restes eines von Null verschiedenen Polynoms a. Auerdem stimmt der oben
eingef


















liebige endliche Mengen H = fh
1
; : : : ; h
k










+ b; mit (6.6)






)  lpp(a) ^ 8X







Ist die Menge H sogar eine Gr

obnerbasis des von ihr erzeugten Ideals I, so ist
b das eindeutig bestimmte Element der Restklasse a + I mit der Eigenschaft
supp(b)\ In(I) = ;. rem
I
: R! R bezeichne die Funktion, die jedem Polynom
a 2 R den Divisionsrest b 2 R modulo einer Gr

obnerbasis H von I zuweist.
Anliegen ist es, die Funktion rem
I
stetig auf ganz E zu einer Restfunktion
modulo des Erweiterungsideals IE fortzusetzen. Im Gegensatz zu b sind die in
















nur ihre Eindeutigkeit erzwingen, sondern auch erreichen, da die f

ur 1  i  k







: R ! R auf E stetig fortsetzbare
Funktionen werden.
Sei H = fh
1
; : : : ; h
k





uglich der graduierten Struktur R. Dabei nehmen wir k  1 an,





; : : : ;
k
g des aus den f

uhrenden Potenzprodukten aller Elemente von
I bestehenden Monoidideals lpp(I) = lpp(H)  T  T in paarweise disjunkte
Teilmengen 
i
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uberzeugt sich leicht von der Existenz geeigneter Polynome
b und b
1
; : : : ; b
k
, welche gleichzeitig den Bedingungen (6.6) und (6.7) gen

ugen.

































































. Demzufolge sind die f

uhrenden Potenzprodukte











da die Summe wegen (6.8) gleich Null sein mu, liegt M = ; vor. Zusammen-
fassend halten wir fest:
Lemma 6.10 Seien I  R ein vom Nullideal verschiedenes Polynomideal und
H = fh
1
; : : : ; h
k
g 63 0 eine Gr





; : : : ;
k
g




) j t f

ur alle
1  i  k und alle t 2 T .




; : : : ; b
k
)





















alle 1  i  k, X






Insbesondere werden durch die Vorschriften a 7! b und a 7! b
i
auf wohlde-
nierte Weise lineare Operatoren rem
I





R (1  i  k) festgelegt.
F

ur die anschlieenden theoretischen Untersuchungen ist die konkrete Auswahl




ur praktische Zwecke erscheinen zwei Typen von
Festsetzungen f





ahnenswert. Zum ersten kann man

























aren. Diese Variante zeichnet sich besonders durch die kanonische Aus-
wahl der reduzierten Gr

obnerbasis aus. Eine zweite M

oglichkeit besteht in
der Verwendung einer reduzierten D-involutiven Basis H und der Festsetzung
der Mengen 
i
als Mengen aller D-Vielfachen von lpp(h
i
) (siehe Kapitel 7).
Zum einen entsteht dadurch eine weitere Abh













urlicherer Weise und experimentelle Rechnungen zu involutiven
Basen n

ahren die Honung, Ezienzvorteile gegen

uber der Arbeit mit redu-
zierten Gr

obnerbasen erzielen zu k

onnen.
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Es folgt das Schl

ussellemma der Division ganzer Funktionen modulo Poly-
nomidealen.
Lemma 6.11 Zu jeder endlichen Menge F  R von Polynomen existiert eine





reeller Zahlen, so da f

ur alle a 2 Rnf0g, t 2 T (X), f 2 F und c 2 C mit
ct head(f) 2 Mon(a)
















Beweis: Es existieren positive ganzzahlige Gewichte g
1
; : : : ; g
n





a Beziehung (4.3) denierten gewichteten partiellen Grad-
ordnung < auf die endliche Menge
S
h2F





ubereinstimmt (siehe [Ba82]). < hat f

ur alle h 2 F























2 T (X) f

uhren wir





ankungen von  und < auf
S
h2F
supp(h)  T (X) aufgrund
der Linearit

at von  zur Folge hat, da die Gesamtgewichte s

amtlicher in F
auftretenden Potenzprodukte paarweise verschieden sind. Insbesondere ist das
Gesamtgewicht des f

uhrenden Potenzprodukts eines Elements h 2 F stets echt
gr

oer als das Gesamtgewicht eines beliebigen anderen in h vorkommenden Po-





; : : : ; i
g
n
). Dann existiert nach den obigen














ur alle i  i
f
: (6.11)






. Im weiteren werden









den Anforderungen des Lemmas gen

ugt. a 2 Rnf0g, t 2 T (X), f 2 F und c 2 C
seien beliebige Elemente mit der Eigenschaft u := ct head(f) 2 Mon(a). Da die
Tr

ager von u und a u disjunkt sind, gilt f

ur beliebige n-Tupel r positiver reeller







































Anwendung der Dreiecksungleichung (6.5) auf
a  ctf = a  ct ( head(f) + tail(f)) = (a  u)  ct tail(f)
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Damit ist die G

ultigkeit von Ungleichung (6.10) f

ur alle i = 1; 2; : : : nachgewie-
sen. 2
Folgerung 6.12 Seien F = ff
1
; : : : ; f
k
g  R eine endliche Polynommenge
und a; b; b
1
; : : : ; b
k









+ b = a,
ii) lpp(f
j
) - t f

ur alle 1  j  k und t 2 supp(b),
iii) alle Terme t  lpp(f
j









n-Tupeln positiver reeller Zahlen, so da f
























reeller Zahlen des in Lemma 6.11 konstruierten Typs geeignet ist.
Wir setzen M = ft  lpp(f
j











achtigkeit von M .
Im Fall M = ; gilt a = b und b
1
=    = b
k




Sei M 6= ;. Aus Voraussetzung iii) folgt die Existenz eindeutig bestimmter
1  l  k und s 2 supp(b
l




M . Sei c 2 C der
Koezient, mit dem s in b
l





) =2 supp(b) gilt cs head(f
l








































































































ur alle i = 1; 2; : : : : 2
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Folgerung 6.13 Sei f0g $ I  R ein Polynomideal, H = fh
1
; : : : ; h
k
g eine
nicht das Nullpolynom enthaltende Gr










orige Zerlegung des Monoidideals lpp(I).




von n-Tupeln positiver reeller Zahlen, so da f










































(j = 1; : : : ; k) (6.18)
gelten.
Beweis: Bei (6.16) handelt es sich um einen Spezialfall von (6.13). Die Unglei-
chungen (6.17) und (6.18) sind triviale Folgerungen aus (6.16). 2
Damit sind die vorbereitenden Untersuchungen auf dem Unterring der Polyno-
me abgeschlossen und wir wenden uns der Konstruktion einer Divisionsformel
ganzer Funktionen zu.
Denition 6.14 Sei f0g $ I  R ein Polynomideal, H = fh
1
; : : : ; h
k
g eine
nicht das Nullpolynom enthaltende Gr






























































linear auf den Bereich E der ganzen Funktionen fortgesetzt.
Es erheben sich zwei Fragen, erstens nach der Wohldeniertheit der obigen
Fortsetzungen und zweitens inwieweit sie Anla zu einer Divisionsformel geben.
Die entsprechenden Ergebnisse sind in dem folgenden Satz zusammengefat.
Satz 6.15 Sei f0g $ I  R ein Polynomideal, H = fh
1
; : : : ; h
k
g eine nicht
das Nullpolynom enthaltende Gr










orige Zerlegung des Monoidideals lpp(I). D bezeichne die Menge
T (X)n lpp(I) = ft 2 T (X) j lpp(h
1
) - t; : : : ; lpp(h
k
) - tg aller Potenzproduk-
te, die in keinem Element von I f

uhrend sind. Weiterhin bezeichne E(D) den
linearen Unterraum aller ganzen Funktionen, deren Tr

ager in D enthalten ist.
Dann gelten folgende Beziehungen:





























(a) = 0 () a 2 IE,







sei eine bestimmt divergente Folge von n-Tupeln positiver
reeller Zahlen des in Lemma 6.11 konstruierten Typs.
















t eine beliebige ganze Funktion. F




















































und somit die Wohldeniertheit von rem
IE
auf ganz E. Weiterhin leitet man





























Stetigkeit des Operators rem
IE
.
Auf die gleiche Weise zeigt man mit Hilfe von (6.18) die Wohldeniertheit








. Ebenso gilt f

ur alle


























(t) 2 E(D) f

ur alle t 2 T (X) liefert Lemma 6.9 nicht nur
rem
IE
(a) 2 E, sondern sogar rem
IE
(a) 2 E(D).





t 2 E eine beliebige ganze Funktion. Die unter i)
gezeigten Konvergenzen von Reihen ganzer Funktionen sichern die Zul

assigkeit
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iv) Als triviale Konsequenz aus iii) ergibt sich a 2 IE f





Jedes Element a von IE ist Grenzwert einer Cauchy-Folge von Polynomen
g
l




















und somit ist auch die Umkehrung rem
IE
(a) = 0 f

ur alle a 2 IE nachgewiesen.
v) Aus ii) und iii) folgt rem
IE
(a) 2 (a+ IE)\E(D). Sei a^ 2 (a+ IE)\E(D)
beliebig. Wegen supp(rem
IE
(a)   a^)  D, also rem
I
(t) = t f

ur alle t 2
supp(rem
IE




(a)  a^) = rem
IE
(a)  a^






(a)  a^) = rem
IE
(a)  a^ = 0 und ist
fertig. 2
6.2.3 Approximationen
Die in Satz 6.15 dargestellten Resultate sind weitgehend von existentieller Na-
tur. Dem Anliegen der vorliegenden Arbeit entsprechend, wenden wir uns nun
der konstruktiven Seite der unter iii) angegebenen Divisionsformel zu. Genauer
gesagt besch

aftigen wir uns mit der Beantwortung der folgenden Frage: Ange-
nommen, H ist Teilmenge eines eektiven Polynomrings R
0
= K [X]  R  E,
wie k




















K  C . Die Einschr









sind berechenbar. Adjunktion der imagin

aren Einheit
zu einem beliebigen eektiven K

orper K  C f






onnen wir ohne Beschr

ankung der Allgemeinheit an-




alt. Dann existiert zu jeder ganzen
Funktion a eine lokal gleichf






ucksichtigung der Stetigkeit der Operatoren l

at sich





(a) in vorgegebener Genauig-












(a) Rechnung tragend, stellt sich dar

uberhinaus die Frage nach
der n

aherungsweisen Berechnung eines Funktionswertes an einer vorgegebenen
Stelle (
1









geometrisch uninteressant sind, werden wir uns in Bezug auf dieses Problem























achung der Topologie von E, so da E mit der schw

acheren
Topologie einen metrischen Raum bildet. Dazu bieten sich zwei Alternativen
an. Zum ersten xiert man ein n-Tupel r 2 R
n
+
und verwendet den auf der
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(a^; a) = ka^  ak
r
:

























j    gegen Null konvergiert, ist die Existenz des Maximums der Menge
der Absolutbetr

age der Koezienten von a^  a in jedem Fall gesichert.











3 r < s 2 R
n
+
ist die von der Banachalgebra B
s
induzierte Relativto-
pologie auf E mindestens so stark, wie die von B
r
induzierte. Aus diesem
Grund sind n-Tupel r = (
1
; : : : ; 
n
) mit sehr groen Koordinaten, genauer
sehr groem minf
1




unstig. Die Topologie der koezien-
tenweisen Konvergenz ist f

ur alle n-Tupel r = (
1












; : : : ; 
n
 1, so
gilt oensichtlich sogar f

ur alle a; a^ 2 E die Ungleichung
d
koeff
(a^; a)  d
r
(a^; a) : (6.21)
Satz 6.16 Seien f0g $ I  R ein Polynomideal, H = fh
1
; : : : ; h
k
g eine nicht
das Nullpolynom enthaltende Gr






legung des Monoidideals lpp(I). Weiterhin seien g
1
; : : : ; g
n
positive ganze









)  T (X) mit der von 

ubereinstimmt.   1 sei
eine reelle Zahl mit der Eigenschaft, da f























ullt ist. Weiterhin seien r = (
1
; : : : ; 
n
) ein beliebiges n-Tupel positiver re-







ur alle j = 1; : : : ; n. r
 
bezeichne das n-Tupel ( 
g
1
; : : : ;  
g
n











. Dann gelten f

ur alle ganzen Funktionen a
und b die Beziehungen
d
koeff
(op(a); op(b))  d
r











(op(a); op(b))  d
r
 







Beweis: Zu (6.22): Die linke Ungleichung folgt aus   1 und (6.21). Die
Gleichheit ergibt sich aus der Abstandsdenition und der Linearit

at des Ope-
rators op. Schlielich erh

alt man aus (6.19) beziehungsweise (6.20) die rechte
Ungleichung.





und die rechte aus    . 2
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Satz 6.16 zeigt einen Weg auf, wie die Beantwortung der Frage, welche Terme
einer best

andig konvergenten Potenzreihe a zum Zwecke der Division in vor-
gegebener Genauigkeit abgeschnitten werden d






ohnlicher komplexer Reihen reduziert werden kann.
Die folgende Berechnungsvorschrift beschreibt einen n

aherungsweisen Divi-
sionsalgorithmus. Dabei setzen wir voraus, da die Koezienten aller Einga-
bedaten einem eektiven Unterk

orper K der komplexen Zahlen angeh

oren und
da es sich bei der von R auf R
0










Menge der zu K geh

origen, positiven reellen Zahlen vereinbaren wir die Sym-
bolik K
+





die Anzahl der Terme, eines Polynoms.
Aufruf: (a
1
; : : : ; a
k
; a^) := Divide
E;R
0
(a; F; ; r)
Eingaben: F = ff
1
; : : : ; f
m








t 2 K [[X ]] \E,  2 K
+
, r = (
1







; : : : ; a
k


















<  (1  j  k) ;
wobei H = fh
1
; : : : ; h
k
g die reduzierte Gr








die in (6.9) denierte Zerlegung von lpp(I) sind.




; : : : ; h
k





Berechne positive ganzzahlige Gewichte g
1
; : : : ; g
n
, so da die davon



















































 := 0, b := 0, l := 0

















l := l + 1
(a
1
; : : : ; a
k
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Die gerufene Funktion Divide
R
0





, angewandt auf die graduierte Struktur R
0
und ausgestattet mit einer Unterfunktion Divide
G




Die Korrektheit der Vorschrift folgt nahezu unmittelbar aus Ungleichung
(6.23) von Satz 6.16. Wir beschr








ahlter Stellen.  = ! ist eine positive reelle Zahl gr

oer oder gleich






























;  und r den Voraussetzungen von Satz 6.16 und es gilt Ungleichung (6.23).
Schlielich verbleibt noch der Nachweis von ka  bk
r
 
< . Nach Konstruktion










t. Aufgrund der Disjunktheit
der Tr





= k(a   b) + bk
r
 
















   = (kak
r
 
  ) + (   ) = j(kak
r
 




  j + j   j < . Die obigen Schlufolgerungen basieren wesentlich
darauf, da die 
t
die exakten Koezienten der ganzen Funktion a sind, denn
gingen nur gen






ager von a und a  b nicht disjunkt und es gel

ange im allgemeinen nicht, die
Norm von a  b nach oben abzusch

atzen.
Da alle Komponenten von  gr


















Wenden wir uns nun dem Terminationsverhalten der Berechnungsvorschrift




ahlbar, daher ist bestenfalls ei-
ne Einschr













ussen so beschaen sein, da zu





von a berechnet werden kann. Im wesentlichen bedeutet diese Forderung





t zu beliebig vorgegebenem Ge-
samtgewicht l. Betrachten wir also die Berechenbarkeit der Einschr

ankung auf
eine derartige Menge A
0
. Mit Ausnahme der Berechnung des Wertes  sind
dann alle Schritte der Vorschrift berechenbar. Wenn  berechnet werden kann,
so bricht auch die anschlieende Abbarbeitung der while-Schleife nach endlich















numerischen Mathematik zuzurechnen. Auf Bedingungen und Methoden seiner
L

osung soll hier nicht eingegangen werden.










kann auch ihre relative Bere-
chenbarkeit bez

uglich einer Funktion  : EK
+
! K [X ] mit d
r
 
(a; (a; )) < 
betrachtet werden. Auf dieser Grundlage k

onnte das gesamte Programmfrag-
ment








 := 0, b := 0, l := 0
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l := l + 1
einfach durch
b := (a; )







ahlte Variante durchsichtiger ist und bereits gewisse
Teill

osungen der Berechenbarkeit von  umfat, hinterl






ucke, stellt aber gleichzeitig den allgemeineren
Zugang dar.
Bei den in Abschnitt 6.1 durchgef

uhrten Untersuchungen in der Krullschen
Topologie reichte zur n

aherungsweisen Berechnung der Bestandteile einer Di-
visionsformel bereits die Eingabe von N

aherungen der Elemente des Erzeugen-
densystems F in der gew

unschten Genauigkeit aus. Dieser Sachverhalt beruht
auf der Stetigkeit der Quotienten und des Restes bei Division von a 2 S modulo
I  S in a und den Elementen des Erzeugendensystems F von I. Es erhebt
sich die Frage, ob eine

ahnliche Stetigkeit auch im Ring der ganzen Funktionen










































) = 1. Mehr noch, es gibt Folgen von Polynomen, die in der
Topologie der lokalen gleichm





konvergieren, so da die beiden Polynome mit gleichem Index jeweils teiler-
fremd sind. Somit l

at jede ganze Funktion bei Division modulo eines in E




























nicht in den Elementen der reduzierten Gr

obnerbasis H
und erst recht nicht in den Elementen des Erzeugendensystems F stetig. Daher
kann weder von der Forderung der exakten Vorgabe der Elemente von F ab-
ger








auf nicht von Polynomen erzeugte Ideale von E m

oglich.
Man beachte einen wesentlichen Unterschied zur Forderung der genauen







stetig, das heit kleine St


















Abweichung von der exakten L

osung. Dagegen kann bei kleinsten St

orungen der
Koezienten des Erzeugendensystem F nicht einmal eine qualitative Aussage

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Approximation von Funktionswerten des Divisionsrests
Wenden wir uns jetzt der Frage nach der n

aherungsweisen Berechnung des
Funktionswertes der ganzen Funktion rem
IE
(a) an einer Stelle (
1





zu. Wir werden die L

osung dieses Problems auf die im vorangegangenen









=    = 
n
= 0 ist der Funktionswert rem
IE
(a)(0; : : : ; 0) gleich


















at sich die Berechnung des
Funktionswertes rem
IE
(a)() an einer beliebigen Stelle  = (
1





(a) an der Stelle  auf eine Funktionswertberechnung
im Nullpunkt reduzieren.
Die Potenzreihenentwicklung der ganzen Funktion rem
IE
(a) an der Stelle
 erh

alt man, indem man rem
IE






, i = 1; : : : ; n,
denierten Automorphismus 

: E ! E unterwirft. Die Vorgabe eines Poly-




(a); h) <  l














(h)) zu. Um die vorbereitende
Approximation von rem
IE
(a) zu umgehen, bliebe die M

oglichkeit, den Au-
tomorphismus vor der Division auf das Ideal IE und die ganze Funktion a
anzuwenden. Allerdings bereitet die Transformation von a Schwierigkeiten. So
ist es im allgemeinen unm

oglich, die exakten Koezienten von 

(a) zu bestim-









uhren einen zweiten Satz von Variablen Y = fY
1
; : : : ; Y
n
g ein und bil-
den die Polynomringe R
Y
= C [Y ] und R
X;Y
= C [X; Y ]

=
R[Y ] sowie die Ringe
E
Y
= C ffY gg und E
X;Y
= C ffX; Y gg der ganzen Funktionen in den Va-
riablen Y
1








; : : : ; Y
n
. Die Monoide T (X)








urlicher Weise zueinander isomorph.

Y
sei die von der Monoidordnung  von T (X) auf T (Y ) induzierte Monoid-
ordnung, das heit die Monoidordnung, bei welcher der obige Isomorphismus
auch Isomorphismus der geordneten Monoide (T (X);) und (T (Y );
Y
) ist.
Wir betrachten T (X) und T (Y ) als Untermonoide von T (X;Y ) und denieren




ankungen auf T (X)
mit  und auf T (Y ) mit 
Y

ubereinstimmen. Unter einer Eliminationsordnung
verstehen wir dabei eine Monoidwohlordnung 
X;Y





















; T (X;Y );
X;Y

















erzeugte Polynomideal. Man sieht leicht, da es sich bei F um die
reduzierte Gr

obnerbasis von J bez












, (i = 1; : : : ; n), wird ein
Isomorphismus 






der geordneten Wertemonoide von R und R
Y
ergibt sich, da f

ur alle von Null
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ergibt sich die Gleichheit
g() = 

(g)(0; : : : ; 0) = rem
JE
X;Y
(g)(0; : : : ; 0) : (6.26)
Lemma 6.17 Sei I  R ein Ideal und H eine Gr

obnerbasis von I bez

uglich der
















. Ist H reduzierte Gr

obnerbasis, so ist auch 

(H) eine solche.
Beweis: Sei 0 6= g 2 

(I). Da H Gr












ur alle h 2 H mit p
h

















































Weiterhin folgt aus (6.25) unmittelbar, da lpp(

(H)) das minimale Er-
zeugendensystem des Monoidideals lpp(

(I))  T (Y ) ist, falls lpp(H) mi-





uhrenden Koezienten wie h. Schlielich ist jedes Potenzprodukt
aus supp(

(h)) Teiler eines Elements aus dem Bild von supp(h) unter dem
nat

urlichen Isomorphimus von T (X) nach T (Y ). Diese drei Eigenschaften si-
chern, da reduzierte Gr











Lemma 6.18 Sei I  R ein Ideal des Polynomrings R = C [X ] und H eine
Gr

obnerbasis von I bez

uglich der graduierten Struktur R = (R;T (X);; lpp).
Dann ist 










uglich der graduierten Struktur R
X;Y
.







(I). Da die f






; : : : ; Y
n
und die von F nur von X
1






ur alle h 2 H und
f 2 F die Beziehung ggT (lpp(

(h)); lpp(f)) = 1 erf

ullt. Folglich gilt nach dem
ersten Buchbergerschen Kriterium (siehe [Bu85]), da jedes zu einem kritischen
Paar (










bei Division modulo f

(h); fg  













(H) beziehungsweise F  F bei Division modulo 

(H) [ F ebenfalls den






uglich der graduierten Struktur
R
X;Y


























uhrenden Potenzprodukte der Elemente von H mindestens vom Totalgrad
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Satz 6.19 Seien a 2 E eine ganze Funktion, I ein Ideal von R = C [X] und
 = (
1
; : : : ; 
n
) ein Punkt des Raumes C
n
. Weiterhin seien J das durch die in
(6.24) angegebene Menge F in R
X;Y









, (i = 1; : : : ; n), erkl


































ur beliebige ganze Funktionen b 2 E, somit bleibt nur
die zweite Gleichheit nachzuweisen.
Aus a   rem
IE




























(a) die eindeutig bestimmte ganze Funk-
tion in den Variablen X
1




; : : : ; Y
n
, welche kongruent zu a modu-




ist und deren Tr

ager kein dem Monoidideal lpp(J +
IR
X;Y

















alt. Nach Lemma 6.18 wird das Monoidideal
lpp(J + IR
X;Y







ur jedes Elemente t 2 supp(rem
IE
(a)) und jedes
h 2 H gilt lpp(h) - t. F






(b))  T (Y )



















. Wendet man das auf den Spezialfall b = rem
IE
(a)
an und beachtet dabei supp(rem
IE

























ur alle h 2 H nach sich. Mit Lemma



























\ lpp(J + IR
X;Y
) = ;
ist. Damit ist auch die zweite Gleichheit in (6.27) bewiesen. 2
Folgerung 6.20 F

ur beliebige Polynomideale I  R, ganze Funktionen a 2 E














(a)(0; : : : ; 0)
(6.28)
Beweis: Die Behauptung folgt unmittelbar aus Satz 6.19 und Gleichung (6.26).
2
Zu jedem Punkt  = (
1












ur die rechte Seite eine N

aherung beliebig vorgegebener Genauigkeit  2 K
+
berechnet werden. Ein f

ur praktische Belange wichtiger Fakt besteht darin,
da die Berechnung der reduzierten Gr

obnerbasis des Ideals J + IR
X;Y
keine
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Probleme in sich birgt, wie Lemma 6.18 und die daran anschlieenden Bemer-







uhren. Es reicht aus, obere Schranken f

ur










zu ermitteln. Damit kann die Funktion a so abgeschnitten werden, da ein








ochstens  von dem Absolut-





(a) abweicht. Unter Ausnutzung von (6.27)
kann dann die Restbildung mit Hilfe des mittleren Ausdrucks erfolgen, wozu
die bereits bekannten Gr

obnerbasen H und F von I und J ausreichen.
Kapitel 7
Involutive Basen
Die in diesem Kapitel vorgestellte Methode der involutiven Basen bietet einen




Der historische Hintergrund wird von der Konstruktion involutiver Systeme
im Zusammenhang mit der L

osung von Systemen partieller Dierentialglei-
chungen gebildet (siehe [Ja29],[Th37] und [Po78]). Zharkov und Blinkov nutzten
eine Dualit

at zwischen partiellen Dierentialgleichungssystemen und Systemen
algebraischer Gleichungen, um diese Methoden auf polynomiale Fragestellungen
anzuwenden (siehe [ZB93]). In diesem Zusammenhang pr

agten sie den Begri
der involutiven Basis eines Polynomideals. Ein vielversprechender Ansatz zur
Entwicklung eines allgemeinen Begris involutiver Basen wurde durch Gerdt
und Blinkov in [GB96] vorgestellt. Die von ihnen vorgeschlagene axiomatische
Theorie weist jedoch in allen bisherigen Fassungen des Papiers noch gravierende
M

angel auf. Inwieweit diese behoben werden k

onnen, bleibt abzuwarten.
In dieser Arbeit nehmen wir einen rein algebraischen Aufbau einer allgemei-
nen Theorie involutiver Basen vor. Die Vorteile gegen

uber dem axiomatischen
Ansatz von Gerdt und Blinkov bestehen in einer wesentlich umfangreicheren
Konstruktivit






welche zur Anpassung an das betrachtete Ideal verwendet werden kann. In
[Ap96] wurde bewiesen, da das Axiomensystem von Gerdt und Blinkov nicht
alle hier betrachteten involutiven Divisionen

uberdeckt. Andererseits gibt es
auch Grund zur Annahme, da die hier entwickelte Theorie nicht alle von Gerdt
und Blinkov untersuchten involutiven Divisionen behandeln kann. In Abschnitt




Ahnlich der Theorie der Gr

obnerbasen besteht auch das Anliegen der involu-
tiven Basen darin, ein Erzeugendensystem zu nden, dessen Gr

obnerltrierung
mit der durch die Ringltrierung induzierten Filtrierung des Ideals

uberein-
stimmt. Daraus folgt insbesondere, da jede involutive Basis auch Gr

obner-
basis ist. Der genaue Zusammenhang beider Theorien ist nach wie vor nicht
vollst

andig erforscht. Heuristische Untersuchungen an Hand von Testl

aufen
zeigen, da die involutive Methode wenigstens in einer Reihe von Beispie-
len k

urzere Rechenzeiten und geringeren Speicherplatzbedarf aufweist (siehe
[ZB93],[Ni96]). Damit sind die involutiven Basen gerade aus Anwendungssicht
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heraus zukunftstr

achtig. Allerdings wird die Honung dadurch ged

ampft, da
keine Verbesserung der Zeit- und Speicherkomplexit

at zu erwarten ist. Ausge-
hend von den Ergebnissen von Mayr und Meyer (siehe [MaMe82]) wiesen M

oller
und Mora eine in der Anzahl der Unbestimmten doppelt exponentielle kleinste
obere Schranke f

ur das Wachstum des Maximalgrads bei

Ubergang von einem





oMo84]). Diese Schranke kann f






urlich nicht kleiner werden.
Auch aus theoretischer Sicht bieten die involutiven Basen interessante An-
satzpunkte. So zeigte sich in [Ap96], da die Redundanz der involutiven Ba-
sen einen geradlinigen Algorithmus zur Berechnung der Hilbertfunktion eines
Ideals liefert. Auerdem beinhaltet die involutive Methode in Analogie zur
Gr

obnertheorie in Gruppenalgebren einen S

attigungsschritt. Damit ergibt sich
m

oglicherweise ein neuer Ansatz der Kopplung algebraischer Methoden mit
Mitteln der Termersetzungstheorie.
7.1 Der Verband der partiellen Divisionen





von  2   erzeugten Monoidideale Id
 
() charakterisiert werden, denn Id
 
()
umfat gerade alle Vielfachen von . Verm

oge der Beziehung  j ! () ! 2
Id
 
() beschreibt die obige Familie ebenso die Teilbarkeitsrelation von  . Auf
diesem Zusammenhang baut der Begri der partiellen Divisionen auf. Dabei




ur die Elemente von   zu.
Von den zul

assigen Multiplikatoren eines Elements  2   wird verlangt, da
ihre Gesamtheit einen direkten Faktor von   bildet.
Unsere Untersuchungen beschr

anken sich auf noethersche kommutative wohl-
geordnete Monoide  . Diese besitzen ein eindeutig bestimmtes minimales Er-
zeugendensystem X = fX
1
; : : : ;X
n
g und jeder ihrer direkten Faktoren wird als
Monoid von einer Teilmenge Y  X erzeugt. Erzeugt die Teilmenge Y  X
einen direkten Faktor 
 von  , so erzeugt auch XnY einen direkten Faktor 

0




ist direkt. Im allgemeinen erzeugt jedoch
nicht jede Teilmenge Y  X einen direkten Faktor von  . Nur im Falle des von
X frei erzeugten kommutativen Monoids   = T (X) ist ein Untermonoid genau
dann direkter Faktor von  , wenn es von einer Teilmenge Y  X erzeugt wird.
Denition 7.1 Sei   ein kommutatives Monoid mit minimalem Erzeugenden-




eine Familie von Teilmengen Y







i von   erzeugen.





die von Y erzeugte partielle Division
von   genannt. Ein Element ! 2 


heit D-Vielfaches von . Entsprechend






Sei     eine Menge von Monoidelementen und < eine lineare Ordnung






assig auf (;<) genannt,
falls f

ur alle ; 
0
2  mit 
0













) = ; zutrit. Die Menge aller auf (;<) zul

assigen partiellen





uberhinaus nennen wir D auf  zul

assig, falls eine lineare Ordnung <
von  existiert, f

ur welche D auf (;<) zul

assig ist. Entsprechend bezeichnen
wir die Menge aller auf  zul

assigen partiellen Divisionen mit D

.




assige partielle Divisionen sind:
i) F

ur beliebige Mengen       von Monoidelementen und eine belie-









umfat alle partiellen Divisionen.
iii) Sei  eine durch < linear geordnete Teilmenge von  . Falls es Elemente
; 
0




j  gibt, welche zueinander in der Relation

0
<  stehen, so ist die Menge D
(;<)
aller auf der geordneten Menge
(;<) zul

assigen partiellen Divisionen leer.










































und     eine Menge von Monoidelementen.
Falls f





zutrit, so nennen wir D und
C -

aquivalent (Schreibweise: D 

C).
Im Falle der G







ur alle  2  





ur jedes     eine

Aquivalenzrelation. Die Verfeinerungsrelation 
ist eine reexive Halbordnung und die Menge aller partiellen Divisionen bildet
mit ihr einen Verband (D
;
;).























. Genauer gilt f





















ur alle  2  und C

=     f















































































der Restklassen aller auf 
zul

assigen partiellen Divisionen modulo der -

Aquivalenz. Diese ist gegen

uber
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der Bildung von Inma beliebiger nichtleerer Teilmengen abgeschlossen. Eine
analoge Aussage f











7.2 Involutive Basen graduierter Strukturen





achst auf homogene Problemstellungen in  -graduierten
Ringen und dann auf graduierte Strukturen anwenden.
Denition 7.3 Sei   ein noethersches kommutatives Monoid, G ein  -gradu-
ierter Ring und D eine partielle Division von  . Weiterhin sei H  G eine
Menge von Null verschiedener homogener Elemente.
Ein von Null verschiedenes homogenes Element a 2 G, welches dem von






(a)g erzeugten Ideal angeh

ort, nennen wir eine D-
Kombination von H. Per denitionem ist das Nullelement stets D-Kombination
von H. Die Menge aller endlichen Summen von D-Kombinationen von H wird
mit Dom
D





assig ist und der D-Bereich von H das gesamte von H er-
zeugte Ideal I von G umfat, dann nennen wir H ein D-Erzeugendensystem
von I.
Analog werden die Begrie des D-Links- beziehungsweise D-Rechtsbereichs so-
wie des D-Erzeugendensystems eines einseitigen Ideals von G eingef

uhrt.
Denition 7.4 Seien R = (R; ;; ') eine graduierte Struktur mit noether-
schem wohlgeordnetem kommutativem Wertemonoid ( ;) und D eine partielle





uglich R, falls die Menge in(F ) der Initialterme aller Elemente
von F ein D-Erzeugendensystem des Initialideals In(I) von I ist.
Analog f

uhrt man unter Bezugnahme auf die einseitigen Initialideale LIn(I)





Ideale I  R ein.
Gem

a der obigen Denition weist eine D-involutive Basis F bez

uglich R
zwei wesentliche Eigenschaften auf. Zum ersten mu die involutive Division D
auf der Menge deg
 
(in(F )) der Grade ihrer Initialterme zul

assig sein und zum
zweiten mu der D-Bereich ihrer Initialterme gleich ihrem Initialideal sein. Es






(in(F ))  In(F )  In(I) ist jede D-involutive Basis F eines
Ideals I bez

uglich R erst recht eine Gr





Der Begri der involutiven Basis lehnt sich an Zharkov/Blinkov an und stellt eine Verall-
gemeinerung des in [ZB93] vorgestellten Konzepts dar.
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ii) Seien F eine D-involutive Basis bez










Aus i) ergibt sich unmittelbar, da jede D-involutive Basis F von I das Ideal
I erzeugt. F






(siehe Seite 61) durch eine
Funktion pDivide
G
der folgenden Spezikation ausgetauscht werden und der
dabei entstehende Algorithmus pDiv
R
(mit D als zus

atzlichem Argument) be-


















Eingaben: a homogenes Element von G,
H = fh
1
; : : : ; h
m


















; : : : ; q
l
; A homogen, 1  r
1








































(i = 1; : : : ; l)
und A = 0 () a 2 Dom
D
(H).
















































; : : : ; r
l
)









ungliche Numerierung von H. An dieser Berechnungsvorschrift erkennt
man sofort, da die Entscheidbarkeit des Enthaltenseinsproblems endlich er-
zeugter homogener Ideale des assoziierten graduierten Rings G und die Ent-
scheidbarkeit des D-Teilbarkeitsproblems von   die Berechenbarkeit der Funk-
tion pDivide
G
nach sich zieht. Ebenso wie im Gr

obnerfall kann der De-
nitionsbereich des Nullsimplikators pDiv
R
auf beliebige endliche Erzeugen-





ur Mengen F die keine D-involutive Basis sind,
keinen Nullsimplikator modulo des von F erzeugten Ideals. Der verallgemei-
nerte Divisionsalgorithmus pDivide
R
bildet wiederum die Grundlage f

ur den
Test auf und die Konstruktion von D-involutiven Basen. Sei F  R eine end-
liche Teilmenge von Null verschiedener Elemente des Ringes R und D eine









: R ! R ein, welche jedem Element g 2 R den Rest a^ 2 R bei der Di-
vision pDivide
R
(g; F;D) zuordnet. Die Bezeichnung Nf soll an den Terminus
einer Normalform modulo D und F erinnern. Die wesentlichen Eigenschaften
von Nf
D;F
(g) bestehen darin, da
142 KAPITEL 7. INVOLUTIVE BASEN
i) im Falle Nf
D;F
(g) 6= 0 f







ii) eine Darstellung Nf
D;F



























)  '(g) f

ur alle j = 1; : : : ; k.
Bei aller

Ahnlichkeit der Theorien der D-involutiven und der Gr

obnerbasen be-
stehen jedoch auch wesentliche Unterschiede. So besitzt ein Ideal zu vorgegebe-
nem D im allgemeinen keine D-involutive Basis. Selbst ein Erzeugendensystem
F von I mit der wesentlich schw






assig ist, braucht nicht notwendigerweise zu existieren.
Bei vorgegebener endlicher Menge F dr

angt sich eine Reihe interessanter
Problemstellungen auf:
i) Ist die Frage, ob F eine D-involutive Basis ist, f

ur vorgegebenes D ent-
scheidbar?
ii) Gibt es eine partielle Division D, f

ur welche das von F erzeugte Ideal I
eine endliche D-involutive Basis besitzt?
iii) Falls ja, kann man eine derartige partielle Division D und eine zugeh

orige
endliche D-involutive Basis von I berechnen?
W

ahrend man im Gr

obnerfall gerade dann auf Schwierigkeiten st

ot, wenn
ein homogenes Element Vielfaches mehrerer Initialterme von Elementen aus
F ist, stehen wir nun vor dem umgekehrten Problem. Es kann Vielfache von
Elementen von F geben, deren Initialterm einen Grad aufweist, der keinen Grad
eines Initialterms eines Elementes von F zum D-Teiler hat. Der Algorithmus
zum Test, ob F eine D-involutive Basis ist, wird gerade an diesem neuen Typ
kritischer Situationen ansetzen.




Sei R = (R;T (X);; lpp) eine eektive Linksgr

obnerstruktur der Algebra R
von au

osbarem Typ in den Variablen X = fX
1







Die Bestandteile von R sind wie in Abschnitt 5.1 erkl

art, im weiteren bezeichnen
wir T (X) kurz mit T . Die Multiplikation des Monoids T der Potenzprodukte
wird mit  bezeichnet. Sofern die Potenzprodukte als Element von R angesehen
werden, so wird  oder kein Operationszeichen als Multiplikationssymbol ver-
wendet. Quotienten und kleinste gemeinsame Vielfache von Potenzprodukten
beziehen sich immer auf die Monoidoperation .
Satz 7.6 Sei F eine Menge von Null verschiedener Elemente und I das von









sei auf der durch < linear geordneten Menge (lpp(F );<) der f

uhrenden





der Elemente von F seien paarweise nicht D-Teiler voneinander. Dann sind
die folgenden Eigenschaften zueinander

aquivalent:
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ur alle f 2 F und x 2 XnY
lpp(f)











mit den Eigenschaften 0 6= c
i
2 K , t
i
























ur alle i = 1; : : : ; k   1.
iii) F





2 F n ffg mit
lpp(f
0
) < lpp(f), so da zwischen den Elementen von F eine Relation
























i = 1; : : : ; k, besteht.
iv) F ist eine Gr

obnerbasis von I bez







Beweis: i) ) ii) trivial, Anwendung von pDivide
R
liefert die gesuchte Darstel-
lung von xf .




























(lpp(f)) 6= ;. Der Fall lpp(f) = lpp(f
1







ausgeschlossen. Angenommen, es w













Das ist ein Widerspruch zur Voraussetzung, da kein f

uhrendes Potenzprodukt







einfaches Umstellen liefert die in iii) geforderte Relation.
iii) ) i) F

ur jeden Term t 2 Id
T
(lpp(F )) denieren wir die (nicht leere) Men-
ge G
t
= fg 2 F : lpp(g) j tg. Da nach Voraussetzung kein f

uhrendes
Potenzprodukt eines Elementes von F D-Vielfaches eines anderen sein darf,
sind die f

uhrenden Potenzprodukte der Elemente von F insbesondere paarwei-
se verschieden. Also enth

alt jede Menge G
t
ein eindeutig bestimmtes Element
g
t
2 G mit bez

uglich < minimalem f













t. Dann besitzt v
t
einen




. Aus iii) folgt die Existenz eines Elementes g 2 F
mit lpp(g) < lpp(g
t
) sowie lpp(g) j (y  lpp(g
t
)) j t, im Widerspruch zur
Konstruktion von g
t














ur alle t 2 Id
T
(lpp(F )). Unser n

achstes Ziel ist es, f




















2 K , u
t;f

















die durch F bestimmte Gr

obnerltrierung von I ist, nachzuweisen.


















von (7.2) ist oensichtlich. Betrachten wir den Fall lpp(g
t
) < lpp(f). Nach














einen Teiler y 2 X n Y
lpp(f)
. Aus iii) folgt die Existenz
von f
0
2 F , d 2 K und w 2 T mit den Eigenschaften lpp(f
0































schlielich auf die Enthaltenseinsrelation (7.2). Wir betrachten ein beliebiges
h 2 I und setzen t := min

n

















2 K nf0g, u
i
2 T , f
i




)  t f

ur alle i =
























































6= 0 und aus Gradgr

unden









und erhalten letztendlich, da F eine D-involutive Basis ist.
Der Nachweis der G

ultigkeit der Implikationen i) ) iv) ) iii) ist trivial und
vervollst

andigt den Beweis. 2
Die

aquivalente Eigenschaft ii) D-involutiver Basen bildet die Grundlage f

ur
den Algorithmus IBTEST zum Nachweis der Eigenschaft eines Erzeugenden-
systems eines Linksideals, D-involutive Basis zu sein.

Ahnlich der Buchberger-
schen Idee der S-Polynome, von denen er zeigen konnte, da die Nullreduzier-
barkeit dieser endlichen Menge spezieller Idealelemente bereits die Nullredu-
zierbarkeit s

amtlicher Idealelemente nach sich zieht, erweist sich auch hier der
Nachweis, da f

ur jede der endlich vielen Prolongationen xf mit f 2 F und




(xf) = 0 gilt, als konstruktiver Test.
Aufruf: a^ := IBTest(F;D)
Eingaben: F endliches Erzeugendensystem des Linksideals I, 0 =2 F
D auf lpp(F ) = flpp(f) j f 2 Fg zul

assige partielle Division.





ur alle f 2 F sonst.
Berechne eine minimale Menge K  F mit lpp(K) = lpp(F )
H := fg 2 K j 8f 2 K n fgg : lpp(f) -
D
lpp(g)g
L := f(1; h) j h 2 F nHg [ f(y; h) j h 2 H ^ y 2 X ^ lpp(h) -
D
y  lpp(h)g
while L 6= ; do
W

ahle (u; h) 2 L mit u  lpp(h) minimal bez

uglich 








obnertheorie folgend liegt es nahe, das Erzeugendensystem F im Falle des
Mierfolgs durch das Element a^ zu erg

anzen und den Test zu wiederholen. Das
ist jedoch nicht ohne weiteres m

oglich, da D im allgemeinen auf der erweiterten
Menge lpp(F ) [ flpp(a^)g der f

uhrenden Potenzprodukte nicht zul

assig zu sein
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braucht. Im wesentlichen gibt es zwei M

oglichkeiten, diese Schwierigkeit zu
beheben. Zum einen k

onnen wir fordern, da D auf ganz T zul

assig sein soll.
Aufruf: H := InvBas1(F;D)
Eingaben: F endliches Erzeugendensystem des Linksideals I, 0 =2 F
D auf T zul

assige partielle Division.
Ausgaben: H endliche D-involutive Basis von I.
H := F
a^ := IBTest(H;D)
while a^ 6= 0 do
H := H [ fa^g
a^ := IBTest(H;D)
return(H)
Die Korrektheit ist oensichtlich. Termination ist im allgemeinen leider nicht
zu erwarten. Das klassische Beispiel dieses Vorgehens ist die Pommaretmethode
(siehe [ZB93], [Ap95b]). Im Zusammenhang mit der Behandlung dieser Metho-
de werden wir in Abschnitt 7.4.2 noch einmal auf InvBas1 zur

uckkommen.
Bisher fragten wir bei vorgegebenen D und F nach einer D-involutiven Basis
des Linksideals I. Eine Alternative besteht darin, nur F vorzugeben und nach
einer D-involutiven Basis des Linksideals I bez

uglich einer beliebigen partiellen
Division D zu fragen. Dieser Weg wurde in [Ap96] beschritten.
Aufruf: (H;D) := InvBas2(F )
Eingaben: F endliches Erzeugendensystem des Linksideals I, 0 =2 F
Ausgaben: D partielle Division




ahle D 2 D
lpp(H)
a^ := IBTest(H;D)
while a^ 6= 0 do
H := H [ fa^g
W





Die Korrektheit der Methode ist wiederum oensichtlich. Das Terminationsver-
halten h

angt stark von der Auswahl der partiellen Divisionen D in den einzel-
nen Schritten ab. Wir werden in Abschnitt 7.5 n

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7.4 Partielle Divisionen im Monoid der Potenzpro-
dukte
Wir betrachten den Spezialfall des Monoids T = T (X) der Potenzprodukte in
den Unbestimmten X = fX
1
; : : : ;X
n
g. Bis auf Isomorphie beziehen sich auch
die klassischen Untersuchungen involutiver Systeme im Zusammenhang mit der
L

osung von Systemen partieller Dierentialgleichungen (siehe [Ja29],[Th37] und

























. Janet, Thomas und Pommaret entwickelten
jeweils Regeln, in Richtung welcher Variablen die Ableitungen einer Dierenti-
algleichung fortzusetzen sind und in welcher nicht. Auf diese Weise wird f

ur jede
Gleichung des Dierentialgleichungssystems eine Zerlegung der Variablenmenge
X in zwei disjunkte Mengen vorgenommen, wobei eine der beiden Mengen leer
sein darf und ihre Vereinigung X ergeben mu. Die Zerlegung h

angt in jedem
Fall von der h

ochsten in der Gleichung vorkommenden Ableitung ab. Zus

atz-
lich kann sie aber auch noch von den h

ochsten Ableitungen aller anderen zum
System geh








Ubersetzung der partiellen Ableitungen in Potenzpro-
dukte in Bezug auf eine vorgegebene zul

assige Termordnung  zu bestimmen.
Die Einteilung in fortzusetzende und nicht weiter fortzusetzende Variablen
steht in engem Zusammenhang zu einer partiellen Division von T . Sei   T
die Menge der zu den h






ur t 2  sei Y
t
 X die Menge von
Variablen, in deren Richtung die zu t geh

orige Gleichung nicht weiter abgeleitet
























alle t 2  erzeugt die bez

uglich der Verfeinerungshalbordnung maximale par-
tielle Division dieser

Aquivalenzklasse. Die so denierten partiellen Divisionen
werden sich immer als zul






assigen partiellen Divisionen, da stets auf einen fest vorgegebenen
Typ, das heit Janet, Thomas oder Pommaret, zugegrien werden mu, dann
geht Algorithmus InvBas2 gerade in die von Janet, Thomas beziehungsweise
Pommaret verwendeten Methoden

uber. In [Ap96] wurde gezeigt, da jeder

















Totalgrad beziehungsweise den Grad in X
j










ur die der Zul

assigkeit partieller Divisionen zugrunde liegende Ordnung
< kann wenigstens f

ur die klassischen involutiven Divisionen stets die reverse
lexikographische Ordnung  gew

































Sei D eine beliebige partielle Division

uber dem Monoid T = T (X) der Po-
tenzprodukte in X, R = (R;T;; lpp) eine eektive Linksgr

obnerstruktur der
Algebra R von au

osbarem Typ, I  R ein Linksideal und F  I ein end-
liches Erzeugendensystem. Eine notwendige Voraussetzung daf

ur, da F eine
D-involutive Basis von I sein kann, ist die Zul

assigkeit von D auf der Men-
ge lpp(F ) der f

uhrenden Potenzprodukte von F . Bevor der Test IBTest
ausgef

uhrt werden kann, hat dieser Zul

assigkeitsnachweis zu erfolgen.





partielle Division D 2 D
;
und eine gegebene endliche Teilmenge U  T . Auer-
dem fragen wir nach der M

oglichkeit einer konstruktiven Beschreibung der Men-
ge D
U
. Die Beantwortung dieser Fragen l

at sich auf einfache Untersuchungen
von Potenzproduktidealen in einem Polynomring S = k[X] in den Unbestimm-
ten X









ur Ideale I; J;K  S
und Unterpolynomringe S
0
= k[Y ] mit Y  X vereinbaren wir die abk

urzenden




, wobei  f

ur
eine beliebige Idealoperation steht. Insbesondere schreiben wir I + J : K \ S
0
anstelle von (I + (J : K)) \ S
0
.








erzeugte partielle Division und
(U;<) eine endliche linear geordnete Menge von Potenzprodukten. F

ur jedes
t 2 U erkl




















= fv 2 U j v < t ^D
v









Dann sind die folgenden Bedingungen zueinander

aquivalent:
















) : (t)  S,
iii) f










) : (t)  S.
Sind alle Mengen Y
t






































so sind alle Mengen Y
t













ur (U;<). Angenommen, es existieren Po-











urde u 2 (A
t
) vorliegen, so g

abe es ein Potenzprodukt v 2 U mit
den Eigenschaften t < v, t 2 D
v
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zutreen. Also bleibt nur die M

oglichkeit u 2 (C
t
) : (t). Somit gilt ut 2 (C
t
)
und nach Konstruktion von C
t






















im Widerspruch zu Denition 7.1. Folglich





) : (t) \ k[Y
t
] mit t 2 U falsch und wir sind fertig.









ur alle t 2 U trivial.
ii) ) i) Wir setzen voraus, da f








] = f0g gilt. Seien t und v beliebige Potenzprodukte aus U mit v < t.




(v). Beginnen wir mit dem Fall
v =2 Id
T













i und folglich kgV (t; v) =2 D
t




ur alle w 2 Id
T




(v) = ;. Betrachten wir
nun die noch verbleibende M

oglichkeit v 2 Id
T
(t). Angenommen, es existiert























i. Somit gilt v 2 D
t
und aus der Konstruktion von
A
v



















. Damit ist nachgewiesen, da f

ur





















) : (t) \ k[Y
t





) : (t) \ k[Z] % f0g f

ur alle echten Obermengen Y
t






































origen Potenzproduktmengen der in (7.4) beschriebenen Gestalt. v 2 U
sei ein Potenzprodukt von minimalem Grad, f







vorliegt. Da v von minimalem Grad gew

ahlt war, gilt f

ur alle zu U
geh






























ergibt sich aus dem ersten Teils des









] = f0g. Das steht im Widerspruch








Sei nun D ein bez

uglich der Verfeinerungshalbordnung maximales Element der
Menge D
(U;<)
. Ziel ist es zu zeigen, da f






[ fyg eine abh






) : (t) bilden.







) : (t) \ k[Y
t


























. Oensichtlich ist D
0







assig auf der geordneten Menge (U;<)
ist.
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Wir betrachten zwei beliebige Potenzprodukte u; v 2 U mit v < u. Im
Falle t =2 fu; vg





















(v) = ; von D auf D
0
.





























[fyg] = f0g k

onnen wir y 2 Y
u




























(v) = ; unterscheiden wir zwei Unterf

alle.




) : (t) \ k[Y
t
[ fyg] = f0g folgt tw =2 (C
t











b) Sei nun v =2 C
t


































Zusammenfassend haben wir gezeigt, da die Annahme der Existenz von








[fyg] = f0g im Wi-
derspruch zur vorausgesetzten Maximalit

at von D die Existenz einer ebenfalls
auf (U;<) zul

assigen echten Verfeinerung D
0
von D nach sich zieht. 2








nicht notwendig und die angegebene notwendige Be-
dingung nicht hinreichend ist. Die erste Aussage erkennt man an folgendem






























bis auf U -

Aquivalenz erzeugte partielle Division. Durch Nachrechnen

uber-
zeugt man sich von der Zul




















ist, kann D trotzdem nicht verfeinert werden, ohne die Zul

assigkeit der partiel-






















































































































g eine auf (U;<) zul

assige partielle
Division, welche D oensichtlich verfeinert.







assigen partiellen Divisionen f

ur beliebige endliche Mengen U . Wir
beginnen zun







ur eine feste lineare























Aufruf: D := PartDivOrd(U; Y; j)
Eingaben: U = fu
1
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j 2 f1; 2; : : : ;m;m+ 1g
Ausgaben: D = f[D]

U
















Die in der Spezikation verwendeten Bezeichnungen U
l




















. Die Elemente der Ausgabemenge werden durch
endliche Erzeugendensysteme dargestellt.
if j = m+ 1 then return(fY g)
D := ;
i := j   1







i do i := i  1
if i > 0 then A := XnY
u
i














^ j < l  m
o
for each Z  X such that (A) +
p












D := D [PartDivOrd(U; Y; j + 1)
return(D )
Der Aufruf von PartDivOrdmit den Parametern U = fu
1
; : : : ; u
m
g, der leeren




, wobei jedes Ele-
ment der Menge durch ein endliches Erzeugendensystem beschrieben wird. Es
besteht eine nat

urliche Bijektion zwischen den Mengen der linearen Ordnungen
und der Permutationen der Menge U . Durch Umnumerieren der Potenzproduk-
te l

at sich mit Hilfe der Funktion PartDivOrd zu jeder linearen Ordnung <







berechnen. Durch Vereinigung der endlich vie-





aller auf U zul

assigen partiellen Divisionen. Im Anschlu an Deni-













keine auf (U;<) zul

assige partielle Division
geben kann. Der Algorithmus tr

agt dem dadurch Rechnung, da die Menge B
beim Versuch der zul

assigen Erweiterung auf die Menge fu
j














(B) und wie erwartet, wird keine zul

assige partielle Division gefunden.
Kommen wir zum Nachweis, da der Algorithmus den an die Funktion







man sich leicht von der Termination des Algorithmus und der Berechenbarkeit
aller Teilschritte. Im Fall j = m+ 1 ist die G

ultigkeit der Ausgabespezikatio-
nen oensichtlich. Der Korrektheitsbeweis im Fall 1  j  m basiert auf der

Aquivalenz der Bedingungen i) und ii) aus Satz 7.7.
F










aller in der Ausgabemenge enthalten partiellen Divisionen mit de-





ur das Gleichbleiben der Mengen A
u
l
ist die Eigenschaft, da das
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uglich < kleiner als alle bisherigen Po-









agt sich die G

ultigkeit der in Satz 7.7(ii) formulier-
ten Zul

assigkeitsbedingung von der Ein- auf die Ausgabe. Als n

achstes werden
wir nachweisen, da die beim rekursiven Aufruf von PartDivOrd

ubergebenen
Argumente ebenfalls den Eingabespezikationen gen

ugen. Falls dieser Nachweis




uber m  j die Zul

assigkeit der
Elemente der Ausgabemenge auf ganz (U;<).
Seien also U; Y und j + 1 die an PartDivOrd

ubergebenen Argumente.
D bezeichne einen Repr



















] = f0g f















kein D-Vielfaches eines Potenzproduktes mit Index kleiner j ist, so wurde
der Variablen A vor dem entsprechenden Unteraufruf der Wert ; zugewiesen.








< kleinste D-Teiler von u
j






wir uns nun, da zwangsl

aug Gleichheit gelten mu. Angenommen, u
j
ist D-











nicht disjunkt und aus der Eingabespezikation






























 A. Die vor dem Unteraufruf gebildete


























), wenn es unabh

angige Menge von (A) +
p
(B)









Uberlegungen haben wir damit gezeigt, da jedes Element
der Ausgabemenge auf (U;<) zul

assig ist. Da Z in jedem Schritt des Algorith-
mus alle unabh






auch alle auf (U;<) zul






Divisionen Element der Ausgabemenge. 2
Der beschriebene Algorithmus zur Konstruktion der auf (U;<) zul

assigen parti-




achtigkeit von U . Die Ordnung <
sei so beschaen, da kein Element von U ein gr

oeres teilt. Dann wird durch
die Hinzunahme der Potenzprodukte in absteigender Ordnung erreicht, da
stets zul

















urde man bei jeder Hinzunahme eines weiteren Potenzprodukts immer
nur die maximalen unabh

angigen Mengen Z betrachten, also nur die maxi-


























Allerdings werden auf diese Weise nicht alle maximalen auf (U;<) zul

assigen





angiger Mengen Z verzichtet werden.




kommt eine besondere Bedeu-
tung zu. Beispielsweise sei an die Aussage zu Beginn von Abschnitt 7.2 erinnert,
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nerung C von D ist. Die Wahrscheinlichkeit daf

ur, da ein Ideal

uberhaupt eine




assige partielle Divisionen be-









ater werden wir noch sehen, da die
zus

atzliche Forderung der Maximalit

at in den Auswahlschritten D 2 D
lpp(H)
die Termination von Algorithmus InvBas2 garantiert. Schlielich ist es bei







gesamte Menge zu erzeugen. Aus all diesen Gr

unden liegt es nahe, f

ur eine
gegebene endliche linear geordnete Potenzproduktmenge (U;<) und eine gege-
bene auf (U;<) zul

assige partielle Division D danach zu fragen, ob a) [D]

U




ist und b) wie eine maximale
zul

assige Verfeinerung C 2 D
(U;<)
von D berechnet werden kann. Beide Aufga-







iii) aus Satz 7.7 bietet die M

oglichkeit der Schaung schneller Algorithmen zur
suboptimalen L































Aufruf: Z := SubMaxVerf(Y;U)
















; : : : ; u
m






<    < u
1




























for i := 1 to m do
j := i  1











do j := j   1
if j > 0 then A := XnZ
u
j







































[ fyg] = f0g do
W := maximale Menge mit den Eigenschaften
(A) +
p
















































Die Termination des Algorithmus ist oensichtlich. Jeder Schritt der Berech-
nungsvorschrift ist berechenbar.

Uberzeugen wir uns nun von der Korrektheit
des Algorithmus. Wir zeigen, da die Familie Z zu jedem Zeitpunkt eine auf
(U;<) zul

assige Verfeinerung von D erzeugt. Bei Initialisierung von Z ist die
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Bedingung nach Eingabespezikation erf

ullt. Jeder elementare Verfeinerungs-
schritt besteht im Vergr





W mit (A) +
p
(C) \ k[W ] = f0g.

Ahnlich wie beim vorangegangenen Algo-
rithmus zeigt man 8V  X : (A) +
p















die zu Z geh

origen Potenzproduktmengen
aus Satz 7.7 sind. Durch Anwendung der Argumente aus dem letzten Teil des
Beweises von Satz 7.7 erh

alt man schlielich, da die Zul

assigkeit der von Z
erzeugten partiellen Division bei Ersetzen von Z
u
i
durch W bestehen bleibt.
Nun mu noch die Submaximalit

at der von Z erzeugten partiellen Divisi-
on nachgewiesen werden. Aus der Zul

assigkeit folgt, da zu jedem Zeitpunkt
f












] = f0g gilt.














[ fyg] % f0g f
























uhren kann. Infolgedessen ist
W nicht notwendigerweise maximale unabh














). Wir werden nun zei-












durch eine Obermenge W  Z
u
i






























), wobei sich die unge-
strichenen Mengen auf die partielle Division vor dem i-ten Durchlauf und die
gestrichenen Mengen auf die verfeinerte Division nach dem i-ten Durchlauf der



















) \ k[V ] % f0g. Also sind nach dem i-ten Durchlauf
der for-Schleife alle Mengen Z
u
j
mit 1  j  i maximale unabh

angige Mengen




Ist man an einer maximalen zul

assigen Verfeinerung C einer partiellen Division
D 2 D
(U;<)
interessiert, so kann der Aufwand stark reduziert werden, indem
man zun

achst eine submaximale Verfeinerung von D mittels des obigen Algo-




Bei Anwendung von Algorithmus InvBas2 zur Berechnung involutiver Ba-
sen werden sich bereits submaximale partielle Divisionen als ausreichend erwei-
sen, um die Termination zu erzwingen. Es wird uns hier jedoch nicht gelingen,
einen exakten Aufwandsvergleich zwischen Rechnungen basierend auf submaxi-
malen beziehungsweise maximalen partiellen Divisionen anzustellen. Es sind
folgende gegenl

auge Tendenzen zu verzeichnen. Ist D eine maximale und
C < D eine submaximale partielle Division, so wird der Rechenaufwand der
Funktion IBTest bei Verwendung von D h

aug geringer ausfallen als bei Ver-
wendung von C. Auerdem ist die Chance einer positiven Antwort gr

oer.
Andererseits kann der Aufwand, um C maximal zu verfeinern, zu hoch sein,
um daraus einen Nutzen zu ziehen. Weiterhin steht die Frage, wie oft die
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durch SubMaxVerf berechnete submaximale Verfeinerung bereits maximal
ist. Denn nur wenn das in praktischen Anwendungen nicht \zu h

aug" der Fall









Sei T = T (X) das von X = fX
1
; : : : ;X
n
g frei erzeugte kommutative Monoid
und  eine Permutation von f1; : : : ; ng.
Ein Teiler u 2 T von v 2 T wird -Pommaretteiler genannt, falls ein 1  i 
n existiert, so da u 2 T (X
(1)







; : : : ;X
(n)
) gelten.
Entsprechend wird v in diesem Fall als -Pommaretvielfaches von u bezeichnet.








ur alle t 2 T die Menge aller -
Pommaretvielfachen von t ist, wird -Pommaretdivision genannt. Im Falle der
identischen Permutation  werden wir auf die Angabe von  verzichten. Setzen
wir von nun an die identische Permutation  voraus.  bezeichnet die in (7.3)






















; : : : ;X
n
g zu. Auerdem gilt
Y
P;1
= X. Es folgt eine Reihe wichtiger Eigenschaften der Pommaretdivision.
Lemma 7.8 F












) : (t) aus Satz 7.7.















> 0. Da f






; : : : ;X
n





; : : : ;X
i 1
g : (7.5)
Aus Beziehung (7.3) folgt f










(t). Falls u dar

uberhinaus







ur alle u t mit t - u wenigstens eine der Variablen X
1





) : (t)  (X
1

















) : (t) = (X
1
; : : : ;X
i 1
) : (7.6)




) : (t) = (X
1







; : : : ;X
n
g ist die einzige maximale unabh

angige Menge von Variablen
f

ur dieses Ideal. 2
Folgerung 7.9 Die Pommaretdivision P ist zul

assig auf (T;) und sie ist ein





ultigkeit beider Behauptungen folgt unmittelbar aus Satz 7.7 und
Lemma 7.8. 2
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<    < X
n
und u < v () uw < vw f

ur alle u; v; w 2 T . Dann
wird jede auf (T;<) zul

assige partielle Division D durch die Pommaretdivision
P verfeinert.




das Erzeugendensystem von D. Angenommen, es










j u geben. Aus den Eigenschaften von < l
















= u ableiten. Oensichtlich ist u kein Teiler von v und
somit impliziert die Zul





(v) = ;. Das




u 2 u  hY
u
i. 2
Satz 7.11 Die Pommaretdivision ist ein maximales Element der Menge aller
auf ganz T zul

assigen partiellen Divisionen.
Beweis: Angenommen, es g







von P. Wir betrachten ein Potenzprodukt v 2 T von minimalem Grad, f

ur













. Es existiert ein (eindeutig bestimmter) Index
j mit 1  i < j  n und v 2 T (X
1
; : : : ;X
j
) n T (X
1
; : : : ;X
j 1
), Insbesondere
ist dann v durch X
j





. Aus der Zul







































; : : : ;X
i
) gelten. Demzufolge ist X
i
v Pommaretvielfaches und








; : : : ;X
i
)  T (X
1























steht das im Widerspruch zur Zul

assigkeit von D auf T . 2
Die vorangegangenen S

atze unterstreichen die Bedeutung der -Pommaretdivi-
sionen in der Menge der auf ganz T zul

assigen partiellen Divisionen. Man stellt
fest, da die Menge aller partiellen Divisionen D, f

ur die eine mit der Monoid-
struktur von T vertr

agliche lineare Ordnung < existiert, so da D auf (T;<)
zul

assig ist, genau n! maximale Elemente, n

amlich gerade die -Pommaretdivi-
sionen, besitzt.
Ein Polynomideal besitzt im allgemeinen keine endlichen involutiven Basen
vom Pommarettyp (siehe [ZB93]). Aus Satz 7.10 und Bemerkung 7.5 folgt, da







ur eine Monoidordnung < auf (T;<) zul

assig sind. In [Ap95b] wurde die
Frage nach der Existenz endlicher involutiver Basen vom Pommarettyp dis-
kutiert. Es wurde bewiesen, da jedes Ideal durch eine Zariski-oene Menge





uhrt wird. Mall zeigte, da die Ideale unter derartigen Variablen-
transformationen sogar in eine solche Position gebracht werden, in welcher die





(siehe [Mal95]). Auerdem wurde in [Ap95b] nachgewiesen, da die Berech-
nungsvorschrift InvBas1 f

ur D = P und bei Verwendung einer geeigneten
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Auswahlstrategie im Unteralgorithmus IBTest genau im Falle der Existenz
endlicher P-involutiver Basen des von F erzeugten Linksideals terminiert.
Aus praktischer Sicht ist die Tatsache, da jedes Ideal nach generischer
linearer Variablentransformation eine durch InvBas1 berechenbare endliche P-
Basis besitzt, leider wenig hilfreich. Aufgrund der wenigstens exponentiellen
Speicherkomplexit

at der Algorithmen zur Berechnung involutiver Basen stellen
erfolgreiche Anwendungen die Ausnahme dar. Besteht das Erzeugendensystem
F aus dichtbesetzten Polynomen, so besteht bereits bei kleinen Graden und
Variablenanzahlen kaum noch Aussicht auf Erfolg.
Es existieren auf T zul

assige partielle Divisionen, welche durch keine -





g. Wir zerlegen die Menge T = T (X) aller Potenzprodukte in X

























































; w 2 T
u
: v < w, gen
















































eine auf (T;<) zul

assige partielle Division, welche durch keine Pommaretdivi-
sion verfeinert wird. Die Frage, ob es eine auf T zul

assige partielle Division
D gibt, so da jedes Linksideal von R eine endliche D-involutive Basis besitzt,
bleibt damit oen. Eine k

urzlich von Blinkov und Gerdt beschriebene parti-
elle Division legt die Vermutung der Existenz derartiger D nahe. Allerdings
scheint es, als w

urde diese Division (Division II aus [GB97]) unseren Zul

assig-
keitsanforderungen auf T nicht gen








oglicherweise nicht die gesamte Bandbreite der
in [GB96] axiomatisierten involutiven Divisionen.
Unter Ausnutzung der regul

aren Gestalt unendlicher reduzierter P-involu-
tiver Basen gelang es in [Ap98], die Methode InvBas1 so durch eine Abbruch-
bedingung zu erg

anzen, da im Falle des Anhaltens stets eine abgeschnittene
P-involutive Basis des von F erzeugten Linksideals I ausgegeben wird. Diese
abgeschnittene P-involutive Basis ist bereits Gr

obnerbasis von I. Auerdem
wird die Methode durch diese Abbruchbedingung algorithmisch, das heit, die
Abarbeitung h





Im Gegensatz zur -Pommaretdivision ist die -Janetdivision nicht einfach eine



















Teilmengen V  T .
Soweit nicht explizit auf das Gegenteil hingewiesen wird, nehmen wir im wei-
teren an, da  die identische Permutation ist und verzichten auf die Angabe
von  in den Bezeichnungen. Die Verallgemeinerung auf beliebige Permuta-
tionen  von f1; : : : ; ng ist oensichtlich.  bezeichnet wiederum die in (7.3)
denierte reverse lexikographische Ordnung.
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) wird als das bez














erzeugten Restklasse partieller Divisionen modulo 
V
deniert. Wenn V aus





-involutiven Teiler von v 2 V auch einfach als Janetviel-
fache beziehungsweise Janetteiler von v bezeichnen.
Lemma 7.12 F









assig auf (V;). Dar










die in Satz 7.7 eingef

uhrten Mengen von Potenzpro-
dukten. Man







\ V = fvg : (7.7)
Damit gilt f

ur alle v 2 V die Beziehung A
v
= ;. Wir halten ein beliebiges v 2 V
fest. Zu jedem Potenzprodukt u 2 T , welches in der reversen lexikographischen
Ordnung  kleiner als v ist, existiert ein Index 1  i
u




































ur alle t 2 (B
v



















impliziert Gleichung (7.7), da die Mengen der Janetvielfachen der Elemente
von V paarweise disjunkt sind. 2
W






menge lpp(H) aus, so erh






uber der Pommaret- und der unten noch folgenden Tho-
masmethode, denn einerseits terminiert sie immer und andererseits arbeitet sie
relativ ezient, da die Janetdivisionen f

ur eine Vielzahl endlicher Tr

agermen-
gen V \nahezu maximal" unter allen auf V zul

assigen partiellen Divisionen











ur alle v 2 V die Menge L
v
= fv 2 V j v  ug ein. Mittels

ahnlicher







v 2 V eine unabh










ur praktische Anwendungen g













) : (v) ist. Das folgende Gegenbeispiel belegt jedoch, da
es sich dabei nicht um eine allgemeing

ultige Eigenschaft handelt. Sei V =










































































). Diese Tatsache berechtigt zur
Honung, da sich InvBas2 gegen

uber der Janetmethode noch weiter verbes-
sern l







agermenge lpp(H) mit Hilfe des Algorithmus SubMaxVerf sub-




Ahnlich der Janetdivision tr















agermenge V genannt. Das Erzeugendensystem ihrer Restklasse modulo 
V

















atzlich von einer Variablenpermutation  ab. Zwischen Thomas-
























uglich der Verfeinerungshalbordnung steht. Aus diesem Zu-







V  T sowie die paarweise Disjunktheit der T
(V )
-Vielfachenmengen der Ele-
mente von V . Aus den dargelegten Zusammenh

angen ist zu vermuten, da die
Thomasmethode bei praktischen Rechnungen Ezienznachteile gegen

uber der
Janetmethode besitzt. Auf der anderen Seite ist sie aber von entscheidender
theoretischer Bedeutung, denn der folgende Satz und das daran anschlieen-
de Lemma bilden die Grundlage des Terminationsbeweises einer allgemeinen
Variante von Algorithmus InvBas2.
Satz 7.13 Seien V  T und < eine beliebige lineare Ordnung von V . Dann
ist jede submaximale partielle Division D 2 D
(V;<)





ur geordnete Mengen (V;<), welche Elemente u 6= v mit v < u und






anken wir uns auf die Betrachtung geordneter Mengen
(V;<), die solche Elemente u und v nicht enthalten. Seien D 2 D
(V;<)
ei-









beziehen sich auf die zu D geh

origen Potenz-
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keine Teiler von v und es gilt (C
v
) : (v) $ k[X]. Aus der Denition der Tho-
masdivision ergibt sich f













. Folglich besitzt (C
v









ist Teilmenge jeder maximalen unabh

angigen Menge
Z des Ideals (C
v
) : (v).















nach. Nach Denition von A
v











(v). Da v nur endlich






















angige Menge des Potenzproduktideals (A
u





g wegen der vorausgesetzten Submaximalit





















alt V ein Potenzprodukt, welches einen h

oheren Grad als u und v in X
i
aufweist und die G

ultigkeit von (7.8) ist bewiesen.
Zusammenfassend haben wir gezeigt, da f

ur jede maximale unabh

angige








 Z vorliegt. 2




erzeugte partielle Division und V  T





agermenge V , das heit T
(V )
 D. Dann gilt
f

ur alle v 2 V und X
i





v j kgV (V ) ; (7.9)















(u) und es folgt unmittelbar die Behauptung. 2
7.5 Termination der involutiven Methode





azisieren wir die Berechnungsvorschrift wie
folgt:
H := Gauss(F )
W







while a^ 6= 0 do
H := H [ fa^g
W

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a^ := IBTest(H;D)
return(H;D)
Die Funktion Gauss bewirkt eine Gaussreduktion der Elemente von F (sie-
he auch unter Autoreduktion in Abschnitt 7.6.2). Darunter ist zu verstehen,
da die Elemente von F als Erzeugendensystem eines Untervektorraums U des
K -Vektorraums R aufgefat werden. Die Elemente von R werden in der K -





uhrung von F in eine Basis H von U , welche sich relativ zu (T;) in
Trapezgestalt bendet. Diese Umformung kann mittels des Gaussschen Algo-
rithmus vorgenommen werden. Das so ermittelte H erzeugt nat

urlich dasselbe
Linksideal I wie F . Auerdem sind die f

uhrenden Potenzprodukte der Elemente
von H paarweise verschieden.
Es ist oensichtlich, da der vorbereitende Gaussreduktionsschritt nicht die
Korrektheit des Algorithmus InvBas2 beeinut. Der Vorbereitungsschritt






Anderung an der Berechnungsvorschrift besteht in der
Einschr






D. Diese sichert die Termination der Abarbeitung des Algorithmus f

ur beliebige
endliche Linksidealerzeugendensysteme F .
Terminationsbeweis des modizierten Algorithmus InvBas2 Wir stel-
len ein Lemma voran, welches uns helfen wird, eine wichtige Eigenschaft der
Ausgabe von IBTest nachzuweisen.
Lemma 7.15 Seien H eine endliche Teilmenge von Null verschiedener Ele-
mente der graduierten Struktur R = (R;T;; lpp), t
0





erzeugte partielle Division und < eine lineare irreexive Ordnung der
Menge lpp(H) der f

uhrenden Potenzprodukte der Elemente von H. Zu jedem
h 2 H und jedem y 2 X n Y
lpp(h)





2 H mit lpp(h
0
) j y  lpp(h) und lpp(h
0
) < lpp(h). Dann gilt f














Beweis: Die Implikation (= ist trivial. Sei t 2 Id
T
(lpp(H)) beliebig und h 2 H
ein Element mit bez






lpp(h) j t erf

ullt ist. Angenommen, t w

are kein D-involutives Vielfaches von
lpp(h). Dann m














) j y  lpp(h) j t und lpp(h
0
) < lpp(h). Das stellt einen Widerspruch
zur Konstruktion von h dar und folglich t 2 D
lpp(h)
. Damit ist auch =)
nachgewiesen. 2
Folgerung 7.16 Sei a^ das von Algorithmus IBTest bei Eingabe von F und D
berechnete Element. Falls a^ von Null verschieden ist, so gilt entweder
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i) lpp(a^) =2 Id
T
(lpp(F )) oder
ii) es existieren h 2 F und y 2 X n Y
lpp(h)
mit lpp(a^) = y  lpp(h).
Beweis: Sei a^ 6= 0 und (u; h) das von IBTest zuletzt bearbeitete Paar, also
a^ = Nf
D;H
(uh), wobei H eine bez

uglich Inklusion minimale Teilmenge von























achst halten wir fest, da sich i) und ii) einander
trivialerweise ausschlieen.





zieht nach Konstruktion der
Teilmenge H die Ungleichung u 6= 1 nach sich. Folglich u 2 X n Y
lpp(h)
und es
liegt Eigenschaft ii) vor.
Sei nun lpp(a^)  u  lpp(h). Die Auswahlstrategie der Paare aus L in
Algorithmus IBTest sichert, da H, t
0
= lpp(uh) und D die Voraussetzungen
von Lemma 7.15 erf











(lpp(F )), also Eigenschaft i). 2
Nunmehr sind alle f

ur den Terminationsbeweis erforderlichen Aussagen bereit-
gestellt. H

bezeichne den Wert der Variablen H vor Ausf

uhrung des -ten













))     eine aufsteigende Kette von Monoididealen von T . Da
T noethersch ist, mu diese Kette station















ur alle   
0
. Ab dem -ten Schleifendurch-
lauf werden somit nur noch Elemente a^

zum Erzeugendensystem hinzugenom-
men, die in Bezug auf die aktuellen Werte von H und D die Eigenschaft ii)
aus Folgerung 7.16 aufweisen. Wegen T
(lppH)
 D folgt daraus mit Hilfe von
Lemma 7.14 f
















; : : : nach endlicher Zeit ab-
brechen mu und InvBas2 terminiert. 2
7.6 Verbesserungen der involutiven Methode
Es ist wohlbekannt, da Zeit- und Speicherverhalten des Buchbergeralgorithmus
in hohem Mae von Auswahl- und Reduktionsstrategien sowie der Anwendung




angen (siehe zum Bei-





alt es sich mit dem Algorithmus zur Berechnung involuti-
ver Basen. Dem heutigen Standard der Implementationen des Buchbergeralgo-
rithmus sind Jahrzehnte experimenteller Untersuchungen vorausgegangen, um
geeignete Heuristiken f

ur die Festlegungen der Strategien zu nden. Diese Phase
der Entwicklung steht dem Algorithmus zur Berechnung involutiver Basen erst
noch bevor. Heute wird sich eine Implementierung zun

achst einmal a priori an
den Heuristiken des Buchbergeralgorithmus orientieren. Eine wesentliche Neu-
heit besteht jedoch in der Notwendigkeit der Auswahl einer geeigneten partiellen
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Division nach jeder Erweiterung des Erzeugendensystems. Wir konzentrieren




7.6.1 Auswahl der partiellen Division
Wir lassen uns bei der Auswahl einer geeigneten partiellen Division von folgen-
den Zielen leiten. i) Die Wahrscheinlichkeit, da die Zwischenbasis H bereits
eine D-involutive Linksidealbasis ist, sollte m

oglichst gro sein. ii) Der Test
IBTest(H;D) zur Feststellung dieses Sachverhalts sollte m

oglichst geringen
Aufwand verursachen. iii) Nach dem Komplettieren der Zwischenbasis durch
Hinzunahme von a^ sollten m

oglichst viele der getesteten Nullreduktionen f

ur
den anschlieenden Test mit der erweiterten Linksidealbasis Bestand haben.
Seien D und C zwei auf lpp(H) zul

assige partielle Divisionen mit T
(lppH)

C  D. Gem

a Bemerkung 7.5 (ii) ist H erst recht eine D-involutive Basis,





von IBTest erforderlichen Aufwand beim Test von H auf die Eigenschaft, D-
involutive beziehungsweise C-involutive Basis zu sein. H
D
bezeichne die mini-











gilt. Da die Elemente von H aufgrund der vorangestellten Gaussreduktion paar-
weise verschiedene f

uhrende Potenzprodukte haben, ist die Menge H
D
eindeutig




ur die partielle Division C.













enthalten. An dieser Stelle interessieren
wir uns nur f

ur den Fall, da H bereits eine C-involutive Basis ist. Daher gilt
f









(uh) = 0 und die





Aufwand des Nachweises der Eigenschaft involutive Basis zu sein, erfordert also
f

ur D insgesamt h

ochstens soviel Aufwand wie f

ur C.











uberzeugt sich leicht davon, da dann die Anzahl
der in L
D





gen Paare ist. Zun








(uh) = 0 f






schiedene Zwischenschritte aufweisen wird. Auerdem ist in der gegenw

artigen

















das Paar (1; h). Daf

ur benden sich in der Menge L
C
alle Paare der Form (X
i
; h), wobei X
i
2 X und X
i
 lpp(h) =2 C
lpp(h)
. Uns in-
teressiert wieder nur der Fall, da H eine C-involutive Basis ist. In diesem folgt
























ur welches ein X
j

















echter Teiler von lpp(h) dem Monoidideal Id
T
(lpp(H)) an und unter der An-
nahme, da H eine C-involutive Basis ist, besitzt jedes Element von Id
T
(lpp(H))
einen C-involutiven Teiler in lpp(H
C











) j lpp(h). Zun















) im Widerspruch zur Voraussetzung h 2 H
C
ein C-involutiver






(lpp(h))   1, also




























)). Aus der Zul

assig-


















































angigkeit von der Struktur der Elemente von H k

onnte es somit pas-
sieren, da einer Vielzahl billiger Reduktionen beim Test auf C-Involutivit

at





ubersteht. Ein Vergleich des Gesamtaufwands ist daher schwierig. Aller-
dings kann man jeden Weg der Berechnung einer C-Normalform des Elementes




, modulo H auch als speziellen Berechnungsweg


















) simuliert werden, die ausgef

uhrten Reduktionsschritte und
damit auch der Aufwand sind f

ur beide Reduktionen gleich. Bei Zulassung
aller Elemente von H zur Reduktion und geeigneter Wahl der Strategie zur D-
Normalformberechnung kann daher immer erreicht werden, da der Aufwand




allt, als der Test
auf eine C-involutive Basis.
Die vorangegangene Diskussion zeigt, da aus Sicht der Anforderungen i)
und ii) eine Beschr

ankung auf maximale partielle Divisionen, die auf lpp(H)
zul

assig sind, angezeigt ist. Dabei handelt es sich nicht einmal nur um eine
Heuristik, sondern um eine exakte Absch

atzung. Diese trit allerdings nur un-
ter der Voraussetzung zu, da beide partiellen Divisionen D und C a priori
gegeben sind. Kennt man dagegen nur C, so ist auch der Aufwand zur Verfeine-
rung von C zu ber

ucksichtigen. Mit SubMaxVerf kennen wir einen schnellen
Algorithmus zur submaximalen Verfeinerung, f

ur maximale Verfeinerungen ist
uns dergleichen nicht bekannt. Daher werden wir im weiteren nur submaximale
Verfeinerungen fordern. Ob tats










Nach Satz 7.13 verfeinert jede submaximale partielle Division D die entspre-





ankt also die Menge der geeigneten submaximalenD nicht ein, insbesondere
kann bei der Auswahlbeschr






ufung verzichtet werden. Welche der verschiedenen submaximalen
zul

assigen partiellen Divisionen auszuw

ahlen ist, bedarf ebenfalls heuristischer
Untersuchungen. Das Verh

altnis von Zeit- und Speicherbedarf zwischen den
verschiedenen M

oglichkeiten wird nicht mehr nur von der Menge der f

uhrenden
Potenzprodukte der Elemente von H, sondern auch von der Feinstruktur der





zum Beispiel, die Anzahl der in L bendlichen Paare zu minimieren oder das






zu maximieren. Auch bietet es sich an, bei der
Entscheidung neben den bisherigen rein statischen auch dynamische Gesichts-
punkte zu ber

ucksichtigen. Im allgemeinen ist eine Absch

atzungen des vor-
aussichtlichen weiteren Verlaufes des Vervollst






oglich. Eine entsprechende Heuristik ist wiederum die















damit zur Untersuchungen von Anforderung iii), n

amlich der Frage der

Uber-
nahme alter Nullreduktionen in den neuen Test.
Wir betrachten die folgende Situation. D sei eine auf lpp(H) zul

assige
partielle Division und a 6= 0 sei ein Element des von H erzeugten Linksideals





. Weiterhin sei C eine
auf lpp(H [ fag) zul

assige partielle Division. Seien h 2 H und X
i
2 X

















h) = 0 gelten mu. Es
gibt Gegenbeispiele die belegen, da eine derartige Implikation selbst dann nicht
zutrit, wenn die Auswahl der partiellen Division einer strengen Regel, wie zum
Beispiel D = J
(lpp(H))
und C = J
(lpp(H[fag))
, folgt.
Angenommen, das Paar (X
i
; h) wurde bereits w

ahrend der Abarbeitung von
IBTest(H;D) getestet, darf man es dann beim Test IBTest(H[fag; C) a prio-
ri aus der Paarmenge L streichen? Im allgemeinen ist die Antwort negativ, legt
man jedoch auf T eine lineare Ordnung < fest und versch

arft die Bedingungen
an D und C durch D 2 D
(lpp(H);<)
sowie C 2 D
(lpp(H[fag);<)
, dann kann mit Hil-
fe von Bedingung iii) aus Satz 7.6 gezeigt werden, da ein beliebiges Paar (u; h)




ochstens einmal betrachtet werden
mu.
Aufruf: (H;D) := InvBas3(F;<)
Eingaben: F endliches Erzeugendensystem des Linksideals I, 0 =2 F
< lineare Ordnung von T mit u j v ) v < u
Ausgaben: D auf (lpp(H);<) zul

assige partielle Division
H endliche D-involutive Basis von I.
function check(In: F;D ; Out: a^)
H := fg 2 F j 8f 2 F n fgg : lpp(f) -
D
lpp(g)g
L := f(1; h) j h 2 F nHg[
f(y; h) j h 2 H ^ y 2 X ^ lpp(h) -
D
y  lpp(h)g
L := L n L
all
while L 6= ; do
W

ahle (u; h) 2 L mit u  lpp(h) minimal bez

uglich 









if a^ 6= 0 then return(a^)
return(0)
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end check
begin InvBas3






ahle submaximales D 2 D
(lpp(H);<)
a^ := check(H;D)
while a^ 6= 0 do
H := H [ fa^g
W








ist global sichtbar und sammelt alle irgendwann einmal
betrachteten Paare auf.
Beginnen wir mit dem Terminationsbeweis. Es werden nur solche Paare
(X
i
; h) aus L entfernt, die bereits fr

uher reduziert wurden. Daher existiert
sp

atestens ab Beendigung dieses fr










h). Da die Ordnung < festgehalten
wird und keine Elemente aus H entfernt werden, bleibt diese Existenzaussage
f







Kommen wir nun zum Korrektheitsbeweis. Seien H und D die von InvBas3




erzeugt. Trivialerweise erzeugt H in R das gleiche Linksideal wie F . Wir
haben also nur nachzuweisen, da H tats

achlich eine D-involutive Basis ist.
Sei H
D











. Wir zeigen zun























)  lpp(f) ; (7.10)
besitzt. Zu einem gewissen Zeitpunkt w

ahrend der Abarbeitung von InvBas3
wurde das Paar (1; f) in der check-Funktion behandelt. Die Normalformbe-
































) = lpp(f) auftreten. Dann m

ute aufgrund von h
0
i
; f 2 H und der
Gaussreduziertheit von H die Gleichheit f = h
0
i
vorliegen. Im Widerspruch zur
Annahme (1; f) 2 L w

are f damit zum Zeitpunkt seiner Normalformberechnung
irreduzibel gewesen. Also gilt f







urfen in die Darstellung noch Elemente der gesamten Menge H anstel-
le der geforderten Menge H
D





uglich zeigt man schlielich leicht, da sich alle Darstellungen durch
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deren Darstellungen (7.10) in die Gestalt (7.10) umformen lassen.
Schlielich wollen wir zeigen, da H
D
und D die Voraussetzungen von Be-
dingung iii) aus Satz 7.6 erf





2 X n Y
lpp(f)
beliebig.
Der obige Algorithmus sichert die Existenz einer Teilmenge H
0

























































Resultat der Abarbeitung von check(H
0
; C), es existiert eine Darstellung
X
i






















f) = lpp(a^), und es
gelten die Beziehungen a^ 2 H sowie lpp(a^) < lpp(f).













ussen lpp(f) =2 C
lpp(h)















2 R n f0g; h
i







Substituiert man die in den Darstellungen (7.11) und (7.12) auftretenden
Elemente aus der Menge H nH
D
durch ihre Darstellungen (7.10), so erh

alt man
die in Satz 7.6(iii) geforderten Relationen. Folglich ist H
D
eine D-involutive
Basis. Nach (7.10) stimmen die von H und H
D
erzeugten Linksideale von R

uberein, ferner ist D nach Konstruktion auf (lpp(H);<) zul

assig. Also ist auch
H eine D-involutive Basis. 2
Am Rande sei bemerkt, da Eigenschaft ii) aus Satz 7.6 f

ur den obigen Kor-
rektheitsbeweis nicht anwendbar ist, da die Bedingung Nf
D;H
(uh) = 0 selbst
bei festgehaltenem < keine Invariante der while-Schleife darstellt.
Der obige Algorithmus InvBas3 zeigt, da die Fixierung der Zul

assigkeits-
ordnung < zur Einsparung einer groen Anzahl von Nullreduktionen f

uhren
kann. Auch beschleunigt das Festhalten der Ordnung den Schritt zur Be-
rechnung von D aufgrund drastischer Suchraumbeschr

ankungen oftmals erheb-
lich. Die Fixierung birgt aber auch einen oensichtlichen Nachteil in sich. Es
kann nicht ausgeschlossen werden, da die schnellsten Wege zur Vervollst

andi-
gung von H zu einer involutiven Basis gerade








onnte sogar bereits eine C-involutive Basis
bez





vorliegen. Auer in diesem




ute der einzelnen Ver-
vollst

andigungswege a priori zu vergleichen. Wenigstens solange daf

ur keine
brauchbaren Heuristiken gefunden werden, erscheint die Anwendung von Algo-
rithmus InvBas3 vorteilhaft.
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Den gleichen Argumenten folgend wie bisher, ist es angezeigt, die Auswahl
von D in einer solchen Weise zu treen, da m

oglichst viele der bereits un-









H = H n fa^g das Erzeugendensystem vor der letzten Erweite-








































erzeugt. Dann bedeutet die obige Forderung, da im





























Die Forderung (7.13) erweist sich insofern als zu streng, da sie mit der Forde-
rung nach Submaximalit

at von D unvereinbar ist, wie Lemma 7.17 noch zeigen
wird. Wir

andern die Hauptschleife von Algorithmus InvBas3 folgendermaen
ab:
while a^ 6= 0 do




ahle submaximalesD 2 D
(lpp(H);<)
mit maximalem inf(D; C)
a^ := check(H;D)
Das Inmum inf(D; C) bezieht sich auf die Verbandshalbordnung . Die par-
tielle Division inf(D; C) ist auf (lpp(H);<) zul

















erzeugt. Falls ein D existiert,
welches unter allen auf (lpp(H);<) zul

assigen partiellen Divisionen submaximal
ist und durch C verfeinert wird, so erfolgt die oben beschriebene Auswahl nur
unter diesen. Allgemein wird eine m






oberungen von C submaximal verfeinert.
Jede nur von den f

uhrenden Potenzprodukten der Elemente von H abh

angi-
ge Auswahlstrategie der partiellen Divisionen in Algorithmus InvBas2 kann








und die Auswahlvorschrift D :=
D
lpp(H)
beschrieben werden. Nach diesem Prinzip arbeiten die Algorithmen
zur Berechnung von Janet- und Thomasbasen unter Verwendung der Familien
 beziehungsweise  . Die von uns untersuchten Modikationen von Algorith-
mus InvBas2 bis hin zu InvBas3 stellen zus

atzliche Bedingungen an die ein-







Modikationen, da es sich bei jeder partiellen Division D
V
der Familie um
ein submaximales Element der Menge D
(V;<)
handeln mu. Schlielich stellt
die Forderung nach der Maximalit





















wird ein Filter par-
tieller Divisionen genannt, wenn f

ur alle Potenzproduktmengen W  V die





zutrit. Sowohl Janet- als auch Thomasdivision sind
Filter partieller Divisionen.
Lemma 7.17 Die Menge X bestehe aus wenigstens drei Variablen und  be-









ur alle V  T ein sub-
maximales Element der Menge D
(V;)
ist.
Beweis: Seien x; y; z 2 X drei beliebige paarweise verschiedene Variablen. Wir




z, v = xyz
2
, s = xy
3
z und t = x
3
z.





at auf (U;), wobei U  fu; v; s; tg, zul

assiger partieller Divi-
sionen zusammen. Wir haben t  u  s  v. Durch einfaches Nachrechnen
zeigt man, da jeweils genau eine maximale auf (fu; v; sg;) beziehungsweise
(fu; v; tg;) zul

assige partielle Division existiert. Ebenso sieht man leicht, da
es genau zwei maximale auf (fu; vg;) zul

assige partielle Divisionen gibt. Jede






Wir hatten bereits fr

uher angedeutet, da die Forderungen nach submaximaler
Wahl von D und Beziehung (7.13) unvereinbar sind. Das soll am im Beweis
dargestellten Beispiel verdeutlicht werden. Angenommen, es liegt lpp(H) =





ahlt, welche die maximale auf fu; v; sg zul

assige partielle
Division verfeinert. Besitzt dann das im Ergebnis der check-Funktion zur Basis
hinzuzuf

ugende Element a^ das f

uhrende Potenzprodukt t, so k

onnen bei der




An den in diesem Abschnitt dargestellten Resultaten werden entscheidende
Einschr

ankungen des axiomatischen Ansatzes von Gerdt und Blinkov gegen

uber
der hier beschriebenen Methode deutlich. Zum ersten lieen sie nur ganze Fa-
milien partieller Divisionen in die Untersuchungen einieen und zum zweiten
fordern sie in einem ihrer Axiome sinngem

a sogar die Filtereigenschaft der
Familie. Dadurch werden Ezienz und Flexibilit

at des Algorithmus zur Be-
rechnung involutiver Basen erheblich eingeschr

ankt. Hinzu kommt, da ihre






atsvergleichen oder Verbesserungen gegebener
involutiver Divisionen bietet.
7.6.2 Verschiedenes
Kopf- gegen Totalreduktion Im Zusammenhang mit der Untersuchung ka-
nonischer Simplikatoren haben wir uns in Abschnitt 5.3 mit dem Unterschied
zwischen Kopf- und Totalreduktion im Sinne der Gr

obnerbasistheorie ausein-
andergesetzt. Aus dieser theoretischen Sicht erwies sich die Totalreduktion




obnerbasen einen kanonischen Simplikator liefert.
2
Bei Gerdt und Blinkov wird ein ihren Axiomen gen

ugender Filter partieller Divisionen als
involutive Division bezeichnet (siehe [GB96]).
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Buchberger stellte in [Bu85] die Vor- und Nachteile beider Ans

atze mit Blick
auf die Ezienz der Berechnungen gegen

uber. Auf der Grundlage experimen-
teller Untersuchungen gelangten Giovini, Mora, Niesi, Robbiano und Traverso
zu dem Schlu, da die Totalreduktion wenigstens im Mittel auch ezienter
arbeitet als die Kopfreduktion (siehe [G&91]).
F

ur die involutive Methode gilt folgende Relativaussage. Setzt man nur
Kopfreduktionen ein, so ist der Aufwand der involutiven Methode mindestens
ebenso gro, wie der Aufwand einer geeigneten Version des Buchbergeralgorith-
mus bei gleichen Eingaben. Diese Tatsache erkennt man sofort daran, da sich
beide Algorithmen bei Verwendung von Kopfreduktion nur noch dadurch unter-
scheiden, da die Zwischenbasis im involutiven Fall durch (unreduzierte) Viel-
fache anderer Basiselemente mit Potenzprodukten angereichert wird. Jedes im
Gr

obnerfall betrachtete S-Polynom mu auch im involutiven Fall reduziert wer-
den und gem

a Lemma 7.15 stimmen die Normalformalgorithmen im Gr

obner-
und im involutiven Fall

uberein. Zusammenfassend kann man sagen: falls der
involutive Algorithmus mit Kopfreduktion besser arbeitet als mit Totalreduk-
tion, dann ist es in jedem Fall g

unstiger, zuerst eine Gr

obnerbasis mittels eines
ezienten Buchbergeralgorithmus zu berechnen und diese anschlieend, sofern
man tats





Die Beispielrechnungen von Zharkov und Blinkov sowie Nischke geben Grund
zu der Annahme, da der involutive Algorithmus mit Totalreduktion in vielen
Situationen den besten gegenw

artig vorhandenen Implementationen des Buch-
bergeralgorithmus

uberlegen ist. Aus diesem Grund sind weiterf

uhrende Unter-
suchungen zur involutiven Methode sinnvoll und dabei gibt es keine Alternative
zur Verwendung der Totalreduktion.
Autoreduktion der Zwischenbasen Seien D eine beliebige partielle Divi-
sion und F  R eine Menge von Null verschiedener Elemente, ohne da D
notwendigerweise auf lpp(F ) zul

assig zu sein braucht.
Wir nennen F eine D-autoreduzierte Menge, wenn f

ur alle Elemente f 2
F gilt, da keines der in f auftretenden Potenzprodukte D-Vielfaches des
f





Aufruf: H := Autoreduce(F;D)




Ausgaben: H endliches D-autoreduziertes Erzeugendensystem von I
H := F
while es existiert f 2 H mit Nf
D;Hnffg
(f) 6= f do
w

ahle ein beliebiges derartiges f 2 H
H := H n ffg
if Nf
D;Hnffg






nach endlicher Zeit auf eine das gleiche Linksideal wie F erzeugende D-auto-
reduzierte Menge. Korrektheits- und Terminationsbeweis des Algorithmus sind
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trivial.
Eine spezielle Form der Autoreduktion ist die in Algorithmus InvBas3 geru-
fene FunktionGauss. Dieser liegt das minimale Element des Verbandes D
;
aller
partiellen Divisionen zugrunde. Dabei hat jedes Potenzprodukt nur sich selbst
als involutives Vielfaches.

Uber den Nutzen dieser vorbereitenden Gaussre-
duktion hatten wir bereits in Abschnitt 7.5 gesprochen. Wurde anfangs eine
vorbereitende Gaussreduktion ausgef

uhrt, so werden sp

ater alle in InvBas3






Der andere Extremfall besteht in der Gr

obnerreduktion, welche auf der ge-
w













ur und Wider (siehe [Bu85], [G&91]). Aktueller Standard
beim Buchbergeralgorithmus ist der Verzicht auf die Gr

obnerreduktion von Zwi-















aktuellen partiellen Division zu. Zus

atzlich ist unbedingt zu beachten, da
aus der Zul

assigkeit von D f

ur lpp(F ) keineswegs die Zul

assigkeit von D f

ur
lpp (Autoreduce(F;D)) folgen mu. Grunds






ubliche Verzicht auf Zwischenautoreduktionen
hier schon deshalb unbedingt zu





Die einzige weitere sinnvolle Autoreduktion besteht in der Nachbearbei-















(lpp(I)) ist ebenfallsD-involutive Basis des
Linksideals I. Der

Ubergang von H zu einer minimalen Teilmenge H
0
 H mit
dieser Eigenschaft stellt eine teilweise D-Autoreduktion dar, denn es werden ge-
rade die Elemente h weggelassen, die moduloHnfhg dieD-Normalform 0 haben.
F

























uhrung von Autoreduce(H;D) im Anschlu an die Abarbeitung
von InvBas3(F;<) ist daher mit Blick auf die Normalisierung des Ergebnisses
durchaus ratsam. Man beachte aber, da sich die Eindeutigkeitsaussage auf ein
festes D bezieht. Es besteht im allgemeinen keine Eindeutigkeit des Ergebnisses
in Bezug auf die Eingaben F und < (sowie mittelbar R und I) von InvBas3.





onsschritts Bei der Ausf

uhrung eines Reduktionsschrittes w

ahrend der Be-
rechnung einer Normalform Nf
D;F
(uh) bestehen im allgemeinen Freiheiten in
der Auswahl des Potenzprodukts an dem und im Basiselement mit welchem
reduziert wird. Die erste Entscheidung f

allt klar zugunsten des maximal m

ogli-





ute. Die Auswahl des Basiselements spielt in der involutiven
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Methode nur eine untergeordnete Rolle. Ist die Zwischenbasis D-autoreduziert,
so gibt es niemals mehr als ein zur Reduktion geeignetes Basiselement. Bei der
Janet- oder der Thomasmethode liegt beispielsweise zu jedem Zeitpunkt diese
Situation vor.
Im allgemeinen Fall besteht h

ochstens die Wahl zwischen Basiselementen
deren f

uhrende Potenzprodukte in einer D-Teilerbeziehung zueinander stehen.





obnerfall vorgeschlagenen Methode der
Auswahl des Basiselementes mit der am weitesten zur

uckliegenden Berechnung
bedeutet, da unter allen m

oglichen Basiselementen immer das zu verwenden




uhrende Potenzprodukt besitzt. Die auf Seite 164
dargestellte Form von Algorithmus InvBas3 beruht gerade auf der entgegen-
gesetzten Strategie, das heit, es wird immer das Element mit gradkleinstem
f

uhrenden Potenzprodukt zur Reduktion ausgew

ahlt. Diese Reduktionsstrate-
gie hat den rein technischen Vorteil, da sich der Korrektheitsbeweis etwas ver-




uberzeugt man sich jedoch schnell










sollten also wieder genutzt werden.
Auswahl des n

achsten kritischen Paares (u; h) aus L Auch in Bezug
auf die Auswahl des n

achsten zu bearbeitenden kritischen Paares (u; h) aus der
Menge L bestehen wesentlich weniger Freiheiten als im Gr

obnerfall. Von der
Standardstrategie, welche immer ein Paar mit bez

uglich  minimalem lpp(uh)
ausw

ahlt, darf nicht abgewichen werden. Andernfalls ist die Termination des





obnerfall allgemein als am geeignetsten anerkannt ist
(siehe [G&91]), nicht verwendet werden. Damit ist die praktische Bedeutung
der involutiven Methode zun

achst auf  vom Ordnungstyp ! beschr

ankt und
eine wesentliche Aufgabe f





otiger Paare aus der Menge L Diese Frage wurde bereits
in Abschnitt 7.6.1 angesprochen. Gerdt und Blinkov schlagen eine

Ubertragung
des auf der Abh

angigkeit von Leittermsyzygien beruhenden Buchbergerschen
Kettenkriteriums (siehe [Bu79]) vor. Allerdings ist der Korrektheitsbeweis ih-
res gesamten Algorithmus bisher noch unbrauchbar. Inwieweit eine derartige
Verallgemeinerung in unserem Kontext m

oglich ist, wurde bisher nicht unter-
sucht.
7.6.3 Vergleich von Buchberger- und involutivem Algorithmus
Im vorangegangenen Abschnitt sind wir bereits im Zusammenhang mit der Ent-
scheidung zwischen Kopf- und Totalreduktion auf die Beziehung von Buchber-
geralgorithmus und involutiver Methode eingegangen. Die ober

achliche Un-







uhrten Operationen in sehr groem Mae

ubereinstimmen. Sei P
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die Menge aller kritischen Paare die bei Abarbeitung des Buchbergeralgorith-
mus mit Standardstrategie und Kriteriumsanwendung behandelt werden mu.




) 7! (u; f) 2 L
all
von P
in die Menge L
all
der von Algorithmus InvBas3 bei gleicher Eingabebasis
behandelten kritischen Paare, wobei f






)) = lpp(uf) gilt. Dar

uberhinaus wies Mall in [Mal95] nach,
da Buchbergeralgorithmus und Pommaretalgorithmus f

ur homogene Ideale
in allgemeiner Lage bei Zugrundelegen einer gradvertr

aglichen Termordnung
und Standardauswahlstrategie kritischer Paare w

ahrend der gesamten Abar-
beitung identische Zwischenbasen erzeugen. Die beschriebenen Sachverhalte
deuten zun

achst darauf hin, da der involutive Algorithmus weitgehend mittels
Strategieanpassung durch den Buchbergeralgorithmus simuliert werden kann.
Letztendlich besteht nur ein nicht simulierbarer Unterschied, welcher daher f

ur
die experimentell festgestellten Ezienzvorteile der involutiven Methode ver-
antwortlich sein mu. In der Tat werden wir feststellen, da er sich harmonisch
in die Ezienzuntersuchungen aus [G&91] einpat und tats

achlich auch aus




ur den Vorteil der involutiven Methode liefert.
Die folgenden Ausf

uhrungen machen zum einen die Vorschrift der oben be-
haupteten injektiven Abbildung von der Menge P der kritischen Paare des
Buchbergeralgorithmus in die Menge L der kritischen Paare der involutiven
Methode deutlich. Zum anderen wird auch der Vorzug der Bearbeitung des
Elementes aus L gegen

uber seinem Urbild aus P herausgearbeitet.







zu bearbeitende kritische Paar. Das kleinste gemeinsame Vielfache der f

uhren-




bezeichnen wir mit t. Wir setzen voraus, da
die Standardpaarauswahlstrategie verwendet und eine abgeschw

achte Form des
Buchbergerschen Kettenkriteriums eingesetzt wird. Das Kriterium soll nur sol-
che Paare aussondern, die bei der involutiven Methode automatisch unber

uck-




) auch von der involutiven
Methode behandelt werden w

urde. Es sei daran erinnert, da die Frage, wel-
che Paare aufgrund des Kettenkriteriums ausgesondert werden k

onnen, keine
eindeutige Antwort besitzt. Die in modernen Implementationen des Buchber-
geralgorithmus verwendeten Strategien zur Anwendung der Kriterien gehen auf
[GM88] und [BF91] zur






uhrt im allgemeinen zum Aussondern einer geringeren Anzahl kritischer
Paare.
Bei Anwendung der involutiven Methode auf H werden im allgemeinen
zun





) zu bearbeiten sein. Dabei
wird sich das von den f






(lpp(H)) nicht weiter vergr

ossern, da vorausgesetzt










))  t bereits
fr

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j t (1  k  m) gen

ugen




) entsprechenden Paares aus L in die Zwi-
schenbasis aufgenommen werden. Die Normalformfunktion Nf bezieht sich auf
die jeweils g

ultige partielle Division und Zwischenbasis. Nach endlicher Zeit
wird die Situation eintreten, da jedes Potenzprodukt, welches Vielfaches des
f





ist und t teilt, ein C-involutives
Vielfaches eines Elementes der dann aktuellen Zwischenbasis H
0
ist. C bezeich-
net dabei die zu diesem Zeitpunkt g

ultige partielle Division. Wir k

onnen davon
ausgehen, da alle C-involutiven Vielfachen unter den f

uhrenden Potenzproduk-












onnen wir annehmen, da die beiden
obigen Folgen so beschaen sind, da diese Eigenschaft bei Verk

urzung einer






































deg(t)   1 gelten
3
. Analoges trit f














deg(t)   1 unm

oglich, denn dann h

atte t zwei C-involutive Teiler, welche un-




























ort zur Menge L. Ist lpp(g
0
2
) dagegen kein C-involutiver
Teiler von t, so existiert eine Variable X
i













ort der Menge L an. In Abh

angigkeit vom vorliegenden
Fall bezeichne (u; g) das tats

achlich zu L geh

orige der obigen Paare.
Nun kann es passieren, da es im n

achsten Durchlauf der Testfunktion
check noch nicht zur Bearbeitung des Paares (u; g) kommt. Irgendwann in
endlicher Zeit wird es aber dazu kommen, da H
0
und C so beschaen sind, da
alle oben diskutierten Bedingungen erf

ullt sind und das entsprechende Paar
(u; g) aus L auch tats

achlich zur Abarbeitung kommt.
Im Ergebnis des ersten Reduktionsschrittes des kritischen Paares (u; g) 2 L














) 2 P das Paar (u; g) 2 L zu.




















ultigen Zwischenbasis H des Buchbergeral-



















Der Beweisgedanke dieser Aussage ist

ahnlich dem, den wir auf Seite 162 verwendet haben,
um f

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Aus diesem Grund sind beide S-Polynome aus Sicht des Buchbergeralgorithmus
in dem Sinne

aquivalent, da der Nullreduktionstest des einen durch den des
anderen ersetzt werden k

onnte. Die eigentliche Reduktion des entsprechenden
S-Polynoms verl

auft in Buchberger- und involutivem Algorithmus bei geeigneter
Strategiefestlegung v

ollig gleich ab. Nach Lemma 7.15 ist die Ausgabe des
involutiven Normalformalgorithmus auch im Gr

obnersinne irreduzibel.
Fassen wir also zusammen, der nicht simulierbare Unterschied des involu-















) vor Bildung des S-Polynoms. Dabei bezeichnet Nf
H
ei-







ugt den denierenden Gleichungen
Nf
H
















Zwar ist die Implementierung der Funktion Nf innerhalb des Buchbergeral-
gorithmus problemlos m

oglich. Dennoch bliebe f

ur die involutive Methode der




Beleuchten wir nun etwas den Zusammenhang zwischen der abweichenden
S-Polynombildung und den Schlufolgerungen aus den in [G&91] ausgewerte-
ten Experimenten. Dazu betrachten wir ein Polynom f 2 H mit bez

uglich
H n ffg irreduziblem Kopf head(f), dessen Rest tail(f) jedoch bez

uglich
H n ffg reduzibel ist. Nachreduktion von f bez






(f) 6= f mit head(f) = head(f
0
). Ein einzelner Reduk-
tionsschritt bewirkt die Ersetzung eines Monoms durch eine Vielzahl kleinerer
Monome. Sofern das zur Reduktion verwendete Basiselement aus mindestens
drei Monomen besteht und keine Ausl






sein als f . Stellen wir uns nun die Frage, ob es g

unstiger ist, ein Monom t
mittels f oder mittels f
0
zu reduzieren. Aus jedem in f vorkommenden redu-
ziblen Monom entsteht nach Reduktion von t mittels f wieder ein reduzibles
Monom. W
















ren Elementen mit komplizierteren Koezienten f

uhren und ii) Beibehalten
von f kann die vielfach wiederholte Ausf

uhrung der an f nicht durchgef

uhrten
Reduktionsschritte bewirken. Beide Sachverhalte besitzen aber keinen allge-
meing





urzer und einfacher als f sein und
ebenso kann nach Multiplikation mit einem Potenzprodukt u der Fall eintreten,
da in uf
0
wesentlich mehr reduzible Potenzprodukte auftreten als in uf .
In [G&91] gelangten die Autoren auf experimentellem Wege zu der Erkennt-
nis, da das L

angen- und Koezientenwachstum der Elemente der Zwischenba-
sis am besten beschr

ankt werden kann, indem man den Kompromi der Total-
reduktion neuer Elemente bei Verzicht auf Autoreduktion der Zwischenbasen
eingeht. Die gleiche Strategie auf den involutiven Algorithmus angewandt f

uhrt
auf einen moderateren Kompromi. Zwar l

at man alte Elemente unber

uhrt
in der Zwischenbasis stehen. Sobald aber in den Graden aufgestiegen wird,
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unger sind und somit zu einem sp

ateren Zeitpunkt totalreduziert
werden. Nischkes Experimente (vgl. [Ni96]) geben Anla zu der Honung, da
damit eine noch bessere Abschw

achung des Koezienten- und L

angenwachs-
tums der Zwischenbasiselemente einhergeht.
Bei Algebren von au

osbarem Typ kommt ein zweiter Vorteil der involutiven
S-Polynombildung hinzu. Seien f; g 2 R von Null verschiedene Elemente und
t 2 T ein Potenzprodukt. Ist R ein kommutativer Polynomring, so erfordern




= tg bereits vorliegt, nahezu den
gleichen Aufwand. Anders verh

alt es sich, wenn in den denierenden Relationen
der Algebra R von Null verschiedene p
i;j
auftreten. In diesem Fall

uberwiegt





uber dem der Addition f + g
0
. Aus diesem Grund bewirkt die Redundanz
der Zwischenbasis beim involutiven Algorithmus eine groe Zeitersparnis durch
Vermeidung mehrfacher Produktberechnungen.
Eines wird an den Ausf

uhrungen dieses Kapitels jedoch auch deutlich. Die
Simulation des involutiven Algorithmus durch eine Variante des Buchbergeral-





uhrt nicht auf eine Umsetzung des Buchbergeralgorithmus, die
dem heutigen Standard entspricht. Dabei ist es nicht so, da man auf eine
neue, vielversprechende, bisher nicht untersuchte Strategie des Buchbergeral-
gorithmus gef

uhrt wird, sondern man erh

alt eine bekanntermaen schwache
Variante. Umso erstaunlicher ist die Tatsache, da die Vorteile gem

a der ex-
perimentellen Erfahrungen viel schwerer zu wiegen scheinen, als die bisher in
Kauf zu nehmenden Strategienachteile. Eine vielversprechende Aufgabe f

ur die
Zukunft besteht also darin, die involutive Methode so weiter zu entwickeln, da










aftigung mit Problemen der konstruktiven Mathematik
sollte ab einem bestimmten Punkt auch die Frage nach der rechentechnischen
Umsetzung der entwickelten Algorithmen einbeziehen. Gerade in Bereichen,
wo man aus theoretischen Erw

agungen heraus keine Polynomialzeitalgorithmen
mehr erwarten kann, ist es von groer Bedeutung, an Hand experimenteller Be-
rechnungen abzusch

atzen, wie breit das Fenster praktisch l

osbarer Aufgaben
ist. Jedes der modernen Allzweckcomputeralgebrasysteme, wie zum Beispiel
AXIOM, Derive, Macsyma, Maple, Mathematica oder REDUCE, beinhaltet heute







orpern. Der Vorteil eines Allzwecksystems besteht
vor allem in der M

oglichkeit des Zugris auf andere komplizierte mathema-
tische Verfahren, wie zum Beispiel die Faktorisierung multivariater Polynome.







arzerlegungen berechnet und Gleichungssysteme
gel

ost werden. In schwachem, aber ansteigendem Mae ndet man heute in
einigen Systemen auch nichtkommutative Versionen des Buchbergeralgorith-
mus. Zum Beispiel enth

alt die REDUCE-Bibliothek einen Modul NCPOLY
zum Rechnen in Shiftoperatorenalgebren, einer sehr speziellen Teilklasse der
Algebren von au

osbarem Typ. Dieser dient in erster Linie der Unterst

utzung
des Moduls ZEILBERG zur inniten Summation auf Grundlage des Zeilenber-
geralgorithmus. Die Tatsache, da die nichtkommutativen Varianten des Buch-
bergeralgorithmus in wesentlich geringerem Mae implementiert wurden, hat
verschiedene Gr

unde. Das Fenster des praktisch Machbaren ist noch viel enger
als im Polynomring. So gelangt man beispielsweise beim Rechnen in Algebren
von au

osbarem Typ bereits nach kurzen Rechnungen zu dicht besetzten Ba-
siselementen. In nahezu allen Allzwecksystemen ist der Multiplikationsoperator
 a priori als assoziativ und kommutativ vordeniert und eine nachtr

agliche Im-
plementation einer nichtkommutativen Multiplikation ist aufwendig und meist







ndet man in [CAGI] auf den Seiten 145 bis 178.
Neben den kommerziellen Allzwecksystemen gibt es eine ganze Reihe von
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Spezialsystemen. Eine Vielzahl davon wird ebenfalls in Kapitel 4 des

Ubersichts-
bandes [CAGI] beschrieben. Die in den Spezialsystemen enthaltenen Algorith-
men stellen sich allgemeiner und exibler dar. Auch sind sie durch zahlreiche





otigt werden, sind ihre Grenzen im allgemeinen erreicht. Ma-





ur Anwendungen der kommutativen Algebra und





spielsweise mit den Systemen MAS (siehe [Kr90], [CAGI, S. 222{228]), Bergman
(siehe [BF91]) oder Felix (siehe [AK91], [CAGI, S. 198{205]) berechnet werden.
8.2 Felix
Ende der 80iger Jahre, zur gleichen Zeit als der Autor dieser Arbeit theoretische
Untersuchungen zu Gr








aftigte sich Klaus an der gleichen Universit

at mit grundlegen-
den Problemen des Aufbaus, der Arbeitsweise und des Designs von Computeral-
gebrasystemen (siehe [Kl89]). Die gemeinsamen Interessen f

uhrten schlielich
zur Entwicklung des Computeralgebrasystems Felix . Das System besteht aus
drei Ebenen. Die maschinennahe Schicht ist m

oglichst klein gehalten und in
der Programmiersprache C geschrieben. Neben dem Systeminterface beinhaltet
sie den Aufbau des Interpreters einer LISP-

ahnlichen Programmiersprache. Auf
dieser Sprache baut die zweite Schicht auf, in der eine komfortable imperative
Programmiersprache zur Verf

ugung gestellt wird. Wie in Computeralgebrasy-
stemen

ublich, wird sie standardm

aig im Interpretermodus eingesetzt. Die
zweite Felix-Ebene umfat jedoch auch Compiler und Linker (siehe [AK93]).
Beide k

onnen on-line innerhalb der Interpreterschleife eingesetzt werden. Das
Compilerkonzept ist modular, innerhalb eines Moduls k

onnen lokale Funktio-
nen deklariert werden. Diese sind nach Einbinden des Moduls nach auen hin
unsichtbar, wodurch Namenskonikte von Hilfsfunktionen vermieden werden.
In der dritten Schicht werden die algebraischen Algorithmen implementiert, sie
besteht aus einer Bibliothek von Moduln kompilierter Felix-Programme.
Felix hat das Rechnen in und mit algebraischen Strukturen zum Anliegen.
Unter dem Arbeiten mit algebraischen Strukturen ist beispielsweise der

Uber-
gang zu Faktorstrukturen oder Lokalisierungen zu verstehen. F

ur derartige
Anwendungen ist die in den meisten kommerziellen Computeralgebrasystemen
mit Ausnahme von AXIOM

ubliche Verfahrensweise, durch Festlegung globaler
Auswertungsregeln eine algebraische Arbeitsstruktur zu erkl

aren, ungeeignet.
Jede verwendete algebraische Struktur wird selbst durch ein Felix-Objekt dar-




i) der Ring der ganzen Zahlen, der K







ii) Polynomringe, Algebren von au

osbarem Typ sowie G-Algebren

uber den









uck der Implementation der unter ii) und iii) aufgef

uhrten Rin-
ge und Moduln wird jeweils von der Umsetzung des Buchbergeralgorithmus zur
Berechnung von Gr

obnerbasen gebildet. Dabei handelt es sich um die in Kapitel
5 der vorliegenden Arbeit dargestellten Algorithmen. K

urzlich wurde Felix um
ein Parallelkonzept f

ur lose gekoppelte Rechner erweitert. Darauf aufbauend
wurde eine parallele Variante des Buchbergeralgorithmus bereitgestellt. Imple-
mentierungen der in Kapitel 6 f

ur Potenzreihenringe entwickelten Algorithmen
und der in Kapitel 7 erarbeiteten involutiven Methode stehen noch aus.
Die umfangreichsten bisher mit dem System Felix durchgef

uhrten Berech-
nungen standen im Zusammenhang mit mathematischen Untersuchungen zur
Klassikation von Dierentialkalk

ulen und stellten ein wichtiges Hilfsmittel zur
Herleitung der in [AS94] erzielten Resultate dar. Einige Bemerkungen zu den
f

ur [AS94] zu l







achst liegt eine G-Algebra X
q;;







grunde. Koezientenbereich ist der Quotientenk

orper C (q; ; ) des Polynom-
rings in den Variablen q;  und 

uber den komplexen Zahlen. Eine Vektor-
raumbasis der Algebra X
q;;









mit i; k 2 N und
 2 f0; 1g. Das ist keine Poincare-Birkho-Witt-Basis, also liegt keine Algebra
von au

osbarem Typ vor und der graduierten Struktur kann keine echte Bewer-
tungsfunktion zugrundegelegt werden. Die gesuchten Dierentialkalk

ule   sind






g frei erzeugten X
q;;
-
Bimoduls. Von   kann ein neunelementiges Erzeugendensystem H angegeben
werden, in welchem allerdings noch sieben Parameter y
1





aus C (q; ; ) auftreten. Auerdem mu   eine Reihe weiterer algebraischer









g frei erzeugt werden. Die Klassikation der Dierentialkalk

ule
erfordert nun, festzustellen, f

ur welche Werte der y
1
; : : : ; y
7
2 C (q; ; ) alle an
  gestellten Bedingungen erf

ullt werden. In den bisherigen Betrachtungen wur-





komplexen Zahlen angesehen. Tats

achlich handelt es sich aber um komplex-
wertige Parameter. Wenigstens f





ubertragen sich die L

osungen aus dem transzendenten Fall. Auf einer alge-
braischen Menge von Spezialisierungen f

ur q; ;  m

ussen die Rechnungen mit
den entsprechenden algebraischen K

orpererweiterungen von C als Koezien-
tenbereich wiederholt werden. Man beachte, da die Auswirkung der Spezia-
lisierungen der komplexwertigen Parameter q; ;  von Beginn der Rechnungen
an ber






ahnliche Verfahrensweise kann man f

ur paramet-
rige Unterbimoduln allumfassende Gr

obnerbasen konstruieren, welche bei je-










den von H erzeugten Unterbimodul erh

alt man zehn Gleichungen in den zehn
Variablen q; ; ; y
1
; : : : ; y
7
als System notwendiger und hinreichender Bedin-
gungen f

ur das Vorliegen eines gesuchten Dierentialkalk

uls. In den Variablen
y
1
; : : : ; y
7
sind die Gleichungen h

ochstens quadratisch. Der Gesamtgrad in allen
Variablen reicht bis 18. Mittels Gr

obnerbasisberechnungen in Polynomringen,
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Berechnungen von Eliminationsidealen und Faktorisierungen multivariater Po-
lynome konnte dieses Gleichungssystem schlielich gel

ost werden. Das System
Felix w






Lage gewesen. Gerade in Bezug auf notwendige Eingrie in die Berechnungen
erweist sich die Verwendung eines eigenen Spezialsystems als sehr vorteilhaft.
Sitzungsprotokoll Abschlieend geben wir das Protokoll einer Felix -Sitzung
an. Die Eingabezeilen beginnen mit dem Zeichen > und die erste Zeile einer
Ausgabe wird jeweils durch @ eingeleitet. In Abweichung von der tats

achlichen
Arbeitsweise des Systems haben wir die Eingabezeilen aus Gr

unden der leich-
teren Bezugnahme numeriert. Abschlu einer Eingabe mit dem Dollarzeichen
bewirkt die anschlieende Ausgabe des ausgewerteten Ausdrucks. Der Unter-
strich als Trennzeichen unterdr

uckt die Ausgabe des Ergebnisses.
Eingabe 1 legt die aktuelle Arbeitsstruktur fest. Dabei handelt es sich um






orper der rationalen Zahlen. a
ist zentrales Element der Algebra und x und y vertauschen gem

a der Regel
yx = xy + a. Es wird keine zul

assige Termordnung angegeben. Damit wird
standardm

aig die totale Gradordnung mit y  x  a angenommen. Die







+ x der Arbeitsstruktur zu. Schlielich wird in Eingabe
4 die Berechnung der reduzierten Gr

obnerbasis des von h und k erzeugten











  2ax  a; ay
2
	
dar. Analog wird dann in den
Eingaben 5 und 6 mit dem rechts- und zweiseitigen Idealfall verfahren.
1> select rat[a,x,y]/{y*x==x*y+a}_
2> k := y^3+x^2*y+x*y$
@ := X^2*Y+Y^3+X*Y
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Zentrales Problem der vorliegenden Arbeit ist die Untersuchung verschiedener
Klassen von Ringen auf die Entscheidbarkeit ihrer Enthaltenseinsprobleme f

ur
ein- beziehungsweise zweiseitige Ideale. Das Idealenthaltenseinsproblem eines
Ringes R wird entscheidbar genannt, falls es einen Algorithmus gibt, der zu
vorgegebenem Ringelement a 2 R und Ideal I  R in endlicher Zeit feststellt,
ob a zu I geh






aquivalent zur Entscheidbarkeit von I. Damit sind auch
Hauptmotivation und -anwendung der vorliegenden Arbeit charakterisiert.
Um nicht auf dem Niveau naiver Berechenbarkeits- und Entscheidbarkeits-





ur abstrakte algebraische Strukturen an den Anfang gestellt.





obnertheorie graduierter Strukturen mit wohlgeordnetem Wertemo-





at der Buchbergerschen Methode und nach der Existenz und Konstruier-
barkeit kanonischer Objekte sowie die Verallgemeinerbarkeit der Theorie auf
den Modulfall im Mittelpunkt des Interesses. Weiter besch

aftigen wir uns mit
Gr

obner- und Standardbasen in topologischen Ringen, wobei die Fragen nach





osungen einen zentralen Platz einnehmen. Schlielich wird ei-
ne allgemeine Theorie involutiver Basen als alternative Entscheidungsmethode
des Idealenthaltenseinsproblems in eektiven Algebren von au

osbarem Typ




ii ZUSAMMENFASSUNG DER WISSENSCHAFTLICHEN ERGEBNISSE
1. Eine abstrakte algebraische Struktur A = (A; f
1




; : : : ; P
m
) wird in
Bezug auf eine Beschreibungsvorschrift b : 


! A eektiv genannt, falls eine
surjektive, berechenbare Funktion  : 


! N und eine bijektive Numerierung










‘‘A A A A A A A A
kommutativ ist und alle Operationen f
()
i
(i = 1; : : : ; n) rekursive Funktionen
und alle Relationen P
()
i

















2. Sei A eine bez

uglich einer beliebigen Beschreibungsvorschrift b eektive al-
gebraische Struktur der Signatur  und F  Fm() eine konsistente, axioma-




uls erster Stufe mit Identit

at.
Falls alle kanonischen Modelle von F isomorph zu A sind, so heit F eine eek-
tive Theorie von A. [Satz 2.6] Zu jeder eektiven algebraischen Struktur A
existiert eine Konstantenexpansion A
C
mit eektiver Theorie.
3. [Satz 2.7] Sei A eine die identische Gleichheit beinhaltende algebraische
Struktur der Signatur  und A
E
eine Konstantenexpansion von A zu einer





b : T (
E
; ;) ! A von A
E
sei surjektiv. Dann ist A
genau dann eine eektive algebraische Struktur bez

uglich einer Beschreibungs-
vorschrift b : 

E











variablenfreien Atomformeln entscheidbar ist.
4. [Satz 2.8] Sei A eine eektive algebraische Struktur bez

uglich der Beschrei-
bungsvorschrift b : 


! A und  AA eine Kongruenzrelation von A. Falls
der nat

urliche Homomorphismus  : A ! A=  stark ist, so ist die aus den
Restklassen [a]














eektiv, wenn die Expansion (A;) der Algebra A bez

uglich b eektiv ist.




uglich b, F eine rekursiv aufz

ahlbare
Menge und I  R das von F erzeugte Ideal. Dann ist der Restklassenring R=I
genau dann eektiv bez

uglich der durch b induzierten Beschreibungsvorschrift,
wenn es einen Divisionsalgorithmus gibt, welcher zu beliebig vorgegebenem a 2
R Elemente q
1








; : : : ; f
k
2 F sowie b 2 R berechnet,
so da a 7! b kanonischer Simplikator f














uhrungen zur Theorie der Gr

obnerbasen in graduierten Struktu-
ren mit wohlgeordnetem Wertemonoid basieren auf dem Robbiano/Moraschen
1
Ring steht in der vorliegenden Arbeit immer f

ur Ring mit Einselement ebenso wird ein






ul zur Verallgemeinerung der Buchbergerschen Methode auf graduierte
Strukturen. Dabei schenken wir der Behandlung von Syzygienbimoduln zweisei-
tiger Ideale besondere Beachtung. Insbesondere wird Moras Idee der trivialen
Syzygien so verallgemeinert, da die Behandlung ein- und zweiseitiger Idea-
le kommutativer Ringe wieder in der gewohnten Weise zusammenfallen. Im
Rahmen einer echt zweiseitigen Betrachtung von Idealen nichtkommutativer




die Theorie der graduierten Strukturen ein.
7. [Satz 5.5] Sei R = (R; ;; ') eine graduierte Ringstruktur mit Wohl-
ordnung  und noetherschem assoziierten graduierten Ring G. Dann ist das
Idealenthaltenseinsproblem des noetherschen Rings R relativ zur Eektivit

at
des gelterten Rings R und des graduierten Rings G, zur Berechenbarkeit der
Initialabbildung in : R! G und eines Schnittes in

: G! R von in bez

uglich
der homogenen Elemente von G, zur Entscheidbarkeit des Idealenthaltenseins-
problems endlich erzeugter homogener Ideale des graduierten Rings G und der
algorithmischen L

osbarkeit des Triv-Syzygienproblems endlich erzeugter ho-
mogener Ideale von G berechenbar.
Falls R den Voraussetzungen des Satzes gen

ugt, so wird sie eine eektive (gra-
duierte) Gr

obnerstruktur genannt. Analoge S
















) zwei graduierte Struktu-
ren des Ringes R, so da es einen schwach ordnungsvertr

aglichen Monoidepi-
morphismus  : 





  gibt. Weiterhin sei I ein ein- oder
zweiseitiges Ideal von R. Jede Gr




















9. R = (R; ;; ') sei eine eektive graduierte Gr

obnerstruktur und F eine
Gr

obnerbasis des Ideals I  R bez

uglich R. Weiterhin halten wir einen belie-
bigen (homogenen) kanonischen Simplikator S
In(I)
des Initialideals von I fest.
Mit Hilfe von S
In(I)
und der Division modulo der Gr

obnerbasis F kann zu jedem
a 2 R ein modulo I kongruentes a^ 2 R berechnet werden, dessen Initialterm
Fixpunkt von S
In(I)













rekursiv denierte Funktion S
I







(a) dem Ergebnis der Total-
reduktion modulo F .
10. Sei  eine Funktion, die jedem homogenen Ideal J des assoziierten gradu-
ierten Rings G ein (ausgezeichnetes) minimales homogenes Erzeugendensystem
(J) zuweist. Falls F  I den Bedingungen
i) in(F ) = (In(I)),




ur alle f; f
0
2 F mit f 6= f
0
und
iv ZUSAMMENFASSUNG DER WISSENSCHAFTLICHEN ERGEBNISSE
iii) S
(Fnffg)
(f) = f f

ur alle f 2 F
gen

ugt, so wird F eine -reduzierte Gr

obnerbasis des Ideals I genannt. [Satz
5.12] Seien R = (R; ;; ') eine graduierte Ringstruktur und  eine Funktion,
die f

ur jedes homogene Ideal des assoziierten graduierten Rings ein minimales
homogenes Erzeugendensystem auszeichnet. Dann besitzt jedes Ideal I  R
eine -reduzierte Gr

obnerbasis. Bei festgehaltenem Schnitt in

der Initialab-
bildung ist sie sogar eindeutig bestimmt. Ist R eine eektive Gr

obnerstruktur
und  berechenbar, dann ist aus einem beliebigen endlichen Erzeugendensystem
von I die -reduzierte Gr

obnerbasis von I berechenbar.
11. [Satz 5.16] Q sei ein eektiver kommutativer Hauptidealring und  :
Fin(Q) ! Q sei eine berechenbare Funktion, die jeder endlichen TeilmengeH 





sei ein eektiver  -graduierter Ring mit entscheidbarem Enthaltenseinsproblem
f








ur beliebige Elemente ; ! 2   des Mono-




) 2      j 
0
   
00
= !g endlich
und algorithmisch konstruierbar. Dann ist die Funktion , die jedem homoge-









))) j  2  (J)
	
zuweist, in dem Sinne berechenbar, da U(J) aus einem beliebigen endlichen
Erzeugendensystem F von J auf algorithmischem Wege gewonnen werden kann.
Dabei bezeichnet  (J) die eindeutig bestimmte Menge von Graden, die in einem
minimalen homogenen Erzeugendensystem von J auftreten.
Sei R eine eektive Gr

obnerstruktur, deren assoziierter graduierter Ring den
an G gestellten Bedingungen gen

ugt. Dann kann zu jeder endlichen Teilmenge
F  R die -reduzierte Gr

obnerbasis des von F erzeugten Ideals berechnet
werden.




die davon induzierte Filtrierung von R.   sei ein eektives noethersches Mo-
noid mit l

osbarem Faktorisierungsproblem und zu jeder endlichen Teilmen-
ge 
    sei die Menge mgRV (
) der minimalen gemeinsamen Rechtsviel-
fachen von 
 algorithmisch konstruierbar. Weiterhin seien R ein eektiver




ein noetherscher Ring mit entscheidbarem
Linksidealenthaltenseins- und l










sei bizyklisch und f


















berechenbar. Schlielich sei f

ur jedes  2   entscheid-
bar, ob die Menge  





g leer ist und falls nicht, so









13. [Satz 5.22] Sei R = (R; ;; ') graduierte Struktur eines eektiven  -
gelterten Ringes R. Das Monoid   sei kommutativ, noethersch und eektiv
und habe das minimale Erzeugendensystem X. Das Faktorisierungsproblem
vvon   sei l

osbar und zu jeder endlichen Menge 
    sei die Menge mgRV (
)
der minimalen gemeinsamen Rechtsvielfachen aller Elemente von 
 berechen-
bar. Weiterhin sei Q als Modul

uber dem Ring aller zu Q geh

origen zentra-
len Elemente von R endlich erzeugt und ein endliches Erzeugendensystem Z
sei algorithmisch konstruierbar. Auerdem wird die Existenz berechenbarer
Funktionen  : Q  Q ! Q und 
X









ur alle c; d 2 Q und x 2 X vorausgesetzt. Der Ring Q sei
noethersch und habe ein entscheidbares Linksidealenthaltenseinsproblem sowie
ein l

osbares Linkssyzygienproblem. Jeder homogene direkte Summand R

des
assoziierten graduierten Rings G sei bizyklischer Q-Modul und zu jedem  2  




und ein endliches Erzeugendensy-

















ur jedes  2   sei
entscheidbar, ob die Menge  





g leer ist und falls





algorithmischem Wege konstruierbar. Dann ist R sowohl eektive graduierte
Linksgr

obnerstruktur als auch eektive graduierte Gr

obnerstruktur. Sei I ein
zweiseitiges Ideal von R. Dann ist jede Gr

obnerbasis des zweiseitigen Ideals I
bez

uglich der graduierten Struktur R auch eine Gr





14. [Satz 5.23] Sei R = (R; ;; ') graduierte Struktur eines eektiven  -
gelterten Ringes R.   sei ein noethersches, kommutatives, eektives Monoid
mit l

osbarem Faktorisierungsproblem und zu jeder endlichen Teilmenge 
   
sei die Menge mgV (
) der minimalen gemeinsamen Vielfachen der Elemente
von 






sei ein noetherscher Unterring
des Zentrums von R, das Idealenthaltenseinsproblem von Q sei entscheidbar und
das Syzygienproblem von Q sei l

osbar. Jeder homogene direkte Summand R

des assoziierten graduierten Rings G sei ein zyklischer Q-Modul, f

ur welchen
ein erzeugendes Element 1l












) berechenbar sind. Weiterhin wird







   
00
= ! vorausgesetzt, so da f






























sei die Frage, ob die Menge  





g leer ist, f

ur










uglich R und aus
einem beliebigen endlichen Erzeugendensystem von I kann eine solche endliche
Gr

obnerbasis von I berechnet werden.
15. [Satz 5.25, Folgerung 5.26] F

ur eine eektive graduierte Linksgr

obner-
strukturR ist das Enthaltenseinsproblem endlich erzeugter R-Linksmoduln ent-
scheidbar. Dar

uberhinaus kann zu jeder endlichen Teilmenge F  R
m
ein endli-









) zwei graduierte Strukturen
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Schlielich sei M = (M; ;F
M













und der assoziierte graduierte Modul von M wird mit G
M
bezeichnet. Dann wird F  M eine Gr

obnerbasis des von F erzeugten R-
Biuntermoduls N M bez

uglich M genannt, wenn die Gleichheit G
l










Sei R = (R;
;; ') eine graduierte Struktur und T das von fe
1
; : : : ; e
m
g frei





mit dem direkten Produkt   := 
T 
 als Wertemonoid konstruieren, so




und R in Bezug auf die Berechnung von
Gr










ur den rechten Operatorenbereich induzierte  -Filtrierung
F
M
des R-Bimoduls M so beschaen ist, da die Berechnung von Gr

obnerbasen





R reduziert werden kann.





= Q sei ein eektiver K

orper und Unterring des
Zentrums von R. Jeder direkte Summand R
G;
des assoziierten graduierten
Ringes G habe als Q-Vektorraum h

ochstens die Dimension 1.
Dann ist das Enthaltenseinsproblem endlich erzeugter R-Biuntermoduln des






Falls R ein -graduierter Ring ist, wobei seine  -Filtrierung die -Filtrierung
verfeinert, dann ist das Enthaltenseinsproblem endlich erzeugter -homogener
R-Biuntermoduln von M f





; : : : ; e
m
g ! 
induzierte -Modulgraduierung von M entscheidbar.
18. Eine Ordnung  von M wird als beschr

ankte Wohlordnung bezeichnet, falls
jede nach unten beschr






 wohlgeordnet ist. Eine graduierte StrukturR = (R; ;; ') des Ringes R mit
beschr

ankt wohlgeordnetem Monoid   ohne kleinstem Element induziert auf R
eine Hausdor-Topologie indem man die abelschen Gruppen F

der durch R
bestimmten Filtrierung F als Umgebungsbasis des Nullelementes von R ansieht.




uglich , dann ist jedes F

ein Ideal von R
und R induziert eine graduierte Struktur R=F






atze 6.7, 6.8] Der assoziierte graduierte Ring G der graduierten Ring-
strukturR = (R; ;; ') sei linksnoethersch. Das Monoid ( ;) sei beschr

ankt
wohlgeordnet und besitze ein gr

otes Element. Weiterhin sei G ein eektiver





ur endlich erzeugte homogene Linksideale. Es existiere ein Unter-
ring R
0






der Initialabbildung auf R
0
sei berechenbar und es existiere
ein berechenbarer Schnitt in













Sei auerdem H  R
0
ein endliches Erzeugendensystem des Linksideals I und
S
LIn(I)
ein beliebiger (homogener) kanonischer Simplikator des Restklassenmo-


















ur alle  2   berechenbar.
F





    von Elementen aus  














































in entsprechender Weise auch f










aherungswerte in der gleichen Genauigkeit berechnet wer-
den, in der die Eingabegr

oen a und H bestimmt werden k






) eine Verschiebung um '(h) zu ber

ucksichtigen.
20. Sei E = C ffXgg der Ring der ganzen Funktionen in den Variablen X =
fX
1
; : : : ;X
n
g und R = C [X ]  E der Polynomring

uber C in X. R
+
be-
zeichne die Menge der positiven reellen Zahlen. F

ur ein beliebiges n-Tupel
r = (r
1























































eine Halbnorm k  k
r
: E ! R und die durch dieses System von Halbnormen





uberein. R = (R;T (X);; lpp) sei eine graduierte Struktur des Po-
lynomrings mit wohlgeordnetem Wertemonoid (T (X);) bestehend aus den Po-
tenzprodukten inX. Seien I  R ein vom Nullideal verschiedenes Polynomideal
und H = fh
1
; : : : ; h
k
g 63 0 eine Gr





; : : : ;
k
g
eine Zerlegung des Monoidideals lpp(I) in paarweise disjunkte Teilmengen mit




) j t f

ur alle 1  i  k und alle t 2 T .
Zu jedem a 2 R existieren eindeutig bestimmte Polynome b; b
1























ur alle 1  i  k,
X





). Durch die Vorschriften a 7! b und a 7! b
i
werden lineare Operatoren rem
I




: R! R festgelegt.
21. [Satz 6.15] Sei f0g $ I  R ein Polynomideal, H = fh
1
; : : : ; h
k
g eine nicht
das Nullpolynom enthaltende Gr










orige Zerlegung von lpp(I). D bezeichne die Menge T (X) n lpp(I) =
ft 2 T (X) j lpp(h
1
) - t; : : : ; lpp(h
k
) - tg aller Potenzprodukte, die in keinem
Element von I f

uhrend sind. Weiterhin bezeichne E(D) den linearen Unterraum
aller ganzen Funktionen, deren Tr













(j = 1; : : : ; k) mit den folgenden Eigenschaften fortsetzen.


























(a) = 0 () a 2 IE,
v) (a+ IE) \E(D) = frem
IE
(a)g.
Man beachte aber, da keiner der Operatoren als Funktion seines Index stetig
ist. Das heit, es liegt keine Stetigkeit in den Elementen der Gr

obnerbasis vor.
22. [Satz 6.16] Seien f0g $ I  R ein Polynomideal, H = fh
1
; : : : ; h
k
g eine
nicht das Nullpolynom enthaltende Gr






Zerlegung des Monoidideals lpp(I). Weiterhin seien g
1
; : : : ; g
n
positive ganze









)  T (X) mit der von 

ubereinstimmt.   1
sei eine reelle Zahl mit der Eigenschaft, da f























ullt ist. Weiterhin seien r = (
1
; : : : ; 
n
) ein beliebiges n-Tupel








le j = 1; : : : ; n. r
 
bezeichne das n-Tupel ( 
g
1


















































 E ein eektiver
Unterpolynomring und H  R
0
. Dann kann die n

aherungsweise Berechnung
der Bestandteile der Divisionsformel von a modulo H auf die N

aherung von
a durch ein b 2 R
0
reduziert werden. Die verbleibende L

ucke besteht in der
Approximation komplexer Reihen und ist von numerischer Natur.
23. [Satz 6.19, Folgerung 6.20] Y = fY
1
; : : : ; Y
n
g sei ein zweiter Satz von




= C [Y ] sei bis




gleich R und R
X;Y
sei eine gradu-
ierte Struktur von R
X;Y
= C [X;Y ]

=





auf R beziehungsweise R
Y
mit den Ordnungen der gra-





ur alle t 2 T (Y ) und
s =2 T (Y ) die Beziehung t 
X;Y






uhrt. Seien a 2 E eine ganze Funktion, I ein
Ideal von R = C [X ] und  = (
1
; : : : ; 
n
) ein Punkt des Raumes C
n
. Wei-
terhin seien J  R
X;Y





















(i = 1; : : : ; n) erkl

arte
Isomorphismus von E nach E
Y























(a)(0; : : : ; 0) und die n

aherungsweise Berechnung der rechten
Seite ist auf Punkt 22 reduzierbar.





eine Familie von Teilmengen Y












die von Y erzeugte
ix
partielle Division von   genannt. F

ur ! 2   


wird  als D-Teiler von !
bezeichnet und  j
D
! geschrieben. Sei     eine Menge von Monoidelementen









ur alle ; 
0
2  mit 
0












) = ; zutrit. D
(;<)
bezeichnet die Menge
aller auf (;<) zul

assigen partiellen Divisionen. Dar

uberhinaus nennen wir
D auf  zul






assig ist. Entsprechend bezeichnet D













zwei partielle Divisionen und    
eine Menge von Monoidelementen. Falls f





zutrit, so nennen wir D und C -






Im Falle der G







ur alle  2  
wird C als Verfeinerung von D bezeichnet und D  C geschrieben. Die Menge
D
;
aller partiellen Divisionen bildet mit der Verfeinerung  einen Verband.
F








































25. Seien R = (R; ;; ') eine graduierte Struktur mit noetherschem wohl-
geordnetem kommutativem Wertemonoid ( ;) und D eine partielle Divisi-
on von  . Eine Teilmenge F des Ideals I  R heit eine D-involutive Basis
von I bez

uglich R, falls D auf '(F ) zul

assig ist und jedes homogene Element







Unterideal von In(I) angeh

ort.
26. [Satz 7.6] R sei eine Algebra von au

osbarem Typ mit graduierter Struk-
tur R = (R;T;; lpp) . Weiterhin sei I das von F  Rnf0g erzeugte Linksideal








sei auf der line-
ar geordneten Menge (lpp(F );<) der f

uhrenden Potenzprodukte der Elemente
von F zul

assig und die Elemente von lpp(F ) seien paarweise nicht D-Teiler
voneinander. Dann sind die folgenden Eigenschaften zueinander

aquivalent:





ur alle f 2 F und x 2 XnY
lpp(f)











mit den Eigenschaften 0 6= c
i
2 K , t
i
























ur alle i = 1; : : : ; k   1.
iii) F





2 F nffg mit lpp(f
0
) <
























ur alle i = 1; : : : ; k, besteht.
iv) F ist eine Gr

obnerbasis von I bez
















und (U;<) eine endliche linear geordnete Menge von Potenzprodukten. F

ur
x ZUSAMMENFASSUNG DER WISSENSCHAFTLICHEN ERGEBNISSE
jedes t 2 U erkl



















= fv 2 U j v < t ^D
v









sind die folgenden Bedingungen zueinander

aquivalent:
















) : (t))  k[X],
iii) f










) : (t))  k[X].
Sind alle Mengen Y
t





































, so sind alle Mengen Y
t
mit









28. Die unter 26. und 27. aufgef

uhrten Ergebnisse bilden die Grundlage einer
Reihe von Algorithmen. Algorithmus IBTest beruht auf Aussage 26(ii) und
testet, ob eine endliche Menge F eine D-involutive Basis bez

uglich einer vor-
gegebenen partiellen Division D ist. Auerdem werden drei verschiedene Ver-
vollst






gesamte Laufzeit fest, weshalb D auf der Menge der f

uhrenden Potenzprodukte
jeder Zwischenbasis, also a priori auf ganz T , zul

assig sein mu, und terminiert
im allgemeinen nicht. Die zweite Methode pat die partielle Division nach





ur D immer eine bez

uglich der Verfeinerungshalbordnung (sub-)
maximale zul

assige partielle Division aus, so ist die Termination des Algorith-
mus gesichert. Bedingung 27(ii) liefert einen Algorithmus PartDivOrd zur
Berechnung aller auf einer vorgegebenen Potenzproduktmenge zul

assigen par-
tiellen Divisionen. SubMaxVerf beruht auf 27(iii) und erlaubt die zul

assige
Verfeinerung einer gegebenen partiellen Division. Dabei wird eine Submaxima-
lit

at erreicht, welche bereits die Termination von Algorithmus InvBas2 sichert.




uhrte Nullreduktionstests wiederholen zu m

ussen,
bedarf es weiterer Einschr

ankungen und eines auf Bedingung 26(iii) fuenden
Korrektheitsbeweises. Die





29. Schlielich werden Fragen der Strategieauswahl bei der involutiven Metho-
de diskutiert und ein Vergleich mit dem Buchbergeralgorithmus vorgenommen.
Insbesondere wird herausgearbeitet, da die involutive Methode nur einen Un-
terschied aufweist, der f

ur ihren empirisch ermittelten Geschwindigkeitsvorteil
verantwortlich sein k

onnte und es zeigt sich, da dieser die heute

ublichen Kom-




30. Eine Vielzahl der in der Arbeit vorgestellten Algorithmen wurde im Spezial-
computeralgebrasystem Felix implementiert.
