Quantification of the inherent uncertainty in hydrologic forecasting is essential for flood control and water resources management. The existing approaches, such as Bayesian model averaging (BMA), hydrologic uncertainty processor (HUP), copula-BMA (CBMA), aim at developing reliable probabilistic forecasts to characterize the uncertainty induced by model structures. In the probability forecast framework, these approaches either assume the probability density function (PDF) to follow a certain distribution, or are unable to reduce bias effectively for complex hydrological forecasts. To overcome these limitations, a copula Bayesian processor associated with BMA (CBP-BMA) method is proposed with ensemble lumped hydrological models. Comparing with the BMA and CBMA methods, the CBP-BMA method relaxes any assumption on the distribution of conditional PDFs. Several evaluation criteria, such as containing ratio, average bandwidth and average deviation amplitude of probabilistic application, are utilized to evaluate the model performance. The case study results demonstrate that the CBP-BMA method can improve hydrological forecasting precision with higher cover ratios more than 90%, which are increased by 4.4% and 3.2%, 2.2% and 1.7% over those of BMA and CBMA during the calibration and validation periods, respectively. The proposed CBP-BMA method provides an alternative approach for uncertainty estimation of hydrological multi-model forecasts.
INTRODUCTION
Hydrological forecasting is an essential endeavor in water resources management and optimal control of rivers, out the data-transformation procedure and demonstrates that predictive distributions are less bias and more confident with small uncertainty (Möller et al. ) .
Inspired by the ideas of Madadgar & Moradkhani
(), a general framework of the combination of copula Bayesian processor with BMA (CBP-BMA) is proposed in this study, where the Bayesian theory is applied in the transformation of posterior distribution. The flowchart of different probability forecast methods based on deterministic models is described in Figure 1 . The remainder of the paper describes the case study and three hydrological models in the next section. This is followed by illustrations of concepts of three different methods of probability forecast as well as the evaluation criteria applied for multimodel techniques. Results and discussions of the case study are then given, and finally a summary of the conclusions drawn.
MATERIALS AND HYDROLOGICAL MODELS Study area and data
The proposed methods are applied to daily mean flow discharge at the Mumahe catchment (Figure 2 (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) . The 
where p(S i |Q) is the posterior probability of ith model prediction. This static term can also be expressed as ω i , reflecting how well the ensemble term fits the observation dataset, it ranges from 0 to1 since the posterior model probabilities add up to one. Prior to the implantation of BMA algorithm, the expected value of observation
and forecast for each model should be equal to zero
. Any bias-correction method, such as linear regression, should be applied to substitute the biascorrected forecast (f i ) for original deterministic forecast:
where {a i , b i } are the coefficients of linear regression model.
The term p i (q| f i , Q) is the conditional pdf (probability density function) of h based on the bias-corrected simulation f i and the observation dataset. Moreover, the power Box-Cox transformation is taken for the computational convenience of using a Gaussian distribution. The posterior distribution
is mapped to a Gaussian space with mean f i and variance s
The BMA predictive mean and variance of q are defined as follows (Raftery et al. ) :
Estimation of probabilistic prediction
Successful application of the BMA method requires estimations of the weight ω i and variance σ 2 i of the individual pdf. The log maximum likelihood function, rather than the likelihood function, is optimized for reasons of both numerical stability and algebraic simplicity. If the BMA parameters are estimated by θ ¼ {ω i , σ i , i ¼ 1, 2, . . . , K}, the log likelihood function of θ is mathematically denoted as: The results are sorted in ascending order and the 90% confidence interval can be derived within the range of the 5% and 95% quantiles.
The hybrid CBMA
As illustrated before, the BMA predictive distribution provides a weighted average of simulation pdf which generally complies with a parametric distribution, e.g., Gaussian distribution after the Box-Cox transformation. 
).

Copula theory
Following Sklar's theorem (Sklar ) , the mathematical expression F X 1 ,X 2 ,...,Xn (x 1 , x 2 , . . . , x n ) of the joint multivariate distribution can be uniquely determined by respective univariate marginal probability distributions F X 1 (x 1 ), F X 2 (x 2 ), . . . , F Xn (x n ) of n correlated random variables with the help of the copula function C.
where u i ∈ [0, 1] corresponds to the ith uniformly distributed variable transformed from x i using F X i (x i ). If F is absolutely continuous, its pdf can be also written via the copula density c as follows:
Alternatively, in statistical applications, the conditional
where c(u, v i ) is computed for each pair of (u, v i ), f(q) represents the marginal distribution of actual flow. Despite different copula families having been proposed and described in current studies (Chebana & Ouarda ) , several families of Archimedean copulas, including Frank, Gumbel and Clayton, have been popular choices for dependence models in hydrologic analyses due to their simplicity and generation properties.
The CBMA method
The predictive distribution of CBMA is modified as follows
It can be seen from Equation (9) 
where f(qjs i ) has the same conception as before, g(q) represents the prior density function. (2) The posterior density function conditional on a deterministic result S i ¼ s i is derived via Bayes' theorem:
Equations (10) and (11) could be rewritten by means of copula functions. The CBP form of right term of Equation (12) is mathematically expressed by:
The final CBP outputs a posterior distribution of the process, conditional upon the deterministic simulation. Since the analytical solution to the integral term 
The CBP-BMA method
The difference between the CBP-BMA and CBMA methods is the estimation procedure of the posterior density function.
It should be rational to assign weights on account of multiple deterministic results. The calculation process of weights is conducted by the EM algorithm. The three main steps of the presented weights calculating paradigm can be summarized as:
where T is the length of the training period; and z is a latent variable. Compared with the standard BMA method, the calculation of variance and data transformations are eliminated in Equation (14). The posterior probability of q t is calculated only once while it need be re-calculated every time in the standard BMA method.
Evaluation criteria for multi-model techniques
Deterministic model assessment indices
To evaluate the quality of the deterministic model, three metrics are introduced as follows.
1. Nash-Sutcliffe efficiency coefficient (NSE)
where N denotes the length of data sequence. q 
Daily root mean square error (DRMS)
As the second tool employed is sensitive to the differences between observations and simulations, the values of DRMS approaching to 0 stand for better performance.
Kling-Gupta efficiency (KGE)
where r is the Pearson correlation between the observation and simulation, β is the bias ratio indicator; γ is the variability ratio ( 
Containing ratio (CR)
The containing ratio is utilized as a significant index for assessing the goodness of the uncertainty interval. It is defined as the percentage of observed data points that fall between the prediction bounds, directly reflecting the interval performance.
where q i l is denoted as the lower bound corresponding to 5% quantile at time t, q 
Average bandwidth (B)
where B is also an index measuring the average width of estimated uncertainty interval just as the definition name indicates. Smaller values of B show a greater precision.
Consider two forecasts with the same containing ratio; the situation with smaller B is preferred, because it has less uncertainty or greater precision.
Average deviation amplitude (D)
The average deviation amplitude D is an index to quantify the average deflection of the curve of the middle points of the prediction bounds from the observed streamflow hydrograph. It is defined as
where the notations are defined previously.
RESULTS AND DISCUSSION
Different multi-model techniques, i.e., BMA, CBMA and CBP-BMA, are applied to combine the ensemble streamflow simulation. The structures of three hydrologic models ought to be determined as the deterministic results are crucial to the final uncertainty analysis. As mentioned above, the calibration parameters of the first BMA method are ω k and σ 2 k . In the CBMA method, they are the parameters of marginal distributions, weights ω k and the parameters of the pdf of copula. In the CBP-BMA method, the Monte Carlo sampling technique is also used to obtain the integral item.
Deterministic hydrologic model simulations
The genetic and simplex algorithms are used for model calibration on account of their flexibility and good convergence. 
Determination of the marginal distributions
The marginal distributions of the random variables of H and S i (i ¼ 1, 2, 3) need to be determined (Li et al. ) . Five common candidate distributions (in Table 2 Meanwhile, Figure 3 indicates the Log Normal is satisfactory on visual inspection and that the cumulative Table 4 .
The parameter estimators and goodness-of-fit test (RMSE and AIC) are used to determine the best-fit copula for integrating the streamflow properties. The results illustrate that copulas have the good performance in exploring the associations of observed and simulated flows. All variables passed the null hypothesis for Gumbel and Frank copulas. Gumbel copula performs with the lowest RMSE and AIC values.
Deterministic assessment of three ensemble methods Figure 4 displays the weight estimates of individual models.
These weights range from 0.31 to 0.38, which reveals the three approximately occupy an equal proportion. We check the mean simulation of hydrologic multi-model 
ensembles using three criteria as shown in Equations (15) Note: values in bold represent the optimal result.
