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ALMOST SURE GLOBAL WELL-POSEDNESS FOR THE ENERGY SUPERCRITICAL NLS ON
THE UNIT BALL OF R3
MOUHAMADOU SY1 AND XUEYING YU2
ABSTRACT. We present two almost sure global well-posedness results for the energy-supercritical nonlinear Schrödinger
equations (NLS) on the unit ball of R3 using two different approaches. First, for the NLSwith algebraic nonlinearities
with the subcritical initial data, we show the almost sure global well-posedness and the invariance of the underlying
measures, and establish controls on the growth of Sobolev norms of the solutions.This global result is based on a
deterministic local theory and a probabilistic globalization. Second, for the NLS with generic power nonlinearities
with critical and supercritical initial conditions, we prove the almost sure global well-posedness and the invariance of
the measure under the solution flows in critical and supercritical spaces. This global result is built on a compactness
argument and the Skorokhod representation theorem.
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2 SY AND YU
1. INTRODUCTION
We consider the nonlinear Schrödinger initial value problem{
∂tu= i(∆u−|u|2qu), q> 0,
u(0,x) = u0(x),
(1.1)
posed on the unit ball Θ = {x ∈ R3 : |x| < 1}, where u = u(t,x) is a complex-valued function in spacetime
R×Θ. We assume the radial symmetry on the initial datum u0 and the Dirichlet boundary condition:
u
∣∣
∂ Θ
= 0.
The solution of (1.1) conserves both the mass:
M(u(t)) :=
∫
Θ
|u(t,x)|2 dx=M(u0),
and the energy:
E(u(t)) :=
∫
Θ
1
2
|∇u(t,x)|2+ 1
2q+ 2
|u(t,x)|2q+2 dx= E(u0).
Conservation of mass and energy gives the control of the L2 and H˙1 norms of the solutions, respectively.
To best frame this problem, let us start by recalling the language in Euclidean spaces. First, the critical scaling
exponent of NLS on Rd
∂tu= i(∆u−|u|2qu), q> 0(1.2)
is given by
sc :=
d
2
− 1
q
.(1.3)
The problem (1.2) can be classified as subcritical, critical or supercritical depending on whether the regularity
of the initial data is below, equal or above the scaling sc of (1.2). Also we say that the NLS is with energy-
supercritical nonlinearities when sc > 1 (in dimension d = 3, sc > 1 implies q> 2).
We study the energy supercritical NLS (1.1) (sc > 1) in this paper and our goals are
(1) to establish the global well-posedness1 from a probabilistic point of view
(2) to show the existence of an invariant measure under the global flow
(3) and to obtain controls on the growth of the solutions.
Notice that in the energy supercritical range, the authors do not know any unconditional global regularity theory
for the equation (1.1) on Sobolev spaces, and this issue is a long lasting open question. Here we address this
question from a probabilistic point of view.
1.1. History and related works. The well-posedness problem of NLS (1.2) has been extensively studied in
recent years under a wide variety of settings. Let us recall the known results in this subsection.
1With local/global well-posedness we refer to local/global in time existence, uniqueness and continuous dependence of the data to
solution map.
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1.1.1. Subcritical and critical regimes. On Rd , the local well-posedness results are well known in both sub-
critical (s > sc) and critical (s = sc) regimes in [17, 18]. When the initial data are at the level of conservation
laws (of energy and mass), an iterative argument gives the global well-posedness of the H1-subcritical and
the L2-subcritical initial value problems. At the level of no conservation quantities (s 6= 0,1), one needs more
sophisticated methods to globalize the subcritical problems iteratively, such as the high-low method [7] and I-
method [20]. Let us point out that both methods heavily rely on the conservation of energy. In order to grab the
energy, they smooth out the rough solutions into the energy space using frequency truncation or a well designed
Fourier multiplier.
The critical global well-posedness problems are much more delicate than the subcritical ones. This is because
the criticality nature of this problem brings an extra factor (the profile of the initial data) into the local theory,
which effects on the length of local time existence and ruins the iterative process as one did in subcritical setting.
As a result, at the level of L2 and H1, even though the conservation laws are still playing fundamental roles,
they are not enough to globalize the local solutions. More ingredients were introduced to deal with the critical
setting, such as the induction on energy method, Morawetz inequalities and concentration compactness/rigidity
argument, see [6, 21, 31, 35] and also references for the compact settings [32, 33, 47]. It is worth mentioning that
the proofs are not iterative, but based on a contradiction argument by ruling out the existence of the certain types
of minimal blow-up objects. Moreover, in the case where there are no conservation quantities (sc 6= 0,1), when
assuming that the critical Sobolev norm of the solution stays uniformly bounded on the entire time of existence
(which serves a similar role of the conservation quantities as one has in the mass/energy critical settings), one
can conclude the global well-posedness, see for instance [36]. However, due to the criticality nature and missing
of conservation laws, it is much more challenging to verify the universal bound on the critical Sobolev norm of
the solution, or to obtain the critical global well-posedness without such a priori assumption. This is not our
center in this work, so let us provide a numerical simulation result [23] and a recent work [27] on this topic.
1.1.2. Supercritical regime and probabilistic methods. On the contrast, in the supercritical regime (s< sc), the
scaling is against the well-posedness, and to the best of authors’ knowledge, there are no (deterministic) well-
posedness results in the supercritical scenario. Even worse, it is known in for example [19] that certain known
supercritical data would lead to ill-posednesss2.
For the deterministic setting there is no hope for a well-posedness theory, however this type of problem
has been receiving a lot of attention from a probabilistic point of view. In fact, in some cases, ill-posedness
can be circumvented by an appropriate probabilistic/stochastic method. With initial data lying in some well-
constructed probability space, [6] proved the local well-posedness of the two dimensional cubic NLS with data
below L2. By using a different randomisation method, [53] showed an almost sure local well-posed result for
the cubic NLS in the supercritical regularity. A recent work [26] established an almost-sure local theory for
NLS that covers the full subcritical regime in the probabilistic scaling3.
[6] also extended to a global solution with the invariant Gibbs measure constructed from a suitable renormal-
ized Hamiltonian. The important point to note here is that in [6], the invariant measure replaces the role of the
conservation laws in the deterministic setting, and such invariance property is very crucial in making an iterative
argument possible. In fact, the Gibbs measures technique for dispersive PDEs goes back to [43], where they
constructed the Gibbs measures for the one-dimensional NLS. More results on the probabilistic well-posedness
and invariant Gibbs measures can be found in [5, 9, 12–16, 22, 25, 45, 48, 54–57] and references therein. It
is worth pointing out that the regularity where the Gibbs measure lives is H1−
d
2−ε , so in high dimensions, for
example d = 3, it is very rough H−
1
2−ε . This negative regularity causes difficulties in constructing or even
making sense of the Gibbs measure.
The fluctuation-dissipation approach is another method to construct invariant measures. It is introduced in
[38, 40, 41] where they obtained an invariant measure on the Sobolev space H2 for the two dimensional Euler
2Ill-posedness means that problems are not well-posed, that is, problems that violate any of the three properties of well-posedness.
3The probabilistic scaling is defined to be − 12q , which is lower than the regular scaling d2 − 1q defined in (1.3).
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equation and the cubic NLS with dimensions d ≤ 4. This method is based on the compact approximations of the
equation. By considering a suitable modification (by introducing a dissipation term and a carefully normalized
white noise in time) of the equation, one then obtains that the stationary measure converges to a non-trivial
invariant measure under the inviscid limit. See also [29, 39, 42, 49–52] for related works.
As we explained above, the globalization under the setting where there are no conservation quantities is less
favorable. Both results in this paper in fact deal with this type of setup. Let us pause here and present our two
main theorems.
1.2. Main results.
1.2.1. Statements of the main results.
Theorem 1.1 (Subcritical almost sure global well-posedness). For any q∈N+, any β ∈ (sc, 32 ], any increasing,
one-to-one, concave function ξ : R+ → R+, There is a measure µ = µq,β ,ξ concentrated on Hβ (Θ) and a set
Σ = Σq,β ,ξ ⊂ Hβ such that
(1) µ(Σ) = 1;
(2) For any u0 ∈ Σ, there is a unique u ∈C(R,Hβ ) satisfying (1.1);
(3) The flow φt induced by the existence and uniqueness property is continuous and leaves the set Σ invari-
ant, that is, φtΣ = Σ;
(4) The measure µ is invariant under the flow φt ;
(5) The following identity holds∫
L2
(
‖u‖2
Hβ−1 + ‖u‖
4q+2
L4q+2
+ ‖u‖2
L2
e
ρ(‖u‖
Hβ−)
)
µ(du) =
A0
2
;
(6) The set Σ contains data of arbitrary large sizes, that is, for any M > 0, we have that µ({u | ‖u‖Hβ >
M}) > 0;
(7) For any u0 ∈ Σ, we have the slow growth control
‖φ tu0‖β− ≤Cξ (u0)ξ (ln(1+ t)).(1.4)
Remark 1.2. (1) In the theorem above, A0 is an assigned ‘size’ on the noise, then it is a choice. Therefore
we can remark that the point (6) follows from this fact combined with the point (5).
(2) Let us focus on the control (1.4). The fact that ξ is our choice makes us able to consider very slow
growing function; for instance any combination of finite number of logarithmic functions can be con-
sidered. We can compare this with the control given by the Gibbs measures approach where ξ is fixed
to be the square root function, namely the Gibbs measure control is
‖φ tu0‖ 1
2− ≤C(u0)
√
ln(1+ t).
(3) Notice that Theorem 1.1 also covers the cubic q = 1 (energy-subcritical) and quintic q = 2 (energy-
critical) cases. Since our method admits these powers, we just include them for completeness. How-
ever, the bounds (1.4) are new to these cases. The main concern of this paper is still on the energy-
supercritical NLS.
Now let us denote the critical embedding index
se :=
3
2
− 3
2q+ 2
,(1.5)
such that Hse is the ‘critical Sobolev space’ embedded into L2q+2. Remark that when q> 2, we have sc > se.
Theorem 1.3 (Critical and supercritical almost sure global well-posedness). For any q > 2, any β ∈ (se,sc],
there is a process uω(t) belonging to the space
C(R,Hβ )∩Lrloc(R,L∞) ∀r ∈ (1,∞),
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solving the NLS equation (1.1). The distribution µ of u is invariant in time. Moreover the equation is globally
wellposed on the support of µ .
Furthermore both the mass M(u) and the energy E(u) are conserved by the constructed flow.
It is traditional to ask about qualitative properties in the context of Fluctuation-dissipation measures. Without
giving details of computation we refer to [49] and Theorem 9.2 and Corollary 9.3 in [51] as a justification of the
following statement which is valid for all subcritical, critical and supercritical settings.
Theorem 1.4. The distributions via µ of the functionals M(u) and E(u) have densities with respect to the
Lebesgue measure on R.
1.2.2. Discussion on the setting. In what follows, let us recall that ‘subcritical/supercritical’ data means the ini-
tial condition being smoother/rougher than the scaling sc of NLS, while ‘energy-supercritical’NLS/nonlinearities
refers to the scaling of the NLS being greater than the energy (it is equivalent to saying that the nonlinear power
q being greater than the energy-critical power 2 in three dimensions).
Let us look more closely at our setting.
• Energy-supercritical nonlinearities.We are interested in the well-posedness theory for the energy-supercritical
models in this current paper. In such energy-supercritical range sc > 1, both the mass and energy conservation
laws are supercritical to the scaling, hence weaker to use when compared to the energy-critical and energy-
subcritical scenarios. This is in fact a quite interesting and rich setting. As we mentioned above, there have been
studies on the deterministic critical global well-posedness in the Euclidean spaces, under the assumption that
the critical Sobolev norm of the solution stays uniformly bounded, see for example [37]. Also [10] showed that
for radially NLS with an energy-supercritical nonlinearity in R3, with some additional regularity on the initial
datum the global well-posedness remains true if a solution stays bounded in slightly subcritical Sobolev norms.
On the probabilistic side, the first author of this paper was able to show almost sure global well-posedness and
the invariance of the measure for the energy-supercritical NLS on T3 with Hs,s ≥ 2 initial data in [51]. From
the blow-up perspective, recently a groundbreakingwork [44] proved the existence of smooth and well localized
spherically symmetric initial data such that the corresponding unique strong solution blows up in finite time in
dimensions d ≥ 5.
However, as we mentioned earlier the question of the global existence for energy-supercritical models in fact
remains open in many contexts, subcritical, critical and supercritical. To the best knowledge of the authors, there
are no known probabilistic global well-posedenss results in the energy-supercritical setting with supercritical
initial data and few studies with subcritical initial data. Both of our results focus on the energy supercritical
contexts and especially the second result deals with this open problem in very rough regularities while the first
result deals with all the subcritical regularities left open by [51].
The first result mainly concerns the globalization in the subcritical setting with algebraic energy-supercritical
nonlinearities (the scaling sc > 1 and initial data in H
s, s > sc). Our original interest was to study the general
nonlinearities, however in order to obtain a decent local theory with suitable control on the growth of the
solution, we develop the multilinear estimates, which consequently restrict our attention to the odd integer
powers. Such algebraic nonlinearities fall mainly into the energy-supercritical regime (except when q = 1,
sc =
1
2 energy-subcritical and when q= 2, sc = 1 energy-critical
4).
Theorem 1.3 gives an answer to the open question that we mentioned above. Roughly speaking, the second
result investigates the good behavior of the solution with rough data while [44] studies the bad behavior with
smooth data. Here we consider the NLS with generic nonlinear power q > 2 (the energy-supercritical range)
with critical and supercritical data (the scaling sc > 1 and initial data in H
s,s≤ sc). The reason why we are not
restricted only on algebraic nonlinearities here is that our globalization argument employed in this part does not
rely on a local theory at all. On the other hand, due to the absence of the local theory, the conclusion is not as
4Since the proof sees no differences in these two cases, we include them for completeness
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strong as the first result. That is, in contrast to our first result we lose the individual control of the solution, and
there is also lack of estimates on the growth of the solutions.
• Compact manifold. Besides energy-supercritical models, we are interested in the bounded manifold. In fact,
for dispersive equations, the bounded manifold settings are less favorable due to the weaker dispersion. Mathe-
matically we can see this phenomenon (‘loss of regularity’) in the Strichartz estimates on the boundedmanifolds.
For example in [3] the loss of 1
p
derivatives was established for compact Riemannian manifold Ω with boundary∥∥∥eit∆ f∥∥∥
LP([0,T ];Lq(Ω))
≤C ‖ f‖
H
s+ 1p (Ω)
(1.6)
for fixed finite T , p > 2, q < ∞ and 2
p
+ d
q
= d2 − s (see Remark 3.5 for more detailed discussion). To beat the
weaker dispersion, we assume the radial symmetry on the initial data in both of our main theorems. Actually
under this assumption we can benefit from the decay of the radial Laplace operator, which is extremely useful
in the proof of the local theory in the first result. More precisely, it is known that the functions
en(r) =
√
2sin(pinr)
r
, n ∈N+,
(where r= |x|) form an orthonormal basis of the Hilbert space of L2 radial functions on Θ. Moreover en are the
radial eigenfunctions of the Laplace operator−∆ with Dirichlet boundary conditions, associated to eigenvalues
λn = (pin)2.
With the differences and difficulties in our setting well explained, let us give the main ideas of the proofs.
1.2.3. Outline of the proofs.
• Theorem 1.1. As we mentioned above, due to the ‘loss of regularity’ in the Strichartz estimates, it is not easy to
obtain the local theory for the full subcritical range (a direct Sobolev embedding gives the local well-posedness
in H
3
2+, which leaves a gap in the local theory s> 32 > sc). To defeat this loss, we first develop the multilinear
Strichartz estimates based on the decay given by the eigenfunctions of the radial Dirichlet Laplacian. A great
benefit from these multilinear estimates is that they close the regularity gap that we lose in linear Strichartz
(see Remark 3.5 for detailed discussion). To best utilize the multilinear estimates, we consider the algebraic
nonlineaities in the first result.
Our multilinear estimates are generalized from [1], where she proved the bilinear Strichartz estimates in
the same setting and obtained the local well-posedness for the cubic NLS in the unit ball of R3 with data in
Hs, 12 < s< 2. It is worth mentioning that the improvement of the loss of regularity in the bilinear estimates of
[1] is due to a counting lemma of number theory. In our case, doing estimates with more functions naturally
increases the difficulties of the analysis, which forces us to understand this counting lemma in a better way.
Another ingredient in the multilinear estimates is that we take advantage of the nice transfer principle5 on the
Fourier restriction spaces or Bourgain spaces, where the estimates are lying. Therefore we are free to reduce the
estimates to linear solutions and take advantage of the decay in the eigenfunctions of the Dirichlet Laplacian.
In comparison with [51], thanks to the multilinear estimates, we are able to lower the local well-posedness
index all the way to the scaling of the NLS while [51] considered the very subcritical data in H
d
2+. Let us
also mention that [8] established a probabilistic supercritical local theory for the cubic NLS by taking the
random initial data in Hs,s < 12 (and then they globalize by an invariance consideration). However according
to Theorem 4 of [2] the nonlinear part of the energy is not integrable against the Gaussian measure if q > 2
when the equation is posed on the unit ball of R3. We believe that a similar supercritical local theory holds with
general nonlinearity if one follows [8] using different type of measure. But we are not going to address this
issue in the present work. Here we employ a pure deterministic approach that will give a local theory that does
not depend on the structure of the probability space that we will construct in the next step.
5With transfer principle we refer to the property that once one proves a certain estimate for the linear solutions, it automatically holds
for any general functions with suitable norms adjusted.
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With this wider range in the local theory, we are now in a position to globalize the solution. We make no
attempt to reach out to the Gibbs measure, since it is very hard to jump over the huge regularity gap between the
initial data living in s > sc > 1 and the Gibbs measure supported on H
1
2− (because of the radial assumption).
Also with our robust deterministic local theory, we are more interested in the fluctuation-dissipation method in
spirit of the Gibbs measure manner, which was first used in [51].
We then consider a suitable fluctuation-dissipationmodification of the finite dimensional approximation equa-
tion by adding a dissipation term like f (−∆, ‖u‖Hβ )u and a temporal white noise into the equation,
du= i(∆u−ΠN |u|2q u)dt−α f (−∆, ‖u‖Hβ )udt+
√
α white noise.(1.7)
Here f (−∆,x) is a function satisfying certain monotonicity property in the second variable and α is the vis-
cosity parameter. In particular, we choose f (−∆,‖u‖Hβ−) of the form (−∆)β−1+ eρ(‖u‖Hβ− ) (where β is any
subcritical regularity), which is the best adapted dissipation terms to our setting (energy-supercritical NLS with
subcritical data). Actually, there are infinite ways of manipulating such dissipation term (we can vary both
variables of f or even the form of f ), and we would like to appreciate this great flexibility, which gives us the
possibility to treat variety of settings, for example a different scaling or a different class of initial data. We will
see another choice of f in the second result.
Now the following proof falls into two parts, that is, taking the inviscid limit and infinite dimensional limit.
First on the stochastic Galerkin approximation, we construct stationary measures whose bounds are independent
on both the viscosity parameter and the dimension of the approximating equation. Here the well chosen dissipa-
tion term in (1.7) plays a significant role in giving the strong uniform bounds. Accordingly, we are able to take
the inviscid limit. Then with the Bourgain’s globalization argument, we use the invariance of the measure as a
conserved quantity and take the infinite dimensional limit assisted by the robust local theory and independence
of the dimension of the truncated system.
• Theorem 1.3. In the second result, since we have no good (deterministic) supercritical local theory, we would
like to construct the global flow using a different method—compactness argument. Again, we first consider
(1.7) with f of the form e
‖u‖
Hβ−+‖u‖L∞ with β ∈ (se,sc] where sc is defined in (1.3) and se in (1.5) (this is a
good example of the flexibility that we mentioned above) and construct the corresponding invariant measures
for the finite dimensional approximating equation in a similar fashion as in the previous result. Then using a
compactness argument, Prokhorov’s theorem and the Skorokhod representation theorem, we are able to pass to
the infinite dimensional limit.
1.3. Organization of the paper. In Section 2, we introduce the notations and the functional spaces with their
properties that we will need in this paper. We prove Theorem 1.1 in Sections 3, 4 and 5. In Section 3, we
first present the local well-posedness result via multilinear estimates. In Section 4, we work on the fluctuation-
dissipation equations and the inviscid limits. Then Section 5 is devoted to the proof of the almost sure global
well-posedness and the invariance of the measures. We finally show Theorem 1.3 in Section 6 using a compact-
ness argument.
2. PRELIMINARIES
2.1. Notations. We define
‖ f‖Lqt Lrx(I×Θ) :=
[∫
I
(∫
Θ
| f (t,x)|r dx
) q
r
dt
] 1
q
,
where I is a time interval.
For x∈R, we set 〈x〉= (1+ |x|2) 12 . We adopt the usual notation that A. B or B& A to denote an estimate of
the form A≤CB , for some constant 0<C < ∞ depending only on the a priori fixed constants of the problem.
We write A∼ B when both A. B and B. A.
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For a Banach space E , we denote by Cb(E) the space of bounded continuous functions f : E → R. Bor(E)
is the Borel σ− algebra, and p(E) the set of Borel probability measures on E .
In Section 4 we introduce other notations that we will need in the proof.
2.2. Hsrad spaces. We denote en(r) to be the eigenfunctions of the radial Laplace operator ∆ with Dirichlet
boundary conditionson Θ, and en’s have the following explicit form
en(r) =
√
2sin(npir)
r
, n= 1,2,3, · · · ,(2.1)
where r = |x|. The eigenvalues associated to en are
λn = z
2
n = (pin)
2.(2.2)
Moreover, (en)∞n=1 form an orthonormal bases of the Hilbert space of L
2 radial functions on Θ. That is,∫
e2n dL= 1
where dL = 14pi r
2 dθdr is the normalized Lebesgue measure on Θ. Therefore, we have the expansion formula
for a function f ∈ L2(Θ),
f =
∞
∑
n=1
fnen.
For σ ∈ R, we define the Sobolev space Hσ (Θ) on the closed unit ball Θ as
Hσrad(Θ) :=
{
u=
∞
∑
n=1
cnen, cn ∈ C : ‖u‖2Hσ (Θ) =
∞
∑
n=1
(npi)2σ |cn|2 < ∞
}
.
We can equip Hσrad(Θ) with the natural complex Hilbert space structure. In particular, if σ = 0, we denote
H0rad(Θ) by L
2
rad(Θ) and we have that the scalar product on L
2
rad(Θ) is defined by 〈 f ,g〉=
∫
Θ
f g¯.
Moreover,Hσrad(Θ) and H
−σ
rad (Θ) are in a natural duality and we denote their pairing by 〈·, ·〉. For γ ∈R, we
define the map
√−∆γ acting as isometry from Hσrad(Θ) and H−σ−γrad (Θ) by
√
−∆γ(
∞
∑
n=1
cnen) =
∞
∑
n=1
zγncnen.
Also we have the identity
√
−∆γ1+γ2 =
√
−∆γ1 ◦
√
−∆γ2 .
For f ∈L2rad(Θ), we have
√−∆2( f ) =−∆( f ), where∆ is the Dirichlet self-adjoint realization of the Laplacian.
Moreover, for f ∈ H1rad(Θ), we have
〈∆ f , f 〉 =−
∥∥∥√−∆ f∥∥∥2
L2(Θ)
=− ‖∇ f‖2L2(Θ) = −
∫ 1
0
|∂r f (r)|2 r2 dr,
where ∇ = (∂x1 ,∂x2 ,∂x3 ).
We denote S(t) = eit∆ the flow of the linear Schrödinger equation with Dirichlet boundary conditions on the
unit ball Θ, and it can be written into
S(t)(
∞
∑
n=1
cnen) =
∞
∑
n=1
e−itz
2
ncnen.
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2.3. X s,brad spaces. Recall the L
2 orthonormal basis of eigenfunctions {en}∞n=1 of the Dirichlet Laplacian −∆
with eigenvalues z2n on Θ defined in the previous subsection. let Πn be the orthogonal projector along en. Then
we define the X s,b spaces of functions on R×Θ which are radial with respect to the second argument.
Definition 2.1 (X s,brad spaces). For s≥ 0 and b ∈ R,
X s,brad(R×Θ) = {u ∈S ′(R,L2(Θ)) : ‖u‖Xs,b
rad
(R×Θ) < ∞},
where
‖u‖2
X
s,b
rad
(R×Θ) =
∞
∑
n=1
∥∥∥〈τ + z2n〉b 〈zn〉s Π̂nu(τ)∥∥∥2
L2(Rτ ,L2(Θ))
(2.3)
where Π̂nu(τ) denotes the Fourier transform of Πnu with respect to the time variable. Moreover, for u ∈
X0,∞rad (Θ) = ∩b∈RX0,brad(Θ) we define, for s≤ 0 and b ∈ R, the norm ‖u‖Xs,b
rad
(R×Θ) by (2.3).
Equivalently, we can write the norm (2.3) in the definition above into
‖u‖
X
s,b
rad
(R×Θ) = ‖S(−t)u‖Hbt Hsx (R×Θ) .
For T > 0, we define the restriction spaces X s,bT (Θ) equipped with the natural norm
‖u‖
X
s,b
T (Θ)
= inf{‖u˜‖
X
s,b
rad
(R×Θ) : u˜
∣∣
(−T ,T )×Θ = u}.
Lemma 2.2 (Basic properties of X s,brad spaces). (1) We have the trivial nesting
X s,brad ⊂ X s
′,b′
rad
whenever s′ ≤ s and b′ ≤ b, and
X s,bT ⊂ X s,bT ′
whenever T ′ ≤ T .
(2) The X s,brad spaces interpolate nicely in the s,b indices.
(3) For b> 12 , we have the following embedding
‖u‖L∞t Hsx (R×Θ) ≤C ‖u‖Xs,brad (R×Θ) .
Lemma 2.3. Let b,s> 0 and u0 ∈ Hsrad(Θ). Then there exists c> 0 such that for 0< T ≤ 1,
‖S(t)u0‖Xs,b
rad
((−T ,T )×Θ) ≤ c ‖u0‖Hs .
The proofs of Lemma 2.2 and Lemma 2.3 can be found in [1].
3. LOCAL WELL-POSEDNESS
Consider the NLS with odd-integer power nonlinearities
∂tu= i(∆u−|u|2qu) on R×Θ
u(0,x) = u0 on Θ
u
∣∣
∂ Θ
(t,x) = 0,
(3.1)
where q ∈ N+.
The main result in this section is the following local theory.
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Theorem 3.1 (Deterministic local well-posedness). Let q ∈ N+. For u0 ∈ Hsrad(Θ), s > sc = 32 − 1q , (3.1) is
locally well-posed. More precisely, let us fix s > sc, then there exist b >
1
2 , β > 0, C > 0, C˜ > 0 and c ∈ (0,1]
such that for every R > 0 if we set TR = c(R2q)−β , then for every u0 ∈ Hsrad(Θ) satisfying ‖u0‖Hsrad (Θ) ≤ R,
there exists a unique solution of (3.1) in X s,brad([−T ,T ]×Θ) with initial condition u(0) = u0. Moreover,
‖u‖L∞t Hsx ([−T ,T ]×Θ) ≤C ‖u‖Xs,brad ([−T ,T ]×Θ) ≤ C˜ ‖u0‖Hsrad (Θ) .
Note that the the cubic case q = 1 was studied in Theorem 1.1 in [1], and we include this case for complete-
ness. From now on, for simplicity of notation, we write Hs and X s,b for the spaces Hsrad and X
s,b
rad defined in
Section 2.
Remark 3.2. Notice that in Theorem 3.1, the local theory covers the full subcritical region. This is much
stronger than the version that one gets with the embedding H
3
2+(R3) →֒ L∞(R3) alone. That is, if we run the
fixed point argument naively using the embedding itself (without any Strichartz estimates), then the solution
map
F(u)(t) := eit∆u0− i
∫ t
0
ei(t−s)∆( |u|2q u)ds
will be bounded by
‖Fu‖Hγ ≤ ‖u0‖Hγ +
∫ T
0
∥∥∥ |u|2q u∥∥∥
Hγ
ds
. ‖u0‖Hγ +T ‖u‖2qL∞t,x([0,T ]×Θ) ‖u‖L∞t Hγx ([0,T ]×Θ)
. ‖u0‖Hγ +T ‖u‖2q+1L∞t Hγx ([0,T ]×Θ) ,
for any γ > 32 . Accordingly, the local theory would be obtained for γ >
3
2 > sc instead of the full subcritical
range s> sc. Hence the multilinear Strichartz estimates play a fundamental role in improving the regularity in
the local theory.
To prove the local well-posedness, we first present the following multilinear estimates, which are crucial to
obtain the nonlinear estimates in Subsection 3.2.
3.1. Multilinear estimates.
Proposition 3.3 (m-linear estimates). For j ∈ {1,2, · · · ,m}, m≥ 3, N j > 0 and u j ∈ L2rad(Θ) satisfying
1√−∆∈[N j ,2N j ]u j = u j,
we have the following m-linear estimates.
(1) The m-linear estimate without derivatives.
Without loss of generality, we assume N1 ≥ N2 ≥ ·· · ≥ Nm, then for any ε > 0∥∥Πmj=1S(t)u j∥∥L2t,x((0,1)×Θ) . Nε2N 123 · · ·N 12m−1Nm−1m Πmj=1 ∥∥u j∥∥L2x (Θ) .(3.2)
(2) The m-linear estimate with derivatives.
Moreover, if u j ∈ H10 (Θ) and again assume N2 ≥ N3 ≥ ·· · ≥ Nm, then for any ε > 0∥∥∇S(t)u1Πmj=2S(t)u j∥∥L2t,x((0,1)×Θ) . N1Nε2N 123 · · ·N 12m min{N1,Nm}m− 32 Πmj=1 ∥∥u j∥∥L2x (Θ) .(3.3)
Remark 3.4. When m= 2, the bilinear estimates in [1] read
‖S(t)u1S(t)u2‖L2t,x((0,1)×Θ) . N
1
2+ε
2 ‖u1‖L2x (Θ) ‖u2‖L2x (Θ) .(3.4)
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Moreover, if u1,u2 ∈H10 (Θ)
‖∇S(t)u1S(t)u2‖L2t,x((0,1)×Θ) . N1min{N1,N2}
1
2+ε ‖u1‖L2x (Θ) ‖u2‖L2x (Θ) .
Remark 3.5. Notice that the m-linear estimates make up for the loss in derivatives in Strichartz estimates
(although there is still a logarithmic loss in the multilinear estimates). In fact, such loss of regularity appears
in the linear Strichartz estimates. More precisely, if we consider the two extreme end cases of the Strichartz
estimates for radial data, we have
‖S(t)en‖L2t L6x (I×Θ) = c
∥∥∥∥ sin(npir)r
∥∥∥∥
L6x (Θ)
= cn
1
2 = c ‖en‖
H
1
2 (Θ)
,
‖S(t)en‖L∞t L2x (I×Θ) = c ‖en‖L2x (Θ) .
There is a loss of 12 derivative in the end point linear Strichartz estimate, although there is no loss in the trivial
L2 case. Then the loss of regularities of the cases in between can be described by interpolating the two cases
above (for example, the L4t L
3
x pair has a loss of
1
4 regularities). We can also observe the same loss of derivatives
from (1.6) on general compact Riemannian manifolds with boundary.
To have a better understanding of the regularity improvement in the m-linear estimates, we take m = 2 (for
simplicity) as an example, which is the bilinear estimate in [1]. For m ≥ 3, we should have very similar
behaviors. When m= 2, a naive estimate by Hölder inequality and Sobolev embedding is given by
‖S(t)u1S(t)u2‖L2t,x((0,1)×Θ) . ‖S(t)u1‖L4t,x(Θ) ‖S(t)u2‖L4t,x(Θ) .
∥∥∥ |∇| 14 S(t)u1∥∥∥
L4t L
3
x (Θ)
∥∥∥ |∇| 14 S(t)u2∥∥∥
L4t L
3
x (Θ)
.
{
(N1N2)
1
2 ‖u1‖L2x (Θ) ‖u2‖L2x (Θ) using the loss of regularities for L4t L3x case
(N1N2)
1
4 ‖u1‖L2x (Θ) ‖u2‖L2x (Θ) if one had the Euclidean Strichartz.
On the other hand, the bilinear estimate without derivatives in (3.4) reads
‖S(t)u1S(t)u2‖L2t,x((0,1)×Θ) . N
1
2+ε
2 ‖u1‖L2x (Θ) ‖u2‖L2x (Θ) .
This is not definitely as good as the bilinear estimate in Rd , but it is much better than the one that we estimated
naively using the loss of regularities for L4t L
3
x case ((N1N2)
1
2 ). Also it is almost equally as good as the case in
which we pretend that we had the Euclidean Strichartz. This is the reason why we can prove the local theory
upto its criticality.
Lemma 3.6 (Transfer principle). For any b> 12 and for j ∈ {1,2, · · · ,m}, m≥ 3, N j > 0 and f j ∈ X0,b(R×Θ)
satisfying
1√−∆∈[N j ,2 f j ] f j = f j,
one has the following m-linear estimates.
(1) The m-linear estimate without derivatives.
Without loss of generality, we assume N1 ≥ N2 ≥ ·· · ≥ Nm, then for any ε > 0∥∥Πmj=1 f j∥∥L2t,x((0,1)×Θ) . Nε2N 123 · · ·N 12m−1Nm−1m Πmj=1 ∥∥ f j∥∥X0,b(Θ) .(3.5)
(2) The m-linear estimate with derivatives.
Moreover, if f j ∈ H10 (Θ) and again assume N2 ≥ N3 ≥ ·· · ≥ Nm, then for any ε > 0∥∥∇ f1Πmj=2 f j∥∥L2t,x((0,1)×Θ) . N1Nε2N 123 · · ·N 12m min{N1,Nm}m− 32 Πmj=1 ∥∥ f j∥∥X0,b(Θ) .(3.6)
Proof of Lemma 3.6. This proof is generalized from Lemma 2.3 in [11].
We first suppose that f j(t)’s are supported in the time interval (0,1) and write
f j(t) = S(−t)S(t) f j(t) := S(−t)Fj(t)
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Then
f j(t) =
1
2pi
∫ ∞
−∞
eitτS(−t)F̂j(τ)dτ ,
and hence
Π
m
j=1 f j(t) =
1
(2pi)m
∫
Rm
e
it∑mj=1 τ jS(−t)F̂j(τ j)dτ1 · · ·dτm.
Ignoring the oscillating factor e
it ∑mj=1 τ j , using Proposition 3.3 and the Cauchy-Schwarz inequality in (τ1, · · · ,τm)
(in this place we use that b> 12 to get the needed integrability) yields∥∥Πmj=1 f j∥∥L2t,x((0,1)×Θ) . Nε2N 123 · · ·N 12m−1Nm−1m
∫
Rm
e
it ∑mj=1 τ j
∥∥∥F̂j(τ j)∥∥∥
L2x (Θ)
dτ1 · · ·dτm
≤ Nε2N
1
2
3 · · ·N
1
2
m−1N
m−1
m Π
m
j=1
∥∥∥〈τ j〉b F̂j(τ j)∥∥∥
L2τ j ,x
(R×Θ)
= Nε2N
1
2
3 · · ·N
1
2
m−1N
m−1
m Π
m
j=1
∥∥ f j∥∥X0,b(R×Θ) .
Finally, by decomposing f j(t) = ∑
∞
n=1 Ψ(t− n2 ) f j(t) with a suitable Ψ∈C∞0 (R) supported in (0,1), the general
case for f j(t)’s follow from the considered particular case of f j(t)’s supported in the time interval (0,1). 
Lemma 3.7 (Lemma 3.2 in [11]). Let M,N ∈ N, then for any ε > 0, there exists C > 0 such that
#{(k1,k2) ∈N2 : N ≤ k1 ≤ 2N,k21+ k22 =M} ≤CNε .
Proof of Proposition 3.3. For j ∈ {1,2, · · · ,m}, we write
u j = ∑
n j∼N j
c
( j)
n j en j (r),
where c
( j)
n j = (u j,en j )L2 . Then
S(t)u j = ∑
n j∼N j
e
−itn2jpi2c( j)n j en j (r).
Therefore, the m-linear objects that one needs to estimate are the L2t,x norms of
E0(N1,N2, · · · ,Nm) = ∑
n1∼N1
∑
n2∼N2
· · · ∑
nm∼Nm
e
−it∑mj=1 n2jpi2Πmj=1c
( j)
n j Π
m
j=1en j (r),
E1(N1,N2, · · · ,Nm) = ∑
n1∼N1
∑
n2∼N2
· · · ∑
nm∼Nm
e
−it∑mj=1 n2jpi2Πmj=1c
( j)
n j (∇en1)Π
m
j=2en j (r).
Let us focus on (3.2) first. Using Parseval’s theorem in time
(LHS of (3.2))2 = ‖E0(N1,N2, · · · ,Nm)‖2L2((0, 2pi )×Θ)
= ∑
τ∈N
∥∥∥∥∥∥ ∑(N1,N2 ,··· ,Nm)∈ΛN1,N2,··· ,Nm (τ)Π
m
j=1c
( j)
n j Π
m
j=1en j (r)
∥∥∥∥∥∥
2
L2(Θ)
. ∑
τ∈N
#ΛN1,N2,··· ,Nm(τ) ∑
(N1,N2 ,··· ,Nm)∈ΛN1,N2,··· ,Nm (τ)
∣∣∣Πmj=1c( j)n j ∣∣∣2 ∥∥Πmj=1en j (r)∥∥2L2(Θ) ,
where
ΛN1 ,N2,··· ,Nm(τ) := {(n1,n2, · · · ,nm) ∈ Nm : n j ∼ N j,
m
∑
j=1
n2j = τ}.
We claim that
Claim 3.8. (1) #ΛN1,N2 ,··· ,Nm (τ) = O(N
ε
2N3N4 · · ·Nm) ;
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(2)
∥∥∥Πmj=1en j∥∥∥2
L2(Θ)
. N2m−3m .
Assuming Claim 3.8, one has
(LHS of (3.2))2 . Nε2N3N4 · · ·N2m−2m Πmj=1
∥∥u j∥∥2L2(Θ) .
Therefore, (3.2) follows.
Now we are left to prove Claim 3.8.
Proof of Claim 3.8. By Lemma 3.7, we have
#ΛN1,N2 ,··· ,Nm(τ) = #{(n1,n2, · · · ,nm) ∈ Nm : n j ∼ N j,
m
∑
j=1
n2j = τ}
= #{(n1,n2, · · · ,nm) ∈ Nm : n j ∼ N j,n21+ n22 = τ −
m
∑
j=3
n2j}
∼ O(Nε2N3N4 · · ·Nm).
Note that the extra factor N3N4 · · ·Nm is because we treat τ −∑mj=3n2j as M in Lemma 3.7 and there are
N3N4 · · ·Nm possibleM’s in our setting.
To compute the
∥∥∥Πmj=1en j (r)∥∥∥2
L2(Θ)
term, we write it out explicitly using (2.1), and by a change of variables
r = s
nmpi
we have
∥∥Πmj=1en j (r)∥∥2L2(Θ) = c∫ 10 Πmj=1 sin
2(n jpir)
r2
r2 dr = cn2m−3m
∫ nmpi
0
1
s2m−2
Π
m
j=1 sin
2(
n j
nm
s)ds
≤ cn2m−3m
∫ ∞
0
1
s2m−2
Π
m
j=1 sin
2(
n j
nm
s)ds.
Here we denote
f (s) :=
1
s2m−2
Π
m
j=1 sin
2(
n j
nm
s).
Then the behaviors of f near 0 and ∞ can be described as follows
f (s) ∼
{
s2m
s2m−2 s close to 0
1
s2m−2 s close to ∞,
which implies
∫ ∞
0 f (s)ds< ∞. Then one has∥∥Πmj=1en j (r)∥∥2L2(Θ) . n2m−3m .
We finish the proof of Claim 3.8. 
We estimate (3.3) similarly. First write
(LHS of (3.3))2 = ‖E1(N1,N2, · · · ,Nm)‖2L2((0, 2pi )×Θ)
. ∑
τ∈N
#ΛN1,N2 ,··· ,Nm(τ) ∑
ΛN1,N2,··· ,Nm (τ)
∣∣∣Πmj=1c( j)n j ∣∣∣2 ∥∥∇en−1Πmj=2en j (r)∥∥2L2(Θ) .
Here we claim ∥∥∇en1Πmj=2en j∥∥2L2(Θ) . N2m−3m . N21 min{N1,Nm}2m−3.(3.7)
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With the claim above and Claim 3.8, we obtain
(LHS of (3.3))2 . N21 (N
ε
2N3N4 · · ·Nm)min{N1,Nm}2m−3Πmj=1
∥∥u j∥∥2L2(Θ) .
This yields (3.3).
Now let us work on the claim (3.7). Replacing en j ’s by their exact expression, we have∥∥∇en1Πmj=2en j∥∥2L2(Θ) = c∫ 10 ( ∂∂ r sin(n1pir)r )2Πmj=2 sin
2(n jpir)
r2
r2 dr
= c
∫ 1
0
n21pi
2
r2
(cos(n1pir)− sin(n1pir)
n1pir
)2Πmj=2
sin2(n jpir)
r2
r2 dr.
Similarly, we perform a change of variables. Recall the assumption N2 ≥ N3 ≥ ·· · ≥ Nm. If n1 ≤ nm, we take
r = s
n1pi
, then ∥∥∇en1Πmj=2en j∥∥2L2(Θ) = cn2m−11 ∫ n1pi0 (coss− sinss )2 1s2m−2 Πmj=2 sin2(n jn1 s)ds.
Define
f (s) := (coss− sins
s
)2
1
s2m−2
Π
m
j=2 sin
2(
n j
n1
s),
and its behaviors near 0 and ∞ are as follows
f (s) ∼
{
s4 s
2m−2
s2m−2 s close to 0
1
s2m−2 s close to ∞,
which implies
∫ ∞
0 f (s)ds< ∞. Then ∥∥∇en1Πmj=2en j∥∥2L2(Θ) . n2m−11 .
Back to the change of variables step, if n1 > nm, we take r =
s
nmpi
, then
∥∥∇en1Πmj=2en j∥∥2L2(Θ) = cn21n2m−3m ∫ nmpi0 (cos( n1nm s)− sin(
n1
nm
s)
n1
nm
s
)2
1
s2m−2
Π
m
j=2 sin
2(
n j
nm
s)ds. n21n
2m−3
m .
The proof of Proof of Proposition 3.3 is complete now. 
3.2. Nonlinear estimates. In the local theory, we need a nonlinear estimate of the following form∫
R
∫
Θ
u0u1u2 · · ·u2m+1dxdt ≤ c ‖u0‖X−s,b′ (R×Θ)Π
2q+1
j=1
∥∥u j∥∥Xs,b′ (R×Θ) ,
where u j ∈ {u, u¯}.
To this end, we first study the nonlinear behavior of all frequency localized u j’s based on the multilinear
estimates that we obtained, then sum over all frequencies.
For j ∈ {0,1,2, · · · ,2q+ 1}, let N j = 2k,k ∈ N. We denote
u j,N j = 1
√−∆∈[N j ,2N j ]u j.
By the definition of X s,b(R×Θ) spaces, we have∥∥u j∥∥2Xs,b(R×Θ) ∼ ∑
N j=2k,k∈N
∥∥u j,N j∥∥2Xs,b(R×Θ) ∼ ∑
N j=2k,k∈N
N2sj
∥∥u j,N j∥∥2X0,b(R×Θ) .
We denote by N = (N0,N1, · · · ,N2q+1) the (2q+ 2)-tuple of 2p numbers, p ∈N, and
I(N) =
∫
R×Θ
Π
2q+1
j=0 u j,N j dxdt.
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Lemma 3.9 (Localized nonlinear estimates). Assume that N1 ≥ N2 ≥ ·· · ≥ N2q+1. For s > 12 , there exists
0< b′ < 12 such that one has
|I(N)|. (N2N3)ε(N4N5)
1
2+ · · ·(N2q−2N2q−1)
1
2+(N2qN2q+1)
q−
Π
2q+1
j=0
∥∥u j,N j∥∥X0,b′ ,(3.8)
|I(N)|. (N1
N0
)2(N2N3)
ε(N4N5)
1
2+ · · · (N2q−2N2q−1)
1
2+(N2qN2q+1)
q−
Π
2q+1
j=0 .
∥∥u j,N j∥∥X0,b′ .(3.9)
Remark 3.10. Lemma 3.9 will play an important role in the local theory. Moreover, the first estimate (3.8) will
be used in the case N0 ≤ cN1 while the second one will be used in the case N0 ≥ cN1.
Proof of Lemma 3.9. We start with (3.8). By Sobolev embedding in the time variable, we have
‖ f‖
L
2q+2
t L
2
x
= ‖S(t) f‖
L
2q+2
t L
2
x
≤ ‖S(t) f‖
H
q
2q+2
t L
2
x
= ‖ f‖
X
0,
q
2q+2
.(3.10)
Using the definition of X s,b(R×Θ) spaces, we have
‖uN‖L2q+2t L∞x ∼ N
3
2 ‖uN‖L2q+2t L2x ≤ N
3
2 ‖uN‖
X
0,
q
2q+2
.(3.11)
On one hand, by Hölder inequality, (3.10) and (3.11)
|I(N)|. ∥∥u0,N0∥∥L2q+2t L2x ‖u1,N1‖L2q+2t L2x Π2q+1j=2 ∥∥u j,N j∥∥L2q+2t L∞x
. (N2 · · ·N2q+1)
3
2 Π
2q+1
j=0
∥∥u j,N j∥∥
X
0,
q
2q+2
.
On the other hand, we can estimate |I(N)| using Lemma 3.6 with m= q+ 1. That is,
|I(N)|.
∥∥∥u0,N0u2,N2u4,N4 · · ·u2q,N2q∥∥∥
L2t,x
∥∥∥u1,N1u3,N3u5,N5 · · ·u2q+1,N2q+1∥∥∥
L2t,x
. (Nε2N
1
2
4 · · ·N
1
2
2q−2N
q
2q)(N
ε
3N
1
2
5 · · ·N
1
2
2q−1N
q
2q+1)Π
2q+1
j=0
∥∥u j,N j∥∥X0,b0
= (N2N3)
ε(N4N5)
1
2 · · · (N2q−2N2q−1)
1
2 (N2qN2q+1)
q
Π
2q+1
j=0
∥∥u j,N j∥∥X0,b0 ,
where b0 >
1
2 .
Interpolation between the two estimates above implies
|I(N)|. (N2N3)ε ′(N4N5)
1
2+ · · · (N2q−2N2q−1)
1
2+(N2qN2q+1)
q−
Π
2q+1
j=0
∥∥u j,N j∥∥X0,b′ ,
where b′ ∈ (0, 12 ) and ε ′ is a small positive power after interpolation. Since This finishes the computation of
(3.8).
Let us focus on (3.9) now. Recall Green’s theorem,∫
Θ
∆ f g− f∆gdx=
∫
S2
∂ f
∂v
g− f ∂g
∂v
dσ .
Note that
−∆ek = z2kek,
where z2k’s are the eigenvalues defined in (2.2). Then we write
u0,N0 = −
∆
N20
∑
zn0∼N0
cn0(
N0
zn0
)2en0 .
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Define
Tu0,N0 = ∑
zn0∼N0
cn0(
N0
zn0
)2en0 ,
Vu0,N0 = ∑
zn0∼N0
cn0(
zn0
N0
)2en0 .
It is easy to see that for all s
TVu0,N0 = VTu0,N0 = u0,N0 ,∥∥Tu0,N0∥∥Hsx ∼ ∥∥u0,N0∥∥Hsx ∼ ∥∥Vu0,N0∥∥Hsx .
Using this notation, we write
u0,N0 = −
∆
N20
Tu0,N0
and
I(N) =
1
N20
∫
R×Θ
Tu0,N0∆(Π
2q+1
j=1 u j,N j ).
By the product rule and the assumption that N1 ≥ N2 ≥ ·· · ≥ Nq, we only need to consider the two largest cases
of ∆(Π2q+1j=1 u j,N j ). They are
(1) (∆u1,N1)Π
2q+1
j=2 u j,N j
(2) (∇u1,N1) · (∇u2,N2)Π2q+1j=3 u j,N j .
We denote
J11(N) =
∫
R×Θ
Tu0,N0(∆u1,N1)Π
2q+1
j=2 u j,N j ,
J12(N) =
∫
R×Θ
Tu0,N0(∇u1,N1) · (∇u2,N2)Π2q+1j=3 u j,N j .
Using ∆uN =−N2VuN , we obtain
1
N20
|J11(N)|. (N1
N0
)2(N2N3)
ε(N4N5)
1
2+ · · ·(N2q−2N2q−1)
1
2+(N2qN2q+1)
q−
Π
2q+1
j=0
∥∥u j,N j∥∥X0,b′ .
Now for |J12(N)|, we estimate it in a similar fashion that we did in (3.8). On one hand, by Hölder inequality,
(3.10) and (3.11), we have
|J12(N)|. N1N2(N2 · · ·N2q+1)
3
2 Π
2q+1
j=0
∥∥u j,N j∥∥
X
0,
q
2q+2
.
On the other hand, using Proposition 3.3, we get
|J12(N)|.
∥∥∥∇u1,N1u3,N3u5,N5 · · ·u2q+1,N2q+1∥∥∥
L2t,x
∥∥∥∇u2,N2Tu0,N0u4,N4 · · ·u2q,N2q∥∥∥
L2t,x
. (N1N
ε
3N
1
2
5 · · ·N
1
2
2q−1N
q
2q+1)(N2N
ε
2N
1
2
4 · · ·N
1
2
2q−2N
q
2q)Π
2q+1
j=0
∥∥u j,N j∥∥X0,b0
. N1N2(N2N3)
ε(N4N5)
1
2 · · · (N2q−2N2q−1)
1
2 (N2qN2q+1)
q
Π
2q+1
j=0
∥∥u j,N j∥∥X0,b0 .
Interpolation between the two estimates above implies
1
N20
|J12(N)|. N1N2
N20
(N2N3)
ε ′(N4N5)
1
2+ · · ·(N2q−2N2q−1)
1
2+(N2qN2q+1)
q−
Π
2q+1
j=0
∥∥u j,N j∥∥X0,b′ .
Similarly ε ′ is a small positive power after interpolation. The proof of Lemma 3.9 is complete. 
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Proposition 3.11 (Nonlinear estimates). For s> sc, there exist b,b
′ ∈ R satisfying
0< b′ <
1
2
< b, b+ b′ < 1,
such that for every (2q+ 2)-tuple (u j) in X s,b(R×Θ),∥∥∥Π2q+1j=1 u j∥∥∥
Xs,−b′ (R×Θ)
.Π
2q+1
j=1
∥∥u j∥∥Xs,b(R×Θ) .
Proof of Proposition 3.11. Based on Lemma 3.9, we only need to consider I = ∑N I(N). By symmetry, we can
reduce the sum into the following two cases:
(1) N0 ≤ cN1
(2) N0 ≥ cN1.
Case 1: N0 ≤ cN1.
Using Lemma 3.9 and Cauchy–Schwarz inequality, we obtain∣∣∑ I(N)∣∣. ∑
N1≥N2≥N3≥···≥N2q+1
N0≤cN1
(N2N3)
ε(N4N5)
1
2+ · · ·(N2q−2N2q−1)
1
2+(N2qN2q+1)
q−
Π
2q+1
j=0
∥∥u j,N j∥∥X0,b′
. ∑
N1≥N2≥N3≥···≥N2q+1
N0≤cN1
Ns0
Ns1
(N2N3)
ε(N4N5)
1
2−s+ · · · (N2q−2N2q−1)
1
2−s+(N2qN2q+1)q−s−
× ∥∥u0,N0∥∥X−s,b′ Π2q+1j=1 ∥∥u j,N j∥∥Xs,b′
. ‖u0‖X−s,b′ Π
2q+1
j=1
∥∥u j∥∥Xs,b′ ,
where s > sc =
3
2 − 1q . For the last inequality, we sum from the smallest index N2q+1 to the largest one using
Cauchy–Schwarz inequality. Then by the embedding X s,b ⊂ X s,b′ and duality, we have the estimate in Case 1.
Case 2: N0 ≥ cN1.
Similarly, by Lemma 3.9 and Cauchy–Schwarz inequality again, we have∣∣∑ I(N)∣∣. ∑
N1≥N2≥N3≥···≥N2q+1
N0≥cN1
(
N1
N0
)2(N2N3)
ε(N4N5)
1
2+ · · · (N2q−2N2q−1)
1
2+(N2qN2q+1)
q−
Π
2q+1
j=0
∥∥u j,N j∥∥X0,b′
. ∑
N1≥N2≥N3≥···≥N2q+1
N0≥cN1
(
N1
N0
)2−s
Ns0
Ns1
(N2N3)
ε(N4N5)
1
2−s+ · · · (N2q−2N2q−1)
1
2−s+(N2qN2q+1)q−s−
× ∥∥u0,N0∥∥X−s,b′ Π2q+1j=1 ∥∥u j,N j∥∥Xs,b′
. ‖u0‖X−s,b′ Π
2q+1
j=1
∥∥u j∥∥Xs,b′ ,
where s > sc =
3
2 − 1q . Then by the embedding X s,b ⊂ X s,b
′
and duality, we have the estimate in Case 2. The
proof of Proposition 3.11 is complete. 
3.3. Local well-posedness. With the nonlinear estimates in hand, we are ready to prove Theorem 3.1.
We first recall the following lemma in [4, 30]
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Lemma 3.12. Let 0 < b′ < 12 and 0 < b < 1− b′. Then for all f ∈ X s,−b
′
T (Θ), we have the Duhamel term
w(t) =
∫ t
0 e
i(t−s)∆ f (τ)ds ∈ X s,bT (Θ) and moreover
‖w‖
X
s,b
T (Θ)
≤CT 1−b−b′ ‖ f‖
X
s,−b′
T (Θ)
.
Proof of Theorem 3.1. Let u0 ∈ Hs. We first define a map
F(u)(t) := eit∆u0− i
∫ t
0
ei(t−s)∆( |u|2q u)ds.
We prove this locally well-posedness theory using a standard fixed point argument. Let R0 > 0 and u0 ∈Hs(Θ)
with ‖u0‖Hs ≤ R0. We show that there exists R> 0 and 0< T = T (R0)< 1 such that F is a contraction mapping
from B(0,R)⊂ X s,bT (Θ) onto itself.
Define R= 2c0R0.
(1) F is a self map from B(0,R)⊂ X s,bT (Θ) onto itself.
For T < 1, by Lemma 3.12 and Proposition 3.11
‖F(u)‖
X
s,b
T (Θ)
≤ c0 ‖u0‖Hs + c1T 1−b−b
′ ∥∥∥ |u|2q u∥∥∥
X
s,−b′
T (Θ)
≤ c0 ‖u0‖Hs + c2T 1−b−b
′ ‖u‖2q+1
X
s,b
T (Θ)
≤ c0 ‖u0‖Hs + c2T 1−b−b
′
R2q+1.
Taking T1 = (
c0
c2R
2q )
1
1−b−b′ < 1 such that c2T
1−b−b′
1 R
2q+1 = c0R, we see that F is a self map.
(2) F is a contraction mapping.
Similarly, by Lemma 3.12 and Proposition 3.11
‖F(u)−F(v)‖
X
s,b
T (Θ)
≤ c2T 1−b−b′
∥∥∥ |u|2q u− |v|2q v∥∥∥
X
s,−b′
T (Θ)
≤ c3T 1−b−b′(‖u‖2q
X
s,b
T (Θ)
+ ‖v‖2q
X
s,b
T (Θ)
) ‖u− v‖
X
s,b
T (Θ)
≤ c4T 1−b−b′R2q ‖u− v‖Xs,bT (Θ) .(3.12)
Taking T2 = (
1
2c4R
2q )
1
1−b−b′ such that c4T
1−b−b′
2 R
2q = 12 , we can make F a contraction mapping.
Now we choose
TR = min{T1,T2}.(3.13)
As a consequence of the fixed point argument, we have
‖u‖
X
s,b
T (Θ)
≤ 2c0 ‖u0‖Hs .
(3) Stability.
If u and v are two solutions to (3.1) with initial data u(0) = u0 and v(0) = v0 respectively. Then by
(3.12) and the choice of TR (3.13)
‖u− v‖
X
s,b
T (Θ)
≤ c0 ‖u0− v0‖Hs + c4T 1−b−b
′
R2q ‖u− v‖
X
s,b
T (Θ)
,
which implies
‖u− v‖
X
s,b
T (Θ)
≤ c ‖u0− v0‖Hs .

Remark 3.13. For finite N let us denote ΠNL2 by EN and the local flow on EN = ΠNL2 by φNt . We set φt to be
the local flow constructed in Theorem 3.1 in X s,b.
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Proposition 3.14 (Local theory for the finite dimensional approximation). Let s > sc, u0 ∈ Hs and (uN0 ) be a
sequence that converges to u0 in H
s, where uN0 ∈ EN . Then∥∥φNt uN0 −φtu0∥∥Xσ ,bT → 0 for any σ ∈ (sc,s).
Proof of Proposition 3.14. Since uN0 → u0, there exists an R such that uN0 ∈ BR(Hγ). Take the same TR as in
(3.13). Set wN0 = u
N
0 − u0 and wN = φNt uN0 −φtu0, then we write
wN = eit∆wN0 − i
∫ t
0
eit∆(ΠN
∣∣φNt uN0 ∣∣2q φNt uN0 − |φtu0|2q φtu0)ds
= eit∆wN0 − i
∫ t
0
eit∆ΠN
(∣∣φNt uN0 ∣∣2qφNt uN0 − |φtu0|2q φtu0)− (1−ΠN)( |φtu0|2q φtu0)ds.
Using Hölder inequality, Lemma 3.12, Proposition 3.11 and the choice of TR as in (3.13), we have∥∥wN∥∥
X
σ ,b
T
≤ ∥∥wN0 ∥∥Hs +C ∥∥wN∥∥Xσ ,bT (∥∥uN∥∥2qXσ ,bT + ‖u‖2qXσ ,bT )+
∥∥∥(1−ΠN) |u|2q u∥∥∥
X
σ ,b
T
≤
∥∥wN0 ∥∥Hs +C ∥∥wN∥∥Xσ ,bT (∥∥uN∥∥2qXσ ,bT + ‖u‖2qXσ ,bT )+C1z σ−s2N ‖u‖2q+1Xs,bT .
Therefore, ∥∥wN∥∥
X
σ ,b
T
≤ ∥∥wN0 ∥∥Hs + 12 ∥∥wN∥∥Xσ ,bT +C2z σ−s2N∥∥wN∥∥
X
σ ,b
T
≤ 2
∥∥wN0 ∥∥Hs + 2C2z σ−s2N .
Recall that zN = (piN)2, then ∥∥wN∥∥
X
σ ,b
T
→ 0 as N → ∞.

4. INVARIANT MEASURE FOR GALERKIN APPROXIMATION
Let us introduce some settings and notations that are going to be used from this section. First, (Ω,F ,P) is
a complete probability space. If E is a Banach space, we can define random variables X : Ω → E as Bochner
measurable functions with respect to F and B(E), where B(E) is the Borel σ−algebra of E .
For every positive integer N, we define the N−dimensional Brownian motion
WN(t,r) =
N
∑
n=1
anen(r)βn(t),
where (βn(t)) is a fixed sequence of independent one dimensional Brownian motions with filtration (Ft)t≥0.
The numbers (am)m≥1 are complex numbers such that |am| decreases sufficiently fast to 0. More precisely we
assume that
Ar := ∑
n≥1
z2rn |an|2 <+∞ for r ≤ 1,
were (z2n) are the eigenvalues of −∆ associated to (en). Set
ANr =
N
∑
n=1
z2rn |an|2.
Throughout the sequel, we use 〈·, ·〉 as the real dot product in L2(Θ):
〈u,g〉= ℜ
∫
Θ
uv¯dx, for all u,v ∈ L2(Θ).(4.1)
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Ocassionally this notation is used to write a duality bracket when the context is not confusing.
4.1. Global well-posedness for stochastic equations.
du= i(∆u−ΠN |u|2q u)dt−α [(−∆)β−1+ |u|4q+ eρ(‖u‖Hβ−)]udt+√α dWN(4.2)
where Λ > 0, α ∈ (0,1) and ρ : R+ →R+ is any increasing function, and β ∈ [1, 32 ].
We have the following
M′(u, [(−∆)β−1+ |u|4q+ eρ(‖u‖Hβ−)]u) =
(
‖u‖2
Hβ−1 + ‖u‖
4q+2
L4q+2
+ ‖u‖2
L2
e
ρ(‖u‖
Hβ−)
)
=: M (u).
E ′(u, [(−∆)β−1+ |u|4q+ eρ(‖u‖Hβ−)]u) = ‖u‖2
Hβ
+
(
‖u‖21+ ‖u‖2q+2L2q+2
)
e
ρ(‖u‖
Hβ−)+ 〈|u|4qu,−∆u+ |u|2qu〉
+ 〈(−∆)β−1u, |u|2qu〉.
Let us treat the term 〈(−∆)β−1u, |u|2qu〉: We have, using that 1≤ β ≤ 32 , that
|〈(−∆)β−1u, |u|2qu〉| ≤ 1
2
‖u‖2
H2β−2 +
1
2
‖u‖4q+2
L4q+2
≤ 1
2
‖u‖2
Hβ
+
1
2
‖u‖4q+2
L4q+2
.
Also,
〈|u|4qu,−∆u+ |u|2qu〉= ‖u‖6q+2
L6q+2
+ 〈|∇u|2, |u|4q〉+ 〈u∇(u2qu¯2q),∇u〉.
Let us remark that
〈u∇(u2qu¯2q),∇u〉= 2q〈uu2q−1(∇u)u¯2q,∇u〉+ 2q〈uu¯2q−1(∇u¯)u2q,∇u〉
≥ 2q〈|u|4q, |∇|2〉− 2q〈|u|4q, |∇u|2〉 ≥ 0.
Hence we obtain
〈|u|4qu,−∆u+ |u|2qu〉 ≥ ‖u‖6q+2
L6q+2
+ 〈|∇u|2, |u|4q〉.
Overall,
E ′(u, [(−∆)β−1+ |u|4q+ eρ(‖u‖Hβ−)]u)
≥ ‖u‖2
Hβ
+
(
‖u‖21+ ‖u‖2q+2L2q+2
)
e
ρ(‖u‖
Hβ−)− 1
2
‖u‖2
Hβ
− 1
2
‖u‖4q+2
L4q+2
+ ‖u‖6q+2
L6q+2
+ 〈|∇u|2, |u|4q〉.
≥ 1
2
‖u‖2
Hβ
+
(
‖u‖21+ ‖u‖2q+2L2q+2
)
e
ρ(‖u‖
Hβ−)+ 〈|∇u|2, |u|4q〉+ 1
2
‖u‖6q+2
L6q+2
− 1.
We remark that
‖u‖2
L2
≤M (u) ≤ ‖u‖2
Hβ− e
ρ(‖u‖
Hβ− ),
and
‖u‖2
Hβ
≤ E (u).(4.3)
Remark 4.1. The role of the term |u|4qu in the damping allowed to manage the ‘interaction’ between (−∆)β−1
and the nonlinearity, as in the term 〈(−∆)β−1u, |u|2qu〉. On the other hand the term eρ(‖u‖β−) allows to make
use of a Bourgain globalization argument and provides a control on the resulting solutions (see Section 5).
Below we present a probabilistic global wellposedness result for (4.2).
Proposition 4.1. For every F0-measurable random variable u0 in EN , we have
(1) for P-almost all ω ∈ Ω, (4.2) with initial condition u(0) = ΠNuω0 has a unique global solution
uNα (t;u
ω
0 );
(2) if uω0,n → uω0 then uNα (·;uω0,n)→ uNα (·;uω0 ) in CtL2;
(3) the solution uNα is adapted to (Ft).
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Proof of Proposition 4.1. The proof is rather classical. We can follow for instance [51]. It consists in splitting
the equation (4.2) into the following two complementary problems:{
dz= [i∆−α(−∆)β−1]zdt+√α dWN ,
z(0) = 0;
(4.4)
and {
∂tv= i(∆v−|v+ z|2q(v+ z))−α
[
(−∆)β−1v+ |v+ z|4q(v+ z)+ eρ(‖v+z‖Hβ−)(v+ z)
]
,
v(0) = u0.
(4.5)
The problem (4.4) is solved by the stochastic convolution
z(t) =
√
α
∫ t
0
ei(t−s)∆−α(−∆)
β−1
dWN(s).
Using the Doob’s maximal inequality (see TheoremA.4) and the Ito formula, we see that z satisfies the estimate
E
(
sup
t∈[0,T ]
‖z(t)‖L2
)m
. Cmα for any T > 0,(4.6)
for any m> 1.
The equation (4.5) can be solved locally almost surely by a fixed point argument, clearly the vector involved
in the equation is smooth. In order to show that the local solution v is global almost surely we follow the
following argument:
Let us compute the derivative of
‖v‖2
L2
2 and use the equation (4.5), we obtain
d
dt
[
‖v‖2
L2
2
]
≤−i〈z, |v+ z|2q(v+ z)〉−α
(
‖v‖2
Hβ−1 + ‖v+ z‖
4q+2
L4q+2
+ ‖v‖2
L2
e
ρ(‖v+z‖
Hβ−)
)
+α
[
〈|v+ z|4q(v+ z),z〉+ 〈v,z〉eρ(‖v+z‖Hβ−)
]
≤ ‖z‖
2
L2
2α
+
α‖v+ z‖4q+2
L4q+2
2
−α‖v‖2
L2
e
ρ(‖v+z‖
Hβ−)+
α
2
‖v+ z‖4q+2
L4q+2
+Cα‖z‖4q+2
L4q+2
−α‖v+ z‖4q+2
L4q+2
+α
[
‖v‖2
L2
2
+
‖z‖2
L2
2
]
e
ρ(‖v+z‖
Hβ−)
≤ ‖z‖
2
L2
2α
+Cα‖z‖4q+2
L4q+2
+
α
2
[‖z‖2
L2
−‖v‖2
L2
]
e
ρ(‖v+z‖
Hβ−).
Now we have that for P−almost all ω ∈ Ω for all T , there is a constantCα (ω ,T ) such that
sup
t∈[0,T ]
‖z(ω , t)‖L2 ≤Cα (ω ,T ).(4.7)
Now, for a fixed ω such that (4.7) holds, fix any T > 0. Let t ∈ [0,T ], we have the following two complementary
scenarios:
(1) either ‖v(ω , t)‖L2 ≤Cα (ω ,T ); in this case there is C0α (ω ,T ) such that
d
dt
[
‖v‖2
L2
2
]
≤C0α (ω ,T ),
(2) or ‖v(ω , t)‖L2 >Cα (ω ,T ). In this case
[‖z‖2
L2
−‖v‖2
L2
]
e
ρ(‖v+z‖
Hβ−) < 0 and
d
dt
[
‖v‖2
L2
2
]
≤ ‖z‖
2
L2
2α
≤C1α (ω ,T ).
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Therefore, takingC2α = max(C
0
α ,C
1
α ), we obtain
d
dt
[
‖v‖2
L2
2
]
≤C2α (ω ,T ) for any t ∈ [0,T ].
Overall
sup
t∈[0,T ]
‖v‖2
L2
≤ ‖u0‖2L2 +C3α (ω ,T ) for any T > 0.
This gives the globalization.
For the continuity with respect to the initial data, Let us set
F(u) = i(∆u−|u|p−1u)−α [(−∆)β−1+ |u|4q+ eρ(‖u‖Hβ−)]u.
Using the mean value theorem, we have
∂t(u− v) = (u− v)
∫ 1
0
F ′(ru+(1− r)v)dr.
Now, multiplying by u− v and integrating in x, we can use the Gronwall inequality to obtain
‖u(t)− v(t)‖L2 ≤ ‖u(0)− v(0)‖L2esupx∈Θ
∫ 1
0 |F ′(ru+(1−r)v)|dr.
Hence the desired property. 
4.2. The Markov semi-group. Let us introduce the transition probability Tt,α (v,Γ) = P(uNα (t;v) ∈ Γ), where
v ∈ L2, Γ ∈ Bor(L2), and define the Markov operators:
PNt,α f (v) =
∫
L2
f (u)TNt,α (v;du) : L
∞(L2;R)→ L∞(L2;R)
PN∗t,α λ (Γ) =
∫
L2
λ (du)TNt,α (u,Γ) : P(L
2)→P(L2).
From the continuity of the solution w.r.t. the initial data, we obtain the Feller property
PNt,αCb(L
2) ⊂Cb(L2).
Also, the following duality relation holds
〈PNt,α f ,λ 〉= 〈 f ,PN∗t,α λ 〉
where
〈 f ,λ 〉 :=
∫
L2
f (u)λ (du) where f ∈Cb(L2) and µ ∈ p(L2).
4.3. Stationary measures. Let us start with presenting classical results that are essential in the arguments of
the stationary measures existence.
Lemma 4.2 (Krylov-Bogoliubov argument). Let (Pt)t≥0 be a Feller semi-group (a Markov semi-group satisfy-
ing the Feller property) on Banach space X if there exists tn → ∞ and µ ∈P(X) such that 1tn
∫ tn
0 P
∗
t δ0 dt⇀ µ in
X, then P∗t µ = µ for all t ≥ 0. δ0 is the Dirac measure at 0.
Proof. Note Pr f ∈Cb
〈 f ,P∗r µ〉= 〈Pr f ,µ〉= lim
tn→∞
〈Pr f , 1
tn
∫ tn
0
P∗t δ0 dt〉= lim
tn→∞
〈 f ,P∗r
1
tn
∫ tn
0
P∗t δ0 dt〉
= lim
tn→∞
〈 f , 1
tn
∫ tn
0
P∗t+rδ0 dt〉= lim
tn→∞
〈 f , 1
tn
∫ tn+r
r
P∗t δ0 dt〉
= lim
tn→∞
〈 f , 1
tn
∫ tn
0
P∗t δ0 dt〉+ 〈 f ,
1
tn
∫ tn+r
tn
P∗t δ0 dt〉− 〈 f ,
1
tn
∫ r
0
P∗t δ0 dt〉
= 〈 f ,µ〉
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where limtn→∞〈 f , 1tn
∫ tn+r
tn
P∗t δ0 dt〉= 0 and limtn→∞〈 f , 1tn
∫ r
0 P
∗
t δ0 dt〉= 0, since
∫ tn+r
tn
P∗t δ0 dt and
∫ r
0 P
∗
t δ0 dt are
bounded. Therefore, P∗r µ = µ . 
Lemma 4.3. Set
νn =
1
tn
∫ tn
0
P∗t δ0 dt.
Assume that X is compactly embedded in X0 and∫
X
‖u‖rX νn(du)≤C
for some r > 0, where C does not depend on n. Then there exists µ ∈P(X) such that νn ⇀ µ weakly on X0.
Proof. Consider BR(X), by Markov inequality
νn(X \BR) = νn(‖u‖X > R) ≤
C
Rq
,
then (νn) is tight in X0. Now, the Prokhorov theorem (see Theorem A.2) implies the existence of µ in P(X0).
Now, let us show that µ(X) = 1. It suffices to show that∫
X0
‖u‖rX µ(du)≤C < ∞
since, with such property, we obtain
µ(BcR) ≤
∫
X0
‖u‖rX µ(du)
Rr
→ 0 as R→ ∞.
Now, let χR be a C
∞ function on [0,∞) such that χR = 1 on [0,R] and χR = 0 on [R+ 1,∞).∫
X0
‖u‖rX χR(‖u‖X0)νn(du)≤
∫
X0
‖u‖rX νn(du)≤C.
Since ‖u‖rX χR(‖u‖X0) is bounded continuous on X0, by Fatou’s lemma, we have∫
X0
‖u‖rX µ(du)≤C.
The proof is finished. 
Proposition 4.4. Let u0 be a F0− measurable, EN−valued random variable such that EM(u0) <+∞. Then
EM(u)+α
∫ t
0
EM (u)ds= EM(u0)+
α
2
AN0 t.(4.8)
Proof of Proposition 4.4. Let us recall the equation
du=
[
i(∆u−ΠN |u|2q u)−α
(
(−∆)β−1+ |u|4q+ eρ(‖u‖Hβ−)
)
u
]
dt+
√
α dWN .
Applying the Ito formula (see Theorem A.1), we write
dF = F ′(u,du)+
α
2
N
∑
n=1
|an|2F ′′(u;en,en)dt.
Taking F =M = 12 ‖u‖2L2 , we obtain
dM(u) = (u,−α [(−∆)β−1+ |u|4q+ eρ(‖u‖Hβ−)]u)dt+ α
2
N
∑
n=1
|an|2 dt+
√
α〈u,dWN〉.
That is,
M(u)+α
∫ t
0
(u, [(−∆)β−1+ |u|4q+ eρ(‖u‖Hβ−)]u)ds=M(u0)+ α
2
AN0 t+
∫ t
0
√
α〈u,dWN〉.
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Therefore,
EM(u)+α
∫ t
0
EM (u)ds= EM(u0)+
α
2
AN0 t.
Hence the claim. 
Corollary 4.5. Assume D(u0) = δ0 and set νt =
1
t
∫ t
0 P
N∗
s,α δ0 dt, then∫
L2
M (u)νt(dv)≤ 1
2
AN0 .
Proof of Corollary 4.5. Using (4.8) with u0 = 0, we have
E ‖u‖2L2 +α
∫ t
0
EM (u)ds=
α
2
AN0 t.
Let us write
1
t
∫ t
0
EM (u)ds=
1
t
∫ t
0
∫
L2
M (u)PN∗s,α δ0(dv)ds
=
∫
L2
M (u)
1
t
∫ t
0
PN∗s,α δ0 ds(dv) =
∫
L2
M (u)νt(dv).
Therefore, ∫
L2
M (u)νt(dv)≤ 1
2
AN0 .

As a direct consequence of Lemmas 4.2, 4.3 and Corollary 4.5, we arrive at the following statement:
Corollary 4.6. For any α ∈ (0,1) and N ∈N, (4.2) has an stationary measure µNα .
Now let us focus on statistical estimates on the stationary measures µNα .
Proposition 4.7. We have that ∫
L2
M (u)µNα (dv) =
AN0
2
.(4.9)
Proof of Proposition 4.7. It suffices to show that∫
L2
‖v‖2L2 µNα (dv)<+∞,
since then by estimate (4.8) and invariance, we obtain the identity. Now, we have by definition of ρ∫
L2
χR(v) ‖v‖2L2 νt(dv)≤
∫
L2
‖v‖2L2 eρ(‖v‖Hβ− )νt(dv) =
∫
L2
M (v)νt(dv) ≤ A
N
0
2
.
Go to the limit along subsequence tn → ∞,∫
L2
‖v‖2L2 χR(v)µNα (dv)≤
AN0
2
.
Take R→ ∞, using Fatou’s lemma ∫
L2
‖v‖2L2 µNα (dv)≤
AN0
2
<+∞.

Applying the Ito formula on the energy E(u), we can follow similar step as in the proof of (4.9) above to
obtain the following
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Proposition 4.8. We have that ∫
L2
E (u)µNα (du)≤C,(4.10)
where C is independent of (N,α).
Now, let χ be a smooth bump function having value 1 on [0,1] and 0 on [2,∞). Clearly the function χ and
its derivative are bounded, we can take a universal constant that bounds χ and its first two derivative. Set
χR(x) = χ(
x
R
). We then have the following:
|χ (m)R (x)| ≤CR−m.
Using these funtions, we establish a useful estimate on the ‘tail’ of the measures:
Proposition 4.9. For any R> 0, the following estimate holds∫
L2
M (u)(1− χR(‖u‖2L2))µNα (du)≤CR−1,(4.11)
where C is independent of (α ,N).
Proof of Proposition 4.9. Let FR(u) = ‖u‖2L2(1− χR)(‖u‖2L2). Applying Ito’s formula we see the following
dFR+ 2αM (u)(1− χR(‖u‖2L2)) =−2αM (u)χ ′R(‖u‖2L2)
+
α
2
(
(1− χR(‖u‖2L2))AN0 + 2χ ′R(‖u‖2L2)
N
∑
|m|=0
|am|2〈u,em〉2
)
+
α
2
‖u‖2
L2
[
AN0 χ
′
R(‖u‖2L2)+ χ ′′R(‖u‖2L2)
N
∑
|m|=0
|am|2〈u,em〉2
]
.
Let us make use of the invariance and (4.9), we obtain
EM (u)(1− χR(‖u‖2L2))≤ AN0 E(1− χR(‖u‖2L2))+
C(A0)
R
.
Now we use the Markov inequality and (4.9) to obtain∫
L2
(1− χR(‖u‖2L2))µNα ≤CR−1
whereC is independent of (α ,N). We arrive at∫
L2
M (u)(1− χR(‖u‖2L2))µNα ≤CR−1,
hence the claim. 
4.4. Inviscid limit. Here is of N− Galerkin projection of the equation (1.1)
∂tu= i(∆u−ΠN |u|2q u), u(0) = ΠNu0.(4.12)
If N <∞, we use the conservation of the mass to see that (4.12) is globally well-posed on L2. Uniqueness and
continuity follow, through usual methods. Since we are then in finite dimension the non-linearity is therefore
regular, we then obtain global well-posedness. This have been set, let us define the associated global flow by
φNt : EN → EN , u0 7→ φNt u0, where φNt (u0) =: u(t,u0) represents the solution to (4.12) starting at u0. Let us set
the corresponding Markov groups
PNt f (v) = f (φ
N
t (Π
Nv)); Cb(L
2)→Cb(L2),
PN∗t λ (Γ) = λ (φ
N
−t(Γ)); p(L
2)→ p(L2).
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From the estimate (4.9), we have the weak compactness of (µNαk) with respect to the topology ofH
β−ε , therefore
there exists a subsequence (µNαk) =: (µ
N
k ), converging to a measure µ
N on L2.
Proposition 4.10. For any N, as α → 0, there exists a subsequence {αk}→ 0 and µN ∈P(L2) such that
(1) µNk ⇀ µ
N on Hβ−
(2) µN is invariant for φNt
(3) We have the estimates ∫
L2
M (v)µN(dv) =
AN0
2
;(4.13) ∫
L2
M (u)(1− χR(‖u‖2L2))µN(du)≤CR−1;(4.14) ∫
L2
E (u)µN(du)≤C,(4.15)
where C is independent of N.
Proof of Proposition 4.10. (1) Estimates. The estimates (4.15) and (4.14) follow respectively from (4.10)
and (4.11) and the lower semicontinuity of E (u) and M (u). Now let us focus on the proof of (4.13),
it suffices toc show the middle equality: for χR a C
∞ function on R having the value 1 on [0,1] and the
value 0 on [2,∞), we write
AN0
2
−
∫
L2
(1− χR(‖u‖2L2))M (u)µNk (du)≤
∫
L2
χR(‖u‖2L2)M (u)µNk (du)≤
AN0
2
.
Using (4.11),
AN0
2
−C2R−1 ≤
∫
L2
χR(‖u‖2L2)M (u)µNk (du)≤
AN0
2
.
We pass to the limits k→ ∞, then R→ ∞, and we obtain the claim.
(2) Invariance. It suffices to show the invariance under φ tN , t > 0. Indeed For t < 0, we have, using the
invariance for positive times, that
µN(Γ) = µN(φNt Γ) = µ
N(φN2tφ
N
−tΓ) = µ
N(φN−tΓ),
as wished. Now the proof of the invariance for positive times is summarized in the following diagram.
PN∗t,k µ
N
k
(I)
(III)

µNk
(II)

PN∗t µN
(IV )
µN
The equality (I) represents the stationarity of µNk under P
N
t,k, (II) is the weak convergence of µ
N
k towards
µN . The equality (IV ) represents the (claimed) invariance of µN under φN , that follows once we prove the
convergence (III) in the weak topology of L2. To this end, let f : L2 → R be a Lipschitz function that is also
bounded by 1. We have
〈PN∗t,k µNk , f 〉− 〈PN∗t µN , f 〉= 〈µNk ,PNt,k f 〉− 〈µN ,PNt f 〉
= 〈µNk ,PNt,k f −PNt f 〉− 〈µN− µNk ,PNt f 〉
= A−B.
Since ΦNt is Feller, we have that B→ 0 as k→ ∞. Now, using the boundedness property of f , we have
|A| ≤
∫
BR(L2)
|PNt f (u)−PNt,k f (u)|µNk (du)+ 2µNk (L2\BR(L2)) =: A1+A2.
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Here C f is the Lipschitz constant of f and uk(t,Π
Nu) is the solution to (4.12) starting from ΠNu. Now from
(4.9), we have
A2 ≤ C
R2
.
For the term A1, set the set
Sr =
{
ω ∈ Ω| max
[
|√αk ∑
|m|≤N
am
∫ t
0
〈u,em〉dβm|,‖zk‖L2
]
≤ r√αkt
}
r > 0,
we have the following:
Lemma 4.11. For any R> 0, any r > 0,
sup
u0∈BR(L2)
E(‖φNt ΠNu0− uk(t,ΠNu0)‖L21Sr)→ 0, as k→ ∞.
Now let us use the Lispschitz and boundedness properties of f
A1 ≤C f
∫
BR
E‖φNt ΠNu0− uk(t,ΠNu0)‖L21SrµNk (du0)+ 2
∫
BR
E(1Scr )µ
N
k (du0) =: A1,1+A1,2.
It follows from the Lemma 4.11 that for any fixed R> 0 and any r > 0, limk→∞ A1,1 = 0.
Using the Itô isometry and (4.9), we have
E
∣∣∣∣∣√αk ∑|m|≤N am
∫ t
0
〈u,em〉dβm
∣∣∣∣∣
2
= αk ∑
|m|≤N
|am|2
∫ t
0
〈u,em〉2dt ≤ αkA0E‖u‖2L2t ≤Cαkt,
whereC does not depend on k. Also, from (4.6),
E‖zk‖2L2 ≤Cαkt,
whereC is independent of k. Therefore, using the Chebyshev inequality, we have
E(1Scr ) = P
{
ω | max
(∣∣∣∣∣√αk ∑|m|≤N am
∫ t
0
〈u,em〉dβm
∣∣∣∣∣ ,‖zk‖L2
)
≥ r√αkt
}
≤ Cαk
r2αk
=
C
r2
.
We pass to the limits k→ ∞, R→ ∞, r→ ∞ (respecting this order), we obtain (III), and hence (IV ). 
Proof of Lemma 4.11. Set wk = u− vk := φNt ΠNu0− vk(t,ΠNu0), where vk(t,ΠNu0) is the solution of (4.5),
with α = αk and that starts from Π
Nu0. We recall that uk = vk + zk, where zk solves the problem (4.4) with
α = αk. Now, thanks to (4.6), we have that E‖zk‖2L2 → 0 as k→ ∞. Therefore, it suffices to show that
sup
u0∈BR(L2)
E(‖wk‖L21Sr )→ 0, as k→ ∞,
to complete the proof of the Lemma 4.11.
Let us take the difference between the equations (4.12) and (4.5):
∂twk = i[∆wk−ΠN(wk fq(u,vk))]+ iΠN(gq(u,vk,zk)zk)
−αk
[
(−∆)β−1+ |vk+ zk|4q+ eρ(‖vk+zk‖Hβ− )
]
(vk+ zk),
where fq and gq are polynomials of degree 2q in the given variables. We observe that |vk + zk|2q(vk + zk)−
|u|2qu= |vk|2qvk−|u|2qu+ zkgq(vk,zk) = wk fq(u,vk)+ zkgq(vk,zk).
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Taking the inner product with wk, we see that
∂t‖wk‖2L2 ≤ 2‖wk‖2L2(1+λ 2N + ‖ fq(u,vk)‖L∞t,x)+ 2‖zk‖2L2‖gq(vk,zk)‖2L∞t,x
+αkC0(N)‖wk‖
[
(‖vk‖L2 + ‖zk‖L2)eρ(c(N)(‖vk+zk‖L2 ))+ ‖vk‖4q+1L2 + ‖zk‖
4q+1
L2
]
≤C1(N)‖wk‖2L2 (1+λ 2N+ ‖u‖
2q
L∞t L
2
x
+ ‖vk‖2qL∞t L2x )+C2(N)‖zk‖
2
L2
(
‖vk‖4qL∞t L2x + ‖zk‖
4q
L∞t L
2
x
)
+αkC3(N)
[
(‖vk‖2L2 + ‖zk‖2L2)e2ρ(c(N)(‖vk+zk‖L2 ))+ ‖vk‖
8q+2
L2
+ ‖zk‖8q+2L2
]
.
Using the Gronwall lemma and the fact that wk(0) = 0, we arrive at
‖wk(t)‖2L2 ≤C4(N)e
C1(N)
∫ t
0(1+λ
2
N+‖u‖2qL∞t L2x
+‖vk‖2q
L∞t L
2
x
)dτ
(∫ t
0
‖zk‖2L2dτ +αkt
)[
1+ e
2ρ(c(N)(‖vk‖L∞t L2x+‖zk‖L∞t L2x ))
](4.16)
and the estimate (4.6), we have that, up to a subsequence,
lim
k→∞
sup
t∈[0,T ]
‖wk‖L2 = 0, P− almost surely.
Now, writing the Itô formula for ‖uk‖2L2 , we have
‖uk‖2L2 + 2αk
∫ t
0
M (uk)dτ = ‖ΠNu0‖2L2 +αk
AN0
2
t+ 2
√
αk ∑
|m|≤N
am
∫ t
0
〈uk,em〉dβm.
Therefore, recalling that αk ≤ 1, we have that, on the set Sr,
‖uk‖2L2 ≤ ‖ΠNu0‖2L2 +C(r,N)t,
whereC(r,N) does not depend on k. Hence we see that, on Sr,
‖wk‖L2 ≤ ‖vk‖L2 + ‖zk‖L2 ≤ ‖uk‖L2 + 2‖zk‖L2 ≤ ‖u0‖L2 + 3C(r,N)t.
In particular, we have the following two estimates:
sup
u0∈BR
‖wk‖L∞t L2x 1Sr ≤ R+ 3C(r,N)T ,(4.17)
and
sup
k≥1
sup
u0∈BR
‖wk‖L∞t L2x 1Sr ≤ R+ 3C(r,N)T .(4.18)
Hence coming back to (4.16) and using the (deterministic) conservation ‖u(t)‖L2 = ‖PNu0‖L2 and the estimate
(4.17), we obtain
sup
u0∈BR
‖wk‖2L∞t L2x1Sr ≤ A(R,N,r,T )‖zk‖L1t L2x .
Therefore, using again the bound (4.6), we obtain the almost sure convergence ‖zk‖L2 → 0 (as k→ ∞, up to a
subsequence), we obtain then the almost sure convergence
lim
k→∞
sup
u0∈BR
‖wk‖2L∞t L2x 1Sr = 0.
Now, taking into account the bound (4.18), we can then use the Lebesgue dominated convergence theorem to
obtain
E sup
u0∈BR
‖wk‖L∞t L2x 1Sr → 0, as k→ ∞.
Now, for u0 ∈ BR, we have
‖wk(t,ΠNu0)‖L21Sr ≤ sup
u0∈BR
‖wk(t,ΠNu0)‖L21Sr ,
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then
E‖wk(t,ΠNu0)‖L21Sr ≤ E sup
u0∈BR
‖wk(t,ΠNu0)‖L21Sr ,
and finally,
sup
u0∈BR
E‖wk(t,ΠNu0)‖L21Sr ≤ E sup
u0∈BR
‖wk(t,ΠNu0)‖L21Sr .
The proof is finished. 
5. ALMOST SURE GWP: ALL ALGEBRAIC POWER IN SUBCRITICAL REGULARITY
Let ξ : R+ → R+ be a one-to-one increasing concave function, let ξ−1 be its inverse. We take ρ = 3ξ−1.
We claim that for some constantC(ξ )> 0 not depending on N, the following bound holds:∫
L2
e
3ξ−1(‖v‖
Hβ− )µN(dv) ≤C(ξ ).(5.1)
Indeed, using (4.3) and (4.15), we have∫
L2
e
3ξ−1(‖v‖
Hβ− )µN(dv)≤
∫
‖v‖
Hβ−≤1
e
3ξ−1(‖v‖
Hβ− )µN(dv)+
∫
‖v‖
Hβ−≥1
e
3ξ−1(‖v‖
Hβ− )‖v‖2
Hβ−µ
N(dv)
≤ e3ξ−1(1)+
∫
L2
E (v)µN(dv) ≤C1(ξ )+C=:C(ξ ),
whereC is the constant in (4.15).
5.1. The GWP result. This subsection is devoted to the proof of the content of Theorem 1.1. In the previous
section we obtain invariant measures and strong bounds for the dynamics (4.12). This is going to be combined
with the local well-posedness result obtained in Theorem 3.1 and a globalization argument of Bourgain type
(see the seminal work [5]). Our construction here has some important differences coming from the fact that our
measures and not of Gibbs type, see also [51] and [42].
In this subsection, q≥ 1 is an integer so that Theorem 3.1 holds.
Proposition 5.1. Let sc < s≤ β−, N ≥ 1 an integer, i≥ 1 integer, there exists a set ΣNs,i such that
(1) µN(EN \ΣNs,i) ≤Ce−2i for some universal constants C > 0 and δ0 > 0;
(2) For any u0 ∈ ΣNs,i ∥∥φNt u0∥∥Hs ≤ 2ξ (1+ i+ ln(1+ |t|))(5.2)
for all t ∈ R.
Proof of Proposition 5.1. We can consider t ≥ 0 without loss of generality. Set
BNs,i, j := {u ∈ EN
∣∣ ‖u‖Hs ≤ ξ (i+ j)}
Note that
φNt B
N
s,i, j ⊂ {u ∈ EN
∣∣ ‖u‖Hs ≤ 2ξ (i+ j)}
for |t| ≤ TR, where TR is the local time of existence on BNs,i, j (see Theorem 3.1). Recall that TR & R−2qβ =
[ξ (i+ j)]−2qβ .
Set
Σ
N
s,i, j := ∩
[
e j
TR
]
k=0 φ
N
−kTR (B
N
s,i, j).
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We obtain, using permutation between inverse mapping and complementary operation,
µN(EN \ΣNs,i, j) = µN(∪
[
e j
TR
]
k=0 φ
N
−kTR (EN \BNs,i, j)) ≤
[
e j
TR
]
∑
k=0
µ(φN−kTR(EN \BNs,i, j).
We use the invariance of µN under φNt and the estimate (5.1), we obtain
µN(EN \ΣNs,i, j) ≤
([
e j
TR
]
+ 1
)
µN(EN \BNs,i, j) ≤C
[
e j
TR
]
µN (‖u‖Hs ≥ ξ (i+ j))
≤ 2
[
e j
TR
]
e−3ξ
−1(ξ (i+ j))C(ξ )≤ 2C(ξ )e j(i+ j)−2qβe−3(i+ j)
. e−2ie− j.
Let us define
Σ
N
s,i = ∩ j≥1ΣNs,i, j ,
then we obtain
µN(EN \ΣNs,i) ≤C ∑
j≥0
e−2ie− j ≤Ce−2i.
Now, since u0 ∈ ΣNs,i, j , then we get∥∥φNt u0∥∥Hs ≤ 2ξ (i+ j) for all |t| ≤ e j.(5.3)
Indeed we write t = kTR+ τ where k is an integer in [0,
e j
TR
] and τ ∈ [0,TR]. We have
φNt u0 = φ
N
τ+kTR
u0 = φ
N
τ (φ
N
kTR
u0)
But since u0 ∈ φN−kTR(BNs,i, j), then u0 = φN−kTRw, for some w ∈ BNs,i, j, then φNt u0 = φNτ w and we obtain the claim
by invoking the local existence time bound (Theorem 3.1).
Now, remark that for any t > 0, there exists j such that
e j−1 ≤ 1+ t ≤ e j,
hence
j ≤ 1+ ln(1+ t),
and using (5.3), we arrive at ∥∥φNt u0∥∥Hs ≤ 2ξ (1+ i+ ln(1+ t)).
This finishes the proof. 
Now, for any s< 1, we introduce the sets
Σs,i :=
{
u ∈ Hs
∣∣ ∃(uNk),uNk → u, where uNk ∈ ΣNks,i} ,
we define the following conditional measures
µNs,i(Γ) = µ
N(Γ
∣∣ΣNs,i) = µN(Γ∩ΣNs,i)µN(ΣNs,i) .
Proposition 5.2. We have the following
(1) As N → ∞, there exists Nk → ∞ and µ ∈ p(Hs), such that µNk ⇀ µ on Hs;
(2) For any i,s, as N → ∞, there exists Nk → ∞ and µs,i ∈ H, such that µNks,i ⇀ µs,i on Hs.
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(3) We have the estimates ∫
L2
M (v)µN(dv) =
A0
2
;(5.4) ∫
L2
E (u)µ(du)≤C.(5.5)
Proof of Proposition 5.2. First, from (4.15) we derive∫
L2
‖u‖2
Hβ
µN(dv)≤C.
Since the constantC does not depend on N, we have Prokhorov theorem that (µN)N≥1 is tight on Hβ−.
Therefore, there exists µ such that µNk ⇀ µ on Hβ− for some subsequence Nk → ∞.
On the other hand
µNs,i(dv)≤
µ(dv)
µN(ΣNs,i)
≤ 1
1−Ce−2i µ
N(dv).
Hence ∫
L2
‖u‖2
Hβ
µNs,i(dv)≤
1
1−Ce−2i
∫
L2
‖u‖2
Hβ
µN(dv) ≤ A0
2(1−Ce−2i) .
The estimates (5.4) and (5.5) follow from (4.13) and (4.15) by employing the same argument as in the proof of
(4.13) and (4.15). 
Set
Σs := ∪i≥1Σs,i.
We see that
Proposition 5.3. For any sc < s≤ β−, we have that
(1) µ(Σs,i) ≥ 1−Ce−2i;
(2) µ(Σs) = 1.
Proof of Proposition 5.3. For the first point, let us observe that
Σ
N
s,i ⊂ Σs,i
because for any u ∈ ΣNs,i the constant sequence uN = u converges to u and u ∈ Σs,i.
By Portmanteau theorem (see Theorem A.1)
µ(Σs,i) ≥ lim
Nk→∞
µNk (Σs,i) ≥ lim
Nk→∞
µNk (ΣNks,i ) ≥ lim
Nk→∞
µNk(ΣNks,i ) ≥ lim
Nk→∞
(1−Ce−2i) = 1−Ce−2i.
Next, for the second statement, we first claim that (Σs,i)i≥1 is non-decreasing.
Indeed, let us remark that (ΣNs,i, j) j≥1 is non-decreasing because Σ
N
s,i, j = ∪
[
e j
TR
]
k=0 φ
N
−kTR(B
N
s,i, j) and (Σ
N
s,i, j) j≥1 is
non-decreasing for any fixed i. Now the following implications gives the claim:
(ΣNs,i)i≥1 is non-decreasing =⇒ (Σs,i)i≥1 is non-decreasing
=⇒ (Σs,i)i≥1 is non-decreasing.
In particular,
µ(∪i≥1Σs,i) = lim
i→∞
µ(Σs,i).
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Therefore
µ(∪i≥1Σs,i) = lim
i→∞
µ(Σs,i) ≥ lim
i→∞
(1−Ce−2i) = 1.
Since µ is a probability measure, we obtain
1≥ µ(Σs) ≥ 1.
Which finishes the proof. 
Proposition 5.4. For any sc < s ≤ β−, for every u0 ∈ Σs ∩ supp(µ) then the solution φtu0 of NLS given in
Theorem 3.1 is global and we have for t ∈R
‖φtu0‖Hs ≤ 2ξ (1+ i+ ln(1+ |t|))(5.6)
for some i depending on ‖u0‖Hs .
Proof of Proposition 5.4. For u0 ∈ Σs∩ supp(µ)6 we have
(1) u0 ∈ Hβ since supp(µ)⊂ Hβ ;
(2) there exists i≥ 1 such that u0 ∈ Σs,i.
First, assume u0 ∈ Σs,i. By construction, there exists Nk → ∞ such that
u0 = lim
Nk→∞
uNk , uNk ∈ ΣNks,i .
For these uNk we have by (5.2) that∥∥φNt uNk∥∥Hs ≤ 2ξ (1+ i+ ln(1+ |t|)), ∀t.
Then at t = 0 ∥∥uNk∥∥
Hs
≤ 2ξ (1+ i).
Passing to the limit Nk → ∞, we obtain
‖u0‖Hs ≤ 2ξ (1+ i).
Now let T > 0, b = 2ξ (1+ i+ ln(1+ |T |)) and R = b+ 1, then uNk ,u0 ∈ BR(Hs). Let TR be the local time of
existence of BR. φtu0 and φ
Nk
t u
Nk
0 exist for |t| ≤ TR. As a consequence of Proposition 3.14, for sc < s≤ β−, we
have as k→ ∞ ∥∥∥φtu0−φNkt uNk0 ∥∥∥
L∞t H
s
→ 0.
Next, let us write
‖φtu0‖Hs =
∥∥∥φtu0−φNkt uNk +φNkt uNk∥∥∥
Hs
≤
∥∥∥φtu0−φNkt uNk∥∥∥
Hs
+
∥∥∥φNkt uNk∥∥∥
Hs
≤ o(1)+ b.
Passing to the limit Nk → ∞ we obtain
‖φtu0‖Hs ≤ b≤ R,
since φt stays in BR after time TR. We can then iterate on intervals [nTR, (n+ 1)TR] until ‘consuming’ T . But T
is arbitrary, the we obtain global existence of φtu0.
In order to obtain the control (5.6), let us use the estimate (5.2):
∥∥∥φNkt uNk∥∥∥
Hs
≤ 2ξ (1+ i+ ln(1+ |t|)) for
any t.
Since φtu0 is well defined and φ
Nk
t u
Nk → φtu0 in Hs, we obtain (5.6) for any u0 ∈ Σs,i.
6Recall that µ(Σs) = 1.
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Now, let u0 ∈ ∂ Σs,i, there exists uk0 ∈ Σs,i, uk0 → u0 in Hs. We know that there is an R, such that u0, uk0 ∈
BR(Hs). Let TR to be the time existence for BR. We have already showed that for |t| ≤ TR∥∥∥φtuk0∥∥∥
Hs
≤ 2ξ (1+ i+ ln(1+ |t|)).
Passing to the limit k→ ∞, we arrive at
‖φtu0‖Hs ≤ 2ξ (1+ i+ ln(1+ |t|)).
Then we use an standard iteration to finish the proof. 
Remark 5.5. From the proof above, we have that for any i≥ 1, any u0 ∈ Σir, any t ∈R,
lim
N→∞
‖φ tu0−φ tNu0,N‖Hr = 0,(5.7)
where (u0,N) is a sequence in ΣNr,i that converges to u0 in H
r.
Now let us finish the construction of the statistical ensemble. Let l = (lk) be a sequence such that
1
2 < lk ր
β−, and set
Σ = ∩k≥0(Σlk ∩ supp(µ)).
5.2. Invariance.
Remark 5.6. We have that φt is global on Σ as a consequence of our analysis above.
Proposition 5.7. We have the following
µ(Σ) = 1,
φtΣ = Σ ∀t.
Lemma 5.8. Let sc < s≤ β−, for any s1 ∈ (sc,s) and any t, there exists i1, such that for any i, if u0 ∈ ΣNs,i, then
φNt u0 ∈ ΣNs1,i,i1 .
Proof of Lemma 5.8. Assume t ≥ 0. If u0 ∈ ΣNs,i, then for any j ≥ 1∥∥φNt1 u0∥∥Hs ≤ 2ξ (1+ i), ∀t1 ≤ e j.
Now, take i1(t) such that e j + t ≤ e j+i1 for any j.∥∥φNt1+tu0∥∥Hs ≤ 2ξ (i+ j+ i1), ∀t1+ t ≤ e j+i1 .
Now if t1 + t ≤ e j+i1 , then t1 ≤ e j+i1 − t. On the other hand, by definition of i1, e j + t ≤ e j+i1 , therefore
e j+i1− t ≥ e j. In particular, ∥∥φNt1+tu0∥∥Hs ≤ 2ξ (i+ j+ i1), ∀t1 ≤ e j.
For u0 ∈ ΣNs,i we use (5.2) to obtain∥∥φNt u0∥∥Hs ≤ 2ξ (1+ i+ ln(1+ |t|))
‖u0‖Hs ≤ 2ξ (1+ i).
In particular
‖u0‖L2 ≤ 2ξ (1+ i).
By the L2 conservation law, we obtain ∥∥φNt+t1u0∥∥L2 ≤ 2ξ (1+ i).
For s1 ∈ ( 12 ,s), there exists θ ∈ (0,1) such that
‖φt+t1u0‖Hs1 ≤ ‖φt+t1u0‖1−θL2 ‖φt+t1u0‖θHs ≤ 21−θ [ξ (1+ i)](1−θ )2θ [ξ (i+ j+ i1)]θ .
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Since ξ is increasing, let us take i1 is big enough and then obtain ‖φt+t1u0‖Hs1 ≤ ξ (i+ j+ i1) for all t1 ≤ e j.
Thus φt+t1u0 ∈ Bs,i+i1, j for all t1 ≤ e j, for all j ≥ 1. Therefore φtu0 ∈ ΣNs,i+i1 . Hence the claim. 
Proof of Proposition 5.7. Since any Σr is of full µ−measure and the intersection is countable, we obtain the
first statement.
To prove the second statement, let us take u0 ∈ Σ, then u0 belong to each Σr, r ∈ l.
First, consider u0 ∈ Σir . There is i≥ 1 such that u0 ∈ Σir , therefore u0 is the limit of a sequence (uN0 ) such that
uN0 ∈ ΣNi,r for every N. Now thanks to Lemma 5.8, there is i1 := i1(t) such that φNt (uN0 ) ∈ ΣNi+i1,r1 . Using the
convergence (5.7), we see that φ t(u0) ∈ Σi+i1,r1 . Now if u0 ∈ ∂ Σi,r , there is (uk0)k ⊂ Σi,r that converges to u0 in
Hr. Since we showed that φtΣi,r ⊂ Σi+i1,r1 and φt(·) is continuous, we see that φt(u0) = limk φt(uk0) ∈ Σi+i1,r1 .
We conclude that φtΣi,r ⊂ Σi+i1,r1 ⊂ Σr1 . It follows that φtΣ ⊂ Σ.
Now, let u be in Σ, since φt is well-defined on Σ we can set u0 = φ−tu , we then have u = φtu0 and hence
Σ ⊂ φtΣ. That finishes the proof. 
Theorem 5.9. The measure µ is invariant under φt .
Proof of Theorem 5.9. We claim that it also suffices to show the invariance only on a fixed interval [−τ ,τ ],
where τ > 0 can be as small as we want. Indeed for τ ≤ t ≤ 2τ , one has µ(φ−tS) = µ(φ−τ φt−τS) = µ(φt−τS) =
µ(S) (using that 0≤ t− τ ≤ τ), and for greater values of t we can iterate. A same argument works for negative
values of t.
Now, it was shown in Proposition 3.14, we have that
φtu0 = lim
k→∞
φ
Nk
t u
Nk
0 in H
β−.
Looking at u0 and u
Nk
0 as random variables in H
β−, the convergence above is then of course an almost sure one.
Therefore limk→∞ L (φ
Nk
t u
Nk
0 ) = L (φtu0), L (X) stands for the law of X . Now, since µ
Nk = L (φNkt u
Nk
0 ) and
µNk ⇀ µ , we obtain that µ = L (φtu0). Since t is arbitrary, we obtain the invariance. 
6. ALMOST SURE GWP: ALL SUPERCRITICAL NONLINEARITY IN CRITICAL AND SUPERCRITICAL
REGULARITIES
In this section we consider all supercritical powers of the nonlinearity (without assuming that q is integer) and
consider the data in critical and supercritical ranges of regularity. Notice that no deterministic GWP is known
in the context of this range of powers even for smooth data. Recall the critical power for (1.1) is sc =
3
2 − 1q in
(1.3). Let us also recall that se := 3
(
1
2 − 12q+2
)
in (1.5) is the ‘critical Sobolev space’ embedded into L2q+2.
Here is our result:
Theorem 6.1. For any q> 2, any β ∈ (se,sc], there is a process uω(t) belonging to the space
C(R,Hβ )∩Lrloc(R,L∞) ∀r ∈ (1,∞),
solving the NLS equation (1.1). The distribution µ of u is invariant in time. Moreover the equation is globally
wellposed on the support of µ .
Furthermore the mass M(u) and the energy E(u) are conserved by the constructed flow.
The rest of this section is dedicated to the proof of Theorem 6.1, which is based on compactness argument
(see e.g. [40, 41]).
We first take in (4.2) a dissipation of the form
[(−∆)β−1+ |u|4q+ e‖u‖Hβ−+‖u‖L∞ ]u
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where β ∈ (se,sc]. We still denote by M (u) and E (u) the dissipation rates of the mass and the energy under
(4.2) subject to this specific dissipation model. We can do similar computations and obtain a sequence of
invariant measures (µN)N associated to (4.12) and satisfying∫
L2
M (u)µN(du) =
AN0
2
,(6.1) ∫
L2
E (u)µN(du)≤C.(6.2)
As a consequence of these estimates we have the following controls (as in (5.1))∫
L2
e
‖u‖
Hβ−+‖u‖L∞ µN(du)≤C,(6.3)
whereC is independent of N. Also, recall that (see (4.3))
‖u‖2
Hβ
≤ E (u).
For an arbitrary positive integer k, set the spaces
Xk = L
2([0,k],Hβ )∩ (H1([0,k],Hβ−2)+H1([0,k],L2)) = X1k +X2k ;
Yk = L
2([0,k],Hβ−)∩C([0,k],H(β−2)−).
By classical Sobolev embedding we see that H1([0,k],Hβ−2) ⊂C 12 ([0,k],Hβ−2) continuously, hence X1k ⊂
C
1
2 ([0,k],Hβ−2) continuously. We see also that X2k ⊂ C
1
2 ([0,k],L2) continuously. Overall we have that X1k
and X2k are compactly embedded in C([0,k],H
(β−2)−). Now since X1k and X
2
k are compactly embedded in
L2([0,k],Hβ−), we obtain that Xk is compactly embedded in Yk.
Denote by νNk the distributions of the processes (u
N(t))t∈[0,k), and these are seen as random variables valued
inC([0,k],H(β−2)−). We see, using the invariance, the relation between µN and νNk :
µN = νNk |t=t0
for any t0 ∈ [0,k].(6.4)
Proposition 6.2. We have that ∫
Xk
‖u‖2XkνNk (du) ≤C,
where C does not depend on N.
As a consequence of Proposition 6.2, we have, thanks to the Prokhorov’s theorem, that there is a subsequence
of (νNk ) that we denote again by (ν
N
k ) converging to a mesure νk ∈ p(Xk) .
Proof of Proposition 6.2. From (6.2), we derive that
E‖uN‖2
L2([0,k],Hβ )
= E
∫ k
0
‖uN(t)‖2
H1
dt ≤Ck.
Now let us write the equation in the integral formulation:
uNk (t) = u
N
k (0)+ i
∫ t
0
∆uNk (s)ds− i
∫ t
0
|uNk (s)|2quNk (s)ds.(6.5)
We remark the following simple inequalities
E‖
∫ t
0
∆uNds‖2
H1([0,k],Hβ−2) ≤ E
∫ k
0
‖uN‖2
Hβ
dt,
E‖
∫ t
0
|uN |2quNds‖2
H1([0,k],L2) ≤ E
∫ k
0
‖|uN |2quN‖2
L2
dt ≤CE
∫ k
0
‖u‖4q+2L∞ dt.
36 SY AND YU
We then invoke (6.2) to obtain
E‖uN‖2Xk ≤Ck.
We arrive at the claim. 
Now let us give the rest of the proof. Thanks to the Skorokhod representation theorem (see Theorem A.3),
there are random variables u˜Nk and u˜k, both defined on a same probability space that we can denote again by
(Ω,P), such that
(1) u˜Nk → u˜k weakly on Xk,
(2) u˜Nk and u˜k are distributed by ν
N
k and νk respectively.
Since u˜Nk are distributed as u
N
k in C([0,k],H
(β−2)−), we have that u˜Nk solves the equation (6.5) almost surely.
Passing to the limit N → ∞ in (6.5) and using a diagonal argument to obtain, we find a limiting process u ∈
C(R+,H(β−2)−) (that is embedded in L1(R+,H−
3
2−)) satisfying P−almost surely the equation
u(t) = u(0)+ i
∫ t
0
∆u(s)ds− i
∫ t
0
|u(s)|2qu(s)ds.(6.6)
The above convergence is viewed in L1(R+,H−
3
2−), where we justify the convergence |uNk |2quNk to |u|2qu by
combining the two following observations:
(1) uNk converges strongly (Skorokhod) to u in L
rHβ−ε with small enough ε > 0 for all r (this uses the
bound (6.3)), that is embedded in LrL2q+1 (since β > se);
(2) the multilinear map B : (v1, · · · ,v2q+1)→ Π2q+1i=1 vi : (L2q+1t,x )2q+1 → L1H−
3
2− is continuous. Indeed,
using L1 ⊂H− 32− and the Hölder inequality
‖B(v1, · · · ,v2q+1)‖
L1H
− 3
2
− ≤ ‖B(v1, · · · ,v2q+1)‖L1t,x ≤ Π
2q+1
i=1 ‖vi‖L2q+1t,x .
We obtain by usual arguments that the limiting process u satisfies the estimates (we use the same steps as in the
proof of (4.13)):
EM (u(t)) =
A0
2
;
EE (u(t))≤C.
Combining this with the time reversibility, u can be extended upon negative times. This results in that
u ∈ L2loc(R,Hβ )∩Lploc(R,Hβ−)∩Lrloc(R,L∞) ∀r, p ∈ (1,∞).
Now, writing the Duhamel formulation (that is weaker than the formulation (6.6)), we have
uω(t) = eit∆uω0 − i
∫ t
0
ei(t−s)∆|uω(s)|2quω(s)ds.
Therefore for ω , ω ′ ∈ Ω, that
‖uω(t)− uω ′(t)‖Hβ ≤ ‖uω0 − uω
′
0 ‖Hβ eC
∫ t
0 ‖uω‖2qL∞+‖uω
′‖2q
L∞ds.
Since u ∈ L2qt ([−T ,T ],L∞), ∀T > 0 P−almost surely, this gives continuity with respect to the data. And then
we obtain the claimed almost sure global well-posedness with respect to the constructed measure µ . A similar
argument shows that uω ∈C([−T ,T ],Hβ ) ∀T > 0, for almost all ω .
For the invariance of the law of u(t), let us denote by ν the distribution of the process u = (u(t))t∈R. For the
subsequence in the N-parameter that produced ν , we can extract a subsequence, using the Prokhorov theorem,
that produce a measure µ as a weak limit point of (µN). Passing to the limit along this subsequence in the
relation (6.4), we see that µ = ν|t=t0 for any t0 ∈ R. This establishes that µ is an invariant law for u.
Now for the conservation of M(u) and E(u), let us remark that from Prokhorov and Skorokhod theorems, the
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almost sure convergence of u˜Nk towards u holds in any H
s for s < β and also in L2q+2 because, by assumption
on β and Rellich-Kondrachov theorem Hβ is compactly embedded in L2q+2. Therefore for any t ∈R
lim
N→∞
E(u˜Nk (t)) = E(u(t)),
lim
N→∞
M(u˜Nk (t)) =M(u(t)).
Now we recall that E(u˜Nk (t)) and M(u˜
N
k (t)) are constant in time as conservation laws for finite-dimensional
projections of NLS.
APPENDIX A. SOME USEFUL STANDARD RESULTS
In this section (E ,‖.‖) is a Banach space,Cb(E) denotes the space of bounded continuous functions f : E →
R. We present some useful standard results from measure theory.
A.1. Convergence of random variables.
Definition A.1. Let (µn)n be a sequence of Borel probability measures and µ a Borel probability measure on
E. We say that (µn)n converges weakly to µ if for all f ∈Cb(E)
lim
n→∞
∫
E
f (x)µn(dx) =
∫
E
f (x)µ(dx).
We write µn⇀ µ .
Definition A.2. A family Λ of Borel probability measures on E is said to be tight if for all ε > 0 there is a
compact set Kε ⊂ E such that for all µ ∈ Λ
µ(Kε) ≥ 1− ε .
Theorem A.1 (Portmanteau theorem, see Theorem 11.1.1 in [28]). Let (µn)n be a sequence of probability
measures and µ a probability measure on E, the following are equivalent:
(1) µn⇀ µ ,
(2) for all open sets U, liminfn→∞ µn(U)≥ µ(U),
(3) for all closed sets F, limsupn→∞ µn(F) ≤ µ(F).
TheoremA.2 (Prokhorov theorem, see Theorem 2.3 in [24]). A set Λ of Borel probability measures is relatively
compact in E if and only if it is tight.
Theorem A.3 (Skorokhod representation theorem, see Theorem 2.4 in [24]). For any sequence (µn)n of Borel
probability measures on E converging weakly to µ , there is a probability space (Ω0,F 0,P0), and random
variables X , X1, · · · on (Ω0,F 0,P0) such that
(1) L (Xn) = µn and L (X) = µ ,
(2) limn→∞Xn = X, P0−almost surely.
Here L (Y ) stands for the law of the random variable Y .
A.2. Stochastic processes. Recall that if (Xt)t is an E−valued martingale, then since ‖.‖ is a convex function,
we have that (‖Xt‖)t is a submartingale (by Jensen inequality). Here is a version of the Doobmaximal inequality
(see Theorem 3.8 in [34]):
Theorem A.4 (Doob maximal inequality). We have that for p> 1.
E
(
sup
t∈[0,T ]
‖X(t)‖
)p
≤
(
p
p− 1
)p
E‖X(T)‖p.
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The following can be found in Chapters 3 and 4 in [46].
Definition A.3. An N-dimensional Ito process is a proces X = (Xt)t of the form
X(t) = X(0)+
∫ t
0
u(s)ds+
∫ t
0
v(s)dB(s)(A.1)
where B = (Bi)1≤i≤N is an N-dimension Brownian motion, u = (ui)1≤i≤N is an N-dimensional stochastic pro-
cess and v= (vi j)1≤i, j≤N is a N×N matrix that both are adapted with respect to (Bt)t and satisfy the following
P
(∫ t
0
|u(s)|+ |v(s)|2ds< ∞ ∀t > 0
)
= 1.
A short notation for (A.1) is given by
dX = udt+ vdB.
Theorem A.1 (N-dimensional Ito formula). Let X be a N-dimensional Ito process as in (A.1). Let f : RN →R
be a C2 function, then f (X) is a 1-dimensional Ito process and satisfy
d f (X) = ∇ f (X) ·dX+ 1
2 ∑i, j
∂ 2xix j f (X)dXidX j,
with the properties dBidB j = δi jdt, dtdBi = 0.
Using the properties above, we can remark that in the particular case where v is diagonal (as in this paper),
we have
∑
i, j
∂ 2xix j f (X)dXidX j = ∑
i
∂ 2xi f (X)v
2
i dt.
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