The estimation of the number of nucleotide substitutions between two nucleotide sequences is a central subject in the study of molecular evolution. The accurate quantification of such numbers as well as of their confidence intervals directly affects the reliability of many tests broadly applied in evolutionary genetics.
For protein-coding regions, it is interesting to estimate separately the number of nucleotide substitutions that do not provoke a change of amino acid and those that do, called synonymous and non-synonymous substitutions, respectively. The estimation of the number of synonymous (K s ) and non-synonymous (K a ) substitutions per site can be obtained by applying several methods. While the different approaches used to correct for multiple hits at a site tend to give equivalent values of divergence for very closely related sequences, the number of analyzed sites calculated by the different methods may give biased K s and K a estimates across the whole range of divergence levels.
Confidence intervals for divergence estimates are usually based on the expected variances due to sampling assuming a normal, symmetrical distribution (Kimura and Ohta, 1972; Kimura, 1980) . Two sources of variance however may make this assumption inaccurate: 1) the number of substitutions can be accepted to be Poisson distributed if we suppose constant substitution rate among sites, and 2) the random distribution along a sequence of the same number of substitutions can give different divergence estimates as a result of multiple hits at a site. The higher the divergence value and/or the smaller the number of sites under analysis, the more skewed to high values the expected distribution of divergence estimates.
K-Estimator is a Windows program written in Visual Basic 5.0 (Microsoft) and can run on any IBM compatible computer under Windows 95/98 or Windows NT. The program accepts several multiple-sequence formats of already aligned nucleotide sequences (ASCII files): Clustal W, PHYLIP, MSF(PileUp)/GCG, GDE, MEGA, NBRF/PIR and LWL(91) (with or without spaces between codons). There is no program limit to the maximum length or number of sequences to be compared. For both non-coding and coding region sequences, it is possible to analyze particular regions or to obtain results from a sliding window analysis. 
BIOINFORMATICS APPLICATIONS NOTE
For non-coding regions, the program can estimate the overall (K) number of nucleotide substitutions per site using several multiple-hits at a site correcting methods: Jukes and Cantor's 1-parameter (Jukes and Cantor, 1969 ), Kimura's 2-p (Kimura, 1980) , Tajima and Nei (Tajima and Nei, 1984) , and Tajima's 1-p, 2-p and 4-p (Tajima, 1993) .
When coding regions are under analysis, K-Estimator 4.5 applies the method described in Comeron (1995) to estimate K s and K a . This method, a modification of the method of Li (1993) and Pamilo and Bianchi (1993) (LPB), better quantifies the actual number of transitions and transversions and reduces stochastic errors (see Comeron, 1995 , for details and comparison to previous methods). Three genetic codes can be applied: Universal, Vertebrate mitochondrial, or Drosophila mitochondrial. Furthermore, three different options can be applied to restrict the codons that are under analysis: 1) Maximum one substitution per codon (analyzes only those codons with no or only one substitution), 2) No three differences per codon (removes from the analyses those homologous codons that differ in the three positions), and 3) Only AAs Substitution (estimates the K s analyzing only those homologous codons that code for different amino acid but do not differ at the three positions).
K-Estimator 4.5 obtains the Confidence Intervals (C.I.) of divergence estimates (K for non-coding regions, and K s and K a for coding regions) by Monte Carlo simulations (Comeron, 1995) . Computer simulations take into account the following parameters: 1) divergence value; K, or K s and K a , 2) number of nucleotides or codons, 3) the transition : transversion (α : β) substitution ratio, and 4) the G+C content for non-coding regions, and the amino acid composition and G+C content at the third position of codons for coding regions. When α : β is different than that expected under random nucleotide substitution, the substitution pattern is biased accordingly to maintain the original G+C percentage. For all simulations, the number of substitutions applied in each replicate follows a random Poisson-distributed number with a mean equal to the estimated number of substitutions (divergence value × number of analyzed sites). Substitutions are randomly distributed along the sequence. Since most multiple-hits correcting methods can give slightly biased divergence estimates under some conditions, Monte Carlo simulations using a number of substitutions based on these estimates could give inaccurate C.I. caused by a biased divergence average. To solve this putative problem, K-Estimator 4.5 first scans for the optimal number of substitutions that will give the closest divergence average to the analyzed divergence value under the queried conditions, and subsequently it runs the final set of replicates. Confidence intervals for K s and K a estimates are analyzed together and can only be obtained after estimating K s and K a with K-Estimator 4.5; the number of codons, the amino acid composition (average of the two compared sequences), the G+C content at the third position of codons, as well as the number of synonymous and non-synonymous substitutions, are fixed from the analyzed sequences.
Confidence intervals are obtained directly from the null distribution of the divergence estimates from each replicate. The program can also calculate the exact probability of obtaining any particular divergence value (K for non-coding regions, and K s , K a , and K a /K s for coding regions). Table 1 shows the K s estimates for a few interspecific comparisons of homologous coding sequences of mouse, rat, and human and their confidence intervals obtained by K-Estimator 4.5.
Results of both divergence and confidence intervals for divergence estimates analyses can be printed and/or saved as independent text files. Also, a file with a MEGA-compatible distance matrix format (lower-left matrix) can be obtained for any estimated divergence value.
