Abstract. Schmutz Schaller's conjecture regarding the lengths of the hexagonal versus the lengths of the square lattice is shown to be true. The proof makes use of results from (computational) prime number theory.
Introduction
In [17, p. 201 ] Schmutz Schaller, motivated by considerations from hyperbolic geometry, makes the conjecture that in dimensions 2 to 8 the best known lattice sphere packings have 'maximal lengths', that is, that their length spectrum dominates the length spectrum of every other lattice of the same dimension and covolume at every position, and goes on to write: "In dimension 2 the conjecture means in particular that the hexagonal lattice is 'better' than the square lattice. More precisely, let 0 < h 1 < h 2 < · · · be the positive integers, listed in ascending order, which can be written as h i = x 2 + 3y 2 for integers x and y. Let 0 < q 1 < q 2 < · · · be the positive integers, listed in ascending order, which can be written as q i = x 2 + y 2 for integers x and y. Then the conjecture is that q i ≤ h i for i = 1, 2, 3, . . . ." That he uses the words 'in particular' is a bit surprising since the conjecture for dimension 2 implies that if a plane lattice having the same covolume as the hexagonal lattice Σ fails to be isometric to Σ, then its length spectrum is dominated by that of Σ at every position, which is weaker than the conjecture between the quotation marks, which asserts that the length spectrum of Σ, thought of as the Eisenstein numbers, dominates that of the square lattice in its realization as Gaussian integers (note that the Eisenstein numbers have smaller covolume than the Gaussian integers).
The reader might also be surprised to see the norm form x 2 + 3y 2 appearing in the quotation, rather than x 2 + xy + y 2 . However, both represent the same integers. Notice that x 2 + 3y 2 is the norm form of the sublattice [1, 2ζ 3 ] of index 2 of Σ. The two other sublattices of index 2 are easily seen to be [2, ζ 3 ] and [−1 + ζ 3 , 1 + ζ 3 ]. As under multiplication by ζ 3 the sublattices are transformed into each other, they each have the same length spectrum. Since the union of the three sublattices is Σ, the length spectrum of every sublattice of index 2 must be the same as that of Σ itself.
For a more introductory account to Schmutz Schaller's work than [17] , see [18] . For some progress regarding Schmutz Schaller's general conjecture in dimension 2 see [8] (this case of the conjecture is also mentioned in [4] ). (In general the natural numbers n that are represented by a quadratic form X 2 + mY 2 are rather more difficult to describe, cf. the beautiful book of D. Cox [5] .) Lemma 1 implies that b 1 and b 3 are multiplicative functions.
Let B i (x) = n≤x b i (n) for i = 1 and i = 3. Schmutz Schaller's conjecture regarding the square versus the hexagonal lattice can be reformulated as follows in terms of B 1 and B 3 .
Conjecture 1.
We have B 1 (x) ≥ B 3 (x) for every x.
The first asymptotic result on B 1 (x) goes back to Landau [9] , who proved in 1908 that
(Here and in the sequel the letter p is used to indicate primes.) Landau's proof uses contour integration. It is not difficult to use his method to show, cf. [20] , that for every k ≥ 2 there exist constants C b1 (2), . . . , C b1 (k) such that
This result can also be established by methods not using complex analysis, cf. [14, p. 288] . At the beginning of 1913 a then unknown Hindu clerk by the name of Ramanujan wrote in his first letter to Hardy [2] that he could prove that
for some ε > 0. (For a reconstruction of Ramanujan's speculative argument see [1, pp. 60-66] .) Note the similarity of Ramanujan's claim with the prime number theorem. From (4) we infer that C b1 (2) = 1/2 by partial integration. Shanks [21] showed, however, that C b1 (2) = 1/2, thus disproving Ramanujan's claim. (Ramanujan gave the correct formula and numerical approximation for C b1 , though.) The constants C b1 and C b1 (2) are known as the Landau-Ramanujan constant and the second order Landau-Ramanujan constant, respectively. For more on the evaluation of these constants see Section 5. For more on mathematical constants in general, see, e.g., [7] . Ramanujan [3] stated several claims similar to (4) in his 'unpublished' manuscript on the partition and tau functions, see Section 6. All of them are disproved in [11] . It can be shown, however, that in each case Ramanujan's claims give the correct asymptotic main term.
where
We thus arrive at the following conclusion.
Proposition 1. Conjecture 1 is asymptotically true.
Table 1 (copied from [22] and verified by the second author) suggests that Conjecture 1 is true for small x as well. The literature thus provides us with good indications that Conjecture 1 is true. The purpose of this paper is to go beyond this and prove that Conjecture 1 is indeed true.
Theorem 1.
We have B 1 (x) ≥ B 3 (x) for every x. That is, Schmutz Schaller's conjecture that the hexagonal lattice is 'better' than the square lattice is true.
Landau's classical result (1) has been generalised in many directions; see [12] for a survey with over 50 references. Despite this rich history, nobody but the first of the present authors (in [10] ) seems to have been concerned with proving effective results in this area, which is precisely what is needed to establish Theorem 1.
Preliminaries
Let f be a multiplicative function from the natural numbers to R ≥0 . We define M f (x) = n≤x f (n), µ f (x) = n≤x f (n)/n and λ f (x) = n≤x f (n) log n. We denote the formal Dirichlet series
Notice that
If f is the characteristic function of a multiplicative subsemigroup of the natural integers with (1 <) q 1 < q 2 < · · · as generators, then it can be shown that Λ f (n) = log q i if n equals a positive power of a generator q i , and Λ f (n) = 0 otherwise. For f = b 1 we thus find, using Lemma 1,
0 o t h e r w i s e .
For f = b 3 we find
From property (6) of Λ f (n), we easily infer that
where ψ f (x) = n≤x Λ f (n). The functions Λ f and ψ f are analogues of, respectively, the von Mangoldt function and the Chebyshev ψ-function.
Some related conjectures
Unfortunately it seems that M f is not a very natural mathematical object, whereas µ f is (as is amply demonstrated by browsing through the literature). For this reason we consider two additional conjectures:
Note that exp(λ b1 (x)/2) is the product of all different lengths in the square lattice not exceeding √ x. Thus Conjecture 2 can be reformulated as stating that the product of the different distances not exceeding x occurring in the square lattice always exceeds the product of the different distances not exceeding x in the hexagonal lattice, provided that x ≥ 2 √ 2. Conjecture 1 clearly implies Conjecture 3. Furthermore we have:
Proof. We have, for x ≥ 2,
Denote the latter integral by I f (x). It is not difficult to show that I b1 (x) ≥ I b3 (x) for x ≤ 8. Conjecture 2 then implies that the latter inequality holds for every x. The truth of Conjecture 2 together with (8) then implies that B 1 (x) ≥ B 3 (x) for x ≥ 8. By direct computation we then infer that the latter inequality holds for every x.
Thus in order to establish Theorem 1, it suffices to establish Conjecture 2. From (7) and ψ bi (x) ∼ x/2 as x tends to infinity it follows that λ bi (x) ∼ µ bi (x)/2, as x tends to infinity. An effective form of this relationship, together with an effective estimate for µ bi (provided by Lemma 2), then allows us to prove the main result of this paper: Theorem 2. Conjectures 1, 2 and 3 are all true.
Complications arise due to the fact that
which is rather close to 1, and that ψ bi (y) is not so close to y/2 for various ranges of small y (the convolutional nature of (7) forces us to take the small y range into account).
The toolbox
The following result from [10] will play a crucial rôle. It is in essence an effective version of Theorem A of [25] . 
Then we have, for
In particular, if there exist constants C − and C + such that
Remark 1. From the proof of this lemma,
µ f (t)dt/t appears as a more easily estimated function than µ f (x). Interestingly, Landau [9] in his proof of (1) using contour integration, estimates
Let us put
Thus we can write (10) as
Let r, s and c 1 be given. At a few instances in the sequel we want to show that for every x ≥ x 2 , with x 2 some explicit constant, we have µ f (x/r) ≥ c 1 µ g (x/s), where g satisfies the conditions of Lemma 2 with constants τ , D − and D + . By Lemma 2 this leads us to consider inequalities of the form
where all variables and constants are real numbers with τ, r, s and c 2 positive,
We recall the following lemma from [10] : (13) is satisfied for some
We also need the following result about the difference between U (
The difference in the latter lemma multiplied by C bi appears if we try to bound µ bi (x/r) − µ bi (x/s) from above. Notice that the latter difference is not monotonically decreasing from any x onwards, although it can be bounded above by a function that is monotonically decreasing for all sufficiently large x.
Our proof of Lemma 4 uses the following lemma.
Lemma 5. Let y and δ be non-negative real numbers. Then the inequality
Proof. On replacing the inequality sign in (14) with the equality sign and squaring both sides, we obtain an equation of an algebraic curve. Using continuity and, e.g., Maple's function fsolve (for numerically determining roots of polynomial equations), the result can then be deduced.
Remark. For y = 0.0099944 and δ ≈ 5.4 inequality (14) is not satisfied. Indeed, if we square both sides of the inequality and take the difference, then, considered as a polynomial in y, the discriminant has 27δ 5 −198δ 4 +410δ 3 −936δ 2 +1299δ −730 as a factor, which has 5.44694735 · · · as its largest real root. Considered as a polynomial in δ, we find
as a factor of the discriminant, which has 0.00999445028 · · · as its next to largest real root.
We can now prove Lemma 4.
Proof of Lemma 4. Differentiating
yields, after some tedious calculations, that the derivative is non-positive provided that (14) is satisfied with
The result then follows on invoking Lemma 5.
Numerical evaluation of certain constants
For our proof of Theorem 1 we need to evaluate the constants C b1 , C b3 , B b1 and B b3 with enough numerical precision. The purpose of this section is to achieve this.
We first consider the evaluation of C b3 and C b1 (defined by (11)). We have, for
From this, (11), lim s→1+0 (s − 1)ζ(s) = 1 and the fact that Γ( 
by Dirichlet's celebrated class number formula (cf. equation (17) of [6, Chapter 6] ). We infer that L(1, χ −3 ) = π/ √ 27. Using that C b3 must be positive and ζ(2) = π 2 /6, we then infer that
p≡3(mod 4)
By recursion we then find from (2) and (16) the following formula: 
, and use it to compute C b3 = 0.63890940544534388225 · · ·, which is in agreement with the first seven (out of eight) decimals computed for C b3 by Shanks and Schmid [22] . On noting that, for Re(s) ≥ 1,
and using that
, where γ denotes Euler's constant, is the Taylor series for ζ(s) around s = 1, one infers that
Taking the logarithmic derivative of (15), one obtains
from which one easily infers that
which yields, on invoking (17),
Similarly we deduce that
Note that the argument above yielded
.
This can be alternatively deduced from Serre's [20] proof of (3), cf. [11] .
As to the numerical evaluation of, for example, the latter prime sum, we note that
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Then, applying (16) m times, we obtain
Similarly we have
Using these expressions, one computes B b1 = 0.163897318634581595856 · · ·, and similarly B b3 = 0.1535522449949958272447 · · ·. Now we can invoke [10, Theorem 4] to compute the constants C b1 (2) and C b3 (2). They are given by C f (2) = (1 + B f )/2 for f ∈ {b 1 , b 3 }. We thus find that
In [22] the authors write (in our notation) "B 3 (x) remains so closely proportional to B 1 (x) that it is not clear from this data whether C b3 (2) > C b1 (2) or C b1 (2) < C b3 (2) . It would be unlikely that they are exactly equal." We thus have resolved this matter.
The numerical data from Table 1 in conjunction with the values of C b1 , C b1 (2) and (3) suggest that C b1 (3) > 0 and C b1 (4) < 0. Similarly it seems plausible that C b3 (3) > 0 and C b3 (4) < 0.
Intermezzo: On a claim of Ramanujan
In the previous section we have seen that B b3 < log √ 3. This knowledge suffices to disprove a claim that was made in a celebrated, hitherto unpublished, manuscript of Ramanujan [3] on the partition and tau-functions.
Let τ denote Ramanujan's tau-function. Put T n = 0 if 3|τ (n) and T n = 1 otherwise. In Ramanujan's manuscript we read [3, p. 64]: "We can show by transcendental methods that
where r is any positive number and
2, 5, 11, . . . being primes of the form 3k − 1 and 7, 13, 19, . . . being primes of the form 3k + 1." This implies that for almost all n, τ (n) is divisible by 3.
Using that τ (n) ≡ nσ 1 (n)(mod 3), where σ 1 (n) denotes the sum of the positive divisors of n, it is easy to see that T n is multiplicative and that On comparing this series with that for ∞ n=1 Λ b3 (n)n −s , it is easily seen, on using the inequality B b3 < log √ 3, that
indeed, we have B T = −0.53 · · · . This shows that 
On the behaviour of n≤x
Put H i (x) = n≤x Λ bi (n)/n−log √ x, for i = 1 and i = 3. A good understanding of the behaviour of H i is needed in order to apply our key lemma, Lemma 2. Let us define, for i = 1 and i = 3, C + (b i ) = sup x≥1 H i (x) and C − (b i ) = inf x≥1 H i (x). As in [15] 
Theorem 4.
We have: 
Under RH(4) it follows from this that
, where 2 = v 1 < v 2 < · · · are the consecutive prime powers that can be written as a sum of two squares. Similarly under RH(3) we deduce that C + (b 3 ) = max wi≤1.083×10 10 H 3 (w i ), where 3 = w 1 < w 2 < · · · are the consecutive prime powers that can be represented by the form X 2 + 3Y 2 . On computing these maxima (for details see Section 9), the proof is then completed.
The reason that, even under GRH, it requires a lot of computation to determine C + (b 1 ) and C + (b 3 ) is that these values are so close to B b1 , respectively B b3 . A similar phenomenon occurs in [10] for some of the functions considered there (cf. Theorem 6).
Using Theorem 4 and Lemma 2 together with sufficiently accurate approximations for C b1 and C b3 , one infers that µ b1 (x) ≥ µ b3 (x) for x ≥ 27500. After some computation we then deduce that Conjecture 3 holds true.
Unfortunately, establishing Conjecture 2 requires quite a bit more work. In particular we need values for D − and D + in Lemma 2 that are closer together than those coming from Theorem 4. Without improvement of Theorem 3, the upper bounds in Theorem 4 cannot be improved. The lower bounds, however, are amenable to improvement.
Let ∆ f (x) denote the quantity sandwiched between D − µ f (x) and D + µ f (x) in (9) . Using the lower bound for H 3 (x) appearing in the proof of Theorem 4, we deduce that H 3 (x) ≥ 0 for x ≥ 25. We infer that 9 we can take D − = −0.0672 in Lemma 2. For any x satisfying the conditions of Lemma 2, we can proceed as above. If the first iteration yields an improved value of our initial D − (which we take to be − log √ 3), then it is not difficult to see that every further iteration yields a value of D − not less than the previous one (this is so since, for given r ≥ 1,
On the other hand, the value cannot be improved beyond zero, and hence the iteration process must converge. If the first iteration does not yield an improved value for D − (which is initially taken as − log √ 3), we putw i (x) = − log √ 3 for every i ≥ 0; otherwise we putw 0 (x) = − log √ 3 and definẽ Empirically it seems that after n iterations we can expect to have approached the limit value lim i→∞wi (x) with O(n) decimal precision. For b 1 we proceed similarly. After some computation using the lower bound for H 1 (x) given in Theorem 4, we find that H 1 (x) ≥ 0.065 for x ≥ 97. Hence
If the first iteration does not yield an improved value for D − (which is initially taken as − log √ 2), we putṽ i (x) = − log √ 2 for every i ≥ 0; otherwise we put v 0 (x) = − log √ 2 and definẽ This lemma, although amenable to further improvement, is sufficiently sharp for our purposes.
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The proof of Theorem 2
Before proving Theorem 2, we will need two more lemmas (which are illustrated in Figure 2) . From prime number theory we recall that
Lemma 7.
Lemma 8. For y ≥ 2 we have ψ b3 (y) ≤ S b3 (y).
Proof. The points where ψ b3 and S b3 change value occur only at prime powers representable by X 2 + 3Y 2 , which we denoted by 3 = w 1 < w 2 < · · · . We now check that ψ b3 (w i ) ≤ S b3 (w i ) for every w i ≤ 3793. For w i ≥ 3793 the result follows by Lemma 7.
At last we are in position to prove Theorem 2. Proof of Theorem 2. As we have shown in Section 2, it suffices to establish Conjecture 2. To this end we have to prove that, for x ≥ 8,
Let us denote the 6 intervals in the definition of S b3 (y) by [r i , s i ) for i = 1, . . . , 6, and put α i = S b3 (r i )/r i − 0.5176 (note that α i > 0). From Lemma 8 we infer that
Put x 0 = 1.5 × 10 11 . Using a computer (see Section 9), Conjecture 2 can be established for x < x 0 . Hence, assume now that x ≥ x 0 . For notational convenience we shorten U (x/r,
where r is some fixed number. On applying Lemma 6, we deduce that
By Lemma 4 each of the six terms in the above sum is non-increasing for x ≥ x 0 , and thus the sum is bounded above by its value in x 0 , which in its turn is less than 0.0224U 3 (x 0 /3). One easily checks that
We thus obtain that λ b3 (x) ≤ 1.08C b3 U 3 (x/3). Using Lemma 6 and the lower bound for ψ b1 given in Lemma 7, we infer that
completing the proof.
Computations of results used in Theorems 2 and 5
In the proof of Theorem 2 we have used the fact that Conjecture 2 is true for x ≤ x 0 with x 0 = 1.5 × 10 11 . We established that result as follows. Checking Conjecture 2 requires the computation and comparison of the sums
and, consequently, the computation of the characteristic functions b 1 (n) and b 3 (n) for all positive integers n ≤ x 0 . Because of the size of x 0 , the range of x-values for which Conjecture 2 had to be checked was split up into subintervals of length 10 6 , large enough for efficiency, and small enough to avoid so-called cache misses during the computations. for all 3y
and for all the sums x 2 + 3y 2 =: n obtained in this way, b(n − A + 1) is set equal to 1. This corresponds to b 3 (n).
We have implemented these algorithms for b 1 (n) and b 3 (n) in Fortran and used them to compute λ bi (x) for i = 1, 3, and to verify Conjecture 2 for x = 8, 9, . . . , 1.5× 10 11 on one 250 MHZ processor of CWI's SGI Origin 2000 computing system. Computing time was 7.6 CPU hours. We also used our program to check the values of B 1 (x) = n≤x b 1 (n), given for x = 10 i , i = 1, . . . , 12, by Shiu in Table  1 (10 11 ) after checking and correcting his program [24] .
We have spot-checked our program for computing b 1 (n) and b 3 (n) on various intervals of length 10 6 with the help of Lemma 1. This requires the decomposition into primes of each n for which we wish to compute b 1 (n), which is extremely expensive, compared with composing all integers in a given long interval [A, B] as a sum of integer squares. However, we found agreement for all the checks we did, in particular for those in the neighbourhood of x = 10 12 . In Table 2 , we list, for i = 1, 3, the values we found of λ bi (x) and B i (x) for x = j×10 11 , j = 1, 1.5, 2, . . . , 10.
In the proof of Theorems 5a and 5b, we have used the fact that 
We established these results as follows. Let x = 6.15 × 10 8 . We first generated the primes ≤ √ x with the sieve of Eratosthenes, and stored the following pairs (n, Λ b1 (n)):
. . , log p x , for the primes p ≡ 1 mod 4 ≤ √ x, into an array, sorted increasingly according to the first element of the pairs. The set of numbers n in these pairs in fact contains as a subset all the prime powers v 1 , v 2 , · · · ≤ √ x which can be written as a sum of two squares. For these (n, Λ b1 (n))-pairs, we computed H 1 (n) and verified that
The remaining interval √ 6.15 × 10 8 + 1, x was split up in pieces of length 10 7 , and for each of these intervals, [A, B] , say, the primes p ≡ 1 mod 4 were generated with the sieve of Eratosthenes, together with log p. These pairs (p, log p) were mixed with the (n, Λ b1 (n))-pairs generated above for which n ∈ [A, B], and then it was verified that max vi∈[A,B] H 1 (v i ) < H 1 (461). This proved (22) . Computing time was 81 CPU seconds. Relation (23) was proved in a similar way at the cost of 1340 CPU seconds.
An alternative approach
In the previous sections we have made essential use of asymptotic information regarding the distribution of primes. Some of the results we used depend eventually on RH(3) and RH(4) to be true up to some finite height. It might come as a surprise then that it is possible to show that B 1 (x) ≥ B 3 (x) for x ≥ 10 9111 , without invoking any result from computational prime number theory (one only needs the ability to compute some successive primes. . . ).
Our In the proof of Lemma 9 we will make use of the following result. For a plot of the function g, see Figure 3 . Let n ≥ 3 be an odd integer. Notice that f (n − ) = f (n) − 1. Using (24) and (25), it is not difficult to deduce that (24) it can be shown that the functions f and g are almost periodic in the sense that they converge uniformly to the periodic functions 
Proof of Lemma 9
Let P 2 , P 3 denote the set of primes p that satisfy p ≡ 2(mod 3), respectively p ≡ 3(mod 4). Let (P 2 ), (P 3 ) denote the set of natural numbers that have no prime divisor p with p ≡ 2(mod 3), respectively p ≡ 3(mod 4). Let ψ 3 (x), ψ 4 (x) denote the number of integers 1 ≤ n ≤ x that have no prime divisor p with p ≡ 2(mod 3), respectively p ≡ 3(mod 4).
Proof of part a. Put c 2 = 2e
γ . We consider the expression 
By approximating both sides of this equation in terms of the function B 1 , we will arrive at an approximate functional equation, (34), for B 1 which on solving will yield an explicit lower bound for B 1 .
