Abstract. In this paper we give, for semi-simple groups without factors of type G 2 , a geometric construction of a braid group action on D b Coh( g) extending the action constructed by Bezrukavnikov, Mirković and Rumynin in the context of localization in positive characteristic. It follows that this action extends to characteristic zero, where it also has some nice representationtheoretic interpretations. The argument uses a presentation of the affine braid group analogous to the "Bernstein presentation" of the corresponding Hecke algebra (this presentation was suggested by Lusztig; it is worked out in the appendix, written jointly with Roman Bezrukavnikov).
Introduction 0.1. Let G be a connected, semi-simple, simply-connected algebraic group over an algebraically closed field k, and let g = Lie(G). In [BMR2] , Bezrukavnikov, Mirković and Rumynin have constructed an action of the extended affine braid group associated to G on the category D b Coh B
(1) χ ( g (1) ), when char(k) is greater than the Coxeter number h of G (here χ ∈ g * is nilpotent, and B χ is the corresponding Springer fiber). Their construction relies on deep results relating the modules over Ug (the enveloping algebra of g), D-modules on the flag variety of G, and coherent sheaves on g (1) . In this paper we show that, when G has no factor of type G 2 , this action can be defined geometrically, without any reference to representation theory. In particular, we obtain that the action can also be defined when char(k) ≤ h (except for char(k) = 2 in the non-simply-laced case), including characteristic 0. We also obtain that similar actions can be defined on various other categories, such as
For k = C, this action is related to Ginzburg's interpretation of the equivariant K-theory of the Steinberg variety, and to Springer representations of the finite Weyl group on the homology of Springer fibers. 0.2. More precisely, let G be a connected, semi-simple, simply-connected algebraic group over k, let T be a maximal torus of G, X the character group of T , R the root system of (G, T ), W its Weyl group, and Φ a basis of R. The extended affine Weyl group W aff := W X has a natural "length function" , although it is not a Coxeter group in general (see 1.1). The extended affine braid group B aff is by D b Coh( g), by convolution. Using the preceding presentation, to construct this action it is sufficient to define kernels associated to the generators T s α and θ x , and to verify relations (1) to (4) for these kernels. The kernel associated with T s α is O S α for some closed subvariety S α ⊂ g × g (see 1.4 for a precise definition), and the kernel associated with θ x is ∆ * O g (x) where ∆ : g → g × g is the diagonal embedding. Relations (2), (3) and (4) for these kernels are easy to prove.
The most difficult relations to prove are the "finite braid relations", i.e., relations (1). For this proof we have to assume that G has no factor of type G 2 , and to perform a case-by-case analysis, depending on whether α and β generate a root system of type A 1 × A 1 , A 2 or B 2 (see sections 2 and 3). Our proof involves the study of Demazure-like "resolutions" 3 Z (s 1 ,s 2 ,··· ,s n ) → S w . Here w is the element of W corresponding to the finite braid relation under consideration, S w is a vector fibration over the G-orbit closure X w ⊂ (G/B) × (G/B) associated with w, and Z (s 1 ,s 2 ,··· ,s n ) is a vector fibration over the Demazure resolution of X w associated with the reduced decomposition w = s 1 s 2 · · · s n .
Finally, we obtain (see Theorem 1.4.1) that if G has no factor of type G 2 , and char(k) = 2 if R is not simply-laced, there exists an action of B aff on D b Coh( g) such that:
(i) The action of θ x is given by the convolution with kernel ∆ * O g (x); (ii) The action of T s α is given by the convolution with kernel O S α .
We expect this result to hold also when G has a factor of type G 2 . We plan to come back to this question in a future publication, possibly following a less computational approach.
The proof of this result occupies sections 1.2 to 3. In the remaining three sections we study the compatibility of this action with the inclusion N → g, and with some representation-theoretic constructions.
First, in section 4 we show that one can similarly define an action of B aff on the category D b Coh( N ), such that the following diagram is commutative for any b ∈ B aff , where i : N → g denotes the natural embedding:
In section 5 we show that the action of B aff on D b Coh( g), or rather the similar action on D b Coh( g (1) ) (the supscript (1) denotes the Frobenius twist), extends the action on D b Coh B
(1) χ ( g (1) ) considered in [BMR2] . Hence, as a consequence of our results in section 4, the action by intertwining functors on D b Mod fg (λ,χ) (Ug) of [BMR2] factors through an action on D b Mod fg χ ((Ug) λ ) (see 5.1 for notations). Finally, in section 6 we explain the relation between our results for k = C and some classical constructions. In particular, the action on D b Coh( N ) gives a categorical framework for Ginzburg's isomorphism between the equivariant Ktheory of the Steinberg variety and the extended affine Hecke algebra H, and for Lusztig's construction of irreducible H-modules over C. Also, the action induced on the Grothendieck group of D b Coh B χ ( N ) gives Springer's representations of W on the homology of B χ . 0.3. To finish this introduction, let us say a few words on the importance of this braid group action. First, its importance was emphasized in Bezrukavnikov's talk at ICM 2006: This action "encodes" the exotic t-structure on D b Coh( g) and D b Coh( N ). In positive characteristic, this t-structure comes from the equivalence with representations of Ug. It also has an interesting interpretation in characteristic zero (see [B2] for details). In fact, our construction will be a step in the proof, by Bezrukavnikov and Mirković, of Lusztig's conjecture relating irreducible Ug-modules to elements of the canonical basis in the Borel-Moore homology of a Springer fiber ( [L3] , [L4] ). Similar actions also appear in Gukov and Witten's work on gauge theory and geometric Langlands program (see [GW] ), and in Bridgeland's study of stability conditions on triangulated categories (see [B2] for details on this point). Finally, we will use this construction in a forthcoming paper to study a certain Koszul duality for modular representations of g (see [R] ). For this application, which was our main motivation, we have to assume that the extended Dynkin diagram of each simple factor of G has at least two special points; this excludes factors of type E 8 , F 4 and G 2 . Hence, with this application in view, the case of type G 2 is not needed. 0.4. Notations. Let k be an algebraically closed field. Let R be a root system, W its Weyl group, and G the corresponding connected, semi-simple, simply-connected algebraic group over k. Let B be a Borel subgroup, T ⊂ B a maximal torus, U the unipotent radical of B, B + the Borel subgroup opposite to B, and U + its unipotent radical. Let g, b, t, n, b + , n + be their respective Lie algebras. Let R + ⊂ R be the roots in n + , and Φ the corresponding set of simple roots. If α is a root, we denote by U α ⊂ G the corresponding one-parameter subgroup. Let B := G/B be the flag variety of G, and N := T * B its cotangent bundle. Geometrically, we have N = {(X, gB) ∈ g * × B | X |g·b = 0}.
We also introduce the "extended" cotangent bundle g := {(X, gB) ∈ g * × B | X |g·n = 0}.
For each positive root α, we choose isomorphisms of algebraic groups u α : k
and such that these morphisms extend to a morphism of algebraic groups ψ α :
Then we define
This is an element of N G (T ) representing the reflection s α ∈ W . We also define
. Let sl(2, α) be the image of sl(2, k) under dψ α , i.e., the subalgebra with basis {e α , e −α , h α }. One has the following well-known formulae for the adjoint action of G on g, that can be checked in sl(2, k):
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1. Action of the braid group by convolution 1.1. A Bernstein-type presentation of the braid group. Let us introduce some notation concerning Weyl groups and braid groups. We denote by Y := ZR the root lattice of R, and by X its weight lattice. Let W aff := W Y be the affine Weyl group, and W aff := W X the extended affine Weyl group. We denote by t x ∈ W aff the translation corresponding to x ∈ X. Let S := {s α , α ∈ Φ} be the usual generators of W . Let also S aff ⊂ W aff be the usual set of generators of W aff ; that is, S aff contains S together with additional reflections corresponding to the highest coroot of each irreducible component of R. Then (W, S) and (W aff , S aff ) are Coxeter systems. We denote by their length function. 
In particular, we have the braid group B 0 associated with W , and the affine braid group B aff associated with W aff . The group W aff is not a Coxeter group, but we have defined a length function on it. Hence we can use the same recipe to define the extended affine braid group B aff . There are natural inclusions
There is a canonical section C : W aff → B aff (which sends W aff into B aff and W into B 0 ) of the canonical morphism B aff → W aff , defined by C(w) := T w (this is not a group morphism). From now on we will no long use the notation T w , except when w = s α ∈ S; moreover, in this case, we will simplify T s α in T α . We denote by n α,β the order of s α s β in W , for α, β ∈ Φ.
If λ and µ are dominant weights, (t λ t µ ) = (t λ ) + (t µ ); see (1.1.1). Hence
Let x ∈ X. We write x = x 1 − x 2 with x 1 and x 2 dominant weights. Then we set θ x := C(t x 1 )C(t x 2 ) −1 . This does not depend on the chosen decomposition, due to formula (1.1.2). In the Appendix, we prove: Theorem 1.1.3. B aff admits a presentation with generators {T α , α ∈ Φ}∪{θ x , x ∈ X} and relations:
This theorem is an analogue of the well-known result of J. Bernstein concerning the corresponding Hecke algebra. We call relations (1) "finite braid relations". [Bo, VI.2.11 ] for a sketch of a more elementary proof, following P. Deligne).
If X is a scheme and i : Z → X a closed subscheme, for simplicity we sometimes write O Z for i * O Z . We will also sometimes write simply (− ⊗ X −) for (− ⊗ O X −), and similarly for the derived tensor product.
Let X, Y be varieties. We denote by p X : X × Y → X and p Y : X × Y → Y the projections. We define the full subcategory 
X→Y is functorial. Now let X, Y and Z be varieties. We define the convolution product * :
by the formula
The following easy result is classical. It can be proved using flat base change ([H1, II.5.12] ) and the projection formula ([H1, II.5.6]).
In particular, if X = Y , the product * endows D b prop Coh(X × X) with the structure of a monoid, with identity ∆ * O X (where ∆ : X → X × X is the diagonal embedding). Moreover, F (−) X→X is a morphism of monoids from this monoid to the monoid of triangulated functors from D b Coh(X) to itself. Assume now that X and Y are non-singular varieties (so that every coherent sheaf has a finite resolution by locally free sheaves of finite type, see for instance [H2, ex. III.6 .9]), and let f : X → Y be a proper morphism. Let Γ f ⊂ X × Y be the graph of f (a closed subscheme), and let Γ f ⊂ Y × X be the image of Γ f under the "swap" morphism X × Y → Y × X. Then there exist natural isomorphisms of functors
Hence we have Lf
We also have Id ∼ = F ∆ * O X X→X . We denote by δX ⊂ X × Y × X the closed subscheme which is the image of X under x → (x, f (x), x). The following result follows from classical results in the theory of Fourier-Mukai transforms (see [Ca, 5.1] , [KT, 4.2] 
where the second morphism is induced by restriction, and the first one by the natural
We will also need the following lemma:
Proof. We denote by p i,j the natural projections from X × X × Y to X × X or X × Y , and by ∆ : X → X × X the diagonal embedding. Then we have
The result follows, since (
1.3. Action of a group on a category. By an action of a group A on a category C we mean a weak action, i.e., a group morphism from A to the isomorphism classes of auto-equivalences of the category C (see [BMR2] , [KT] ). We will not consider the problem of the compatibility of the isomorphisms of functors corresponding to products of elements of A. If C = D b Coh(X) for a variety X, to define such an action it is sufficient to construct a morphism of monoids from A to the monoid of isomorphism classes in D b prop Coh(X × X), endowed with the convolution product * . We will be interested in the case A = B aff and X = g or N . Using the presentation of B aff given in Theorem 1.1.3, to construct the action we only have to define the kernels corresponding to the generators T α and θ x , and to show that they satisfy relations (1) to (4) , and x, y ∈ X, we denote by Let us fix α ∈ Φ. We denote by P α the standard (i.e. containing B) parabolic subgroup of G of type {α} (see e.g. [Sp, 8.4] ), p α its Lie algebra, p u α the nilpotent radical of p α , and P α := G/P α the corresponding flag variety. We define
The projection π α : B → P α induces a morphism π α : g → g α .
Let us consider the scheme g × g α g. It is reduced, and it can be described as a variety induced from B to G. More precisely, define
We have a natural isomorphism
To study the variety R α , we introduce some coordinates. On g * we use the coordinates {e γ , γ ∈ R} ∪ {h β , β ∈ Φ}; see 0.4. Consider the open covering
is the set of (X, t) ∈ g * × k such that X vanishes on e γ for γ ∈ R − and on n α u α (t) · e −α = −e α − th α + t 2 e −α . These are affine varieties, with respective coordinate rings
In particular, R α has two irreducible components: one is
and the other one is S α , the closure of the complement of D α in R α . We have the geometric description
Hence g × g α g has two irreducible components: ∆ g := G × B D α , which is the diagonal embedding of g, and S α := G × B S α . Geometrically,
This second component is a vector bundle over B × P α B, of rank dim(g/n) − 1. Finally, let us define the closed subscheme S α of N × N by setting
We will see in section 4 that this intersection is a reduced scheme, hence a variety. S α is affine over B × P α B, and it is the induced variety of the subvariety S α of g * × (P α /B) defined by
The main result of this paper is the following: (i) The action of θ x is given by the convolution with kernel ∆ * (O g (x)) (resp. ∆ * (O N (x))) for x ∈ X, where ∆ is the diagonal embedding.
(ii) The action of T α is given by the convolution with kernel
Moreover, the action of
These actions correspond under the functor i * :
The proof of this result occupies most of the rest of the paper. It is clear that the kernels ∆ * (O g (x)) (respectively ∆ * (O N (x))) are invertible, and satisfy relation (2) of Theorem 1.1.3. In 1.5 we show that the kernels O S α for α ∈ Φ are also invertible, with inverse O S α (−ρ, ρ − α). Then, in 1.6 and sections 2 and 3 we show that these kernels satisfy relations (1), (3) and (4) of Theorem 1.1.3. This will prove the assertions concerning the action on D b Coh( g). In section 4 we explain how one can deduce the assertions concerning the action on D b Coh( N ).
1.5. Action of the inverse of the generators. In this paragraph we fix a simple root α ∈ Φ. The following lemma is very easy, but useful. This result also appears in [L3, 7.19] .
Let us remark in particular that if λ, α
We will use the following result several times: any finite collection of points of B is contained in a B-translate of U + B/B. This follows easily from the fact that
is not empty, as an intersection of dense open sets.
Proposition 1.5.2. There exist isomorphisms in
is concentrated in degree 0. As each of these varieties over B 3 is the induced variety (from B to G) of its restriction to (B/B)×B 2 , we only have to consider the situation over (B/B)×B 2 . By B-equivariance, we can even restrict to (B/B)
2 (see the remark above). Let us choose some coordinates on g 3 | (B/B)×(U + B/B) 2 . We have isomorphisms 
) which are copies of the elements of the basis of g defined in 0.4. The multiplication induces an isomorphism U
is the product of the U γ for γ ∈ R + − {α} (this is the unipotent radical of the parabolic subgroup opposite to P α ). Hence, u α and multiplication induce an isomorphism
the base of the j-th copy of g (j = 2, 3).
2 by the equations
(1) α = 0 (see 1.4). It is clear that these equations form a regular sequence in k[
α ) = 0. Now the union of these two sequences is again a regular sequence, and defines a reduced scheme. Hence the derived tensor product (1.5.3) is concentrated in degree 0, and equals the sheaf of functions on the subvariety
The following result will be proved later: 
Moreover, there exist exact sequences of sheaves
It follows that to compute the direct images (1.5.4) we only have to compute
α , and the sheaf on this fiber is O P 1 (−1). To conclude, we only have to show that
By local triviality we only have to consider the morphism
be the tautological line bundle on P(M ). Then the morphism q 1,3 identifies with the product of Id (M ) * and the canonical projection f : E → M . Hence we only have to show that
As M is affine we only have to consider the global sections; but the direct image of O E under the canonical projection to
. This completes the proof of Proposition 1.5.2, assuming Lemma 1.5.5.
Proof of Lemma 1.5.5. Consider the subvariety V α of g * × (P α /B) × (P α /B):
We have an isomorphism
Each of these open sets is isomorphic to k 2 , via u α . We use the coordinates t (1) and t (2) on (P α /B) 2 , and
)e α = 0 (see the preceding proof). This last equation can be replaced by
2 , and V 2 α , which has the following geometric description:
) and
Hence the multiplication by e α and the natural quotient induce an exact sequence of sheaves
Multiplication by h α induces a similar sequence on (
. Hence the preceding exact sequences glue to give an exact sequence of (non-B-equivariant) sheaves
where we have used the isomorphism P α /B ∼ = P 1 k . Now consider the B-equivariant structures. The second morphism in this sequence is obviously equivariant. We have
, and the first arrow of the exact sequence comes by definition from a B-equivariant
Hence we obtain the exact sequence of B-equivariant sheaves
Inducing from B to G, this gives the first exact sequence of the lemma. To prove the second one, we observe that we also have an exact sequence
Remark 1.5.6. In these two results, one can replace ρ by any λ ∈ X such that λ, α ∨ = 1. This follows either from the proofs, or from Lemma 1.5.1.
1.6. First relations. In this paragraph we show that the kernels of Theorem 1.4.1 for the action on D b Coh( g) satisfy relations (3) and (4) of the presentation of B aff given by Theorem 1.1.3.
Let us consider relation (3). Let α ∈ Φ and x ∈ X be such that x, α
by Lemma 1.5.1. Taking the inverse image to S α , we obtain the result. Now, consider relation (4). Let α ∈ Φ and x ∈ X be such that x, α ∨ = 1. We have to prove that 
be the associated Demazure resolution of the Schubert variety X w (as defined in [BK] ). Also let Z (s 1 , ··· ,s n ) be the induction from B to G of this resolution, which is a resolution of X w , and let Φ (s 1 , ··· ,s n ) : Z (s 1 , ··· ,s n ) → X w be the associated morphism. If s j is the reflection associated with the simple root α j ∈ Φ for any j = 1, . . . , n, and P j := G/P j for P j the standard parabolic subgroup of G of type {α j }, then we have an isomorphism Z (s 1 , ··· ,s n ) ∼ = B × P 1 B × P 2 · · · × P n B, and Φ (s 1 , ...,s n ) identifies with the restriction of the projection p 1,n+1 :
a subscheme of g n+1 . In the next two sections we prove the finite braid relations, first in the case when the simple roots α and β generate a root system of type A 2 , and then in the case when they generate a system of type B 2 . The much easier case of a root system of type A 1 × A 1 is left to the reader.
Finite braid relations for type A 2
Let α and β be simple roots generating a root system of type A 2 , i.e., such that
The following formulae for the adjoint action of G on g follow easily:
We also have [e α , e β ] = ce α+β . The corresponding formulae with α and β interchanged are obtained by replacing c by −c. Finally, note that
In this section we prove that
is invariant under the exchange of α and β (where p 1,4 : g 4 → g 2 is the natural projection). In fact, we calculate this complex of sheaves explicitly.
2.1. Derived tensor product.
Lemma 2.1.1. There exist isomorphisms Proof. We write the proof in the first case only, the second one being similar (replace c by −c). As in the proof of Proposition 1.5.2, we only have to study the situation over (B/B) × (U + B/B) 3 . Let us choose an order on R + such that the last three roots are α + β, β, α (in this order). Let P α , P β , P α,β be the standard parabolic subgroups of G associated to {α}, {β} and {α, β}. We denote by U
, α+β} (these are the unipotent radicals of the parabolic subgroups opposite to P α , P β , P α,β ). We have an isomorphism U + ∼ = γ∈R + U γ . Via this isomorphism, the restriction to
As in Proposition 1.5.2, as coordinates on
γ (γ ∈ R + ) on the fiber of the j-th copy of g (we do not use the coordinates u (1) , x (1) , y (1) and z (1) because in the first copy of g we only consider the fiber over B/B).
In these coordinates, (
(1)
γ , . Let us prove that the union of these equations again forms a regular sequence. First, equations ( * ), ( * ) and ( * ) allow us to identify all the coordinates in the fibers (we will thus remove the superscript on them), and to eliminate the coordinates u (j) ,
. Then equations (2.1.2), (2.1.3) allow us to eliminate h α and h β , while (2.1.4) becomes −z (4) e α + y (4) e β + cy (4) z (4) e α+β = 0, a non-zero equation in the remaining variables. Hence the equations indeed form a regular sequence, and thus the derived tensor product is concentrated in degree 0.
Moreover, the polynomial −z (4) e α + y (4) e β + cy (4) z (4) e α+β is irreducible (it is of degree 1 in e α , and not divisible by z (4) ). Hence it defines an integral scheme. Thus the restriction of (
It follows that the restriction of this scheme to any B-translate of (B/B) 
is invariant under the exchange of α and β. First, as the intersection we consider is reduced, we can work with varieties instead of schemes. In this paragraph we compute the image of Z (s α ,s β ,s α ) under p 1,4 , and observe that it is invariant under the exchange of α and β (though the variety Z (s α ,s β ,s α ) is of course not). Then we show (in 2.4) that R(p 1,4 ) * (O Z (s α ,s β ,s α ) ) is the sheaf of functions on this image.
So, let us consider p 1,4 ( Z (s α ,s β ,s α ) ). It is a closed subvariety of g 2 . Indeed, we have the following diagram, where all the injections are closed immersions: ∈ s α B, we can assume g = u α ( ) for some ∈ k. Then the corresponding condition on X is to vanish on n and on
Hence the condition is the same in the two cases. And finally the condition on X for (X, B/B, s β B/B) to be in 
then we can assume g = u α ( ) for some ∈ k. The condition on X is then to vanish on n, on h α − e α and on u α ( ) · h β = h β + e α . This is equivalent to vanishing on n, h α − e α and h α + h β = h α+β . Finally, the condition on X for the point (X, B/B, B/B) to be in the image of Z (s α ,s β ,s α ) under p 1,4 is that X |n⊕kh α+β = 0, and that either X(e α ) = 0, or X(h α − e α ) = 0 for some ∈ k. But if X(e α ) = 0, then X(h α − e α ) = 0 for = X(h α )/X(e α ). So the condition on X is only
These considerations show that p 1,4 ( Z (s α ,s β ,s α ) ) is a closed subvariety of g * × B × B, invariant under the exchange of α, β (the computations with α and β interchanged are the same, replacing c by −c). We denote it by S {α,β} . For the other properties, as usual, we only have to consider the situation over (B/B) × (U + B/B). We keep the notation of the proof of Lemma 2.1.1, and define 
Consider a point
with x γ x β x α = 0 and x γ − cx α x β = 0. It can also be written as
Substracting (x + z) times equation (2.3.2), and dividing by z, we obtain that X must vanish on
The sum of equations (2.3.2) and (2.3.3) becomes
Multiplying (2.3.2) by cx
β = cy gives (2.3.6) cx β h α − x γ e α .
Equation (2.3.4) can be rewritten as (2.3.7)
x α e α − x β e β − cx α x β e γ .
Finally, adding cx α times (2.3.2) and cx times (2.3.4) gives
Let us denote by M the closed subscheme of A dim(g/n)+3 defined by equations (2.3.5) to (2.3.8). Equation (2.3.5) allows us to eliminate h β ; that is, setting e = x α , f = x β , g = x γ , h = ch α , i = e α , j = e β and k = ce γ , we obtain that the coordinate ring of M is a polynomial ring over
Lemma 2.3.9. A is integral, of dimension 5, Cohen-Macaulay and normal. Its singular locus is defined by
e = f = g = h = i = j = 0.
Proof. Let us consider j := j + ek. A is isomorphic to A ⊗ k[k], where
This ring is the algebra of functions on the variety of matrices h i j g f e of rank at most 1, which is the cone of the Segre embedding of P 1 × P 2 . This variety is well known to be integral, Cohen-Macaulay and normal, the vertex of the cone (defined by e = f = g = h = i = j = 0) being its unique singularity (see e.g. [BV, 2.8, 2.11] 
and similarly with α and β interchanged. 
Proof. First we prove that
where i and j are closed embeddings. Hence we only have to show that
As R 2 (Id × Φ (s α ,s β ,s α ) ) * = 0 (for the same reason as above), we obtain a surjection
By the classical results on Demazure resolutions, the object on the left hand side is zero. Hence Now we assume that α and β generate a root system of type B 2 . To fix notation, we assume that α is short and β is long. Then α, β
(again, see [Sp, 8.2.3] ). Then, also,
Easy calculations yield the following formulae for the adjoint action of G on g:
In this section we prove the finite braid relation for the simple roots α and β. The proof is very similar to the one in the previous section. We assume throughout the section that char(k) = 2.
Derived tensor product.
Lemma 3.1.1. There exist isomorphisms
Moreover, the varieties
Proof. As for Lemma 2.1.1, we prove the result in the first case only, by computation of equations (the second case can be treated similarly). Let us choose an ordering of R + such that the last four roots are 2α + β, α + β, β, α (in this order). Let U
As coordinates we will use the u (j) , x (j) , y (j) , z (j) and t (j) on the base (j = 2, . . . , 5), and e (j)
δ (δ ∈ Φ) in the fibers (j = 1, . . . , 5). In these coordinates, (
γ , h
and
As in the proof of Lemma 2.1.1, we have to show that the union of these equations forms a regular sequence. The equations ( * ) to ( * ) allow us to eliminate the coordinates
, and to identify the coordinates in the fibers, which we will denote by e γ and h δ . Then, equations (3.1.2) and (3.1.3) allow us to eliminate h α and h β . With these simplifications, equations (3.1.4) and (3.1.5) become
Let us denote by P the polynomial of (3.1.6), and by Q the polynomial of (3.1.7). Then P and Q are irreducible and distinct. Hence they form a regular sequence − {α, β}] . This proves that the tensor product we are considering is indeed concentrated in degree 0, and that the ring
is Cohen-Macaulay (see [BH, 2.1.3] ). We prove in the next lemma that this ring is an integral domain. We deduce, as in the case of A 2 , that Z (s α ,s β ,s α ,s β ) is an integral scheme.
Proof. First, let us prove that the closed subvariety N of k dim(g/n)+2 defined by P and Q is irreducible. The restriction of this subvariety to the open set defined by t (4) = 0 is irreducible (indeed, on this open set P gives e α as a polynomial in the other coordinates and (t (4) ) −1 , and replacing in Q we still obtain an irreducible polynomial). Similarly, for the intersections with the open set defined by z (3) = 0, and with the open set defined by z (5) = 0. Now N is isomorphic to the closure of its intersection with the open set {t (R 0 ) and (S 1 ) (see [Ma, p. 125] ). As we have seen that it is Cohen-Macaulay, and that the corresponding scheme is irreducible, we only have to prove that it is regular at some point. But it is clearly regular at the point defined by t (2) = t (4) = 1, z (3) = 0, z (5) = 1, e α = e β = e α+β = e 2α+β = 0 (consider the partial diveratives of P and Q with respect to e α and e β ). . Let us compute the conditions on X corresponding to the each of these points. We begin with the points (B/B, gB/B, gB/B, s α B/B, s α B/B ) for g ∈ P α . If g ∈ s α B, the condition is to vanish on n, e α , s α · h β = h α + h β and s α · h α = −h α , i.e., X |n⊕ke α ⊕kh α ⊕kh β = 0. If g = u α ( ) for some ∈ k, then the condition is to vanish on h α − e α , u α ( ) · h β = h β + e α , e α and s α · h β = h α + h β , i.e., the same condition. Now, let us consider the points (B/B, s α B then the corresponding condition of X is to vanish on n, h α and h β . If g / ∈ B, then the condition is to vanish on n, e α , h α and h β . The situation is similar in the second case. Hence the condition on X for (X, B/B, B/B) to be in the image is
It follows from these computations and the similar ones with α and β interchanged (computing p 1,5 ( Z (s β ,s α ,s β ,s α ) ) instead of p 1,5 ( Z (s α ,s β ,s α ,s β ) ) amounts to replacing α by β, β by α, α + β by β + 2α, and β + 2α by α + β) that the images under p 1,5 of Z (s α ,s β ,s α ,s β ) and Z (s β ,s α ,s β ,s α ) coincide. We let S {α,β} be this image.
3.3. Normality of S {α,β} . Proposition 3.3.1. The variety S {α,β} is integral and normal.
Proof.
5 Let us define γ := α + β, δ := 2α + β. As for type A 2 , we already know that S {α,β} is integral, and we only have to consider the situation over (B/B) × (U δ U γ U β U α B/B). In this proof we consider S {α,β} as the image of
It also vanishes on u β (t)u α (z) · e −α , hence on h α + 2te β − ze α + czte γ . Adding two times (3.3.2), one obtains
Let us transform our equations (3.3.2) to (3.3.5) to obtain equations in x α , x β , x γ , x δ . Substracting (3.3.5) from two times (3.3.2), one obtains
Similarly, adding (3.3.3) and (3.3.4), one obtains
Then, one verifies that (x+z) times (3.3.4) plus z times (3.3.5), and 2y times (3.3.4) plus v times (3.3.5) give respectively
Finally, x γ times (3.3.4) gives
Equations (3.3.6) and (3.3.7) express h β , h γ in terms of the other variables. We denote by E, F and G the polynomials of (3.3.8), (3.3.9) and (3.3.10). Now we can finish the proof exactly as in the case of A 2 . In the next lemma we show that the scheme defined by E, F and G is normal and integral. Moreover, it contains S {α,β} | (B/B)×(U + B/B) as a closed subvariety, and has the same dimension. Hence the two varieties coincide.
Lemma 3.3.11. The ring
Proof. Let us forget about the previous notation x, y, z and t. Now we define
Let us first show that the closed subvariety of A 7 corresponding to A , denoted by M , is irreducible. The restriction of M to the open set {t = 0} is defined by the equations h = zg/t and f = y(z − xy)g/t. Hence it is irreducible. Similarly, for the open sets {z = 0} and {f = 0}. These open sets intersect each other in M . Hence the restriction of M to {t = 0} ∪ {z = 0} ∪ {f = 0} is also irreducible. As M is the closure of this restriction (indeed, if z = t = 0, the condition (x, y, z, t, f, g, h ) ∈ M does not depend on f ), it is irreducible. Now we show that A is normal (hence also reduced). We will use the following lemma (see [BV, 16.24] 
Lemma 3.3.12. Let S be a noetherian ring, and y ∈ S which is not a zero divisor.
Assume that S/(y) is reduced and S[y
Let us apply the lemma to S = A and our element y. It is clear that y is not nilpotent (it is not zero on M ). Since M is irreducible, y is not a zero-divisor. Now A /(y) is isomorphic to k [x, z, t, f, g, h] /I where I = (zg − th, zf, f t). This ideal is the intersection of the prime ideals (z, t) and (f, zg − th) of k [x, z, t, f, g, h] , hence it is reduced.
Consider the ring A [y −1 ]. Using the change of coordinates f = f/(y 2 ) and
As in the proof of Lemma 2.3.9, this ring is normal. This concludes the proof of Lemma 3.3.11.
Remark 3.3.13. As in type A 2 , one can show that S {α,β} is Cohen-Macaulay. As our proof is long and not needed here, we omit it.
3.4. End of the proof. Now, exactly as in Proposition 2.4.1, one proves that
and similarly with α and β interchanged. This finishes the proof of the finite braid relation in type B 2 , hence also of the assertions of Theorem 1.4.1 concerning the action of B aff on D b Coh( g).
Restriction to N
Now we will derive the assertions of Theorem 1.4.1 concerning the action of B aff on D b Coh( N ). We keep the notations and assumptions as before. Let i : N → g denote the closed embedding. For α ∈ Φ, we recall that S α := S α ∩ ( N × N ), and that Γ i denotes the graph of i, a closed subvariety of N × g. First, relations (2) to (4) of Theorem 1.1.3 for the action on D b Coh( N ) can be proved exactly as for the action on D b Coh( g) (see 1.6). Now we prove relations (1).
Proof. As in the proof of Proposition 1.5.2, we only have to consider the situation over (B/B)
On the fiber we use coordinates e
is defined by the equations h
(1) δ = 0 (δ ∈ Φ), and S α by e (1)
α . The union of these equations forms a regular sequence, which proves the result.
Remark 4.2. These computations show that S α is reduced. It is not irreducible (see 6.1 for details).
SIMON RICHE

Corollary 4.3. There exist isomorphisms in
Proof. We only prove the first isomorphism; the second one can be obtained similarly. It follows from Lemma 1.2.3 that
Let p a,b denote the projection from N × g × g to N × g or g × g, and ∆ :
result follows, using the projection formula and the preceding lemma, which implies that Proof. First, let us prove an analogue of Proposition 1.5.2 for the kernels O S α , i.e., that we have 
It follows that the complex of sheaves O S α * (O S α (ρ − α, −ρ)) has its cohomology concentrated in degree 0, i.e., is isomorphic to a coherent sheaf on N × N . Then,
we deduce the first isomorphism in ( †). The second one can be proved similarly. Now, let us prove that the braid relations are satisfied. To fix notation, assume that α and β are simple roots generating a root system of type A 2 (the other cases can be treated similarly). We have to prove that
By ( †), this is equivalent to
But we know (see section 2) that
Hence we can use the same argument as in the first part of this proof.
Remark 4.5. The restriction of this action to B aff , for R of type A, was also considered in [KT] . There, it was proved to have some nice properties.
Relation to localization in positive characteristic
In this section we show that the action of B aff on D b Coh( g) we have constructed above, or rather the similar action on D b Coh( g (1) ) (for g (1) the Frobenius twist of g, see [BMR, 1.1 
) constructed in [BMR2] using representation theory of Lie algebras and D-modules in positive characteristic (see below, or [BMR] , for the notation).
In 5.1 and 5.4 we assume char(k) > h for h the Coxeter number of G. In 5.2 and 5.3, k is an arbitrary algebraically closed field. We use the same notation as above. In particular, G has no component of type G 2 6 . If X is a scheme and Y ⊂ X is a closed subscheme, one says that a quasi-coherent sheaf F on X is supported on Y if F x = 0 for x / ∈ Y (see [BMR, 3.1.7] ). If F is coherent, and if I Y ⊂ O X is the ideal defining Y , this is equivalent to requiring that the action of I Y on F be locally nilpotent. We let Coh Y (X) denote the subcategory of Coh(X) whose objects are coherent sheaves supported on Y . [BMR] and [BMR2] . In this paragraph we recall some results of [BMR] and [BMR2] that relate representation theory of Lie algebras with coherent sheaves on N and g (or parabolic analogs).
Review of the results of
Let Z be the center of Ug, the enveloping algebra of g. The subalgebra of Ginvariants, Z HC := (Ug)
G is central in Ug. This is the "Harish-Chandra part" of Z, which is isomorphic to S(t) (W,•) , the algebra of W -invariants in the symmetric algebra of t, for the dot-action. This is an analog of the center of the enveloping algebra in characteristic 0. The center Z also has another part, the "Frobenius part" Z Fr which is generated, as an algebra, by the elements X p − X [p] for X ∈ g. It is isomorphic to S(g (1) ), the functions on the Frobenius twist of g * . Under our assumption p > h, there is an isomorphism (see e.g. [MR] ):
Hence, a character of Z is given by a compatible pair (λ, χ) ∈ t * × g * (1) . Here we will only consider the case when χ is nilpotent, and λ ∈ t * is integral, i.e., in the image of the natural map X → t * . If λ ∈ X, we still denote by λ its image in t * . We denote the corresponding specializations by ,χ) . Recall the variety g α defined in 1.4. For χ ∈ g * nilpotent we define B χ , respectively P α,χ , as the inverse image of χ under g → g * , respectively g α → g * . The variety B χ is isomorphic to the Springer fiber associated to χ.
Let Mod fg (λ,χ) (Ug) denote the abelian category of finitely generated Ug-modules on which Z acts with generalized character (λ, χ), and similarly for Mod
We have (see [BMR, 5.3.1] for (i), [BMR2, 1.5.1.c, 1.5.2.b] for (ii)):
* be nilpotent, and λ ∈ X regular. There exist equivalences
(ii) Again, let χ ∈ g * be nilpotent. Fix α ∈ Φ and let µ ∈ X be on the reflection hyperplane of s α for the dot-action, but not on any other reflection hyperplane. There exists an equivalence
Remark 5.1.2. (i) The categories of coherent sheaves we are using here are not exactly the same as the ones used in [BMR] . More precisely, we have taken
. But, as remarked in [BMR2, 1.5.3.(c) ], the projection g 
5.2. The reflection functors. Let us fix a simple root α ∈ Φ. In this paragraph we study the functor L( π
To simplify notation, we forget about the Frobenius twists; the "twisted versions" of our results can be proved similarly. In this paragraph and the next one, char(k) is arbitrary.
We are in the situation of Lemma 1.2.2, with f being the morphism π α . So L( π α ) * • R( π α ) * is the convolution functor with kernel
The situation is particularly simple here, due to the following result:
Proof. This proof is again similar to the proof of Proposition 1.5.2. For simplicity, in this proof we write P for P α . We can restrict to the situation over (B/B)
induced by restriction, and choose as usual coordinates e
−α in the fibers, u
and u (3) on U + (α) , and t on U α . The equations of the first subvariety are e (1)
−α = 0 and u (2) = 1. And the equations of the second variety are e
−α + th
α ) = 0. It is clear that these equations form a regular sequence, and define a reduced scheme. This proves the lemma.
The morphism p 1,3 restricts to an isomorphism from the intersection (
Hence we obtain, using Lemma 1.2.2: 
Proposition 5.2.2. There exists an isomorphism of functors
Proof. We use the same notations as in 1.4. In particular, recall the equations of
where the first map is multiplication by (h α −te α ). Under the change of coordinates 
This sequence is obviously B-equivariant (the first map is non zero only over B/B, and h α is B-invariant in our coordinate ring). This gives the first exact sequence of the lemma. Similarly, we have an exact sequence
where the first map is multiplication by t. To glue this exact sequence with the trivial one on n α U α B/B: 
We obtain the exact sequence of quasi-coherent sheaves
To understand the B-equivariant structure of the first morphism, we observe that to define a morphism O P α /B (−ρ) → O P α /B is equivalent to choosing a vector in Γ(P α /B, O P α /B (ρ)). This P α -module has dimension two, with weights ρ and ρ − α. The line of weight ρ − α is B-stable: choosing a non-zero vector in this line thus defines a morphism of B-equivariant sheaves
which yields the second exact sequence of the lemma.
Inducing these exact sequences from B to G, we obtain 
Remark 5.3.3. As in Proposition 1.5.2, ρ can be replaced by any λ ∈ X with λ, α ∨ = 1.
5.4. The two actions of the braid group coincide. Assume again that p = char(k) > h. Let us fix some λ ∈ X in the alcove 
) to itself:
It is enough to consider the generators T α (denoted by s α in [BMR2] ) and θ x , for α ∈ Φ and x ∈ X. First, fix some x ∈ X. It is proven in [BMR2, 2.3.3] that θ x for x ∈ X dominant acts (in the action of [BMR2] ) by convolution with kernel ∆ * O g (1) (x). It follows, by construction, that this result is true for any x ∈ X. Hence the two actions coincide for b = θ x .
The case of T α is more delicate, and will occupy the rest of the proof. We fix α ∈ Φ. We will construct an isomorphism of functors
. This is equivalent to the theorem for b = T α , due to Proposition 1.5.2. Let us choose some µ α ∈ X, on the α-wall of C 0 (and on no other wall). We define the functor
). Now we prove that the images of F under the two functors in (5.4.2) are isomorphic. Later we will prove that this isomorphism comes from an isomorphism of functors. is isomorphic to the functor
Lemma 5.4.3. There exists an isomorphism in
(by the projection formula). We denote by X the completion of g (F). By definition and [EGA III 1 , 4.1.5], we have functorial isomorphisms
By the projection formula applied to q 2 , we then have
Finally, the projection formula applied to q 1 gives
It follows from (5.4.5) and (5.4.6) that it is enough, to prove isomorphism (5.4.2), to construct an isomorphism λ,χ) in the derived category of coherent sheaves on X . Let I be the ideal of definition of B
(1) χ in g (1) . By [EGA I, 10.11.3] and [EGA III 1 , 3.4.3] , it is enough to show that for all n ≥ 1 we have an isomorphism λ,χ) . Using isomorphisms (5.4.5) and (5.4.6), and the fact that RΓ is an equivalence of categories, this isomorphism follows easily from Lemma 5.4.3 applied to O X /I n .
Remark 5.4.7. In [B2] , Bezrukavnikov explains the importance of this action of B aff in his plan of proof of Lusztig's conjecture concerning the representation theory of g. There, the definition of S α is different from ours, but of course they are equivalent (i.e. they define the same subscheme of g × g). He also considers the action on D b Coh( N ) (see [B2, theorem 2 .1]), without giving a proof of its existence.
Relation to representation theory in characteristic zero
In this section we establish a connection between our constructions in the case k = C and Ginzburg's description of the equivariant K-theory of the Steinberg variety. We also relate them to Springer's action of the Weyl group on the homology of a Springer fiber.
As above, we assume G has no component of type G 2 , and we take k = C.
6.1. Equivariant K-theory of the Steinberg variety. First we need a result which is analogous to Corollary 5.3.2, but for the action on D b Coh( N ). It is valid over any algebraically closed field k. Consider the variety S α . Geometrically, it can be described as: 
Proof. The construction of the exact sequences is analogous to that in Lemma 5.3.1. Let us introduce the following subvarieties of g * × (P α /B): 
