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Notation
Here, we will given an overview of the notation used.
ϕ deformation, see, e.g., p. 10, 12
u displacement, i.e., ϕ(x) := x+ u(x), see, e.g., p. 12
F∇ deformation gradient, i.e., F∇ := ∇ϕ, see, e.g., p. 12
Here, we use F∇ instead of F for the deformation gradient since
we denote by F the system matrix of the FETI-DP method.
P tensorial field, see, e.g., p. 10, 12
λe, µe Lame´ parameters of standard linear elasticity, see, e.g., p. 12
µ
(i)
e value of µe in the subdomain Ωi, see, e.g., p. 63
h+ dimensionless hardening like modulus, see, e.g., p. 12
E Young’s modulus, see, e.g., p. 12
ν Poisson’s ratio, see, e.g., p. 12
Lc positive internal length scale with dimension of a length, see, e.g.,
p. 12
GL+(3) group of all invertible three times three matrices with positive
determinant, see, e.g., p. 11
SO(3) group of all rotations in three dimensions, see, e.g., p. 13
so(3) set of three times three skew-symmetric matrices, i.e.,
X ∈ so(3)⇔ XT = −X, see, e.g., p. 23
Id identity tensor, see, e.g., p. 12
sym(X) symmetric part of a matrix X, i.e., sym(X) :=
1
2
(
X +XT
)
, see,
e.g., p. 12
skew(X) skew-symmetric part of a matrix X, i.e., skew(X) :=
1
2
(
X −XT ),
see, e.g., p. 12
tr(X) trace of the matrix X, i.e., tr(X) :=
n∑
i=1
Xii, see, e.g., p. 12
Cof(X) cofactor of an invertible matrix X, i.e., Cof(X) := det(X)X−T , see,
e.g., p. 80
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∇X gradient of a n×m matrix X, i.e., ∇X :=

∂1X11 . . . ∂nX11
...
∂1X1m . . . ∂nX1m
∂1X21 . . . ∂nX21
...
∂1Xnm . . . ∂nXnm

,
see, e.g., p. 12
ε(u) standard linear elasticity infinitesimal strain tensor, i.e.,
ε(u) := sym(∇u) := sym(F∇ − Id ); see, e.g., p. 20
εP (u) tensor in P -elasticity analogously defined to ε(u),
i.e., εP (ϕ) := sym(P
−1F∇); see, e.g., p. 21
(X,Y )F Frobenius inner product of two n×m matrices ,
i.e., (X, Y )F := tr(X
TY ) =
n∑
i=1
m∑
j=1
XijYij, see, e.g., p. 12
‖X‖2F Frobenius norm, i.e., ‖X‖2F := (X,X)F , see, e.g., p. 12
(X,Y )L2(Ω) L2-inner product, i.e., (X, Y )L2(Ω) :=
∫
Ω
(X,Y )F dx, see,
e.g., p. 21
‖X‖2L2(Ω) L2-norm, i.e., ‖X‖2L2(Ω) := (X,X)L2(Ω), see, e.g., p. 21
‖X‖2l2 Euclidean norm of a vector, i.e., ‖X‖2l2 :=
N∑
i=1
X2i , see, e.g., p. 19
|X|2H1(Ω) H1-seminorm, i.e., |X|2H1(Ω) :=
∫
Ω
‖∇X‖2F dx, see, e.g., p. 13
‖X‖2H1(Ω) H1-norm, i.e., ‖X‖H1(Ω) := ‖X‖2L2(Ω) + |X|2H1(Ω), see, e.g., p. 13
|u|H1/2(∂Ω) H1/2-seminorm, i.e., |u|H1/2(∂Ω) := inf
v∈H1(Ω)
v|∂Ω=u
|v|H1(Ω), see, e.g., p. 82
|u|2
H1/2(∂Ω)
H1/2-seminorm for three-dimensional functions,
i.e., |u|2H1/2(∂Ω) :=
3∑
i=1
|ui|2H1/2(∂Ω), see, e.g., p. 82
λmax(X) maximum eigenvalue of a matrix X, see, e.g., p. 86
λmin(X) minimum eigenvalue of a matrix X, see, e.g., p. 74
λmin,Ω(X) infimum of minimum eigenvalue of a matrix X over Ω, i.e.,
inf
x∈Ω¯
λmin(X), see, e.g., p. 74
∂Ω boundary of the domain Ω, see, e.g., p. 13
∂ΩD Dirichlet boundary of the domain Ω, see, e.g., p. 13
∂ΩN Neumann boundary of the domain Ω, see, e.g., p. 13
L2(Ω) space of square-summable functions on Ω, i.e.,
{u : Ω→ IR| ∫
Ω
|u|2dx <∞}
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H1(Ω) space of functions on Ω which are square-integrable and have
first weak derivatives which are square-summable, i.e.,
{u ∈ L2(Ω)|Dαu ∈ L2(Ω), 0 ≤ |α| ≤ 1} with a multi index α
and Dα denoting the weak derivative, see, e.g., p. 13
H1(Ω) space of three-dimensional H1-functions on Ω,
i.e., H1(Ω) := (H1(Ω))3, see, e.g., p. 13
H10(Ω, ∂ΩD) space of three-dimensional H
1-functions with homogeneous
Dirichlet boundary conditions,
i.e., H10(Ω, ∂ΩD) := {v ∈ H1(Ω) : v = 0 on ∂ΩD}, see, e.g.,
p. 13
H10(Ω,Γ) space of three-dimensional H
1-functions with homogeneous
boundary conditions on Γ,
i.e., H10(Ω,Γ) := {v ∈ H1(Ω) : v|Γ = 0}, see, e.g., p. 72
H1/2(∂Ω) {u ∈ L2(∂Ω)|‖u‖H1/2(∂Ω) <∞} with
‖u‖2
H1/2(∂Ω)
:= ‖u‖2L2(∂Ω) + |u|2H1/2(∂Ω), see, e.g., p. 82
H1/2(∂Ω) space of three-dimensional functionals in H1/2(∂Ω),
i.e., H1/2(∂Ω) := (H1/2(∂Ω))3, see, e.g., p. 82
C0(Ω¯, IR3×3) space of continuous functions from Ω¯ to IR3×3, see, e.g., p. 72
L∞(Ω¯, IR3×3) space of bounded functions from Ω¯ to IR3×3, see, e.g., p. 72
C∞0 (Ω¯) space of arbitrary often differentiable funtions with closed
support from Ω¯ to Ω¯, see, e.g., p. 72
curl(v) curl-operator for a three-dimensional function,
i.e., curl(v) :=
 ∂2v3 − ∂3v2∂3v1 − ∂1v3
∂1v2 − ∂2v1
, see, e.g., p. 23
Curl(v) curl-operator for a three times three matrix X =
 x1x2
x3
,
i.e., Curl(X) :=
 (curl(xT1 ))T(curl(xT2 ))T
(curl(xT3 ))
T
, see, e.g., p. 23
Wh space of finite element functions on a triangulation τh, i.e.,
Wh :=Wh(Ω) ⊂ H10(Ω, ∂ΩD), see, e.g., p. 58
Wh(Ωi) finite element space of continuous, piecewise quadratic functions
on the triangulated Ωi, see, e.g., p. 84
W(i) trace space W(i) :=Wh(∂Ωi ∪ Γ), see, e.g., p. 84
W product space associated with the trace spaces W(i),
i.e., W :=
∏N
i=1W
(i), see, e.g., p. 84
Ŵ subspace of W with the finite element approximation of the
elliptic problem which is continuous across Γ, see, e.g., p. 85
W˜ subspace of partially assembeld finite element functions with an
assembly in the primal variables of FETI-DP, i.e.,
W˜ :=
{
u : ∃u(i) ∈W(i), i = 1, . . . , N, such that u =∑Ni=1R(i)Tu(i)}
see, e.g., p. 85
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Nx set of indices of all subdomains with x in the closure of the
subdomain, i.e., Nx := {j ∈ {1, . . . , N} : x ∈ ∂Ωj,h}, see, e.g., p. 59
Ni set of indices of all neighboring subdomains of Ωi including i, i.e.,
Ni := {l ∈ {1, . . . , N}, ∂Ωi,h ∩ ∂Ωl,h 6= ∅}, see, e.g., p. 90
ker (f) nullspace of the function f , see, e.g., p. 23
|Ω| volume of the domain Ω, i.e., |Ω| := ∫
Ω
1dx, see, e.g., p. 28
c∇P maximum value of the gradient of the tensorial field P ,
i.e., c∇P := max
x∈Ω
max
i,j,k=1...3
(∂kPij)
2, see, e.g., p. 29
cP maximum value of the tensorial field P
−T ,
i.e., cP := max
x∈Ω
max
i,j=1...3
(P−T )2ij, see, e.g., p. 71
Γ interface obtained by the domain decomposition, i.e., the
intersection of the closures of the subdomains Γ :=
N⋂
i=1
Ω¯i, see,
e.g., p. 58
Γh set of nodes on Γ, see, e.g., p. 59
∂Ωh set of nodes on ∂Ω, see, e.g., p. 59
Ωi i-th subdomain, see, e.g., p. 58
∂Ωi boundary of the i-th subdomain, see, e.g., p. 59
∂Ωi,h set of nodes on ∂Ωi, see, e.g., p. 59
F ij face between the subdomains Ωi and Ωj, see, e.g., p. 69
F ijh set of nodes on F ij depending on the triangulation τh, see, e.g., p. 90
θFij partition of unity function which is 1 in the nodes on F ijh/2
and 0 everywhere else, see, e.g., p. 90
E ik edge between the subdomains Ωi and Ωk, see, e.g., p. 64
E ikh set of nodes on E ik depending on the triangulation τh
θEij partition of unity function which is 1 in the nodes on E ikh/2
and 0 everywhere else, see, e.g., p. 90
Vjl vertex between the subdomains Ωj and Ωl, see, e.g., p. 90
θVjl partition of unity function which is 1 in Vjl and 0 everywhere else,
see, e.g., p. 90
τh triangulation with quadratic tetrahedral finite elements, see, e.g., p. 58
τh/2 triangulation with linear tetrahedral finite elements obtained by
naturally splitting the quadratic elements in eight linear elements each,
see, e.g., p. 90
M−1 the Dirichlet preconditioner, see, e.g., p. 62
F FETI-DP system matrix, see, e.g., p. 61
B∗ different jump operators depending on the index, see, e.g., p. 61
R∗ different assembly operators depending on the index, see, e.g., p. 61
δ†j scaling factor for the jump operator, i.e., δ
†
j(x) :=
(µ
(j)
e )
γP
k∈Nx (µ
(k)
e )γ
, see, e.g.,
p. 63
Chapter 1
Introduction
Modern life is in many ways influenced by the achievements in physics and en-
gineering. The developments in these sciences are often based on experiments
and in recent years more and more on numerical simulations. These simulations
are carried out to avoid high costs which arise from experiments, i.e., from the
construction of explicit prototypes and from the testing process itself. The latter
is often destructive, see, e.g., crash tests in the automotive industry. Such simu-
lations often have to deal with the deformation of bodies under applied forces, a
common problem in physics and engineering. The behavior of the bodies under
such forces can be modeled with different elasticity formulations. In order to ob-
tain models for the simulations which can be solved with well-known techniques
often a linearized elasticity formulation is used. Such formulations are only suit-
able for infinitesimal deformations. Hence, it is obvious that the standard linear
elasticity model has a limited range of application, i.e., it is only correct if the
deformation is small. Depending on the application, this might not apply.
A first improvement may be obtained by using nonlinear elasticity models,
e.g., the Neo-Hookean or Saint-Venant-Kirchhoff models, which yield a descrip-
tion with a broader range of applications. But standard linear elasticity as well
as nonlinear elasticity formulations work with a representation of the body as
a cluster of points only and model the displacement of each point, cf. left fig-
ure in Figure 1.1. This is a mathematical idealization, the points represent an
infinitesimally small volume.
1.1 A micromorphic model
In a realistic physical situation this is not the case. It is not possible to consider
the interaction in a given material at any small length scale, e.g., in an atom-
istic description the mathematical/continuum mechanical representation ceases
to be valid beyond the scale of a cluster of atoms, i.e., the material points of
the continuum represent always a cluster of atoms, where the classical contin-
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ϕ(x) (P (x),ϕ(x))
Figure 1.1: Difference in the description of standard elasticity formulations, i.e.,
modeling only the deformation ϕ, (left, deformation of nodal points only) and the
micromorphic model with the additional parameter P (right) which includes also
an affine mapping of the surrounding structure of the nodes. Moreover, the blue
cells interact with each other.
uum mechanical laws are assumed to be valid. However, the interaction of such
clusters with each other cannot be fully described by classical elasticity since the
clusters have a finite diameter (length scale) and are not infinitesimally small. In
the extended continuum model (micromorphic) one considers directly the finite
size of the clusters and their mutual interaction; cf. Figure 1.1 on the right hand
side. Here, each grid point represents the center of a cluster. Now the interaction
is twofold, the cluster points interact with each other according to (more or less)
elasticity (length change/distance change) and the interaction of the neighbor-
ing clusters is taken into account by an additional field P . Moreover, the two
mechanisms are coupled to each other.
Another problem of all of these descriptions is that they can usually not
be solved analytically. Hence, discrete problems are used instead, computing a
solution of the problem on a mesh representing the body. Thus, the solution
obtained is only an approximation of the solution of the real problem. Here, we
have to face two additional problems.
On the one hand, it is well-known that numerical discretizations often have
problems with special geometries such as cusps. Models may contain cusps as a
result of the geometry or they may occur when cracks are modeled. As a result
of singularities of the exact solution, the numerical approximation then exhibits
a large local error. Generally, as a remedy, a finer mesh is used around the cusp
than in the other areas of the body. Micromorphic elasticity descriptions can be
used to obtain a regularization at such crucial points. Thus, the mesh does not
need to be refined while the error does not increase as before. For a micromorphic
description of cracks, see Mariano [63, 64, 67].
On the other hand, the discretization of the body itself is another challenge
which often leads to difficulties. Unfortunately, the reliability and stability of the
discrete methods depend on the discretization, i.e., the quality of the mesh. Thus,
if the mesh that we use to discretize the body includes very small angles, even in
a small area, the convergence rate of the finite element method may deteriorate
1.1. A MICROMORPHIC MODEL 11
s
ψ
ψ(x) =
(
((1− h) + xh) cos(1.5piy) cos(α+ 10z)(β − α)
((1− h) + xh) sin(1.5piy) cos(α+ 10z)(β − α)
((1− h) + xh) sin(α+ 10z)(β − α)
)
,
Figure 1.2: Micromorphic description (special gradient case): Predeformation
induced by a function ψ and a resulting P = ∇ψ. The parameters α and β
represent the angles of the dome and h its thickness. In this way it is possible to
model further elastic deformations of the dome with a system of equations given
on the flat reference configuration since the geometric information of the dome is
encoded in P = ∇ψ.
or we may obtain difficulties to find a good approximation. Often in physics and
engineering the bodies which are deformed have complicated geometries with
small bridges, e.g., foams or other porous materials. Such details in the body
often lead to finite elements with small angles and a bad aspect ratio. Hence, it
would be preferable to model the shape of the body by an additional parameter,
i.e., by a predeformation, instead of explicitly discretizing the structure in detail;
see Figure 1.2. Furthermore, such predeformations may be used to obtain stress-
free descriptions of certain geometries.
These considerations give rise to the idea of considering a micromorphic model
for the description of the elastic behavior of a body. Let us therefore assume a
body denoted by Ω ⊂ IR3 which is Lipschitz, connected, and of diameter 1.
We now introduce an additional micromorphic field P . We assume P to be
a tensorial field with P : Ω ⊂ IR3 → GL+(3), where GL+(3) is the group of
all invertible three times three matrices with positive determinant. The matrix
P = P (x) ∈ IR3×3,x ∈ Ω, is usually not a gradient, i.e., there does not necessarily
exist a function ψ such that P = ∇ψ. A case in which a gradient structure for
P might be obtained is given when P defines a predeformation as described in
Figure 1.2.
We consider an elasticity model with two variables, i.e., the deformation ϕ
as in the standard formulations of elasticity and the micromorphic field P . This
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leads to an alternative minimization problem which occurs in geometrically exact
continua models of micromorphic type and is of the form
min
(P,ϕ)
E(P,ϕ) := min
(P,ϕ)
∫
Ω
µe‖sym(P−1F∇ − Id )‖2F + µc‖skew(P−1F∇ − Id )‖2F
+
λe
2
(
tr(P−1F∇ − Id )
)2
+µeh
+‖P TP − Id ‖2F + µe
(
L2c
2
‖∇P‖2F +
Lqc
q
‖∇P‖qF
)
dx
−
∫
Ω
(fϕ,ϕ)F + (fP , P )F dx;
corresponding models can be found in [15, 25, 65, 68]. The special case for µc = 0
has been introduced by Neff [72, 73, 76] and is of the form (1.1) below. This and
the previous problem admit minimizers which was first shown by Neff in [73], later
generalizations have been given by Mariano [66]. The first existence theorem for
minimizers in geometrically exact micromorphic elasticity for the case µc = 0 has
been given by Neff [73]. It is the case µc = 0, which we will consider exclusively
in this work, i.e., the minimization problem is given in the following form
min
(P,ϕ)
E(P,ϕ) := min
(P,ϕ)
∫
Ω
µe‖sym(P−1F∇ − Id )‖2F +
λe
2
(
tr(P−1F∇ − Id )
)2
+µeh
+‖P TP − Id ‖2F + µe
(
L2c
2
‖∇P‖2F +
Lqc
q
‖∇P‖qF
)
dx (1.1)
−
∫
Ω
(fϕ,ϕ)F + (fP , P )F dx,
where ϕ : Ω ⊂ IR3 → IR3 is the deformation and F∇ = ∇ϕ ∈ IR3×3 is the
deformation gradient. Note that the deformation ϕ is directly related to the
displacement u(x) ∈ IR3 since ϕ(x) = x + u(x). With λe and µe we denote the
Lame´ parameters of standard linear elasticity if P = Id . They are related to
Young’s modulus E and Poisson’s ratio ν by
µe =
E
2(1 + ν)
and λe =
Eν
(1 + ν)(1− 2ν) .
With h+ we denote a kinematic dimensionless hardening like modulus. If we
consider (formally) the limit of this kinematic hardening to infinity, i.e., h+ →
∞, we obtain the constraint P TP = Id , i.e., a true Cosserat model; see [69,
70]. Furthermore, we introduce an internal length scale Lc > 0 which has the
dimension of a length. The term including the gradients of P is denoted as the
curvature energy and describes the self-interaction of the affine microstructure.
By fϕ and fP we denote body forces for ϕ and P , respectively, which we assume
to be independent of ϕ and P , i.e., we only treat conservative loads, e.g., fϕ may
be gravity.
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Furthermore, we have to define boundary conditions for our problem. There-
fore, we define a part of the body as Dirichlet boundary denoted by ∂ΩD which
we provide with homogeneous Dirichlet boundary conditions. The remaining
boundary, denoted by ∂ΩN := ∂Ω\∂ΩD, is the Neumann boundary and assumed
to be subject to a surface force g, i.e., we provide ∂ΩN with natural boundary
conditions. Here, we assume homogeneous Neumann boundary conditions, i.e,
g = 0. Note that we may choose different Dirichlet and Neumann boundaries for
the two variables, i.e., ϕ and P . In this work we will denote the Dirichlet and
Neumann boundary for the displacement by ∂ΩD and ∂ΩN , respectively, and the
boundaries for the incremental change of P by ∂ΩD,P and ∂ΩN,P .
Hence the appropriate space for our variational formulation for the displace-
ment is H10(Ω, ∂ΩD) := {v ∈ H1(Ω) : v = 0 on ∂ΩD}. For the incremental
change in the micromorphic field, i.e., ∆P , we use the Sobolev space (H1(Ω))3×3 =
(H1(Ω))9. If we prescribe Dirichlet boundary conditions for P on ∂ΩD,P , i.e.,
P |∂ΩD,P = P0 ∈ GL+(3), the appropriate space for the incremental change in
P , i.e., ∆P contains homogeneous Dirichlet boundary conditions and is given by
(H10 (Ω, ∂ΩD,P ))
9 := {v ∈ (H1(Ω))9 : v = 0 on ∂ΩD,P}. We equip H1(Ω) and
(H1(Ω))9 with the standard Sobolev space norm
‖u‖H1(Ω) := (|u|2H1(Ω) + ‖u‖2L2(Ω))1/2,
where ‖u‖2L2(Ω) :=
∑3
i=1
∫
Ω
|ui|2dx and |u|2H1(Ω) :=
∑3
i=1 ‖∇ui‖2L2(Ω) if u ∈ H1(Ω)
or ‖u‖2L2(Ω) :=
∑3
i,j=1
∫
Ω
|uij|2dx and |u|2H1/2(∂Ω) :=
∑3
i,j=1 ‖∇uij‖2L2(Ω) if u ∈
(H1(Ω))9. Since the two terms of the H1-norm scale in a different way under
dilation of Ω we introduce the factor 1
H2
in front of the squared L2-norm if the
diameter of Ω is H. Thus, we obtain a scaled H1-norm
‖u‖H1(Ω) := (|u|2H1(Ω) +
1
H2
‖u‖2L2(Ω))1/2.
One of the most well-known generalized continuum models is the Cosserat
model [15, 21, 25, 36, 37, 38, 39, 40, 41, 70]. As we have seen, it is obtained from
our micromorphic model if P ∈ SO(3), i.e., P is a rotation with P TP = Id and
det(P ) = 1. The main applications for micromorphic models are the description
of cellular materials, metallic foams, material inhomogeneities, eigenstresses and
configurational mechanics; see [17, 34, 35, 41, 42, 43, 44, 46, 64, 76, 90, 91]. Small
scale material oscillations superposed on the macroscopic deformation ϕ may also
be described with the tensorial field P . Additionally, there is a close relationship
of our model to plasticity formulations when we consider P as the plastic defor-
mation in a multiplicative decomposition; see [74, 76], and to gradient enhanced
continua; cf. [8, 75, 77, 78]. Furthermore, these models have recently received
much attention in association with nano-devices and cellular structures since they
model size effects in a natural way, i.e., small samples behave comparatively stiffer
than larger samples.
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We note that in contrast to the model of standard linear elasticity our formu-
lation (1.1) is fully frame indifferent, i.e., the energy is invariant with respect to
transformations (ϕ, P )→ (Q¯ϕ, Q¯P ) for all constant rotations Q¯ ∈ SO(3).
1.2 Coupling algorithms - a staggered approach
In our model we have the special situation that of a two-field problem, with a
deformation ϕ and a micromorphic field P as unknowns. In general we have two
different approaches to handle such problems.
On the one hand, we can solve the minimization problem monolithically, i.e.,
solving the minimization problem for both variables ϕ and P at the same time.
In this case, we obtain a minimization problem with twelve unknowns in each
node at a time. Monolithic approaches are, e.g., used by Yoon and Sigmund
for electrostatical problems, see [93], Rochus, Rixen and Golinval for electro-
mechanical coupling in micro structures, see [83], and Damanik, Hron, Quazzi
and Turek for non-isothermal incompressible flow, see [19]. Furthermore, it is
the standard approach in the engineering like treatment of Cosserat models; see
[69, 70].
On the other hand, we can treat both fields separately. We refer to this kind
of approach as the staggered approach since we solve the problem by solving the
minimization problems in an alternating fashion, one after another, several times,
i.e., using a fixed point iteration to find the minimizing configuration in ϕ and
P . Note, that in P we may not find a minimizer but only a stationary point due
to the lack of convexity in P . Hence, we may find only a stationary point for the
whole problem which may not be a minimizer. Thus, we obtain two minimization
problems in only one variable, i.e., one problem in ϕ and one in P , which are
coupled since both variables occur in both problems. If for example ϕ changes
we have to compute a new P since the minimization problem for P depends on
ϕ and vice versa. Furthermore, we have a reduction in the size of our individual
problems since the minimization problem in ϕ leads to three unknowns and the
problem in P to nine unknowns in each node. Considering the discretization it
is obvious that the staggered approach would be preferable with respect to the
memory needed since it leads to two smaller problems which are treated one after
another while the monolithic approach leads to one problem of larger size, i.e.,
for n nodes we obtain in the staggered approach one 3n × 3n matrix and one
9n× 9n matrix while in the monolithic approach we obtain a 12n× 12n matrix
in which the matrices from the staggered approach are included. In this work,
we will concentrate on the staggered approach and leave the monolithic approach
for further research. Our considerations concerning the staggered approach are
mainly based on the article by Klawonn, Neff, Rheinbach, and Vanis [48]. Stag-
gered algorithms are a popular approach to solve nonlinear coupled problems in
a decomposed fashion. A staggered approach was, e.g., used by Askes, Morata,
1.3. FETI DOMAIN DECOMPOSITION METHODS 15
and Aifantis [2] for a gradient enhanced model in order to obtain two second
order problems instead of one fourth order problem. Also similar approaches
were used, e.g., by Armero [1] for a solid-fluid coupling, Attouch, Bolte, Redont,
and Soubeyran, see [3], for weakly coupled convex minimization problems, or
Attouch, Redont, and Soubeyran, see [4], for proximal minimization algorithms.
1.3 FETI domain decomposition methods
In the staggered approach we obtain a strictly convex minimization problem in
ϕ which simplifies to linear elasticity when P = Id . Hence, we refer to the
this first subproblem as P -elasticity. Since it is known that the Dual-Primal
Finite Element Tearing and Interconnection (FETI-DP) method works well for
standard linear elasticity we introduce this method as an efficient solver for the
single P -elasticity problem. Thus, we especially investigate the first part of the
problem, i.e., the P -elasticity problem, regarding only ϕ as variable and keeping
P fixed. The second problem, i.e., the minimization in P , is a non convex problem
which resembles much of a nonlinear Laplacian problem to which we therefore
refer to as q-Laplacian problem; see e.g., [84, Section 3.1.3]. This problem is
solved by a Newton iteration. The linear system occurring in the Newton iteration
is then solved directly by a LU decomposition implemented in MUMPS or in
UMFPACK; see [26] and [20], respectively. When we consider the whole problem
in the staggered approach, i.e., we minimize the energy alternating for ϕ and P ,
we also solve the linear system occurring for ϕ with a conjugate gradient method
without preconditioning implemented in PETSc [5, 6, 7].
We need to define discrete problems which solve the systems on a grid rep-
resenting the body. Note, that the discrete systems are approximations of the
original problem and that we thus only obtain an approximation of the solution.
Furthermore, we linearize the problems, i.e., we solve the minimization problem
as a Newton problem to find the root of the first derivative of the corresponding
energy functional. Thus, the discretization of such problems lead to large linear
systems, i.e., we have to solve matrix vector problems Ax = b with a very large
and often sparse matrix A. These systems can easily have several millions of
unknowns or even more. Systems of this scale can hardly be solved directly. This
is often due to the memory needed or to the fact that direct algorithms can de-
stroy the sparsity of the matrix. Thus, the linear systems are usually solved with
iterative methods such as the conjugate gradient method or other Krylov space
methods. Here, we again obtain approximations to the solution of the linear
system up to a chosen accuracy.
Domain decomposition methods are also often used to solve these linear sys-
tems. The domain decomposition methods pursue the idea of dividing the whole
global problem into many small local problems by dividing the respective body
into small parts. These local problems are then assembled separately without
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regarding the other problems which makes it possible to work in parallel. Hence,
due to the algorithm used it is also possible to solve the local problems in paral-
lel. There remains only a small amount of communication needed to guarantee
the continuity of the solution and hence to obtain an appropriate solution on the
whole domain. When we use domain decomposition methods, we will concentrate
on the FETI-DP method in this work.
The FETI-DP method is a domain decomposition method working on nonover-
lapping subdomains. It belongs to the family of FETI methods and was originally
introduced by Farhat et al. [27] and extended to three dimensional problems by
Farhat, Lesoinne, and Pierson in [28]. For an extensive introduction to different
domain decomposition methods, we refer to the monographs by Smith, Bjørstad,
and Gropp [88], Toselli and Widlund [89], and Quarteroni and Valli [82].
The continuity of the solutions in the FETI-DP methods is enforced by using
Lagrange multipliers and primal variables. Thus, the continuity on the interface
is established in two different ways. On the one hand it is established by using
Lagrange multipliers which guarantees continuity at convergence of the method.
On the other hand we subassemble the values in the primal variables and hence
enforce continuity in these nodes already during the solution process. The result
of this strategy is a mixed linear system in which the primal variables and the
Lagrange multipliers are the unknowns. By eliminating the primal variables the
FETI-DP method iterates on the Lagrange multipliers; usually a preconditioned
conjugate gradient method is used as Krylov space method. Since the elimination
of the primal variables leads to a Schur complement we have to ensure that the
local stiffness matrices are invertible. Therefore, the primal constraints are chosen
such that these matrices become invertible. Note, that the choice of the primal
variables is more elaborate in the case of three dimensional problems than for two
dimensional ones. The coupling obtained by the primal variables is also needed
such that the algorithm becomes scalable.
The FETI-DP method was first provided with a convergence bound for two
dimensional scalar elliptic second order partial differential equations without co-
efficient jumps in Mandel and Tezaur [62]. Later on in Klawonn and Widlund
[55], Klawonn, Widlund, and Dryja [56, 57], and Klawonn and Rheinbach [50] the
family of FETI-DP algorithms was extended by different sets of primal variables,
e.g., face and edge averages or first order moments for elasticity problems. These
new FETI-DP algorithms were furthermore provided with convergence bounds
for three dimensional problems; see [55, 56, 57]. Here, we will use several different
sets of primal variables, i.e., we will use only vertices as in the beginnings of the
FETI-DP methods as well as edge averages and combinations of edge averages
and vertices. The work on the FETI-DP method is mainly based on the article
by Klawonn, Neff, Rheinbach, and Vanis [47].
Note that the FETI-DP methods descend from the earlier one and two level
FETI methods; see Farhat and Roux [33, 32], Farhat, Mandel, and Roux [30],
Farhat and Mandel [29], and Farhat, Pierson, and Lesoinne [31]. For the one and
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two level methods as well as for the FETI-DP methods the Dirichlet precondi-
tioner is used. This preconditioner was first used without scaling; see Farhat,
Mandel and Roux [30], and then provided with a scaling to obtain convergence
results independent of jumps in the coefficients of the partial differential equa-
tion; see Klawonn and Widlund [54, 55], Klawonn, Widlund, and Dryja [56],
Klawonn and Rheinbach [51], and Klawonn, Pavarino, and Rheinbach [49]. But
also for homogeneous problems, scaling can be important to improve convergence
and the condition number estimate, see Madel and Tezaur [61] and Klawonn and
Widlund [56].
In this work, FETI-DP methods are only considered for a simple P -elasticity
problem. For future work, it would be of interest to apply the FETI-DP solver
for the P -elastic subproblems in the staggered approach. Furthermore, the con-
vergence of the Newton iteration for P has turned out to be problematic in the
staggered approach depending on the problem. Hence, damping methods for the
Newton iteration might be helpful to avoid this problem. In addition we aim to
compare the staggered approach for our minimization problem with the results of
a monolithic algorithm. Here, we again may have to work with damping strate-
gies in the Newton iteration. The Newton iterations of the monolithic approach
require the solution of a much larger linear system which is of a more complicated
structure than the q-Laplacian and the P -elasticity problem. Hence an efficient
solution of the linear system and a stable convergence of the Newton iteration
might be challenging.
Closely related to the FETI-DP algorithms, are the Balancing Domain Decom-
position methods by Constraints (BDDC); see Cros [18], Dohrmann [22], Mandel
and Dohrmann [59], Mandel, Dohrmann, and Tezaur [60], or Li and Widlund
[58].
The remainder of this work is organized as follows. In Chapter 2, the stag-
gered approach for the solution of the coupled minimization problem in (P,ϕ) is
introduced. Additionally, the continuity of the separate decoupled minimization
problems is considered. Furthermore, a basis for the kernel of the bilinear form
of P -elasticity is deduced in Section 2.1.2. Chapter 2 concludes with numerical
results obtained with the staggered scheme. In Chapter 3, the FETI-DP method
is introduced as an efficient solver of the P -elastic subproblem. Following the
arguments given by Klawonn and Widlund [55] a condition number estimate for
the P -elastic problem is obtained. The selection of primal constraints is con-
sidered in Section 3.2 and Korn inequalities needed for the convergence analysis
are introduced in Section 3.3. The condition number estimate for P -elasticity
is provided in Section 3.4 by using the auxiliary technical lemmas presented in
Section 3.5 for piecewise quadratic nodal basis functions. The investigations in
the FETI-DP algorithm for the P -elastic problem are concluded by presenting
numerical results in Section 3.6.
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Chapter 2
Staggered approach
We introduce the algorithm for the solution of the minimization problem (1.1).
In the algorithm, problem (1.1) is solved for only one variable, i.e., ϕ or P , at a
time. This decoupling leads to a fixed point iteration of the following form
while ‖∆P (k)‖l2 ≥ tol and ‖∆ϕ(k)‖l2 ≥ tol
solve ϕ(k+1) := argminϕ E(P
(k),ϕ(k)) while P (k) is fixed
solve P (k+1) := argminP E(P
(k),ϕ(k+1)) while ϕ(k+1) is fixed
update k = k + 1,
(2.1)
for a given tolerance tol and with E(P,ϕ) being the energy function introduced
in (1.1), and ∆P (k+1) = P (k+1) − P (k) as well as ∆ϕ(k+1) = ϕ(k+1) −ϕ(k).
We may change the order of the minimization problems in (2.1) and start by
minimizing the term for P first and then subsequently for ϕ.
This algorithm leads to two different minimization problems each of which
exclusively depends on one variable. The minimization for ϕ results in the for-
mulation of standard linear elasticity if P is the identity. A problem similar to
the well-known nonlinear q-Laplace problem occurs when we minimize the energy
for the variable P . Both problems will be discussed separately in Sections 2.1
and 2.2.
This chapter is based on Klawonn, Neff, Rheinbach and Vanis [48]. Note,
that here we give some more details concerning the continuity of the quadratic
forms. Some of the considerations concerning the continuity of P -elasticity and
its kernel, cf. Sections 2.1.1 and 2.1.2, can be found in Klawonn, Neff, Rheinbach
and Vanis [47].
2.1 P -Elasticity
In this section we consider the minimization problem with respect to ϕ with a
given field P . Thus, the problem in (1.1) reduces to
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minϕ
(∫
Ω
µe‖sym(P−1F∇ − Id )‖2F +
λe
2
(
tr(P−1F∇ − Id )
)2
dx
−
∫
Ω
(fϕ,ϕ)F dx
)
.
(2.2)
For P = Id , (2.2) reduces to the problem of standard linear elasticity, i.e.,
minϕ
(∫
Ω
µe‖sym(F∇ − Id )‖2F +
λe
2
(tr(F∇ − Id ))2 dx−
∫
Ω
(fϕ,ϕ)F dx
)
,
written in terms of the deformation ϕ since ϕ = x + u, F∇ = Id + ∇u and
ε := sym(∇u) = sym(F∇−Id ). Hence, we denote this subproblem as P -elasticity.
In Chapter 3, we introduce the FETI-DP algorithm for this subproblem as an
efficient solver. Additionally, we show that the FETI-DP condition number esti-
mate introduced by Klawonn and Widlund for standard linear elasticity, cf. [55],
can be extended to the case of P -elasticity under certain assumptions on the
matrix P ; see Sections 3.3 and 3.4.
We introduce the abbreviation
J1(P,ϕ) :=
∫
Ω
µe‖sym(P−1F∇ − Id )‖2F +
λe
2
(
tr(P−1F∇ − Id )
)2
dx. (2.3)
The reduced problem (2.2) is formally solved by a Newton iteration, i.e., the
problem
Find ϕ such that
∂ϕ
(
J1(P,ϕ)−
∫
Ω
(fϕ,ϕ) dx
)
= 0
⇔ ∂ϕJ1(P,ϕ)−
∫
Ω
fϕ dx = 0.
is solved by
ϕ(k+1) = ϕ(k) − (∂2ϕJ1(P,ϕ(k)))−1
(
∂ϕJ1(P,ϕ
(k))−
∫
Ω
fϕ dx
)
ϕ(k)
⇔ ∂2ϕJ1(P,ϕ(k))
(
ϕ(k+1) −ϕ(k)) = (∫
Ω
fϕ dx− ∂ϕJ1(P,ϕ(k))
)
ϕ(k), (2.4)
with ∆ϕ(k+1) = ϕ(k+1) −ϕ(k) := u(k), where u(k) is the k-th increment.
From (2.2) it is clear that the problem (2.4) only depends linearly on the
deformation ϕ. Hence, the unique minimizing solution is obtained in one step
and we do not introduce the counter for the Newton iteration; see e.g., (2.20).
However, we introduce the Newton algorithm to keep the presentation general
enough such that later on we can introduce a nonlinear elasticity formulation.
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The formulation obtained by the Newton algorithm is rewritten as the varia-
tional problem
Find the k-th increment u(k) ∈ H10(Ω, ∂ΩD) of the elastic body Ω such that
for all v ∈ H10(Ω, ∂ΩD)∫
Ω
2µe(εP (u
(k)), εP (v))F dx+
∫
Ω
λe tr(P
−1∇u(k))tr(P−1∇v) dx = F(k)ϕ (v). (2.5)
We will refer to the left hand side of (2.5) as a
(k)
ϕ (u(k),v); see (2.7). The right
hand side F
(k)
ϕ (v) is given by
F(k)ϕ (v)
:=
∫
Ω
(fϕ,v)F dx−
∫
Ω
µe(P
−T (P−1F∇ + F T∇P
−T − 2 · Id ),∇v)F dx (2.6)
−
∫
Ω
λetr(P
−1F∇ − Id )(P−T ,∇v)F dx,
with F∇ = ∇ϕ(k). Here, we define εP (u), analogously to the definition of the
symmetric strain tensor ε = sym(∇u) in standard linear elasticity, as
εP (u) := sym(P
−1∇u) ⇒ (εP )ij(u) := 1
2
(
3∑
k=1
(P−1)ik
∂uk
∂xj
+
∂uk
∂xi
(P−1)jk
)
and we obtain
(εP (u), εP (v))F =
3∑
i,j=1
(εP )ij(u)(εP )ij(v).
We can rewrite the bilinear form a
(k)
ϕ (·, ·) as
a(k)ϕ (u
(k),v)
:= 2(µeεP (u
(k)), εP (v))L2(Ω) + (λetr(P
−1∇u(k)), tr(P−1∇v))L2(Ω) (2.7)
= 2(µeεP (u
(k)), εP (v))L2(Ω) + (λetr(εP (u
(k))), tr(εP (v)))L2(Ω);
see also the notation on pp. 5 to 8.
2.1.1 Continuity of the bilinear form
In this subsection we will establish continuity of the bilinear form aϕ(·, ·) intro-
duced in (2.7) with respect to the H1-norm, i.e., ‖·‖H1(Ω). We can estimate the
two terms occurring in (2.7) by assuming that P, P−1 ∈ C0(Ω¯) and using for
A,B ∈ IRn×n
• the Cauchy-Schwarz inequality: (A,B)L2(Ω) ≤ ‖A‖L2(Ω)‖B‖L2(Ω) ,
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• the submultiplicativity of the L2-norm: ‖AB‖L2(Ω) ≤ ‖A‖L2(Ω)‖B‖L2(Ω) ,
• ‖AT‖F = ‖A‖F ⇒ ‖AT‖L2(Ω) = ‖A‖L2(Ω) ,
• (AT , B)F = (A,BT )F ⇒ (AT , B)L2(Ω) = (A,BT )L2(Ω) ,
• ‖∇u‖L2(Ω) = |u|H1(Ω) ,
• |u|H1(Ω) ≤ ‖u‖H1(Ω) .
We assume that the Lame´ parameters µe and λe are bounded from above by their
maximum value over Ω. Hence, we can neglect the parameters when estimating
the terms of the bilinear form aϕ(·, ·) from (2.7).
For the first term in (2.7) this leads to
(εP (u), εP (v))L2(Ω)
=
1
4
(P−1∇u+ (∇u)TP−T , P−1∇v + (∇v)TP−T )L2(Ω)
=
1
4
[
(P−1∇u, P−1∇v)L2(Ω) + 2(P−1∇u, (∇v)TP−T )L2(Ω)
+ ((∇u)TP−T , (∇v)TP−T )L2(Ω)
]
≤ 1
4
(‖P−1∇u‖L2(Ω)‖P−1∇v‖L2(Ω) + 2‖P−1∇u‖L2(Ω)‖(∇v)TP−T‖L2(Ω) (2.8)
+ ‖(∇u)TP−T‖L2(Ω)‖(∇v)TP−T‖L2(Ω)
)
≤ ‖P−T‖2L2(Ω)‖∇u‖L2(Ω)‖∇v‖L2(Ω)
= ‖P−T‖2L2(Ω)|u|H1(Ω)|v|H1(Ω)
≤ ‖P−T‖2L2(Ω)‖u‖H1(Ω)‖v‖H1(Ω).
For the second term in (2.7) we consider the following inequality
tr(A)tr(B) = (A, Id )F (B, Id )F
≤ |(A, Id )F | |(B, Id )F |
≤ ‖A‖F ‖Id ‖F ‖B‖F ‖Id ‖F (2.9)
≤ ‖A‖F n1/2 ‖B‖F n1/2
= n‖A‖F‖B‖F
and obtain for n = 3∫
Ω
tr(P−1∇u)tr(P−1∇v) dx ≤
∫
Ω
3 ‖P−1∇u‖F‖P−1∇v‖F dx
≤ 3
(∫
Ω
‖P−1∇u‖2F dx
)1/2(∫
Ω
‖P−1∇v‖2F dx
)1/2
= 3 ‖P−1∇u‖L2(Ω)‖P−1∇v‖L2(Ω) (2.10)
≤ 3 ‖P−T‖2L2(Ω)|u|H1(Ω)|v|H1(Ω)
≤ 3 ‖P−T‖2L2(Ω)‖u‖H1(Ω)‖v‖H1(Ω).
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By combining (2.8) and (2.10) we obtain
aϕ(u,v) ≤ C‖P−T‖2L2(Ω)|u|H1(Ω)|v|H1(Ω) ≤ C‖P−1‖2L2(Ω)‖u‖H1(Ω)‖v‖H1(Ω). (2.11)
2.1.2 Kernel of the bilinear form aϕ(u,v)
For our condition number estimate of the FETI-DP method, see Section 3.4, we
need an explicit representation of the elements r in the nullspace ker (εP ) .
From (2.7) we have
aϕ(r, r) = 0 ⇔ ‖εP (r)‖2L2(Ω) = 0 ∧ tr(εP (r))2 = 0.
Since tr(εP (r))
2 = 0 if ‖εP (r)‖2L2(Ω) = 0, we have to consider
‖εP (r)‖2F = 0
⇔ ‖P−1∇r+∇rTP−T‖2F = 0
⇔ ‖P−1(∇r+ P∇rTP−T )‖2F = 0
⇔ ‖P−1(∇rP T + P∇rT )P−T‖2F = 0
⇔ ∇rP T + P∇rT = 0
⇔ 2sym(∇rP T ) = 0
From this it follows that (∇r)P T must be a skew symmetric matrix A(x) ∈
so(3) := {X ∈ IR3×3 : XT = −X} and thus we have
∇r(x) = A(x)P−T (x). (2.12)
We use the Curl-operator on both sides of the equation in (2.12), i.e., we use
curl : IR3 → IR3 y1y2
y3
 7→
 ∂2y3 − ∂3y2∂3y1 − ∂1y3
∂1y2 − ∂2y1
 .
and since we have matrices on both sides of the equation, we define the Curl of
a matrix as the curl of its rows.
If we apply Curl to the left hand side of the second equation in (2.12), we get
the curl of the divergence of a potential in all three rows. Thus, Curl (∇r) = 0
under the assumption that r is twice continuously differentiable. We will now
apply the Curl to the right hand side of the second equality in (2.12). For
convenience we introduce ai(x) as the rows of the matrix A(x) and pi(x) as the
columns of the matrix P−T (x) and get
A(x)P−T (x) =
 a1(x)p1(x) a1(x)p2(x) a1(x)p3(x)a2(x)p1(x) a2(x)p2(x) a2(x)p3(x)
a3(x)p1(x) a3(x)p2(x) a3(x)p3(x)
 . (2.13)
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We will now calculate the curl of the rows j ∈ {1, 2, 3} explicitly. Therefore we
use the abbreviation ∂k instead of
∂
∂xk
and with ∂kam we denote the component-
by-component partial derivative of the row am, i.e.,
∂kam = (∂kam1, ∂kam2, ∂kam3);
an analogous notation is used for the column pm. We obtain
curl
 ajp1ajp2
ajp3
 =
 ∂2(ajp3)− ∂3(ajp2)∂3(ajp1)− ∂1(ajp3)
∂1(ajp2)− ∂2(ajp1)

=
 (∂2aj)p3 − (∂3aj)p2(∂3aj)p1 − (∂1aj)p3
(∂1aj)p2 − (∂2aj)p1
+
 aj(∂2p3 − ∂3p2)aj(∂3p1 − ∂1p3)
aj(∂1p2 − ∂2p1)
 .
Here, we dropped the explicit dependence on x in our notation. We now denote
by pij the entry in the i-th row and the j-th column of P
−T and obtain
Curl (AP−T ) =
 (∂2a1)p3 − (∂3a1)p2 (∂3a1)p1 − (∂1a1)p3 (∂1a1)p2 − (∂2a1)p1(∂2a2)p3 − (∂3a2)p2 (∂3a2)p1 − (∂1a2)p3 (∂1a2)p2 − (∂2a2)p1
(∂2a3)p3 − (∂3a3)p2 (∂3a3)p1 − (∂1a3)p3 (∂1a3)p2 − (∂2a3)p1

+
 a1(∂2p3 − ∂3p2) a1(∂3p1 − ∂1p3) a1(∂1p2 − ∂2p1)a2(∂2p3 − ∂3p2) a2(∂3p1 − ∂1p3) a2(∂1p2 − ∂2p1)
a3(∂2p3 − ∂3p2) a3(∂3p1 − ∂1p3) a3(∂1p2 − ∂2p1)

=
 ∂1a1 ∂2a1 ∂3a1∂1a2 ∂2a2 ∂3a2
∂1a3 ∂2a3 ∂3a3

︸ ︷︷ ︸
∈M3×9
·
 0 −p3 p2p3 0 −p1
−p2 p1 0

︸ ︷︷ ︸
∈M9×3
(2.14)
+
 a1a2
a3
 ·
 ∂2p13 − ∂3p12 ∂3p11 − ∂1p13 ∂1p12 − ∂2p11∂2p23 − ∂3p22 ∂3p21 − ∂1p23 ∂1p22 − ∂2p21
∂2p33 − ∂3p32 ∂3p31 − ∂1p33 ∂1p32 − ∂2p31

= LP−T (DxA) + A · Curl (P−T ).
Here, LP−T (DxA(x)) denotes the linear operator in P
−T applied to the deriva-
tive of A(x) defined by the first matrix product. Combining these results we have
Curl (∇r(x)) = Curl (A(x)P−T (x))
⇔ 0 = LP−T (DxA(x)) + A(x)Curl (P−T (x)).
(2.15)
If we assume that the matrix P−T is a gradient, i.e., there exists a function ψ :
IR3 → IR3 such that P−T (x) = ∇ψ(x) with ψ twice continuously differentiable,
it follows that Curl(P−T (x)) = 0. Thus, it is necessary that LP−T (DxA(x)) = 0.
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Since LP−T is a linear operator and invertible if and only if det(P
−T ) 6= 0, cf.
[71, Lemma 3.7], the condition LP−T (DxA(x)) = 0 is satisfied if and only if
DxA(x) = 0 which means that A(x) = const = A¯. From this follows
∇r = A¯P−T = A¯∇ψ(x) ⇒ r(x) = A¯ψ(x) + b¯
with a constant translation vector b¯ ∈ IR3 and a constant skew-symmetric matrix
A¯ ∈ so (3). Thus, we have
A¯ =
 0 α −β−α 0 γ
β −γ 0
 , b¯ =
 ab
c
 ,
with suitable constants α, β, γ, a, b, c ∈ IR, and can write r(x) as
r(x) = A¯∇ψ(x) + b¯
=
 αψ(2)(x)− βψ(3)(x) + a−αψ(1)(x) + γψ(3)(x) + b
βψ(1)(x)− γψ(2)(x) + c

= α
 ψ(2)(x)−ψ(1)(x)
0
+ β
 −ψ(3)(x)0
ψ(1)(x)
+ γ
 0ψ(3)(x)
−ψ(2)(x)

+a
 10
0
+ b
 01
0
+ c
 00
1
 .
From this representation we obtain the following basis of ker (εP )
r1 :=
 10
0
 , r2 :=
 01
0
 , r3 :=
 00
1
 ,
r4(x) :=
 ψ(2)(x)−ψ(1)(x)
0
 , r5(x) :=
 −ψ(3)(x)0
ψ(1)(x)
 , r6(x) :=
 0ψ(3)(x)
−ψ(2)(x)
 .(2.16)
Clearly, we obtain the basis elements for the nullspace of standard linear elasticity
if ψ(x) = x, i.e., P = Id . Later on, in our analysis of the FETI-DP method, cf.
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Chapter 3, for rl, l = 4, 5, 6, we have to consider shifted versions
r4(x) :=
1
Hψ
 ψ(2)(x)− ψ(2)(xˆ)−ψ(1)(x) + ψ(1)(xˆ)
0
 ,
r5(x) :=
1
Hψ
 −ψ(3)(x) + ψ(3)(xˆ)0
ψ(1)(x)− ψ(1)(xˆ)
 , (2.17)
r6(x) :=
1
Hψ
 0ψ(3)(x)− ψ(3)(xˆ)
−ψ(2)(x) + ψ(2)(xˆ)
 ,
whereHψ is the diameter of the transformed domainψ(Ω), i.e.,Hψ := diam(ψ(Ω)),
and xˆ is a shift parameter such that ψ(j)(x)−ψ(j)(xˆ) can be estimated by a con-
stant times Hψ, i.e., (ψ
(j)(x)− ψ(j)(xˆ))2 ≤ CH2ψ.
2.2 The q-Laplace problem
The second decoupled problem is nonlinear and non convex. We again use the
abbreviation J1, cf. Section 2.1, (2.3), and further introduce
J2(P ) :=
∫
Ω
µeh
+‖P TP − Id ‖2F + µe
(
L2c
2
‖∇P‖2F +
Lqc
q
‖∇P‖qF
)
dx. (2.18)
Hence, we consider the minimization problem
min
P
(
J1(P,ϕ) + J2(P )−
∫
Ω
(fP , P ) dx
)
(2.19)
which again will be solved with a Newton iteration, i.e.,
∂2P (J1(P
(k+1)
n−1 ,ϕ) + J2(P
(k+1)
n−1 ))∆P
(k+1)
n
=
(∫
Ω
fP dx− ∂P (J1(P (k+1)n−1 ,ϕ) + J2(P (k+1)n−1 ))
)
P
(k+1)
n−1 ,
(2.20)
with n denoting the n-th Newton iteration step, i.e., for n = 1, 2, . . ., we have
∆P
(k+1)
n := P
(k+1)
n − P (k+1)n−1 and P (k+1)0 = P (k). Hence, we obtain the new iterate
P
(k+1)
n = P
(k+1)
n−1 + ∆P
(k+1)
n . This Newton iteration has to be solved every time
we compute the minimizer for the micromorphic field P . Again we discretize the
linear system (2.20) and obtain the following problem
Find the n-th Newton increment ∆P
(k+1)
n := Q ∈ (H1(Ω))3×3 = (H1(Ω))9
such that for all R ∈ (H1(Ω))9
a
(k)
P,n(Q,R) = F
(k)
P,n(R).
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Here, we use (H1(Ω))9 when we have pure homogeneous Neumann boundary
conditions and replace (H1(Ω))9 by (H10 (Ω, ∂ΩD,P ))
9 when we introduce Dirichlet
boundary conditions on ∂ΩD,P . The choice of the appropriate space is due to the
problem we consider. Note that in the Newton iteration we P + ∆P ∈ GL+(3)
is not explicitely enforced.
The abbreviations a
(k)
P,n(Q,R) and F
(k)
P,n(R) are used for
a
(k)
P,n(Q,R) :=
∫
Ω
2µe
(
(sym(P−1QP−1F∇), P−1RP−1F∇)F
+ (sym(P−1F∇ − Id ), P−1(QP−1R +RP−1Q)P−1F∇)F
)
dx
+
∫
Ω
λe
(
tr(P−1QP−1F∇)tr(P−1RP−1F∇)
+ tr(P−1F∇ − Id )tr(P−1(QP−1R +RP−1Q)P−1F∇)
)
dx (2.21)
+
∫
Ω
4µeh
+(PP TQ+ PQTP +QP TP −Q,R)F dx
+
∫
Ω
µe
(
(L2c + L
q
c‖∇P‖F q−2)(∇Q,∇R)F
+ (q − 2)Lqc‖∇P‖F q−4(∇P ,∇Q)F (∇P,∇R)F
)
dx
and
F
(k)
P,n(R) :=
∫
Ω
fTP v dx
+
∫
Ω
2µe(sym(P
−1F∇ − Id ), P−1RP−1F∇)F dx
+
∫
Ω
λetr(P
−1F∇ − Id )tr(P−1RP−1F∇) dx (2.22)
+
∫
Ω
4µeh
+(P TP − Id , P TR)F dx
−
∫
Ω
µe
(
(L2c + L
q
c‖∇P‖q−2F )(∇P,R)F
)
dx ,
with P := P
(k+1)
n−1 , Q := ∆P
(k+1)
n , and F∇ = ∇ϕ.
As in the case of P -elasticity we show in the next section that the quadratic
form aP (·, ·) is continuous with respect to the H1-norm. Due to the presence of
‖P TP − Id ‖2 in J2 and since P−1 appears in J1 the problem is not convex with
respect to P but strictly convex with respect to the highest derivative appearing
in P .
2.2.1 Continuity of the quadratic form aP (Q,R)
In this section we establish the continuity of the quadratic form aP (·, ·) introduced
in (2.21) with respect to the H1-norm. We again assume that the parameters µe,
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λe, h
+, and Lc can be bounded by their maximum values over the domain Ω such
that we can neglect them in the further considerations.
We consider every term in (2.21) separately. We use the Cauchy-Schwarz-
inequality and the other tools introduced in Section 2.1.1 and obtain for the first
integral in (2.21) the following two estimates
∫
Ω
(sym(P−1QP−1F∇), P−1RP−1F∇)F dx
=
1
2
∫
Ω
(P−1QP−1F∇, P−1RP−1F∇)F dx+
∫
Ω
(F T∇P
−TQTP−T , P−1RP−1F∇)F dx
=
1
2
(
(P−1QP−1F∇, P−1RP−1F∇)L2(Ω) + (F
T
∇P
−TQTP−T , P−1RP−1F∇)L2(Ω)
)
≤ ‖P−1QP−1F∇‖L2(Ω)‖P−1RP−1F∇‖L2(Ω)
≤ ‖P−1‖4L2(Ω)‖F∇‖2L2(Ω)‖R‖L2(Ω)‖Q‖L2(Ω)
≤ ‖P−1‖4L2(Ω)‖F∇‖2L2(Ω)‖R‖H1(Ω)‖Q‖H1(Ω)
and
∫
Ω
(sym(P−1F∇ − Id ), P−1(QP−1R +RP−1Q)P−1F∇)F dx
≤ ‖sym(P−1F∇ − Id )‖L2(Ω)‖P−1QP−1RP−1F∇ + P−1RP−1QP−1F∇‖L2(Ω)
≤ 1
2
‖P−1F∇ + F T∇P−1 − 2 · Id ‖L2(Ω)(‖P−1QP−1RP−1F∇‖L2(Ω)
+‖P−1RP−1QP−1F∇‖L2(Ω))
≤ (‖P−1F∇‖L2(Ω) + ‖Id ‖L2(Ω))(2‖P−1‖3L2(Ω)‖F∇‖L2(Ω)‖Q‖L2(Ω)‖R‖L2(Ω))
≤ 2( ‖P−1‖L2(Ω)‖F∇‖L2(Ω) + 3|Ω| )‖P−1‖3L2(Ω)‖F∇‖L2(Ω)‖Q‖H1(Ω)‖R‖H1(Ω),
with |Ω| being the volume of the domain Ω, i.e., |Ω| = ∫
Ω
1 dx. The second
integral of (2.21) again contains products of traces. Thus, we use (2.9) and get
∫
Ω
tr(P−1QP−1F∇)tr(P−1RP−1F∇) dx
≤ 3
∫
Ω
‖P−1QP−1F∇‖F‖P−1RP−1F∇‖F dx
≤ 3‖P−1QP−1F∇‖L2(Ω)‖P−1RP−1F∇‖L2(Ω)
≤ 3‖P−1‖4L2(Ω)‖F∇‖2L2(Ω)‖Q‖L2(Ω)‖R‖L2(Ω)
≤ 3‖P−1‖4L2(Ω)‖F∇‖2L2(Ω)‖Q‖H1(Ω)‖R‖H1(Ω)
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and ∫
Ω
tr(P−1F∇ − Id )tr(P−1(QP−1R +RP−1Q)P−1F∇) dx
≤ 3
∫
Ω
‖P−1F∇ − Id ‖F‖P−1QP−1RP−1F∇ + P−1RP−1QP−1F∇‖F dx
≤ 3‖P−1F∇ − Id ‖L2(Ω)‖P−1QP−1RP−1F∇ + P−1RP−1QP−1F∇‖L2(Ω)
≤ 3(‖P−1F∇‖L2(Ω) + ‖Id ‖L2(Ω))(‖P−1QP−1RP−1F∇‖L2(Ω) + ‖P−1RP−1QP−1F∇‖L2(Ω))
≤ 3( ‖P−1‖L2(Ω)‖F∇‖L2(Ω) + 3|Ω| )(2‖P−1‖3L2(Ω)‖F∇‖L2(Ω)‖Q‖L2(Ω)‖R‖L2(Ω))
≤ 6( ‖P−1‖L2(Ω)‖F∇‖L2(Ω) + 3|Ω| )‖P−1‖3L2(Ω)‖F∇‖L2(Ω)‖Q‖H1(Ω)‖R‖H1(Ω).
Now we consider the third integral arising from ‖P TP − Id ‖2∫
Ω
(PP TQ+ PQTP +QP TP −Q,R)F dx
≤ ‖PP TQ+ PQTP +QP TP −Q‖L2(Ω)‖R‖L2(Ω)
≤ (‖PP TQ+ PQTP +QP TP‖L2(Ω) + ‖Q‖L2(Ω)) ‖R‖L2(Ω)
≤ (‖P‖2L2(Ω) + 1) ‖Q‖L2(Ω)‖R‖L2(Ω)
≤ (‖P‖2L2(Ω) + 1) ‖Q‖H1(Ω)‖R‖H1(Ω).
Before we estimate the last integral, we consider the inner product between the
gradients occurring in the integral separately∫
Ω
(∇Q,∇R)F dx = (∇Q,∇R)L2(Ω) ≤ ‖∇Q‖L2(Ω)‖∇R‖L2(Ω) ≤ ‖Q‖H1(Ω)‖R‖H1(Ω).
Additionally, we define the maximum value of the gradient of P , i.e., ∇P , by
c∇P := max
x∈Ω
max
i,j,k=1...3
(∂kPij)
2.
Thus, we obtain∫
Ω
‖∇P‖q−2F (∇Q,∇R)F dx =
∫
Ω
(
3∑
i,j,k=1
(∂kPij)
2)q−2(∇Q,∇R)F dx
≤
∫
Ω
(27 max
i,j,k=1...3
(∂kPij)
2)q−2(∇Q,∇R)F dx
≤ 27cq−2∇P
∫
Ω
(∇Q,∇R)F dx
≤ 27cq−2∇P ‖Q‖H1(Ω)‖R‖H1(Ω)
and∫
Ω
‖∇P‖q−4F (∇P ,∇Q)F (∇P ,∇R)F dx ≤
∫
Ω
‖∇P‖q−2F ‖∇Q‖F‖∇R‖F dx
≤ 27cq−2∇P ‖∇Q‖L2(Ω)‖∇R‖L2(Ω)
≤ 27cq−2∇P ‖Q‖H1(Ω)‖R‖H1(Ω).
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Hence, we have shown that the quadratic form aP (·, ·), cf. (2.21), is continuous
with respect to the H1-norm, i.e.,
aP (Q,R) ≤ C(P ) ‖Q‖H1(Ω)‖R‖H1(Ω).
2.3 Numerical results for the staggered scheme
In this chapter we present results from computations with our staggered algo-
rithm. We consider three different test computations. In Section 2.3.1 we present
results for computations with predetermined solutions P and ϕ. In Sections 2.3.2
and 2.3.3 the results for the computation of a torsion up to an angle of pi
2
are
presented. Section 2.3.2 uses the micromorphic model as presented in (1.1) in
Chapter 1. In Section 2.3.3 we use a modified micromorphic model where the
volumetric response is governed by a determinant term instead of a trace term
as in Section 2.3.2. This modified model is more realistic for large volumetric
stretch. The computations are carried out on a computer with an Intel Core i7
quad core processor with 2.67 GHz and 12 GB memory.
It is common to all calculations that the linear systems occurring in the New-
ton iterations for ϕ and P , respectively, were solved by using PETSc [7, 5, 6]. We
solve the P -elastic system with a conjugate gradient solver without using a pre-
conditioner. For the system occurring in the subproblem for the micromorphic
field P , i.e., the q-Laplacian problem, we use a direct LU decomposition from
UMFPACK [20] or MUMPS [26]. Let us note that none of the computations was
performed in parallel. For the P -elastic problem we later introduce the FETI-
DP algorithm and thus obtain a more efficient solver; cf. Chapter 3. Note, that
we have by now not implemented the parallel FETI-DP solver in the staggered
approach.
All of our computations are tested for the unit cube, i.e., Ω = Ωc = [0, 1]
3.
Additionally, in Sections 2.3.2 and 2.3.3, we consider a cylindrical geometry
with height 2 and diameter 1, i.e., Ω = Ωcyl = {(x, y, z)T = x ∈ IR3 :√
x2 + y2 ≤ 0.5 ∧ z ∈ [0, 2]}. The meshes for the cylinder are generated with
Netgen; cf. [87, 86]. In contrast to the cylinder we discretize the unit cube in a
regular way. Therefore, we first decompose Ωc into hexahedra. These are decom-
posed into tetrahedra by introducing one additional point in the center of each
hexahedron. We connect this midpoint with each vertex of the related hexahe-
dron. This results in 6 pyramids with square bases. By splitting each base into
two triangles we obtain 12 tetrahedra for each hexahedron; cf. Figure 2.1. Since
we use quadratic elements, we have to introduce additional points on the edges
of the tetrahedra. The number of degrees of freedom for a mesh of the unit cube
can be computed from h by
3
((
2 · 1
h
)3
+
(
2 · 1
h
+ 1
)3)
.
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Figure 2.1: Decomposition of a hexahedron into 12 tetrahedra.
The material parameters are E = 210 kN/mm2 and ν = 0.29, which correspond
to µe ≈ 81.4 kN/mm2 and λe ≈ 112.4 kN/mm2. Furthermore, we choose
Lc = 1, h
+ = 0.1, and q = 4. We choose the tolerance tol in (2.1) as tol = 10−7,
i.e., we stop the fixed point iteration if ‖∆P (k)‖l2 and ‖∆ϕ(k)‖l2 are both smaller
than 10−7. The Newton iterations are carried out up to an accuracy of 10−5.
In Sections 2.3.2 and 2.3.3 we choose the Dirichlet boundary for the P -elastic
subproblem as the lower face of either the cube or the cylinder, i.e.,
∂ΩD := {x ∈ Ω|z = 0}. Note, that we work with pure homogeneous Neumann
boundary conditions in Sections 2.3.2 and 2.3.3 for the q-Laplacian problem,
i.e., ∂ΩD,P = ∅. Otherwise, in Section 2.3.1 we have Dirichlet boundary for the
P -elasticity and the q-Laplacian problem. There we provide both subproblems
with homogeneous Dirichlet boundary conditions on the whole surface of the unit
cube, i.e., ∂ΩD = ∂ΩD,P = {x ∈ Ωc|x ∈ {0, 1} ∨ y ∈ {0, 1} ∨ z ∈ {0, 1}}.
2.3.1 Computations with P and ϕ given
The first tests are carried out for a reduced minimization problem, i.e.,
min
(P,ϕ)
∫
Ω
µe‖sym(P−1F∇ − Id )‖2F +
λe
2
(
tr(P−1F∇ − Id )
)2
+µe
(
L2c
2
‖∇P‖2F +
Lqc
q
‖∇P‖qF
)
dx
−
∫
Ω
(fϕ,ϕ)F + (fP , P )F dx,
where we have left out the term µeh
+‖P TP − Id ‖2F which penalizes the pertur-
bation from P to a rotation. With these tests, we want to confirm that our
staggered approach converges to a given solution. Hence, we choose a pair of
variable (P,ϕ). For such a pair (P,ϕ) we compute fϕ and fP such that the right
hand side of the Newton algorithm becomes zero for (P,ϕ). Thus, we know that
the pair (P,ϕ) is a stationary point of our problem.
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We start the staggered scheme with an initial guess (P (0),ϕ(0)). This initial
guess equals the chosen solution on the Dirichlet boundary, i.e., (P (0)(x),ϕ(0)(x)) =
(P (x),ϕ(x)) for x ∈ {x ∈ Ωc : x ∈ {0, 1} ∨ y ∈ {0, 1} ∨ z ∈ {0, 1}}. In the other
points of the cube we perturb the solution (P,ϕ) to obtain an initial guess.
We consider two different sets of given a deformation ϕ and a micromorphic
field P . We will denote these different sets as ϕi and Pi with i ∈ {1, 2, 3}. The
initial guesses we will refer to as ϕ
(0)
i and P
(0)
i , respectively.
Example 1: As first setup we choose a linear function for the deformation ϕ1.
P1 is in accordance to ϕ1 chosen as its gradient P = ∇ϕ1, i.e.,
ϕ1 : IR
3 → IR3 ; x 7→
 x− z−2x+ y + 3z
−y − 2z
 ,
P1 : IR
3 → IR3×3 ; x 7→
 1 0 −1−1 1 3
0 −1 −2
 .
Thus, we have ∇P1 = 0 and P−11 F∇,1 = P−11 ∇ϕ1 = Id . Hence, we know in
advance that the minimum energy must be zero. Furthermore, the body forces
fϕ and fP are zero.
Example 2: For the second setup we again choose P2 = ∇ϕ2. The deformation
ϕ2 is chosen as a quadratic function. Hence, we can represent ϕ2 exactly with
our implementation since we work with piecewise quadratic nodal basis functions,
i.e.,
ϕ2 : IR
3 → IR3 ; x 7→
 (x+ 1)(z + 1)(x+ 1)(y + 1)
(y + 1)(z + 1)
 ,
P2 : IR
3 → IR3×3 ; x 7→
 (z + 1) 0 (x+ 1)(y + 1) (x+ 1) 0
0 (z + 1) (y + 1)
 .
P2 is linear, due to the choice as the gradient of the deformation. Hence, it can
also be represented exactly by our nodal basis functions. Since ∇P2 is non zero
we obtain a minimizing energy of 12µe. Again the body forces are computed to
be equal to zero, i.e., fϕ = 0 and fP = 0.
All calculations lead to the correct solution if the fixed point iteration con-
verges. For both examples we observe that they converge even for strong per-
turbations. As we would expect the fixed point iteration converges for both
examples within one step if we only perturb one variable in the initial guess
and start our staggered algorithm by minimizing the energy with respect to the
perturbed variable.
Comparing Example 1 and Example 2 we notice that Example 2 is more
stable with respect to the perturbations in the initial guess than the first one,
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i.e., in Example 2 we can even start with the identities P (0) = Id and ϕ(0) = x
outside the Dirichlet boundary and obtain a convergent fixed point iteration.
The problem within the fixed point iteration for Example 1 and Example 2 lies
in the convergence of the Newton iteration for the micromorphic field, i.e., the
minimization step for the variable P . We observe that the Newton iterations
for P sometimes do not converge and hence also the fixed point iteration does
not converge. These problems in the convergence of the Newton iteration occur
earlier with respect to the perturbations of the initial guess if we start with
the minimization problem in P rather than starting with the one in ϕ. Even
the number of fixed point iteration steps is slightly smaller if we start with the
minimization for ϕ than if we start with the one in P . Hence, we concluded
that it might be always better to start with the minimization problem in ϕ.
Furthermore, these observations give rise to the idea to investigate the effects of
damped Newton iterations for the minimization problem in P in future research.
If the fixed point iteration converges, the Euclidean norms of the fixed point
iteration increments ∆ϕ(k) and ∆P (k) converge to zero with a convergence rate
of order 1; cf. Figures 2.2, 2.3, 2.4, and 2.5, in which the logarithm of the
increments is displayed versus the number of fixed point iteration steps. Note,
that the calculations for Example 2 need less fixed point iteration steps than the
ones for Example 1.
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Figure 2.2: Example 1, mesh
with 1241 nodes, i.e., h = 0.25,
first minimization in ϕ then in P .
Initial guess:
ϕ
(0)
1 = (0.9ϕ1,1, ϕ1,2, 0.9ϕ1,3)
T and
P
(0)
1 = ((P1,11, P1,12, 0.9P1,13),
(0.9P1,21, P1,22, P1,23),
(P1,31, 0.9P1,32, P1,33))
T .
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Figure 2.3: Example 1, mesh
with 9009 nodes, i.e., h = 0.125,
first minimization in P then in ϕ.
Initial guess:
ϕ
(0)
1 = (0.9ϕ1,1, ϕ1,2, ϕ1,3)
T and
P
(0)
1 = P1 − 0.1 Id .
The convergence of the Newton iteration for P in Example 2 is monotone
and quadratic with respect to the Euclidean norm of the correction term, i.e.,
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Figure 2.4: Example 2, mesh
with 1241 nodes, i.e., h = 0.25,
first minimization in P then in ϕ.
Initial guess:
ϕ
(0)
2 = (0.8ϕ2,1, ϕ2,2 − z, y ϕ2,3)T
and P
(0)
2 = ((P2,11, P2,12 + y, P2,13),
(0.9P2,21, P2,22, P2,23),
(P2,31, P2,32, P2,33−x))T .
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Figure 2.5: Example 2, mesh
with 9009 nodes, i.e., h = 0.125,
first minimization in ϕ then in P .
Initial guess:
ϕ
(0)
2 = (0.9ϕ2,1, ϕ2,2, ϕ2,3)
T and
P
(0)
2 = P2 − 0.1 Id .
‖∆P (k+1)n ‖l2 , and with respect to the Euclidean norm of the residuum. For Ex-
ample 1 we observe monotone and quadratic convergence for ‖∆P (k+1)n ‖l2 and the
residuum if we start our fixed point iteration with the minimization problem in
ϕ as displayed in (2.1). Instead, if we start with the problem in P in our fixed
point iteration, we observe monotone but not quadratic convergence with respect
to ‖∆P (k+1)n ‖l2 and the residuum. Note that with respect to the residuum we
also observe quadratic convergence but not with respect to ‖∆P (k+1)n ‖l2 . These
observations confirm us in the idea always to start with the minimization in ϕ.
This idea was implemented in the torsion calculations presented in Sections 2.3.2
and 2.3.2.
2.3.2 Torsion with linear volumetric term
In this section, we present numerical results for the torsion of the unit cube and
the cylinder as described before. Since we set the body forces fP and fϕ to zero
we consider the following energy for our minimization problem
E(P,ϕ) :=
∫
Ω
µe‖sym(P−1F∇ − Id )‖2F +
λe
2
(
tr(P−1F∇ − Id )
)2
+µeh
+‖P TP − Id ‖2F + µe
(
L2c
2
‖∇P‖2F +
Lqc
q
‖∇P‖qF
)
dx
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with F∇ = ∇ϕ as before. Note, that here the P -elasticity problem is linear
(notably in the volumetric term λe
2
(tr(P−1F∇ − Id ))2) ; see the definition of the
bilinear form in (2.7).
In the case of the unit cube we consider meshes with different mesh widths
h. For the cylinder we use two meshes, i.e., one mesh with 876 nodes and a finer
mesh with 3852 nodes. For the cube we choose the torsion axis in z-direction
through the middle of the x-y-plane, i.e., {x ∈ Ωc : x = 0.5∧y = 0.5∧ z ∈ [0, 1]}.
We choose the torsion axis in the same way for the cylinder, i.e., {x ∈ Ωcyl : x =
0 ∧ y = 0 ∧ z ∈ [0, 2]}. We obtain the torsion of our geometry by using Dirichlet
boundary conditions, i.e., in each load step we use the displacement between
the configuration of the current load step and the contorted configuration of
the next load step as boundary value on the upper face of the body in the P -
elasticity subproblem for ϕ. As upper faces we define {x ∈ Ωc : z = 1} and
{x ∈ Ωcyl : z = 2} for the cube and the cylinder, respectively. As mentioned
before, we use homogeneous Dirichlet boundary conditions for the displacement
on the lower face of either the cube or the cylinder, i.e., {x ∈ Ω : z = 0}. These
homogeneous Dirichlet boundary conditions keep the lower face of the body fixed.
For the minimization problem in P we assume pure homogeneous Neumann
boundary conditions. However, in a large neighborhood of P = Id we obtain an
invertible tangent matrix by introducing h+‖P TP − Id ‖2F .
The overall torsion of pi
2
is applied in steps of pi
64
and the system is solved using
a fixed point iteration in every step. Every fixed point iteration is started with
the deformation ϕ and the micromorphic field P obtained in the last step. The
start values for the first fixed point iteration are ϕ(x) = x and P = Id .
In our numerical experiments, the Newton iterations for P converge monoton-
ously independent of the geometry, the mesh size or the overall torsion angle.
At most we need 6 Newton iterations for the unit cube and 5 for the cylinder.
The number of Newton iterations decreases within each fixed point iteration.
Moreover, the maximum number of Newton iterations needed, decreases with
higher overall angle. For both geometries we observe that the finer we choose our
mesh the earlier we obtain quadratic convergence in the Newton iteration with
respect to the Euclidean norm of ∆P
(k)
n .
The number of fixed point iteration steps needed, increases monotonously
with the overall angle if we consider the unit cube. The behavior for the cylindric
geometry is slightly different. There, we first observe a decrease of fixed point
iteration steps before the number of iterations increases. Furthermore, the finer
our mesh is chosen, the more fixed point iteration steps we need independently
of the geometry. Note that the minimum number of fixed point iteration steps
needed for the cylinder is higher than the maximum number needed for the cube
in our experiments.
The Euclidean norms of the fixed point iteration increments ∆ϕ(k) and ∆P (k)
converge to zero with a convergence rate of order 1; cf Figures 2.6, 2.7, 2.8, 2.9,
2.10, 2.11, 2.12 and 2.13 in which the logarithm of the increments is displayed ver-
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sus the number of fixed point iteration steps. These results are nearly completely
independent of the geometry and the overall torsion angle.
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Figure 2.6: Overall angle 5pi
32
,
mesh of the unit cube with 1241
nodes, i.e., h = 0.25.
0 10 20 30 40
−18
−16
−14
−12
−10
−8
−6
−4
−2
0
# Fixpoint Its
log
(∆)
 
 
∆ φ
∆ P
Figure 2.7: Overall angle 9pi
32
,
mesh of the unit cube with 2331
nodes, i.e., h = 0.2.
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Figure 2.8: Overall angle 7pi
32
,
mesh of the unit cube with 3925
nodes, i.e., h = 1
6
.
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Figure 2.9: Overall angle 3pi
8
,
mesh of the unit cube with 9009
nodes, i.e., h = 0.125.
Only in the case of the first loadstep for the cylinder we observe that the
decrease is slower in the beginning than in the further fixed point iteration.
Asymptotically, we observe the same behavior as before; see Figures 2.14 and
2.15.
In Figures 2.16 and 2.17, 2.18 and 2.19, 2.20 and 2.21, 2.22 and 2.23, 2.24
and 2.25, 2.26 and 2.27, 2.28 and 2.29, 2.30 and 2.31, 2.32 and 2.33, we present
results for the unit cube. Here, we compare the results for our new model with
the ones for standard linear elasticity for three different mesh sizes and different
overall angles. The results for standard linear elasticity are obtained by setting
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Figure 2.10: Overall angle pi
4
,
mesh of the unit cube with 12691
nodes, i.e., h = 1
9
.
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Figure 2.11: Overall anlge pi
2
,
mesh of the unit cube with 12691
nodes, i.e., h = 1
9
.
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Figure 2.12: Overall angle 25pi
64
,
mesh of the cylinder with 876
nodes.
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Figure 2.13: Overall angle 17pi
64
,
mesh of the cylinder with 3852
nodes.
P = Id throughout the whole torsion process. Furthermore, we present results
for larger overall angles in Figures 2.34, 2.35, and 2.36.
Additionally considering the figures that we obtain for finer meshes of the
unit cube, we observe an obvious influence of the mesh size on the accuracy of
the solution; cf. Figures 2.34, 2.35, 2.36, 2.37, and 2.38.
Furthermore, we present cross sections of the contorted cubes. In addition to
the figures presented before, the cross sections contain the values of ‖P TP − Id ‖F
in each node. The quantity ‖P TP − Id ‖F measures the distance of the matrix
P to a rotation. We observe that the values obtained for ‖P TP − Id ‖F decrease
with a finer mesh and increase with an increasing overall angle. Considering the
definition of the Frobenius norm, we record that we seem to obtain matrices very
close to rotations; see Figures 2.39, 2.40, 2.41, 2.42, 2.43, 2.44, 2.45, and 2.46.
38 CHAPTER 2. STAGGERED APPROACH
0 10 20 30 40 50
−20
−18
−16
−14
−12
−10
−8
−6
−4
−2
# Fixpoint Its
log
(∆)
 
 
∆ φ
∆ P
Figure 2.14: First fixed point it-
eration for a mesh of the cylinder
with 876 nodes.
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Figure 2.15: First fixed point it-
eration for a mesh of the cylinder
with 3852 nodes.
Figure 2.16: Overall angle pi
8
,
mesh of the unit cube with 3925
nodes.
Figure 2.17: Overall angle pi
8
,
mesh of the unit cube with 3925
nodes, standard linear elasticity
(P = Id ).
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Figure 2.18: Overall angle pi
8
,
mesh of the unit cube with 9009
nodes.
Figure 2.19: Overall angle pi
8
,
mesh of the unit cube with 9009
nodes, standard linear elasticity
(P = Id ).
Figure 2.20: Overall angle pi
8
,
mesh of the unit cube with 12691
nodes.
Figure 2.21: Overall angle pi
8
,
mesh of the unit cube with 12691
nodes, standard linear elasticity
(P = Id ).
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Figure 2.22: Overall angle pi
4
,
mesh of the unit cube with 3925
nodes.
Figure 2.23: Overall angle pi
4
,
mesh of the unit cube with 3925
nodes, standard linear elasticity
(P = Id ).
Figure 2.24: Overall angle pi
4
,
mesh of the unit cube with 9009
nodes.
Figure 2.25: Overall angle pi
4
,
mesh of the unit cube with 9009
nodes, standard linear elasticity
(P = Id ).
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Figure 2.26: Overall angle pi
4
,
mesh of the unit cube with 12691
nodes.
Figure 2.27: Overall angle pi
4
,
mesh of the unit cube with 12691
nodes, standard linear elasticity
(P = Id ).
Figure 2.28: Overall angle 3pi
8
,
mesh of the unit cube with 3925
nodes.
Figure 2.29: Overall angle 3pi
8
,
mesh of the unit cube with 3925
nodes, standard linear elasticity
(P = Id ).
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Figure 2.30: Overall angle 3pi
8
,
mesh of the unit cube with 9009
nodes.
Figure 2.31: Overall angle 3pi
8
,
mesh of the unit cube with 9009
nodes, standard linear elasticity
(P = Id ).
Figure 2.32: Overall angle 3pi
8
,
mesh of the unit cube with 12691
nodes.
Figure 2.33: Overall angle 3pi
8
,
mesh of the unit cube with 12691
nodes, standard linear elasticity
(P = Id ).
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Figure 2.34: Overall angle pi
2
,
mesh of the unit cube with 3925
nodes.
Figure 2.35: Overall angle pi
2
,
mesh of the unit cube with 9009
nodes.
Figure 2.36: Overall angle pi
2
,
mesh of the unit cube with 12691
nodes.
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Figure 2.37: Overall angle pi
2
,
mesh of the unit cube with 1241
nodes.
Figure 2.38: Overall angle pi
2
,
mesh of the unit cube with 2331
nodes.
Figure 2.39: Uncontorted mesh
of the unit cube with 2331 nodes,
with values of ‖P TP − Id ‖F for an
overall angle of pi
4
.
Figure 2.40: Uncontorted mesh
of the unit cube with 2331 nodes,
with values of ‖P TP − Id ‖F for an
overall angle of pi
2
.
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Figure 2.41: Uncontorted mesh
of the unit cube with 3925 nodes,
with values of ‖P TP − Id ‖F for an
overall angle of pi
4
.
Figure 2.42: Uncontorted mesh
of the unit cube with 3925 nodes,
with values of ‖P TP − Id ‖F for an
overall angle of pi
2
.
Figure 2.43: Uncontorted mesh
of the unit cube with 9009 nodes,
with values of ‖P TP − Id ‖F for an
overall angle of pi
4
.
Figure 2.44: Uncontorted mesh
of the unit cube with 9009 nodes,
with values of ‖P TP − Id ‖F for an
overall angle of pi
2
.
We present results for the cylinder in the Figures 2.47, 2.48, 2.49, 2.50, 2.51,
2.52, 2.53, and 2.54. The figures show contorted meshes of the cylinder of different
mesh size and different overall angle. We again present two different types of
figures. On the one hand we have figures showing the contorted cylinder itself;
see Figures 2.47, 2.49, 2.51, and 2.53. On the other hand the cross sections
introduced before are presented; cf. Figures 2.48, 2.50, 2.52, and 2.54. There, we
observe that the values obtained for ‖P TP − Id ‖F decrease with a finer mesh
and increase with an increasing overall angle as for the meshes of the unit cube.
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Figure 2.45: Uncontorted mesh
of the unit cube with 12691 nodes,
with values of ‖P TP − Id ‖F for an
overall angle of pi
4
.
Figure 2.46: Uncontorted mesh
of the unit cube with 12691 nodes,
with values of ‖P TP − Id ‖F for an
overall angle of pi
2
.
Figure 2.47: Overall angle pi
4
,
mesh of the cylinder with 876
nodes.
Figure 2.48: Overall angle pi
4
,
mesh of the cylinder with 876
nodes, with values of ‖P TP−Id ‖F .
In Figures 2.51 and 2.53 we observe a slight volumetric increase in the upper
and lower part of the cylinder. Furthermore, we have a constriction in the middle
of the geometry. These effects are due to using a quadratic energy to control the
volumetric deformation, i.e., using
λe
2
(
tr(P−1F∇ − Id )
)2
Hence, as an alternative, we also considered a more elaborate, nonlinear elasticity
model which will be described in detail in Section 2.3.3.
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Figure 2.49: Overall angle pi
4
,
mesh of the cylinder with 3852
nodes.
Figure 2.50: Overall angle pi
4
,
mesh of the cylinder with 3852
nodes, with values of ‖P TP−Id ‖F .
Figure 2.51: Overall angle pi
2
,
mesh of the cylinder with 876
nodes.
Figure 2.52: Overall angle pi
2
,
mesh of the cylinder with 876
nodes, with values of ‖P TP−Id ‖F .
2.3.3 Torsion with nonlinear volumetric term
Here, we present results for a torsion with a nonlinear elasticity formulation which
we use to avoid the volumetric increase observed for the linearized model. We
consider the same setting as in Section 2.3.2 but we make a slight change in the
energy formulation. Therefore, we replace the quadratic volumetric term
λe
2
(
tr(P−1F∇ − Id )
)2
by the general nonlinear volumetric term
λe
4
(
(det(F∇)− 1)2 +
(
1
det(F∇)
− 1
)2)
.
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Figure 2.53: Overall angle pi
2
,
mesh of the cylinder with 3852
nodes.
Figure 2.54: Overall angle pi
2
,
mesh of the cylinder with 3852
nodes, with values of ‖P TP−Id ‖F .
Both terms are linearization equivalent in ϕ = x, P = Id , i.e., they lead to the
same linearized formulations when ϕ = x, P = Id . By this change we obtain
a nonlinear P -elasticity formulation which has to be solved with several Newton
iteration steps. Thus, we have to reformulate our Newton iteration introduced in
Section 2.1 (2.4) as for the q-Laplacian problem; cf. (2.20), into
∂2ϕJ1(P,ϕ
(k+1)
n−1 )
(
ϕ(k+1)n −ϕ(k+1)n−1
)
= −
(
∂ϕJ1(P,ϕ
(k+1)
n−1 )
)
ϕ
(k+1)
n−1 ,
with n denoting the n-th Newton iteration step, i.e., for n = 1, 2, . . ., we have
∆ϕ
(k+1)
n := ϕ
(k+1)
n −ϕ(k+1)n−1 =: u(k)n and ϕ(k+1)0 = ϕ(k). Hence, we obtain the new
iterate ϕ
(k+1)
n = ϕ
(k+1)
n−1 +∆ϕ
(k+1)
n . Furthermore, we obtain a new quadratic form
a
(k)
ϕ,n(·, ·) and right hand side F(k)ϕ,n(v) when we discretize the Newton iteration as
in Section 2.2, i.e.,
a(k)ϕ,n(u
(k)
n ,v)
:=
∫
Ω
2µe(εP (u
(k)
n ), εP (v))F
+
λe
2
[
tr((∇u(k)n )F−1∇ )tr((∇v)F−1∇ )
(
2 det(F∇)2 − det(F∇)− 1
det(F∇)
+
2
det(F∇)2
)
− tr((∇u(k)n )F−1∇ (∇v)F−1∇ )
(
(det(F∇)− 1)
(
det(F∇) +
1
det(F∇)2
))]
dx
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and
F(k)ϕ,n(v)
:= −
∫
Ω
µe(P
−T (P−1F∇ + F T∇P
−T − 2 · Id ),∇v)F
−λe
2
tr((∇v)F−1∇ )
(
(det(F∇)− 1)
(
det(F∇) +
1
det(F∇)2
))
dx,
with F∇ = ∇ϕ(k+1)n−1 . Note that for F∇ = Id we obtain the same bilinear form as
introduced in (2.7) which is consistent with the linearization of the volumetric
term.
Since the new term does no longer depend on P our minimization problem in
P reduces to
min
P
∫
Ω
µe‖sym(P−1F∇ − Id )‖2F + µe
(
L2c
2
‖∇P‖2F +
Lqc
q
‖∇P‖qF
)
+µeh
+‖P TP − Id ‖2F dx.
Hence, we obtain the same quadratic form as in Section 2.2, (2.21), without
the trace terms. The same holds for the right hand side of the discretized q-
Laplacian problem in (2.22). There are no more changes necessary in the q-
Laplacian problem when we change the terms as described.
When we analyze the results for this nonlinear formulation we observe that for
the cubic geometry the number of fixed point iteration steps needed in each single
load step is much smaller than in the linear formulation, i.e., we need about half
as many fixed point iteration steps in the beginning. Furthermore, the number
of fixed point iteration steps needed increases only very slowly in contrast to the
linear formulation. Hence, in the last load step we need less than half as many
fixed point iteration steps in the nonlinear case than in the linear case. For the
cylinder we again observe that the number of fixed point iteration steps needed
first decreases and than increases with an increasing overall angle. As in the
case for the cubic geometry the number of fixed point iterations needed is much
smaller than in the linear case. For the linear formulation we observe that the
maximum number of fixed point iteration steps needed for the meshes of the unit
cube is smaller than the minimum number of fixed point iteration steps needed
for the meshes of the cylinder. Here, we observe that for the coarser mesh of the
cylinder, i.e., the mesh with 876 nodes, the minimum number is slightly smaller
than the maximum number for the fine meshes of the unit cube, i.e., the meshes
with 9009 and 12961 nodes. The observations concerning the increase of the fixed
point iteration steps needed when we use finer meshes can as well be made for
the nonlinear case.
The Newton iterations for the deformation ϕ are quadratically convergent
with respect to the Euclidean norm of the residual as well as with respect to the
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Euclidean norm of the correction, i.e., ‖∆ϕ(k)n ‖l2 for fixed k, independent of the
geometry, the mesh size and the overall angle. We need at most three Newton
iteration steps in the case of the cubic geometry and at most four in the case of
the cylinder.
Note that the Newton iteration for the field P behaves in the same way as
in the linear formulation; see Section 2.3.2. The only difference we observe, is
in the number of Newton iteration steps. Here, we have a slight increase in the
maximum number of iteration steps, i.e., we need at most six or seven steps for
both geometries depending on the mesh size.
The convergence behavior of the Euclidean norm of the increments ∆ϕ(k)
and ∆P (k) is also comparable to the one for the linear formulation. In contrast
to the linear formulation we do not observe a change in the gradient in the
figures for ∆P (k) for the cubic geometry; see Figures 2.55, 2.56, 2.57, 2.58, and
2.59. However, in the case of the cylindric geometry this change is more obvious
than in the linear case for the finer mesh; see Figure 2.61, and vanishes for an
increasing overall angle for the coarser cylindric grid; Figure 2.60. Note, that we
do not obtain an exception as for the first load step in the linear formulation for
the cylinder any longer; see Figures 2.62 and 2.63.
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Figure 2.55: Overall angle 9pi
32
,
mesh of the unit cube with 1241
nodes, i.e., h = 0.25.
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Figure 2.56: Overall angle 23pi
64
,
mesh of the unit cube with 2331
nodes, i.e., h = 0.2.
In Figures 2.64 and 2.65 it is shown, that the volumetric increase due to the
linearization we observed for the cylinder is avoided with the nonlinear formula-
tion.
Furthermore we observe a slight increase in the values of ‖P TP − Id ‖F ; see
Figures 2.66, 2.67, 2.68 and 2.69.
As for the cylinder we observe an increase of the values of ‖P TP − Id ‖F for
the meshes of the unit cube in comparison to the values obtained for the linear
formulation; see Figures 2.71, 2.73, 2.75, 2.77, and 2.79. Additionally, we present
figures showing the contorted cube which do not obviously differ from the ones
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Figure 2.57: Overall angle 15pi
32
,
mesh of the unit cube with 3925
nodes, i.e., h = 1
6
.
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Figure 2.58: Overall angle 5pi
32
,
mesh of the unit cube with 9009
nodes, i.e., h = 0.125.
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Figure 2.59: Overall angle 7pi
64
,
mesh of the unit cube with 12691
nodes, i.e., h = 1
9
.
obtained for the linear formulation; see Figures 2.70, 2.72, 2.74, 2.76, and 2.78.
From these observation it seems that although we would have expected the
computations with a nonlinear elasticity formulation to be more expensive than
these with a linear elasticity formulation that the expense seems to reduce. Since
we need less fixed point iteration steps we also have a decrease of minimization
problems in P . But the minimization problems in P are much more expensive
to solve than the P -elastic problems in ϕ. The increase in the amount of work
for the P -elasticity problem due to more steps than in the linear formulation
is in comparison to the decrease due to the less needed q-Laplacian problems
neglectable. The small increase in the number of Newton iteration steps in the
q-Laplacian problem also does not make up the decrease in the overall number
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Figure 2.60: Overall angle 23pi
64
,
mesh of the cylinder with 876
nodes.
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Figure 2.61: Overall angle pi
4
,
mesh of the cylinder with 3852
nodes.
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Figure 2.62: Overall angle pi
64
,
mesh of the cylinder with 876
nodes.
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Figure 2.63: Overall angle pi
64
,
mesh of the cylinder with 3852
nodes.
of fixed point iteration steps. Furthermore, we observed only a slight increase in
the values of ‖P TP − Id ‖F which seems not to be problematic. Hence, we may
conclude from these first observations that the nonlinear elasticity formulation
seems to lead to better results and is less expensive than the linearized approach
for the torsion.
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Figure 2.64: Overall angle pi
2
,
mesh of the cylinder with 876
nodes, compare with 2.51.
Figure 2.65: Overall angle pi
2
,
mesh of the cylinder with 3852
nodes, compare with 2.53.
Figure 2.66: Overall angle pi
4
,
mesh of the cylinder with 876
nodes, with values of ‖P TP−Id ‖F ,
compare with 2.48.
Figure 2.67: Overall angle pi
2
,
mesh of the cylinder with 876
nodes, with values of ‖P TP−Id ‖F ,
compare with 2.52.
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Figure 2.68: Overall angle pi
4
,
mesh of the cylinder with 3852
nodes, with values of ‖P TP−Id ‖F ,
compare with 2.50.
Figure 2.69: Overall angle pi
2
,
mesh of the cylinder with 3852
nodes, with values of ‖P TP−Id ‖F ,
compare with 2.54.
Figure 2.70: Overall angle pi
2
,
mesh of the unit cube with 1241
nodes.
Figure 2.71: Uncontorted mesh
of the unit cube with 1241 nodes,
with values of ‖P TP − Id ‖F for an
overall angle of pi
2
.
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Figure 2.72: Overall angle pi
2
,
mesh of the unit cube with 2331
nodes.
Figure 2.73: Uncontorted mesh
of the unit cube with 2331 nodes,
with values of ‖P TP − Id ‖F for an
overall angle of pi
2
.
Figure 2.74: Overall angle pi
2
,
mesh of the unit cube with 3925
nodes.
Figure 2.75: Uncontorted mesh
of the unit cube with 3925 nodes,
with values of ‖P TP − Id ‖F for an
overall angle of pi
2
.
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Figure 2.76: Overall angle pi
2
,
mesh of the unit cube with 9009
nodes.
Figure 2.77: Uncontorted mesh
of the unit cube with 9009 nodes,
with values of ‖P TP − Id ‖F for an
overall angle of pi
2
.
Figure 2.78: Overall angle pi
2
,
mesh of the unit cube with 12691
nodes.
Figure 2.79: Uncontorted mesh
of the unit cube with 12691 nodes,
with values of ‖P TP − Id ‖F for an
overall angle of pi
2
.
Chapter 3
Efficient solution of P -elasticity
with FETI-DP
The FETI-DP method has proven to be an efficient domain decomposition method
to solve large linear systems arising for example in elasticity problems. Since our
P -elastic subproblem changes to a standard linear elasticity problem when we
chose P = Id we consider the FETI-DP approach also for the P -elastic problem.
In this chapter we will first give a short introduction to the FETI-DP method;
see Section 3.1. In Section 3.2, we will establish the constraints used in the
FETI-DP method for the case of P -elasticity. The Korn inequalities needed
to guarantee uniform ellipticity are established for the P -elasticity problem in
Section 3.3. In Section 3.4 we establish the condition number estimate for the
preconditioned FETI-DP system. Some of the technical tools needed in our
analysis will be presented in Section 3.5 with proofs for piecewise quadratic nodal
basis functions. To complete this chapter, we present numerical results for the
P -elasticity problem solved with the FETI-DP algorithm in Section 3.6. In this
chapter we will mainly follow the arguments given in Klawonn and Widlund [55].
This chapter is based on Klawonn, Neff, Rheinbach, and Vanis [47]. For the
convenience of the reader we repeat the arguments and outline some proofs in a
more detailed fashion.
3.1 The Dual-Primal FETI Method
In this section, we will give an algorithmic description of the dual-primal FETI
(Finite Element Tearing and Interconnecting) domain decomposition method for
P -elasticity. For related FETI-DP algorithms for linear elasticity problems, see
[50, 52, 55].
In FETI methods the computational domain is partitioned into nonoverlap-
ping subdomains and the continuity of the solution across subdomain boundaries
is enforced by Lagrange multipliers. The dual problem is then solved iteratively
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by a preconditioned Krylov subspace method. As a result, the FETI iterates are
in general discontinuous across the subdomain boundaries before convergence.
In dual-primal FETI methods, the variables on the subdomain boundaries are
divided into two classes, the primal and the dual variables. As primal variables,
labeled with Π, we refer to variables which are assembled before the iteration and
in which continuity is enforced in each iteration step. For dual variables, labeled
with ∆, the continuity is established weakly by the introduction of Lagrange
multipliers thus enforcing continuity only at convergence. The primal variables
also form a globally coupled problem. This global problem is necessary to obtain
numerical scalability, i.e., independence on the number of subdomains, but should
be kept as small as possible.
3.1.1 Triangulation of Ω
The FETI methods work on discrete spaces as numerical methods do in general.
A triangulation τh of the domain Ω is assumed to be given. The elements of τh are
supposed to be shape regular and to have a typical diameter h. We assume that
the domain Ω can be represented exactly as union of tetrahedral finite elements.
The corresponding conforming finite element space of finite element functions is
denoted by Wh := Wh(Ω) ⊂ H10(Ω, ∂ΩD). Then we obtain a discrete form of
the problem
Find uh ∈Wh(Ω) such that
a(uh,vh) = F(vh) ∀vh ∈Wh. (3.1)
When there is no risk of confusion, we drop the subscript h from now on.
We will work with piecewise quadratic nodal basis functions for the problem of
P -elasticity. Hence, we have one additional node on each edge of each tetrahedron
belonging to the triangulation τh. With these additional nodes we can split each
tetrahedron in a natural way in eight smaller tetrahedrons, cf. Figure 3.1 The
triangulation we obtain by this further splitting will be denoted by τh/2. We will
use this triangulation exclusively to define linear finite element functions in the
theoretical analysis; see Section 3.4, (3.56).
3.1.2 Decomposition of Ω
We assume a Lipschitz domain Ω partitioned into N subdomains Ωi, i = 1, . . . , N ,
each of which is the union of finite elements with matching finite element nodes on
the boundaries of neighboring subdomains across the interface Γ. The interface Γ
is the union of three different groups of open sets, namely, subdomain faces, edges,
and vertices. Here, we follow the presentation given in Klawonn and Rheinbach
[50, Section 2]; see also Klawonn and Widlund [55]. We denote individual faces,
edges and vertices by F , E , and V , respectively. To define faces, edges, and
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Figure 3.1: Decomposition of one 10 node tetrahedra into eight 4 node tetrahedra.
vertices, we introduce certain equivalence classes. Let us denote the sets of nodes
on ∂Ω, ∂Ωi, and Γ by ∂Ωh, ∂Ωi,h, and Γh, respectively. For any interface nodal
point x ∈ Γh, we define
Nx := {j ∈ {1, . . . , N} : x ∈ ∂Ωj,h},
i.e., Nx is the set of indices of all subdomains with x in the closure of the subdo-
main. For a node x we define the multiplicity as |Nx|.
Associated with the nodes of the finite element mesh, we have a graph, the
nodal graph, which represents the node-to-node adjacency. For a given node x ∈
Γh, we denote by Ccon(x) the connected component of the nodal subgraph, defined
by Nx, to which x belongs. For two interface points x, y ∈ Γh, we introduce an
equivalence relation by
x ∼ y :⇔ Nx = Ny and y ∈ Ccon(x).
We can now describe faces, edges and vertices using their equivalence classes.
Here, |G| denotes the cardinality of the set G. We define the following.
Definition 1
x ∈ F :⇔ |Nx| = 2.
x ∈ E :⇔ |Nx| ≥ 3 and ∃y ∈ Γh, y 6= x, such that y ∼ x.
x ∈ V :⇔ |Nx| ≥ 3 and ∃/y ∈ Γh, y 6= x, such that y ∼ x.
In the case of a decomposition into regular substructures, e.g., cubes or tetrahe-
dra, our definition of faces, edges, and vertices conforms to our basic geometric
intuition. On the other hand, for subdomains generated by an automatic mesh
partitioner, the situation can be quite complicated. We can, e.g., have several
edges with the same index set Nx or an edge and a vertex with the same Nx. In
practice, we can also have situations when there are not enough edges and poten-
tial edge constraints for some subdomains. Then we have to use constraints on
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some extra edges on ∂ΩN , which otherwise would be regarded as part of a face.
A similar problem might occur for flat structures for which additional constraints
might be required for each subdomain. Therefore, we introduce an alternative
definition of edges.
Definition 2 An edge is the largest connected set of nodes with the same index
set Nx, where Nx ≥ 3 or Nx ≥ 2 and x is on ∂ΩN .
If needed, we will increase the number of edges in unstructured cases by
switching locally from definition of edges given in Definition 1 to Definition 2
and by splitting edges into several edges.
3.1.3 The basic algorithm
In this section we will give an algorithmic description of the basic FETI-DP
method. Let us therefore assume that Ω is given and decomposed as described
in Section 3.1.2. For each subdomain we need the local stiffness matrix K(i), the
local load vector f (i), and the vector of the local nodal values u(i). We distinguish
between interior nodes and interface nodes, denoted by I and Γ, respectively.
Additionally, we distinguish between dual and primal nodes on the interface,
denoted by an index ∆ or Π, respectively. In the primal variables we will establish
the continuity by assembling before the iteration. In the dual nodes the continuity
is established by an additional constraint which is established by using a vector of
the Lagrange multipliers. This vector of the Lagrange multipliers will be denoted
by λ. Thus, we have
K(i) =
 K
(i)
II K
(i)T
∆I K
(i)T
ΠI
K
(i)
∆I K
(i)
∆∆ K
(i)T
Π∆
K
(i)
ΠI K
(i)
Π∆ K
(i)
ΠΠ
 , u(i) =
 u
(i)
I
u
(i)
∆
u
(i)
Π
 and f (i) =
 f
(i)
I
f
(i)
∆
f
(i)
Π
 .
Introducing
uB =
[
uI
u∆
]
, fB =
[
fI
f∆
]
, u
(i)
B =
[
u
(i)
I
u
(i)
∆
]
, f
(i)
B =
[
f
(i)
I
f
(i)
∆
]
.
yields
KBB = diag(K
(i)
BB) with K
(i)
BB =
[
K
(i)
II K
(i)T
∆I
K
(i)
∆I K
(i)
∆∆
]
as well as
KΠB =
[
K
(1)
ΠB, . . . , K
(N)
ΠB
]
with K
(i)
ΠB =
[
K
(i)
ΠIK
(i)
Π∆
]
.
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Next, we assemble the primal variables, indicating the assembled variables by a
tilde. This yields
K˜ =
[
KBB K˜
T
ΠB
K˜ΠB K˜ΠΠ
]
,
with K˜ΠB =
[
K˜
(1)
ΠB, . . . , K˜
(N)
ΠB
]
.
The assembly process can be described using restriction operators R
(i)
Π with
K˜
(i)
ΠB = R
(i)T
Π K
(i)
ΠB ∀i = 1, . . . , N
K˜BB =
N∑
i=1
R
(i)T
Π K
(i)
ΠΠR
(i)
Π .
The matrices R
(i)
Π only have entries 0 or 1, the global number of columns equals
the number of primal variables, and the number of rows equals the number of
primal variables belonging to the subdomain Ωi. The entry in the i-th column
and the j-th row of R
(i)
Π is set to 1 if the j-th primal node in the subdomain Ωi
equals the i-th primal node in the global problem.
In order to obtain a continuous u∆ we introduce a discrete jump operator
B = [0 B∆]. The operator B∆ is constructed with entries −1, 0, or 1, in such a
way that it will enforce continuity for matching nodes across the interface, i.e.,
uB is continuous if BuB = 0 = B∆u∆.
This leads to a new formulation of our problem
Find u such that
Ku = f and BuB = 0
and with λ being the vector of the Lagrange multipliers we obtain KBB K˜TΠB BTK˜ΠB K˜ΠΠ 0
B 0 0
 uBu˜Π
λ
 =
 fBf˜Π
0
 . (3.2)
In a next step, the variables uB and u˜Π are eliminated by two block Gaussian
eliminations which leads to
Fλ = d.
With the first block Gaussian elimination we eliminate the interior and dual
variables, i.e., uB. KBB K˜TΠB BT0 K˜ΠΠ − K˜ΠBK−1BBK˜TΠB −K˜ΠBK−1BBBT
0 −BK−1BBK˜TΠB −BK−1BBBT

 uBu˜Π
λ

=
 fBf˜Π − K˜ΠBK−1BBfB
−BK−1BBfB

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Introducing S˜ΠΠ := K˜ΠΠ − K˜ΠBK−1BBK˜TΠB and eliminating in a second step the
subassembled primal variables, i.e., u˜Π, leads to KBB K˜TΠB BT0 S˜ΠΠ −K˜ΠBK−1BBBT
0 0 −BK−1BBBT −BK−1BBK˜TΠBS˜ΠΠK˜ΠBK−1BBBT

 uBu˜Π
λ

=
 fBf˜Π − K˜ΠBK−1BBfB
−BK−1BBfB +BK−1BBK˜TΠBS˜ΠΠ
(
f˜Π − K˜ΠBK−1BBfB
)
 .
Hence, we have Fλ = d with
F = BK−1BBB
T +BK−1BBK˜
T
ΠBS˜
−1
ΠΠK˜ΠBK
−1
BBB
T ,
d = BK−1BBfB −BK−1BBK˜TΠBS˜−1ΠΠ(fΠ − K˜ΠBK−1BBfB).
Before we are going to construct our preconditioner, we give an alternative
representation of F which is used in our convergence analysis in Section 3.4. We
describe F in terms of the Schur complement S˜ε, which we obtain by eliminating
only the interior variables in K˜, i.e.,
S˜ε =
[
K∆∆ −K∆IK−1II KT∆I K˜TΠ∆ −K∆IK−1II K˜TΠI
K˜Π∆ − K˜ΠIK−1II KT∆I K˜ΠΠ − K˜ΠIK−1II K˜TΠI
]
.
With this Schur complement we obtain the system
S˜ε
[
u∆
u˜Π
]
=
[
f∆ −K∆IK−1II fI
f˜Π − K˜ΠIK−1II fI
]
.
To use S˜ε for the definition of F , we need another restriction operator R˜∆Γ which
restricts partially assembled interface variables to their dual displacement part,
i.e., such that
R˜∆ΓuΓ = u∆ with uΓ = [u∆, u˜Π]
T .
With
BΓ = B∆R˜∆Γ,
we have
F = BΓS˜
−1
ε B
T
Γ . (3.3)
To define the standard FETI-DP Dirichlet preconditioner M−1, we introduce a
scaled jump operator BD,∆ := [B
(1)
D,∆, . . . , B
(N)
D,∆]. It is constructed by scaling
the submatrices of B∆, i.e., B
(i)
∆ , as follows. Each row of B
(i)
∆ with a nonzero
entry corresponding to a Lagrange multiplier connecting a subdomain Ωi with
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a neighboring subdomain Ωj at a point x ∈ ∂Ωi,h ∪ ∂Ωj,h is multiplied with the
scalar factor
δ†j(x) :=
(µ
(j)
e )γ∑
k∈Nx(µ
(k)
e )γ
, (3.4)
where Nx is the set of all subdomain indices of subdomains which have x on their
boundary, i.e., Nx := {i ∈ {1, . . . , N} : x ∈ ∂Ωi}, and γ ∈ [12 ,∞).
Finally, we introduce a block-diagonal Schur complement matrix Sε := diag(S
(i)
ε )
with S
(i)
ε being the Schur complement which we obtain by eliminating the interior
variables from K(i), i.e.,
S(i)ε = K
(i)
ΓΓ −K(i)ΓI (K(i)II )−1(K(i)ΓI )T .
Then
M−1 = BD,∆R∆ΓSεRT∆ΓB
T
D,∆ =
N∑
i=1
B
(i)
D,∆R
(i)
∆ΓS
(i)
ε R
(i)T
∆Γ B
(i)T
D,∆. (3.5)
Here, the R
(i)
∆Γ are restriction matrices such that
R
(i)
∆Γ
[
u
(i)
∆
u
(i)
Π
]
= u
(i)
∆
and
R∆Γ = diag
N
i=1(R
(i)
∆Γ).
We note that the application of the preconditioner M−1 to a vector only requires
the solution of local Dirichlet problems.
We can also express the preconditioner M−1 in terms of S˜ε using a local
assembly operator R(i)
R(i)T =
[
R
(i)T
∆ 0
0 R
(i)T
Π
]
,
with
R
(i)T
∆ u
(i)
∆ =
 v
(1)
∆
...
v
(N)
∆
 and v(i)∆ :=
{
0
(j)
∆ , i 6= j
u
(j)
∆ , i = j
cf. Klawonn and Widlund [55], Klawonn, Pavarino, and Rheinbach [49], and Li
and Widlund [58]. This leads to the relationship
S˜ε =
N∑
i=1
R(i)TS(i)ε R
(i) = RTSεR, (3.6)
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with RT = [R(1)T . . . R(N)T ].
Relation (3.6) combined with
BD,Γ = BD,∆R˜∆Γ and R˜∆ΓR
T = R∆Γ,
leads to another representation of the preconditioner M−1
M−1 = BD,ΓRTSεRBTD,Γ = BD,ΓS˜εB
T
D,Γ. (3.7)
For more detailed information, see, e.g., Klawonn and Widlund [55].
3.2 Selection of constraints
In order to obtain a scalable FETI-DP algorithm for P -elasticity in three di-
mensions, we need to select an appropriate number of primal constraints. It is
well-known that choosing only vertex constraints, i.e., subassembling only in the
vertices of the subdomains, leads to an algorithm which has a condition num-
ber estimate of the order of O(H/h); see, e.g., Klawonn, Widlund, and Dryja
[56], Klawonn, Rheinbach, and Widlund [53], and Farhat, Lesoinne, and Pierson
[28]. To improve the algorithms, in addition or instead of the vertex constraints,
certain averages and first order moments over edges or faces were introduced as
primal constraints for the case of linear elasticity; see Klawonn and Widlund [55],
Klawonn and Rheinbach [50] and Farhat, Lesoinne, and Pierson [28]. Here, we
follow the approach of edge averages and first order moments; see Klawonn and
Widlund [55], and Klawonn and Rheinbach [50] and generalize it to the case of
P -elasticity. In order to control the kernel of the subdomain stiffness matrices
K(i), we have to control the elements of ker (εP ) and thus we need at least six
constraints. As in [50, 51, 52, 55] for linear elasticity, we will work with edge
average constraints of the form
gn(w
(i)) :=
∫
Eik w
(i)
l dx∫
Eik 1 dx
, n = 1, . . . , 6 . (3.8)
These constraints can be interpreted as averages over the edge E ik of the func-
tion w
(i)
l , l ∈ {1, 2, 3}, i ∈ {1, . . . , N} which is the l-th component of w(i) =
(w
(i)
1 , w
(i)
2 , w
(i)
3 ) ∈W(i).
Definition 3 An edge E ik is called a primal edge if at least one of its displacement
components is provided with a constraint.
Such a constraint belongs to a face F ij if E ik is a part of the boundary of this
face. To define a fully primal face; cf. Definition 4, we introduce six constraints
such constraints which have to be linearly independent on the ker (εP ), i.e.,
∀r ∈ ker (εP ) :
6∑
n=1
gn(r)
2 = 0 ⇔ r = 0 (3.9)
3.2. SELECTION OF CONSTRAINTS 65
Clearly, this is equivalent to
gn(r) = 0 ∀n = 1, . . . , 6 ⇔ r = 0 .
We can obtain six such functionals by choosing at least three edges which belong
to the boundary of the face F ij.
Lemma 1 Let P−T = ∇ψ and ψ be a C1-diffeomorphism with det(∇ψ) being
bounded from below and above, i.e., 0 < c ≤ | det(∇ψ)| ≤ C < ∞. Then, for
every subdomain face and for the standard case, cf. Assumption 1 in Section 3.4,
we can always find six edge averages of the displacement components that are
linearly independent when restricted to the space ker (εP ).
Proof: First we will consider the elements r4, r5, and r6 of ker (εP ), cf. (2.17).
For w = (w(j))j=1,2,3 we consider
g(w) =
∫
Eik w
(j)(x) dx∫
Eik 1 dx
.
Since we want to control the basis elements of ker (εP ) we have to evaluate g for
these elements
g(rn) =
∫
Eik r
(j)
n (x) dx∫
Eik 1 dx
for n = 4, 5, 6.
Because ψ is a C1-diffeomorphism, we can carry out a change of variables
ψ : Ωi → Ω̂i , x 7→ ξ := ψ(x).
By using the transformation formula, cf. Lemma 2, we obtain
g(rn) =
∫
ξ∈ψ(Eik) r
(j)
n (ψ−1(ξ)) | det(∇ψ−1(ξ))| dξ∫
ξ∈ψ(Eik) | det(∇ψ−1(ξ))| dξ
and by using the special form of r introduced in Section 2.1.2, we have
r4(ψ
−1(ξ)) =
 ψ(2)(ψ−1(ξ))− ψ(2)(ψ−1(ξˆ))−ψ(1)(ψ−1(ξ)) + ψ(1)(ψ−1(ξˆ))
0
 =
 ξ2 − ξˆ2−ξ1 + ξˆ1
0
 =: r˜4(ξ). (3.10)
For n = 5, 6, we obtain analogously
r˜5(ξ) :=
 −ξ3 + ξˆ30
ξ1 − ξˆ1
 , r˜6(ξ) :=
 0ξ3 − ξˆ3
−ξ2 + ξˆ2
 . (3.11)
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For n = 4, 5, 6, we have
g(rn) =
∫
ξ∈ψ(Eik) r˜
(j)
n (ξ) | det(∇ψ−1(ξ))| dξ∫
ξ∈ψ(Eik) | det(∇ψ−1(ξ))| dξ
.
Since the entries in rn are constant for n = 1, 2, 3 it is obvious that we obtain
rn(x) = r˜n(ξ) n = 1, 2, 3. (3.12)
The functions r˜n, n = 1, . . . , 6, have the form of the standard basis of the space
of rigid body modes from linear elasticity. Since we have assumed that the de-
terminant of P−T is bounded from below and above we obtain
c
C
∫
ξ∈ψ(Eik) r˜
(j)
n (ξ) dξ∫
ξ∈ψ(Eik) 1 dξ︸ ︷︷ ︸
=:g˜(r˜n)
≤ g(rn) ≤ C
c
∫
ξ∈ψ(Eik) r˜
(j)
n (ξ) dξ∫
ξ∈ψ(Eik) 1 dξ︸ ︷︷ ︸
=g˜(r˜n)
. (3.13)
It was shown by Klawonn and Widlund [55, Proposition 5.1], that the lemma
holds for the rigid body modes r˜n of standard linear elasticity and the related
functionals g˜.
From (3.13) also follows that six linear independent functionals gn exist. Let
therefore gn(r) = 0 hold ∀n = 1, . . . , 6. Then (3.13) implies that g˜n(r˜) = 0 holds
∀n = 1, . . . , 6. But since the lemma is true for the g˜n it follows that r˜ = 0.
Because the transformation only affects the basis vectors but not the coefficients
we obtain that r = 0. Hence, the lemma also holds for the case of P -elasticity
when P−T is a gradient. 2
Note that the selection of a linearly independent set of constraints for a fully
primal face can be automated quite simply by using a QR factorization with
column pivoting. For the details we refer to e.g. Klawonn and Widlund [55,
Section 5].
The linear functionals g1, . . . , g6 yield a basis for ker (εP )
′. Then there exists
a dual basis of ker (εP )
′ spanned by possibly other linear functionals f1, . . . , f6
which satisfy fm(rn) = δnm, n,m = 1, . . . , 6, where the rn denote the basis ele-
ments of ker (εP ). Thus, we can show that there exists a set of scalar values βmn
such that
fm(w) =
6∑
n=1
βmngn(w) ∀w ∈W(i) , ∀m = 1, . . . , 6 . (3.14)
That these coefficients are benign is known for standard linear elasticity; see [55].
As we have other basis elements for P -elasticity than for standard linear elasticity
we have to show that the βmn in the case of P -elasticity are again benign; this is
shown under the assumption that the upper and lower bound of the determinant
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of ∇ψ are sufficiently close to each other. For standard linear elasticity we have
with sufficiently small β˜ml
f˜m(r˜n) =
6∑
l=1
β˜mlg˜l(r˜n) = δmn,
where the g˜n are the same functionals as defined in the proof of Lemma 1,
cf. (3.13). Let us now define the functional
fˆm(w) =
6∑
l=1
β˜mlgl(w).
Then, we have for rn ∈ ker (εP ) that
fˆm(rn) =
6∑
l=1
β˜mlgl(rn).
We transform the gl(rn) as in the proof of Lemma 1 and obtain
fˆm(rn) =
6∑
l=1
β˜mlgl(rn)
=
6∑
l=1
β˜ml
∫
Eik r
(j)
n (x) dx∫
Eik 1 dx
=
6∑
l=1
β˜ml
∫
ξ∈ψ(Eik) r˜
(j)
n (ξ) | det(∇ψ−1(ξ))| dξ∫
ξ∈ψ(Eik) | det(∇ψ−1(ξ))| dξ
.
With the same bounds as in Lemma 1 we get
c
C
6∑
l=1
β˜mlg˜l(r˜n) ≤ fˆm(rn) ≤ C
c
6∑
l=1
β˜mlg˜l(r˜n)
which gives us
c
C
f˜m(r˜n) ≤ fˆm(rn) ≤ C
c
f˜m(r˜n)
and hence we obtain for m 6= n
0 ≤ fˆm(rn) ≤ 0 ⇔ fˆm(rn) = 0.
Furthermore, for m = n we get
c
C
≤ fˆm(rm) ≤ C
c
.
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Thus, there exists a constant Cf ∈ [ cC , Cc ] such that
fˆm(rm) = Cf .
Obviously, we also have
fˆm(rn) = 0.
Next, we define βmn :=
1
Cf
β˜mn and we have
fm(rn) =
6∑
l=1
1
Cf
β˜mlgl(rn) =
1
Cf
fˆm(rn) = δmn. (3.15)
These βmn are suitable coefficients as long as the constants c and C are sufficiently
close to each other.
The constructions in (3.14) and (3.15) leads to an alternative basis. For an
arbitrary r ∈ ker (εP ) and m = 1, . . . 6, fm(rl) = δml implies
0 = fm(r) = fm
(
6∑
l=1
αlrl
)
=
6∑
l=1
αlfm(rl) =
6∑
l=1
αlδml = αm (3.16)
⇒ r =
6∑
l=1
αlrl = 0.
Furthermore, we obtain
|gm(w(i))|2 =
∣∣∣∣∣
∫
Eik w
(i)
l dx∫
Eik 1 dx
∣∣∣∣∣
2
≤
∣∣∣∣(∫Eik(w(i)l )2 dx)1/2 (∫Eik 12 dx)1/2∣∣∣∣2∣∣∫
Eik 1 dx
∣∣2
≤
∣∣∣∫Eik(w(i)l )2 dx∣∣∣∣∣∫
Eik 1 dx
∣∣ ≤ CH−1i ||w(i)l ||2L2(Eik).
In the last inequality we have used that the length of E ik is on the order of Hi.
With Lemma 14, we obtain
||w(i)||2L2(Eik) ≤ C
(
1 + log
(
Hi
hi
))(
|w(i)|2H1/2(Fij) +
1
Hi
||w(i)||2L2(Fij)
)
.
This motivates the following definition of a fully primal face, cf. also Klawonn
and Widlund [55].
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Definition 4 (Fully primal face) A face F ij is fully primal if, in the space of
primal constraints over F ij, there exists a set fm , m = 1, . . . , 6 , of linear
functionals on W(i) with the following properties:
1. |fm(w(i))|2 ≤ CH−1i
(
1 + log
(
Hi
hi
))(
|w(i)|2
H1/2(Fij) +
1
Hi
||w(i)||2L2(Fij)
)
,
2. fm(rl) = δml ∀m, l = 1, . . . , 6, rl ∈ ker (εP ) .
Let us note that the largest of the constants C, over all fully primal faces, enters
the final bound of the condition number of the iterative method.
3.3 Equivalence of norms
Since unique solvability follows from the H1-continuity (2.11) and H1-ellipticity
we have to establish both for our bilinear form. Thus, we are left with showing
that a(·, ·) can be bounded from below by | · |2H1(Ω).
The upper bound was already established as a byproduct of the continuity
considerations in Section 2.1.1, i.e., we have
aϕ(u,u) ≤ C‖P−T‖2L2(Ω)|u|2H1(Ω).
This lower bound can be achieved by a suitable generalized Korn inequality,
cf. Section 3.3.1, Theorems 1 and 3, since
aϕ(u,u) = µe(εP (u), εP (u))L2(Ω) +
λe
2
(tr(P−1∇u), tr(P−1∇u))L2(Ω)
≥ µe(εP (u), εP (u))L2(Ω).
3.3.1 Korn inequalities
In this section, we discuss different Korn inequalities which are needed in our
convergence analysis in Section 3.4.
The results needed can partly be found in Neff [71]. Since we are interested
in the influence of the structural parameter P in the constants obtained, we will
outline the proofs here. In Neff [71], an upper estimate for the expression
‖(∇φ)P T (x) + P (x)(∇φ)T‖2L2(Ω) =
∫
Ω
‖(∇φ)P T (x) + P (x)(∇φ)T‖2F dx (3.17)
is derived. Here, we have
(εP (u), εP (u))L2(Ω) = ‖P−1∇u+ (∇u)TP−T‖2L2(Ω) =
∫
Ω
‖P−1∇u+ (∇u)TP−T‖2F dx,
which can also be represented as
‖P−1∇u+ (∇u)P−T‖2L2(Ω) = ‖P−1((∇u)P T + P (∇u)T )P−T‖2L2(Ω). (3.18)
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If we are able to ensure that the following norm equivalence holds
∃ 0 < c,C <∞ : c‖(∇u)P T + P (∇u)T‖L2(Ω)
≤ ‖P−1((∇u)P T + P (∇u)T )P−T‖L2(Ω)
≤ C‖(∇u)P T + P (∇u)T‖L2(Ω),
we can use the estimates given in Neff [71] for (3.17) again for (3.18). Note, that
we are also interested to know how the constants c and C depend on P .
Since we know that the L2-norm is submultiplicative we have
‖P−1((∇u)P T + P (∇u)T )P−T‖L2(Ω)
≤ ‖P−1‖L2(Ω) ‖(∇u)P T + P (∇u)T‖L2(Ω) ‖P−T‖L2(Ω) (3.19)
= ‖P−T‖2L2(Ω) ‖(∇u)P T + P (∇u)T‖L2(Ω).
To obtain the lower estimate we use that the spectral norm of a matrix, i.e.,
‖·‖2, is equivalent to the Frobenius matrix norm, i.e., ‖·‖F , on the space of real,
finite dimensional m × n matrices, i.e., IRm×n, with m,n < ∞. For N ∈ IRn×n
we obtain
1√
n
‖N‖F ≤ ‖N‖2 ≤ ‖N‖F ,
‖N‖2 ≤ ‖N‖F ≤
√
n‖N‖2.
(3.20)
For a proof of this estimate we refer to Bunse-Gerstner [14, Lemma 1.8.3].
Now we derive a lower bound for ‖LNLT‖2 with L := P−1 and N :=
(∇u)P T + P (∇u)T . Since N is symmetric we have
‖LNLT‖2 = sup
x∈IR3
x 6=0
∣∣∣∣< LNLTx, x >< x, x >
∣∣∣∣
= sup
x∈IR3
x 6=0
∣∣∣∣< NLTx, LTx >< x, x >
∣∣∣∣
= sup
y∈IR3
L−T y 6=0
∣∣∣∣ < Ny, y >< L−Ty, L−Ty >
∣∣∣∣
Using that N is symmetric, ‖L−Ty‖2 ≤ ‖L−T‖2‖y‖2, and the lower estimate of
the first part of (3.20), we obtain
sup
y∈IR3
L−T y 6=0
∣∣∣∣ < Ny, y >< L−Ty, L−Ty >
∣∣∣∣ ≥ 1‖L−T‖22 supy∈IR3
y 6=0
∣∣∣∣< Ny, y >< y, y >
∣∣∣∣
=
1
‖L−T‖22
· ‖N‖2 ≥ 1‖L−T‖2F
· ‖N‖2,
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Thus with n = 3, we obtain the following estimate
‖P−1((∇u)P T + P (∇u)T )P−T‖F ≥ ‖P−1((∇u)P T + P (∇u)T )P−T‖2
≥ 1‖P−T‖2F
‖(∇u)P T + P (∇u)T‖2
≥ 1√
n‖P−T‖2F
‖(∇u)P T + P (∇u)T‖F
=
1√
3‖P−T‖2F
‖(∇u)P T + P (∇u)T‖F .
(3.21)
Next, we consider
‖εP (u)‖2L2(Ω) = ‖P−1((∇u)P T + P (∇u)T )P−T‖2L2(Ω)
=
∫
Ω
‖P−1((∇u)P T + P (∇u)T )P−T‖2F dx (3.22)
≥
∫
Ω
1
3‖P−T‖4F
· ‖(∇u)P T + P (∇u)T‖2F dx.
We also have
1
‖P−T‖2F
=
1( n∑
i,j=1
(P−T )2ij(x)
) ≥ 1( 3∑
i,j=1
(max
x∈Ω
(P−T )ij(x))2
)
≥ 1( 3∑
i,j=1
( max
i,j=1,2,3
max
x∈Ω
(P−T )ij(x))2
) (3.23)
≥ 1(
32 ( max
i,j=1...n
max
x∈Ω
(P−T )ij(x))2︸ ︷︷ ︸
=:c2P
) = 1
9c2P
.
Combining (3.23) with (3.22), (3.21), and (3.19) leads to the inequality
1
n5/2c2P
‖(∇u)P T + P (∇u)T‖L2(Ω) ≤
(∫
Ω
(
1
n1/2‖P−T‖2F
‖(∇u)P T + P (∇u)T‖F )2 dx
)1/2
≤
(∫
Ω
‖P−1((∇u)P T + P (∇u)T )P−T‖2F dx
)1/2
= ‖εP (u)‖L2(Ω)
= ‖P−1((∇u)P T + P (∇u)T )P−T‖L2(Ω)
≤ ‖P−T‖2L2(Ω)‖(∇u)P T + P (∇u)T‖L2(Ω)
≤ 9c2P |Ω|‖(∇u)P T + P (∇u)T‖L2(Ω),
(3.24)
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with |Ω| := ∫
Ω
1 dx.
Let us now consider the Korn inequalities needed for our convergence analysis.
Since we work with domain decomposition methods, we may have subdomains
Ωi with homogeneous Dirichlet boundary conditions on part of their boundaries
and we can use Korn’s first inequality on H10(Ωi, ∂ΩD ∩∂Ωi). But, in general, we
also have subdomains with only natural boundary conditions such that we need
Korn’s second inequality. First we consider the following theorem given in Neff
[71] and generalized by Pompe [80].
Theorem 1 (Generalized Korn’s first inequality)
Let Ω ⊂ IR3 be a bounded Lipschitz domain and let Σ ⊂ ∂Ω be a smooth part of
the boundary with nonvanishing two-dimensional Lebesgue measure. Let
H10(Ω,Γ) := {φ ∈ H1(Ω) | φ|Γ = 0}
and let P−T = ∇ψ ∈ C0(Ω¯, IR3×3) ⊂ L∞(Ω¯, IR3×3) be given with a positive
constant α+ such that detP T ≥ α+ and let ψ : Ω¯ ⊂ IR3 7→ IR3 be a C1-
diffeomorphism. Then there exists a constant c+ > 0 such that
‖(∇φ)P T (x) + P (x)(∇φ)T‖2L2(Ω) ≥ c+‖φ‖2H1(Ω) ∀φ ∈ H10(Ω,Γ) .
This theorem combined with the equivalence relation (3.24) leads to
‖εP (u)‖2L2(Ω) ≥
1
n5c4P
‖(∇u)P T + P (∇u)T‖2L2(Ω) ≥
c+
35c4P
‖u‖2H1(Ω) ≥
c+
243c4P
|u|2H1(Ω)
for all u ∈ H10(Ωi, ∂ΩD ∩ ∂Ωi).
Proof: The proof given here can be found in [71]; for the convenience of the
reader, it is repeated using our notation and working out the dependence of the
constants on P .
Since ψ is assumed to be a diffeomorphism, we interprete it as a transforma-
tion of variables and define ξ := ψ(x), cf. Section 3.2 proof of Lemma 1.
As C∞0 (Ω,Γ) is dense in H
1
0(Ω,Γ), we can assume that φ ∈ C∞0 (Ω,Γ) and we
achieve the estimate for H10(Ω,Γ) by a density argument. With φ we construct
another function φe
φe(ψ(x)) = φe(ξ) := φ(ψ
−1(ξ)) = φ(ψ−1(ψ(x))) = φ(x).
This function φe is differentiable with a gradient
∇xφ(x) = ∇x (φe(ξ)) = (∇ξφe(ξ)) (∇xψ(x))
⇔ (∇xφ(x)) (∇xψ(x))−1 = ∇ξφe(ξ) = (∇xφ(x))P T (3.25)
⇔ (∇xφ(x))
(∇ξψ−1(ξ)) = ∇ξφe(ξ).
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Here, we obtain the last equivalence either from
1I = ∇x(x) = ∇x(ψ−1(ψ(x))) = (∇ξψ−1(ξ))(∇xψ(x))
⇔ (∇xψ(x))−1 = (∇ξψ−1(ξ)),
or from
∇ξφe(ξ) = ∇ξφ(ψ−1(ξ)) = (∇xφ(x))
(∇ξψ−1(ξ)) .
Instead of the given L2-norm, we consider the expression in terms of φe and
use the standard first Korn inequality on the transformed domain ψ(Ω); cf. Cia-
rlet [16], [55, Lemma 2.1]. Note that the constant depends on ψ(Ω) and on
ψ(Γ) ⊂ ψ(∂Ω), i.e., C := C(ψ(Ω),ψ(Γ)).∫
ξ∈ψ(Ω)
‖∇ξφe(ξ) + (∇ξφe(ξ))T‖2F dξ ≥ C
∫
ξ∈ψ(Ω)
‖∇ξφe(ξ)‖2F dξ. (3.26)
With the transformation formula, cf. Lemma 2, we achieve for (3.26)∫
ξ∈ψ(Ω)
‖∇ξφe(ξ) + (∇ξφe(ξ))T‖2F dξ
=
∫
ξ∈ψ(Ω)
‖∇ξφe(ψ(x)) + (∇ξφe(ψ(x)))T‖2F dξ (3.27)
=
∫
Ω
‖∇ξφe(ψ(x)) + (∇ξφe(ψ(x)))T‖2F | det(∇ψ(x))| dx
and ∫
ξ∈ψ(Ω)
‖|∇φe(ξ)‖2F dξ =
∫
Ω
‖∇φe(ψ(x))‖2F | det(∇ψ(x))| dx. (3.28)
Since we have
1 = det(Id ) = det((∇ψ(x)) · (∇ψ(x))−1) = det(∇ψ(x)) · det(P T )
⇔ 0 ≤ 1
det(P T )
= det((∇ψ(x)) ≤ 1
α+
,
we can estimate det(∇ψ(x)) by its maximum over all x ∈ Ω in (3.27), i.e., the
left hand side, and by its minimum in (3.28), i.e., the right hand side. Combining
these results we obtain
∫
Ω
‖∇ξφe(ψ(x)) + (∇ξφe(ψ(x)))T‖2F dx≥C
minx∈Ω det(∇ψ(x))
maxx∈Ω det(∇ψ(x))
∫
Ω
‖∇φe(ψ(x))‖2F dx.
Using (3.25) yields
‖∇x(φ(x))P T + P (∇xφ(x))T‖2L2(Ω)≥C
minx∈Ω det(∇ψ(x))
maxx∈Ω det(∇ψ(x))‖∇xφ(x)P
T‖2L2(Ω). (3.29)
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As we aim to obtain an upper estimate for ‖φ‖H1(Ω), we have to examine
‖∇xφ(x)P T‖L2(Ω) more closely.
‖(∇φ)P T (x)‖2L2(Ω) =
∫
Ω
tr(((∇φ)P T (x))((∇φ)P T (x))T ) dx
=
∫
Ω
tr((∇φ)︸ ︷︷ ︸
:=L
(P T (x)P (x))︸ ︷︷ ︸
:=N
(∇φ)T ) dx
=
∫
Ω
3∑
k=1
( 3∑
i,j=1
lkinijlkj
)
dx.
With lk being the k-th row of L, we have, since N is symmetric,
3∑
i,j=1
lkinijlkj = lkNl
T
k = < Nl
T
k , l
T
k > . (3.30)
We use a Rayleigh quotient argument for the smallest eigenvalue of N and obtain
λmin(N) = min
x∈IR3
x6=0
< Nx,x >
< x,x >
≤ < Nl
T
k , l
T
k >
< lTk , l
T
k >
. (3.31)
It follows that
λmin(N)
( 3∑
i=1
l2ki
)
= λmin(N) < l
T
k , l
T
k > ≤ < NlTk , lTk > =
3∑
i,j=1
lkinijlkj.
To obtain a constant which is independent of x, we define λmin,Ω(N) as
infx∈Ω(λmin(N))(x). This leads to
‖(∇φ)P T (x)‖2L2(Ω) ≥ λmin,Ω(P TP )
∫
Ω
3∑
k=1
(
3∑
i=1
(∂kφi)
2) dx
= λmin,Ω(P
TP )
∫
Ω
tr((∇φ)(∇φ)T ) dx (3.32)
= λmin,Ω(P
TP )‖∇φ‖2L2(Ω) = λmin,Ω(P TP )|φ|2H1(Ω).
We combine (3.33) with (3.29) and obtain
‖∇xφ(x)P T + P (∇xφ(x))T‖2L2(Ω)≥C
minx∈Ω det(P−T (x))
maxx∈Ω det(P−T (x))
λmin,Ω(P
TP )|φ|2H1(Ω).
Since Ω is a bounded Lipschitz domain and we have Dirichlet boundary condi-
tions, we can use a standard Poincare´-Friedrichs inequality; see Theorem 2. The
desired inequality follows by a density argument. 2
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Theorem 2 (Poincare´-Friedrichs inequality)
Let Ω ⊂ IRd be a Lipschitz domain and let Γ0 ⊂ ∂Ω have positive measure.
Then
∃c := c(Ω) > 0 : ‖u‖H1(Ω) ≤ c|u|H1(Ω)
for all u ∈ H1Γ0(Ω) := {u ∈ H1(Ω) : u|Γ0 = 0}.
Theorem 2 can, e.g., be found in Toselli and Widlund [89, Lemma A.14].
Lemma 2 (Transformation formula)
Let Ω, Ωˆ ⊂ IRd be open and φ : Ωˆ→ Ω be a diffeomorphism. Then
v : Ω→ IR
is integrable over Ω if and only if
(v ◦ φ)| det∇φ| : Ωˆ→ IR
is integrable over Ωˆ. In this case one obtains∫
Ω
v(y) dy =
∫
Ωˆ
f(φ(x))| det∇φ(x)| dx.
This lemma can, e.g., be found in Rudin [85, 8.27].
In the case of a subdomain which intersects the Dirichlet boundary with
homogeneous boundary conditions we now obtain the H1-ellipticity of aϕ(·, ·) by
using Theorem 1.
Theorem 3 (Korn’s second inequality)
Let us consider the same assumptions as in Theorem 1. Then, there exists a
constant c+ > 0 such that
‖(∇φ)P T (x) + P (x)(∇φ)T‖2L2(Ω) + ‖φ‖2L2(Ω) ≥ c+‖φ‖2H1(Ω) ∀φ ∈ H1(Ω),
where c+ is a constant depending on ψ(Ω).
Using (3.24) we obtain the H1-ellipticity of aϕ(·, ·) with Theorem 3 since
‖εP (u)‖2L2(Ω) + ‖u‖2L2(Ω)
≥ 1
n5c4P
‖(∇u)P T + P (∇u)T‖2L2(Ω) + ‖u‖2L2(Ω)
≥ min
{ 1
35c4P
, 1
}(
‖(∇u)P T + P (∇u)T‖2L2(Ω) + ‖u‖2L2(Ω)
)
≥ min
{ 1
243c4P
, 1
}
c+‖u‖2H1(Ω)
≥ min
{ 1
243c4P
, 1
}
c+|u|2H1(Ω).
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Proof: We can proceed in nearly the same way as in the proof of Theorem 1.
Since C∞(Ω¯) is dense in H1(Ω), we choose φ ∈ C∞(Ω¯). Then, we can com-
plete our proof with a standard density argument. The function φe may also
be defined as before. Hence, we can also adopt the considerations concerning
φe. Here, we will use the standard second Korn inequality on the transformed
domain ψ(Ω); cf. Nitsche [79], and obtain∫
ξ∈ψ(Ω)
‖∇ξφe(ξ) +∇ξφe(ξ)‖2F dξ + ‖φe‖2L2(ψ(Ω)) ≥ c(ψ(Ω))‖φe‖2H1(ψ(Ω)), (3.33)
which can also be written in the following way∫
ξ∈ψ(Ω)
‖∇ξφe(ξ) +∇ξφe(ξ)‖2F dξ +
∫
ξ∈ψ(Ω)
‖φe(ξ)‖2F dξ ≥ c(ψ(Ω))
∫
ξ∈ψ(Ω)
‖∇ξφe(ξ)‖2F + ‖φe(ξ)‖2F dξ,
where now a constant c := c(ψ(Ω)) occurs, depending on the shape of the trans-
formed domain. We use the transformation formula of integrals and estimate the
determinant as before to obtain∫
Ω
‖(∇xφ)P T (x) + P (x)(∇xφ)T‖2F + ‖φ‖2F dx
≥ c(ψ(Ω)) minx∈Ω det(∇ψ(x))
maxx∈Ω det(∇ψ(x))
∫
Ω
‖(∇xφ)P T‖2F + ‖φ‖2F dx
≥ c(ψ(Ω)) minx∈Ω det(∇ψ(x))
maxx∈Ω det(∇ψ(x))
(
λmin,Ω(P
TP )‖∇xφ‖2L2(Ω) + ‖φ‖2L2(Ω)
)
≥ c(ψ(Ω)) minx∈Ω det(∇ψ(x))
maxx∈Ω det(∇ψ(x)) min{λmin,Ω(P
TP ), 1} (‖∇xφ‖2L2(Ω) + ‖φ‖2L2(Ω))
= c(ψ(Ω))
minx∈Ω det(P−T (x))
maxx∈Ω det(P−T (x))
min{λmin,Ω(P TP ), 1} ‖φ‖2H1(Ω). 2
If the subdomain boundary does not intersect the Dirichlet boundary, as in The-
orem 3, we follow the line of arguments given in Klawonn and Widlund [55].
Therefore, we introduce two alternative inner products on H1(Ω) for a region
of diameter 1
(u,v)E1 := (εP (u), εP (v))L2(Ω) + (u,v)L2(Ω),
(u,v)E2 := (εP (u), εP (v))L2(Ω) +
6∑
i=1
(u, ri)L2(Σ)(v, ri)L2(Σ),
with (u, ri)L2(Σ) =
∫
Σ
uT ri ds .
Here, Σ ⊂ ∂Ω is assumed to have positive two dimensional Hausdorff measure.
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Lemma 3 ‖·‖E1 and ‖·‖E2 which we obtain by defining ‖u‖2Ej := (u,u)Ej for
j = 1, 2, i.e.,
‖u‖2E1 = ‖εP (u)‖2L2(Ω) + ‖u‖2L2(Ω),
‖u‖2E2 = ‖εP (u)‖2L2(Ω) +
6∑
i=1
(u, ri)
2
L2(Σ)
are norms on H1(Ω).
Proof: To show that ‖·‖Ej define norms for j ∈ {1, 2} we have to prove that
1. ‖u‖Ej = 0⇔ u = 0 ∀u ∈ H1(Ω),
2. ‖λu‖Ej = |λ|‖u‖Ej ∀λ ∈ IR,u ∈ H1(Ω),
3. ‖u+ v‖Ej ≤ ‖u‖Ej + ‖v‖Ej ∀u,v ∈ H1(Ω) .
The implication u = 0⇒ ‖u‖Ej = 0 is obvious.
For j = 1 we obtain the other implication by using Theorem 3.
0 = ‖u‖2E1 = (εP (u), εP (u))L2(Ω) + (u,u)L2(Ω) ≥ c‖u‖2H1(Ω) ≥ 0
⇒ ‖u‖H1(Ω) = 0 ⇔ u = 0.
For j = 2 we have
0 = ‖u‖2E2 ⇔ ‖εP (u)‖2L2(Ω) +
6∑
i=1
(∫
Σ
uT ri ds
)2
= 0
⇔ ‖εP (u)‖2L2(Ω) = 0 ∧
∫
Σ
uT ri ds = 0 ∀ i = 1, . . . , 6. (3.34)
From the second equality in (3.34) follows
(u,v)L2(Σ) = 0 ∀v :=
6∑
i=1
αiri ∈ ker (εP ).
From the first equality in (3.34) follows that u ∈ ker (εP ). Hence, we can test
with v = u and obtain
(u,u)L2(Σ) = 0 ⇔ ‖u‖2L2(Σ) = 0 ⇔ u = 0.
Since the ri are linear independent on Σ we obtain that u = 0 on Ω and not only
on Σ since the αi are zero.
That the second item holds for j = 1, 2 is obvious.
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We are left to prove the triangle inequality for j = 1, 2. Therefore, we use
εP (u+ v) = sym(P
−1∇(u+ v))
=
1
2
(P−1(∇u+∇v) + (∇u+∇v)TP−T )
=
1
2
(P−1(∇u) + (∇u)TP−T + P−1(∇v) + (∇v)TP−T )
= sym(P−1∇u) + sym(P−1∇v)
= εP (u) + εP (v)
and hence obtain
‖εP (u+ v)‖2L2(Ω) = ‖εP (u) + εP (v)‖2L2(Ω)
≤ (‖εP (u)‖L2(Ω) + ‖εP (v)‖L2(Ω))2 (3.35)
= ‖εP (u)‖2L2(Ω) + 2‖εP (u)‖L2(Ω)‖εP (v)‖L2(Ω) + ‖εP (v)‖2L2(Ω).
For j = 1 equation (3.35) yields
‖u+ v‖2E1 = ‖εP (u+ v)‖2L2(Ω) + ‖u+ v‖2L2(Ω)
≤ ‖εP (u)‖2L2(Ω) + ‖u‖2L2(Ω) + ‖εP (v)‖2L2(Ω) + ‖v‖2L2(Ω)
+2
(‖εP (u)‖L2(Ω)‖εP (v)‖L2(Ω) + ‖u‖L2(Ω)‖v‖L2(Ω))
≤ ‖u‖2E1 + ‖v‖2E1
+2
[
(‖εP (u)‖2L2(Ω) + ‖u‖2L2(Ω))(‖εP (v)‖2L2(Ω) + ‖v‖2L2(Ω))
]1/2
= ‖u‖2E1 + ‖v‖2E1 + 2‖u‖E1‖v‖E1
= (‖u‖E1 + ‖v‖E1)2
and for j = 2 we obtain
‖u+ v‖2E2 = ‖εP (u+ v)‖2L2(Ω) +
6∑
i=1
(u+ v, ri)
2
L2(Σ)
≤ ‖εP (u)‖2L2(Ω) + 2‖εP (u)‖L2(Ω)‖εP (v)‖L2(Ω) + ‖εP (v)‖2L2(Ω)
+
6∑
i=1
((u, ri)L2(Σ) + (v, ri)L2(Σ))
2
= ‖εP (u)‖2L2(Ω) + 2‖εP (u)‖L2(Ω)‖εP (v)‖L2(Ω) + ‖εP (v)‖2L2(Ω)
+
6∑
i=1
(
(u, ri)
2
L2(Σ)
+ 2(u, ri)L2(Σ)(v, ri)L2(Σ) + (v, ri)
2
L2(Σ)
)
≤ ‖εP (u)‖2L2(Ω) +
6∑
i=1
(u, ri)
2
L2(Σ)
+ ‖εP (v)‖2L2(Ω) +
6∑
i=1
(v, ri)
2
L2(Σ)
+2
(
‖εP (u)‖L2(Ω)‖εP (v)‖L2(Ω) +
6∑
i=1
(u, ri)L2(Σ)(v, ri)L2(Σ)
)
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= ‖u‖2E2 + ‖v‖2E2 + 2
((
‖εP (u)‖2L2(Ω) +
6∑
i=1
(u, ri)
2
L2(Σ)
)
(
‖εP (v)‖2L2(Ω) +
6∑
i=1
(v, ri)
2
L2(Σ)
))1/2
= ‖u‖2E2 + ‖v‖2E2 + 2‖u‖E2‖v‖E2
= (‖u‖E2 + ‖v‖E2)2.
Hence, ‖·‖E1 and ‖·‖E2 are norms. 2
These norms are equivalent.
Lemma 4 Let Ω ⊂ IR3 be a Lipschitz domain of diameter 1 and let Σ ⊂ ∂Ω be
of positive measure. Then, there exist constants 0 < c ≤ C <∞ such that
c||u||E1 ≤ ||u||E2 ≤ C||u||E1 ∀u ∈ H1(Ω) .
Proof: We first prove the right inequality. Using the Cauchy-Schwarz inequality,
Theorem 3, and a trace theorem, we obtain
‖u‖2E2 ≤ ‖εP (u)‖2L2(Ω) +
( 6∑
i=1
(ri, ri)L2(Σ)
)
‖u‖2L2(Ω)
≤ ‖εP (u)‖2L2(Ω) + C(ψ(Ω)) (‖εP (u)‖2L2(Ω) + ‖u‖2L2(Ω))
≤ (1 + C(ψ(Ω)) ) ‖u‖2E1 .
To show the left inequality we return to the case of linear elasticity. Therefore we
consider that the elements r ∈ ker (εP ) are in fact transformed to the elements
r˜ ∈ ker (ε) of standard linear elasticity, cf., proof of Lemma 1. We then know
from Klawonn and Widlund [55, Lemma 6.2] that∫
ξ∈ψ(Ω)
‖∇ξue(ξ) + (∇ξue(ξ))T‖F dξ +
6∑
i=1
∫
ξ∈ψ(Σ)
(ue(ξ), r˜i(ξ))
2
F dξ (3.36)
≥ C‖ue(ξ)‖2E1(ψ(Ω)).
Here, the notation from the proof of Theorem 1 are used. The constant C depends
on the domains over which we integrate and hence we write C(ψ(Ω),ψ(Σ)).
This results from the use of Rellich’s theorem in the proof for of standard linear
elasticity and apparently cannot be avoided. The first term on the left hand side
of (3.36) can be treated as already done in the proof of Theorem 1, i.e.,
‖sym(∇ξue(ξ))‖2L2(ψ(Ω)) ≤ maxx∈Ω | det(P
−T (x))|︸ ︷︷ ︸
=: cdet
‖sym(∇xu(x)P T )‖2L2(Ω).
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For the second term, for i = 1, . . . , 6, we obtain∫
ξ∈ψ(Σ)
(ue(ξ), r˜i(ξ))
2
F dξ =
∫
Σ
(ue(ψ(x)), r˜i(ψ(x)))
2
F ‖Cof(P−T (x)) · n‖ dx
≤ max
x∈Σ
‖Cof(P−T (x))‖︸ ︷︷ ︸
=: ccof
∫
Σ
(u(x), ri(x))
2
Fdx,
where the cofactor of an invertible matrix A is given by Cof(A) = det(A)A−T .
Furthermore, we use Nanson’s relation, cf., [45, (2.55)], i.e.,
ds = det(A)A−TdS
which gives the relation of the vector elements between the infinitesimal areas ds
and dS on the current and the reference configuration, respectively. Here, the
submultiplicativity and the fact that n is a unit normal surface vector are used.
Combining these results, we obtain
‖u(x)‖2E2(Ω) ≥ min
(
1
ccof
,
1
cdet
)
‖ue(ξ)‖2E2(ψ(Ω))
≥ C(ψ(Ω),ψ(Σ))min
(
1
ccof
,
1
cdet
)
‖ue(ξ)‖2E1(ψ(Ω))
≥ C(ψ(Ω),ψ(Σ))min
(
1
ccof
,
1
cdet
)
min
x∈Ω
| det(P−T (x))| ‖ue(ξ)‖2E1(ψ(Ω)).
The last inequality can be obtained by the using the transformation formula, cf.
Lemma 2. 2
Lemma 5 (trace theorem)
Let Ω ⊂ IRd be Lipschitz. Then there exists a bounded linear mapping
γ : H1(Ω)→ L2(∂Ω)
with
(γu)(x) = u(x) ∀x ∈ Ω
for all u ∈ C1(Ω¯) and since γ is continuous further there exists a constant C ≥ 0
such that
‖γu‖L2(∂Ω) ≤ C‖u‖H1(Ω) ∀u ∈ H1(Ω).
See, e.g., Braess [10, 3.1 Spursatz].
Using these results, we obtain the following lemma.
Lemma 6 Let Ω ⊂ IR3 be a Lipschitz domain of diameter 1, and let Σ ⊂ ∂Ω be
of positive measure. Then, there exists a positive constant C > 0 such that
|u|2H1(Ω) + ‖u‖2L2(Σ) ≤ C
(
(εP (u), εP (u))L2(Ω) + ‖u‖2L2(Σ)
)
∀u ∈ H1(Ω).
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Proof: By using the standard inequality between norm and seminorm, the ex-
pression obtained by Theorem 3, and Lemma 4, we obtain
|u|2H1(Ω) + ‖u‖2L2(Σ)
≤ ‖u‖2H1(Ω) + ‖u‖2L2(Σ)
≤ 1
c+
max{n5c4P , 1}(εP (u), εP (u))L2(Ω) + ‖u‖2L2(Ω)
)
+ ‖u‖2L2(Σ)
=
1
c+
max{35c4P , 1}‖u‖2E1 + ‖u‖2L2(Σ)
≤ c
c+
max{243c4P , 1}
(
(εP (u), εP (u))L2(Ω) +
6∑
i=1
(u, ri)
2
L2(Σ)
)
+ ‖u‖2L2(Σ).
By using the Cauchy-Schwarz inequality, we obtain
|u|2H1(Ω) + ‖u‖2L2(Σ) ≤ C1(εP (u), εP (u))L2(Ω) + C2‖u‖2L2(Σ)
≤ max{C1, C2}
(
(εP (u), εP (u))L2(Ω) + ‖u‖2L2(Σ)
)
,
where the positive constants C1, C2 both depend in different ways on cP . 2
We obtain a new generalized Korn inequality by combining the results ob-
tained so far.
Lemma 7 Let Ω ⊂ IR3 be a Lipschitz domain and let P−T = ∇ψ with ∇ψ ∈
C0(Ω¯, IR3×3) ⊂ C∞(Ω¯, IR3×3) be given with det(P−T ) ≥ α+ > 0 and let ψ : Ω¯ ⊂
IR3 → IR3 be a C1-diffeomorphism. Then there exist constants C, c > 0, invariant
under dilation, such that
c|u|H1(Ω) ≤ ‖εP (u)‖L2(Ω) ≤ C|u|H1(Ω),
where u ∈ {v ∈ H1(Ω) : (v, r)L2(Σ) = 0 ∀r ∈ ker (εP )}.
Proof: The right inequality was proven in Section 2.1.1. There it was shown that
‖εP (u)‖L2(Ω) ≤ C‖P−1‖2L2(Ω)|u|H1(Ω).
There remains to prove the left inequality. We obtain
‖εP (u)‖2L2(Ω) = ‖εP (u)‖2L2(Ω) +
6∑
i=1
(u, ri)
2
L2(Σ)
≥ c (‖εP (u)‖2L2(Ω) + ‖u‖2L2(Ω))
≥ c+min
{ 1
36c4P
, 1
}
|u|2H1(Ω).
Here, we used that (u, ri)L2(Σ) = 0 for all i = 1, . . . , 6, as well as Lemma 4
and Theorem 3. The invariance under dilation can easily be seen by using the
transformation formula for a dilation of a domain with diameter H. 2
At this point, we have completed our proof of the H1-ellipticity not only for
u ∈ H10(Ω) but also for u ∈
{
v ∈ H1(Ω) : (v, r)L2(Σ) = 0 ∀r ∈ ker (εP )
}
.
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3.3.2 Trace spaces, harmonic and P -elastic extensions
In the following, we will make extensive use of trace spaces equipped with trace
norms. We will recall some definitions in the scalar valued case which can be
extended to the three dimensional case by summing over the components. Let
Σ again be a subset of ∂Ω with positive measure as before. The norms on the
Sobolev space H1/2(∂Ω) and H1/2(∂Ω) := (H1/2(∂Ω))3 can be defined as
|u|H1/2(∂Ω) := inf
v∈H1(Ω)
v|∂Ω=u
|v|H1(Ω) for v ∈ H1/2(∂Ω), (3.37)
|u|2H1/2(∂Ω) :=
3∑
i=1
|ui|2H1/2(∂Ω) for u ∈ H1/2(∂Ω). (3.38)
Another useful seminorm on H1/2(∂Ω), is given by
|u|2EP (∂Ω) := inf
v∈H1(Ω)
v|∂Ω=u
‖εP (u)‖2L2(Ω). (3.39)
These seminorms motivate the definitions of the harmonic and P -elastic exten-
sions of a function u ∈ H1/2(∂Ω) denoted by (uharm) and (uP−elast), respectively.
These extensions belong to the space {v ∈ H1(Ω) : v|∂Ω = u} and are defined as
|uharm|H1(Ω) := |u|H1/2(∂Ω),
‖εP (uP−elast)‖L2(Ω) := |u|EP (∂Ω).
(3.40)
Note that the harmonic and elastic extensions minimize the energies defined by
the respective seminorms.
By using Lemma 6 and the fact that the H1/2-seminorm of a function u is
smaller or equal to the H1-seminorm of any function which equals u on ∂Ω, e.g.,
uP−elast, we obtain for u ∈ H1/2(∂Ω)
|u|2H1/2(∂Ω) = |uharm|2H1(Ω) ≤ |uP−elast|2H1(Ω)
≤ C‖εP (uP−elast)‖2L2(Ω) = C|u|2EP (∂Ω)
(3.41)
Combining (3.41) with a standard scaling argument, we also have two inequalities
similar to the Korn inequalities on the trace space H1/2(∂Ω).
Lemma 8 Let Ω ⊂ IR3 be a Lipschitz domain of diameter H and Σ ⊂ ∂Ω an
open subset with positive surface measure. Then there exists a constant C > 0,
invariant under dilation, such that
|u|2H1/2(Σ) +
1
H
‖u‖2L2(Σ) ≤ C
(
|u|2EP (Σ) +
1
H
‖u‖2L2(Σ)
)
,
where u ∈ H1/2(Σ).
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We also have an additional Korn inequality.
Lemma 9 Let Ω ⊂ IR3 be a Lipschitz domain of diameter H. Furthermore, let
P−T = ∇ψ ∈ C0(Ω¯, IR3×3) ⊂ L∞(Ω¯, IR3×3) be given with detP T ≥ α+ > 0 and
let ψ : Ω¯ ⊂ IR3 7→ IR3 be a C1-diffeomorphism. Then there exists a positive
constant C, independent of H, such that
inf
r∈ker (εP )
‖u− r‖2L2(∂Ω) ≤ CH|u|2EP (∂Ω) ∀u ∈ H1/2(∂Ω).
Proof: We can prove the lemma for a domain Ω of unit diameter and then extend
it to a domain with diameter H by a standard scaling argument.
Let u ∈ H1/2(∂Ω) be arbitrary but fixed and define r ∈ ker (εP ) to be the
minimizing element for which (u− r, ri)L2(Ω) = 0 holds for all i ∈ {1, . . . , 6}.
From the standard trace theorem, cf. Lemma 5, with the P -elastic extension we
get
‖u− r‖2L2(∂Ω) ≤ C
(
|(u− r)P−elast|2H1(Ω) + ‖(u− r)P−elast‖2L2(Ω)
)
≤ C
(
‖εP
(
(u− r)P−elast
)‖2L2(Ω) + ‖(u− r)P−elast‖2L2(Ω))
≤ C
(
‖εP
(
(u− r)P−elast
)‖2L2(Ω) + 6∑
i=1
((u− r)P−elast, ri)2L2(∂Ω)
)
= C
(
|u− r|2EP (∂Ω) +
6∑
i=1
(u− r, ri)2L2(∂Ω)
)
= C|u− r|2EP (∂Ω),
by using Lemma 4 and the second Korn inequality, cf. Theorem 3. We also have
|u− r|EP (∂Ω) = ‖εP (u− r)‖L2(Ω) = ‖εP (u)− εP (r)‖L2(Ω)
and since r ∈ ker (εP ) we obtain
|u− r|EP (∂Ω) = ‖εP (u)‖L2(Ω) = |u|EP (∂Ω). (3.42)
Combining (3.42) with the estimate above leads to
‖u− r‖2L2(∂Ω) ≤ C|u|2EP (∂Ω).
Since we use Theorem 3 the constant depends on P . 2
In our convergence analysis in Section 3.4 we use the Schur complement S
which is obtained from the discretization of a vector-valued Laplace operator
scaled by µe := maxi µ
(i)
e . As in the case of P -elasticity, we get local Schur
complements S
(i)
ε and S(i) by eliminating the interior variables. Since S is block-
diagonal with blocks S(i), we work with the norm |u|2S :=
∑N
i=1 |u(i)|2S(i) , where
|u(i)|2
S(i)
:= (S(i)u(i), u(i))F .
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A proof of the equivalence of the S(i)- and the H1/2(∂Ωi)-seminorms of ele-
ments of W (i) and for floating subdomains Ωi can be found already in [9] for the
case of piecewise linear elements in two dimensions, and the tools necessary to
extend this result to more general finite elements are provided in [92]; see also
[89, Section 4.4]. In our case, we of course have to multiply |u(i)|2
H1/2(∂Ωi)
by the
factor µ
(i)
e . The extension to boundary subdomains is also immediate.
Thus we have to consider the relation between S and Sε. Since we consider in
the basic assumption, cf. Assumption 1, that the values µ
(i)
e and λ
(i)
e are constant
on the subdomains we can consider the norm scaled by µe and obtain
|u|2Sε ≤ 9c2P maxi (1 +
λ
(i)
e
µe
)|u|2S ∀w ∈Wh. (3.43)
To complete our notation, we introduce for u ∈ W˜ a norm
|u|eSε := (S˜εu,u)1/2F . (3.44)
And for u ∈ W˜ we get, by using (3.6), the relation
|u|eSε = |Ru|Sε , (3.45)
where Ru ∈W.
3.4 Convergence analysis
In this section, we provide an analysis of the convergence of our FETI-DP al-
gorithms. We first present an abstract theoretical framework that almost ex-
clusively uses algebraic arguments except for one condition, which requires the
analytic tools of Sections 3.3.1 and 3.5. Then we establish this condition for a
special configuration of primal constraints.
We first review the abstract theory developed in Klawonn and Widlund [55],
which provides a condition number estimate for the preconditioned FETI-DP
matrix M−1F . We will work with the representations of F and M−1 given in
(3.3) and (3.7), respectively. We note that the proof of Lemma 11 is new and
generalizes Lemma 8.5 from [55] to the case of P -elasticity. In contrast to the
results in [55], here we use piecewise quadratic finite element functions. The
technical lemmas needed for our analysis, cf. Section 3.5, are extended to this
case and the proofs are new.
Let us repeat the notation of spaces usually used in the analysis of FETI-
DP methods. We denote by W :=
∏N
i=1W
(i) the product space associated with
the trace spaces W(i), i.e., W(i) := Wh(∂Ωi ∪ Γ) where Wh(Ωi) denotes the
finite element space of continuous, piecewise quadratic functions. Note, that the
elements in W might be discontinuous across the interface. The finite element
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approximation of the elliptic problem is continuous across Γ, and we denote the
corresponding subspace of W by Ŵ. Furthermore, we define
W˜ :=
{
u : ∃u(i) ∈W(i), i = 1, . . . , N, such that u =
N∑
i=1
R(i)Tu(i)
}
.
as the subspace of partially assembled finite element functions with an assembly
in the primal variables of FETI-DP.
As indicated before, we letV := range (M−1) ⊂ range (BD,Γ) be the space of
Lagrange multipliers. If we choose the initial guess λ(0) in the conjugate gradient
algorithm in V, e.g., λ(0) = 0, then all iterates λ(k) will remain in V. As in [54,
Section 5], we introduce a projection
PD : W˜ −→ W˜, PD := BTD,ΓBΓ.
A simple computation shows that PD preserves the jump of any function u ∈ W˜
with respect to the jump operator BΓ, i.e.,
BΓPDu = BΓu ∀u ∈ W˜. (3.46)
Similarly, the transpose P TD preserves the scaled jump, i.e.,
BD,ΓP
T
Du = BD,Γu. (3.47)
Since the elements of Ŵ take common values across the interface we have PDu =
0 for all u ∈ W˜.
Let w ∈ W˜, then we have
(R(i)PDw)(x) =
∑
j∈Nx
δ†j((R
(i)w)(x)− (R(j)w)(x)), x ∈ ∂Ωi,h ∩ Γh, (3.48)
see [55, (8.3)] and [54, (4.4)]. Here, Nx :=
{
j ∈ {1, . . . N} : x ∈ ∂Ωj,h
}
denotes
the set of the indices of the subdomains which have x on their boundary. Fur-
thermore, δ†j is the scalar factor introduced in (3.4). We note that formula (3.48)
is independent of the particular choice of BΓ.
To show our condition number estimate, we require the operator PD to satisfy
the following stability condition; see also Lemma 11.
Condition 1 For all w ∈ W˜, we have
|PDw|2eSε ≤ C
(
1 + log
(
H
h
))2
|w|2eSε ,
with H
h
:= maxi
(
Hi
hi
)
, Hi being the subdomain diameter of and hi the typical
element diameter in the subdomain Ωi.
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This condition will be shown for a particular set of primal variables in this section.
When this condition holds for a set of primal constraints we obtain the following
condition number estimate. Note that the proof is taken from [55, Theorem 8.2]
and only repeated for the convenience of the reader.
Theorem 4 The condition number of the preconditioned FETI-DP matrix sat-
isfies
κ(M−1F ) ≤ C
(
1 + log
(
H
h
))2
.
Here, C is independent of h,H, γ and the values of µe and λe but it depends on
P−T = ∇ψ.
Proof: Since
κ(M−1F ) =
λmax(M
−1F )
λmin (M−1F )
we obtain an upper estimate of the condition number by using an upper estimate
for λmax and a lower estimate for λmin. We use a standard Rayleigh quotient
argument to characterize the eigenvalues as follows
λmax(M
−1F ) = max
v∈V
v 6=0
〈M−1Fv,v〉F
〈v,v〉F
and λmin(M
−1F ) = min
v∈V
v 6=0
〈M−1Fv,v〉F
〈v,v〉F ,
where 〈v,v〉F := vTFv. Obviously it is sufficient to prove
∀v ∈ V : 〈v,v〉F ≤ 〈M−1Fv,v〉F ≤ C
(
1 + log
(
H
h
))2
〈v,v〉F , (3.49)
With (3.49) we obtain the estimates
λmax(M
−1F ) = max
v∈V
v 6=0
〈M−1Fv,v〉F
〈v,v〉F ≤ C
(
1 + log
(
H
h
))2
, (3.50)
λmin(M
−1F ) = min
v∈V
v 6=0
〈M−1Fv,v〉F
〈v,v〉F ≥ minv∈Vv 6=0
〈v,v〉F
〈v,v〉F = 1. (3.51)
From (3.50) and (3.51) follows directly the estimate for κ(M−1F ).
κ(M−1F ) =
λmax(M
−1F )
λmin(M−1F )
≤ C
(
1 + log
(
H
h
))2
.
It remains to prove the bounds introduced in (3.49). Remind thatV = range (M−1) ⊂
range (BD,Γ).
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Lower bound. For all v ∈ V ⊂ range (BD,Γ) exists a ν such that BD,Γν = v.
With (3.47) we have
v = BD,Γν = BD,ΓP
T
Dν = BD,ΓB
T
ΓBD,Γν = BD,ΓB
T
Γv .
Using the definitions of M−1 and F ; see (3.7) and (3.3), respectively, we obtain
together with the Cauchy-Schwarz inequality
〈v,v〉2F = 〈v, BD,ΓBTΓv〉2F
= 〈Fv, BD,ΓS˜1/2ε S˜−1/2ε BTΓv〉2
= 〈S˜1/2ε BTD,ΓFv, S˜−1/2ε BTΓv〉2
≤ 〈S˜1/2ε BTD,ΓFv, S˜1/2ε BTD,ΓFv〉〈S˜−1/2ε BTΓv, S˜−1/2ε BTΓv〉
= 〈BD,ΓS˜εBTD,ΓFv, Fv〉〈BΓS˜−1ε BTΓv,v〉
= 〈M−1Fv,v〉F 〈v,v〉F .
Cancelling the common factor 〈v,v〉F gives the lower bound.
Upper bound. For v ∈ V holds S˜−1ε BTΓv ∈ W˜. By using Condition 1 and
again the definitions of M−1 and F we obtain for all v ∈ V
〈M−1Fv,v〉F = 〈BD,ΓS˜εBTD,ΓBΓS˜−1ε BTΓv, BΓS˜−1ε BTΓv〉
= 〈S˜ε(BTD,ΓBΓ)S˜−1ε BTΓv, (BTD,ΓBΓ)S˜−1ε BTΓv〉
= |PD(S˜−1ε BTΓv)|2eSε
≤ C
(
1 + log
(
H
h
))2
|S˜−1ε BTΓv|2eSε
≤ C
(
1 + log
(
H
h
))2
〈S˜εS˜−1ε BTΓv, S˜−1ε BTΓv〉
= C
(
1 + log
(
H
h
))2
〈BΓS˜−1ε BTΓv,v〉
= C
(
1 + log
(
H
h
))2
〈v,v〉F .
Thus, we have the upper bound of (3.49). 2
We will now give a proof of the condition number estimate, i.e., of Condition 1.
We follow the structure of the proof in Klawonn and Widlund [55] and give the
full details for a special case, see [55, Section 8.1] and Assumption 2. The other
cases considered in Klawonn and Widlund [55, Sections 8.3, 8.4] can be treated
analogously.
As in [55], Condition 1 will be established under the following assumptions;
cf. [55, Assumption 3.3, Assumption 8.3]
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Figure 3.2: Planar cut of three domains sharing an edge.
Assumption 1 (1) Each subdomain Ωi is the union of a number of shape regular
tetrahedral coarse elements, the number of which is uniformly bounded, and all
the edges of Ωi are straight line segments.
(2) Each face has a boundary that is a closed curve formed by at least three
edges except when part of the boundary of the face belongs to ∂ΩD. In the latter
case the part of the boundary that belongs to the interface Γh is the union of
edges and vertices. We will refer to them as the standard and the Dirichlet case,
respectively.
(3) The Lame´ constants do not vary inside one subdomain, and the triangu-
lation of each subdomain is quasi-uniform.
Assumption 2 In the decomposition of Ω into subdomains, no more than three
subdomains are common to any edge and with each of the three subdomains shar-
ing a face with the other two; see Figure 3.2. Furthermore, all subdomain vertices
are primal and all faces are fully primal; cf. Definition 4.
Considering Assumption 2, we know that each face F ij which is common
to two subdomains Ωi and Ωj has six linear functionals fm(·) which satisfy the
conditions of Definition 4. In addition, for all w ∈ W˜, the fm share the same
values on the face F ij, i.e.,
fm(w
(i)) = fm(w
(j)) where w(i) = R(i)w , w(j) = R(j)w.
With these assumptions we can prove Condition 1; see Lemma 11.
In order to obtain our estimate, we need a relation between the coefficients
µ
(i)
e , µ
(k)
e , and the functions δ
†
k. Note that again the proof is taken from [55,
Lemma 8.4] and only repeated for the convenience of the reader.
Lemma 10 For γ ≥ 1
2
holds
µ(i)e (δ
†
j)
2 ≤ min(µ(i)e , µ(j)e ).
Proof: For this proof we recall the definition of δ†k in (3.4)
δ†j(x) :=
(µ
(j)
e )γ∑
k∈Nx(µ
(k)
e )γ
.
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Since µ
(l)
e > 0 for all l ∈ {1, . . . , N} and {i, j} ⊂ Nx, we can estimate the
denominator of δ†j from below by
∑
k∈Nx
(µ(k)e )
γ ≥ (µ(i)e )γ + (µ(j)e )γ = (µ(j)e )γ
(
1 +
(
µ
(i)
e
µ
(j)
e
)γ)
.
Hence, we have
µ
(i)
e (δ
†
j)
2
min(µ
(i)
e , µ
(j)
e )
≤ µ
(i)
e
min(µ
(i)
e , µ
(j)
e )
(µ
(j)
e )2γ
(µ
(j)
e )2γ
(
1 +
(
µ
(i)
e
µ
(j)
e
)γ)2
=
µ
(i)
e
min(µ
(i)
e , µ
(j)
e )
1(
1 +
(
µ
(i)
e
µ
(j)
e
)γ)2 . (3.52)
We now consider separately the two possible cases µ
(j)
e = min(µ
(i)
e , µ
(j)
e ) and
µ
(i)
e = min(µ
(i)
e , µ
(j)
e ).
Let us first assume that µ
(j)
e = min(µ
(i)
e , µ
(j)
e ), i.e., µ
(j)
e ≤ µ(i)e . Hence, x :=
µ
(i)
e
µ
(j)
e
≥ 1 and
x ≥ 1⇒ xp ≥ xq for p ≥ q.
From γ ≥ 1
2
now follows
xγ ≥ x 12 .
Inserting the substitution x = µ
(i)
e
µ
(j)
e
and the result obtained in (3.52) gives
µ
(i)
e
µ
(j)
e
1(
1 +
(
µ
(i)
e
µ
(j)
e
)γ)2 = x(1 + xγ)2 ≤ x(1 +√x)2 = x1 + x+ 2√x (3.53)
Hence, the inequality holds since
x
1 + x+ 2
√
x
≤ 1 ⇔ 0 ≤ 1 + 2√x.
In the other case, i.e., µ
(i)
e ≤ µ(j)e , we use x := µ
(i)
e
µ
(j)
e
∈ (0, 1]. And since
µ
(i)
e = min(µ
(i)
e , µ
(j)
e ) equation (3.52) reduces to
1
(1 + xγ)2
≤ 1 ⇔ 1 ≤ (1 + xγ)2,
which holds since xγ ≥ 0. 2
Now we can prove that Condition 1 is satisfied.
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Lemma 11 Given the Assumptions 1 and 2, we have for all w ∈ W˜
|PDw|2eSε ≤ C
(
1 + log
(
H
h
))2
|w|2eSε .
Proof: Let w ∈ W˜ be arbitrary. Considering (3.45) we have
|PDw|eSε = |RPDw|Sε and |w|eSε = |Rw|Sε . (3.54)
Hence with (3.43) and v(i) := R(i)PDw it is sufficient to show that
N∑
i=1
|v(i)|2S(i) = |RPDw|2S ≤ C
(
1 + log
(
H
h
))2
|Rw|2Sε .
Since Rw = [R(1)w, . . . , R(N)w] = [w(1), . . . ,w(N)] ∈ W it is sufficient to prove
for each i = 1, . . . N
|v(i)|2S(i) ≤ C
(
1 + log
(
H
h
))2 ∑
j∈Ni
|w(j)|2
S
(j)
ε
, (3.55)
where Ni is the set of the indices of neighboring subdomains of Ωi including i
itself, i.e., Ni := {l ∈ {1, . . . , N}, ∂Ωi,h ∩ ∂Ωl,h 6= ∅}.
To prove the estimate, we introduce partition-of-unity functions θFij , θEik ,
and θVil associated with the decomposition of the interface Γ into faces, edges,
and vertices, cf. Definition 1, Section 3.1.3. These functions are finite element
functions on the decomposition τh/2. Here, τh/2 denotes the decompositon which
is obtained when we split each tetrahedron naturally into eight new tetrahedra by
using the midpoints of the edges of the quadratic elements as new vertices. The
functions θFij , θEik , and θVil are supposed to be piecewise linear finite element
functions on τh/2 taking the value 1 in each point of the respective sets of interface
nodes and vanishing elsewhere, e.g.,
θFij(x) =
{
1 if x ∈ F ijh/2
0 if x /∈ F ijh/2
. (3.56)
With these functions, we can write v(i) as
v(i) =
∑
Fij⊂∂Ωi
Ih(θFijv
(i)) +
∑
Eik⊂∂Ωi
Ih(θEikv
(i)) +
∑
Vil∈∂Ωi
θVilv
(i)(V il). (3.57)
Since all vertices are primal, cf. Assumption 2, we see from (3.48) that v(i)
vanishes at all vertices and
v(i) =
∑
Fij⊂∂Ωi
Ih(θFijv
(i)) +
∑
Eik⊂∂Ωi
Ih(θEikv
(i)). (3.58)
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Face Terms. Since the faces F ij are shared by the two subdomains Ωi and
Ωj, there remains only one term in (3.48)
Ih(θFijδ
†
j(w
(i) −w(j))). (3.59)
All faces are chosen to be fully primal, cf. Assumption 2, and thus we have
six linear functionals fF
ij
m (·) = fm(·) on F ij which satisfy fFijm (w(i)) = fFijm (w(j))
for m = 1, . . . , 6. Next, we consider
w(i) −w(j) =
(
w(i) −
6∑
m=1
fF
ij
m (w
(i))rm
)
−
(
w(j) −
6∑
m=1
fF
ij
m (w
(j))rm
)
. (3.60)
From Defintion 4 follows for the basis elements of ker (εP )
fF
ij
m (rn) = δmn ∀m,n = 1, . . . 6.
Using the representation of an arbitrary element r(i) ∈ ker εP , with r(i) ∈W(i),
in terms of the basis (rm)m=1,...,6, we obtain
r(i) =
6∑
n=1
αnrn =
6∑
n=1
(
6∑
m=1
αmf
Fij
n (rm))rn
=
6∑
n=1
fF
ij
n (
6∑
m=1
αmrm)rn =
6∑
n=1
fF
ij
n (r
(i))rn.
(3.61)
We extend the first term of the right hand side in (3.60) by using (3.61)
w(i) −
6∑
m=1
fF
ij
m (w
(i))rm = (w
(i) − r(i))−
6∑
m=1
fF
ij
m (w
(i) − r(i))rm. (3.62)
We can estimate the first term on the right hand side in (3.62) by using Lemmas
16 and 7
|Ih(θFij(w(i) − r(i)))|2H1/2(∂Ωi)
≤ C
(
1 + log
(
Hi
hi
))2(
|w(i) − r(i)|2H1/2(∂Ωi) +
1
Hi
‖w(i) − r(i)‖2L2(∂Ωi)
)
≤ C
(
1 + log
(
Hi
hi
))2(
|w(i) − r(i)|2EP (∂Ωi) +
1
Hi
‖w(i) − r(i)‖2L2(∂Ωi)
)
≤ C
(
1 + log
(
Hi
hi
))2(
|w(i)|2EP (∂Ωi) +
1
Hi
‖w(i) − r(i)‖2L2(∂Ωi)
)
.
(3.63)
To estimate the second part in (3.62), we need two auxiliary inequalities. By
using Lemma 12 and considering that ‖rm‖∞ < C we obtain
|Ih(θFijrm)|2H1/2(∂Ωi) ≤ CHi
(
1 + log
(
Hi
hi
))
. (3.64)
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By using Definition 4 and Lemma 8 we get
|fFijm (w(i) − r(i))|2
≤ CH−1i
(
1 + log
(
Hi
hi
))(
|w(i) − r(i)|2H1/2(∂Ωi) +
1
Hi
‖w(i) − r(i)‖2L2(∂Ωi)
)
≤ CH−1i
(
1 + log
(
Hi
hi
))(
|w(i) − r(i)|2EP (∂Ωi) +
1
Hi
‖w(i) − r(i)‖2L2(∂Ωi)
)
≤ CH−1i
(
1 + log
(
Hi
hi
))(
|w(i)|2EP (∂Ωi) +
1
Hi
‖w(i) − r(i)‖2L2(∂Ωi)
)
.
(3.65)
Hence, we have
∣∣∣∣∣Ih(θFij(
6∑
m=1
fF
ij
m (w
(i) − r(i))rm
))∣∣∣∣∣
2
H1/2(∂Ωi)
≤
6∑
m=1
|fFijm (w(i) − r(i))|2|Ih(θFijrm)|2H1/2(∂Ωi) (3.66)
≤ C
(
1 + log
(
Hi
hi
))2(
|w(i)|2EP (∂Ωi) +
1
Hi
‖w(i) − r(i)‖2L2(∂Ωi)
)
.
Combining the results of (3.63) and (3.66) with the triangle inequality for (3.62),
we obtain the estimate
µ(i)e
∣∣∣∣∣Ih
(
θFij
(
w(i) −
6∑
m=1
fF
ij
m (w
(i))rm
))∣∣∣∣∣
2
H1/2(∂Ωi)
= µ(i)e
∣∣∣∣∣Ih
(
θFij
(
(w(i) − r(i))−
6∑
m=1
fF
ij
m (w
(i) − r(i))rm
))∣∣∣∣∣
2
H1/2(∂Ωi)
≤ 2µ(i)e |Ih(θFij(w(i) − r(i)))|2H1/2(∂Ωi) (3.67)
+2µ(i)e
∣∣∣∣∣Ih
(
θFij
(
6∑
m=1
fF
ij
m (w
(i) − r(i))rm
))∣∣∣∣∣
2
H1/2(∂Ωi)
≤ C
(
1 + log
(
Hi
hi
))2
µ(i)e
(
|w(i)|2EP (∂Ωi) +
1
Hi
‖w(i) − r(i)‖2L2(∂Ωi)
)
.
Since r(i) ∈W(i) is arbitrary, we can assume that we have chosen the minimizing
r(i), as in Lemma 9 and obtain
‖w(i) − r(i)‖2L2(∂Ωi) ≤ CHi|w(i)|2EP (∂Ωi).
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This yields
µ(i)e
∣∣∣∣∣Ih
(
θFij
(
w(i) −
6∑
m=1
fF
ij
m (w
(i))rm
))∣∣∣∣∣
2
H1/2(∂Ωi)
≤ C
(
1 + log
(
Hi
hi
))2
µ(i)e |w(i)|2EP (∂Ωi). (3.68)
We can proceed in the same way for the second term of the right hand side in
(3.60) and obtain
µ(j)e
∣∣∣∣∣Ih
(
θFij
(
w(j) −
6∑
m=1
fF
ij
m (w
(j))rm
))∣∣∣∣∣
2
H1/2(∂Ωi)
≤ C
(
1 + log
(
Hj
hj
))2
µ(j)e |w(j)|2EP (∂Ωj). (3.69)
The estimates (3.68) and (3.69) together with the triangle inequality, (3.60), and
Lemma 10 yield
µ(i)e |Ih(θFijδ†j(w(i) −w(j)))|2H1/200 (Fij)
= µ(i)e
∣∣∣∣∣δ†jIh
(
θFij
((
w(i) −
6∑
m=1
fF
ij
m (w
(i))rm
)
−
(
w(j) −
6∑
m=1
fF
ij
m (w
(j))rm
)))∣∣∣∣∣
2
H
1/2
00 (Fij)
≤ min(µ(i)e , µ(j)e )
∣∣∣∣∣IhθFij
((
w(i) −
6∑
m=1
fF
ij
m (w
(i))rm
))∣∣∣∣∣
2
H1/2(∂Ωi)
+
∣∣∣∣∣IhθFij
((
w(j) −
6∑
m=1
fF
ij
m (w
(j))rm
))∣∣∣∣∣
2
H1/2(∂Ωj)

≤ µ(i)e
∣∣∣∣∣IhθF ij
((
w(i) −
6∑
m=1
fF
ij
m (w
(i))rm
))∣∣∣∣∣
2
H1/2(∂Ωi)
+µ(j)e
∣∣∣∣∣IhθFij
((
w(j) −
6∑
m=1
fF
ij
m (w
(j))rm
))∣∣∣∣∣
2
H1/2(∂Ωj)
≤ C
(
1 + log
(
Hi
hi
))2
µ(i)e |w(i)|2EP (∂Ωi) + C
(
1 + log
(
Hj
hj
))2
µ(j)e |w(j)|2EP (∂Ωj).
Edge Terms. Since we assume that at most three subdomains are common
to a single edge, cf. Assumption 2, two subdomains sharing an edge also share a
face. Thus, we can reduce our edge estimates to estimates on the corresponding
faces using Lemma 14 and the results obtained in this section so far.
From (3.48), we see, by using Lemma 13, that we have to estimate
µ(i)e ‖δ†j(w(i) −w(j))‖2L2(Eik) + µ(i)e ‖δ†k(w(i) −w(k))‖2L2(Eik).
The analysis for the first term will be carried out in detail. The second term can
then be treated in an analogous way.
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Let us assume that the edge E ik belongs to the boundary of the face F ij
common to Ωi and Ωj. Using Lemma 10, (3.60), and the triangle inequality we
obtain
µ(i)e ‖δ†j(w(i) −w(j))‖2L2(Eik)
≤ min(µ(i)e , µ(j)e )‖w(i) −w(j)‖2L2(Eik) (3.70)
≤ 2µ(i)e
∥∥∥∥∥w(i) −
6∑
l=1
fF
ij
l (w
(i))rl
∥∥∥∥∥
2
L2(Eik)
+ 2µ(j)e
∥∥∥∥∥w(j) −
6∑
l=1
fF
ij
l (w
(j))rl
∥∥∥∥∥
2
L2(Eik)
.
To estimate the first term, we use the identity (3.62) and choose r(i) ∈ W(i)
arbitrarily. Combining this with the triangle inequality and Lemma 14, we obtain
2µ(i)e
∥∥∥∥∥w(i) −
6∑
l=1
fF
ij
l (w
(i))rl
∥∥∥∥∥
2
L2(Eik)
≤ 4µ(i)e ‖w(i) − r(i)‖2L2(Eik) + 4µ(i)e
∥∥∥∥∥
6∑
l=1
fF
ij
l (w
(i) − r(i))rl
∥∥∥∥∥
2
L2(Eik)
≤ C
(
1 + log
(
Hi
hi
))
µ(i)e
(
|w(i) − r(i)|2H1/2(∂Ωi) +
1
Hi
‖w(i) − r(i)‖2L2(∂Ωi)
)
+ Cµ(i)e
6∑
l=1
|fFijl (w(i) − r(i))|2‖rl‖2L2(Eik).
Since the length of E ik is of the order of min(Hi, Hj), it can easily be shown that
‖rl‖2L2(Eik) ≤ Cmin(Hi, Hj) , l = 1, 2, 3, (3.71)
with a constant C independent of H, h and µ
(i)
e , cf. [55, (8.14)]. The shifted basis
elements of ker (εP ), cf. (2.17), lead to
‖rl‖2L2(Eik) ≤
∫
Eik
1
H2ψ
CH2ψ ≤ C
∫
Eik
1 dx = C|E ik| ≤ Cmin(Hi, Hj),
for l = 4, 5, 6. Thus, we have
‖rl‖2L2(Eik) ≤ Cmin(Hi, Hj) , l = 1, . . . , 6. (3.72)
We can proceed with all terms obtained so far as before and obtain
2µ(i)e
∥∥∥∥∥w(i) −
6∑
l=1
fF
ij
l (w
(i))rl
∥∥∥∥∥
2
L2(Eik)
≤ Cµ(i)e
(
1 + log
(
Hi
hi
))
|w(i)|2EP (∂Ωi)
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and in an analogous way
2µ(j)e
∥∥∥∥∥w(j) −
6∑
l=1
fF
ij
l (w
(j))rl
∥∥∥∥∥
2
L2(Eik)
≤ Cµ(j)e
(
1 + log
(
Hj
hj
))
|w(j)|2EP (∂Ωi).
Combining this results with (3.70) gives
µ(i)e ‖δ†j(w(i) −w(j))‖2L2(Eik)
≤ Cµ(i)e
(
1 + log
(
Hi
hi
))
|w(i)|2EP (∂Ωi) + Cµ(j)e
(
1 + log
(
Hj
hj
))
|w(j)|2EP (∂Ωi).2
3.5 Some auxiliary lemmas
In this section some technical lemmas are provided which are needed in the con-
vergence analysis. These results are borrowed from different other papers and
most of them can be found in the book of Toselli and Widlund [89]. Here,
they will be formulated using trace spaces on the subdomain boundaries, i.e.,
H1/2(∂Ωi) instead of the space H
1(Ωi) with the discrete harmonic extensions and
we provide them for piecewise quadratic finite element spaces.
Lemma 12 is related to earlier lemmas for scalar functions and standard linear
elasticity; see Dryja, Smith, andWidlund [24, Lemma 4.4], Klawonn andWidlund
[55, Lemma 7.1] and also the book of Toselli and Widlund [89, Lemma 4.25].
Here, we present a new version for the rigid body modes of linear P -elasticity
and piecewise quadratic finite element functions.
Lemma 12 Let F ij be the face common to Ωi and Ωj and let θFij be the piecewise
linear finite element function on the triangulation τh/2 introduced in Section 3.4
that is equal to 1 at the nodal points on the face F ij = F ijh/2 and vanishes on
(∂Ωi,h/2 ∪ ∂Ωj,h/2) \ F ijh/2. In the interior of Ωi and Ωj, θFij is assumed to be the
discrete harmonic extension of the given values on the boundary. Furthermore, let
r ∈ {r1, . . . , r6} be a rigid body mode, cf. (2.17), with ψ being at most piecewise
quadratic. Then
|Ih(θFijr)|2H1/2(∂Ωi) ≤ C
(
1 + log
(
Hi
hi
))
Hi.
Proof: From (3.37) and (3.38) follows
|Ih(θFijr)|2H1/2(∂Ωi) ≤ |Ih(θFijr)|2H1(Ωi).
Since θFijr is at most piecewise cubic, we can follow the arguments given in [89,
Lemma 3.9] and obtain for rT = (r(1), r(2), r(3))T that
|Ih(θFijr)|2H1(Ωi) ≤ C |θFijr|2H1(Ωi) =
3∑
k=1
|θFijr(k)|2H1(Ωi),
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cf. [89, Lemma 4.31], by summing over the elements T of the triangulation. Thus,
for k = 1, 2, 3, we have to estimate
|θFijr(k)|2H1(Ωi) =
∫
Ωi
|(∇θFij)r(k) + θFij(∇r(k))|2 dx
≤ 2
(∫
Ωi
|∇θFij |2|r(k)|2 dx+
∫
Ωi
|θFij |2|∇r(k)|2 dx
)
.(3.73)
For the first term in (3.73) we can use that the shifted version of the rigid body
modes r, cf. (2.17), are constructed such that ‖r(k)‖L∞(Ωi) ≤ C with a constant
C independent of Hi and hi. Thus, we obtain∫
Ωi
|∇θFij |2|r(k)|2 dx ≤ C|θFij |2H1(Ωi) ≤ C˜
(
1 + log
(
Hi
hi
2
))
Hi
≤ (1 + log(2))C˜
(
1 + log
(
Hi
hi
))
Hi,
where the penultimate inequality can be found in [89, Lemma 4.25].
The second term in (3.73) can be bounded by first representing the integral
over Ωi as the sum of the integrals over all elements T ∈ τh with T ∩ Ωi 6= ∅.
Then, we obtain∫
Ωi
|θFij |2|∇r(k)|2 dx =
∑
T⊂Ωi
∫
T
|θFij |2|∇r(k)|2 dx ≤
∑
T⊂Ωi
∫
T
|∇r(k)|2 dx,
where we use that |θFij(x)| ≤ 1. Now we consider that r is a rigid body mode of
P -elasticity, i.e.,
r(x) = ri(x) = r˜i(ψ(x)),
with r˜i, i = 1, . . . 6, being the rigid body modes of standard linear elasticity.
Thus, we have
∇xr(x) = (∇yr˜i(y)) (∇xψ(x)) = (∇yr˜i(y))P−T with y := ψ(x).
Since the r˜i, i = 1 . . . 6, have elements which are at most linear functions their
derivatives are either constant or zero. Hence, we obtain∫
T
|∇r(k)|2 dx ≤ Cˆ c2P
∫
T
1 dx = Cˆ c2P |T |,
with cP as defined in (3.23) and |T | being the measure of the element T . Since
log(Hi
hi
) is positive, |T | ≤ h3i , and hi < 1, we have
|T | ≤ h3i ≤ hi ≤ Hi ≤ Hi
(
1 + log
(
Hi
hi
))
.
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Hence, we have
|Ih(θFijr)|2H1/2(∂Ωi) ≤ max{(1 + log(2))C˜, Cˆc2P}Hi
(
1 + log
(
Hi
hi
))
. 2
We also need two additional results to estimate the contribution to our bounds
from the edges of Ωi. For the next lemma we refer to the same references as before
[24, Lemma 4.7], and [89, Lemma 4.19].
Lemma 13 Let θEik be the linear function that is equal to 1 at the nodal points
on the edge E ikh/2 and vanishes on (∂Ωi,h/2∪∂Ωj,h/2)\E ikh/2. Then, for all u ∈ W (i),
|Ih(θEiku)|2H1/2(∂Ωi) ≤ C‖u‖2L2(Eik).
Proof: As before we prove the estimate for the H1(Ωi)-seminorm and obtain our
result for the H1/2(∂Ωi)-seminorm using (3.37) and (3.38). Since I
h(θEiku) is a
finite element function in Wh, we have
Ih(θEiku) =
∑
j
(θEiku)(Pj) φj,
where Pj are the nodes of the triangulation and with φj = (φj,q), q = 1, 2, 3,
where (φj,q) is the piecewise quadratic nodal basis function associated with Pj.
Using Proposition 3.4.1 in [81] we can bound |φj,q|2H1(T ) as follows
chT ≤ |φj,q|2H1(T ) ≤ ChT ,
where the constants c and C depend on the H1(Tref)-seminorms of the reference
basis functions.
Let T ∈ τh, T ⊂ Ω¯i be an element of the triangulation such that ∂T∩E ik 6= ∅ is
a straight line from a point a ∈ IR3 to a point b ∈ IR3. Then, for uT = (u1, u2, u3)T
and q = 1, 2, 3, we have
|Ih(θEikuq)|2H1(T ) ≤ C
10∑
j=1
|(θEikuq)(Pj)|2|φj,q|2H1(T )
≤ chT
(
u2q(a) + u
2
q(b) + u
2
q
(
a+ b
2
))
≤ c
∫
Eik
|uq(x)|2 dx = c‖uq‖2L2(Eik).
We obtain our result by summing over the elements belonging to the subdomain
Ωi and using (3.37) and (3.38). 2
We also need a Sobolev-type inequality for finite element functions.
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Lemma 14 Let E ik be any edge of Ωi that forms a part of the boundary of a face
F ij ⊂ ∂Ωi. Then for all u ∈W(i),
‖u‖2L2(Eik) ≤ C
(
1 + log
(
Hi
hi
))(
|u|2H1/2(∂Ωi) +
1
Hi
‖u‖2L2(∂Ωi)
)
.
Proof: For simplicity, we assume for the rest of the proof that u is a scalar finite
element function. The result immediately carries over to the vector valued case
by applying it component-by-component. To prove this lemma we first need a
discrete Sobolev inequality in two dimensions. This estimate can be found in
[13, Lemma (4.9.1)] for Pm Lagrange finite element functions. From [13, Lemma
(4.9.1)], we have for a domain Ω˜ ⊂ IR2 with diam(Ω˜) = H
‖u‖2
L∞(Ω˜) ≤ C
(
1 + log
(
H
h
))
‖u‖2
H1(Ω˜)
,
for all u ∈ {v ∈ H1(Ω˜) : v piecewise in Pm}. With this estimate we can follow
the line of arguments given in [89, Lemma 4.16], Bramble, Pasciak, and Schatz
[11], and Bramble and Xu [12]. For convenience we assume that our edge E ik is a
straight line. Hence we can assume that E ik can be described as {x = (x, y, z) ∈
IR3 : x ∈ I ∧y = f(x)∧ z = g(x)} with a real open interval I and linear functions
f and g each mapping from IR to IR. With this parametrization we have
‖u‖2L2(Eik) =
∫
I
|u(x, f(x), g(x))|2 dx.
Hence, we can estimate |u(x, f(x), g(x))| by its maximum over a two dimensional
cross section of Ωi denoted as Ωi,x associated with a point (x, f(x), g(x)) for each
x, and obtain
‖u‖2L2(Eik) ≤
∫
I
‖u‖2L∞(Ωi,x) dx ≤
∫
I
(
C
(
1 + log
(
Hi
hi
))
‖u‖2H1(Ωi,x)
)
dx.
And since the integral over I combined with the integral over Ωi,x leads to an
integral over Ωi we have
‖u‖2L2(Eik) ≤ C
(
1 + log
(
Hi
hi
))
‖u‖2H1(Ωi).
This argument holds for any function with the same trace and therefore, for the
harmonic extension Hu we obtain
‖u‖2L2(Eik) ≤ C
(
1 + log
(
Hi
hi
))
‖Hu‖2H1(Ωi)
and we conclude by using (3.37), (3.38), and the fact that the harmonic extension
has the least energy. 2
The next lemma can also be found in the monograph by Toselli and Widlund
[89, Lemma 4.28].
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Lemma 15 Let V il be a vertex of a subdomain Ωi and let u ∈W(i). Then
|u(V il)θVil|2H1/2(∂Ωi) ≤ C
(
|u|2H1/2(∂Ωi) +
1
Hi
‖u‖2L2(∂Ωi)
)
.
Proof: As in the proof of the previous lemma, we assume without restrictions
that u is a scalar finite element function. From [89, (4.16)] we obtain for a finite
element T ∈ τh/2
‖u‖2L∞(T ) ≤ c
1
hT
‖u‖2H1(T ).
Using this estimate, we obtain
|u(V il)θVil|2H1/2(∂Ωi) ≤ |u(V il)θVil|2H1(Ωi) ≤ |u(V il)|2|θVil|2H1(Ωi)
=
∑
T⊂Ω¯i
T∈τh/2
|u(V il)|2|θVil|2H1(T ) ≤
∑
T⊂Ω¯i
T∈τh/2
c
1
h
‖u‖2H1(T )|θVil|2H1(T ).
It remains to estimate |θVil|2H1(Ωi). The function θVil is linear and takes the value
1 in V il and 0 in every other node. Its support is bounded by the volume of a
tetrahedron and its gradient can be bounded by 2
h
. Hence, we obtain
|θVil|2H1(T ) ≤ c
1
h2
h3 = ch. 2
The following result can be found in Dryja, Smith, and Widlund [24, Lemma
4.5], Dryja [23, Lemma 3], and Toselli and Widlund [89, Lemma 4.24]. Here, we
present a version for piecewise quadratic finite element functions. For this case,
it can be proven by combining the arguments given in the proof of [89, Lemma
4.24] with the same element by element techniques as applied for the previous
lemmas of this section.
Lemma 16 Let θFij be the function introduced in Lemma 12. For all u ∈W(i),
|Ih(θFiju)|2H1/2(∂Ωi) ≤ C
(
1 + log
(
Hi
hi
))2(
|u|2H1/2(∂Ωi) +
1
Hi
‖u‖2L2(∂Ωi)
)
.
3.6 Numerical results for P -elasticity
In this section we report on a series of computational experiments which are
carried out to confirm numerically our theoretical findings. The computations
were performed on a compute cluster consisting of 8 dual Opteron processor
nodes with 2.2 GHz and 4 GB memory for each processor and a shared memory
computer with 4 Opteron quad core processors with 2.5 GHz each and an overall
memory of 128 GB. The algorithms are implemented in PETSc [5, 7, 6].
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As for the staggered scheme the computations are carried out on the unit
cube, i.e., Ω = [0, 1]3. We discretized the unit cube as before; see Section 2.3. The
material parameters are E = 210 and ν = 0.29 which corresponds to µe ≈ 81.4
and λe ≈ 112.4.
Since we use quadratic elements, additional points on the edges of the tetra-
hedra are introduced and the number of degrees of freedom for a subdomain can
be calculated using H
h
by
3
(
(2 · H
h
)3 + (2 · H
h
+ 1)3
)
, (3.74)
here H is the diameter of the subdomain and h is the diameter of the elements
of the subdomain.
The presentation of our results is divided into three subsections. First, we
present results for the case which is completely covered by our analysis, i.e.,
P−T = ∇ψ where ψ : IR3 → IR3 is at most piecewise quadratic. The second
subsection deals with the case P−T = ∇ψ when ψ can be an arbitrary differen-
tiable function. In the last subsection, we present results for other cases when
P−T is not a gradient but P itself is. Two sets of experiments are carried out.
For the first one the subdomain size is kept fixed, i.e., H
h
= const., and the num-
ber of subdomains, i.e., 1
H
, is increased. According to our theoretical estimate,
cf. Theorem 4, we would expect that the condition number and thus the number
of iterations is asymptotically bounded by a constant. In the second set of exper-
iments the number of subdomains is kept fixed, i.e., 1
H
= const., and the size of
the subdomains, i.e., H
h
, is increased. According to Theorem 4, we would expect
the number of iterations to grow slowly and the condition number to grow as
O(
(
1 + log
(
H
h
))2
). Furthermore, if only vertex constraints are used, we know
that we obtain a condition number estimate of the order of O(H/h); see, e.g.,
Klawonn, Widlund, and Dryja [56] for a theoretical estimate, Klawonn, Rhein-
bach, and Widlund [53] and Farhat, Lesoinne, and Pierson [28] for numerical
evidence. For our FETI-DP algorithms we consider five different sets of primal
variables.
1. A set with only vertex constraints.
2. A set with edge average constraints in the interior of the cube.
3. A set with edge average constraints in the interior and on the Neumann
boundary of the cube.
4. A set with vertex and interior edge average constraints.
5. A set with vertex constraints and edge average constraints in the interior
and on the Neumann boundary.
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3.6.1 Results for P−T = ∇ψ with ψ at most piecewise
quadratic
In this section, we choose P−T as the gradient of an at most piecewise quadratic
function ψ. This is the case covered by our theoretical estimates, cf. Chapter
3.4 and Section 3.3.1. Let us first introduce functions ψi : IR
3 → IR3 which are
at most quadratic polynomials in each of their components ψ
(j)
i , j = 1, 2, 3, then
we define P−Ti = ∇ψi. Here all six basis vectors of the kernel of the P -elasticity
operator; see (2.16), are represented exactly by the finite element basis.
We provide the lower face of the cube, i.e., {(x, y, z)T = x ∈ IR3 : z = 0}, with
homogeneous Dirichlet boundary conditions. To provide the Dirichlet boundary
with zero boundary data we choose the initial value of ϕ accordingly. This means
that, for z = 0, we choose ϕ in accordance to the solution if it is known or near
the solution if possible. In all other points the initial value for ϕ is the identity,
i.e., ϕ(x) = x if z 6= 0. Note that we know the solution in advance when P is a
gradient, i.e., there exists a function ψ˜ such that P = ∇ψ˜. Then the solution ϕ
is given by ϕ = ψ˜ since with this deformation our energy reduces to zero
min
(P,ϕ)
∫
Ω
µe‖sym(P−1F∇ − Id )‖2F +
λe
2
(
tr(P−1F∇ − Id )
)2
dx
= min
(P,ϕ)
∫
Ω
µe‖sym((∇ψ˜)−1(∇ϕ)− Id )‖2F +
λe
2
(
tr((∇ψ˜)−1(∇ϕ)− Id )
)2
= min
(P,ϕ)
∫
Ω
µe‖sym((∇ψ˜)−1(∇ψ˜)− Id )‖2F +
λe
2
(
tr((∇ψ˜)−1(∇ψ˜)− Id )
)2
= min
(P,ϕ)
∫
Ω
µe‖sym(Id − Id )‖2F +
λe
2
(tr(Id − Id ))2 dx
= 0.
Hence, we obtain the smallest energy for the solution ϕ = ψ˜. If P is not a
gradient we do not know the solution in advance. In these cases we either choose
Dirichlet boundary values with ∇ϕ|∂ΩD approximately P |∂ΩD or ϕ(x) = x.
A first example is given by
ψ0(x) =
 12xy
2x− 4y + 4z
⇒ P−T0 =
 12 0 00 1 0
2 −4 4
 .
Thus, we have
P0 =
 2 0 −10 1 1
0 0 1
4

and from P0 = ∇ϕ0 follows
ϕ0 =
 2x− zy + z
1
4
z
 ;
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-P
−T
0
Figure 3.3: Transformation induced by ϕ0.
see also Figure 3.3.
We now perform computations using different sets of primal variables. We
use the following notation
• d.o.f. = degrees of freedom
• d.o.f./dom = d.o.f. per subdomain
• N = number of subdomains
• c.p.s. = coarse problem size
• It = iterations
• λmax = maximum eigenvalue
In Tables 3.1, 3.2, 3.3, 3.4, and 3.5 we present the results for P−T0 with a fixed
subdomain size, i.e., 1
H
= const.. We present the maximum eigenvalue instead of
the condition number since the minimum eigenvalue for the preconditioned FETI-
DP matrix is, in accordance with the theory, almost exactly 1 in all experiments.
The results in the tables match our theory, i.e., the condition number and the
number of iterations are clearly asymptotically bounded. If we fix the number of
subdomains instead and increase the size of the subdomains, i.e., increase H
h
, see
Figures 3.5, 3.6, 3.7, and 3.8, we obtain straight lines in plots of log(H
h
) versus√
λmax. Thus, these experiments numerically confirm the quadratic-logarithmic
dependence on H
h
. Additionally, we present in Figure 3.4 the linear dependence
of the maximum eigenvalue on the subdomain size in the case of only vertex
constraints.
In fact, for several different constant matrices P we always observe condition
numbers identical to those in Tables 3.1, 3.2, 3.3, 3.4, and 3.5.
Next, we choose P−T as a linear function, i.e., P−T is the gradient of a function
consisting of at most piecewise quadratic polynomials. In these cases P is not
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H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 18 3723 40 14.31 11775 50 27.11 27027 55 41.50
27 84 11775 49 16.49 38073 67 31.37 88347 80 48.36
64 216 27027 50 17.16 88347 70 33.17 206115 86 51.55
125 432 51783 53 17.48 170373 73 34.20 398763 90 53.34
216 750 88347 54 17.71 291927 72 34.88 684723 90 54.50
343 1188 139023 53 17.89 460785 74 35.35 1082427 90 55.29
512 1764 206115 53 18.02 684723 75 35.69
729 2496 291927 54 18.14 971517 75 35.95
1000 3402 398763 54 18.22
1331 4500 528927 54 18.29
1728 5808 684723 55 18.35
2197 7344 868455 55 18.40
Table 3.1: P−T = ∇ψ0 with vertex constraints.
H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 18 3723 34 12.34 11775 36 14.02 27027 36 15.37
27 108 11775 39 11.01 38073 41 12.23 88347 43 13.33
64 324 27027 39 9.69 88347 43 10.99 206115 44 12.19
125 720 51783 40 9.58 170373 43 10.84 398763 46 12.03
216 1350 88347 41 9.52 291927 43 10.79 684723 45 11.98
343 2268 139023 40 9.51 460785 43 10.77 1082427 45 11.96
512 3528 206115 39 9.51 684723 43 10.76
729 5184 291927 39 9.51 971517 43 10.76
1000 7290 398763 40 9.51
1331 9900 528927 39 9.51
1728 13068 684723 39 9.51
2197 16848 868455 40 9.51
Table 3.2: P−T = ∇ψ0 with edge average constraints without boundary edges.
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H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 78 3723 20 3.07 11775 23 3.93 27027 25 4.67
27 288 11775 23 3.40 38073 26 4.41 88347 29 5.27
64 684 27027 23 3.57 88347 27 4.66 206115 30 5.57
125 1320 51783 24 3.66 170373 28 4.79 398763 31 5.73
216 2250 88347 24 3.72 291927 28 4.86 684723 30 5.82
343 3528 139023 24 3.74 460785 28 4.92 1082427 31 5.88
512 5208 206115 23 3.76 684723 28 4.96
729 7344 291927 24 3.79 971517 28 4.98
1000 9990 398763 24 3.80
1331 13200 528927 24 3.81
1728 17028 684723 24 3.81
2197 21528 868455 24 3.82
Table 3.3: P−T = ∇ψ0 with edge average constraints with boundary edges.
H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 36 3723 26 7.38 11775 30 9.45 27027 32 11.10
27 192 11775 29 6.49 38073 33 8.18 88347 36 9.56
64 540 27027 30 5.73 88347 34 7.13 206115 37 8.35
125 1152 51783 30 5.77 170373 34 7.20 398763 37 8.40
216 2100 88347 30 5.68 291927 33 7.11 684723 36 8.33
343 3456 139023 30 5.69 460785 33 7.11 1082427 36 8.33
512 5292 206115 29 5.68 684723 34 7.10
729 7680 291927 30 5.68 971517 33 7.10
1000 10692 398763 30 5.68
1331 14400 528927 29 5.68
1728 18876 684723 30 5.68
2197 24192 868455 29 5.68
Table 3.4: P−T = ∇ψ0 with edge average constraints without boundary edges
and with additional vertex constraints.
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Figure 3.4: P−T = ∇ψ0 with only vertex constraints.
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Figure 3.5: P−T = ∇ψ0 with
edge average constraints without
boundary edges.
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Figure 3.6: P−T = ∇ψ0
with edge average constraints with
boundary edges.
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Figure 3.7: P−T = ∇ψ0 with
edge average constraints without
boundary edges and with additional
vertex constraints.
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Figure 3.8: P−T = ∇ψ0
with edge average constraints with
boundary edges and with additional
vertex constraints.
necessarily a gradient and therefore we do not know the solution in advance. As
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H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 96 3723 16 2.09 11775 21 2.93 27027 23 3.71
27 372 11775 18 2.31 38073 22 3.18 88347 26 4.13
64 900 27027 18 2.47 88347 22 3.29 206115 26 4.32
125 1752 51783 19 2.55 170373 23 3.35 398763 26 4.41
216 3000 88347 19 2.59 291927 22 3.39 684723 26 4.48
343 4716 139023 20 2.62 460785 23 3.42 1082427 27 4.51
512 6972 206115 19 2.64 684723 23 3.43
729 9840 291927 19 2.66 971517 23 3.44
1000 13392 398763 19 2.67
1331 17700 528927 19 2.68
1728 22836 684723 20 2.68
2197 28872 868455 20 2.69
Table 3.5: P−T = ∇ψ0 with edge average constraints with boundary edges and
additional vertex constraints.
examples we consider
ψ1(x) =
 x2 − 2y + 3zx− y2 − 1
2
z
−x− y + 1
2
z2
 ⇒ P−T1 =
 2x −2 31 −2y −− 1
2−1 −1 z
 ,
ψ2(x) =
 x2 + 13y + 3zx+ y2
x2 + 3z
 ⇒ P−T2 =
 2x 13 31 2y 0
2x 0 3
 ,
ψ3(x) =
 2x− 14z23
2
x2 + 4y − 1
4
z
3
2
x2 + 4x− 1
8
z
 ⇒ P−T3 =
 2 0 −12z3x 4 −1
4
3x 4 −1
8
 ,
ψ4(x) =
 x2 − 3x+ yy2 + 2y + z
1
2
x+ z2 − 4z
 ⇒ P−T4 =
 2x− 3 0 121 2y + 2 0
0 1 2z − 4
 .
In Tables 3.6, 3.7, 3.8, 3.9, 3.10, 3.11, 3.12, and 3.13 we present some of the results
obtained for ψ1, ψ2, ψ3 and ψ4 in the case
H
h
= const. The results confirm the
earlier observations.
Next, we increase H
h
while keeping the number of subdomains fixed. The
results in Figures 3.11, 3.12, 3.13, 3.14, 3.15, 3.16, 3.17, and 3.18 match well
with the theoretical estimates. It can be clearly seen that the square root of the
maximum eigenvalue increases linearly with the logarithm of the subdomain size
H
h
for edge average constraints. In the cases where we used vertex constraints we
again obtained a linear relation between the subdomain size and the maximum
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H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 18 3723 43 15.19 11775 52 26.64 27027 58 40.49
27 84 11775 52 16.94 38073 70 31.42 88347 87 48.29
64 216 27027 54 17.33 88347 75 33.19 206115 94 51.52
125 432 51783 56 17.54 170373 78 34.23 398763 96 53.39
216 750 88347 56 17.74 291927 79 34.93 684723 99 54.62
343 1188 139023 57 17.91 460785 80 35.43 1082427 100 55.46
512 1764 206115 57 18.05 684723 81 35.79
729 2496 291927 58 18.17 971517 82 36.07
1000 3402 398763 58 18.26
1331 4500 528927 58 18.33
1728 5808 684723 58 18.39
2197 7344 868455 59 18.44
Table 3.6: P−T = ∇ψ1 with vertex constraints.
H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 18 3723 36 15.73 11775 38 18.04 27027 41 19.94
27 108 11775 40 13.07 38073 45 14.83 88347 47 16.37
64 324 27027 41 11.80 88347 45 13.44 206115 48 14.86
125 720 51783 41 11.34 170373 44 12.90 398763 48 14.26
216 1350 88347 41 11.03 291927 45 12.54 684723 47 13.86
343 2268 139023 41 10.81 460785 45 12.28 1082427 47 13.58
512 3528 206115 41 10.64 684723 45 12.08
729 5184 291927 41 10.50 971517 45 11.92
1000 7290 398763 41 10.40
1331 9900 528927 41 10.31
1728 13068 684723 41 10.23
2197 16848 868455 41 10.17
Table 3.7: P−T = ∇ψ1 with edge average constraints without boundary edges.
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H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 18 3723 36 14.31 11775 39 16.14 27027 41 17.70
27 108 11775 41 12.36 38073 44 14.03 88347 46 15.53
64 324 27027 41 11.02 88347 44 12.57 206115 47 13.97
125 720 51783 41 10.48 170373 44 11.94 398763 47 13.28
216 1350 88347 41 10.22 291927 44 11.63 684723 47 12.92
343 2268 139023 41 10.07 460785 44 11.44 1082427 47 12.71
512 3528 206115 41 9.98 684723 44 11.33
729 5184 291927 41 9.91 971517 44 11.25
1000 7290 398763 41 9.87
1331 9900 528927 41 9.83
1728 13068 684723 41 9.79
2197 16848 868455 41 9.77
Table 3.8: P−T = ∇ψ2 with edge average constraints without boundary edges.
H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 78 3723 21 3.14 11775 23 4.01 27027 25 4.76
27 288 11775 23 3.43 38073 27 4.44 88347 29 5.30
64 684 27027 23 3.58 88347 28 4.67 206115 31 5.58
125 1320 51783 24 3.66 170373 28 4.80 398763 31 5.74
216 2250 88347 24 3.71 291927 28 4.88 684723 31 5.83
343 3528 139023 24 3.75 460785 28 4.92 1082427 31 5.87
512 5208 206115 24 3.77 684723 28 4.96
729 7344 291927 24 3.79 971517 28 4.98
1000 9990 398763 24 3.80
1331 13200 528927 24 3.80
1728 17028 684723 24 3.82
2197 21528 868455 24 3.81
Table 3.9: P−T = ∇ψ2 with edge average constraints with boundary edges.
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H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 18 3723 43 14.46 11775 51 27.25 27027 59 41.68
27 84 11775 51 16.51 38073 70 31.40 88347 86 48.38
64 216 27027 54 17.16 88347 75 33.18 206115 94 51.55
125 432 51783 55 17.48 170373 77 34.20 398763 96 53.35
216 750 88347 56 17.71 291927 78 34.88 684723 98 54.51
343 1188 139023 57 17.89 460785 80 35.36 1082427 100 55.31
512 1764 206115 57 18.03 684723 80 35.70
729 2496 291927 57 18.14 971517 81 35.96
1000 3402 398763 58 18.23
1331 4500 528927 58 18.30
1728 5808 684723 58 18.35
2197 7344 868455 58 18.40
Table 3.10: P−T = ∇ψ3 with vertex constraints.
H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 36 3723 27 7.41 11775 31 9.50 27027 34 11.18
27 192 11775 29 6.56 38073 34 8.29 88347 37 9.73
64 540 27027 30 5.88 88347 34 7.40 206115 37 9.72
125 1152 51783 30 5.85 170373 34 7.35 398763 37 8.63
216 2100 88347 30 5.79 291927 34 7.28 684723 37 8.56
343 3456 139023 30 5.78 460785 34 7.26 1082427 37 8.53
512 5292 206115 30 5.76 684723 34 7.24
729 7680 291927 30 5.75 971517 34 7.22
1000 10692 398763 30 5.75
1331 14400 528927 30 5.74
1728 18876 684723 30 5.73
2197 24192 868455 30 5.73
Table 3.11: P−T = ∇ψ3 with edge average constraints without boundary edges
and with additional vertex constraints.
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H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 36 3723 28 9.15 11775 31 11.71 27027 35 13.80
27 192 11775 30 7.35 38073 35 9.18 88347 38 10.68
64 540 27027 31 6.59 88347 35 8.26 206115 38 9.66
125 1152 51783 31 6.37 170373 35 7.99 398763 38 9.35
216 2100 88347 31 6.22 291927 35 7.81 684723 38 9.15
343 3456 139023 31 6.12 460785 35 7.69 1082427 38 9.00
512 5292 206115 31 6.05 684723 35 7.59
729 7680 291927 31 5.99 971517 35 7.52
1000 10692 398763 31 5.94
1331 14400 528927 31 5.90
1728 18876 684723 31 5.87
2197 24192 868455 31 5.85
Table 3.12: P−T = ∇ψ4 with edge average constraints without boundary edges
and with additional vertex constraints.
H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 96 3723 16 2.12 11775 21 2.98 27027 24 3.78
27 372 11775 18 2.33 38073 22 3.20 88347 26 4.16
64 900 27027 18 2.48 88347 23 3.31 206115 27 4.34
125 1752 51783 19 2.55 170373 23 3.36 398763 27 4.41
216 3000 88347 19 2.60 291927 23 3.40 684723 27 4.48
343 4716 139023 19 2.63 460785 23 3.42 1082427 27 4.52
512 6972 206115 19 2.65 684723 23 3.43
729 9840 291927 20 2.66 971517 23 3.44
1000 13392 398763 20 2.67
1331 17700 528927 20 2.68
1728 22836 684723 20 2.69
2197 28872 868455 20 2.69
Table 3.13: P−T = ∇ψ4 with edge average constraints with boundary edges and
additional vertex constraints.
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eigenvalue; see Figures 3.9 and 3.10.
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Figure 3.9: P−T = ∇ψ2 with
only vertex constraints.
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Figure 3.10: P−T = ∇ψ4 with
only vertex constraints.
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Figure 3.11: P−T = ∇ψ1 with
edge average constraints without
boundary edges.
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Figure 3.12: P−T = ∇ψ4 with
edge average constraints without
boundary edges.
3.6.2 Results for P−T = ∇ψ
In this section we will present results for examples which do not completely match
our assumptions made for our analysis in Section 3.4. The assumption that P−T
is the gradient of a function ψ : IR3 → IR3 will still be satisfied. The function ψ
however does no longer consist of piecewise at most quadratic polynomials.
A special case, when only one entry of ψ is not a polynomial with at most
degree 2, will also be considered. Note that for the case discussed here, the
infinitesimal rotations r4(x), r5(x), r6(x), see (2.16), may not be representable
exactly in the finite element space. As a consequence, the dimension of the kernel
of the stiffness matrix may be smaller than six. The dimension is at least three
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Figure 3.13: P−T = ∇ψ2
with edge average constraints with
boundary edges.
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Figure 3.14: P−T = ∇ψ3
with edge average constraints with
boundary edges.
0.5 1 1.5 2 2.5
2.5
3
3.5
4
4.5
5
log(H
h
)
√
λ
m
a
x
 
 
1/H = 2
1/H = 3
1/H = 4
Figure 3.15: P−T = ∇ψ1 with
edge average constraints without
boundary edges and with additional
vertex constraints.
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Figure 3.16: P−T = ∇ψ4 with
edge average constraints without
boundary edges and with additional
vertex constraints.
since we can always represent exactly the translational basis vectors. But instead
of the three zero eigenvalues associated with the three rotations we may have
up to three additional positive eigenvalues. For example, in the case of ψ6 the
basis vector r˜4 is a composition of ψ
(1)
6 and ψ
(2)
6 which are quadratic polynomials.
Hence, numerically we have a four dimensional kernel in this case.
The examples in this section can be divided into two parts. First, we consider
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Figure 3.17: P−T = ∇ψ1
with edge average constraints with
boundary edges and with additional
vertex constraints.
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Figure 3.18: P−T = ∇ψ3
with edge average constraints with
boundary edges and with additional
vertex constraints.
the case when ψ consists of polynomials of different degrees, i.e.,
ψ5 =
 x3 + yx3 + y + 2z
3x+ 1
9
z3
 ⇒ P−T5 =
 3x2 1 03x2 1 2
3 0 1
3
z2
 ,
ψ6 =
 x2 + 12y + 4zx2 + 1
2
y − 6z
−x+ z3
 ⇒ P−T6 =
 2x 12 42x 1
2
−6
−1 0 3z2
 ,
ψ7 =
 x3 − 9y + 13z4x+ 2y
x3 − y + 1
3
z
 ⇒ P−T7 =
 3x2 −9 134 2 0
3x2 −1 1
3
 ,
ψ8 =
 4x+ y32
3
x3 − 3y − 1
3
z3
x3 + 1
3
z
 ⇒ P−T8 =
 4 3y2 02x2 −3 −z2
3x2 0 1
3
 ,
and then we consider a function ψ which does not consist of polynomials
ψ9 =
((1− h) + hx) cos(2piy) cos(α+ z(β − α))((1− h) + hx) sin(2piy) cos(α+ z(β − α))
((1− h) + hx) sin(α+ z(β − α))
=:
A cos(B) cos(C)A sin(B) cos(C)
A sin(C)

⇒ P−T9 =
h cos(B)cos(C) −2piA sin(B)cos(C) −(β − α)A cos(B) sin(C)h sin(B)cos(C) 2piA cos(B)cos(C) −(β − α)A sin(B) sin(C)
h sin(C) 0 (β − α)A cos(C)
 .
Here, we consider two different sets of variables h, α, and β. To the case with
h = 1
4
, α = pi
8
, and β = pi
4
we will refer as ψ9.1 and to the example with h =
1
8
, α =
pi
16
, and β = 3pi
8
as ψ9.2.
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H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 78 3723 21 3.22 11775 23 4.10 27027 25 4.86
27 288 11775 23 3.48 38073 26 4.51 88347 29 5.38
64 684 27027 23 3.56 88347 27 4.71 206115 30 5.63
125 1320 51783 24 3.69 170373 28 4.82 398763 31 5.77
216 2250 88347 24 3.71 291927 28 4.89 684723 31 5.85
343 3528 139023 24 3.76 460785 28 4.94 1082427 31 5.91
512 5208 206115 24 3.77 684723 28 4.97
729 7344 291927 24 3.80 971517 28 4.99
1000 9990 398763 24 3.80
1331 13200 528927 24 3.81
1728 17028 684723 24 3.81
2197 21528 868455 24 3.82
Table 3.14: P−T = ∇ψ5 with edge average constraints with boundary edges.
The results we obtained for for ψ5, ψ6, ψ7, and ψ8 differ only slightly from
the ones presented in Section 3.6.1; see Tables 3.14, 3.15, 3.16, 3.17, 3.18, 3.19,
3.20, and 3.21. In some cases the asymptotic range seems to be reached later
and the condition number seems to vary more. Although these experiments are
not covered by the theory, numerically, the bound for the condition number still
seems to hold, and the number of iterations is clearly bounded. Again, a linear
dependence of the square root of the maximum eigenvalue on log(H
h
) can be
observed numerically, see Figures 3.22, 3.21, 3.23, 3.24, 3.25, 3.26, 3.27, and 3.28,
as well as the linear dependence on H
h
of the maximum eigenvalue in the case of
only vertex constraints; see Figures 3.19 and 3.20.
2 4 6 8 10 12 14
0
50
100
150
200
250
H
h
λ
m
a
x
 
 
1/H = 2
1/H = 3
1/H = 4
Figure 3.19: P−T = ∇ψ5 with
only vertex constraints.
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Figure 3.20: P−T = ∇ψ8 with
only vertex constraints.
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H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 36 3723 28 7.92 11775 32 10.48 27027 35 12.63
27 192 11775 30 7.16 38073 35 9.37 88347 38 11.26
64 540 27027 31 6.56 88347 35 8.57 206115 39 10.28
125 1152 51783 31 6.32 170373 35 8.22 398763 39 9.84
216 2100 88347 31 6.17 291927 35 7.99 684723 38 9.54
343 3456 139023 31 6.06 460785 35 7.82 1082427 38 9.32
512 5292 206115 31 5.97 684723 35 7.69
729 7680 291927 31 5.90 971517 35 7.58
1000 10692 398763 31 5.84
1331 14400 528927 31 5.80
1728 18876 684723 31 5.76
2197 24192 868455 30 5.73
Table 3.15: P−T = ∇ψ5 with edge average constraints without boundary edges
and with additional vertex constraints.
H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 18 3723 46 24.22 11775 59 39.40 27027 66 55.60
27 84 11775 54 19.35 38073 73 34.06 88347 89 50.80
64 216 27027 56 18.12 88347 77 33.67 206115 95 51.44
125 432 51783 57 17.84 170373 79 34.08 398763 98 52.57
216 750 88347 57 17.85 291927 80 34.55 684723 99 53.57
343 1188 139023 58 17.93 460785 81 34.97 1082427 54.39
512 1764 206115 58 18.02 684723 81 35.32
729 2496 291927 58 18.10 971517 82 35.61
1000 3402 398763 58 18.18
1331 4500 528927 58 18.24
1728 5808 684723 59 18.30
2197 7344 868455 59 18.35
Table 3.16: P−T = ∇ψ6 with vertex constraints.
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H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 96 3723 19 2.74 11775 22 3.64 27027 25 4.52
27 372 11775 19 2.63 38073 24 3.62 88347 27 4.58
64 900 27027 19 2.41 88347 24 3.49 206115 28 4.44
125 1752 51783 19 2.47 170373 23 3.44 398763 27 4.46
216 3000 88347 19 2.52 291927 23 3.44 684723 27 4.50
343 4716 139023 19 2.55 460785 23 3.45 1082427 27 4.53
512 6972 206115 19 2.57 684723 23 3.46 1610307 27 4.55
729 9840 291927 19 2.59 971517 23 3.46 2286795 27 4.56
1000 13392 398763 20 2.61 1328943 23 3.46
1331 17700 528927 20 2.62 1764777 23 3.46
1728 22836 684723 20 2.63
2197 28872 868455 20 2.64
Table 3.17: P−T = ∇ψ6 with edge average constraints with boundary edges and
additional vertex constraints.
H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 18 3723 43 65.10 11775 47 77.16 27027 52 86.67
27 108 11775 50 35.54 38073 54 40.50 88347 58 44.61
64 324 27027 50 25.75 88347 53 29.46 206115 56 32.55
125 720 51783 49 22.21 170373 52 25.39 398763 55 28.04
216 1350 88347 48 19.92 291927 51 22.76 684723 55 25.14
343 2268 139023 47 18.31 460785 51 20.91 1082427 54 23.11
512 3528 206115 46 17.12 684723 50 19.55
729 5184 291927 46 16.20 971517 49 18.49
1000 7290 398763 45 15.46
1331 9900 528927 45 14.86
1728 13068 684723 45 14.36
2197 16848 868455 44 13.93
Table 3.18: P−T = ∇ψ7 with edge average constraints without boundary edges.
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H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 96 3723 18 2.34 11775 22 3.60 27027 25 4.61
27 372 11775 19 2.36 38073 24 3.60 88347 28 4.66
64 900 27027 19 2.43 88347 24 3.49 206115 28 4.53
125 1752 51783 19 2.49 170373 24 3.47 398763 28 4.53
216 3000 88347 19 2.53 291927 24 3.47 684723 28 4.55
343 4716 139023 20 2.57 460785 24 3.47 1082427 28 4.57
512 6972 206115 20 2.59 684723 24 3.47
729 9840 291927 20 2.61 971517 24 3.45
1000 13392 398763 20 2.63
1331 17700 528927 20 2.64
1728 22836 684723 20 2.65
2197 28872 868455 20 2.66
Table 3.19: P−T = ∇ψ7 with edge average constraints with boundary edges and
additional vertex constraints.
H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 78 3723 22 4.23 11775 25 5.39 27027 28 6.37
27 288 11775 25 4.26 38073 28 5.50 88347 31 6.54
64 684 27027 25 4.09 88347 29 5.30 206115 32 6.33
125 1320 51783 25 3.96 170373 29 5.17 398763 32 6.19
216 2250 88347 24 3.90 291927 29 5.11 684723 32 6.12
343 3528 139023 24 3.87 460785 29 5.09 1082427 32 6.09
512 5208 206115 24 3.86 684723 29 5.08
729 7344 291927 24 3.84 971517 28 5.06
1000 9990 398763 24 3.85
1331 13200 528927 24 3.83
1728 17028 684723 24 3.85
2197 21528 868455 24 3.82
Table 3.20: P−T = ∇ψ8 with edge average constraints including boundary edges.
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H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 36 3723 30 9.49 11775 34 12.77 27027 37 16.02
27 192 11775 33 9.18 38073 38 12.60 88347 41 15.56
64 540 27027 33 8.90 88347 38 12.09 206115 42 14.82
125 1152 51783 33 8.66 170373 38 11.67 398763 42 14.23
216 2100 88347 33 8.40 291927 37 11.25 684723 41 13.67
343 3456 139023 33 8.17 460785 37 10.87 1082427 41 13.16
512 5292 206115 32 7.95 684723 37 10.53
729 7680 291927 32 7.75 971517 37 10.23
1000 10692 398763 32 7.58
1331 14400 528927 32 7.43
1728 18876 684723 31 7.30
2197 24192 868455 31 7.18
Table 3.21: P−T = ∇ψ8 with edge average constraints exclusive of boundary
edges and additional vertex constraints.
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Figure 3.21: P−T = ∇ψ6 with
edge average constraints without
boundary edges.
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Figure 3.22: P−T = ∇ψ7 with
edge average constraints without
boundary edges.
The results obtained for ψ9.1 and ψ9.2, for
H
h
kept fixed, also match the the-
oretical expectations; cf. Tables 3.22, 3.23, 3.24, 3.25, 3.26 and 3.27.
In the case when H
h
is increased and the number of subdomains is kept fixed,
the bound for the condition number still seems to hold; cf. Figures 3.29 and 3.30
for ψ9.1 and Figures 3.31 and 3.32 for ψ9.2. The slope for the case
1
H
= 2 in
Figures 3.31 and 3.32 differs clearly from the cases 1
H
= 3 and 1
H
= 4. This
suggests that the case 1
H
= 2 is still away from the asymptotic range with respect
to the number of subdomains. The results for 1
H
= 3 and 1
H
= 4, i.e., N = 27
and N = 64 subdomains are then very similar. Again for only vertex constraints
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H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 18 3723 62 96.32 11775 79 234.54 27027 89 410.33
27 108 11775 86 114.24 38073 98 145.58 88347 110 182.68
64 324 27027 89 93.69 88347 102 111.02 206115 115 132.50
125 720 51783 87 75.26 170373 98 86.11 398763 111 99.89
216 1350 88347 84 63.79 291927 93 68.75 684723 105 78.85
343 2268 139023 83 60.37 460785 91 64.45 1082427 100 67.87
512 3528 206115 81 57.16 684723 88 61.21
729 5184 291927 78 54.20 971517 84 58.30
1000 7290 398763 75 51.46
1331 9900 528927 74 48.92
1728 13068 684723 71 46.57
2197 16848 868455 69 44.38
Table 3.22: P−T = ∇ψ9.1 with edge average constraints without boundary edges.
H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 36 3723 38 13.34 11775 46 19.58 27027 53 25.31
27 192 11775 42 16.18 38073 50 16.28 88347 57 19.38
64 540 27027 43 14.54 88347 49 15.34 206115 55 18.23
125 1152 51783 44 13.59 170373 48 14.84 398763 53 17.49
216 2100 88347 44 12.89 291927 47 14.44 684723 52 16.87
343 3456 139023 43 12.24 460785 47 13.94 1082427 51 16.59
512 5292 206115 42 11.64 684723 47 13.46
729 7680 291927 42 11.03 971517 46 12.96
1000 10692 398763 42 10.48
1331 14400 528927 41 9.95
1728 18876 684723 40 9.51
2197 24192 868455 39 9.32
Table 3.23: P−T = ∇ψ9.1 with edge average constraints without boundary edges
and with additional vertex constraints.
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H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 18 3723 73 239.95 11775 120 715.31 27027 156 1627.29
27 84 11775 104 217.96 38073 181 533.01 88347 244 982.77
64 216 27027 113 200.25 88347 197 485.51 206115 270 850.75
125 432 51783 117 188.09 170373 198 442.55 398763 273 748.23
216 750 88347 118 175.76 291927 194 404.37 684723 268 669.91
343 1188 139023 120 162.95 460785 189 366.07 1082427 258 596.44
512 1764 206115 120 150.32 684723 183 329.90
729 2496 291927 120 138.38 971517 177 297.28
1000 3402 398763 120 127.32
1331 4500 528927 119 117.25
1728 5808 684723 118 108.15
2197 7344 868455 116 99.98
Table 3.24: P−T = ∇ψ9.2 with vertex constraints.
H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 18 3723 63 130.10 11775 80 334.83 27027 96 628.16
27 108 11775 86 108.46 38073 100 168.72 88347 117 215.07
64 324 27027 90 101.35 88347 105 137.65 206115 121 164.42
125 720 51783 92 95.61 170373 105 122.60 398763 121 142.83
216 1350 88347 92 88.63 291927 104 109.52 684723 120 125.47
343 2268 139023 90 81.38 460785 104 98.00 1082427 119 111.14
512 3528 206115 89 74.60 684723 102 88.28
729 5184 291927 89 68.55 971517 100 80.15
1000 7290 398763 86 63.25
1331 9900 528927 85 58.63
1728 13068 684723 85 54.63
2197 16848 868455 84 51.27
Table 3.25: P−T = ∇ψ9.2 with edge average constraints without boundary edges.
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H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 36 3723 39 13.31 11775 49 24.53 27027 60 36.24
27 192 11775 42 12.31 38073 53 15.87 88347 65 27.54
64 540 27027 42 11.41 88347 51 13.92 206115 66 27.28
125 1152 51783 42 10.59 170373 50 13.16 398763 64 24.27
216 2100 88347 42 9.91 291927 48 12.35 684723 61 21.07
343 3456 139023 41 9.40 460785 47 11.95 1082427 58 18.36
512 5292 206115 40 9.04 684723 47 11.56
729 7680 291927 40 8.74 971517 46 11.56
1000 10692 398763 39 8.56
1331 14400 528927 39 8.39
1728 18876 684723 39 8.35
2197 24192 868455 38 8.37
Table 3.26: P−T = ∇ψ9.2 with edge average constraints without boundary edges
and with additional vertex constraints.
H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 96 3723 34 7.62 11775 44 13.70 27027 52 16.53
27 372 11775 38 8.38 38073 51 14.58 88347 61 22.62
64 900 27027 38 8.23 88347 51 13.91 206115 61 21.21
125 1752 51783 38 8.03 170373 50 13.16 398763 58 18.30
216 3000 88347 37 7.67 291927 48 12.23 684723 54 15.39
343 4716 139023 36 7.31 460785 46 11.24 1082427 53 14.57
512 6972 206115 35 6.95 684723 44 10.39
729 9840 291927 34 6.56 971517 43 9.85
1000 13392 398763 33 6.20
1331 17700 528927 32 5.86
1728 22836 684723 31 5.55
2197 28872 868455 30 5.25
Table 3.27: P−T = ∇ψ9.2 with edge average constraints with boundary edges
and additional vertex constraints.
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Figure 3.23: P−T = ∇ψ5
with edge average constraints with
boundary edges.
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Figure 3.24: P−T = ∇ψ8
with edge average constraints with
boundary edges.
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Figure 3.25: P−T = ∇ψ5 with
edge average constraints without
boundary edges and with additional
vertex constraints.
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Figure 3.26: P−T = ∇ψ7 with
edge average constraints without
boundary edges and with additional
vertex constraints.
we obtain the linear relation between H
h
and λmax; see Figures 3.35 and 3.36.
Summarizing the results in this section we can state that the numerical results
differ only slightly from the results obtained in Section 3.6.1 although the theory
does not apply.
3.6.3 More general cases
Here, we will discuss results obtained for the case that P itself is a gradient, i.e.,
P = ∇ψ˜. This has the advantage that the solution of the minimizing problem
in ϕ is then given by ϕ = ψ˜; see Section 3.6.1 page 101. However, the examples
in this section do not match the assumptions for our analysis, i.e., P−T is not a
gradient.
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Figure 3.27: P−T = ∇ψ5
with edge average constraints with
boundary edges and with additional
vertex constraints.
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Figure 3.28: P−T = ∇ψ6
with edge average constraints with
boundary edges and with additional
vertex constraints.
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Figure 3.29: P−T = ∇ψ9.1
with edge average constraints with
boundary edges.
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Figure 3.30: P−T = ∇ψ9.1
with edge average constraints with
boundary edges and with additional
vertex constraints.
The first example is constructed by the functions ψ9.1 and ψ9.2 introduced
in Section 3.6.2, i.e., ψ˜1 := ψ9.1 and ψ˜2 := ψ9.2. These function transform the
cube into a spherical dome with different thickness and angles if P = ∇ψ9.1 or
P = ∇ψ9.2; see Figure 3.37. Here, in addition to the aforementioned Dirichlet
boundary conditions we introduce further Dirichlet boundary conditions for the
y-direction on {x ∈ IR3 : y ∈ {0, 1} } to prevent small gaps or element overlaps
originating from inaccuracies in the numerical solutions.
Another example for P = ∇ψ˜ is given by ψ˜3
124CHAPTER 3. EFFICIENT SOLUTIONOF P -ELASTICITYWITH FETI-DP
0.5 1 1.5 2 2.5
3
4
5
6
7
8
9
10
log(H
h
)
√
λ
m
a
x
 
 
1/H = 2
1/H = 3
1/H = 4
Figure 3.31: P−T = ∇ψ9.2
with edge average constraints with
boundary edges.
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Figure 3.32: P−T = ∇ψ9.2 with
edge average constraints without
edges and with additional vertex
constraints.
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Figure 3.33: P−T = ∇ψ9.1 with
edge average constraints without
boundary edges.
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Figure 3.34: P−T = ∇ψ9.2 with
edge average constraints without
boundary edges.
ψ˜3(x) =
 x cos(pi2 z)− y sin(pi2 z)x sin(pi
2
z) + y cos(pi
2
z)
z

⇒ P3 =
 cos(pi2 z) − sin(pi2 z) −pi2 (x sin(pi2 z) + y cos(pi2 z))sin(pi
2
z) cos(pi
2
z) pi
2
(x cos(pi
2
z)− y sin(pi
2
z))
0 0 1
 , (3.75)
which describes a linear increasing twist of the unit cube around the z-axis; see
Figure 3.38.
The results for P = ∇ψ˜3 in the case of a constant subdomain size match
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Figure 3.35: P−T = ∇ψ9.1 with
only vertex constraints.
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Figure 3.36: P−T = ∇ψ9.2 with
only vertex constraints.
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Figure 3.37: Transformations induced by ψ˜1 and ψ˜2.
-ψ˜3
Figure 3.38: Transformations induced by ψ˜3.
the expectations from the theory in Section 3.4 even though the assumptions do
not match. For growing 1
H
and fixed H
h
the condition and iteration numbers are
clearly bounded by a constant; cf. Tables 3.28, 3.29, and 3.30.
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H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 18 3723 35 14.15 11775 36 17.51 27027 40 19.47
27 108 11775 41 13.01 38073 43 14.49 88347 45 15.82
64 324 27027 41 11.81 88347 44 13.17 206115 46 14.43
125 720 51783 40 11.26 170373 43 12.57 398763 46 13.80
216 1350 88347 41 10.90 291927 44 12.19 684723 46 13.41
343 2268 139023 41 10.65 460785 43 11.94 1082427 46 13.15
512 3528 206115 40 10.48 684723 43 11.75
729 5184 291927 40 10.35 971517 43 11.61
1000 7290 398763 40 10.24
1331 9900 528927 40 10.16
1728 13068 684723 40 10.10
2197 16848 868455 40 10.04
Table 3.28: P = ∇ψ˜3 with edge average constraints without boundary edges.
H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 36 3723 27 7.48 11775 31 10.18 27027 34 12.37
27 192 11775 30 7.80 38073 34 9.81 88347 37 11.37
64 540 27027 31 6.82 88347 34 8.54 206115 37 9.92
125 1152 51783 31 6.53 170373 34 8.17 398763 37 9.50
216 2100 88347 31 6.22 291927 34 7.91 684723 37 9.21
343 3456 139023 31 6.20 460785 35 7.75 1082427 37 9.03
512 5292 206115 31 6.10 684723 34 7.62
729 7680 291927 31 6.03 971517 34 7.53
1000 10692 398763 31 5.97
1331 14400 528927 31 5.93
1728 18876 684723 31 5.91
2197 24192 868455 31 5.90
Table 3.29: P = ∇ψ˜3 with edge average constraints without boundary edges and
with additional vertex constraints.
For ψ˜1 and ψ˜2 we obtain similar results for fixed
H
h
; see Tables 3.31, 3.32,
3.33, 3.34, and 3.35, where the results are given for sets of primal variables which
use edge averages or edge averages with combined vertex constraints.
In Figure 3.40 the behavior for an increasing H
h
is shown for ψ˜1 for the set of
primal variables consisting of edge averages with boundary edges and combined
with vertex constraints. In Figure 3.41 results are shown for ψ˜2. Further results
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H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 96 3723 16 2.09 11775 20 2.93 27027 22 3.72
27 372 11775 17 2.34 38073 21 3.18 88347 24 4.13
64 900 27027 18 2.49 88347 22 3.29 206115 25 4.32
125 1752 51783 18 2.56 170373 22 3.34 398763 26 4.42
216 3000 88347 19 2.60 291927 22 3.37 684723 26 4.43
343 4716 139023 19 2.63 460785 22 3.39 1082427 26 4.48
512 6972 206115 19 2.65 684723 22 3.41
729 9840 291927 19 2.66 971517 22 3.39
1000 13392 398763 19 2.67
1331 17700 528927 19 2.68
1728 22836 684723 19 2.69
2197 28872 868455 19 2.69
Table 3.30: P = ∇ψ˜3 with edge average constraints with boundary edges and
additional vertex constraints.
H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 34 3723 30 5.72 11775 37 10.29 27027 40 15.13
27 184 11775 34 8.79 38073 44 15.94 88347 52 24.71
64 522 27027 36 9.20 88347 48 16.73 206115 59 26.13
125 1120 51783 36 9.00 170373 49 15.34 398763 61 23.72
216 2050 88347 35 8.64 291927 48 14.12 684723 59 20.93
343 3384 139023 35 8.20 460785 47 12.61 1082427 57 18.24
512 5194 206115 34 7.79 684723 45 11.63
729 7552 291927 34 7.43 971517 43 10.73
1000 10530 398763 33 7.12
1331 14200 528927 32 6.87
1728 18634 684723 32 6.66
2197 23904 868455 31 6.49
Table 3.31: P = ∇ψ˜1 with edge average constraints without boundary edges and
with additional vertex constraints.
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H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 70 3723 28 5.09 11775 33 7.53 27027 37 11.23
27 292 11775 30 5.67 38073 40 11.87 88347 47 19.00
64 738 27027 30 6.10 88347 43 12.74 206115 54 20.20
125 1480 51783 31 5.97 170373 44 12.19 398763 55 19.01
216 2590 88347 31 5.69 291927 44 11.57 684723 55 17.89
343 4140 139023 31 5.54 460785 44 10.96 1082427 54 16.82
512 6202 206115 30 5.36 684723 43 10.48
729 8848 291927 30 5.21 971517 42 10.02
1000 12150 398763 29 5.07
1331 16180 528927 29 4.93
1728 21010 684723 28 4.80
2197 26712 868455 28 4.67
Table 3.32: P = ∇ψ˜1 with edge average constraints with boundary edges and
additional vertex constraints.
H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 18 3723 41 17.01 11775 50 33.88 27027 54 49.96
27 108 11775 53 22.79 38073 69 51.27 88347 85 85.68
64 324 27027 57 20.57 88347 79 49.35 206115 99 87.07
125 720 51783 57 19.62 170373 82 46.29 398763 104 80.16
216 1350 88347 56 18.73 291927 85 43.73 684723 107 75.13
343 2268 139023 55 18.11 460785 83 41.43 1082427 108 70.72
512 3528 206115 55 17.39 684723 82 39.61
729 5184 291927 54 16.80 971517 81 37.78
1000 7290 398763 53 16.21
1331 9900 528927 52 15.69
1728 13068 684723 51 15.18
2197 16848 868455 51 14.71
Table 3.33: P = ∇ψ˜2 with edge average constraints without boundary edges.
3.6. NUMERICAL RESULTS FOR P -ELASTICITY 129
H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 54 3723 38 11.34 11775 44 20.67 27027 48 30.28
27 216 11775 48 17.01 38073 62 40.88 88347 73 67.66
64 540 27027 52 18.74 88347 72 44.85 206115 91 76.17
125 1080 51783 55 18.70 170373 76 44.31 398763 99 75.83
216 1890 88347 54 18.37 291927 82 42.78 684723 101 73.01
343 3024 139023 54 17.81 460785 81 40.97 1082427 105 69.90
512 4536 206115 54 17.25 684723 80 39.27
729 6480 291927 53 16.68 971517 80 37.64
1000 8910 398763 52 16.14
1331 11880 528927 52 15.62
1728 15444 684723 51 15.13
2197 19656 868455 50 14.66
Table 3.34: P = ∇ψ˜2 with edge average constraints with boundary edges.
H
h
= 2 H
h
= 3 H
h
= 4
567 d.o.f./dom. 1677 d.o.f./dom. 3723 d.o.f./dom.
N c.p.s. d.o.f. It. λmax d.o.f. It. λmax d.o.f. It. λmax
8 70 3723 29 5.26 11775 36 8.70 27027 41 13.19
27 292 11775 31 5.99 38073 42 12.41 88347 51 20.04
64 738 27027 32 6.28 88347 44 12.92 206115 57 20.73
125 1480 51783 32 6.13 170373 45 12.70 398763 58 20.80
216 2590 88347 32 6.04 291927 46 12.78 684723 58 20.59
343 4140 139023 31 6.06 460785 46 12.56 1082427 58 20.15
512 6202 206115 32 6.00 684723 46 12.42
729 8848 291927 31 5.92 971517 46 12.29
1000 12150 398763 31 5.91
1331 16180 528927 31 5.85
1728 21010 684723 31 5.78
2197 26712 868455 31 5.73
Table 3.35: P = ∇ψ˜2 with edge average constraints with boundary edges and
additional vertex constraints.
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are presented in Figure 3.39 for only vertex constraints for ψ˜1 and for a combined
set of edge average constraints without boundary edges and additional vertex
constraints for ψ˜2 in Figure 3.41. The results are very similar to the ones obtained
in the previous section.
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Figure 3.39: P = ∇ψ˜1 with ver-
tex constraints.
0.5 1 1.5 2 2.5
2
3
4
5
6
7
8
log(H
h
)
√
λ
m
a
x
 
 
1/H=2
1/H=3
1/H=4
Figure 3.40: P = ∇ψ˜1 with edge
average constraints with boundary
edges and with additional vertex
constraints.
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Figure 3.41: P = ∇ψ˜2 edge
average constraints without bound-
ary edges and with additional ver-
tex constraints.
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Figure 3.42: P = ∇ψ˜2 with edge
average constraints with boundary
edges and with additional vertex
constraints.
See Figures 3.44, 3.45, 3.46, 3.47, and 3.48 for results for ψ˜3 which are nu-
merically in accordance with the theoretical findings although the theory does
not apply.
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Figure 3.43: P−T = ∇ψ˜1 with
average constraints without bound-
ary edges.
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Figure 3.44: P = ∇ψ˜3 with edge
average constraints without bound-
ary edges.
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Figure 3.45: P = ∇ψ˜3 with ver-
tex constraints.
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Figure 3.46: P = ∇ψ˜3 with edge
average constraints with boundary
edges.
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Figure 3.47: P = ∇ψ˜3 with edge
average constraints without bound-
ary edges and with additional ver-
tex constraints.
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Figure 3.48: P−T = ∇ψ˜3
with edge average constraints with
boundary edges and with additional
vertex constraints.
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