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I. INTRODUCTION 
In this paper we discuss the connectivity of a network. This problem has 
been treated by other people using graph theoretical methods [ 1,2]. Given 
the coordinates and the local structure of each node in the network, we 
develop a procedure to determine the connectivity of the network. In 
Section II we describe the problem we treat and in Section III, we obtain an 
analytical approach using dynamic programming. Section IV includes some 
computational results, giving the time for the computations and the stopping 
rules. Finally, in the Conclusion we have some comments about the 
procedure. 
II. DESCMPTION OF THE PROBLEM 
Many procedures in the design of routing algorithms for networks have 
been given in recent years by many authors [3,4,5]. A more basic problem 
is to find out whether the network is connected or not. 
Suppose we are given a set of N nodes with their coordinates (Xi, Y,), 
i = 1, 2,..., N (the network does not have to be planar), and the adjacency 
sets S(i), a set of nodes which can be reached in one step from node i, for 
i = 1, 2,..., N. If we assume that the velocity is constant and normalized to be 
unity, then tij, the time required to go from node i to node j is equal to the 
distance from node i to j, thus 
ttj = d[, = [(Xi - X,)’ + (Y, - Yj)‘] “*. 
We replace the original problem of connectivity by asking, “starting from a 
particular node i, how close can we get to terminal node N after n or fewer 
stages?” If the number of nodes is small, we can determine the connectivity 
by enumeration. Sometimes we can look at the network and determine 
immediately if the network is connected or not. 
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Occasionally the nodes occur in the middle of a claculation and we do not 
know them in advance. Thus it is impossible to look at the network, If the 
minimum distance from i to N is zero, it means we can go from i to N. 11’ it 
is zero for all i= 1. 2,.... N - I. then the network is connected. 
III. AN ANALYTICAL APPROACH USING DYNAMIC PROGRAMMING 
Let gi(n) be how close we can get to N from i after n or fewer steps. 
Let us recall then the steps are along links but the measure of closeness 
here are the Euclidean distances, For example, in dealing with messages in a 
network we may want to use other measures of closeness. 
In our approach we apply the idea of extending the problem from a 
question of existence or non-existence of a path to the solution of a different 
problem. In other words, we are changing the problem of “can we get” to N 
from i to “how close” can we get to N. 
This is one of the advantages of dynamic programming, since it allows us 
to convert a combinatorial problem to an analytical problem which can be 
solved easily by use of a digital computer. By the definition above we have 
d" = jl$zt tdj,V) for i= 1, 2 ,..,, N- 1. 
gv (l) zz. 0. 
Here djN are the Euciidean distances from a set of j E s(i) to N and, in 
general, we obtain the recurrence relations 
gi Ol*‘) = jmh) (gj:“‘) for i= 1,2 ,..., N- 1, 
(Id 
gN = 0. 
IV. STOP RULES 
There are two possibilities. The minimum distance gj”’ = 0 for some i, 
shows that we can go from i to N. If the minimum distance is zero for ah 
i = 1, 2,..., N - 1, then the network is connected. If the minimum distance is 
not zero, we terminate the process when n = N - I. In general this stop rule 
is an upper bound. We can give the computer more compIio&d t&s which 
may decrease the time requited for the pro@-. @owever, the time reqG&d 
is so short that there is no need for more com@icated instructions. This 
procedure can be easily programmed in a short amount of time. 
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For example, for N = 40, we programmed it in less than two hours and the 
execution time was 0.05 seconds on a PDP-10 computer. This shows that the 
procedure is feasible. The time required is directly proportional to N. If one 
uses the enumeration, the time required is proportional to N!. 
V. CONCLUSION 
There are actually two problems that we can consider: 
1. How close we can get after exactly n steps. 
2. How close we can get after n or fewer than n steps. 
We developed our approach based on a general method which replaces the 
question of “can” by “how close.” For other applications of this idea see 
16971. 
Sometimes it is important to know if the network is connected, in other 
words, if we can get to N. Sometimes it is important to know how close we 
can get to N. 
The routing problem is an abstract version of taking a system from one 
state to another at minimum cost in resources [I$]. The problem we have 
considered here is whether this is possible or not. 
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