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ABSTRACT
This paper addresses the problem of generating recommenda-
tions for completing the outfit given that a user is interested
in a particular apparel item. The proposed method is based on
a siamese network used for feature extraction followed by a
fully-connected network used for learning a fashion compati-
bility metric. The embeddings generated by the siamese net-
work are augmented with color histogram features motivated
by the important role that color plays in determining fashion
compatibility. The training of the network is formulated as a
maximum a posteriori (MAP) problem where Laplacian dis-
tributions are assumed for the filters of the siamese network
to promote sparsity and matrix-variate normal distributions
are assumed for the weights of the metric network to effi-
ciently exploit correlations between the input units of each
fully-connected layer.
Index Terms— Fashion compatibility learning, fashion
recommendation, siamese networks, deep learning.
1. INTRODUCTION
New vision problems are arising in response to the rapid evo-
lution of the online fashion industry [1, 2, 3, 4]. In recent
years, the problem of predicting fashion compatibility for out-
fit recommendation has gained popularity in the vision com-
munity [5, 6, 7, 8, 9, 10, 11]. This problem goes beyond
the traditional problem of visual similarity because it requires
modeling and inferring the compatibility relations across dif-
ferent fashion categories, as well as the relations between
multiple fashion factors, such as color, material, pattern, tex-
ture, and shape. It is also highly subjective because fashion
compatibility might vary from one person to another, which
may lead to noisy labels.
Fashion compatibility can be posed as a metric learning
problem [5, 6], addressable with Siamese networks. In [5],
McAuley et al. used parameterized distance metric to learn
relationships between co-purchased item pairs and used con-
volution neural networks (CNNs) for feature extraction. Chen
et al. [7] proposed a triplet loss-based metric learning method
to recommend complementary fashion items. An alternative
approach to metric learning is to use recurrent neural net-
works [12] to model outfit generation as a sequential process.
Hsiao et al. [8] proposed to create capsule wardrobes from
fashion images by posing the task as a subset selection prob-
lem. Song et al. [9] proposed to model compatibility using an
attentive knowledge distillation scheme. Vasileva et al. [13]
trained a network to learn similarity and compatibility simul-
taneously in different spaces for each pair of item categories.
Given that a customer is interested in an apparel item, re-
ferred to as query, the method proposed in this paper recom-
mends complementary apparel items that matches the query
to form a stylish outfit. The proposed method uses siamese
networks for feature extraction. The methods in [14] and [5]
also use siamese networks, but they simply use the Euclidean
and Mahalanobis distances as the compatibility score, in con-
trast to our work, which calculates the compatibility score
using a fully-connected (FC) network, which has the poten-
tial to generate more complex compatibility functions beyond
distance metrics such as Euclidean or Mahalanobis. The sim-
plest approach to merge the image embeddings generated by
the siamese network is to use concatenation. Instead, the pro-
posed method uses the Hadamard product to directly encode
correlation between the embeddings and therefore, help the
network learn a compatibility metric.
Another contribution of this paper is that it explicitly in-
corporates color information into the network, and therefore,
does not completely rely on the CNN to learn the color fea-
tures that are relevant for fashion compatibility. It has been
shown that color plays a critical role in determining compati-
bility between fashion items [15].
In terms of training, we adopt a similar approach to that
of [16], where a MAP approach is employed. Unlike [16],
a Laplacian distribution, which promotes sparsity, is used to
model the CNN filters. In addition to the benefits of less stor-
age and faster inference, sparsity-promoting priors also lead
to redundancy reduction in the weights. In [16], the matrix-
variate normal distribution with unit row and unit column nor-
malized covariance matrices is assumed for the weights of the
FC layer. In contrast, the proposed approach does not impose
that constraint on the column covariance of the distribution
and therefore, is able to effectively capture the correlations
between the input units of each FC layer.
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2. METHOD
The proposed network is composed of two sub-networks, a
siamese sub-network and a metric learning sub-network. The
sub-networks are jointly learned in an end-to-end fashion.
The siamese sub-network maps a pair of apparel images to a
pair of features and the metric sub-network maps the pair of
features and auxiliary cues to a fashion compatibility score.
Siamese networks are composed of two branches with
shared weights. In this paper, the branches are two identical
truncated VGG-16 nets [17] pre-trained on ImageNet. The
nets are truncated in the sense that the FC layers are excluded.
The embeddings generated by the siamese sub-network are
merged using the Hadamard product to directly encode the
correlation between embeddings. This merging strategy sim-
ulates the adaptive weighted cross-correlation technique [18].
The Hadamard product of the color histogram features ex-
tracted from the pair of input images is also calculated and
concatenated with the Hadamard product of the siamese
embeddings. The resulting concatenated vector is forward-
propagated through a FC metric sub-network and a readout
function, which is a simple linear regression, to compute the
targets. A schematic of the proposed architecture is shown in
Fig. 1.
The N training input image pairs are denoted as I =
{(Ir, Il)i}Ni=1, where Ir and Il denote the inputs to the right
and left branches of the siamese sub-network, respectively.
Let Y = {yi}Ni=1 denote the binary labels, where yi is 1 if the
input pair (Ir, Il)i is fashion compatible and 0 otherwise. Let
xi be the output of the last FC layer of the metric sub-network
when the pair (Ir, Il)i is used as input. The readout function
Γ(·) takes the form
yˆi = Γ(xi) = w
Txi + , (1)
where w are the weights of the readout function and  has a
standard logistic distribution. Batch normalization layers are
applied after each FC layer of the metric sub-network.
Even though the siamese sub-network has two sets of
weights, Θr and Θl for the right and left branches, respec-
tively, they are mirrored, and therefore, simply referred to as
Θ, i.e., Θ = Θr = Θl. Let Θs = {θt}St=1 be a subset of
Θ that corresponds to the S filters selected for fine-tuning.
Let W = {Wj ∈ RPj×Qj}Mj=1 be the set of weights of
the FC metric sub-network. Those weights are modeled
with a matrix-variate normal distribution of zero mean, i.e.
Wj ∼ MN (0,Λj , γ2j I),∀j, where 0 ∈ RPj×Qj is a zero
matrix, γ2j I ∈ RPj×Pj , the row covariance, is a diagonal
matrix with diagonal elements γ2j , and Λj ∈ RQj×Qj is
the positive semi-definite column covariance matrix, which
can be learned in order to capture correlations between the
layer input units. Let Λ = {Λj}Mj=1 be the set of column
covariance matrices.
The proposed network is trained by solving the following
MAP problem
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Fig. 1. Schematic of the proposed architecture.
Θˆs,Wˆ, Λˆ, wˆ = arg max
Θs,W,Λ,w
p(Θs,W,Λ, w|I,Y), (2)
= arg max
Θs,W,Λ,w
p(Y|I,Θs,W, w)× (3)
p(W|Λ)× p(Θs)× p(w).
The first term in (3) is the likelihood probability while the last
three terms are prior probabilities. Given that the noise in (1)
has a logistic distribution, the probability distribution of yi
given xi is Bernoulli, and therefore, the likelihood is
p(Y|I,Θs,W, w) ∝ (4)
N∏
i=1
p(yi = 1|xi)yi(1− p(yi = 1|xi))(1−yi),
where p(yi = 1|xi) = r(wTxi) = 1/(1 + exp{−wTxi}),
where r(·) is the sigmoid function.
Each entry of the vectors in the set Θs and each entry
of w is modeled with a Laplacian distribution of zero mean
and variance σ2i , in the case of θi, and variance σ
2
w, in the
case of w. The motivation for using a Laplacian distribution
is to promote sparsity, and therefore, reduce redundancy in
the weights. Since Wi is modeled by a matrix-variate normal
distribution with zero mean, the prior probability p(W|Λ)
takes the form
p(W|Λ) =
M∏
j=1
p(Wj |Λj) (5)
=
M∏
j=1
exp
(− 12 tr((γ2j I)−1WjΛ−1j WTj ))
(2pi)
PjQj
2 |γ2j I|
Pj
2 |Λj |
Qj
2
,(6)
where tr(·) and | · | denote the trace and determinant of a ma-
trix, respectively.
Replacing equations (4), (6) and the Laplacian priors for
w and Θs in (3), setting the variance parameters σw, {σi}Si=1,
and {γj}Mj=1 to 1 for simplicity purposes, removing constant
terms, and taking the negative logarithm leads to the follow-
ing optimization problem
Θˆs,Wˆ, Λˆ, wˆ = arg min
Θs,W,Λ,w
−
N∑
i=1
[yiln(r(wTxi)) + (7)
(1− yi)ln(1− r(wTxi))] +
M∑
j=1
tr(WjΛ−1j Wj
T ) +
M∑
j=1
Qj ln|Λj |+
S∑
t=1
‖θt‖1 + ‖w‖1
The third summation term in (7) is concave while the other
terms are jointly convex with respect to all variables. The
same approach of [19] of replacingQj ln|Λj | by the constraint
tr|Λj | = 1 is adopted. Therefore, problem (7) is reformulated
as
Θˆs,Wˆ, Λˆ, wˆ = arg min
Θs,W,Λ,w
−
N∑
i=1
[yiln(r(wTxi)) + (8)
(1− yi)ln(1− r(wTxi))] + λ1
M∑
j=1
tr(WjΛ−1j Wj
T ) +
λ2
S∑
t=1
‖θt‖1 + λ3‖w‖1 s. t. Λj  0, tr|Λj | = 1,∀j,
where λ1, λ2, λ3 are regularization parameters, which are in-
corporated to tune the strength of the regularization terms, and
are estimated using grid search. The constraint Λj  0 comes
from the positive semi-definite property that covariance ma-
trices need to satisfy. An alternating optimization procedure
is used to solve for (8). First, the filters Θs and w and the
weight matrices W are updated using stochastic gradient de-
scent while the covariance matrices Λ are kept fixed. Sec-
ond, the covariance matrices Λ are updated, while keeping all
the other parameters fixed, by using Λˆj =
(WTj Wj)
1/2
tr((WTj Wj)
1/2)
∀j,
which, as described in [19], is the closed-form solution of
min
Λj
tr(WjΛ−1j Wj
T ) s. t. Λj  0, tr|Λj | = 1. (9)
3. EXPERIMENTAL RESULTS
Training and testing of the proposed approach is performed on
a dataset collected from Polyvore, which was a popular fash-
ion website (www.polyvore.com) where users used to create
and upload outfit data. We collected our own dataset from
Polyvore, which contains 13,947 outfits. These outfits are di-
vided into 10,650, 1,902, 1,395 for training, validation and
testing. The outfits are filtered to keep only the apparel cat-
egories that fall into the major categories of bottoms, tops,
dresses, gowns, suits, and outwear. Outfits whose number
of items is less than 2 after filtering are removed from the
dataset. Items in the training set do not belong to the testing
set and viceversa.
Positive training and validation pairs are built by forming
all the possible pair combinations between items belonging
to the same outfit. Negative training and validation pairs are
built by randomly sampling items from different outfits. Even
though this approach has been widely used to generate neg-
ative pairs, there is no guarantee that it would lead to true
negatives. Therefore, many more negatives than positives are
sampled to compensate for the noise in the labels. The over-
sampling factor is set to 6.
For each outfit in the testing set, the query item is defined
as the first item of the outfit. For each of the remaining cate-
gories in the outfit, the proposed network generates compat-
ibility scores between the query item and all the items from
the collected Polyvore dataset which belong to that category.
The Adam optimizer [20] with a base learning rate of
1 × 10−4 and with default momentum values β1 = 0.9 and
β2 = 0.999 is used for training with 64 samples per mini-
batch. The weights of the first 10 convolutional layers of the
truncated VGG-16 net are kept frozen during training. Train-
ing stops when the loss on the validation set stops decreasing.
ReLU are used as activation functions for the layers in the
metric network. For the color histogram, 8 bins are used. The
metric network uses 2 FC layers with 256 and 64 hidden units
for the first and second layers, respectively.
3.1. Methods for comparison and evaluation metrics
The performance of the proposed network is compared with
the following methods:
- M1: Siamese network formed by two identical VGG-16
nets (only convolutional part) pre-trained on ImageNet. Eu-
clidean distance between the siamese embeddings is used to
generate the compatibility scores.
- M2: The proposed network without explicitly incorpo-
rating color information in the form of color histograms.
- M3: The proposed network but replacing the Hadamard
product by concatenation.
- M4: Compatibility score generated by calculating the
Euclidean distance between the color histogram of the inputs.
- M5: Compatibility score generated by calculating the
Euclidean distance between the HoG features of the inputs (8
orientations and 15×15 pixels per cell are used).
- M6: The siamese architecture proposed in [14], which
uses the Euclidean distance between the learned embeddings.
- M7: The network proposed in [13], which models type-
aware compatibility in a conditioned similarity subspace.
Let {ψn}Ntn=1 be the set of testing Polyvore outfits, where
ψn is formed by the query item (first item in the outfit),
denoted as qn, and Cn complementary items, denoted as
{o(c)n }Cnc=1, which belong to Cn different apparel categories.
Let Rcn(K) denote the top K recommendations generated by
the proposed network for the complementary item in cate-
gory c, given the query qn. To generate Rcn(K), pairs are first
formed between the query item and all the rest of the items
in the Polyvore dataset which belong to category c, then the
items with the topK fashion compatibility scores are selected
to form Rcn(K). The precision@K for outfit ψn is
Table 1. Performance comparison using the Lift of Average Precision@K
Performance metric Proposed model M1 M2 M3 M4 M5 M6 [14] M7 [13]
Lift@3 8.67 3.34 7.09 3.51 5.54 2.9 2.96 5.12
Lift@7 5.43 2.01 4.8 3.38 3.33 2.08 2.49 3.54
Lift@12 4.42 1.61 3.95 2.89 2.57 1.65 2.03 3.24
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Fig. 2. Predictions of the proposed model with the highest and
lowest fashion compatibility scores. Images with the highest
and lowest scores are outlined in blue and red, respectively.
precision@K(ψn) =
1
Cn
Cn∑
c=1
1[o(c)n ∈ Rcn(K)], (10)
where 1[·] denotes the indicator function. The average of the
precision@K across the Nt testing outfits is referred to as the
average precision@K. The recommendation performance of
a model is evaluated using the lift of average precision@K,
which is defined as
Lift@K =
average precision@K(model)
average precision@K(random)
, (11)
where average precision@K (random) is that of a recom-
mender that would select items at random for each of the ap-
parel categories of interest.
3.2. Performance Evaluation
Experimental results are shown in Table 1. By comparing
the performance of the proposed model with that of M2, it
is clear that explicitly adding color information leads to per-
formance gains, which is probably not surprising since the
Lift@K, K = 3, 7, 12, attained by M4 suggests that using
color alone already offers a significant lift. However, recom-
mending items based on the Euclidean distance between color
histograms would lead to recommending monochromatic out-
fits most of the time. The proposed network outperforms that
of [14] and [13], probably largely due to the explicit incorpo-
ration of color features and the metric network, which gener-
ates powerful non-linear metric functions. As suggested by
the results of M5, HoG features do not play as important
role as color features at determining fashion compatibility.
The comparison of the performance of the proposed model
with that of M1 emphasizes the gains attained by jointly fine-
tuning the truncated VGG-16 and learning the weights of the
metric network. The lift attained by M3 is lower than that
of the proposed method, which suggests that the Hadamard
product leads to performance gains by efficiently exploiting
correlations between the embeddings.
Ten query items are selected from the testing outfits to
visually evaluate the model performance. Fig. 2 illustrates
our model predictions for the complementary items with the
highest (blue-outlined boxes) and lowest (red-outlined boxes)
fashion compatibility scores with respect to the queries. The
complementary categories are the same as in the original test-
ing outfit. Results suggest that the network learns color and
style relations between apparel categories that lead to stylish
outfits to a good extent. Items with the highest compatibility
score tend to have either neutral colors, e.g. white and black,
or to match the colors of the query item. Also, they tend to be
either unicolor or contain low-key patterns.
4. CONCLUSION
Computer vision is gaining momentum in the fashion indus-
try, where there is huge potential to exploit visual informa-
tion. In this paper, the proposed method generates recommen-
dations for complementary apparel items given a query item.
The proposed method explicitly incorporates color informa-
tion in the feature extraction process and exploits correlations
between the feature representations. The adopted MAP ap-
proach used for training promotes sparsity of the weights of
the CNN and readout function and allows the metric network
to exploit correlations between the input units of the layers.
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