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Resumo Considerando que o produtor rural pode obter algumas va-
riáveis de inﬂuência ao longo do processo produtivo do gado de corte,
objetiva-se prever se as variáveis de inﬂuência obtidas a partir dos bo-
vinos podem explicar a boniﬁcação, ganho médio diário, idade de abate
e peso de abate fazenda. Para tanto procede-se a mineração de dados
através da regressão linear, em um conjunto de dados de 167 bovinos.
Deste modo, observa-se que para a boniﬁcação peso de abate na fazenda
os modelos descobertos apresentaram coeﬁcientes de correlação e de de-
terminação baixos, enquanto que para idade de abate e ganho médio
diário de peso os coeﬁcientes foram maiores, o que permite concluir que
os atributos não foram o suﬁcientes para predizer a boniﬁcação e peso de
abate na fazenda, mas bons e aplicáveis para a idade de abate e ganho
médio diário de peso.
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1 Introdução
A produção sustentável de alimentos precisa ser ambientalmente correta, social-
mente responsável e economicamente viável, priorizando cinco princípios: recur-
sos naturais, pessoas e a comunidade, saúde e bem-estar animal, produção de
alimento e eﬁciência e inovação [6]. O setor agropecuário envolve essa multifunci-
onalidade da produção, pois além de desempenhar sua função básica de produção
de alimentos, possui essas outras funções ambientais, econômicas, territoriais e
sociais que determinam a renda para o setor. Desta forma, a produção de car-
caças de qualidade podem impactar todo a cadeia de valor, em que a função
social de sistemas agrícolas está relacionada com a viabilidade socioeconômica
das áreas rurais, êxodo e sucessão rural.
No contexto da pecuária de corte, o sistema produtivo pode ser conceituado
como um conjunto de tecnologias e práticas de manejo, bem como o perﬁl do
animal, a intenção da criação, a raça ou grupamento genético e a região onde a
atividade é desenvolvida [4].
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Para analisar um sistema produtivo da pecuária de corte, é indispensável
mensurar seus indicadores de qualidade, pois somente assim o produtor rural
terá embasamento para tomada de decisão. Para [13] a mensuração e análise de
indicadores que retratam o funcionamento rural são fundamentais para a tomada
de decisão. Estes indicadores, de acordo com [12], são conhecidos como variáveis
de inﬂuência, ou seja, informações gerenciais de ordem técnica ou econômica que
contribuem com avaliações precisas dos processos internos da propriedade rural.
Ainda segundo [13], deve ﬁcar claro que para a empresa rural, interessa,
sobretudo, a rentabilidade, que é o elemento mais importante na avaliação da
atividade econômica praticada em moldes capitalistas. Este indicador de desem-
penho deve situar-se em nível adequado para que o investimento se justiﬁque.
No âmbito do criador e das informações que estão acessíveis a ele, os indicadores
devem possuir relevância para serem aplicados em situações de estudos de caso.
O problema de pesquisa abordado neste trabalho é "existem variáveis de cria,
ou seja, dados coletados sobre indivíduos de rebanhos bovinos entre nascimento
e desmame, que explicam bons indicadores de qualidade zootécnicas?". A hipó-
tese é que os dados ano de nascimento, ano de abate, ano de desmame, mês de
nascimento, mês de desmame, peso de desmame e idade de desmame têm cor-
relação suﬁciente com o peso de abate na fazenda, idade de abate, ganho médio
diário e boniﬁcação explicar bons valores em tais indicadores.
O objetivo deste trabalho é descobrir a relação estatística entre as variáveis
de cria e esses indicadores zootécnicos de qualidade de carcaças após abate e
quantiﬁcar o peso dos atributos e hipóteses dos respectivos domínios de valores
nos indicadores de qualidade inferidos. Para tal, foram realizadas tarefas de
mineração de dados no âmbito de descoberta de conhecimento em banco de
dados. O foco da atividade ocorreu com experimentos de regressão, conforme
descrito na metodologia.
2 Referencial Teórico
Nesta seção é apresentado um referencial teórico sobre descoberta de conheci-
mento com mineração de dados e um levantamento de suas aplicações na pecuária
de corte.
2.1 Descoberta de Conhecimento em Banco de Dados
Observa-se que uma grande quantidade de dados cresce de forma acelerada em
diversos campos de conhecimento, fato que diﬁculta a sua interpretação, pois o
volume destes dados é maior que o poder de interpretá-los [16]. Desta forma, sur-
giu a necessidade do desenvolvimento de ferramentas e técnicas automatizadas
para minimizar esta situação, as quais pudessem auxiliar o analista a transformar
os dados em conhecimento [8].
Grande parte dessas técnicas e ferramentas podem ser encontradas no pro-
cesso de descoberta de conhecimento em bases de dados (DCBD). Segundo [5],
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DCBD é deﬁnida como um processo não trivial que busca identiﬁcar padrões no-
vos, potencialmente úteis, válidos e compreensíveis, com o objetivo de melhorar
o entendimento de um problema ou um procedimento de tomada de decisão.
O processo de DCBD compreende três principais etapas: pré-processamento,
mineração de dados e pós-processamento [14]. No pré-processamento os dados
são coletados e tratados para serem utilizados nas próximas etapas. A limpeza
e a remoção de dados ruidosos também ocorre no pré-processamento, visando
assegurar a qualidade dos dados selecionados. Subsequentemente, ocorre a mine-
ração de dados, que são processos aplicados para explorar e analisar os dados em
busca de padrões, previsões, erros, associações entre outros [1]. A etapa ﬁnal con-
siste no pós-processamento, que engloba a interpretação dos padrões descobertos
e a possibilidade de retorno a qualquer um dos passos anteriores. Assim, a infor-
mação extraída é analisada (ou interpretada) em relação ao objetivo proposto,
sendo identiﬁcadas e apresentadas as melhores informações [2]. A representa-
ção das etapas de mineração de dados dentro do contexto da DCBD poder ser
observadas na Figura 1.
Figura 1. Fases de um processo de DCBD[9]
As tarefas de mineração de dados podem ser dividas em quatro grupos: clas-
siﬁcação, regressão, agrupamentos e regras de associação. A regressão é um tipo
especíﬁco de classiﬁcação. Enquanto a classiﬁcação trata de previsão de valores
nominais ou categóricos, chamados de classes, a regressão mantém o objetivo de
realizar previsões, mas tem como alvo valores numéricos. No agrupamento não
existe classe, o objetivo é criar grupos e atribuir instâncias a estes grupos a partir
de características, ou atributos destas instâncias. Regras de associação buscam
relações entre os ítens, gerando regras que determinam a associação entre esses
ítens [1]. Este estudo tem foco em tarefas de regressão.
2.2 Revisão dos Trabalhos Correlatos
No âmbito da pecuária de corte, foram identiﬁcados trabalhos relacionados ao
problema investigado nesta pesquisa.
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No trabalho [10], foram utilizadas duas ferramentas computacionais para
ﬁns de auxiliar tomadas de decisões na produção de bovinos de corte, criados de
maneira extensivas, em condições de manejo encontrados no Brasil. A primeira
parte do trabalho visou à construção de um software utilizando a técnica de
Simulação Monte Carlo para analisar características de produção (ganho de peso)
e manejo (fertilidade, anestro pós-parto, taxa de natalidade e puberdade). Na
segunda parte do trabalho foi aplicada a técnica de Redes Neurais Artiﬁciais para
classiﬁcar animais, segundo ganho de peso nas fases de crescimento (nascimento
ao desmame, do desmame ao sobreano) relacionado com o valor genético do
ganho de peso do desmame ao sobreano (GP345) obtidos pelo BLUP. Ambos
modelos mostraram potencial para auxiliar a produção de gado de corte.
Na pesquisa de [15] foram utilizados dados de 19240 animais Tabapuã, prove-
nientes de 152 fazendas localizadas em diversos estados brasileiros, nascidos entre
1976 e 1995, foram utilizados para predição do valor genético do peso aos 205
dias de idade (VG_P205) por meio de redes neurais artiﬁciais (RNA’s) e usando
o algoritmo LM - Levenberg Marquardt - para treinamento dos dados de entrada.
Por se tratar de rede com aprendizado supervisionado, foram utilizados, como
saída desejada, os valores genéticos preditos pelo BLUP para a característica
P205. Os valores genéticos do P205 obtidos pela RNA e os preditos pelo BLUP
foram altamente correlacionados. A ordenação dos valores genéticos do P205
oriundos das RNA’s e os valores preditos pelo BLUP (VG_P205_RNA) sugeri-
ram que houve variação na classiﬁcação dos animais, indicando riscos no uso de
RNA’s para avaliação genética dessa característica. Inserções de novos animais
necessitam de novo treinamento dos dados, sempre dependentes do BLUP.
Já no estudo de [3] foram analisados um conjunto de características zootéc-
nicas para gerar um modelo aﬁm de prever o rendimento dos bovinos, através
das variáveis peso de fazenda (PF) e boniﬁcação (BN). Para tanto o autor uti-
lizou a técnica de Redes Neurais Artiﬁciais (RNA’s). Segundo aponta o autor,
o resultado para o modelo de previsão de boniﬁcação apresentou erro bem ele-
vado, baixa correlação e generalização insatisfatória devido a uma limitação da
ferramenta e da escolha dos dados utilizados na matriz de entrada da rede. Cabe
ressaltar o trabalho não proveu comparações de desempenho com outros méto-
dos de inferência de dados, tampouco indicações de peso de cada variável de
entrada no produto de saída.
No trabalho de [11] foi proposta uma abordagem de análise de dados com
data warehouse, consultas analíticas online e mineração de dados, auxiliando o
produtor na tomada de decisão do melhor momento para o abate. A abordagem
se divide em 4 etapas: 1) responsável pela extração, transformação e carga dos
dados; 2) etapa de criação do modelo multidimensional para armazenagem dos
dados; 3) etapa de visualização e exploração dos dados armazenados no data
warehouse; e 4) a aplicação de algoritmos de data mining por meio da ferramenta
Weka. Na quarta etapa, há indícios de que a adoção de algoritmos de data mining
fornecem uma taxa média de acerto acima de 62% em relação à predição do grau
de acabamento e do rendimento de carcaça.
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Nota-se que trabalhos correlatos publicados recentemente, mesmo que par-
cialmente eﬁcazes segundo os respectivos autores, não explicam as predições
realizadas pelos experimentos que documentam, ou pela impossibilidade disto
ser característica do algoritmo empregado (caixa-preta) ou por não apresentar a
totalidade dos resultados da classiﬁcação nos resultados obtidos nos testes (ma-
trizes de confusão, por exemplo). O trabalho difere-se dos demais por usar a
tarefa de regressão no como técnica de processamento na descoberta de conhe-
cimento, além disto, os atributos utilizados são diferentes, pois neste trabalho
optou-se por analisar a inﬂuência das variáveis de cria em relação as variáveis
de qualidade zootécnicas, contribuindo desta maneira para novas abordagens,
relatos e discussões sobre a temática da pecuária de corte.
3 Metodologia
O conjunto de dados analisado foi constituído por 167 instâncias de animais bo-
vinos da raça Hereford. As nomenclaturas e respectivas descrições dos atributos
do conjunto analisado são apresentadas na Tabela 1.
Tabela 1. Nomenclatura e descrição dos atributos
Nomenclatura Tipo de Dado Descrição
abate_ano Nominal Ano de abate (2013,2014)
desmame_ano Nominal Ano de desmame (2011,2012,2013)
nascimento_ano Nominal Ano de nascimento (2010,2011,2012)
nascimento_mes Nominal Mês de nascimento (1,8,9,10,11,12)
desmame_peso Numerico Peso de desmame
desmame_idade Numerico Idade de desmame
desmame_mes Nominal Mês de desmame (1,4,5)
abate_idade Numerico Idade de abate
gmd Numerico Ganho médio diário de peso
abate_peso Numerico Peso de abate na fazenda
boniﬁcação Numerico Boniﬁcação
Como ferramenta para a realização das tarefas de pré-processamento e apli-
cações das tarefas de mineração de dados, foi utilizados o software Waikato
Environment for Knowledge Analysis (WEKA), um ambiente para análise de
conhecimento desenvolvido pela Universidade de Waikato, Nova Zelândia [7]. O
WEKA tem como objetivo agregar algoritmos provenientes de diferentes abor-
dagens dedicando-se ao estudo de aprendizagem de máquina. O grande número
de algoritmos de aprendizado de máquina implementados pela WEKA é um dos
maiores benefícios de usar a plataforma.
O experimento realizado dividiu-se em três etapas. Na primeira etapa os da-
dos foram recuperados em formato .CSV aﬁm de serem utilizados no software
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WEKA. O conjunto de dados original constava com 53 atributos e 1015 instân-
cias de bovinos de diversas raças antes de ser realizado o pré-processamento dos
dados. A etapa de pré-processamento deste conjunto de dados contou com tarefas
de transformação, remoção de atributos irrelevantes, remoção atributos com da-
dos faltantes e dos que não faziam parte do escopo dos experimentos, resultando
no conjunto de dados descritos pela Tabela 1. Após o WEKA ser alimentado
com os dados, foi aplicado o ﬁltro weka.ﬁlters.unsupervised.attribute.NumericTo
Nominal sobre os atribuitos desmame_mes e nascimento_mes de modo que os
dados foram convertidos no formato numérico para nominal, aﬁm de evitar que
na forma numérica os meses constituíssem pesos quem afetassem os modelos
descobertos.
A segunda etapa consistiu no processamento do conjunto de dados, que ocor-
reu com a tarefa de regressão linear, através do algoritmo weka.classiﬁers. func-
tions.LinearRegression [17]. A regressão linear é utilizada basicamente com duas
ﬁnalidades, prever o valor de y a partir do valor de x e estimar quanto x inﬂuencia
ou modiﬁca y. Adotou-se este algoritmo pois ele gera um modelo de comporta-
mento, também produz o valor da correlação entre os atributos utilizados nos
experimentos e o atributo alvo. Além disso, só usa as colunas que contribuem
estatisticamente para a precisão, descartando e ignorando as colunas que não
ajudam a criar um bom modelo. Foram executados testes para cada uma das 4
variáveis alvo. Tabela 2 apresenta os atributos selecionados para cada um dos
experimentos.
Tabela 2. Variáveis utilizadas nos experimentos








Boniﬁcação Alvo Removido Removido Removido
Peso de abate Removido Alvo Removido Removido
Idade de abate Removido Removido Alvo Removido
Ganho médio diário Removido Removido Removido Alvo
Com as variáveis alvos selecionadas, foram realizados os experimentos com a
opção de forma de avaliação Cross-validation. Na opção de validação cruzada,
os dados são divididos em um número n de conjuntos deﬁnidos pelo usuário,
conhecidos com partições ou folds. Cada um destes conjuntos será utilizado uma
vez como teste do modelo. Se o número de conjuntos deﬁnido foi de 10, signiﬁca
CAI, Congreso Argentino de AgroInformática
47JAIIO - CAI - ISSN: 2525-0949 - Página 237
que haverá 10 testes sobre o modelo. A validação cruzada é a forma mais reco-
mendada para avaliar modelos [1]. Os experimentos foram realizados com folds
iguais a 10, 5 e 3 para cada uma das variáveis alvo.
Além disso, para cada folds testado, também foi modiﬁcado o Random Seed,
sendo que a variação de 1 até 5. Basicamente o Random Seed é uma semente
geradora, que determina quais parte do conjunto de dados serão utilizadas para
treinamento e teste. A opção pelo uso de Random Seed variando entre 1 e 5 foi
com a ﬁnalidade de determinar que o algoritmo utiliza-se partes diferentes do
conjunto para realizar o treinamento e teste juntamente com folds variando, e
analisar o desempenho do algoritmo previsor.
Na Figura 2 observa-se os modelos descobertos para os quatro experimen-
tos, boniﬁcação, peso de abate fazenda, ganho médio diário e idade de abate. O
modelo é o resultado gerado pela tarefa de regressão linear. Nele, os atributos
relevantes têm pesos atribuídos, de forma a comporem uma fórmula matemática
para o cálculo do atributo alvo. A terceira etapa consistiu na análise e interpre-
tação dos resultados obtidos na etapa anterior, onde foi utilizado o algoritmo de
regressão linear no conjunto de dados.
Figura 2. Modelos Descobertos
4 Análise dos Resultados
O modelo gerado para a boniﬁcação utilizou o (ano de desmame = 2012) ano de
nascimento = 2010 e 2011, mês de nascimento = 1, 11 ou 10, peso de desmame,
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idade de desmame e mês de desmame = 1, desconsiderando as outras informa-
ções. Observa-se que o ano de desmame e ano de bate sequer foram utilizados
no modelo descoberto.
Para o peso de abate na fazenda o experimento gerou um modelo onde os
atributos utilizados foram ano de abate, ano de desmame, ano de nascimento,
mês de nascimento, peso de desmame, idade de desmane e mês de desmane, sendo
o atributo mês de nascimentos = 10 e 1, o mais relevante, pois apresenta dois
coeﬁcientes no modelo para estes dois meses, dando um maior peso a este atri-
buto, outro fato a se ressaltar está na circunstância de os mês de nascimento =
12 não ser utilizado no modelo, o mesmo ocorre com o atributo mês de desmame
= 4 e 5, sendo utilizado apenas o mês de desmame = 1.
Para o ganho médio diário o modelo gerado apresenta o mês de nascimento
= 1 como atributo de maior relevância, pois neste modelo, são gerados três
coeﬁcientes para este atributo, sendo que o mês de nascimento = 12 não foi
utilizado no modelo. Nota-se também que o ano de desmame = 2013 apresenta
dois coeﬁcientes enquanto mês de desmame e ano de nascimento não foram
utilizados no modelo.
O modelo descoberto para idade de abate foi utilizou o maior número de
atributos . O mês de nascimento = 12 apresenta-se como o de mais relevância,
sendo utilizado três vezes. Ano de desmame = 2011 e mês de desmame = 1 foram
utilizados duas vezes no modelo.
Com referência aos modelos gerados, os atributos não utilizados podem ter
inﬂuenciado o resultado dos experimentos. Observa-se ainda que, mês de nasci-
mento, peso de desmame foram utilizados nos quatro modelos gerados. No con-
traponto, mês de nascimento = 12 e mês de desmame = 5 não foram utilizados
e nenhum dos modelos descobertos.
Além dos modelos, cada experimento apresentou o relatório de valores reais, o
valores previstos e a diferença entre eles(erro na previsão). A Tabela 3 apresenta
os melhores resultados dos experimentos para os coeﬁcientes de correlação e erros
médios absolutos, calculados pelo algoritmo de regressão linear.
Tabela 3. Melhores resultados obtidos
Resultados Coeﬁciente de correlação Erro médio absoluto
Boniﬁcação 0,2491 0,0158
GMD 0,8514 0,0342
Idade de abate 0,9715 25,0985
Peso de abate 0,402 31,4487
Para a boniﬁcação, os melhores resultados foram obtidos através da validação
cruzada com 5 partições e seed = 1. Já para o ganho médio diário e idade de
abate, os dados preferíveis foram observados com a validação cruzada com 10
partições e seed = 5. No peso de abate os dados supremos foram obtidos com a
validação cruzada com 3 partições e seed = 1.
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A correlação é uma medida estatística que indica a força e a direção da
relação entre variáveis numéricas [1]. Ou seja, a correlação é um índice que
indica o quanto duas variáveis estão relacionadas, sendo os valores retornados
sempre dentro do intervalo de −1 e 1. Quanto mais próximas de −1 e 1, maior
será a correlação entre as variáveis, e da mesma forma, quanto mais próxima de
0, mais fraca ela é.
O indicador de direção é dado pelo sinal da correlação, uma correlação posi-
tiva indica que enquanto uma variável cresce, a outra, correlacionada, também
cresce, já na correlação negativa, enquanto uma variável cresce a outra diminui
[1].
Analisando a Tabela 3 nota-se que a idade de abate foi o que apresentou a
maior correlação entre as variáveis preditoras, indicando que o modelo gerado
teve uma ótima métrica de qualidade, pois todas as variáveis utilizadas possuem
uma boa correlação, além disso o erro médio ﬁcou relativamente baixo, em torno
de 25 dias de diferença. Para o ganho médio diário, o coeﬁciente de correlação
também pode ser considerado bom, indicando que as variáveis preditoras pos-
suem uma boa correlação. Os piores resultados foram para a boniﬁcação e peso
de abate, onde se observa uma baixa correlação entre as variáveis.
O algoritmo de regressão linear ainda fornece o valor de R2, que é o coeﬁciente
de determinação. Ele fornece uma informação auxiliar ao resultado da análise
de variância da regressão, como maneira de se veriﬁcar se o modelo proposto
é adequado ou não para descrever o fenômeno estudado. O valor de R2 varia
no intervalo de 0 a 1. Valores próximos de 1 indicam que o modelo proposto é
adequado para descrever o fenômeno. Tabela 4 apresenta os valores do R2 para
os experimentos realizados.
Tabela 4. Valores dos coeﬁcientes de determinação
Classes Coeﬁciente de determinação - R2
Boniﬁcação 0.1380
GMD 0.7675
Idade de abate 0.9497
Peso de abate 0.2536
Analisando os valores de R2 encontrados, observa-se que idade de abate e
ganho médio diário apresentaram os coeﬁcientes com bons índices. Os outros
indicam que os demais modelos descobertos não são adequados para descrever
as variáveis zootécnicas de qualidade.
Analisando a coeﬁciente de correlação e o de determinação dos experimentos
realizados, ﬁca evidente que para idade de abate e ganho médio diário de peso, os
modelos descobertos são válidos para descrever os fenômenos testados e que as
variáveis preditoras são suﬁcientes para predizer estas duas variáveis zootecnicas
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de qualidade. O mesmo não pode-se dizer a respeito da boniﬁcação e peso de
abate na fazenda, pois os coeﬁcientes demonstraram-se insatisfatórios.
5 Conclusão
O presente trabalho teve como objetivo descobrir a inﬂuência e a relação das
variáveis de cria em relação as variáveis zootécnicas de qualidade, boniﬁcação,
peso de fazenda, ganho médio diário e idade de abate, com o uso de aplicações de
mineração de dados, almejando que os modelos descobertos possam ser empre-
gados com a ﬁnalidade de auxiliar os produtores na gestão eﬁciente do negócio.
Foi realizada a aquisição e seleção de variáveis zootécnicas qualidade e de cria,
o tratamento dos dados e uso da tarefa de mineração de dados sobre os mesmo.
Todos os resultados foram discutidos na análise dos resultados, evidenciando a
razão pela qual os mesmos foram obtidos.
Pode-se concluir que os resultados foram alcançados, pois houve a desco-
berta de conhecimento sobre a temática objetiva da pesquisa. Com as tarefas
de regressão conﬁguradas conforme descritas na metodologia, observou-se que
os modelos descobertos são bons para predizer as variáveis zootécnicas de qua-
lidade, ganho médio diário de peso e a idade de abate, onde os mesmos, podem
ser utilizados futuramente em sistemas de apoio a tomada de decisão. Também
conclui-se que os modelos descobertos para a boniﬁcação e peso de abate na
fazenda, não apresentaram resultados satisfatórios, signiﬁcando que apenas as
variáveis de cria usadas não são suﬁcientes para explicar estas duas variáveis
zootécnicas de qualidade, não sendo, desta maneira, bons modelos à serem em-
pregados futuramente em sistemas de apoio a tomada de decisão sem um estudo
e tratamento mais profundo dos dados utilizados.
Trabalhos futuros envolvem à adoção de novos indicadores, como por exemplo
o peso de nascimento, tipo de alimentação da mãe do bovino enquanto este ainda
mama, entre outros, para testar e observar como os modelos se comportam,
pode-se também empregar outros tipos de técnicas de mineração de dados como
o algoritmo M5P e redes neurais, com treinamento e conﬁguração das camadas
ocultas. Também se sugere a expansão do banco de dados, através de parcerias
com outros produtores rurais, e do estudo para consideração de outras raças
bovinas. Apresentando ao produtores os resultados obtidos e demonstrando que
é possível aumentar seu rendimento com técnicas adequadas.
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