We consider Abrikosov-type vortex lattice solutions of the Ginzburg-Landau equations of superconductivity, consisting of single vortices, for magnetic fields below but close to the second critical magnetic field Hc2 = κ 2 and for superconductors filling the entire R 2 . Here κ is the Ginzburg-Landau parameter. The lattice shape, parameterized by τ , is allowed to be arbitrary (not just triangular or rectangular). Within the context of the time-dependent Ginzburg-Landau equations, called the Gorkov-EliashbergSchmidt equations, we prove that such lattices are asymptotically stable under gauge periodic perturbations for κ 2 > 1 2
Introduction

Background
Macroscopic theory of superconductivity, by now a classical theory presented in any book on superconductivity and solid state or condensed matter physics (see e.g. [31, 20] ), was developed by Ginzburg and Landau along the lines of the Landau theory of the second order phase transitions and before the microscopic theory was discoverd. At the foundation of this theory lie the Ginzburg-Landau equations for the order parameter and magnetic potential. The time-dependent generalization of these equations was proposed by Schmidt ([28] ) and Gorkov and Eliashberg ( [13] ) and are known as the Gorkov-Eliashberg or Gorkov-EliashbergSchmidt equations (as well as the time-dependent Ginzburg-Landau equations). The latter equations have much narrower range of applicability than the Ginzburg-Landau equations ( [31] ) and many refinements of them were proposed, but even a slight improvement of these equations is, at least notationally, extremely cumbersome.
By far, the most important and celebrated solutions of the Ginzburg-Landau equations of superconductivity are vortices and vortex lattices, discovered by Abrikosov ([1] ), and known as Abrikosov (vortex) lattice solutions. Among other things understanding these solutions is important for maintaining the superconducting current in Type II superconductors, i.e. for κ > 1 √ 2 , in our units. Abrikosov lattice solutions are extensively studied in physics literature. Among many rigorous results, we mention that the existence of these solutions was proven rigorously in [25, 8, 11, 5, 6, 32] ( [25, 8, 5] deal with triangular and rectangular lattice, while [11, 6, 32] , with lattices of arbitrary shape). Moreover, important and fairly detailed results on asymptotic behaviour of solutions, for κ → ∞ and the applied magnetic fields, h, satisfying h ≤ 1 2 log κ + const (the London limit), were obtained in [6] (see this paper and the book [27] for references to earlier works). Further extensions to the Ginzburg-Landau equations for anisotropic and high temperature superconductors can be found in [2, 3] .
In this paper we address the problem of stability of the Abrikosov vortex lattice solutions within the framework of the time-dependent Ginzburg-Landau equations -the Gorkov-Eliashberg-Schmidt equations. We consider such solutions for lattices of arbitrary shape (in the extensive literature on the subject such solutions are considered only for triangular or rectangular) and for magnetic fields smaller than but close to the second critical magnetic field H c2 = κ 2 (the other case of magnetic fields larger than but close to the first critical magnetic field H c1 treated in the literature is not addressed here) and, as common, for superconductors filling the entire R 2 . We consider the simplest perturbations having the same (gauge-) periodicity as the underlying (stationary) Abrikosov vortex lattice solutions (we call such perturbations gauge-periodic) and prove for a lattice of arbitrary shape that, under gauge-periodic perturbations, (ii) Abrikosov vortex lattice solutions are unstable for κ 2 < 1 2 (1 − 1 β(τ ) ).
Here β(τ ) is the Abrikosov constant depending on the lattice shape τ (see Subsection 1.5 for the definition). This result belies the common belief among physicists and mathematicians that Abrikosov -type vortex lattice solutions are stable only for triangular lattices and κ 2 > 1 2 . Here τ is complex number parametrizing the lattice shapes. (For the definitions of various stability notions see Subsection 1.7.) Gaugeperiodic perturbations are not common type of perturbations occurring in superconductivity, but the methods we develop are fairly robust and can be extended -at the expense of significantly more technicalities -to substantially wider class of perturbation, which will be done elsewhere. Moreover, the same techniques could be used in other problems of pattern formation, which are ubiquitous in applications.
To our knowledge, previously, the only known result on stability of the Abrikosov vortex lattice solutions concerned orbital stability (under the same type of perturbations) which, though not stated explicitly, can be deduced from the variational proof of [25] that the single vortex Abrikosov lattices for κ 2 > 1 2 are global minimizers of the Ginzburg-Landau energy functional on the fundamental cell (see also [11] , both authors considered only triangular and rectangular lattices; the argument proving the orbital stability for global minimizers was proposed in [9] ). However variational techniques do not give the asymptotic stability. Also variational techniques do not give even the orbital stability for κ 2 < 1 2 as in this case Abrikosov lattices are not global minimizers of the Ginzburg-Landau energy functional on the fundamental cell.
In the rest of this section we present the basic equations involved, discuss their properties and related definitions and present our result.
Gorkov-Eliashberg-Schmidt equations
Macroscopically, states of the superconductors are described by the triples, (Ψ, A, Φ) : R + ×R 2 → C×R 2 ×R, where Ψ is the (complex-valued) order parameter, A is the vector potential, and Φ is the scalar potential. Physically, |Ψ| 2 gives the (local) density of electrons having formed Cooper pairs. curl A is the magnetic field, and −∂ t A − ∇Φ is the electric field. The dynamics is given by the Gorkov-Eliashberg-Schmidt equations (or time-dependent Ginzburg-Landau equations) in R 2 which can be written as
Here κ is a positive constant, γ a complex number with Re γ > 0, σ a positive 2 × 2 matrix and ∇ A = ∇ − iA and ∆ A = ∇ A · ∇ A are the covariant gradient and Laplacian, and ∂ tΦ is the covariant time derivative
The second equation is Ampère's law with J N = −σ(∂ t A+∇Φ) (using Ohm's law with σ as the conductivity tensor) being the normal current associated to the electrons not having formed Cooper pairs, and J S = Im(Ψ∇ A Ψ) being the supercurrent associated to the electrons having formed such pairs. Note that for a solution (Ψ, A, Φ) of (1) the pair (Ψ, A) determines Φ through the equation
The equations (1) have the structure of a gradient-flow equation for the Ginzburg-Landau energy functional given by
where Ω is any domain in R 2 . Indeed, (ignoring for the moment the boundary terms) they can be put in the form
where λ is the block-diagonal matrix given by λ := diag(γ −1 , σ −1 ), and E ′ Ω is given by
and is formally the L 2 -gradient of E Ω (Ψ, A). Though (4) is not a standard form of the gradient flow, we show in Lemma 12 below that the energy (3) decreases under the flow.
Ginzburg-Landau equations
The static solutions of the Gorkov-Eliashberg-Schmidt equations (1) are triples (Ψ, A, 0) independent of time. In this case (Ψ, A) satisfies the well-known Ginzburg-Landau equations, which describe superconductors in thermodynamic equilibrium and which are given by
Not surprisingly, they are the Euler-Lagrange equations for the energy functional (3): E ′ (Ψ, A) = 0.
Symmetries
The Gorkov-Eliashberg-Schmidt equations (1) admit several continuous symmetries, that is, transformations which map solutions to solutions: Gauge symmetry: for any sufficiently regular function η :
Translation symmetry:
Rotation and reflection symmetry: for any R ∈ O(2) (including the reflections
These symmetries restrict to symmetries of the Ginzburg-Landau equations by considering time-independent transformations.
Abrikosov lattices
The Abrikosov (vortex) lattice solutions are solutions of the Ginzburg-Landau equations (6) which exhibit double-periodicity in their physical properties. To give a rigorous definition, let L be a lattice. We say that (Ψ, A) is gauge-periodic (with respect to the lattice L), if there exist functions g ν : R 2 → R, ν belonging to a basis of L, such that for all basis vectors ν,
(In terminology of [29] f , denotes the average per lattice cell. Using the reflection symmetry of the problem, one can easily check that we can always assume n ≥ 0. Now any lattice L can be given a basis {ν 1 , ν 2 } such that the complex number τ = , and Re τ ≥ 0, if |τ | = 1. Although the basis is not unique, the value of τ is, and we will call it the shape parameter of the lattice.
Note that τ , b, and n determine the lattice L up to rotation (which is a symmetry of the Ginzburg-Landau equations). We will say that a pair (Ψ, A) is of type (τ, b, n), if the underlying lattice has shape parameter τ , the average magnetic flux per lattice cell is equal to b, and there are n quanta of magnetic flux per lattice cell. We also restrict ourselves to C ∞ pairs (Ψ, A) which suffices for us due to elliptic and parabolic regularity. We have the following existence theorem (see [25, 8, 11, 32] ). More detailed properties of these solutions are given in Section 3.2 below. As we deal only with the case n = 1, we now assume that this is so and drop n from the notation. Note that in this case the average magnetic field, b, and the fundamental cell area, |Ω|, are related as
Using the symmetries of the Ginzburg-Landau equations, one can show (see [32] for example) that any Abrikosov lattice (Ψ, A) of type (τ, b) is gauge equivalent to one satisfying the following conditions: (II) The function g ν (x) in (7) can be chosen as g ν (x) = b 2 ν · Jx, where J is the symplectic matrix
and therefore Ψ and A satisfy the quasiperiodic boundary conditions
for any element ν of a basis of L.
Jx. We note that the only continuous symmetry that preserves these properties is the U (1) symmetry
Gauge periodic perturbations
We . From the definition of the type (τ, b) pairs, it follows that ξ and α satisfy the quasiperiodic boundary conditions
for any element ν of a basis of L, and with α being divergence-free, and having mean zero, i.e., div α(x) = 0, and
We introduce our space of perturbations (10) and (11) . This space is naturally a (real) Hilbert space with the H 1 inner product of v = (ξ, α) and
Here we use that the covariant gradient preserves the quasiperiodic boundary conditions and the dot product is in R 2 . We also introduce the
Note (10) - (11); and (ii) the conditions (10) and (11) break the translational and most of the gauge symmetry, leaving only the global gauge symmetry given by the gauge transformation
Stability under gauge periodic perturbations
We now wish to study the stability of these Abrikosov lattice solutions under a class of perturbations that preserve the double-periodicity of the solution. More precisely, we focus on solutions (Ψ, A, Φ) of (1) with the initial conditions of the form
. We now consider the tubular neighbourhood U δ of the manifold {T γ u τ b : γ ∈ R} of Abrikosov lattices, given by
We will say that u τ b is orbitally stable under gauge-periodic perturbations if for all ǫ > 0, there exists δ > 0 such that for any C 1 solution (Ψ, A, Φ), if u = (Ψ, A) ∈ U δ when t = 0, then u ∈ U ǫ for all t ≥ 0, and asymptotically stable, if there exist γ(t) ∈ R, such that any
We will say that u τ b is unstable under gauge-periodic perturbations if it is not orbitally stable.
In order to state are main result, we first need to introduce the Abrikosov function β(τ ). We fix b = κ 2 and define β(τ ) to be
where ξ = 0 is the unique solution of the equation −∆ A 0 b ξ = κ 2 ξ satisfying the quasiperiodic boundary conditions (10) . The main result in this paper is the following. 
). To our knowledge there have been no prior results on the asymptotic stability of Abrikosov lattices. Orbital stability can often be deduced if the solution in question is a minimizer of an appropriate energy functional (see [9] ). Hence the orbital stability of Abrikosov lattices for κ 2 > 1 2 follows from the variational proof of [25] that the single vortex Abrikosov lattices for κ 2 > 1 2 are global minimizers of the GinzburgLandau energy functional on the fundamental cell (see also [11] , both authors considered only triangular and rectangular lattices). However variational techniques do not give asymptotic stability. Also variational techniques do not give even orbital stability for κ 2 < 1 2 as in this case Abrikosov lattices are not global minimizers of the Ginzburg-Landau energy functional on the fundamental cell. This paper is organized as follows. In the next section we prove the theorem above, modulo a statement about properties of the Hessian of the Ginzburg-Landau energy functional. The latter statement is proven in Section 3. In the Appendix we use energy methods to prove the weaker statement of orbital stability.
Proof of Theorem 2
As we consider τ fixed, from now on we do not display it in the notation. To simplify the notation we set γ = 1 and σ = 1. To extend the proof of Theorem 2 to γ and σ satisfying Re γ > 0 and σ > 0 is straightforward.
Decomposition
The one-dimensional manifold of solutions M = {T γ u b : γ ∈ R} lies in U δ for all δ. The tangent space at u b ∈ M is spanned by the infinitesimal global gauge transformation,
We now prove the following decomposition for u close to the manifold M.
Proposition 3. There exist δ 0 > 0 and a map η :
Proof. Let X be the affine space
We wish to apply the Implicit Function Theorem to f (γ, u) = 0. It is clear that f is a C 1 map and that
The Implicit Function Theorem then gives us a neighbourhood V of u b in X and a neighbourhood W of 0 in R and a map h : V → W such that f (γ, u) = 0 for (γ, u) ∈ W × V if and only if γ = h(u). We can always assume that V is a ball of radius δ 0 .
We can now define the map η on U δ for δ < δ 0 as follows.
We show that η is well defined. We first show that if |γ| is sufficiently small, then h(T γ u) = h(u) − γ. First note for all γ, T γ (V ) ⊂ V . One can easily verify that f (h(u) − γ, T γ u) = f (h(u), u) = 0, and therefore by uniqueness of H, it suffices to show that h(u) − γ ∈ W , but this can easily be done by taking V to be smaller if necessary.
Suppose now that we also have
, u ′ ) = 0 and the proof is complete.
Hessian
The chief tool in the proof of the stability result is the analysis of the associated Hessian, i.e., the second derivative of the energy functional E. We first note that E is a well-defined functional on U δ , and that E ′ is in fact its L 2 -gradient in the sense that for all v ∈ P b ,
where D is the Gâteaux derivative, DE(u)v = ∂ s E(u + sv)| s=0 . We define the Hessian at u b to be the operator
This is a real-linear operator on the space
2 ) with the domain P b . We define for it the notion of spectrum and of discrete spectrum in the usual way. We introduce the new parameter
The term (2κ 2 − 1)β(τ ) + 1 in denominator is necessary in order to have a positive expression under the square root and to regulate the size of the perturbation domain. The main result concerning this operator which we use in the proof of Theorem 2 is the following theorem, whose proof we postpone until Section 3.
) and that b is sufficiently close to κ 2 . Then we have the following statements:
1. The operator L b has a real, discrete spectrum which includes the eigenvalue 0 with the eigenfunction Γ b , while its lowest eigenvalue, θ, on the subspace {v ∈ P b | v ⊥ Γ b } is of the form
Consequently, if
3. There exists a positive constant c > 0 such that, for all
Asymptotic stability
We now assume that we have the case
) and prove the asymptotic stability of the Abrikosov lattice u b . To this end we derive and use differential inequalities for the Lyapunov functional
Lemma 5. Let (Ψ(t), A(t), Φ(t)) be a solution of the Gorkov-Eliashberg-Schmidt equations (1) on the time
where θ is as in Theorem 4.
Proof. We plug the decomposition u(t) = T −γ(t) (u b + v(t)) into (1) and use the covariance of this equation with respect to the transformation T γ(t) to obtain the equation
where N (v) is the nonlinearity given by
for v = ξ α . Using equation (22), we obtain
Using the expression for N (v) and Sobolev embedding theorems we obtain easily the following rough estimate:
which implies that
Since, by (20) ,
Next, we think of L b as the restriction to the orthogonal complement of Γ b and define
(Another way to proceed is to use
. Using this, we obtain
If we now assume that Λ(t) ≪ 1, then this gives
Integrating the last inequality from 0 to t, one finds
and in particular Λ(t) ≤ e −δt Λ(0) for δ < θ. Taking Λ(0)) ≪ 1, we see that our assumption Λ(t)) ≪ 1 is justified, which completes the argument. Finally appealing again to (20) shows that v(t)
To finish the proof of asymptotic stability, let δ 0 be given by Proposition 3 and let u(0) ∈ U 1 2 δ0 . By standard parabolic existence theory (see e.g. [21, 22] ) for the equation (22), written for the real and imaginary parts of v, has a unique solution u(t) ∈ U δ0 for t ≤ T , for some T > 0. Let T * be the supremum of such T . If T * < ∞, then u(T * ) ∈ ∂U δ0 . Then by Proposition 3, there is γ(t) ∈ R so that T γ(t) u(t) = u b + v(t), with
, which contradicts u(T * ) ∈ ∂U δ0 . Hence T * = ∞ and u(t) ∈ U δ0/2 for all t and v(t)
, we obtain (after replacing −γ(t) by γ(t))
as t → ∞, and this completes the proof of asymptotic stability.
Proof of instability
We now assume that we have the case κ 2 < 1 2 (1 − 1 β(τ ) ) and prove the instability of the Abrikosov lattice u b . Let η ∈ P b be the negative eigenvector of L b , corresponding to the eigenvalue −λ = θ < 0, given in Theorem 4, so that L b η = −λη. We normalize η so that η L 2 = 1.
For δ > 0 we now define u(t) to be the solution with the initial datum u δ,0 = u b + δη. We write this solution as u(t) = u b + v δ (t). Then v δ (t) satisfies the equation (22) with the initial condition v δ,0 = δη. Using the Duhamel principle and the fact that e −L b t η = e −λt η we rewrite the latter equation in the form
where N (v) is the nonlinearity given in (23) . It satisfies the following estimate:
Next, for an appropriate large constant c > λ, we have by the standard elliptic theory, similarly to (20) , 
Now, let M be a constant satisfying 0 < M < η = 1 and define
Clearly, T 1 > 0, and so for 0 ≤ t ≤ T 1 , we have by triangle inequality
Therefore, by (34) and (38), we have for 0 ≤ t ≤ T 1 , We choose T 2 to satisfy δe λT2 = 1. Then
Pick C ′ ≥ M, C and define the constant T δ > 0 by the relation
Note that, since C ′ ≥ M , we have T δ < T 2 . We claim that T δ ≤ T 1 . If not, then T 1 < T δ ≤ T 2 , and by (39) and (40),
But this result contradicts the definition of T 1 in (37). Hence T δ ≤ T 1 , and therefore T δ ≤ min(T 1 , T 2 ). Now we have by the triangle inequality, (39), (40) and the condition η = 1,
If we set ν := (1 − M ) M C ′ > 0, then the last equation, together with (40), implies v δ (T δ ) ≥ ν, which can be rewritten as
Now we note that for δ sufficiently small, the unique minimizer γ * of u − T γ u b 2 satisfies γ * = O(δ) and therefore (41) implies
In other words, ∀δ > 0 sufficiently small, there is u 0 ∈ U δ such that u(T δ ) / ∈ U 1 2 ν , ∀t ≥ 0, for a fixed ν > 0 independent of δ. This implies instability.
Estimates on Hessian
In this section we prove Theorem 4 concerning the positivity of the Hessian L b . In what follows we omit the subindex L 2 in the inner products and norms.
Shifted Hessian
We first consider a shifted HessianL b , which induces the same quadratic form. Note that since div α = 0, we have curl * curl α = −∆α. Again using div α = 0, we can integrate by parts to see that
whereL b is the operator on the same domain P b given bỹ
It will be more convenient to work withL b .
Rescaling
We now rescale the problem in order to exploit the analytic properties of the Abrikosov lattice solutions. Given a pair (Ψ, A) of type (τ, b), we set σ :
, and introduce the rescaling U σ : (Ψ(x), A(x)) → (σΨ(σx), σA(σx)). This has the effect that the rescaled state, (ψ, a) := U σ (Ψ, A), is of type (τ, 1). It is easy to verify that U σ is a linear unitary bijection between P b and P 1 (in particular, it preserves the L 2 inner-product, i.e.,
Moreover it preserves the orthogonality condition in the sense that for v ∈ P b , v ⊥ Γ b if and only if U σ v ⊥ Γ 1 ).
We note that the rescaled Abrikosov lattice solution (
where
, and the quasiperiodic boundary conditions We now define the rescaled Hessian to be L
For the rest of this section we write L, Ω, P for L 1 , Ω 1 , P 1 .
Complexification
In order to freely use the spectral theory, it is convenient to pass from the real-linear operator L resc b
to a complex-linear one. To this end we complexify the space P and extend the operator L resc b to the new spaces. We first identify α : R 2 → R 2 with the function α C = α 1 − iα 2 : R 2 → C. (Whenever it does not cause confusion we drop the C superscript from the notation.) We note that α · α ′ = Re(ᾱ C α ′ C ). We also introduce the differential operator ∂ = ∂ x1 − i∂ x2 . We note that∂α C = div α − i curl α. where the∂ denotes complex conjugate operator. In general, for an operator A, we writeĀ := CAC, where C denotes complex conjugation.
We now consider the complex Hilbert space L 2 (Ω, C 4 ) of vectors (ξ, φ, α, ω), with the usual L 2 inner product
with inverses, π −1 ± , given by the obvious projection.
Moreover, the map I : (ξ, φ, α, ω) → (iξ, iφ, iα, iω) acts between V ± : I : . Its domain is πP. We want to extend it to L 2 (R 2 , C 4 ). To this end it is convenient to rewrite the operator L transf b in complex notation. We introduce the notation
and that
Using the above relations we rewrite the operator L transf b
and then define its complex-linear extension, denoted by K b , by the resulting matrix
on the domain which consists of all v = (ξ, φ, α, ω) ∈ H 2 (R 2 , C 4 ), with ξ,φ, and α,ω satisfying the quasiperiodic boundary conditions
where, as above, ν is either of the basis vectors of L, as well as α and ω are divergence free and have mean-zero, div σ = 0 and σ L = 0. (Note that similarly to the Riesz -Fischer L 2 −space on a torus (see e.g. [24] ), we could have used results of [32] to introduce L 2 −space on Ω satisfying the quasiperiodic conditions (50), rather than periodic ones.)
The operator K b is clearly complex-linear, self-adjoint, has purely discrete spectrum, and, as it is not hard to check, satisfies
For the second equation, we used (48) and that K b obviously commutes with I.
Perturbation theory
It is shown in [32] that for each τ there is ǫ 0 > 0, such that the solutions (ψ b , a b ) form a real-analytic branch of solutions in the (bifurcation) parameter ǫ ∈ [0, ǫ 0 ] defined in (17) and have the following expansions for (see [32] where a more general result was derived):
where ψ 0 and a 1 satisfy the following relations
We now prove the following proposition.
Proposition 6. Let Γ c b be the gauge zero mode in the extended space:
θ is also the lowest eigenvalue of L 
, where
The unperturbed operator K 0 reduces to the operators studied previously, e.g. in [32] , where these operators are denoted by L n with n = 1 and M and where the spectra of the latter operators are described in details. In particular it is shown there that, in general, K 0 has the eigenvectors (ψ 0 ,ψ 0 , 0, 0), (ψ 0 ,ψ 0 , 0, 0), (0, 0, 1, 0) and (0, 0, 0, 1). The latter two are ruled out by the condition that α = 0. We summarize the properties of K 0 in the following lemma.
Lemma 7. K 0 is a nonnegative self-adjoint operator with discrete spectrum. It has a zero eigenvalue of multiplicity 2 and the kernel is spanned by the elements
Note that v 0± ∈ V ± . Hence the operator K By standard perturbation theory (see e.g. [26, 18, 15] ), the spectrum of K b consists of eigenvalues which cluster in ǫ−neighbourhoods of the eigenvalues of K 0 and each cluster has the same total multiplicity as the eigenvalue of K 0 it originates from. Of course, the same is true for its restriction K + := K b | V+ . Namely, the spectrum of K + consists of eigenvalues which cluster in ǫ−neighbourhoods of the eigenvalues of K To find θ we use the Feshbach-Schur map argument (see e.g. [16, 7] ) with the projection P given by the orthogonal projection onto v 0+ ∈ null K 0 + . This argument implies that λ ∈ σ(K + ) if and only if λ ∈ σ(F P (λ)),
where, withP = 1 − P ,
provided the operatorP K +P − λ is invertible on RanP andP K +P is bounded. (The latter conditions suffice for the right hand side of (64) to be well defined.) Due to the relationP K bP =P (K + − K 0 + )P and the straightforward estimate
we see that the operatorP K +P is bounded. To show the invertibility of the operatorP K +P − λ on RanP , we note that it is the restriction of the operatorQK +Q −λ, where Q is the orthogonal projection onto null K 0 andQ := 1 − Q, to the subspace V + We know that σ(QK 0Q ) ⊂ [ν 0 , ∞) for some ν 0 > 0 and therefore, by standard perturbation theory we have that
with c = ν 0 + O(ǫ). Hence the self-adjoint operatorQK bQ − λ is invertible on RanQ, provided λ < c, and therefore its restrictionP K +P −λ (to real-linear subspace V + ) is invertible on RanP and (P K +P −λ) −1 ≤ c −1 (again provided λ < c). Hence (64) is well defined for λ < c.
We now use
, the relation K 1, provided λ < c (by (66)). Since we are studying the eigenvalue in O(ǫ)− neighbourhood of 0, we have that λ = O(ǫ). Using this, we obtain
The operator, W 1 is explicitly given by (59). This expression implies that v 0+ , W 1 v 0+ = 0 and therefore
We now turn to the ǫ 2 order operator, F 2 .
Lemma 8.
Proof. We begin with v 0+ , W 2 v 0+ . We first note that W 2 and v 0ρ are explicitly given by (60) and (62). Using the fact that ∂ * a 0 ψ 0 = 0, we calculate that
where λ 1 is defined by the expansion λ b = 1 + ǫ 2 λ 1 + O(ǫ 4 ) and, due to the definition of λ b and ǫ, is equal to
We note that −∆ =∂ * ∂ . Using the identities (56) and (55) we obtain
The equations (71) and (73) and the relation (72) give
To compute the second term in F 2 we note thatP W 1 P = W 1 P , and use (58), we calculate
Again using the identities (56) and (55) and the fact that −∆ =∂ * ∂ , we obtain
The second equation in (54) and the fact that |v 0ρ 
We upgrade now the lower bound on v,
(We could have done with the operator K b as well.) We begin with
for some positive constant C.
Proof. We write v = (ξ, α) and also A τ b = A 0 b + P . For convenience we simplify the notation in the following calculations. Integrating by parts we obtain
Using this expression and the estimate obtained with the help of the Schwarz inequality
for any r > 0, we obtain
Now we choose r as r = 1 2C so that we arrive at the lower bound in (79). To obtain the upper bound we use (80) and (81) again and the fact that Ψ b ∞ , P ∞ < ∞.
Let now δ ∈ [0, 1] be arbitrary. Then using (77) and (79)
(19) now follows by choosing δ = 
A Proof of orbital stability
) and prove the orbital stability of the Abrikosov lattice u τ b . This is a weaker statement than the asymptotic stability which we have already proven but it requires rougher analysis. We follow [14] . β(τ ) ). Proof. As in the main text, we consider τ fixed and do not display it in the notation. We will require a series of lemmas. Proof. Note that we have ∂ t u ∈ P b . Using the gradient-flow form of the equations (4), we see that
where we used the fact that Φ is real-valued and div curl * = 0. Proof. We set N (t) = v(t) H 1 . Using the inequalities (82) and Lemma 12 we have
Now there exists δ 0 > 0 such that if the left-hand-side C 1 N (t) 2 − C 2 N (t) 3 − C 3 N (t) 4 ≤ δ 0 , then either 0 ≤ N (t) ≤ ǫ or N (t) ≥ ǫ ′ for some e ′ > ǫ. We can choose δ sufficiently small so that the right-hand-side C 4 N (0) 2 + C 5 N (0) 3 + C 6 N (0) 4 ≤ δ 0 . The result then follows from the continuity of N (t).
We can now prove the following proposition, which implies Theorem 10.
Proposition 14. For any ǫ > 0, there exists δ > 0 such that if (Ψ, A, Φ) is a C 1 solution of the GorkovEliashberg-Schmidt equations (1) and u(t) = (Ψ(t), A(t)) satisfies u(0) ∈ U δ , then u(t) ∈ U ǫ for all t ≥ 0.
Proof. Let δ 0 be given by Proposition 3. If u(0) ∈ U 1 2 δ0 , there is T > 0 such that u(t) ∈ U δ0 for t ≤ T . Then by Proposition 3, there is γ(t) ∈ R so that T γ(t) u(t) = u b + v(t), with v(t) ∈ C 1 ([0, T ]; P b ) and v(t) ⊥ Γ b . By Lemma 13 we can then find δ 1 such that v(t) ≤ 1 2 min(ǫ, δ 0 ) for all t ∈ [0, T ]. Now let δ = min(δ 0 , δ 1 ). It follows that if u(0) ∈ U 1 2 δ , then u(t) cannot leave U ǫ ∩ U δ0 , and that proves the proposition.
This finishes the proof of Theorem 10.
