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Abstract 
This thesis shows that efficient resolvable row-column designs can be constructed 
quickly by using properties of both the contraction and the dual design. The method 
of constructing the contraction of a r-replicate resolvable row-column design is de-
scribed and is an extension of the research undertaken by Bailey and Patterson 
(1991) and Jarrett, Piper and Wild (1997). The structural properties of the con-
traction are investigated, including the row and column incidence matrices. It is 
shown that the information matrix for the dual design can be expressed in terms of 
the row and column incidence matrices for the contraction. 
A connection is made between the eigenvalues of the resolvable row-column 
design and the dual design. This relationship can be used to enable the average 
efficiency factor of the resolvable row-column design to be expressed in terms of the 
canonical efficiency factors of the dual design. 
Existing optimisation algorithms available for the construction of resolvable row-
column designs work well for small experiments. For experiments with a large 
number of treatments they are computationally expensive. The dimensionality of 
the problem of constructing resolvable row-column designs is reduced by working 
with the dual design. By expressing the information matrix for the dual design 
in terms of the contraction, the result is a computationally faster algorithm. For 
large designs it is shown to be quicker to update properties of the contraction than 
those of the resolvable row-column design. The computational effort required for 
generating resolvable row-column designs with a large number of treatments can be 
reduced further by using the (M,S)-optimality criterion. 
When generating resolvable row-column designs using an optimisation algo-
rithm, it is helpful to have a tight upper bound for the average efficiency factor. 
By comparing the average efficiency factor with the upper bound it is possible to 
determine when a good design has been obtained and a decision can then be made 
on whether to terminate the algorithm. Upper bounds for resolvable row-column 
designs are known not to be tight and a new upper bound is developed by exploiting 
some of the properties of the contraction and dual design. 
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1.1 Resolvable Row-Column Designs 
Researchers conducting experiments are constantly seeking more efficient use of their 
resources. In agricultural and forestry trials, scientists want to compare a large 
number of varieties while achieving greater precision in their variety comparisons. 
More recently, with the development of gene expression microarrays, geneticists 
want to study gene expression for thousands of genes at one time. In these types of 
situations, a design which controls variability in two directions is likely to be more 
efficient than any one-dimensional blocking structure. It may also be desirable to 
arrange the treatments (for example varieties) in groups such that each treatment 
occurs exactly once within each group. Designs incorporating this two-dimensional 
blocking structure and grouping feature are known as resolvable row-column designs. 
A resolvable row-column design has v = ks treatments set out in r replicates 
each with k rows and s columns. The property of resolvability requires that each 
of the v treatments occurs exactly once within each of the r replicates. The design 
in Table 1.1 is an example of a r = 3 replicate resolvable row-column design for 
v = 15 treatments, k = 3 rows and s = 5 columns. It can be seen that this design 
is resolvable, as the treatments numbered 1 to 15 occur exactly once within each 
replicate. 
Row-column designs consist of two block designs. The block design given by the 
rows of the row-column design is referred to as the row component design. Similarly, 
the block design given by the columns is called the column component design. The 
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Table 1.1: Resolvable row-column design for v = 15, k = 3, s = 5, r = 3 
Replicate 1 2 3 
Column 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 
Row 1 3 13 11 4 10 2 6 4 12 14 7 15 1 6 10 
2 15 6 14 5 8 3 8 9 10 1 8 13 12 3 14 
3 12 9 7 1 2 7 11 15 5 13 4 2 11 5 9 
row component design in Table 1.1 has v = 15 treatments with rk = 9 blocks of 
size s = 5, and the column component design has v = 15 treatments with rs= 15 
blocks of size k = 3. 
Designs of the same size can be compared using the average efficiency factor E 
which gives a measure of the precision with which treatment contrasts are estimated. 
The higher the value of E, the better the design. The average efficiency factor and 
how it is calculated are discussed in Section 1.2. 
The average efficiency factor is a suitable design criterion but it can be com-
putationally expensive to calculate. A simpler and computationally cheaper design 
criterion, which can be used in conjunction with the average efficiency factor, is pro-
vided by the (M,S}-optimality criterion (Shah, 1960; Eccleston and Hedayat, 1974). 
When a design is found which improves the (M,S)-optimality objective function, the 
average efficiency factor is then calculated. This approach is discussed in Section 
1.3. 
Existing optimisation algorithms are able to quickly construct efficient resolvable 
row-column designs for small experiments, but are often slow at constructing large 
designs. For example, it takes CycDesigN version 2.0 (Whitaker, Williams and 
John, 2002) over 10 minutes to find an initial solution for a four-replicate design 
with 9000 treatments laid out in 100 rows and 90 columns. Experimenters who 
often plan many large experiments need algorithms that will rapidly produce efficient 
designs. The overall aim of this research is to develop methods for quickly generating 
highly efficient resolvable row-column designs that meet the needs and requirements 
of experimenters. This means taking into account the practical features of the 
experiment with regard to the way the treatments are to be grouped and the size 
of the experiment. The aim is to have flexible methods of design construction, 
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combined with improved computer optimisation techniques. 
In the early stages of this project three different approaches were investigated 
for generating resolvable row-column designs, of which two were unsuccessful. One 
unsuccessful approach generated a class of resolvable row-column designs which 
will be called Q-0!-designs. These designs are an extension of O!-designs {Patterson 
and Williams, 1976a) and use one O!-array to generate the columns of the design 
and a second O!-array to generate the rows. This approach is briefly outlined in 
Section 1.4. The second unsuccessful approach is briefly outlined in Section 1.5 and 
attempted to merge two one-dimensional block designs to form the dual design of an 
efficient resolvable row-column design. A third approach which aimed at exploring 
relationships based on the contractions of resolvable row-column designs proved 
successful and forms the focus of this research. 
1. 2 Average Efficiency Factor 
The precision with which treatment effects are estimated will often vary for different 
designs of the same size. The aim is to construct a design in which every treatment 
contrast is estimated as precisely as possible, under the assumption that all contrasts 
are of equal interest. An appropriate criterion to find such a design is to minimise the 
average variance, iia2 say, of all pairwise differences, where a 2 is the error variance. 
The average efficiency factor of the design is obtained by comparing the average 
variance for the design with that of a design with the same replication per treatment 
and no blocking structure. In the absence of blocking the average variance is 2a2 /r. 
Assuming the error variance is the same for both designs, the average efficiency 
factor E is defined as 
2a2 /r 2 E - -- -
- va2 - rii 
John and Williams (1995, p30) show that the average efficiency factor is given 
by the harmonic mean of the non-zero eigenvalues of the matrix A/r, where A 
is the information matrix for the design. The non-zero eigenvalues are called the 
canonical efficiency factors of the design and will be denoted by e1, e2, ... , en, where 
n = rank{A); see Pearce, Calinski and Marshall (1974). If the design is connected 
then all treatment contrasts are estimable and n = ( v-1). This research is concerned 
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only with connected resolvable row-column designs and the average efficiency factor 
for such designs is defined as 
v-1 
E = Lv-1 -1 
i=I ei 
(1.1) 
A design whose average efficiency factor is at least as large as any other design of 
the same size is called A-optimal (Kiefer, 1959). 
In computer search algorithms it is computationally expensive to calculate the 
canonical efficiency factors of the design. An alternative expression to (1.1) for E 
requires the calculation of the Moore-Penrose inverse of A. For a resolvable row-
column design the information matrix A is given by 
(1.2) 
where I is the identity matrix, Nk and Ns are the incidence matrices of the row and 
column component designs respectively and Jvv is av xv matrix of ones; see John 
and Williams (1995, p107). 




r '°' e·x·x~ L..,iii 
i=l 
(1.3) 
where x 1, x2 , ... , Xn are the orthonormal eigenvectors of A corresponding to the 
non-zero eigenvalues, ei is the non-zero eigenvalue of A/r corresponding to Xi, and 
x~xi = 1 if i = j, else x~xj = 0. The Moore-Penrose inverse of A, A+, is defined as 
+ - 1 Ln -1 . , A - - e- x,x. r , i 
i=l 
Since trace(x~xi)=trace(xixD = 1, it follows that 
trace(A +) = ! t e;1trace(XixD 
r i=I 
1 n '°' -1 = - L.., ei 
r i=I 
Therefore the average efficiency factor in (1.1) can be written as 
v-1 
E = r trace(A+) 
(1.4) 
(1.5) 
It is computationally less expensive to invert a matrix than to find the eigenvalues 
and eigenvectors of the matrix. Therefore, rather than calculating A+ using (1.4) 
the following calculation is performed 
A+= (A+ZZ')-1 -ZZ' 
4 
(1.6) 
where Z = (z1, z2, · · ·, Zv-n) is of full column rank such that Az; - 0 
(j = 1, 2, ... , v - n). Since z,1xi = 0, it follows that 
{A + ZZ')xi = Axi + ZZ'Xi - AXi 
Therefore, using {1.3) 
n v-n 
{A+ ZZ') = r L eixix~ + L z;zj 
i=l j=l 
so that {A + ZZ') is non-singular. Hence 
{A+ ZZ')- 1 
which gives {1.6). 
As an example, for a connected resolvable row-column design rank{A) = (v-1), 
where A is given in {1.2). The eigenvector corresponding to the zero eigenvalue is 
lv, therefore 
and 
trace{A +) trace[{A + J)-1] - v 
1.3 (M,S)-Optimality 
In searching for optimal or near optimal r-replicate resolvable row-column designs, 
it remains computationally expensive to maximise the average efficiency factor. The 
search can be simplified by finding the set of designs which minimise the {M,S)-
optimality criterion {Shah, 1960; Eccleston and Hedayat, 1974), which is a two 
stage procedure. Firstly, the M-optimality step finds the subclass of designs that 
maximises Li ei. Then, within this subclass, those designs that minimise Lie~ are 
obtained. This is the S-optimality step. For resolvable designs of a given size, Li ei 
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is fixed, and by minimising Li e~ the variance of the canonical efficiency factors is 
being minimised (John and Williams, 1995, p35). This also equates to minimis-
ing trace(A2/r2), or equivalently minimising trace(A2). Using (1.2), trace(A2 ) for 
resolvable row-column designs is given by 
trace(A2) = trace[ 812 (NkNk) 2 + k\ (N8 N~)2 + ~NkNkNsN~)] + 
r2v - 2r2k - 2r2s - r2 
trace(W2) + r2 (v - 2k - 2s - 1) 
where W = ~NkNk+iNsN~. Hence, for resolvable row-column designs, the (M,S)-
optimality objective function of minimising trace(A2) is equivalent to minimising 
trace(W2). 
The subclass of (M,S)-optimal designs will, in general, still contain a large num-
ber of designs, so it is necessary to apply further optimality criteria to this subclass. 
It has been conjectured that A-optimal designs can be found within the subclass of 
(M,S)-optimal designs; see John and Williams {1982). The average efficiency factor 
could be calculated for the designs within the subclass of (M,S)-optimal designs in 
order to find the best designs. In terms of a search algorithm, the average efficiency 
factor would only be calculated if the (M,S)-optimality objective function value 
decreased or was equal to the best value. 
1.4 a-a-Designs 
Traditionally, resolvable block designs, in which blocks are grouped so that treat-
ments occur exactly once in each group, have been used to control variability in one 
direction. For this purpose Patterson and Williams {1976a) introduced a flexible 
class of resolvable block designs known as a-designs. These designs are based on 
cyclic methods of construction and can be generated quickly. The average efficiency 
factor can be easily computed, and for designs with more than 1000 treatments, it 
is generally at least 99% of a theoretical upper bound for a resolvable design (John, 
Ruggiero and Williams, 2002). 
It was investigated whether resolvable row-column designs could be constructed 
more efficiently using a-designs. An efficient a-design could be used to construct the 
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column component design, and a second a-design used to form the row component 
design. These designs will be called a-a-designs. 
An a-design for the column component is constructed from a k x r a-array 
whose elements are in the set of residues modulo s. A further (s - 1) columns can 
be generated from each column of the a-array by cyclic substitution, that is, adding 
one to the elements in each column and reducing modulo s as necessary. The result-
ing k x rs array is called the intermediate array. The a-design can be obtained by 
adding 1 to each element in row 1 of the intermediate array, ( s + 1) to the elements 
in row 2, (2s + 1) to all elements in row 3, and in general, adding [(i - l)s + 1] 
to each element in the ith row of the intermediate array (i = 1, 2, ... , k). Each set 
of columns generated from the same column in the a-array constitutes a replicate. 
The columns within each replicate of the a-design are the blocks and by changing 
an element in the a-array a different a-design can be generated. 
Example 
Given the a-array in Table 1.2 an a-design for three replicates of 12 treatments 
with blocks of size four can be constructed. The intermediate array, obtained by 
cycling the elements of the a-array, is given in Table 1.2 and the resulting a-design 
is in Table 1.3. 
Table 1.2: a-array and intermediate array for v = 12, k = 4, r = 3 
a-array Interinediate array 
0 2 0 0 1 2 2 0 1 0 1 2 
2 1 0 2 0 1 1 2 0 0 1 2 
1 1 1 1 2 0 1 2 0 1 2 0 
1 2 2 1 2 0 2 0 1 2 0 1 
As a row-column design, the row component design of the a-design in Table 1.3 
is clearly disconnected as the same three treatments occur together in a row within 
each of the three replicates. For instance, treatments 1, 2 and 3 occur in row 1 
of each replicate, and treatments 4, 5 and 6 occur in row 2 of all three replicates. 
In order to improve the row component design, the treatments within each column 
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Table 1.3: a-design 
Replicate 1 2 3 
Block 1 2 3 1 2 3 1 2 3 
1 2 3 3 1 2 1 2 3 
6 4 5 5 6 4 4 5 6 
8 9 7 8 9 7 8 9 7 
11 12 10 12 10 11 12 10 11 
need to be permuted. This is achieved by using an r x s a-array whose elements 
determine the extent of the cyclic rotation of the treatments within each column. 
The (ij)th element of the r x s a-array is applied to column j in replicate i. A 
0 in the a-array results in the column remaining unchanged. A 1 in the a-array 
will cause the treatment in row 2 to move up to row 1, the treatment in row 3 to 
move to row 2, and so on. The treatment in row 1 will be forced down to row k. 
In general, an x in the a-array will result in the treatment in row i moving to row 
(p + 1), where p = (i + k - x - 1) modulo k. The resulting design is an a-a-design, 
which is a subclass of resolvable row-column designs. 
Example { continued) 
The row component of the resolvable row-column design in Table 1.3 can be im-
proved by applying the cyclic permutations given by the a-array in Table 1.4. The 
resulting resolvable row-column design is given in Table 1.5. 
Table 1.4: r x s a-array 
1 0 0 
2 2 3 
0 3 2 
The first row of the a-array in Table 1.4 gives the cyclic permutation to be ap-
plied to the three columns of replicate 1. The entry in column 1 of the first row of 
the a-array is 1, therefore the entries in column 1 of replicate 1 will shift up by one 
place. A O in the a-array means that the order of the treatments in the column are 
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Table 1.5: Resolvable row-column design 
Replicate 1 2 3 
Column 1 2 3 1 2 3 1 2 3 
Row 1 6 2 3 8 9 11 1 10 7 
2 8 4 5 12 10 2 4 2 11 
3 11 9 7 3 1 4 8 5 3 
4 1 12 10 5 6 7 12 9 6 
to remain unchanged, hence columns 2 and 3 of replicate 1 remain the same. The 
second row of the a-array is applied to the three columns of replicate 2, and the 
third row is applied to replicate 3. 
A computer algorithm was developed to construct resolvable row-column designs 
using a two stage method. At the first stage changes are made to the elements of 
the k x r a-array until an efficient column component design is generated. The row 
component design is then improved by perturbing elements in the r x s a-array to 
enable cyclic rotations of the treatments within each column. This approach was 
compared to an algorithm which produces the same column component design at the 
end of the first stage, but during the second stage allows for the random interchange 
of treatments within a column, rather than cyclic rotations within a column. For a 
given parameter set, each algorithm was run numerous times with different random 
number seeds and the best average efficiency factor obtained is given in Table 1.6. 
This approach of applying two a-arrays to form a resolvable row-column design 
can generate designs quickly in two stages. This is due to the number of treatment 
interchanges being made per iteration. However, as the full search space of designs 
is often not explored, near optimal and optimal row-column designs are harder to 
locate. The average efficiency factors of the a-a-designs, Ea-an were much lower 
than those for the designs produced from the algorithm using random treatment 
interchanges. 
Various other forms of randomising the treatments within the blocks of the a-
design were considered. These included using an a2-array (John et al., 2002) to 
improve the row component design of the a-design. a2-arrays were also applied 
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Table 1.6: Ea-a and Brandom for resolvable row-column designs 
V k s r Ea-a Brandom 
18 6 3 3 0.5030 0.5418 
40 8 5 3 0.6527 0.6717 
60 6 10 4 0.7297 0.7357 
120 10 12 4 0.8022 0.8069 
225 15 15 3 0.8339 0.8376 
at the second stage to the blocks of a resolvable block design which was not an 
a-design. Of the approaches considered, none were capable of generating resolvable 
row-column designs with an average efficiency factor sufficiently close to that of the 
method of randomly interchanging treatments to warrant further research. 
1.5 Merging Block Designs 
The average efficiency factor for the resolvable row-column design has a monoton-
ically increasing relationship with the average efficiency factor of the dual design 
(John and Williams, 1995, p41). Given an efficient dual design, the correspond-
ing resolvable row-column design will also be efficient. Investigations were aimed at 
whether it was possible to combine two efficient block designs to produce an efficient 
dual design, and hence, an efficient resolvable row-column design. 
The dual design for a r-replicate resolvable row-column design with v treatments 
consists of v blocks of size r, with each plot containing two factors. The first factor 
has rk levels replicated s times and the second factor has rs levels replicated k times. 
The two block designs to be merged are given by the two factors in the dual 
design. The first block design represents the first factor of the dual design, and 
the second block design represents the second factor. In order to form a valid 
dual design there are several constraints on the structure of each block design. 
For the first block design, the first entry in each block must contain an element 
from the set {1, 2, ... , k }. The second entry in each block must be from the set 
{ k + l, k + 2, ... , 2k}. In general, the ith entry in each block of the first design must 
be from the set {(i - l)k + 1, (i - l)k + 2, ... , ik} (i = 1, 2, ... , r). Similarly, the 
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jth entry in each block of the second block design must contain an element from 
the set {(j - l)s + 1, (j - l)s + 2, ... ,js} (j = 1, 2, ... ,r). A further constraint is 
that every element in the r sets for the first block design must occur s times in the 
design, and each element in the r sets for the second block design must occur k times. 
Example 
The dual design of a three-replicate resolvable row-column design with 12 treat-
ments set out in 3 rows and 4 columns can be formed by merging two block de-
signs. Two possible block designs are given in Tables 1. 7 and 1.8. The first block 
design is constructed using the elements from the sets {1, 2, 3, 4}, {5, 6, 7, 8} and 
{9, 10, 11, 12}. Each block must contain one element from each of the three sets 
and the 12 elements must be replicated three times in the block design. The second 
block design contains elements from the sets {1, 2, 3}, { 4, 5, 6} and {7, 8, 9}. These 
9 elements must be replicated four times and each block must contain one element 
from each of the three sets. 
Table 1. 7: The first block design 
Block 1 2 3 4 5 6 7 8 9 10 11 12 
1 1 1 2 2 2 3 3 3 4 4 4 
6 7 8 5 7 8 5 5 8 6 6 7 
11 11 12 11 10 12 9 10 9 10 12 9 
Table 1.8: The second block design 
Block 1 2 3 4 5 6 7 8 9 10 11 12 
1 1 1 1 2 2 2 2 3 3 3 3 
4 5 5 6 4 5 6 6 4 4 5 6 
7 7 9 9 7 8 7 8 8 9 8 9 
Initial investigations into the merging of two block designs showed several prob-
lems. In combining two block designs there must be exactly one occurrence of each 
combination of the levels of the two factors in the merged design. This is because 
each factor combination refers to a position in the row-column design. The first 
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factor refers to the row position and the second factor refers to the column position. 
The rows in the first replicate of the row-column design are given by factor 1 levels 
1, 2, ... , k, those in the second replicate are represented by k+l, k+2, ... , 2k, and in 
general, the rows of the ith replicate are represented by (i-l)k+ 1, (i-l)k+2, ... , ik 
(i = 1, 2, ... , r). Similarly, the columns in the jth replicate of the row-column de-
sign are given by factor 2 levels (j - l)s + 1, (j - l)s + 2, ... ,js (j = 1, 2, ... , r). 
Every position in the row-column design must be represented exactly once in the 
merged design, that is, the dual design. For example, the s replications of the ele-
ments from the set {1, 2, ... , k} must occur exactly once with each element in the set 
{1, 2, ... , s}. Therefore, the first element in each block of the dual design must be 
a unique member of the set {11, 12, ... , ls, 21, 22, ... , kl, k2, ... , ks}. This severely 
restricts the number of mergers possible with any two block designs. Given two 
efficient block designs, it was often not possible to merge the two designs to form a 
legitimate dual design. 
Example ( continued) 
Given the block designs in Tables 1.7 and 1.8 it was possible to merge these designs 
to form a valid dual design. The resulting two factor block design is given in Table 
1.9 and this is in fact the dual design for the resolvable row-column design in Table 
1.5. 
Table 1.9: Merged block design using Table 1.7 and Table 1.8 
Block 1 2 3 4 5 6 7 8 9 10 11 12 
-------------------------
41 12 13 22 23 11 33 21 32 43 31 42 
75 66 74 76 84 85 86 54 55 65 56 64 
97 108 119 107 118 129 99 117 128 98 109 127 
The average efficiency factor Emerge using this method of generating resolvable 
row-column designs is given in Table 1.10 for a few examples. Emerge is compared 
to the average efficiency factor Erandom obtained from an algorithm which allows 
random permutations of treatments within the blocks of an a-design. In the few 
instances where it was possible to form a legitimate dual design, it can be seen from 
Table 1.10 that the resulting resolvable row-column designs were not efficient. The 
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merging of two efficient block designs to form an efficient resolvable row-column is 
not a suitable method of construction. 
Table 1.10: Emerge and Erandom for resolvable row-column designs 
V k s r Emerge Brandom 
12 3 4 3 0.4868 0.5012 
15 3 5 3 0.5188 0.5218 
20 5 4 3 0.5395 0.5977 
1.6 Thesis Outline 
Early investigations into the construction of resolvable row-column designs showed 
that relationships based on the contraction had the most potential. This method 
is an extension of the work by Bailey and Patterson (1991) and Jarrett, Piper and 
Wild (1997) and is the main focus for the remainder of this thesis. 
In Chapter 2 the concept of the contraction is outlined and the theory of Bailey 
and Patterson (1991) and Jarrett et al. (1997) for two-replicate resolvable row-
column designs is redeveloped. The structural properties of the contraction are 
investigated, including the row and column incidence matrices. It is shown that 
the information matrix for the dual design can be expressed in terms of the row 
and column incidence matrices for the contraction. This theory is then extended to 
r-replicate resolvable row-column designs in Chapter 3, where the eigenvalues for 
the dual design are identified and a relationship is established with the non-zero 
eigenvalues of the information matrix A. This relationship then leads to developing 
a connection between the average efficiency factors of the dual design and the row-
column design for r > 2. 
In the search for optimal or near optimal resolvable row-column designs, using 
the average efficiency factor as the optimality criteria can be computationally ex-
pensive. An alternative, using the (M,S)-optimality criterion, is developed from 
properties of the contraction and is discussed in Chapter 3. By exploiting these 
properties it is possible to reduce the computational effort required to generate 
resolvable row-column designs. Hence, optimal or near optimal designs can be 
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generated quickly and an algorithm for doing so is outlined in Chapter 4. This 
algorithm is compared with the design generation package CycDesigN version 2.0. 
The computational effort required when constructing resolvable row-column de-
signs can be reduced even further by estimating the average efficiency factor, rather 
than calculating the exact value. This approach is discussed in Chapter 5. The 
efficiency factors for the pairwise differences are also considered in Chapter 5. The 
distribution of the pairwise efficiency factors provide further information to the use-
fulness of a design and can aid in the design selection process. 
When considering the average efficiency factor it is helpful to have an upper 
bound in order to assess the possibility for further improvement. An upper bound 
based on the third moment bound for block designs of Jarrett (1983), the corrected 
second moment bound for block designs from Jarrett (1989) and the corrected third 
moment bound for block designs from Williams and Patterson (1977) is developed 






2 .1 Introduction 
A resolvable row-column design has v = ks treatments set out in r replicates each 
consisting of k rows and s columns. For the design to be resolvable every treat-
ment must occur exactly once in each replicate. Bailey and Patterson (1991) show 
that two-replicate resolvable row-column designs are combinatorially equivalent to 
a single replicate row-column design for two factors. This single replicate design is 
called the contraction. The number of levels for the two factors in the contraction 
are k and s respectively. 
Example 
As an example consider the row-column design given in Table 2.1 where v = 12, 
k = 3, s = 4 and r = 2. The contrac_tion will be a single replicate row-column 
design with 3 rows and 4 columns, with the first factor having k = 3 levels and 
the second factor having s = 4 levels. Following the method of John and Williams 
(1995, p123) the contraction can be formed and is given in Table 2.2. The entry in 
the row-column design in row 1 column 2 of replicate 2 is treatment 6. In replicate 
1 treatment 6 is found in row 3 column 3, therefore the entry in row 1 column 2 of 
the contraction will be 33. Similarly, treatment 7 in replicate 2 is in row 3 column 
1, and in replicate 1 it is in row 3 column 4. Therefore the entry in the contraction 
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Table 2.1: Resolvable row-column design for v = 12 k = 3 s = 4 r = 2 
' ' ' 
Replicate 1 2 
Column 1 2 3 4 1 2 3 4 
Row 1 10 12 5 4 12 6 11 4 
2 1 9 3 8 1 8 5 2 
3 11 2 6 7 7 10 9 3 
Table 2.2: The contraction of the design in Table 2.1 
Column 
Row 
in row 3 column 1, will be 34. 
1 
1 2 3 4 
12 33 31 14 
2 21 24 13 32 
3 34 11 22 23 
It can be seen from the contraction that the first factor is orthogonal to columns, 
in that each of the k = 3 levels of the factor occur once in each column. Similarly, 
the second factor is orthogonal to rows. In such a case, the two-replicate resolvable 
row-column design will be adjusted orthogonal (John and Eccleston, 1986). The 
property of adjusted orthogonality will be discussed in detail in section 2.4. 
Jarrett, Piper and Wild (1997) refer to the contraction as the reduced design. 
They relate the eigenvalues of the contraction to the eigenvalues of the two-replicate 
resolvable row-column design, and hence imply a direct relationship between the 
average efficiency factor of the row-column design and that of the contraction. 
Jarrett et al. (1997) also consider the dual design of the two-replicate resolvable 
row-column design. The dual design is a factorial design with v blocks of sizer= 2, 
with the rows of the row-column design defining factor 1 with rk levels and the 
columns defining factor 2 with rs levels; see Section 1.5. Jarrett et al. (1997) state 
that the non-unit canonical efficiency factors of the dual design, for a main effects 
model, are the same as those of the two-replicate row-column design. This will be 
investigated further in section 2.2. 
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One of the advantages of using the contraction and dual design is that it re-
duces the dimensionality of the problem of constructing two-replicate resolvable 
row-column designs. The canonical efficiency factors of the row-column design are 
obtained from a symmetric matrix of order v = ks, while those for the contraction 
and dual design are obtained from matrices of order (k+s) and 2(k+s) respectively. 
For large designs this saving can be considerable, for example with v = 300, k = 10 
and s = 30, the matrices are of order 300, 40 and 80 respectively. 
2. 2 Canonical Efficiency Factors 
In order to derive the coefficient matrix of the normal equations for the dual design, 
we define the main effects model as 
Yiim = µ + ai + 'Yi + /3m + Eiim 
where Yiim is the response within block m for factor 1 at level i and factor 2 at level 
j, µ is the general mean effect, ai is the effect of factor 1 at the ith level, 'Yi is the 
effect of factor 2 at the jth level, /3m is the effect of the mth block, and Eiim are 
uncorrelated random variables with mean O and variance a2 • This model can be 
rewritten in matrix notation as 
where W 1 and W 2 are the design matrices for factor 1 and 2 respectively, and Z is 
the design matrix for the blocks. 
The normal equations are 
nµ + sl'& + kl'i' + rl'~ 
slµ + s& + (12 ® Jks)i' + N~~ 
klµ+ (12 ® Jsk)& + ki' + N:~ 










where G is the overall total, T 1 and T2 are vectors of the treatment totals, B is a 
vector of the block totals, ® denotes the Kronecker product, and n = rsk. 
The reduced normal equations involving only the treatment parameters a and 
'Y are obtained by eliminating p, and the block effects ~ from the full set of normal 
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equations. Premultiplying (2.3) by N~/2 and N~/2, and subtracting from (2.1) and 
(2.2) respectively, gives 
Ad ( ~ ) = ( T 1 - ! N:B ) 
"Y T2 - 2NBB 
where the matrix of coefficients for the reduced normal equations is given by 
Ad = ( sl - !N~Nk (I2 ® Jks) - !NkNs ) 
(I2@ Jsk) - !N~Nk kl - !N~Ns 
In the dual design, the first factor is replicated s times and the second factor k 
times. Following Ceranka and Mejza (1979) the canonical efficiency factors of the 
dual design can be obtained from the symmetric matrix Ad = Q-1/ 2 AdQ-1/ 2 , where 





I2k - ~NkNk 
Ad= 
pq(I2 ® Jsk) - ~N~Nk 
(2.5) 
where p2 = 1/s and q2 = l/k. 
To establish the relationship between the canonical efficiency factors of Ad for 
the dual design and the two-replicate resolvable row-column design given by A/2, 
let 
Hence 
so that from (2.5) 
A, = ( pq(I2I: J,•) 
= V - ! Y'Y , say. 
Note from (1.2) 




By obtaining the non-zero eigenvalues of Y'Y we can establish the relationship 
between the eigenvalues of A/2 and Ad as Y'Y and YY' have the same non-zero 
eigenvalues. 
For two-replicate row-column designs Nk and N 8 can be expressed as 
where Nk1 and Ns1 are the row and column incidence matrices respectively for the 
first replicate, and N k2 and N s2 are the row and column incidence matrices for the 
second replicate. 
The elements of the submatrices in Y'Y can be expressed in terms of the two-
replicate resolvable row-column design and also in terms of the contraction. NkNk 
is a symmetric matrix which can be expressed as 
The (ij)th element in Nk1Nk1 is the number of treatments common to the ith 
and jth row of replicate 1, and will be s if i = j and O otherwise. Similarly for 
Nk2N k2 where the entries correspond to the number of treatments common in the 
ith and jth row of replicate 2. Nk1Nk2 is a k x k matrix. With respect to the 
two-replicate resolvable row-column design, the ( ij)th element of this matrix is the 
number of treatments common to the ith row of replicate 1 and the jth row of 
replicate 2. In terms of the contraction, this element is the number of times level i 
of factor 1 occurs in the jth row of the contraction. This is equivalent to the (ij)th 
element of the row incidence matrix for factor 1 in the contraction, R1, say. Hence 
Similarly in terms of columns it can be shown that 
( 
kl C2) 
C' kl 2 
where C 2 is the column incidence matrix for factor 2 in the contraction. 
Finally, NkN s is a 2k x 2s matrix which can be expressed as 
NkNs = ( Nk1Ns1 Nk1Ns2 ) ( Jks C1 ) 
Nk2Ns1 Nk2Ns2 ~ Jks 
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To show this, the (ij)th element of Nk1N 81 is the number of treatments common 
in row i and column j of replicate 1. Similarly, the (ij)th element of Nk2Ns2 is the 
number of treatments common in row i and column j of replicate 2. As these row-
column designs are resolvable there will only ever be one treatment common, hence 
each element in these matrices will be equal to 1. Nk1N 82 is a matrix representing 
the number of treatments common to the rows of replicate 1 and the columns of 
replicate 2, and will be equal to the number of times levels of factor 1 occur in 
columns of the contraction. Hence, Nk1N 82 = C1, say. Similarly, the (ij)th element 
of Nk2N 81 represents the number of times level j of factor 2 occurs in the ith row 
of the contraction. Thus Nk2Ns1 = R~, say. 
Therefore in terms of the row and column incidence matrices for the contraction, 
Y'Y can be written as 
lk p2R1 pqJks pqC1 
p2R~ lk pqm pqJks 
Y'Y --- --- --- ---
pqJsk pqR2 Is q2C2 
pqC~ pqJsk q2C~ Is 
Note that 
C11 = sl, C~l = kl, C2l = C~l = kl (2.8) 
(2.9) 
Example ( continued) 
Returning to the two-replicate resolvable row-column design in Table 2.1, the inci-
dence matrices Nk and Ns for the rows and columns respectively are 
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0 1 0 0 1 0 1 0 0 0 1 0 0 0 
0 0 1 0 1 0 0 1 0 0 0 0 0 1 
0 1 0 0 0 1 0 0 1 0 0 0 0 1 
1 0 0 1 0 0 0 0 0 1 0 0 0 1 
1 0 0 0 1 0 0 0 1 0 0 0 1 0 
0 0 1 1 0 0 0 0 1 0 0 1 0 0 
Nk Ns 
0 0 1 0 0 1 0 0 0 1 1 0 0 0 
0 1 0 0 1 0 0 0 0 1 0 1 0 0 
0 1 0 0 0 1 0 1 0 0 0 0 1 0 
1 0 0 0 0 1 1 0 0 0 0 1 0 0 
0 0 1 1 0 0 1 0 0 0 0 0 1 0 
1 0 0 1 0 0 0 1 0 0 1 0 0 0 
which lead to the row and column incidence matrices for the two factors being 
1 1 1 
2 1 1 
1 1 1 
R1 0 2 2 R2 
1 1 1 
2 1 1 
1 1 1 
1 1 1 0 
1 1 1 1 
1 0 1 1 
C1 1 1 1 1 C2 
0 1 1 1 
1 1 1 1 
1 1 0 1 
By permuting the columns of Y such that it is now expressed in terms of repli-
cates rather than rows and columns, it becomes 
Hence 




Under the same permutation V from (2.6) can be expressed as 
Now define x1 = (qlk pl~)' and x2 = (qlk - pl~)' so then Hx1 = H'x1 = 
Lx1 = 2x1 and Hx2 = H'x2 = Lx2 = 0. Using (2.8) and (2.9) it can be verified 
that 
Zo1 = ( XX11 ) Zo, = ( :, ) Zo, = ( ~ ) 
are eigenvectors of Y'Y with eigenvalues 4, 0, 0 and O respectively. Since x~ x2 = 0, 
these four eigenvectors are mutually orthogonal. 
Let z = (z~ z;)' where z1 and z2 are vectors of length (k + s). If z is another 
eigenvector of Y'Y then it must be orthogonal to z01 , z02 , z03 and z04. Hence, 
z~x1 = 0 and z~x2 = 0 (i = 1, 2), which implies that 
(2.12) 
It also follows that z01 , z02 , z03 and z04 are eigenvectors of V with eigenvalues 
2, 0, O and 2 respectively. Using (2.12) it can be shown that Vz = z, so that the 
remaining 2(k + s - 2) eigenvalues of V are equal to 1. 
If ( 2 .10) is expressed as 
Y'Y = ( ~ : ) + ( ;, : ) 
- v+w' say, 
then 
Y'Yz Vz+Wz 





for some constant w. Premultiplying (2.14) by H' and using (2.15) gives 
(2.16) 
The eigenvalue of H'H corresponding to z2 is w2, which gives ±was two eigenvalues 
of W. Similarly it can be shown that the eigenvalue of HH' corresponding to z1 is 
also w2 • It is known that two eigenvalues of H'H are O and 4, since H'Hx2 = 0 and 
H'Hx1 = 4x1. Let the (k + s - 2) eigenvalues of H'H that satisfy (2.12) and (2.16) 
be denoted by w?, w~, ... , wl+s-2• 
Then using (2.13), the remaining eigenvalues of Y'Y, which will be referred 
to as non-trivial eigenvalues, are 1 ± wi (i = 1, 2, ... , k + s - 2). Using (2.12) it 
can be shown that the eigenvector z01 of Y'Y with eigenvalue 4 corresponds to an 
eigenvalue of O for Ad. Given the eigenvectors and eigenvalues of V and Y'Y, from 
(2.6) the eigenvalues of Ad for the dual design are therefore 
(2.17) 
The canonical efficiency factors of the two-replicate resolvable row-column de-
sign are the non-zero eigenvalues of A/2 and can now be obtained. Let b = 2(k+s) 
and assume that the row-column design is connected so that rank(A) = (v-1) and 
Al= 0, where A/2 is given by (2.7). Since Al= 0, z01 which corresponds to the 
eigenvalue 4 of Y'Y will correspond to the zero eigenvalue of A/2. Recall that the 
non-zero eigenvalues of YY' are the same as those for Y'Y. 
Two cases need to be considered. Firstly, consider designs where v ~ b. For 
such designs the eigenvalues of YY' are 4, 1 ± wi (i = 1, 2, ... , k + s - 2) and O with 
multiplicity (3 + v - b). Therefore, using (2.7) the canonical efficiency factors of the 
two-replicate resolvable row-column design are 
(2.18) 
and 1 with multiplicity (3 + v - b). 
Now consider the case where v < b. The non-zero eigenvalues of YY' are still 4 
and l±wi (i = 1, 2, ... , k+s-2), but the O eigenvalue will now have multiplicity less 
than 3. The multiplicity of the O eigenvalue is given by [3 - (b - v)] = (3 + v - b). 
Hence the canonical efficiency factors of the two-replicate resolvable row-column 
design are unchanged from (2.18). 
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Connected two-replicate resolvable row-column designs can only be found for 
designs where 3 + v - b ~ 0. This constraint can be rewritten as (k - 2)(s - 2) ~ 1, 
suggesting the design parameters k and s both need to be greater than 2. 
Example (continued} 
For the two-replicate resolvable row-column design in Table 2.1, the non-zero eigen-
values of H'H, Y'Y, Ad and A/2 are given in Table 2.3. 
Table 2.3: Derivation of the canonical efficiency factors of the design in Table 2.1 
H'H Y'Y Ad A/2 
w~ 
i 1 ±wi !(1 ± Wi) !(1 ± Wi) 
0 1 1 1 2 2 
1 1 1 2 2 
1 2 1 1 
9 3 3 3 
4 2 2 
3 3 3 
1 2 1 1 
9 3 3 3 
4 2 2 
3 3 3 
1 2 1 1 
9 3 3 3 
4 2 2 
3 3 3 
1 1 1 1 
4 2 4 4 
3 3 3 
2 4 4 
4 4 2 1 
2.3 Average Efficiency Factors 
In the previous section it was established that a relationship exists between the 
non-zero, non-unit canonical efficiency factors of the two-replicate resolvable row-
column design and the non-zero, non-trivial eigenvalues of the dual design. The 
average efficiency factor of the row-column design can now be expressed in terms of 
the average efficiency factor of the dual design. 
The average efficiency factor E for the two-replicate resolvable row-column de-




3 + V - b + "~+s-2[1(1 ± w·)J-1 L..,i=l 2 i 
v-l 
(2.19) 
3 + V - b + 4 E:;f-2(1 - wt)-1 
The average efficiency factor Ed for the dual design is defined as the harmonic 
mean of the 2(k + s - 2) non-zero, non-trivial eigenvalues given in (2.17). The 
eigenvalue equal to 2 is excluded from the calculations of Ed as the corresponding 
eigenvector zo4 is not a member of the treatment contrast space; see Appendix A. 
This gives 
2(k + s) - 4 
E:It-2[!(1 ± wi)]-1 
2(k + s) - 4 
4 E:It-2 (1 - wl)-1 (2.20) 
Using (2.19) and (2.20) the average efficiency factor of the two-replicate resolv-
able row-column design can be expressed as a function of Ed, namely 
E = v-l 
2(k + s - 2)Ei1 + (v - 1) - 2(k + s - 2) 
(2.21) 
Recall from Section 2.2 that wt (i = 1, 2, ... , k + s - 2) are the non-zero, non-
trivial eigenvalues of H'H which is a (k + s) square matrix. Thus the quantities 
(1 - wt) in (2.20) are the non-zero eigenvalues of I - H'H. These quantities also 
correspond to the non-zero canonical efficiency factors of the symmetric matrix 
Ac= Q- 1/ 2 A~Q- 112, where A~ is the information matrix for the contraction based 
on the main effects model and Q is given by (2.4). Ac can be expressed as 
( 
2J 




and is equivalent to the matrix F as given by Jarrett et al. (1997). 
These relationships show that E can be calculated directly from the non-zero 
eigenvalues of H'H. Therefore, in order to calculate E for two-replicate resolvable 
row-column designs it is not necessary to invert av xv matrix but a (k + s) square 
matrix. For large v this will result in considerable reductions in computational effort. 
Example ( continued} 
From Table 2.3 the values of (1 - wt) are 1, 8/9, 8/9, 8/9 and 3/4 such that, using 
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(2.20), the average efficiency factor of the dual design Ed is 0.437956. Substitut-
ing this value into (2.21) gives the average efficiency factor E of the two-replicate 
resolvable row-column design as 0.461538. 
2.4 Adjusted Orthogonality 
The property of adjusted orthogonality for row-column designs was introduced by 
Eccleston and Russell (1975). This concept ensures that no treatment is confounded 
with both rows and columns. Expressed mathematically, a two-replicate resolvable 
row-column design is adjusted orthogonal if 
It will now be shown that for the adjusted orthogonal case the eigenvalues of Y'Y 
comprise the eigenvalues of the row contraction and those of the column contraction. 
With the property of adjusted orthogonality, (2.11) becomes 
so that 
H'H = 







Given a block diagonal matrix B with square diagonal blocks B 1 and B2 , it is 
known that the eigenvalues of B are given by the eigenvalues of the matrices B 1 and 
B2 (Harville, 1997, p523). Using this fact and (2.12), it can be seen that the eigen-
values of H'H form two groups, corresponding to the matrices p4R~ R 1 and q4c;c2 . 
The non-zero eigenvalues of p4R~ R 1 will be denoted by ~l 
(i = 1, 2, ... 'k - l) and those of q4C;c2 will be denoted by c5f (i = 1, 2, ... 's - 1). 
These relate to the canonical efficiency factors of the row and column contractions 
respectively. The first factor which is orthogonal to columns is replicated s times, 
and the second factor which is orthogonal to rows is replicated k times. As R~ R 1 and 
R 1R~ have the same non-zero eigenvalues, it follows that the canonical efficiency 
factors of the row contraction based on the information matrix A/ s = I - p4R 1R~ 
will be 
1 - ~r, 1 - ~?, ... , 1 - ~i-1 
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Therefore, the average efficiency factor Ek for the row contraction is the harmonic 
mean of the ( k - l) canonical efficiency factors 
k-l 
Ek = ---=~----Etl (l - ~l)-1 (2.22) 
Similarly, for the column contraction the canonical efficiency factors are 
Hence the average efficiency factor Es for the column contraction is the harmonic 
mean of the ( s - 1) canonical efficiency factors 
E _ s-l 
s - Ef:t{1 - ~"l)-1 (2.23) 
Therefore with the condition of adjusted orthogonality and using (2.20), it can be 
seen that 
(b - 4)Ei1 = 4(s - l)E;1 + 4(k - l)E;1 
In terms of the row and column contractions, the average efficiency factor of an 
adjusted orthogonal two-replicate resolvable row-column design simplifies to 
v-l 
E = v - l - 2{k - 1) - 2(s - 1) + 4(k - l)E;1 + 4(s - l)E_;-1 (2-24) 
as given by John and Williams {1995, p124). 
Example ( continued) 
As shown earlier for the two-replicate resolvable row-column design in Table 2.1, 
C1 = J and R2 = J so that the design is adjusted orthogonal. The canonical 
efficiency factors of the row contraction are 1 and 3/4. Substituting these into 
(2.22) gives the average efficiency factor for the row contraction as 6/7. For the 
column contraction the canonical efficiency factors are 8/9, 8/9 and 8/9, which, 
using (2.23), gives an average efficiency factor of 8/9. Substituting these values into 






In agricultural and forestry field trials it is common for each variety to be replicated 
more than twice. In this chapter the theory presented in Chapter 2 will be extended 
to cover resolvable row-column designs with more than two replicates. The structure 
and method of constructing the contraction for such designs is discussed in Section 
3.2. 
Of primary importance in this chapter is to understand the properties of the 
contraction in order to construct optimal or near optimal resolvable row-column 
designs. The model of interest is, however, the main effects model of the dual 
design. The structure of the dual design is discussed in Section 3.3. 
In the previous chapter it was shown that the non-zero eigenvalues of Ad for a 
two-replicate resolvable row-column design can be expressed as a function of the 
non-zero eigenvalues of H'H. In Section 3.4 the structure of Ad is obtained and the 
corresponding canonical efficiency factors are determined in Section 3.5. The average 
efficiency factor of the resolvable row-column design is calculated as a function of 
the non-zero eigenvalues of Ad. In Section 3.6 expressions for the average efficiency 
factors of the resolvable row-column design and the dual design are obtained. It 
is also shown that the average efficiency factor of the resolvable row-column design 
can be expressed in terms of the average efficiency factor of the dual design. 
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An alternative approach to finding a subclass of designs which are optimal or 
near optimal is to consider the (M,S)-optimality criterion. This approach is com-
putationally more economical in a search algorithm than calculating the average 
efficiency factor for resolvable row-column designs with more than two replicates. 
A suitable (M,S)-optimality criterion is developed in Section 3.7. 
Often it is important to find a resolvable row-column design which not only has 
a good row-column design, but also good row and/or column component designs. 
Average efficiency factors for the row and column component designs are discussed 
in Section 3.8. 
3.2 Contraction 
The structure of the contraction for a r-replicate resolvable row-column design is 
a direct extension of the two-replicate case. In Chapter 2 it was shown that the 
contraction of a two-replicate resolvable row-column design contains a single array 
representing the relationship between the two replicates of the row-column design. 
For three-replicate resolvable row-column designs the contraction will contain two 
arrays. These represent the relationships between one of the replicates and the 
remaining two replicates. Without loss of generality, the contraction will be con-
sidered with respect to the first replicate of the row-column design. The first array 
in the contraction gives the relationship between replicate 1 and replicate 2 of the 
row-column design, and the second array represents the relationship between repli-
cates 1 and 3. In general, a r-replicate resolvable row-column design will have a 
corresponding contraction containing (r - 1) arrays. 
Each array in the contraction has k rows and s columns and is a replicate in a 
row-column design with two factors. The first factor relates to the rows, and the 
second factor to the columns of the resolvable row-column design. Therefore, the 
first factor has k levels and the second factor s levels. 
The elements of each array are determined by the positioning of treatments 
within a replicate of the row-column design relative to the first replicate. For ex-
ample, consider replicates 1 and m in a r-replicate resolvable row-column design 
(m = 2, ... , r). Suppose that treatment t occurs in row r1 column c1 of replicate 
1, and in row r2 column c2 of replicate m. The entry in row r2 column c2 of the 
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( m - 1 )th array will be the two-tuple r 1 c1. 
Example 
The three-replicate resolvable row-column design in Table 3.1 was generated using 
CycDesigN version 2.0. The contraction of this row-column design is shown in Table 
3.2. 
Table 3.1: Resolvable row-column design for v = 12, k = 3, s = 4, r = 3 
Replicate 1 2 3 
Column 1 2 3 4 1 2 3 4 1 2 3 4 
Row 1 11 12 9 10 7 9 10 6 5 2 7 12 
2 5 6 4 1 12 8 5 11 9 6 3 8 
3 2 3 7 8 1 2 3 4 1 10 11 4 
Table 3.2:. The contraction of the design in Table 3.1 
Array 1 2 
Column 1 2 3 4 1 2 3 4 
Row 1 33 13 14 22 21 31 33 12 
2 12 34 21 11 13 22 32 34 
3 24 31 32 23 24 14 11 23 
Consider treatment 7 in replicate 1 of the row-column design in Table 3.1. It 
occurs in row 3 column 3. Hence, 33 is the entry in arrays 1 and 2 of Table 3.2 
corresponding to the location of treatment 7 in replicates 2 and 3 respectively. 
As another example, treatment 5 is in row 2 column 1 of replicate 1. Therefore 
21 is the entry in row 2 column 3 of array 1 and in row 1 column 1 of array 2. 
Associated with each array in the contraction is a row incidence matrix and a 
column incidence matrix for each factor. These incidence matrices will play an im-
portant role in the construction of resolvable row-column designs. Let R 1j represent 
the row incidence matrix for factor 1 in array j, and R2j the row incidence matrix 
for factor 2 in array j (j = 1, 2, ... , r - 1). Similarly, let Cii represent the column 
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incidence matrix for factor i in array j (i = 1, 2 and j = 1, 2, ... , r-1). The (wx)th 
element of R1j is the number of times level w of factor 1 occurs in the xth row 
of array j. Similarly, the ( wx )th element of R 2j is the number of times level w 
of factor 2 occurs in the xth row of array j. The column incidence matrices can 
be constructed in a similar way. The ( wx )th element of Cij is the number of times 
level w of factor i occurs in the xth column of array j (i = 1, 2 and j = 1, 2, ... , r-1). 
Example (continued) 
From the contraction in Table 3.2 the row and column incidence matrices are 
Rn 
2 2 0 
1 1 2 
1 1 2 
0 2 1 
1 1 1 
2 0 1 
1 1 1 
1 1 1 1 
1 0 1 2 
1 2 1 0 
0 1 1 1 
1 0 1 1 
1 1 0 1 
1 1 1 0 
1 1 2 
1 1 2 
2 2 0 
2 0 1 
1 2 0 
1 1 1 
0 1 2 
1 1 1 1 
2 1 0 1 
0 1 2 1 
1 1 1 0 
0 1 1 1 
1 0 1 1 
1 1 0 1 
Each pair of arrays in the contraction yields a secondary array which is con-
structed in the same way as a contraction array. For a three-replicate resolvable 
row-column design, one secondary array is constructed from arrays 1 and 2 of the 
contraction. This third array is equivalent to an array produced by considering the 
relationship of replicate 2 in the row-column design with respect to replicate 3. In 
general, for a r-replicate resolvable row-column design, (r - l)(r - 2)/2 secondary 
arrays can be constructed from pairs of the (r - 1) arrays in the contraction. This 
results in a total of h = r(r - 1)/2 arrays. 
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Row and column incidence matrices can be also constructed for each secondary 
array. For a r-replicate resolvable row-column design, the row and column sums of 
all the incidence matrices satisfy the following conditions 
(3.1) 
(3.2) 
for j = 1,2, ... ,h. 
Example (continued} 
The array in Table 3.3 has been constructed from the arrays of the contraction in 
Table 3.2. For instance, the two-tuple 33 occurs in row 1 column 1 of array 1, so 
that 11 will occur in the secondary array according to the position of 33 in array 2, 
that is, row 1 column 3. 
Table 3.3: Secondary array of the design in Table 3.1 
Column 
Row 
1 2 3 4 
1 23 32 11 21 
2 12 14 33 22 
3 31 13 24 34 
The row and column incidence matrices for this secondary array are 
2 0 1 
1 2 1 
1 2 0 
R13 2 1 1 R23 
1 1 1 
1 1 2 
0 1 2 
1 0 1 1 
1 2 1 0 
1 1 0 1 
C13 1 0 1 2 C23 -
1 1 1 0 
1 1 1 1 
0 1 1 1 
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3.3 Dual Design 
Although this chapter is concerned with the properties of the contraction, the model 
of interest is the main effects model of the dual design. The dual design is formed by 
interchanging the block and treatments labels. The relationship between r-replicate 
resolvable row-column designs and their dual designs is a natural extension of the 
two-replicate case. The dual design consists of v blocks of size r, with each plot 
containing two factors. The rows of the row-column design define one factor with rk 
levels and the columns define the second factor with rs levels. The rows in the first 
replicate of the row-column design are labelled 1, 2, ... , k, those in the second repli-
cate are labelled k + l, k + 2, ... , 2k, and in general, the rows of the ith replicate are 
labelled (i-l)k+l, (i-l)k+2, ... , ik. Similarly, the columns in the first replicate are 
labelled 1, 2, ... , s, in the second replicate the columns are labelled s+l, s+2, ... , 2s, 
and in the ith replicate they are labelled (i - l)s + 1, (i - l)s + 2, ... , is. 
Example (continued) 
The dual design for the resolvable row-column design in Table 3.1 is given in Table 
3.4. For instance, as treatment 1 is in row 2 column 4 of replicate 1, in row k + 3 = 6 
and columns+ l = 5 of replicate 2, and in row 2k + 3 = 9 and column 2s + 1 = 9 
of replicate 3, the entries in block 1 of the dual design will be 24, 65 and 99. 
Table 3.4: The dual of the design in Table 3.1 






5 6 7 8 9 10 11 
21 22 33 34 13 14 11 




99 710 811 912 79 810 711 812 89 910 911 712 - - - -
3.4 Information Matrix of the Dual Design 
In the previous chapter for two-replicate resolvable row-column designs, Ad was 
expressed first in terms of the row and column incidence matrices and then in terms 
of Y'Y. From the main effects model for the dual design, the structure of Ad for 
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r-replicate resolvable row-column designs will be determined in this section. 
The main effects model for the dual design of a r-replicate resolvable row-column 
design is 
Yiim = µ + ai + 'Yi + f3m + fiim 
where Yiim is the response within block m for factor 1 at level i and factor 2 at level 
j, µ is the general mean effect, ai is the effect of factor 1 at the ith level, 'Yi is the 
effect of factor 2 at the jth level, f3m is the effect of the mth block, and fiim are 
uncorrelated random variables with mean O and variance a 2 • 
The normal equations are 
nµ + sl'& + kl'i + rl'/3 G 
slµ + s& +(Ir® Jks)i' + N~/3 - T1 
klµ+ (Ir® Jsk)& + ki' + N:/3 - T2 
rlµ + Nk& + Nsi' + r/3 - B 
where n, G, T 1, T 2 and Bare as defined in Section 2.2. Nk and N 8 are the row and 
column incidence matrices respectively of the resolvable row-column design. For a 
r-replicate resolvable row-column design they can be written as 
where Nki and Nsi are the row and column incidence matrices respectively of the 
ith replicate (i = 1,2, ... ,r). 
The reduced normal equations after the removal ofµ and the block effects /3 are 
where Ad is 
( 
sl - ;NkNk (Ir® Jks) - ;NkNs ) 
(Ir® Jsk) - ;N~Nk kl - ;N~Ns 
As in Chapter 2, following Ceranka and Mejza (1979), the canonical efficiency fac-
tors of the dual design are a subset of the non-zero eigenvalues of Ad= Q-1/ 2 AdQ-1/ 2 
where Q is now 
Q ( 





= V- lY'Y say r , , (3.4) 
where p2 = 1/s, q2 = 1/k and Y = (pNk qN8 ). 
The submatrices of the Y'Y matrix can be expressed in terms of the row and 
column incidence matrices of the contraction and the secondary arrays. Now 
slk if i = m 
R1(m-l) if i = 1, m > 1 
R 1i if 1 < i < m, where j = m - r - i(i + 1 - 2r)/2 
where R 1j is the row incidence matrix for factor 1 in array j (j = 1, 2, ... , h and 
h = r(r - 1)/2). Similarly in terms of columns 
kls if i = m 
C2(m-l) if i = 1, m > 1 
C 2i if 1 < i < m, where j = m - r - i(i + 1 - 2r)/2 
and 
Jks if i = m 
C1(m-l) if i = 1, m > 1 
if m = 1, i > 1 
if 1 < i < m, where j = m - r - i(i + 1 - 2r)/2 
R;i if 1 < m < i, where j = i - r - m(m + 1 - 2r)/2 
where Cij is the column incidence matrix for factor i in array j and R2j is the row 
incidence matrix for factor 2 in array j (j = 1, 2, ... h). 
Hence, for a three-replicate resolvable row-column design 
sl Ru R12 
N~Nk = R~ 1 sl R13 
Rb R~3 sl 
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(3.5) 
kl C21 C22 
N:Ns - c~1 kl C2a (3.6) 
C~2 C~a kl 
Jks Cn C12 
N~Ns ~1 Jks C13 
~2 ~3 Jks 
so that 
I p2Rn p2R12 pqJks pqCn pqC12 
p2R~1 I p2R1a pq~l pqJks pqC13 
p2R' 12 p2R' 13 I pq~2 pq~3 pqJks 
Y'Y --- --- --- --- --- ---
pqJsk pqR21 pqR22 I q2C21 q2C22 
pqC~1 pqJsk pqR2a q2C' 21 I q2C2a 
pqC~2 pqC~a pqJsk q2C~2 q2C~a I 
By permuting the rows and columns, Y'Y can be expressed as 
L H1 H2 
Y'Y H' 1 L Ha 
H' 2 H' 3 L 
where 
L ( 1. pqJ., ) 
pqJsk Is 
and for j = 1, 2, 3 
Hi= 
( p2R1; pqC1; ) 
pqR2i q2C2j 
(3.7) 
It can be seen that Hi involves the row and column incidence matrices of the jth 
array (j = 1, 2, 3). 
Under the same permutation, V in (3.4) can be expressed as 
V -
L O 0 
0 L 0 
O O L 
36 
Hence 
2L -Hi -H2 
Ad V 1y,y 1 (3.8) - - -H' 2L -Ha 3 3 i 
-H' 2 -H' 3 2L 
As a natural extension of the three-replicate case, for r-replicate resolvable row-
column designs it follows that Ad can be written as 
(r - l)L -Hi -H2 -Hr-i 
-H' (r - l)L -Hr -H2r-a i 
Ad 
1 
-H' -H' (r - l)L -Har-6 (3.9) r 2 r 
-H~-i -H~r-a -H;r-6 ... (r - l)L 
In the two-replicate case Ad is given by 
Ad 1 ( L -~,) -
2 -H~ 
In Section 2.2 it was shown that the canonical efficiency factors of a two-replicate 
resolvable row-column design are functions of the non-zero eigenvalues of the matrix 
H~Hi. The average efficiency factor of the row-column design can therefore be 
obtained from the inverse of a square matrix of order (k+s). This is computationally 
cheaper than inverting Ad, wh~ch is a square matrix of order 2(k + s). 
For resolvable row-column designs with more than two replicates, such a sim-
plification is not possible. That is, the canonical efficiency factors of the row-
column design cannot be obtained from a simple function involving the Hi matrices 
(j = 1, 2, ... , h). 
In the next section the canonical efficiency factors of the row-column design will 
be obtained by considering the non-zero eigenvalues of Y'Y. 
3.5 Eigenvalues 
The average efficiency factor for the resolvable row-column design can be calculated 
from the canonical efficiency factors of Afr or Ad. By obtaining the non-zero 
eigenvalues of Y'Y the relationship between the eigenvalues of Afr and Ad can 
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be determined, as Y'Y and YY' have the same non-zero eigenvalues. Recall that 
YY' is a square matrix of order v and Y'Y is a square matrix of order b, where 
b = r(k + s), and 
and 
~A Iv - /sNkNk - r1NsN~ + tJvv 
I - lyy' + lJ 
V T V VV 
Ad = V- lY'Y r 
where V and Y'Y are given in (3.3). 
(3.10) 
(3.11) 
Using (3.1) and (3.2) it can be seen that x = (ql~k p1~8 )' is an eigenvector of 
Y'Y with eigenvalue 2r and is also an eigenvector of V with eigenvalue 2. It follows 
that Adx = 0. Since x is the eigenvector corresponding to the grand mean and 
x'l -=/- 0, x is not a member of the treatment contrast space. 
Now let 
x, ( :::::) 
where T is an r x (r - 1) matrix whose columns comprise a set of orthonormal 
contrasts, that is, T'T = I and T'l = 0. The columns of X2 are orthogonal to x, 
as x;x = 0. Using (3.1) and (3.2) it can be shown that Y'YX2 = 0, so that the 
columns of X2 are eigenvectors of Y'Y with zero eigenvalues. The columns of X 2 
are also eigenvectors of V with eigenvalues 2, since VX2 = 2X2. It follows that 
AdX2 = 2X2 . The columns of X2 correspond to the between replicate contrasts. 
The effect of replicates is not included in the reduced normal equations, therefore 
these eigenvectors are not members of the treatment contrast space; see Appendix 
A. 
Now consider 
Xo ( qlr ® 1k ') 
-plr ® ls 
The r columns of X0 are orthogonal to x and to the columns of X2, since X~x = 0 
and X~X2 = O. Using (3.1) and (3.2) it can be shown that Y'YXo = 0 and 
that VX0 = O. Hence, the columns of Xo are eigenvectors of Y'Y and V with 
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zero eigenvalues. It follows that AdXo = 0. These eigenvectors correspond to the 
between rows and columns within replicate contrasts and are therefore not members 
of the treatment contrast space. 
Any other eigenvector of V must be orthogonal to x, Xo and X2 • Let z = (w' y')' 
where w = ( w~ w; ... w~ )' and y = (y~ y; ... y~ )'. Let wi be vectors of length k 
and Yi be vectors of length s (i = 1, 2, ... , r). If z is an eigenvector of V, then for 
i=l,2, ... ,r 
z'x qw'lrk + py'lrs = 0 
z'Xo qw~lk - py~ls = 0 
z'X2 qw'(T@ lk) + py'(T@ 18 ) = 0 
From the first two equations above it can be shown that w'lrk = y'lrs = 0. Given 
that a column of T can be an elementary contrast such as (1/./2 -1/./2 0 ... O)', 
it follows that w~ lk = w;1k = ... = w~lk and y'ls = y;ls = ... = y~ls, which 
then implies 
(3.12) 
Using (3.12) it then follows that Vz = z, so the remaining (b - 2r) eigenvalues of 
V are equal to 1. 
Hence, it has been shown that some of the eigenvalues of Y'Y are 2r, and 0 
with multiplicity (2r - 1). As mentioned earlier, these 2r known eigenvectors are 
not members of the treatment contrast space. In order to determine the remaining 
(b - 2r) eigenvalues of Y'Y two cases need to be considered, namely designs with 
v < b and those with v ~ b. 
First consider a r-replicate resolvable row-column design with v < b. As YY' 
and Y'Y have the same non-zero eigenvalues, 2r must also be an eigenvalue of YY'. 
The remaining (v - 1) eigenvalues YY' and Y'Y have in common will be referred 
to as non-trivial and will be denoted by ,\i (i = 1, 2, ... , v - 1). The eigenvalues of 
Y'Y are therefore 
with the remaining (b - v) eigenvalues equal to 0. Note that ,\i can be equal to 0 
(i = 1, 2, ... , V - 1). 
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From (3.11) and (3.12) it follows that the eigenvalues of Ad for a resolvable 
row-column design with v < bare 
1 - 1A1 1 - lA 1 1 ' 
T ' T 2, • • • l - r"'v-1, (3.13) 
(r + 1) eigenvalues equal to 0, [(b- 2r) - ( v -1)] = [r(k + s- 2) - (v -1)] eigenvalues 
equal to 1 and (r-1) eigenvalues equal to 2. Note that, using (3.10), the eigenvalues 
of A/rare 
(3.14) 
Now consider a r-replicate resolvable row-column design with v ?: b. For these 
designs Y'Y will have b eigenvalues, of which it is known from above that one is 
equal to 2r and {2r - 1) will be equal to 0. The remaining (b - 2r) eigenvalues 
will be called non-trivial and will be denoted by A1 , A2 , ••• , Ab-2r. Using (3.11) and 
(3.12) it can be shown that the eigenvalues of Ad are 
(3.15) 
(r + 1) eigenvalues equal to O and (r - 1) eigenvalues equal to 2. Using (3.10) the 
eigenvalues of A/r are 
(3.16) 
and [(v - 1) - (b - 2r)] = [(v - 1) - r(k + s - 2)] eigenvalues equal to 1. 
3.6 Average Efficiency Factors 
Having obtained the eigenvalues of A/rand Ad in Section 3.5, the average efficiency 
factors of the resolvable row-column design and the dual design can be calculated. 
The average efficiency factor E for a r-replicate resolvable row-column design is 
given by the harmonic mean of the non-zero eigenvalues of Afr. For resolvable row-
column designs with v < b, the average efficiency factor is given by the harmonic 




If v ~ b, E is still defined as the harmonic mean of the non-zero eigenvalues of 
Afr, but these now include [(v - 1) - r(k + s - 2)] eigenvalues equal to 1 and the 
r(k + s - 2) eigenvalues in (3.16). Hence 
E = v-l 
I:;~kts-2)(1 - ~-\)-1 + (v - 1) - r(k + s - 2) 
(3.18) 
The average efficiency factor Ed for the dual design of a resolvable row-column 
design where v < b, is the harmonic mean of the ( v - l) non-zero eigenvalues of Ad 
given in (3.13) and [r(k+s-2)-(v-1)] eigenvalues equal to 1. The (r-1) eigenvalues 
equal to 2 are not canonical efficiency factors as the corresponding eigenvectors 
are not members of the treatment contrast space; see Appendix A. These (r - 1) 
eigenvalues are therefore not included in the calculation of Ed. Considering only the 
non-zero eigenvalues which form the contrast space, Ed is calculated as 
E _ r(k + s - 2) 
d - I:f,:"f (1 - ~,\i)-1 + r(k + s - 2) - (v - 1) (3.19) 
If v ~ b, then Ed is the harmonic mean of the r(k + s - 2) canonical efficiency 
factors of Ad given in (3.15), and again excluding the (r - 1) eigenvalues equal to 2 
E _ r(k + s - 2) 
d - '°'~(k+s-2)(1 - !,x_.)-1 
L..ti=l r i 
(3.20) 
The average efficiency factor E for a r-replicate resolvable row-column design 
can be expressed as a function of the relevant Ed. For resolvable row-column designs 
with v < b, substituting (3.19) into (3.17) gives 
v-l 
E = 
r(k + s - 2)Ei1 + [(v - 1) - r(k + s - 2)] 
(3.21) 
This is a rank adjustment formula analogous to that obtained for resolvable block 
designs; see John and Williams (1995, p82). The term in square brackets in the 
denominator represents the difference between the number of non-trivial eigenvalues 
(v - 1) in the row-column design and the number r(k + s - 2) in the dual design. 
Substituting (3.20) into (3.18) results in an expression for E in terms of Ed for 
designs with v ~ b. This relationship is again given by (3.21). 
An alternative expression of Ed requires the calculation of Aj, which is the 
Moore-Penrose inverse of Ad. The sum of the reciprocal of the non-zero eigenvalues 
of a matrix is equivalent to the trace of the Moore-Penrose inverse of the matrix. 
For both cases presented above the average efficiency factor of the dual design can 
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be given by 
Ed = r(k + s - 2) 
trace(A!) - (r - 1)/2 
(3.22) 
In search algorithms it is often computationally cheaper to invert a matrix and 
calculate the trace, than to find the canonical efficiency factors of a matrix. The 
calculation of Ed given by (3.22) will be more efficient to calculate repeatedly in a 
search algorithm than the approach given by (3.19) and (3.20). 
Example ( continued) 
The non-zero eigenvalues of Y'Y for the three-replicate resolvable row-column 
design given in Table 3.1 are 
0.5436, 0.5606, 1.0563, 1.2030, 1.3333, 1.4871, 
1.5000, 1.6667, 1.6667, 1.8959, 2.0867, 6 
Therefore, the non-zero eigenvalues of Ad are 
0.3044, 0.3680, 0.4444, 0.4444, 0.5000, 0.5043, 
0.5556, 0.5990, 0.6479, 0.8131, 0.8188, 1, 
1, 1, 1, 2, 2 
Ed is given by the harmonic mean of the first r(k + s- 2) = 15 non-zero eigenvalues 
of Ad. As v < r(k + s), Ed is calculated using (3.19), therefore Ed = 0.578054. 
Substituting Ed into (3.21) gives 
11 
E = 15(0.578054)-1 + 11 - 15 













The harmonic mean of these eigenvalues is E = 0.501159, as before. 
3. 7 (M,S)-Optimality Criterion 
Applying the (M,S)-optimality criterion to the dual of the resolvable row-column de-
signs finds the subclass of designs that maximises Li edi, where edi are the canonical 
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efficiency factors of Ad. This is equivalent to maximising trace{Ad). Then, within 
this subclass, those designs that minimise Ei e~i are obtained and this is equiva-
lent to minimising trace(A~). Since the non-trivial eigenvalues of Ad and A/r are 
the same, it follows that if a dual design is {M,S)--optimal, then the corresponding 
resolvable row-column design is also {M,S)-optimal. 
From {3.9) it can be shown that 
{r - l){k + s) 
and 
trace{A~) = (r~l)2 (k + s + 2) + r22 trace{HH') {3.23) 
where H = (H1 H2 H3 ... Hh) and recalling that h = r{r-1)/2. Since trace{Ad) 
is a constant, (M,S)-optimal designs are obtained by minimising trace{HH'). 
Working directly with the information matrix A of the resolvable row-column 
design, the objective of the (M,S)-optimality is to minimise trace{W2) {see Section 
1.3), where 
Trace(W2) can be expressed in terms of the Hi matrices (j = 1, 2, ... , h), namely 
trace(W2) = r(k + s + 2) + 2 trace{HH') (3.24) 
The (M,S)-optimality objective functions given by trace{A~) and trace{W2) are 
both minimised when trace{HH') is minimised. 
Trace{HH') can be expressed in terms of the row and column incidence matrices 
for each of the contraction arrays and the secondary arrays. Let ss{B) represent the 
sum of squares of the elements of some matrix B. Using {3.7), it follows that 
h 
trace(HH') = ~]ss{Rli)/s2 + ss(C1i)/ks + ss{R2i)/ks + ss(C2i)/k2] (3.25) 
i=l 
By working with the {M,S)-optimality function, no matrix inversion or eigen-
value calculations are required. However, to calculate trace(W2) using the row and 
column concurrence matrices of the row-column design requires considerable com-
putational effort. This effort can be reduced by expressing trace{W2) in terms of 
trace(HH') and calculating (3.25). From the group of {M,S)--optimal designs, the 
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best design can be found by calculating the average efficiency factors of these designs. 
Example ( continued) 
Using the row and column incidence matrices calculated for the contraction in Table 
3.2, trace(HH') is 15.9583. Therefore 
trace(A~) = 2; ( 4 + 3 + 2) + 3; (15.9583) 15.5463 
and 
trace(W2) 3(3 + 4 + 2) + 2(15.9583) 58.9166 
3.8 Row and Column Component Designs 
The block design given by the rows of the resolvable row-column design is referred 
to as the row component design. Similarly, the block design given by the columns 
is called the column component design. Often it is important to ensure a good 
row and/or column component design, as well as a good row-column design. For 
instance, if the column factor turns out to be unimportant, then the rows could be 
used as the blocking factor and the design analysed as a block design. It would 
be important in this case to ensure that the row component design is a good block 
design. 
Just as the dual design for a resolvable row-column design can be constructed, 
so can the dual design for a block design. The dual design of a block design is 
constructed by swapping the treatment and block labels in the original design (John 
and Williams, 1995, p39). Alternatively, the dual design of the row component de-
sign is obtained by simply deleting the second factor from the dual design of the 
resolvable row-column design. Therefore, the row component dual design is a block 
design with rk treatments set out in v blocks of sizer. 
Example { continued) 
The dual of the row component design from the row-column design in Table 3.1 is 
given by deleting the second factor in the design in Table 3.4. This row component 
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Table 3.5: The dual of the row component design in Table 3.1 
Block 1 2 3 4 5 6 7 8 9 10 11 12 
2 3 3 2 2 2 3 3 1 1 1 1 
6 6 6 6 5 4 4 5 4 4 5 5 
9 7 8 9 7 8 7 8 8 9 9 7 
dual design is given in Table 3.5. 
The information matrix for the dual design of the row component design is given 
by the square matrix Adk of order rk, namely 
The canonical efficiency factors are given by the non-zero, non-trivial eigenvalues of 
Adk· These exclude the (r - 1) eigenvalues equal to 1 which represent the between 
replicate contrasts. Adk is given by the top left submatrix of (3.3), that is 
Further from (3.5), Adk can be expressed in terms of the row incidence matrices of 
the first factor in the contraction of the resolvable row-column design, that is, R 1; 
(j = 1,2, ... ,h). 
The average efficiency factor of the row component dual design is given by the 
harmonic mean of the canonical efficiency factors of Adk and will be denoted by Edk. 
The average efficiency factor Ek of the row component design is given by 
v-l 
Ek = 1 r(k - l)Eik + (v - 1) - r(k - 1) 
For block designs with rk > v, Edk is given by 
r(k - 1) 
Edk = Ef::l e;1 + r(k - 1) - (v - 1) 
and for block designs with r k ~ v 






where ei are the canonical efficiency factors of Adk; see Patterson and Williams 
(1976b) and John and Williams (1995, p40). 
As stated in Section 3.6, it is often computationally less expensive to invert a 
matrix than to find the canonical efficiency factors of a matrix. For both cases 
presented above the average efficiency factor of the row component dual design can 
be given by 
Edk = r(k - 1) 
trace(A!k) - r + 1 
(3.28) 
where Atk is the Moore-Penrose inverse of Adk· 
Similarly, the dual of the column component design is given by deleting the first 
factor in the dual of the resolvable row-column design. The column component dual 
design is therefore a block design with rs treatments set out in v blocks of size r. 
The canonical efficiency factors of the information matrix for the dual of the 
column component design are given by the non-zero eigenvalues of Ads, again ex-
cluding the (r - 1) eigenvalues equal to 1 which represent the between replicate 
contrasts. Ads is the bottom right sub matrix of (3.3), namely 
From (3.6) it can be seen that Ads can be expressed in terms of the column incidence 
matrices for the second factor in the contraction, that is, C2; (j = 1, 2, ... , h). 
The average efficiency factor Es for the column component design is given by 
v-l 
Es = r(s - l)Eis1 + (v - 1) - r(s - 1) (3.29) 
where Eds is the average efficiency factor for the column component dual design. 
For block designs with rs> v 
and for designs with rs~ v 
r(s - 1) 
Ef ,:-f e; 1 + r ( s - 1) - ( v - l) 
r(s - 1) 
Eds = "r(s-1) -1 
L..,i=l ei 
where ei are the canonical efficiency factors of Ads· 
(3.30) 
For both cases presented above, the average efficiency factor of the column com-
ponent dual design can be expressed in terms of Ats, which is the Moore-Penrose 
inverse of Ads, namely 
r(s - 1) 
trace(A!J - r + 1 
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(3.31) 
The matrix Ad can be formed directly from the row and column incidence 
matrices of the two factors forming the contraction, that is, R 1;, R 2;, C 1; and 
C2; (j = 1, 2, ... , h). The three average efficiency factors of interest, E, Ek and E8 , 
can all be calculated from Ad. The average efficiency factor E for the resolvable 
row-column design is calculated as a function of the harmonic mean of the canonical 
efficiency factors of Ad. The average efficiency factors of the row and column com-
ponent designs, Ek and Es respectively, are calculated as a function of the harmonic 
mean of the canonical efficiency factors of two submatrices of Ad, namely Adk and 
Ads respectively. This is an important feature when considering the computational 
effort required by search algorithms. By forming and updating only one matrix of 
order r(k+s), considerable savings can be made in terms of time and computational 
effort. 
Example (continued) 
For the three-replicate resolvable row-column design given in Table 3.1, the average 
efficiency factors for the row and column component dual designs can be obtained 
using (3.27) and (3.30) respectively. The canonical efficiency factors of Adk are 
0.5000, 0.5000, 0.5833, 0.7500, 0.7500, 0.9167 










Hence, Edk = 0.633455 and Eds = 0.626398. Substituting these values into (3.26) 
and (3.29) gives the average efficiency factors for the row and column component 
designs. Respectively these are 










Since the general availability of computers there has been a number of computer 
algorithms developed to construct resolvable row-column designs; see John (1996). 
One of the most comprehensive design generation packages is CycDesigN version 2.0 
(Whitaker et al., 2002). CycDesigN offers three different methods of constructing re-
solvable row-column designs. For designs with less than 400 treatments CycDesigN 
uses an (M,S)-optimality interchange algorithm. To generate designs with 400 or 
more treatments the recursive method of John and Whitaker (2000) for updating the 
average efficiency factor after each interchange is used. This approach to generating 
resolvable row-column designs is discussed in Section 4.7.1. It is also possible to 
generate resolvable row-column designs in CycDesigN using a two stage algorithm. 
An optimal or near optimal column component design is constructed at the first 
stage, and the row component design and the overall row-column design are gener-
ated at the second stage. This two stage approach is recommended for large designs 
and is discussed in Section 4.7.2. 
The (M,S)-optimality algorithm in CycDesigN has been amended to enable the 
construction of resolvable row-column designs with more than 400 treatments. This 
algorithm, referred to as Cyc(A), is discussed in detail in Section 4.2. Also based on 
the (M,S)-optimality algorithm in CycDesigN is a contraction algorithm Con(Ad), 
which uses the theory in Chapter 3 to generate resolvable row-column designs and 
is discussed in Section 4.3. 
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Two further algorithms, Cyc(Ad) and Con(A), evolved as a consequence of the 
number of calculations required at several key steps in Cyc(A) and Con(Ad). By 
combining features of Cyc(A) and Con(Ad) further improvements in the speed of 
design generation were possible. Cyc(Ad) and Con(A) are discussed in Section 4.4. 
With the advances in computer technology, the focus is increasingly being placed 
on the speed at which these algorithms generate designs. A comparison in the 
performance of these four algorithms, Cyc(A), Cyc(Ad), Con(Ad) and Con(A), in 
generating resolvable row-column designs is outlined in Section 4.5. Each of the 
algorithms aims to find an optimal, or at least near optimal, resolvable row-column 
design. If an optimal design is not found the user needs to intervene and manually 
terminate the algorithm. Different approaches for choosing when to terminate the 
algorithm are discussed in Section 4.6. 
4.2 Cyc(A) Algorithm 
An interchange algorithm begins with the choosing of some arbitrary starting de-
sign. Two treatments are then selected from the same replicate and the effect on 
some objective function of interchanging the treatments is calculated. Based on the 
interchange decision rule these treatments are either swapped or the design remains 
unchanged. This process of selecting two treatments and calculating the effect is 
continued until the stopping criteria is satisfied, or the user intervenes. 
The basic steps of the interchange algorithm used by Cyc(A) for constructing 
resolvable row-column designs are: 
1. Choose a connected starting design. 
For each replicate the v treatments are randomly assigned to the ks plots. 
The random assignment is determined by a random number seed which can 
be chosen by the user or determined by the computer clock. Different random 
number seeds will lead to different starting designs. The starting design is 
stored as the best design available. 
2. Calculate the row and column concurrence matrices, NkNk and NsN~ respec-
tively. 
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3. Calculate the objective function, 0 1, and store as best 0. 
4. For the starting design, calculate the average efficiency factors for the row-
column design E1, the row component design Eki, the column component 
design Es1, and Ew1, which is a combined weighted average efficiency factor 
of E1, Ek1 and Es1· Store E1 and Ew1 as the best average efficiency factors 
available. 
5. Perturb the resolvable row-column design. 
A random descent method is first used where the replicate and treatments 
for interchange are selected in a systematic way such that all neighbourhood 
possibilities are considered. When no further improvement can be made to the 
objective function, simulated annealing is used where the replicates and pairs 
of treatments are selected at random. In simulated annealing it is possible that 
an interchange is accepted which does not improve the objective function. 
6. Calculate the change in the objective function, !}.0. 
7. Using the decision rule, decide whether to accept the interchange. 
The decision rule states that an interchange is always accepted if it results in 
an improvement to the objective function. In the simulated annealing stage 
of the algorithm, there is a small decreasing probability that an interchange 
which does not improve the objective function can be accepted. This prevents 
the algorithm from becoming stuck at local optima; see Whitaker (1995). 
8. If the interchange is accepted, swap the interchange treatments, update NkNL 
NsN~ and the objective function Oi+1 = Oi + !}.0. 
9. If the interchange is accepted and Oi+l ::; Oi, calculate Ei+1 and update best 
0. 
10. If Oi+l ::; Oi and Ei+1 ~ best E, calculate Ek(i+i), Es(i+i) and Ew(i+l)· 
11. If Ei+1 > best E or Ew(i+l) > best Ewi, update the best average efficiency 
factors and store the design as the best available. 
12. Stop the algorithm if Ew(i+l) equals the upper bound or the user intervenes, 
otherwise return to step 5. 
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Further details for calculating the objective function (step 3), the average effi-
ciency factors (steps 4, 9 and 10), the change in the objective function (step 6) and 
updating the concurrence matrices (step 8) are given in the following subsections. 
4.2.1 Objective Function (Step 3) 
Cyc(A) aims to find resolvable row-column designs which maximise the average 
efficiency factor E. These designs are referred to as being A-optimal. It can be 
computationally expensive to calculate E, so an alternative is to use an (M,S)-
optimality criterion which will filter out poor designs. As noted in Section 1.3, it 
has been conjectured that A-optimal designs are contained within the subclass of 
(M,S)-optimal designs. Also that a resolvable row-column design is (M,S)-optimal 
if it minimises trace(W2 ) where 
w (4.1) 
Now 
trace(W~) + trace(W;) + 2 trace(W ks) 
where 
The (M,S)-optimality criterion used by Cyc(A) allows for consideration of the 
row and column component designs as well as the row-column design. This is 
the approach taken by John and Whitaker (1993). The objective functions for 
the row and column component designs are to minimise trace(Wl) and trace(w:) 
respectively. The weighted linear combination of the objective functions for the row 
and column component designs and the row-column design used by Cyc(A) is 
0 1 = w 1 trace(W~) + w2 trace(W;) + w 3 trace(W2) ( 4.2) 
where w 1 , w 2 and w 3 are weights. The default weights in Cyc(A) are w 1 = 1/k, 
w2 = 1/ s and w3 = 1, giving most of the weight to the row-column design, but 
also some weight to the component designs. These default weights will be used 
throughout this chapter. 
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4.2.2 Average Efficiency Factors (Steps 4, 9 and 10) 
The subclass of (M,S)-optimal designs will, in general, still contain a large number of 
designs. The approach taken by Cyc(A) to reduce the search space is to calculate the 
average efficiency factor only when an improvement is made to the (M,S)-optimality 
criterion. It is well known that the average efficiency factor can be calculated from 
the information matrix A given in (1.2). As given in (1.5), the average efficiency 
factor E is calculated as 
E = v-1 
r trace(A+) 
where A+ is the Moore-Penrose inverse of A. Since it is computationally faster to 
invert a matrix than to obtain eigenvalues and eigenvectors, A+ is calculated using 
where J is a matrix of ones. This result follows from the fact that 1 is the eigenvector 
corresponding to the zero eigenvalue; see Section 1.2. Hence, to calculate E in 
Cyc(A) requires the inversion of a matrix of order v. 
The matrix (A+J) is constructed from the row and column concurrence matrices 
as needed. It is not stored or updated at any stage throughout the algorithm. For 
simplicity the matrix (A+ J) will be denoted A1. 
If the average efficiency factor Ei+1 is equal to or better than Ei, the average 
efficiency factors for the row and column component designs, Ek and Es respectively, 
are then calculated. It is well known that Ek and Es are given by the harmonic mean 
of the non-zero eigenvalues of the information matrices Ak/r and As/r respectively, 
where 
As with the matrix A 1 , Cyc(A) constructs Ak and As as needed. They are neither 
stored nor updated after a treatment interchange is accepted. 
The average efficiency factors for the row and column component designs are 
calculated as 
v-1 






(As+ J)-1 - J 
These calculations of At and At are possible as 1 is the eigenvector corresponding 
to the zero eigenvalue for both Ak and A 8 • Therefore, to calculate the average 
efficiency factors for the row and column component designs in Cyc(A) requires the 
inversion of matrices of order v. For simplicity (Ak +J) and (As +J) will be denoted 
AkJ and AsJ respectively. 
It is possible for the average efficiency factor of the row-column design to be 
equal for two designs of the same size. In such a case, the row-component design 
average efficiency factors and/or the column component design average efficiency 
factors may be different. A weighted average efficiency factor Ew is calculated to 
determine the overall best design and is given by 
where w1, w2 and W3 are the weights defined in Section 4.2.1. 
4.2.3 Change in the Objective Function (Step 6) 
The change in the objective function, 6.0, is calculated after each interchange and 
is a computationally time consuming step. It is however, less intensive than re-
calculating the objective function using (4.2). In Cyc(A) the changes to the row 
and column treatment concurrences are identified so that the changes to trace(Wl), 
trace(W;) and trace(W2) can be evaluated; see Section 4.2.1 for definitions of Wk, 
Ws and W. 
First consider the change to trace(Wl). If the two interchange treatments occur 
in the same row, the change to trace(Wl) will be zero. Let t 1 and t2 in replicate 
j, say, be the two treatments considered for interchange where t1 and t2 occur in 
rows r 1 and r 2 respectively (r1 =I= r2). Suppose treatment t is in the same row as 
ti in ni replicates of the resolvable row-column design (i = 1, 2). In replicate j, 
suppose treatment t occurs in the same row as treatment t1, that is, in row r1. After 
the interchange, treatment t will occur in the same row as treatment t1 in ( n1 - 1) 
replicates and in the same row as t2 in ( n2 + 1) replicates. Hence, the change in 
trace(Wl) from treatment t is 
This type of calculation is carried out for each of the (s - 1) treatments that occur 
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in the same row as treatment ti (i = 1, 2), giving a total of 2(s - 1) calculations to 
evaluate the change in trace(W~). 
As the row concurrence matrix N kN~ is a symmetric matrix, the overall change 
to trace(W~) needs to be doubled. This is due to the fact that any changes to the 
concurrence of treatments t and ti will have an identical effect on the concurrence 
of treatments ti and t (i = 1, 2). 
Similarly, the change to trace(W;) is calculated by considering the treatment 
concurrences with respect to the columns. Assuming the two interchange treatments 
occur in different columns, the following type of calculation is performed for the 
(k - 1) treatments that occur in the same column as interchange treatment t1 
where mi is the number of replicates where the treatment of interest occurs in the 
same column as interchange treatment ti (i = 1, 2). To evaluate the change in 
trace(W;), a total of 2(k-1) calculations are performed. The results of each of the 
2(k - 1) calculations need to be doubled to account for the symmetric property of 
the column concurrence matrix. 
The change to trace(W2) due to a treatment interchange is calculated in a similar 
way. From Section 4.2.1 trace(W2) is given by 
trace(W2) = trace(W~) + trace(W~) + 2 trace(Wks) 
where 
It has previously been shown in this section how the changes in trace(W~) and 
trace(W;) are calculated. To calculate the change in trace(Wks) consider two treat-
ments for interchange, say, t1 and t2 in replicate j. Let treatment t1 occur in row r1 
column c1 in replicate j, and treatment t2 occur in row r2 column c2 in replicate j. 
Suppose treatment t is in the same row as treatment ti in ni replicates and in the 
same column as treatment ti in mi replicates (i = 1, 2). 
First, consider the case where r1 =I r2 and c1 =/ c2, and suppose treatment t 
occurs in row r1 column c2. After the interchange of treatments t1 and t2, treatment 
t will occur in the same row as treatment t1 in ( n1 - 1) replicates, and in the same 
column as treatment t 1 in (m1 + 1) replicates. With respect to treatment t2 , after 
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the interchange, treatment t will occur in the same row as treatment t 2 in ( n2 + 1) 
replicates and in the same column as treatment t2 in (m2 -1) replicates. The overall 
change in trace(W ks) due to treatment t is 
[(n1 - l)(m1 + 1) - n1m1 + (n2 + l)(m2 - 1) - n2m2 ]/ks 
= (n1 - n2 + m2 - m1 - 2)/ks 
A similar calculation is performed for the treatment which occurs in row r2 column 
c1. For the remaining 2(s - 2) treatments which occur in rows r 1 and r2 and the 
2(k - 2) treatments which occur in columns c1 and c2 , similar calculations to those 
which follow are performed. 
Consider the treatments which occur in columns c1 and c2 , excluding the treat-
ments in rows r1 and r2. Suppose treatment t occurs in the same column as treat-
ment ti, that is, column c1. If c1 = c2 , the change in trace(W ks) due to the column 
concurrences of treatment t is zero. If c1 =/=- c2 , after the treatment interchange t 
will occur in the same column as t1 in (m1 - 1) replicates, and in the same column 
as t2 in (m2 + 1) replicates. Hence, the change in trace(Wks) due to the column 
concurrence of treatment t is 
Similarly, the change in trace(W ks) due to the row concurrence of treatment t 
will be zero if r 1 = r2 , else it is 
Due to the symmetric property of the row and column concurrence matrices, the 
sum of the changes in trace(Wks) needs to be multiplied by two. There is in total, 
2(k + s - 2) calculations carried out to determine the change in trace(Wks), 
4.2.4 Updating NkNk and NsN~ (Step 8) 
While the change in the objective function is calculated after each interchange, the 
row and column concurrence matrices are only updated when an interchange is 
accepted. If the two treatments being interchanged are from the same row, there is 
no change to the row concurrence matrix NkN~. Similarly, if the two interchange 
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treatments are from the same column, the column concurrence matrix N 8 N~ does 
not require updating. 
As explained in the previous section, if the interchange treatments are from 
different rows, and accounting for the symmetric property of NkNk, 4(s-1) elements 
in the row concurrence matrix have to be changed. Suppose treatments t1 and t2 
in replicate j are the treatments for interchange and they occur in rows r 1 and r2 
respectively. Say treatment t occurs in the same row as treatment ti in ni replicates, 
then, in terms of the row concurrence matrix, the entry in row t column ti is ni 
(i = 1, 2). Let treatments t and t1 occur in the same row in replicate j. After 
the interchange, treatment t will occur in the same row as treatment t1 in ( n1 - 1) 
replicates and in the same row as treatment t2 in ( n2 + 1) replicates. The affect 
on NkNk is for the entry in row t column t1 to decrease by one to (n1 - 1), and 
the entry in row t column t2 to increase to (n2 + 1). Similar changes are made for 
the remaining (s - 2) treatments which occur in the same row as treatment t1 and 
the (s - 1) treatments which occur in the same row as treatment t2 • As NkNk is 
a symmetric matrix, any change to the entry in row r 1 column c1, will result in 
the same change to row c1 column r 1 . Similarly, 4(k - 1) elements in the column 
concurrence matrix will require updating. 
4.3 Con(Ad) Algorithm 
A contraction algorithm Con(Ad) was developed from the (M,S)-optimality algo-
rithm in CycDesigN to generate resolvable row-column designs and uses the theory 
in Chapter 3. Given the same random number seed, Cyc(A) and Con(Ad) will gen-
erate identical starting designs in step 1 of Section 4.2. The objective function value 
0 1 (step 3) and the average efficiency factors E1, Ek1, Esi and Ew1 (step 4) are the 
same for both algorithms. The choice of treatments to interchange (step 5) and the 
decision rule for accepting the interchange (step 7) are also the same for the two 
algorithms. This results in Cyc(A) and Con(Ad) following the same interchange 
acceptance path for the same random number seed. Hence, both algorithms will 
generate identical resolvable row-column designs. 
While both algorithms calculate the same objective function value and aver-
age efficiency factors, the method of calculating these values are different. Other 
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differences between Con(Ad) and Cyc(A) are in the matrices formed and updated 
(steps 2 and 8) and the method of calculating the change to the objective function 
(step 6). The methods used by Con(Ad) are outlined in the following subsections. 
4.3.1 Design Matrices (Step 2) 
From the starting design Con(Ad) constructs two location arrays, the row and col-
umn incidence matrices of the contraction arrays and the secondary arrays, and Ad 
as given in (3.3). The location arrays Z1 and Z2 are v x r matrices. Z1 gives the row 
position of each treatment within each replicate and Z2 gives the column position. 
Let 
where i = 1, 2 and Z1i is the row location array for treatments in replicate j and 
Z2i is the column location array for treatments in replicate j (j = 1, 2, ... , r). 
Example 
The three-replicate resolvable row-column design given in Table 3.1 is reproduced 
in Table 4.1. 
Table 4.1: Resolvable row-column design for v = 12, k = 3, s = 4, r = 3 
Replicate 1 2 3 
Column 1 2 3 4 1 2 3 4 1 2 3 4 
Row 1 11 12 9 10 7 9 10 6 5 2 7 12 
2 5 6 4 1 12 8 5 11 9 6 3 8 
3 2 3 7 8 1 2 3 4 1 10 11 4 
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The location arrays for this design are 
2 3 3 4 1 1 
3 3 1 1 2 2 
3 3 2 2 3 3 
2 3 3 3 4 4 
2 2 1 1 3 1 
2 1 2 2 4 2 
Z1 Z2 
3 1 1 3 1 3 
3 2 2 4 2 4 
1 1 2 3 2 1 
1 1 3 4 3 2 
1 2 3 1 4 3 
1 2 1 2 1 4 
For instance, the first column of Z1 specifies the rows that contain each treatment in 
replicate 1. For example, in replicate 1, treatment 1 occurs in row 2 and treatment 
2 occurs in row 3. The first two elements in column 1 of Z1 are therefore 2 and 3 
respectively. The first column of Z2 specifies the column positions of the treatments 
in replicate 1. Treatment 1 occurs in column 4 and treatment 2 occurs in column 1 
in replicate 1. 
As a further example, the third column of Z1 gives the row position of each 
treatment in replicate 3, and the third column of Z2 gives the column position of 
treatments in replicate 3. For example, treatment 5 in replicate 3 occurs in row 1 
column 1, hence, row 5 column 3 of both Z1 and Z2 contain a 1. 
The row and column incidence matrices for the contraction arrays and the sec-
ondary arrays can be readily obtained using pairs of columns from the location 
arrays, as follows 
For the contraction arrays, j < r, i = 1 and m = j + 1. For instance, for designs 
with more than two replicates, R 11 is obtained from columns i = 1 and m = 2 of 
Z1, while C 12 is obtained from column i = 1 of Z1 and column m = 3 of Z2. 
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For the secondary arrays, j :2:: r, and i is the smallest integer satisfying 
i(2r - i - 1):2:: 2j and m = [j - (i - l)r + i(i + 1)/2]. For instance, for a three-
replicate resolvable row-column design, R 13 is obtained from columns i = 2 and 
m = 3 of Z1, and R23 is obtained from column i = 2 of Z2 and column m = 3 of Z1. 
The row and column incidence matrices are constructed from these column pairs. 
The ( wx )th element of each incidence matrix is given by the number of rows con-
taining both w and x in the first and second columns respectively of the pair. For 
instance, Ru is constructed from the elements in the first two columns of Z 1, that 
is Z 11 and Z12, 
Example ( continued) 
Consider the column incidence matrix for factor 2 in array 1, C 21, which is con-
structed from the elements in Z21 and Z22 . The entry in row w column x of C 21 is 
equal to the number of rows containing both win Z21 and x in Z22 . For instance, in 
the previous example the elements 1 and 2 occur together in Z21 and Z22 in one row, 
namely row 2. Hence, the entry in row 1 column 2 of C21 will be 1. Similarly, since 
1 and 1 do not occur in the same rows of Z21 and Z22 , the entry in row 1 column 1 
of C21 will be 0. 
Having calculated the row and column incidence matrices, these can be used to 
construct Ad in the form given by (3.3). Ad is used in the calculation of the average 
efficiency factors, but as will be shown in Section 4.3.3, to simplify calculations a 
matrix MM' is added to Ad. It is (Ad+ MM') which is constructed, stored, and 
updated after an interchange is accepted. 
4.3.2 Objective Function (Step 3) 
Con(Ad) uses the same objective function as Cyc(A), namely (4.2), but it is cal-
culated using the row and column incidence matrices of the contraction arrays and 
secondary arrays. The objective functions for the row and column component de-
signs, trace(Wn and trace(W;) respectively, are 
h 




trace(W~) = 2 L ss(C2i)/k2 + rs (4.4) 
i=l 
where h = r(r - 1)/2 and ss(B) represents the sum of the squares of the elements 
of some matrix B. 
Trace(W2) is the objective function for the resolvable row-column design, where 
Wis given by (4.1), and as previously given in (3.24), can be expressed as 
trace(W2) = r(k + s + 2) + 2 trace(HH') 
where trace(HH') is given in (3.25) as 
h 
trace(HH') = L[ss(R1i)/ s2 + ss(Cli)/ks + ss(R2i)/ks + ss(C2i)/k2] 
i=l 
(4.5) 
Substituting (4.3), (4.4) and (4.5) into (4.2) produces the same objective function 
value for a given design as would be obtained by Cyc(A). 
4.3.3 Average Efficiency Factors (Steps 4, 9 and 10) 
Con(Ad) calculates the average efficiency factor E of the resolvable row-column 
design as a function of the average efficiency factor Ed of the dual design. Ed is 
calculated using the formula given by (3.22), namely 
Ed = r(k + s - 2) 
trace(AJ) - (r - 1)/2 
(4.6) 
where AJ is the Moore-Penrose inverse of Ad. The average efficiency factor E of 
the resolvable row-column design is then calculated using (3.21), which is 
v-l 
E = 
r(k + s - 2)Ei1 + (v - 1) - r(k + s - 2) 
(4.7) 
The Moore-Penrose inverse AJ can be calculated by finding the non-zero eigen-
values of Ad and the corresponding eigenvectors. Alternatively, a computationally 
faster method is to calculate 
AJ = (Ad+ MM')-1 - MM' 
which involves inverting a matrix of order r(k + s). For simplicity, the matrix 
(Ad+ MM') will be denoted AM. The columns of Mare the normalised eigenvectors 
of Ad corresponding to the (r + 1) zero eigenvalues, that is AdM = 0. Following 
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from Section 3.5, the normalised eigenvectors of Ad with zero eigenvalues are x and 
the columns of X0 , where 
X (4.8) 
and 
XO = ~ ( qlr ® lk ) . rn (4.9) 
v2 -plr ® ls 
where P2 = 1/s and q2 = 1/k. Therefore, using (4.8) and (4.9), M = (x X0) and it 
follows that 
MM' _!_ ( q
2Jnn + rq2(lr ® Jkk) pqJnm - rpq(lr ® Jks) ) 
2r pqJmn - rpq(lr ® Jsk) p2Jmm + rp2 (lr ® lss) 
( ::: ::: ) 
where n = rk and m = rs. Hence 
trace(A!) trace(Ai/) - trace(MM') 
trace(A;/) - (r + 1) (4.10) 
Substituting (4.10) for trace(A!) in (4.6), and then substituting (4.6) for Ed in 
(4.7), gives the average efficiency factor E of the resolvable row-column design. 
As with Cyc(A), Con(Ad) only calculates the average efficiency factors for the 
row and column component designs if Ei+I is equal to, or an improvement on, the 
best average efficiency factor. The average efficiency factors for the component de-
signs are calculated as a function of the average efficiency factors for the component 
dual designs; see Section 3.8. It is known that the average efficiency factors for 
the row and column component dual designs can be obtained from the non-zero, 
non-trivial eigenvalues of Adk and Ads respectively. Adk and Ads are submatrices 
of Ad, where Adk is the top left submatrix and Ads is the bottom right submatrix. 
The average efficiency factor of the row component dual design is calculated 
using the formula given by (3.28), namely 
r(k - 1) 
Edk = (A+) l trace dk - r + 
where Atk is the Moore-Penrose inverse of Adk· The average efficiency factor of the 
row component design is then calculated using (3.26), which is 
v-l 
Ek = r(k - l)Ei,/ + (v - 1) - r(k - 1) 
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Con(Ad) stores the matrix AM which makes it computationally inexpensive to 
calculate the trace of the Moore-Penrose inverses for the average efficiency factors. 
The trace of the Moore-Penrose inverse of Adk can be calculated as 
where AMk = Adk + Mu. Therefore, to calculate trace(Ajk) involves inverting a 
matrix of order rk and the proof of this result is given in Appendix B. 
Similarly, using (3.31), the average efficiency factor of the column component 
dual design is given by 
r(s - 1) 
where A1 is the Moore-Penrose inverse of Ads and 
trace(Aj8 ) = trace(AAf8 ) - (r~4) 
where AMs =Ads+ M22, Hence, calculating trace(A1) requires inverting a matrix· 
of order rs. The average efficiency factor of the column component design is then 
given by (3.29), namely 
v-l 
r(s - l)Ei/ + (v - 1) - r(s - 1) 
4.3.4 Change in the Objective Function (Step 6) 
As stated in Section 4.2.3, the change in the objective function is calculated after 
each interchange and is computationally time consuming. In Con(Ad), calculating 
this change involves calculating the change in the sums of squares of the row and 
column incidence matrices of the contraction arrays and secondary arrays. 
Throughout this thesis the contraction has been considered with respect to the 
first replicate of the resolvable row-column design. Any treatment interchanges in 
the first replicate will affect all arrays forming the contraction. That is, changes 
will occur to (r - 1) arrays and hence, will affect (r - 1) row and column incidence 
matrices for each factor. Since the contraction can be defined with respect to any 
replicate, it follows that interchanging two treatments in any replicate will affect 
(r -1) row incidence matrices and (r-1) column incidence matrices for each factor. 
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Recall from Section 4.3.1 that the row and column incidence matrices are ob-
tained from pairs of columns in the location arrays Z 1 and Z2 . Suppose the two 
treatments for interchange are t1 and t2 in replicate j. The current row positions of 
the interchange treatments can be obtained from Z 1 and the column positions from 
Z2. If t1 and t2 occur in the same row, no changes are made to the row and column 
incidence matrices obtained from column j of Z1, that is Zij· Similarly, if t1 and 
t2 occur in the same column, the row and column incidence matrices formed from 
Z2j are unaffected. Therefore, the change in the sum of squares for these matrices 
is equal to zero. 
For the row and column incidence matrices which are affected, four changes will 
occur to each matrix. Two elements in each matrix will increase by one, and two 
will decrease by one. Suppose, for example, treatments 1 and 2 in replicate 2 are 
chosen for interchange, where treatment 1 occurs in row x and treatment 2 occurs 
in row z. Let the first two rows of Z1 before the interchange take the form on the 
left, and the corresponding rows after the interchange take the form on the right 
( 
W X ... ) 
y z .. . 
( 
w z ... ) 
y X ••• 
where w, x, y and z are all positive integers less than or equal to k. Consider Ru 
which is formed from the concurrences of elements in Zu and Z12 . Interchanging 
treatments 1 and 2 would result in the (wx)th and (yz)th elements of Ru decreasing 
by one and the (wz)th and (yx)th elements increasing by one. 
Assuming that a particular incidence matrix is affected by the interchange, let 
a 1 and a2 be the current values in the matrix which are increasing by one, and d1 
and d2 be the values which are decreasing by one. The change in the sum of squares 
for the incidence matrix is given by 
(a1 + 1)2 - af + (a2 + 1)2 - a~+ (d1 - 1)2 - df + (d2 - 1)2 - d~ 
= 2(a1 + a2 - d1 - d2) + 4 
(4.11) 
This type of calculation is carried out for each of the (r - 1) row and column in-
cidence matrices that may be affected by the interchange. Therefore, in order to 
calculate the change in the objective function, a maximum of 2(r - 1) calculations 
need to be made and summed. 
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Example ( continued} 
Suppose in replicate 2 of the resolvable row-column design in Table 4.1, treatments 
1 and 2 are selected for interchange. The first two rows of Z 1 and Z2 are 
(: 3 :) (: 1 :) Z1 -+ Z2 -+ 3 2 
After the interchange they become 
(: 3 : ) (: 2 : ) Z1 -+ Z2 -+ 3 1 
From Z1 it can be seen that treatments 1 and 2 in replicate 2 both occur in 
row 3. Therefore, there is no change to the sum of squares for the row and column 
incidence matrices constructed from Z12 . These matrices are R 11 , R 13 , R 21 and C 13 • 
One incidence matrix which is affected by the interchange is R23 which is formed 
by considering Z22 and Z13 . The concurrences in Z22 and Z13 which are no longer 
present after the interchange are (1,3) and (2,1). Therefore, the (13)th and (21)th 
elements of R23 will decrease by one. The new concurrences which occur after the 
interchange are (2,3) and (1,1). Hence the elements which increase by one are the 
(ll)th and the (23)th. Given that R23 is currently equal to 
2 0 1 
1 2 0 
1 1 1 
0 1 2 
the change in the sum of squares is calculated by letting a1 and a2 be the values 
which are increasing by one, and d1 and d2 be the values decreasing by one. That is, 
a1 = 2, a2 = 0, d1 = 1 and d2 = 1. Using (4.11), the change in the sum of squares 
for R23 is 2(2 + 0 - 1 - 1) + 4 = 4. 
By calculating the change in the sum of squares for the affected matrices, namely 
C11 , C21 , C23 and R23 , the overall change in the objective function is +8. This 
corresponds to an increase in the objective function. 
4.3.5 Updating the Design Matrices (Step 8} 
Each time an interchange is accepted, the location arrays, the row and column 
incidence matrices, and AM are updated. Suppose that treatments t1 and t2 in 
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replicate j are interchanged. The location arrays are updated by swapping the 
elements in rows t 1 and t 2 of column j. 
As seen in the previous section, if the treatments being interchanged are from 
the same row or column, some incidence matrices will not be affected. The matrices 
that are affected are updated by adding or subtracting one from the four elements 
identified when calculating the change in the objective function; see Section 4.3.4. 
The updated incidence matrices are then stored for future use. 
By expressing Ad in the form given by (3.3), the elements of AM which need 
updating can be easily located. Any changes to the row and column incidence ma-
trices will lead to a corresponding change in AM. 
Example (continued) 
The row and column incidence matrices for the contraction of the three-replicate 
resolvable row-column design in Table 4.1 are given in Section 3.2. Suppose treat-
ments 1 and 2 in replicate 2 are accepted for interchange. Replicate 2 is used in 
the formation of arrays 1 and 3, therefore these are the (r - 1) = 2 arrays which 
will require updating. In replicate 2, treatment 1 occurs in row 3 column 1 and 
treatment 2 occurs in row 3 column 2. As treatments 1 and 2 occur in the same 
row, there will be no change to the row and column incidence matrices which are 
constructed from Z12 . The matrices which do not need updating are therefore R 11 , 
R 13 , R21 and C13 . After the interchange, the row and column incidence matrices 
for arrays 1 and 3 which do require updating become 
1 0 1 1 
1 0 1 1 
1 1 0 1 
0 2 1 0 
1 1 1 1 
0 1 1 2 
2 1 1 0 
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0 1 1 1 
2 0 0 1 
1 1 1 0 
0 1 1 1 
3 0 0 
0 2 1 
1 1 1 
0 1 2 
4.4 Comparison of Cyc(A) and Con(Ad) 
Algorithms 
Given the same random number seed, Cyc(A) and Con(Ad) will generate the same 
starting design and accept the same treatment interchanges. This results in the 
two algorithms generating identical resolvable row-column designs. The primary 
interest now is which algorithm is quicker at generating these designs. 
The first four steps in each algorithm, as set out in Section 4.2, are only executed 
once and will have little impact on the speed of the algorithm. The steps that will 
have the most effect are steps 6, 8, 9 and 10, namely calculating the change in the 
objective function after each interchange, and when the interchange is accepted, 
updating the design matrices and recalculating the average efficiency factors. 
The number of C++ computer statements executed by Cyc(A) to calculate the 
change in the objective function is of order (k + s). When a treatment interchange 
is accepted, the row and column concurrence matrices of the row-column design are 
updated which requires the execution of computer statements also of order (k + s). 
If the interchange is accepted and there is an improvement in the objective function, 
the average efficiency factor for the resolvable row-column design is calculated using 
the matrix AJ. To calculate the average efficiency factor requires inverting this v x v 
matrix. Cyc(A) has to construct the v xv matrix AJ from the row and column con-
currence matrices of the row-column design each time the average efficiency factor 
E is calculated. The average efficiency factors for the row and column component 
designs and the weighted average efficiency factor, Ek, Es and Ew respectively, are 
calculated if the average efficiency factor of the resolvable row-column design equals, 
or betters, the best E. In order to calculate Ek and Es, Cyc(A) has to construct 
the v x v matrices AkJ and AsJ. 
In Con(Ad) the number of C++ computer statements executed to calculate the 
change in the objective function is of order r. Each time an interchange is accepted, 
the design matrices are updated and this also requires computer statements of order 
r to be executed. If the interchange is accepted and there is an improvement in 
the objective function, the average efficiency factor E for the resolvable row-column 
design is calculated by inverting the matrix AM, AM is a r(k + s) square matrix 
which is stored and updated each time an interchange is accepted. If E is at least 
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as good as the best E, the average efficiency factors Ek, Es and Ew are calculated. 
The matrices inverted to calculate Ek and Es are the rk x rk matrix AMk and the 
rs x rs matrix AMs respectively, which are extracted from AM, 
In most, if not all practical cases, the number of replicates r is considerably less 
than (k+s), especially for designs involving a large number of treatments. Therefore, 
Con(Ad) will be quicker at calculating the change in the objective function and 
updating the design matrices for most resolvable row-column designs. 
To calculate the average efficiency factors for the resolvable row-column design 
and the row and column component designs requires inverting three matrices. The 
smaller the order of the matrix, the quicker the algorithm is able to perform the 
calculations. For designs where v < r(k + s), it will be quicker to calculate the aver-
age efficiency factor for the resolvable row-column design using Cyc(A). However, 
Cyc(A) is slowed down by having to construct the matrix AJ each time E is to 
be calculated. The equivalent matrix in Con(Ad), AM, is stored and updated each 
time an interchange is accepted and is readily available. Therefore, if v is not much 
smaller than r(k + s), the overhead in Cyc(A) may result in Con(Ad) calculating 
E quicker. For designs where v ~ r(k + s), Con(Ad) will be able to calculate the 
average efficiency factor for the resolvable row-column design more efficiently. 
The average efficiency factors for the row and column component designs are 
calculated by inverting matrices of order v using Cyc(A), and of order rk and rs 
respectively using Con(Ad), For designs with a large number of treatments and small 
replication, Con(Ad) will be more efficient at calculating these average efficiency 
factors. 
The speed of generating designs with a large number of treatments could be im-
proved using Cyc(A) by calculating the average efficiency factors from the matrix 
AM. The algorithm would be required to construct AM each time the average effi-
ciency factor Eis calculated, which involves constructing the location arrays and the 
row and column incidence matrices of the contraction arrays and secondary arrays. 
For designs where vis only slightly larger than r(k+s), these extra calculations may 
overshadow the benefits of inverting the smaller r(k + s) square matrix to obtain E. 
If vis considerably greater than r(k + s), then the expense of constructing AM will 
be outweighed by the algorithm's ability to quickly invert a square matrix of order 
r(k + s). In terms of calculating the row and column component average efficiency 
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factors, a large saving will be made by using the submatrices of AM for designs 
where v > r ( k + s). Rather than constructing and inverting v x v matrices, matrices 
of order rk and rs can be obtained from AM to calculate Ek and E8 respectively. 
Cyc(A) was modified to allow for the average efficiency factors for the resolvable 
row-column design and the row and column component designs to be calculated via 
AM, AMk and AMs respectively, and this algorithm is called Cyc{Ad). 
Con{Ad) will not be as efficient as Cyc{A) at calculating the average efficiency 
factor for resolvable row-column designs when v < r(k + s). For such designs, the 
speed of calculating the average efficiency factor E in Con{Ad) can be improved by 
using the matrix A1, rather than AM. This would involve the algorithm constructing 
the row and column concurrence matrices in order to form A 1 each time the average 
efficiency factor is to be calculated. Con{Ad) was amended such that E could be 
calculated using A1 and this fourth algorithm is called Con{A). For designs where 
v is considerably less than r(k + s), the benefits of inverting the smaller A 1 matrix 
should outweigh the overhead of constructing the required matrices. To improve the 
speed of calculating the average efficiency factors for the row and column component 
designs when v < r(k + s), the matrices AkJ and A 81 should be used; see Section 
4.2.2. As AM is no longer required to calculate the average efficiency factors using 
Con{A), it does not feature at all in the modified algorithm. However, the row and 
column incidence matrices of the contraction arrays and secondary arrays will still 
need to be stored and updated, as they are required for calculating the change to 
the objective function. 
4.5 Performance of the Algorithms 
The primary interest in comparing the four algorithms is the speed in which optimal 
or near optimal resolvable row-column designs are generated. The same set of 
random number seeds were used for each algorithm to ensure they accepted the 
same interchanges and, hence, generated the same designs. This allows for a direct 
time comparison for generating a design with a given average efficiency factor. All 
runs of the four algorithms were carried out on a PC computer running at 1200MHz, 
with no other programs or software running simultaneously. 
To compare the speed of design generation, Con{Ad) was run for approximately 
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60 seconds and the average efficiency factor for the best resolvable row-column de-
sign was recorded. Cyc(A), Cyc(Ad) and Con(A) were then run until this same 
design was generated and the time taken was noted. Although the effect of random-
ness is present due to the choice of the random number seed, multiple runs of each 
algorithm using different random number seeds produced similar results to those 
presented. 
Table 4.2 gives the average efficiency factor E and the number of seconds taken 
for each algorithm to generate some designs with v < r(k + s). In general, it can be 
seen that the contraction algorithms outperform the CycDesigN algorithms. When 
v is only marginally smaller than r(k + s), the contraction algorithms are much 
quicker at generating resolvable row-column designs. It can be seen from Table 
4.2 that Cyc(A) outperforms Con(Ad) when generating designs where v is greater 
than 100 and r(k + s) is much larger than v. This can be explained by the method 
of calculating the average efficiency factors; see Section 4.4. The final design in 
Table 4.2, where v = 250, shows that for a large design, the overhead in Con(A) 
of constructing the row and column concurrence matrices of the row-column design 
each time Eis calculated, has outweighed the benefits of the contraction algorithm. 
This has resulted in Cyc(A) outperforming the other three algorithms. 
From Table 4.2 it can also be seen that when v is less than 100, there is little 
difference in the speed of design generation between the two CycDesigN algorithms. 
As the number of treatments increases, differences in the speed of the two algorithms 
become apparent. For designs where vis large, yet considerably smaller than r(k+s), 
Cyc(A) is able to generate designs much faster than Cyc(Ad). However, for designs 
where vis large but only marginally smaller than r(k + s), Cyc(Ad) is the faster of 
the two CycDesigN algorithms. An explanation for this is how the average efficiency 
factors for the row and column component designs are calculated; see Section 4.4. 
Similar results are seen when comparing the contraction algorithms. For re-
solvable row-column designs with less than 100 treatments, the speed of design 
generation for Con(Ad) and Con(A) are similar. As the number of treatments in-
creases, and r(k + s) is much larger than v, Con(A) is quicker at generating designs. 
If v is only slightly smaller than r(k + s), then Con(Ad) is the quicker of the two 
contraction algorithms. 
Table 4.3 gives a time comparison of the four algorithms for some designs where 
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Table 4.2: Design generation times (seconds), v < r(k + s) 
V k s r r(k + s) E Cyc(A) Cyc(Ad) Con(Ad) Con(A) 
12 3 4 3 21 0.5076 68 69 60 58 
20 4 5 4 36 0.6104 86 87 70 70 
28 4 7 6 66 0.6546 64 65 58 56 
35 7 5 5 60 0.6894 79 79 63 58 
56 7 8 4 60 0.7385 84 83 52 52 
65 5 13 4 72 0.7142 97 97 54 54 
80 8 10 6 108 0.7835 97 98 63 62 
100 10 10 8 160 0.8091 92 99 73 65 
112 8 14 9 198 0.8120 54 76 60 43 
120 15 8 10 230 0.8167 32 69 64 27 
140 10 14 6 144 0.8272 131 121 66 79 
171 9 19 7 196 0.8346 96 85 60 74 
200 20 10 7 210 0.8474 127 110 60 80 
250 10 25 10 350 0.8578 31 61 60 33 
v ~ r(k + s). In general, it can be seen that Con(Ad) generates resolvable row-
column designs more efficiently than the other three algorithms. When generating 
designs with less than 300 treatments, both contraction algorithms perform better 
than the CycDesigN algorithms. Cyc(Ad) begins to produce resolvable row-column 
designs more efficiently than Con(A) for designs with more than 300 treatments. 
Again this can be explained by the methods of calculating the average efficiency 
factor. For designs with more than 300 treatments, it can be seen that as the 
number of treatments increases, the time taken to generate these designs increases 
dramatically for Cyc(A) and Con(A). 
When v = r(k + s) and v is small, the method of calculating the average effi-
ciency factors has little effect on the speed of generating designs. That is, the two 
CycDesigN algorithms generate designs at approximately the same rate, as do the 
two contraction algorithms. For larger v, for example v = 150, from Table 4.3 it 
can be seen that this is no longer true. Cyc(Ad) and Con(Ad) are much quicker at 
generating designs than Cyc(A) and Con(A) respectively. 
Based on the examples given in Tables 4.2 and 4.3 and others that have been 
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Table 4.3: Design generation times (seconds), v ~ r(k + s) 
V k s r r(k + s) E Cyc(A) Cyc(Ad) Con(Ad) Con(A) 
28 4 7 2 22 0.5547 28 23 15 21 
32 4 8 2 24 0.5541 29 25 15 21 
36 6 6 3 36 0.6811 102 102 64 64 
40 5 8 3 39 0.6735 90 92 54 54 
60 6 10 3 48 0.7139 138 135 69 70 
64 8 8 4 64 0.7520 130 130 74 78 
90 6 15 3 63 0.7300 117 91 48 77 
130 10 13 5 115 0.8183 133 123 65 75 
150 15 10 6 150 0.8311 124 107 60 80 
240 20 12 3 96 0.8337 373 278 65 168 
320 16 20 6 216 0.8804 400 160 60 305 
400 20 20 4 160 0.8830 1082 224 58 943 
600 15 40 4 220 0.8888 2021 230 60 1898 
720 20 36 3 168 0.8954 6552 308 59 6327 
1000 25 40 3 195 0.9114 9504 573 67 9016 
1200 40 30 2 140 0.8964 10230 1391 70 8933 
examined, it can be concluded that the contraction approach of updating the design 
matrices and calculating the change in the objective function is more efficient than 
the approach used by the CycDesigN algorithms. The quickest method of calcu-
lating the average efficiency factor, and hence which contraction algorithm is best, 
is dependent on the design parameters. The overall conclusion is that Con(Ad) 
is the best algorithm for generating designs where v is only slightly smaller than 
r(k + s) and also for designs where v ~ r(k + s). For the remaining cases where vis 
much smaller than r(k+s), the best algorithm for generating resolvable row-column 
designs is Con (A). 
4.6 Design Selection 
If a design is found which has a weighted average efficiency factor equal to the 
calculated weighted upper bound, the algorithm is terminated and this optimal 
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design is available for selection. Often an optimal design is not found and the user 
is required to choose when to the stop the algorithm. There are various approaches 
to deciding when to terminate the algorithm and the choice of approach will vary 
from user to user. Possible approaches include running the algorithm for a fixed 
length of time, terminating the algorithm when an improved design is not found 
after so many seconds, or alternatively at the end of the random descent phase. The 
end of the random descent phase could be considered a natural place to terminate 
the algorithm as there is often a delay before an improved design is found in the 
simulated annealing phase. 
For small designs the best algorithm will find a near optimal or optimal design 
quickly, so the problem of when to terminate the algorithm is mainly of interest 
for large designs. From personal experience working at the Victorian Institute for 
Dryland Agriculture, agricultural experiments with 400 or more treatments gener-
ally have less than five replicates. Cyc(Ad) is the quickest of the two CycDesigN 
algorithms for generating these resolvable row-column designs, while Con(Ad) is the 
best overall. 
Table 4.4 gives the number of seconds for the average efficiency factors to be 
achieved corresponding to an interchange acceptance path generated by Cyc(Ad) 
and Con(Ad)- The resolvable row-column design has parameters v = 1000, k = 25, 
s = 40 and r = 3. The same random number seeds have been used for each 
algorithm to ensure the same interchange acceptance path is followed. As expected 
from the results in the previous section, Con(Ad) is the faster of the two algorithms 
at generating these designs. If the algorithms were run for a fixed length of time, 
Cyc(Ad) would not be able to produce a design with a better average efficiency 
factor than Con(Ad)-
It can be seen from Table 4.4 that during the random descent phase both algo-
rithms begin by generating designs at a steady rate and then slow down towards the 
end of the phase. The maximum delay between successive designs in the random 
decent phase for Cyc(Ad) is 60 seconds, compared to 4 seconds for Con(Ad). If 
the algorithms were stopped when no improved design is generated after, say, 10 
seconds, Cyc(Ad) would not reach the end of the random descent phase. 
Three interchange acceptance paths for different sized designs are given in Table 
4.5. The average efficiency factor of the designs generated in the first few seconds of 
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Table 4.4: Times to generate designs for v = 1000, k = 25, s = 40, r = 3 
E Cyc(Ad) Con(Ad) I E Cyc(Ad) Con(Ad) 
0.905568 1 0 0.910734 25 15 
0.905703 1 1 0.910794 27 15 
0.905860 1 1 0.910853 29 16 
0.906001 1 1 0.910906 31 16 
0.906132 2 1 0.910961 33 16 
0.906231 2 2 0.911017 35 17 
0.906353 2 2 0.911070 39 17 
0.906499 2 2 0.911116 44 18 
0.906614 3 2 0.911162 50 18 
0.906703 3 3 0.911205 59 19 
0.906817 3 3 0.911243 71 20 
0.906942 3 3 0.911281 80 21 
0.907067 4 3 0.911313 104 23 
0.907208 4 3 0.911348 164 27 
0.907311 4 4 0.911360 211 31 
0.907388 4 4 End of random descent 
0.907470 5 4 0.911363 548 72 
0.907586 5 4 0.911363 550 73 
0.907682 5 5 0.911364 551 73 
0.907787 5 5 0.911364 561 74 
0.907869 6 5 0.911365 565 75 
0.907959 6 5 0.911366 565 75 
0.908069 6 6 0.911367 572 76 
0.908141 7 6 0.911367 624 83 
0.908203 7 6 0.911368 627 84 
0.908271 7 6 0.911368 631 85 
0.908356 8 7 0.911368 633 85 
0.908422 8 7 0.911370 634 86 
0.908484 9 7 0.911371 635 86 
0.908570 9 7 0.911372 635 86 
0.908637 10 8 0.911373 636 86 
0.908700 10 8 0.911374 636 87 
0.908768 11 8 0.911375 638 87 
0.908842 11 8 0.911375 638 87 
0.908905 12 9 0.911375 640 88 
0.908962 13 9 0.911376 641 88 
0.909027 13 9 0.911376 641 88 
0.909115 13 9 0.911376 643 89 
0.909205 14 9 0.911377 646 89 
0.909309 14 10 0.911378 646 89 
0.909401 14 10 0.911379 648 90 
0.909486 14 10 0.911380 651 90 
0.909581 15 10 0.911380 651 90 
0.909655 15 11 0.911381 651 91 
0.909728 15 11 0.911382 652 91 
0.909799 16 11 0.911383 653 91 
0.909864 16 11 0.911384 653 91 
0.909935 16 12 0.911386 655 92 
0.910007 17 12 0.911387 659 93 
0.910069 17 12 0.911387 660 93 
0.910126 18 12 0.911387 666 94 
0.910197 18 13 0.911389 666 94 
0.910264 19 13 0.911389 667 94 
0.910321 19 13 0.911389 667 95 
0.910384 20 13 0.911390 667 95 
0.910474 21 14 0.911390 670 95 
0.910518 21 14 0.911392 671 96 
0.910566 22 14 0.911393 677 96 
0.910625 23 14 0.911394 678 97 
0.910679 24 15 0.911395 680 97 
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Table 4.5: Times to follow interchange acceptance paths 
V = 480, k = 20, S = 24, r = 4 V = 760, k = 38, S = 20, r = 3 V = 1400, k = 40, S = 35, r = 2 
E Cyc Ad Con Ad E Cyc Ad Con Ad E Cyc Ad Con Ad 
0.890126 7 5 0.895691 8 5 0.902674 7 3 
0.890232 7 5 0.895809 8 5 0.902792 7 3 
0.890318 7 5 0.895907 8 5 0.902910 8 3 
0.890451 8 6 0.896015 9 6 0.903038 9 3 
0.890582 8 6 0.896106 10 6 0.903162 9 3 
0.890685 9 6 0.896195 10 6 0.903291 10 3 
0.890791 9 6 0.896281 11 6 0.903388 11 4 
0.890882 10 6 0.896360 12 6 0.903499 12 4 
0.890978 11 7 0.896452 13 6 0.903622 14 4 
0.891062 12 7 0.896530 15 7 0.903737 16 4 
0.891131 13 7 0.896606 17 7 0.903853 18 4 
0.891222 14 7 0.896684 21 7 0.903955 21 4 
0.891309 17 8 0.896760 25 8 0.904065 25 4 
0.891389 21 8 0.896833 37 9 0.904157 33 5 
0.891458 25 9 0.896861 62 11 0.904259 47 5 
0.891495 39 11 End of random descent 0.904317 128 8 
End of random descent 0.896863 510 49 End of random descent 
0.891498 87 22 0.896864 510 49 0.904317 188 11 
0.891500 87 22 0.896864 512 50 0.904318 188 11 
0.891503 88 22 0.896866 512 50 0.904321 189 11 
0.891504 88 22 0.896866 512 50 0.904321 189 11 
0.891506 88 23 0.896868 512 50 0.904322 189 11 
0.891507 89 23 0.896869 512 50 0.904325 190 11 
0.891508 89 23 0.896872 513 50 0.904327 190 11 
0.891511 89 23 0.896874 513 50 0.904328 192 12 
0.891512 89 23 0.896875 514 51 0.904328 193 12 
0.891514 90 23 0.896881 514 51 0.904331 193 12 
0.891516 90 23 0.896882 514 51 0.904332 193 12 
0.891516 90 24 0.896883 515 51 0.904332 194 12 
0.891517 90 24 0.896885 515 51 0.904335 194 12 
0.891519 91 24 0.896885 515 51 0.904338 195 12 
0.891520 91 24 0.896886 515 51 0.904338 197 12 
0.891522 91 24 0.896887 516 52 0.904339 198 12 
0.891523 92 24 0.896887 517 52 0.904341 198 13 
0.891523 92 24 0.896887 517 52 0.904342 198 13 
0.891526 92 25 0.896890 517 52 0.904345 198 13 
0.891526 95 25 0.896892 518 52 0.904348 199 13 
0.891528 98 26 0.896893 519 53 0.904351 200 13 
0.891531 99 27 0.896899 519 53 0.904357 201 13 
0.891532 100 27 0.896900 519 53 0.904357 202 13 
0.891534 100 27 0.896900 519 53 0.904361 202 13 
0.891534 108 29 0.896903 520 53 0.904364 202 13 
0.891535 110 29 0.896907 521 53 0.904366 203 13 
0.891535 110 29 0.896908 521 54 0.904370 203 13 
0.891536 111 30 0.896910 522 54 0.904372 204 14 
0.891537 111 30 0.896911 523 54 0.904375 204 14 
0.891539 111 30 0.896914 523 54 0.904378 206 14 
0.891539 112 30 0.896914 523 54 0.904379 207 14 
0.891541 112 30 0.896917 523 54 0.904379 209 14 
0.891543 112 30 0.896918 524 55 0.904380 209 14 
0.891545 113 31 0.896919 526 55 0.904382 209 14 
0.891546 113 31 0.896919 528 56 0.904385 210 14 
0.891547 113 31 0.896921 531 56 0.904388 210 14 
0.891551 113 31 0.896925 1079 100 0.904391 210 15 
0.891553 113 31 0.896926 1079 100 0.904392 210 15 
0.891554 114 31 0.896927 1079 100 0.904395 211 15 
0.891555 114 31 0.896930 1080 100 0.904398 212 15 
0.891558 115 32 0.896931 1080 100 0.904401 212 15 
0.891559 116 32 0.896932 1080 101 0.904404 213 15 
0.891560 116 32 0.896933 1080 101 0.904407 213 15 
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each algorithm have not been presented. Similar results are seen for other random 
number seeds and designs of different sizes. 
As Con(Ad) is able to generate resolvable row-column designs faster than 
Cyc(Ad), it is expected that Con(Ad) will reach the end of the random descent 
phase quicker. The number of seconds taken for Cyc(Ad) and Con(Ad) to reach the 
end of the random descent phase for several designs are given in Table 4.6. The 
effect of randomness is present due to the random number seed chosen, but multiple 
runs of each algorithm produced similar results to those presented. For the designs 
in Table 4.6, Con(Ad) reaches the end of the random descent phase in less than a 
third of the time taken by Cyc(Ad), 
Table 4.6: Time to reach the end of random descent 
V k s r Cyc(Ad) Con(Ad) 
420 21 20 4 26 8 
480 20 24 4 39 11 
620 20 31 3 41 7 
800 20 40 2 18 2 
1050 35 30 3 163 24 
1400 40 35 2 122 8 
Based on the results in Tables 4.4, 4.5 and 4.6, Con(Ad) is the preferred algorithm 
for the three design selection approaches considered. If the algorithms are run for a 
fixed length of time, Con(Ad) will always obtain a design as good as, if not better 
than, Cyc(Ad), The same conclusion is reached if the algorithms are terminated 
when no improved design is generated after a given length of time. If the two 
algorithms are given the same random number seed, and hence the same interchange 
acceptance path is followed, Con(Ad) will reach the end of the random descent phase 
much quicker than Cyc(Ad). 
4. 7 CycDesigN version 2.0 
CycDesigN version 2.0 offers two methods of generating resolvable row-column de-
signs when v ~ 400. The default method is the recursive update of the average 
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efficiency factor (John and Whitaker, 2000) which is discussed in Section 4.7.1. An 
alternative method is a two stage procedure which is discussed in Section 4.7.2. 
Both these methods are compared to Con(Ad) which has been shown to be the best 
algorithm of the four considered for generating resolvable row-column designs with 
a large number of treatments and v ~ r(k + s). 
4.7.1 Updating the Average Efficiency Factor 
Comparing designs of the same size using the average efficiency factor E as the 
objective function can be computationally expensive. However, John and Whitaker 
(2000) have developed a recursive formulae for updating E after an interchange is 
accepted. This approach is currently used in version 2.0 of CycDesigN for generating 
resolvable row-column designs with 400 or more treatments and will be referred to 
as Cyc(E). Con(Ad) and Cyc(E) will not follow the same interchange acceptance 
path for a given random number seed. This is due to Con(Ad) using (4.2) as the 
objective function, while Cyc(E) uses the average efficiency factor E. 
A comparison was made in terms of the speed of generating resolvable row-
column designs between Cyc(E) and Con(Ad), Table 4.7 shows the average efficiency 
factors corresponding to two interchange acceptance paths for each algorithm. The 
same random number seed has been used for each algorithm to ensure the same 
initial design is constructed. For a four-replicate resolvable row-column design 
with 400 treatments set out in 20 rows and 20 columns, designs are generated much 
faster using Con(Ad). If the algorithms are stopped at the end of the random 
descent phase, it can be seen from Table 4.7 that Cyc(E) would be terminated with 
an average efficiency factor of 0.882070 after 45 seconds, while Con(Ad) would be 
stopped after 7 seconds and the average efficiency factor would be 0.882782. 
Similar results are evident for a two-replicate resolvable row-column design with 
1000 treatments set out in 25 rows and 40 columns. From Table 4. 7 it can be seen 
that if the algorithms are terminated at the end of the random descent phase, Cyc(E) 
would return a design with an average efficiency factor of 0.884980 after 45 seconds. 
Using Con(Ad), the average efficiency factor would be 0.885305 after just 5 seconds. 
It is apparent from these two results, and others which have been examined, that 
Con(Ad) is able to produce designs with a higher average efficiency factor quicker 
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Table 4.7: Interchange acceptance paths for Cyc(E) and Con(Ad) 
v = 400,k = 20,s = 20,r = 4 v = 1000,k = 25,s = 40,r = 2 
Cyc E Time Con Ad Time Cyc E Time Con Ad Time 
0.872931 1 0.872931 0 0.874493 2 0.874493 0 
0.873399 1 0.873415 1 0.874886 2 0.874927 0 
0.873874 1 0.873795 1 0.875341 2 0.875393 0 
0.874245 2 0.874196 1 0.875878 2 0.875869 0 
0.874616 2 0.874585 1 0.876380 2 0.876304 1 
0.874994 2 0.874934 1 0.876767 3 0.876709 1 
0.875380 2 0.875395 1 0.877154 3 0.877266 1 
0.875668 3 0.875745 1 0.877588 3 0.877766 1 
0.875954 3 0.876008 1 0.878054 3 0.878265 1 
0.876230 3 0.876358 1 0.878432 3 0.878674 1 
0.876430 4 0.876617 1 0.878811 4 0.879059 1 
0.876660 4 0.876791 2 0.879198 4 0.879368 1 
0.876909 5 0.876933 2 0.879532 4 0.879761 1 
0.877108 6 0.877152 2 0.879813 4 0.880187 1 
0.877252 8 0.877390 2 0.880177 4 0.880466 1 
0.877576 8 0.877695 2 0.880515 5 0.880830 1 
0.877840 8 0.877966 2 0.880770 5 0.881153 1 
0.878169 8 0.878235 2 0.880979 5 0.881473 1 
0.878484 9 0.878517 2 0.881235 5 0.881745 2 
0.878708 9 0.878752 2 0.881494 6 0.881996 2 
0.878897 9 0.878962 2 0.881756 6 0.882268 2 
0.879116 10 0.879149 3 0.881972 6 0.882527 2 
0.879307 11 0.879383 3 0.882200 7 0.882740 2 
0.879469 12 0.879563 3 0.882396 7 0.882996 2 
0.879636 13 0.879778 3 0.882606 8 0.883267 2 
0.879817 14 0.879987 3 0.882767 8 0.883508 2 
0.880039 14 0.880219 3 0.882974 9 0.883756 2 
0.880218 15 0.880405 3 0.883153 10 0.884005 2 
0.880404 16 0.880604 3 0.883328 10 0.884232 2 
0.880587 16 0.880769 3 0.883503 11 0.884432 2 
0.880755 18 0.880954 3 0.883661 12 0.884692 3 
0.880930 19 0.881141 4 0.883811 14 0.884928 3 
0.881060 21 0.881344 4 0.883970 15 0.885143 3 
0.881235 24 0.881520 4 0.884093 18 0.885305 5 
0.881392 26 0.881661 4 0.884218 20 End ofr.d. 
0.881556 28 0.881817 4 0.884358 22 0.885305 8 
0.881672 31 0.881956 4 0.884493 24 0.885306 9 
0.881782 34 0.882126 4 0.884597 27 0.885309 9 
0.881930 39 0.882291 5 0.884739 31 0.885315 9 
0.882070 45 0.882425 5 0.884837 38 0.885319 9 
End ofr.d. 0.882578 5 0.884970 44 0.885320 12 
0.882070 94 0.882705 5 0.884980 45 0.885325 12 
0.882073 94 0.882782 7 End of r.d. 0.885332 13 
0.882074 95 End of r.d. 0.884983 88 0.885334 13 
0.882074 95 0.882782 13 0.884983 88 0.885336 13 
0.882074 95 0.882788 13 0.884985 88 0.885336 16 
0.882077 95 0.882793 13 0.884992 89 0.885336 16 
0.882085 95 0.882797 13 0.884998 89 0.885349 34 
0.882096 95 0.882797 15 0.884999 89 0.885350 37 
0.882098 96 0.882798 15 0.885007 89 0.885350 37 
0.882101 96 0.882806 15 0.885007 89 0.885354 75 
0.882101 96 0.882806 15 0.885013 90 0.885360 326 
0.882105 96 0.882809 16 0.885013 90 0.885367 326 
0.882106 96 0.882813 16 0.885013 91 0.885372 327 
0.882107 97 0.882813 16 0.885017 91 0.885377 330 
0.882110 98 0.882818 16 0.885017 91 0.885382 331 
0.882110 98 0.882822 16 0.885020 91 0.885384 331 
0.882113 98 0.882825 16 0.885026 92 0.885387 331 
0.882119 99 0.882828 19 0.885027 92 0.885390 332 
0.882120 99 0.882830 19 0.885034 92 0.885394 332 
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than the method of updating E in CycDesigN. This result is consistent for different 
random number seeds and different sized designs. 
Further results for comparing the method of updating the average efficiency fac-
tor with Con(Ad) are presented in Table 4.8. Given the large number of treatments 
in each design, the two algorithms were run for three minutes and the average ef-
ficiency factor of the best resolvable row-column design was recorded. The results 
show that Con(Ad) is capable of generating designs within three minutes that have 
a better average efficiency factor than those obtained by Cyc(E). 
Table 4.8: Cyc(E) and Con(Ad) average efficiency factors after 3 minutes 
V k s r Cyc(E) Con(Ad) 
550 22 25 3 0.8874 0.8877 
600 15 40 4 0.8884 0.8889 
884 26 34 3 0.9076 0.9084 
1000 25 40 3 0.9108 0.9115 
1500 50 30 2 0.9036 0.9040 
1800 40 45 4 0.9394 0.9403 
3000 50 60 2 0.9317 0.9323 
The average efficiency factor obtained at the end of the random descent phase, 
when there is a break in the algorithms, is also of interest. Table 4.9 gives the average 
efficiency factors obtained and the number of seconds taken to reach this point. The 
same parameter sets and random number seeds as those used to obtain the results in 
Table 4.8 have been used. The interchange acceptance paths for v = 1800 in Table 
4.8 did not reach the end of the random descent phase within three minutes. This 
explains why the average efficiency factors given in Table 4.9 for this parameter set 
are higher than those given in Table 4.8. The interchange acceptance paths for all 
other parameter sets presented did reach the end of the random descent phase within 
three minutes. Con(Ad) is much quicker at reaching the end of the random descent 
phase and the average efficiency factors are also higher. Similar results to those 
presented are obtained with different random number seeds and different parameter 
sets. 
The average efficiency factors presented in Table 4.8 are only marginally higher 
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Table 4.9: Cyc(E) and Con(Ad) times to the end of random descent 
Cyc(E) Con(Ad) 
V k s r E Time E Time 
550 22 25 3 0.8867 43 0.8875 5 
600 15 40 4 0.8884 132 0.8888 21 
884 26 34 3 0.9074 75 0.9082 15 
1000 25 40 3 0.9106 84 0.9114 23 
1500 50 30 2 0.9034 68 0.9037 8 
1800 40 45 4 0.9406 924 0.9410 343 
3000 50 60 2 0.9317 175 0.9322 45 
than those obtained at the end of the random descent phase and given in Table 4.9. 
For two of the designs presented, namely v = 600 and v = 3000, the best average 
efficiency factor obtained by Cyc(E) within three minutes was that found at the end 
of the random descent phase. Unless users are prepared to run the algorithms for an 
extended period of time, there is little lost in terms of the average efficiency factor 
by stopping the algorithms at the end of the random descent phase. Users who 
do choose to stop the algorithms at this point will obtain better average efficiency 
factors quicker by using Con(Ad). This issue of terminating the algorithm at the 
end of the random descent phase is investigated further in Chapter 5. 
4.7.2 Two Stage Construction 
The five algorithms discussed previously in this chapter, Cyc(A), Cyc(Ad), Con(A), 
Con(Ad) and Cyc(E), are all examples of one stage design generation algorithms. 
The one stage method constructs the resolvable row-column design as a single pro-
cess. Whitaker, Williams and John (1999) recommend that large resolvable row-
column designs should be constructed in two stages. In the first stage, an efficient 
resolvable block design is obtained which becomes the column component design 
of the row-column design. At the second stage, treatment interchanges are re-
stricted to treatments within the same column. Hence, at this stage, the column 
component design is fixed and interchanges are made with the aim of finding an 
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efficient row component design and overall row-column design. One reason for this 
strategy is that efficient resolvable block designs can be constructed quickly, espe-
cially if a-designs are used (Patterson and Williams, 1976a). Secondly, the number 
of interchanges at the second stage is restricted to those within the same column. For 
designs with a large number of treatments, this two stage approach often produces 
efficient designs quicker than constructing a design in a single process. However, the 
disadvantage is that it may not be possible to find a row component design that fits 
well with the fixed column component design to produce a good overall row-column 
design. 
It was shown in Section 4.5 that for resolvable row-column designs with 
v < r(k + s), Con(A) outperformed both Cyc(A) and Cyc(Ad), and when 
v 2'.: r(k + s), Con(Ad) outperformed the CycDesigN algorithms. These results 
suggest that a two stage contraction algorithm would outperform a two stage Cyc-
DesigN algorithm. Therefore, a two stage contraction algorithm was proposed which 
chooses the method of calculating the average efficiency factor based on the design 
parameters. For designs where v < r(k + s), the average efficiency factor Eis calcu-
lated from the matrix A 1 and the method discussed in Section 4.2.2. If v 2'.: r(k+s), 
the method outlined in Section 4.3.3 would be used to calculate E via the average 
efficiency factor Ed of the dual design. 
Of interest is the speed in generating resolvable row-column designs using the 
two stage contraction algorithm and the one stage contraction algorithms. As the 
two stage algorithm is recommended for designs with a large number of treatments, 
it is only tested on designs with v 2'.: 100. The first stage of the two stage algorithm 
is run for thirty seconds and the second stage for four and a half minutes. The first 
stage is run for a much shorter time as the column component design generated is 
an a-design and these can be generated quickly. If the optimal column component 
design was found in stage one before the thirty seconds had elapsed, the second 
stage was permitted to run longer, such that the algorithm was run for a total of 
five minutes. 
The choice of which one stage contraction algorithm to use in the comparison 
is dependent on the design parameters. Based on the results from Section 4.5, if 
v < r(k + s), then Con(A) is used to generate the designs, while if v 2'.: r(k + s), 
Con(Ad) is used. The one stage algorithms were also run for a total of five minutes. 
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Table 4.10: One stage versus two stage contraction algorithms 
V k s r r(k + s) E1 stage E2 stage 
100 10 10 8 160 0.809448 0.811224 
120 15 8 10 230 0.817043 0.816684 
130 10 13 5 115 0.818331 0.819973 
240 20 12 3 96 0.833912 0.833672 
400 20 20 4 160 0.883190 0.883868 
600 15 40 4 220 0.889035 0.889210 
720 20 36 3 168 0.895531 0.895680 
1000 25 40 3 195 0.911528 0.911577 
1200 40 30 2 140 0.896512 0.896584 
The average efficiency factors presented in Table 4.10 are the best obtained 
from five runs of each algorithm. For designs with v :=; 400, there appears to be 
no consistency as to which algorithm produced the design with the best average 
efficiency factor. The two stage algorithm seems most suitable for designs with a 
very large number of treatments. For designs with v ~ 600, the absolute difference 
between the two average efficiency factors given in Table 4.10 is less than 2 x 10-4 • 
4.8 Conclusions 
From the results presented in Sections 4.5, 4.6 and 4.7, it is apparent that the current 
method of constructing resolvable row-column designs using CycDesigN version 2.0 
can be improved dramatically. By constructing resolvable row-column designs based 
on the row and column incidence matrices of the contraction arrays and secondary 
arrays, the performance in terms of speed is superior to the current approaches. 
When comparing the one stage approaches of Cyc(A), Cyc(Ad), Con(Ad) and 
Con(A), the biggest improvement is evident when considering designs with a large 
number of treatments. For such designs, the forming of the matrix A1 and the 
subsequent inverting of this v x v matrix is computationally expensive. By selecting 
the smaller of A 1 and AM when calculating the average efficiency factor, large 
savings in computing effort can be made. 
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The recursive method of updating the average efficiency factor is no longer the 
best approach to constructing resolvable row-column designs with a large number 
of treatments where v ~ r(k + s). The single stage contraction algorithm, Con(Ad), 
is capable of producing more efficient designs quicker than the recursive method of 
Cyc(E). 
The two stage design construction method remains an important tool for generat-
ing resolvable row-column designs. For designs with v < 600, there is no clear set of 
parameter constraints for which the two stage contraction algorithm produces more 
efficient designs than the one stage contraction algorithms. The row-column design 
obtained using the two stage algorithm is restricted by the choice of o:-design at 
the first stage. This suggests that several resolvable row-column designs should be 




Design Considerations for Large 
Treatment Numbers 
5.1 Introduction 
Existing optimisation algorithms are slow at constructing efficient resolvable row-
column designs with thousands of treatments. The contraction algorithm Con(Ad), 
discussed in Chapter 4, is able to generate resolvable row-column designs quicker 
than CycDesigN version 2.0, but it still requires considerable time to generate effi-
cient designs when v is very large. 
From personal experience, it is uncommon in agricultural field trials to require 
a replicated design with more than 1000 treatments. Gene expression microarray 
experiments are one example where thousands of treatments, or genes, are replicated 
multiple times in the one design. Microarray technology provides a tool for exploring 
and understanding an organisms genetic material. As an example, microarrays 
allow comparison of gene expression between normal and diseased cells. A brief 
introduction to microarrays and an example are given in Section 5.2. 
Calculating the average efficiency factor E requires the most computational effort 
in CycDesigN and Con(Ad). For designs with a large number of treatments, such 
as microarray experiments, calculating E is a time consuming process. The speed 
of the algorithms could be improved by not calculating E, or by estimating E. If 
E was not calculated, the sole objective function would be the (M,S)-optimality 
criterion. Both methods of speed improvement are discussed in Section 5.3. 
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When generating resolvable row-column designs suitable for experiments with 
a large number of treatments, numerous observations have shown that the best 
average efficiency factor does not change dramatically throughout the simulated 
annealing phase. This does not suggest that there is no improvement in the designs 
as the distributional properties of the pairwise efficiency factors may be improving. 
The distribution of the pairwise efficiency factors provide further information to the 
usefulness of a design and is discussed in Section 5.4. 
5.2 Microarray Example 
A microarray is usually a glass or nylon slide onto which DNA molecules are attached 
at fixed locations known as spots. On a single microarray there may be tens of 
thousands of spots. It is recommended that the DNA molecules are replicated on 
at least three spots on the microarray (Lee, Kuo, Whitmore and Sklar, 2000) and 
dispersed over the surface of the microarray (Simon, Radmacher and Dobbin, 2002). 
In the most basic microarray experiment, two samples of mRNA are compared 
by first converting the samples to cDNA and then labelling one sample with a green 
fluorescent dye and the second sample with a red fluorescent dye. The two samples 
are then mixed and washed over the microarray. Using a laser, the spots are excited 
and the amount of each sample bound to a spot can be measured. For each spot, two 
intensities are measured which indicate the level of expression for the two samples. 
If the spot is green, then the sample dyed green is in abundance, while if the sample 
dyed red is in abundance, the spot will be red. If both samples are equally expressed, 
the spot will be yellow. In the situation where neither gene is expressed, the spot 
will appear black. Based on the colour of each spot, the relative expression levels of 
the two samples can be estimated. 
In one such experiment it was required to set out 2000 genes in a four-replicate 
resolvable row-column design, where each replicate was laid out in 50 rows and 
40 columns (personal communication). The replicates were to be in a two by two 
grid such that the replicates form two contiguous groups. To complicate the design, 
latinisation was added to the design structure. A resolvable row-column design can 
be latinised in the row and/or column direction; see John and Williams (1998). For 
example, a design is said to be t-latinised in the column direction if no treatment 
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occurs more than once in each group of t long columns. It was desirable for this 
design to be latinised in both the row and column direction. The design needed 
to be 25-latinised in the row direction, and 20-latinised in the column direction. 
Figure 5.1 shows the layout of the microarray experiment. 
The contraction algorithm Con(Ad) took 996 seconds (approximately 16 min-
utes) to find an initial solution with an average efficiency factor of 0.942987. This 
is a time consuming process if a scientist requires many such designs. However, to 
put things in perspective, CycDesigN took 241707 seconds (approximately 67 hours) 
to find the first design which had an average efficiency factor of 0.942963. As the 
number of treatments is greater than 400, CycDesigN uses the recursive average 
efficiency factor update method; see Section 4.7.1. Several runs of each algorithm 
with different random number seeds gave similar results. 
Rep 1 Rep 2 
Rep 3 Rep4 
50 rows 
< > < > 
20 columns 40 columns 
Figure 5.1: Microarray layout for v = 2000, k = 50, s = 40, r = 4 
85 
5.3 Objective Functions 
The calculation of the average efficiency factor is computationally expensive for 
large designs and alternative objective functions are required which will improve the 
speed of Con(Ad), One possibility is the estimation of the average efficiency factor. 
The average efficiency factor for the resolvable row-column design can be calculated 
using (1.1), that is 
v-1 
E = "v-1 -1 
L..,i=l ei 
where ei are the canonical efficiency factors of the information matrix A. By esti-
mating Ei e;1 , an estimate of Eis obtained. 
The canonical efficiency factors of A are given by a subset of the non-zero 
eigenvalues of Afr. From (1.2), Afr can be expressed as 
; A = (I - tJ) - W 
where W = /sNkN~ + r\NsN~ - ~J. Following John and Williams (1995, p35), a 
geometric expansion of r A+ is given by 
r A+ = (I - !J) + "~ Wi V L..,1-1 
A proof is given in Appendix C. It then follows that 
v-1 oo 
Ee;1 = (v -1) + Etrace(Wi) (5.1) 
i=l i=l 
The purpose of estimating E is to reduce the computational effort required. It 
therefore seems reasonable to estimate E using the first two terms of the geometric 
expansion given in (5.1) as these are easily computed, that is 
trace (W) = k + s - 2 trace(W2) -
k+s+2 2 --- + 2 trace(HH') - 4 r r 
where trace(HH') is given in (3.25). 
Table 5.1 gives the start of an interchange acceptance path for a three-replicate 
resolvable row-column design with 3000 treatments set out in 50 rows and 60 
columns. The estimated average efficiency factor, Eest, is calculated using the first 
two terms of the geometric expansion. The time in seconds to generate each design 
is also presented. 
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Table 5.1: Actual and estimated E for v = 3000, k = 50, s = 60, r = 3 (T = time) 
Eactual T Eest Tl Eactual T Eest Tl Eactual T Eest T 
0.945979 1 0.953396 1 0.946732 88 0.953600 2 0.947200 177 0.953731 3 
0.945992 3 0.953400 1 0.946739 90 0.953602 2 0.947206 178 0.953732 3 
0.946007 4 0.953404 1 0.946750 91 0.953605 2 0.947213 180 0.953734 3 
0.946024 5 0.953408 1 0.946760 93 0.953608 2 0.947220 181 0.953736 3 
0.946038 7 0.953412 1 0.946768 94 0.953610 2 0.947225 183 0.953738 3 
0.946049 8 0.953415 1 0.946779 96 0.953613 2 0.947231 184 0.953739 4 
0.946064 10 0.953419 1 0.946787 97 0.953615 2 0.947237 186 0.953741 4 
0.946079 11 0.953423 1 0.946796 98 0.953618 2 0.947243 187 0.953743 4 
0.946093 13 0.953427 1 0.946804 100 0.953620 2 0.947248 189 0.953745 4 
0.946108 14 0.953431 1 0.946810 101 0.953622 2 0.947253 190 0.953746 4 
0.946119 16 0.953434 1 0.946820 103 0.953624 2 0.947263 192 0.953749 4 
0.946135 17 0.953438 1 0.946830 104 0.953627 2 0.947273 193 0.953752 4 
0.946151 18 0.953442 2 0.946838 106 0.953629 2 0.947282 195 0.953754 4 
0.946162 20 0.953445 2 0.946848 107 0.953632 2 0.947295 196 0.953758 4 
0.946176 21 0.953449 2 0.946857 109 0.953635 2 0.947303 198 0.953760 4 
0.946190 23 0.953452 2 0.946867 110 0.953637 2 0.947313 199 0.953763 4 
0.946206 24 0.953457 2 0.946876 112 0.953640 2 0.947323 201 0.953766 4 
0.946222 26 0.953461 2 0.946882 113 0.953642 2 0.947333 202 0.953769 4 
0.946235 27 0.953465 2 0.946893 114 0.953645 2 0.947342 203 0.953771 4 
0.946248 29 0.953468 2 0.946902 116 0.953647 2 0.947351 205 0.953774 4 
0.946262 30 0.953472 2 0.946909 117 0.953649 2 0.947358 206 0.953776 4 
0.946272 32 0.953475 2 0.946918 119 0.953652 2 0.947367 208 0.953778 4 
0.946283 33 0.953478 2 0.946925 120 0.953654 2 0.947378 209 0.953782 4 
0.946296 34 0.953481 2 0.946933 122 0.953656 2 0.947387 211 0.953784 4 
0.946310 36 0.953485 2 0.946942 123 0.953658 2 0.947398 212 0.953787 4 
0.946324 37 0.953489 2 0.946951 125 0.953661 2 0.947409 214 0.953790 4 
0.946336 39 0.953492 2 0.946957 126 0.953662 2 0.947420 215 0.953794 4 
0.946350 40 0.953496 2 0.946967 128 0.953665 2 0.947431 217 0.953797 4 
0.946360 42 0.953499 2 0.946974 129 0.953667 2 0.947439 218 0.953799 4 
0.946371 43 0.953502 2 0.946982 131 0.953669 2 0.947448 219 0.953802 4 
0.946382 45 0.953505 2 0.946988 132 0.953671 2 0.947456 221 0.953804 4 
0.946398 46 0.953509 2 0.946996 133 0.953674 2 0.947464 222 0.953806 4 
0.946411 47 0.953513 2 0.947002 135 0.953675 2 0.947473 224 0.953809 4 
0.946423 49 0.953516 2 0.947011 136 0.953677 2 0.947482 225 0.953811 4 
0.946433 50 0.953519 2 0.947019 138 0.953680 2 0.947490 227 0.953814 4 
0.946444 52 0.953522 2 0.947027 139 0.953682 2 0.947498 228 0.953816 4 
0.946455 53 0.953525 2 0.947037 141 0.953685 2 0.947506 230 0.953818 4 
0.946470 55 0.953529 2 0.947043 142 0.953686 2 0.947515 231 0.953821 4 
0.946481 56 0.953532 2 0.947051 144 0.953688 2 0.947522 233 0.953823 4 
0.946493 58 0.953535 2 0.947057 145 0.953690 2 0.947530 234 0.953825 4 
0.946506 59 0.953539 2 0.947063 147 0.953692 2 0.947539 236 0.953828 4 
0.946519 61 0.953542 2 0.947069 148 0.953694 2 0.947547 237 0.953830 4 
0.946533 62 0.953546 2 0.947076 150 0.953696 2 0.947554 238 0.953832 4 
0.946545 64 0.953549 2 0.947083 151 0.953698 2 0.947560 240 0.953834 4 
0.946554 65 0.953552 2 0.947089 153 0.953699 2 0.947569 241 0.953836 4 
0.946566 66 0.953555 2 0.947096 154 0.953701 2 0.947576 243 0.953839 4 
0.946573 68 0.953557 2 0.947103 156 0.953703 2 0.947585 244 0.953841 4 
0.946586 69 0.953561 2 0.947110 157 0.953705 2 0.947593 246 0.953843 4 
0.946598 71 0.953564 2 0.947117 159 0.953707 3 0.947600 247 0.953845 4 
0.946611 72 0.953567 2 0.947126 160 0.953709 3 0.947608 249 0.953848 4 
0.946622 74 0.953570 2 0.947133 162 0.953711 3 0.947615 250 0.953850 4 
0.946635 75 0.953574 2 0.947141 163 0.953713 3 0.947621 252 0.953851 4 
0.946646 77 0.953577 2 0.947146 165 0.953715 3 0.947629 253 0.953854 4 
0.946657 78 0.953580 2 0.947152 166 0.953717 3 0.947637 255 0.953856 4 
0.946669 79 0.953583 2 0.947158 168 0.953719 3 0.947644 256 0.953858 4 
0.946679 81 0.953586 2 0.947165 169 0.953720 3 0.947653 258 0.953861 4 
0.946689 82 0.953589 2 0.947171 171 0.953722 3 0.947659 259 0.953862 4 
0.946699 84 0.953591 2 0.947178 172 0.953724 3 0.947667 261 0.953865 4 
0.946709 85 0.953594 2 0.947185 174 0.953727 3 0.947674 262 0.953866 4 
0.946722 87 0.953597 2 0.947192 175 0.953729 3 0.947679 264 0.953868 5 
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For the interchange acceptance path given in Table 5.1, the two algorithms have 
accepted the same treatment interchanges. This allows for a direct comparison of 
the actual average efficiency factor and the estimated average efficiency factor. It 
can clearly be seen that estimating the average efficiency factor is much quicker than 
calculating the actual value. However, the estimated E are much higher than the 
actual E. This result is consistent with different random number seeds and different 
parameter sets. The estimated E could be improved by including more terms in the 
geometric expansion but this requires considerable computational effort, and hence, 
defeats the purpose of estimating E. 
The average efficiency factor is maximised when E e;1 is minimised. Based 
on (5.1) and the first two terms of the geometric expansion, E e;1 is minimised 
when trace(HH') is minimised. This is equivalent to the (M,S)--optimality criterion 
which selects designs that minimise trace(HH'). Therefore, an alternative approach 
for improving the speed of the algorithm is to accept interchanges based solely 
on the (M,S)--optimality objective function. An algorithm was developed which is 
based on Con(Ad) but no average efficiency factors are calculated. This algorithm is 
called Con(M,S). An interchange will always be accepted if the value of the (M,S)-
optimality objective function is decreased, and during the simulated annealing stage 
there is a small probability that an interchange will be accepted that does not 
improve the objective function value. 
This approach is not suitable for designs with a small number of treatments as 
the algorithm will quickly reduce the search space to the designs which are (M,S)-
optimal. It is conjectured that A-optimal designs are contained within the subclass 
of (M,S)-optimal designs, therefore, it is likely that several designs with the same 
(M,S)--optimality objective function value will have different average efficiency fac-
tors. To differentiate between these designs the average efficiency factor must be 
calculated which Con(M,S) does not do. An example highlighting this constraint 
with Con(M,S) is for three-replicate resolvable row-column designs with 12 treat-
ments set out in 3 rows and 4 columns. The best (M,S)--optimality objective function 
value found by Con(Ad) is 58.5000. Within the group of designs with this value, 
are designs with an average efficiency factor of 0.4901 and 0.5001. For designs with 
a large number of treatments, the algorithm is more likely to find a near optimal 
design, rather than an optimal design, so this problem should not be encountered 
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(Whitaker, 1995). 
If an improvement is made to the value of the (M,S)-optimality objective func-
tion, both Con(Ad) and Con(M,S) will accept the treatment interchange. However, 
the method of determining the best design is different for the two algorithms. The 
design obtained from an interchange which results in the (M,S)-optimality objective 
function value improving is classed as the best design for Con(M,S). Con(Ad) only 
updates the best design when the value of the (M,S)-optimality objective function 
is improved and E, or Ew, is better than the best E, or best Ew. Venables and 
Eccleston (1993) found that a decrease in the value of the (M,S)-optimality objec-
tive function can correspond to a decrease, rather than an increase, in the average 
efficiency factor. This is a rare event, but would result in the best design being 
updated by Con(M,S) but not by Con(Ad). The average efficiency factor for the 
row-column design is only calculated by Con(M,S) when the algorithm is stopped. 
It is possible for the best design found by Con(Ad) and Con(M,S) to be different 
when the algorithms are terminated. 
To compare the speed and the quality of design generation, Con(Ad) was run 
for approximately 60 seconds and the best value of the (M,S)-optimality objective 
function was recorded. Con(M,S) was then run using the same random number seed 
and the time to find a design with an equal or better (M,S)-optimality objective 
function value was recorded. The results for a selection of parameter sets is given 
in Table 5.2. Similar results were obtained for different random number seeds and 
different parameter sets. 
For all the designs in Table 5.2, Con(Ad) and Con(M,S) made the same treatment 
interchanges for the period of the interchange acceptance path followed. The average 
efficiency factor presented in Table 5.2 corresponds to the given (M,S)-optimality 
objective function value which was obtained by both algorithms. 
These results show for designs with a large number of treatments, selecting de-
signs based solely on the (M,S)-optimality criterion, and not calculating E, is much 
quicker than the approach of Con(Ad). Therefore, running both algorithms for the 
same length of time will result in more efficient designs being generated by Con(M,S) 
than Con(Ad). 
89 
Table 5.2: Speed comparison of Con(Ad) and Con(M,S) 
V k s r (M,S)--objective E Time (seconds) 
value Con(Ad) Con(M,S) 
1000 25 40 6 629.425 0.9249 62 0 
2000 50 40 4 456.725 0.9417 60 0 
2025 45 45 4 456.089 0.9425 62 0 
3000 50 60 4 540.671 0.9521 62 1 
3200 40 80 6 981.222 0.9558 63 1 
4000 80 50 3 442.663 0.9522 62 0 
6000 100 60 2 338.836 0.9478 60 0 
10000 100 100 3 653.364 0.9703 63 1 
5.4 Pairwise Efficiency Factors 
The average efficiency factor is one possible objective function to help the user decide 
when to terminate the algorithm when generating resolvable row-column designs. 
Based on numerous observations, the average efficiency factor does not increase 
remarkably during the simulated annealing stage for designs with a large number 
of treatments. Figure 5.2 shows how the best average efficiency factor changes as 
interchanges are accepted for four resolvable row-column designs generated using 
Con(Ad). The x axis is the number of seconds taken to generate the designs and the 
vertical line signifies where the random descent phase ends and simulated annealing 
begins. It can be seen from Figure 5.2 that the main improvement in the average 
efficiency factor occurs during the random descent phase. Once the algorithm en-
ters the simulated annealing phase there is little improvement in the best average 
efficiency factor found. 
Table 5.3 gives the average efficiency factors for three designs generated during 
each of the interchange acceptance paths presented in Figure 5.2. These three de-
signs are the first design generated D1 , the best design at the end of the random 
descent phase Drd and the best design found when Con(Ad) is terminated Dfinal· 
The best design is defined as the design with the highest average efficiency factor 
at a given time. The time in seconds to reach the end of the random descent phase 





0 ·I ·--·-0 (U 
lL 
>, 






Cl e 0.935 0.942 
~ 
< 
V= 1600, k:40, S=40, f=4 V=2000, k=50, S=40, f=4 
0.9340 
300 600 900 1200 0.9410 400 800 1200 1600 
0.942 0.955 
.. ·1 -- - -·· 
0.941 0.954 









~ 0.939 0.952 
Q) 
> < V=2400, k=40, S-~0, r=3 V=4000, k=50, S=80, r=3 
0.9, 250 500 750 1000 0.95b 750 1500 2250 3000 
Time (seconds) Time (seconds) 
Figure 5.2: Change in the best E 
Con(Ad) was allowed to run at least twice as long in the simulated annealing phase 
as in the random descent phase. 
It could be argued that as there is little overall change in the average efficiency 
factor during the simulated annealing phase, the best design at the end of the 
random descent phase would be a suitable design to select. This would save the user 
time waiting for the algorithm to enter the simulated annealing phase to generate 
further designs. However, even if E does not change much, there may be changes 
in the distribution of the efficiency factors eii for the pairwise comparisons. The 
distribution of the eii values provide further information about the suitability of the 
design and E can be expressed as the harmonic mean of the eii values. 
To calculate the pairwise efficiency factors eij, consider the pairwise comparison 
for treatment i and j (i =J j) which is estimable with estimators fi - fi, where Ti is 
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Table 5.3: Average efficiency factors 
D1 Drd Djinal 
V k s r E1 Erd Time Ejinal Time 
1600 40 40 4 0.9347 0.9377 265 0.9378 1132 
2000 50 40 4 0.9413 0.9436 458 0.9436 1498 
2400 40 60 3 0.9387 0.9414 258 0.9414 924 
4000 50 80 3 0.9520 0.9536 831 0.9536 2915 
the effect of treatment i. The variance of the pairwise comparison is calculated as 
where i-=/= j and Wij is the (ij)th element of A+, where A is given in (1.2). The 
pairwise variances for a complete block design are 2a2 /r for all i -=/= j (John and 
Williams, 1995, p28), and therefore, eij for the pairwise comparison Ti - Tj is given 
by 
2 
To compare the distributions of the pairwise efficiency factors, the eij values 
were calculated for two designs from the same interchange acceptance path. The 
two designs chosen were the best design obtained at the end of the random descent 
phase Drd, and the best design found when Con(Ad) was stopped D/inal· The eij 
values were calculated for these two designs from the interchange acceptance paths 
given in Figure 5.2 for the four-replicate resolvable row-column designs with 1600 
and 2000 treatments. The corresponding distributions of the eii values are given in 
Figure 5.3. 
The distributions of the pairwise efficiency factors are clearly positively skewed 
and multi-modal. The peaks in the distributions correspond to treatments with 
the same row and column concurrences. It is recommended that a design is chosen 
which has as few distinct concurrence groups as possible, and that the concurrences 
in rows and columns are as equal as possible (Whitaker et al., 1999). The highest 
peak at the very left of the distributions in Figure 5.3 correspond to treatment pairs 
that do not occur in the same row or column in any of the four replicates. For 
designs with a large number of treatments, this peak will be the most prominent, 
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Figure 5.3: Distributions of pairwise efficiency factors 
but it is desirable to keep the number of treatment pairs occurring in this group 
as few as possible. The histograms for the two designs with 1600 treatments has a 
second prominent peak to the right. These pairwise efficiency factors correspond to 
treatment pairs which occur in exactly one row or one column together in the four 
replicates. The row and column concurrences equal to one are grouped together 
for this design as the number of rows is equal to the number of columns in each 
replicate. In the histograms for the two designs with 2000 treatments, the next two 
visible peaks to the right correspond respectively, to treatment pairs which only 
occur in one row together in the design, and treatment pairs which only occur in 
one column together. As the number of row and/or column concurrences increases, 
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the pairwise efficiency factor of the treatment pair also increases. 
If there is no change in the distribution of the pairwise efficiency factors during 
the simulated annealing phase, there is no loss in accepting the best design found at 
the end of the random descent phase. If the distributional properties of the eii values 
do continue to improve, such as an overall increase in the eij values, a reduction in 
the range, or an increase in the minimum eij, then it will be worthwhile allowing 
the algorithm to run into the simulated annealing phase. 
Table 5.4 gives some summary statistics of the eii values from the distributions 
presented in Figure 5.3. For the resolvable row-column design with 1600 treatments, 
the minimum, median and mean of the eij values increase for Dfinal in comparison 
to Drd· Increases in these summary statistics are considered an improvement in the 
distributional properties of the pairwise efficiency factors. A further improvement 
can be noted from Table 5.4 in that the range of the eii values decreases. The 
magnitude of these improvements is in the order of the fifth decimal place. 
Table 5.4: Summary statistics for eij 
v=1600, k=40, s=40, r=4 v=2000, k=50, s=40, r=4 
Drd DJinal Drd DJinal 
minimum 0.93475 0.93477 0.94123 0.94119 
median 0.93632 0.93637 0.94244 0.94246 
mean 0.93772 0.93777 0.94358 0.94360 
maximum 0.95988 0.95987 0.96396 0.96449 
range 0.02513 0.02510 0.02273 0.02330 
standard deviation 0.00313 0.00313 0.00271 0.00270 
From Table 5.4 it can be seen that the median and mean of the eii values both 
increase from Drd to D final for the resolvable row-column design with 2000 treat-
ments. For this interchange acceptance path, the minimum eii values decreases and 
the maximum increases. This is not consistent with improvements to the distribu-
tion of the eii values. Very small changes in the summary statistics were found for 
different random number seeds and different parameter sets. 
There are no obvious differences in the distributions of the pairwise efficiency 
factors for the designs in Figure 5.3. The summary statistics of the pairwise efficiency 
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factors given in Table 5.4 show there are improvements in the distribution of the eii 
values between Drd and D final within each parameter set. The magnitude of these 
improvements is, however, very small. This suggests there is no loss by stopping 
the algorithm at the end of the random descent phase. If the user does have the 
resources to allow the algorithm to run into the simulated annealing stage, minor 
improvements to the distribution of the eii values are possible. 
5.5 Conclusions 
When constructing resolvable row-column designs with a large number of treat-
ments, Con(Ad) is the best algorithm, but further improvements are still possible. 
By not calculating the average efficiency factor, as in Con(M,S), the speed of gen-
erating designs can be dramatically improved. A feature of Con(M,S) is that any 
treatment interchange which decreases the value of the (M,S)-optimality objective 
function becomes the best design. It was shown in Section 5.3 that this has no ad-
verse effects on the best design found. Therefore, it is recommended that Con(M,S) 
is used to generate resolvable row-column designs which have a large number of 
treatments. 
For large designs, the average efficiency factor does not improve dramatically 
beyond the end of the random descent phase. Results have shown that only mi-
nor improvements to the distributional properties of the pairwise efficiency factors 
occur during the simulated annealing phase. For designs with a large number of 
treatments, the user should run Con(M,S) to at least the end of the random descent 
phase as this would result in an efficient design being generated quickly. 
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Chapter 6 
Upper Bounds for the Average 
Efficiency Factor 
6 .1 Introduction 
Upper bounds for the average efficiency factor E are a useful tool for providing the 
extent to which further improvement to any given design is possible. A computer 
search for good designs could be stopped when a design is found where E is consid-
ered to be sufficiently close to the upper bound. Often an optimum design is not 
achievable, so tight upper bounds are required to reduce the difference between the 
average efficiency factor of the best design possible and the upper bound. 
Numerous upper bounds for block designs have been developed and for a given 
set of design parameters the best upper bound is the minimum available; see for 
example Williams and Patterson (1977), Jarrett (1977, 1983, 1989), Paterson and 
Wild (1986) and Tjur (1990). These methods for calculating block upper bounds can 
be applied to the resolvable block designs given by the row and column component 
designs and then combined using the method of Eccleston and McGilchrist (1985) 
to give an upper bound for the resolvable row-column design. The most recent 
development in upper bounds for resolvable row-column designs was the method of 
John and Street (1992). 
Upper bounds for the dual of a resolvable block design can also be used to 
derive an upper bound for the block design; see for example Patterson and Williams 
(1976b), Williams and Patterson (1977) and Jarrett (1989). This approach often 
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leads to better upper bounds for resolvable block designs where v > b by exploiting 
properties of the block concurrence matrix (John and Williams, 1995, p81). For a 
discussion on upper bounds see John and Williams (1995) and Jarrett (1989). 
Table 6.1 gives examples of resolvable row-column designs where the best average 
efficiency factor found is not close to the upper bound. The upper bound U is the 
minimum of several bounds calculated by CycDesigN version 2.0, including John 
and Street (1992) and the combining of resolvable block bounds using Eccleston 
and McGilchrist (1985). The average efficiency factor E given in Table 6.1 is the 
maximum CycDesigN was able to achieve from numerous runs. It is possible that 
CycDesigN has been unsuccessful at finding an optimum design, however, it is more 
likely that a design with E sufficiently close to the upper bound is simply not 
achievable. If a computer algorithm is set to stop when the average efficiency factor 
is sufficiently close to the upper bound, the algorithm will not be terminated for the 
designs in Table 6.1. 
Table 6.1: Weak upper bounds 
V k r E u % ofU 
12 3 3 0.5076 0.5329 95.25 
15 3 3 0.5371 0.5604 95.84 
20 4 3 0.6047 0.6239 96.92 
42 3 6 0.6098 0.6264 97.35 
A new upper bound for resolvable row-column designs is developed in Section 6.2 
which is based on the third order bound for block designs from Jarrett (1983), the 
corrected second moment bound for block designs from Jarrett (1989) and the cor-
rected third moment bound for block designs from Williams and Patterson (1977). 
This new upper bound is compared with the best upper bound provided by Cyc-
DesigN version 2.0 and the results are presented in Section 6.3. 
6.2 New Upper Bound 
There are two basic approaches to calculating upper bounds for the average efficiency 
factor of resolvable row-column designs. The upper bound for E can be calculated 
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directly, or it can be calculated via an upper bound for the average efficiency factor 
Ed of the dual of the resolvable row-column design. 
The upper bound for the average efficiency factor E developed in this section 
uses the second approach given above. It is based on the third order bound given 
by Jarrett {1983) for a block design with v treatments in rs blocks of size k where 
each treatment occurs exactly r times. Let e1, e2 , ... , ev-l be the canonical efficiency 
factors of the resolvable block design, then 
s2 
TT _ e- 2b 
Vb - -
(v - l)(S3b + eS2b) 
where e = v(k - l)/k(v - 1), S2b = Ei(ei - e)2 and S3b = Ei(ei - e) 3 . Applying 
this third moment bound to Ed and defining ed1, ed2, ... , edn as then= r(s + k - 2) 
canonical efficiency factors for the dual of the row-column design, gives 
- S?d ud = ed - -----
n(S3d + edS2d) 
(6.1) 
where ed = (r - 1)/r (Patterson and Williams, 1976b), S2d = Ei(edi - ed)2 and 
S3d = Ei(edi - ed)3. 
From the upper bound Ud on the average efficiency factor of the dual of the 
row-column design, it is possible to calculate an upper bound Ur on the average 
efficiency factor of the resolvable row-column design. Using the relationship between 
the average efficiency factors of the dual design and the row-column design given in 
(3.21), it follows that 
v-l 
Ur = r(k + s - 2)Ui1 + (v - 1) - r(k + s - 2) (6.2) 
By substituting (6.1) into (6.2) an upper bound Ur on E is obtained. 
To calculate the third order bound given by (6.1), lower bounds for the corrected 
second moment S2d and the corrected third moment S3d are required. It will be 
shown that the lower bounds for S2d and S3d for the dual of the resolvable row-
column design are simple extensions of the corrected second and third moment 
bounds for the dual of a resolvable block design given by Jarrett (1989) and Williams 
and Patterson (1977) respectively. 
The lower bound for the corrected second moment for the dual of a resolvable 
block design is given by Jarrett {1989) as 
S2bL = r(r - l)s2,B(l - ,B)/(rk)2 
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(6.3) 
where (3 is the fractional part of k/ s. Williams and Patterson (1977) give the 
corrected third moment bound for the dual of a resolvable block design as 
S3bL = r(r - l)(r - 2)s2(3x/(rk) 3 
where 
s/32 if (3 ~ 1/2 and k ~ s 
X s/32 - 1 if (3 ~ 1/2 and k < s (6.4) 
s(l - (3) 2 if (3 > 1/2 
In order to show that a lower bound for S2d is an extension of (6.3), S2d is first 
expressed in terms of the row and column incidence matrices for the contraction 
arrays and secondary arrays, that is 
2 , 4(r - 1) 
S2d = 2 trace(HH) - ---r r 
where trace(HH') is given in (3.25) as 
h 
trace(HH') = I]ss(Rli)/ s2 + ss(C1i)/ks + ss(R2i)/ks + ss(C2i)/k2] 
i=l 
(6.5) 
A lower bound for S2d can be calculated by finding a lower bound for trace(HH'). 
The theoretical minimum of trace(HH') can be established by considering the count-
ing rules given in (3.1) and (3.2), that is, for j = 1, 2, ... , h 
The minimum sum of squares of C 1j and R2j occurs when all elements equal 1. 
Therefore, the minimum sum of squares for these incidence matrices is sk. Designs 
with this property are said to be adjusted orthogonal. 
For C 2i and R 1j, the minimum sum of squares for each matrix will occur when 
the elements within each matrix are as uniform as possible. Assuming the elements 
in C2j differ by at most 1, the minimum entry will be (k/ s - (3) and this value will 
occur s2(1 - (3) times. The maximum entry is therefore (k/ s - (3 + l), which will 
occur (3s 2 times. The minimum sum of squares for each C2j matrix is then given 
by [k2 + (3s2(l - (3)]. Similarly, the minimum sum of squares for each R 1i matrix is 
[82 + ak2 (l - a)], where a is the fractional part of s/k. 
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Therefore, the theoretical minimum for trace(HH') is given by 
trace(HH')L = r(r - l) (4 + .B 822 (1 - .B) + a k2 (1 - a)) 2 k s2 (6.6) 
Substituting (6.6) for trace(HH') in (6.5), gives the lower bound for the corrected 
second moment S2d as 
r(r - l)s2,B(l - .B) r(r - l)k2o(l - o) 
S2dL = + --'----'---'------'-
( r k) 2 (rs)2 
(6.7) 
It can be seen that this lower bound is simply the sum of the lower bounds of the 
corrected second moments for the dual designs of the row component and the column 
component designs, as given in (6.3). 
It can also be shown, if adjusted orthogonality is assumed, that S3d can be 
seperated into two terms representing the dual of the row component design and 
the dual of the column component design. Hence, a lower bound for S3d is the sum 
of the lower bounds for the dual designs of the row and column component designs. 
With the property of adjusted orthogonality, N~Ns = J and Ad, as given in (3.3)-, 
can be expressed as 
where 
and Adk and Ads are the information matrices for the dual designs of the row and 
column component designs respectively; see Section 3.8. Adk and Ads are defined 
as 
It is known from Section 3.5 that the canonical efficiency factors of Ad corre-
spond to eigenvectors in the form z = ( w' y')' where w = ( w~ w; ... w~ )' and 
y = (y~ y; ... y~)' and wi are vectors of length k and Yi are vectors of length s 
(i = 1, 2, ... , r). It is shown in (3.12) that w~lk = y~ls = 0, therefore it follows that 
Voz = 0. 
For any n x n block diagonal matrix B with square diagonal blocks B 11 , 
B 22 , ••• , Brr, it is known that the eigenvalues of B are given by the eigenvalues 
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of the matrices Bu, B22, ... , Brr· This result can be found in matrix algebra texts 
including Harville (1997, p523). The r(k + s - 2) canonical efficiency factors of Ad 
are therefore given by the r(k-1) canonical efficiency factors of Adk and the r(s-1) 
canonical efficiency factors of Ads· 
The arithmetic means of the canonical efficiency factors for the dual designs of 
the resolvable row-column design and the row and column component designs are all 
equal toed= (r -1)/r; see Patterson and Williams (1976b) and John and Williams 
(1995, p82). It then follows for any m > 1, that 
r(k+s-2) r(k-1) r(s-1) 
L (edi - ed)m = L (Ai - ed)m + L (µi - ed)m 
i=l i=l i=l 
where edi, Ai and µi are the canonical efficiency factors of Ad, Adk and Ads respec-
tively. The corrected mth moment can therefore be expressed in terms of the dual 
of the row component design and the dual of the column component design. Hence, 
the corrected third moment bound for the dual of a resolvable block design can be 
extended to apply to the dual of a resolvable row-column design. A lower bound 
for S3d is therefore given by 
S _ r(r - l)(r - 2)s2{3x r(r - l)(r - 2)k2az 
3dL - (rk)3 + (rs)3 (6.8) 
where x is defined in (6.4) and 
ka2 if a~ 1/2 ands~ k 
z ka2 -1 if a ~ 1/2 and s < k 
k(l - a)2 if a> 1/2 
Substituting (6.7) for S2d and (6.8) for S3d in (6.1) gives an upper bound on Ed. 
This bound is then substituted for Ud in (6.2) to give an upper bound Ur on E. 
An alternative approach is based on the research of John and Str_eet (1992) where 
the corrected second moment can be expressed in terms of trace(W2). They also 
derive a closed form expression for trace(W2) based on an integer programming for-
mulation of the problem. This derivation is not a true bound due to the assumption 
that the minimum occurs when the concurrences in NkN1c and NsN~ differ by at one 
and two respectively. John and Street (1993) show that a lower bound is possible 
when a wider range of concurrences is considered. 
When calculating the corrected second moment bound to be used in the second 
order bound of Jarrett (1989), the assumption is made that the concurrences in NN' 
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differ by at most one. The lower bound for the corrected second moment based on 
John and Street (1993) does not make this assumption. Using this corrected second 
moment bound in (6.1) and substituting Ud in (6.2), does not produce a true upper 
bound for E. As an example, using the above approach to calculate an upper bound 
for v = 16, k = 4, s = 4 and r = 3 produces an apparent upper bound of 0.5670. 
However, there exists a design with an average efficiency factor of 0.5696 which is 
higher than the upper bound. 
To obtain a true upper bound using the second order bound of Jarrett (1989), 
the corrected second and third moment bounds must be based on the assumption 
that the concurrences differ by at most one. 
6.3 Comparison of Upper Bounds 
CycDesigN calculates several upper bounds and reports the tightest of these. The 
bounds calculated by CycDesigN include the row-column bound of John and Street 
(1992), and the combining of various block bounds using Eccleston and McGilchrist 
(1985). Included in the block bounds are those of Patterson and Williams (1976b), 
Jarrett (1983), Tjur (1990) and the arithmetic mean bound. 
Upper bounds were calculated for the 864 resolvable row-column designs with 
parameters 12 ~ v ~ 100, 3 ~ k ~ s and 2 ~ r ~ 10. Of these parameter sets, 
no tighter bounds were produced by the new bound. However, in 12 cases the best 





Theorem A.1 The (r -1) eigenvalues of Ad equal to 2 are not canonical efficiency 
factors as the corresponding eigenvectors are not members of the treatment contrast 
space. 
Proof Ad is a square matrix of order r(k + s) and rank(Ad) = [r(k + s) - r -1] = n. 
In canonical form Ad can be written as 
n 
Ad = L-\XiX~ (A.1) 
i=l 
where Ai is the eigenvalue corresponding to the eigenvector Xi satisfying 
Let x 1, x2 , ... , Xr-l be the (r - 1) eigenvectors of Ad with eigenvalue 2 which 
are given by the columns of X2 , where 
x, ( :::::) 
where T is an r x (r - 1) matrix whose columns comprise a set of orthonormal 
contrasts, that is, T'T = I and T'l = 0. 
To be members of the contrast space x; T must be estimable, where T = ( a' --y')' 
is a function of the treatment parameters. For x;-r to be estimable, it is a necessary 
and sufficient condition that 
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A;t = L -X;1xix~ 
i=l 
n n 





It follows from (A.l) that the full set of eigenvectors Xi (i = 1, 2, ... , r(k + s)) 
satisfy 
r(k+s) n r(k+s) 
L XiX~ LXiX~ + L xix~ = I 
i=l i=l i=n+l 
where Xn+I, Xn+2 , ... , Xr(k+s) are the eigenvectors corresponding to zero eigenvalues. 
If X~T is estimable, then E~fn~l xix~ = 0. For a r-replicate resolvable row-








( Xn+2 Xn+3 · · · Xr(k+s) ) = 
( 
q2 (Ir ® Jkk) + q2J 
-pq(lr ® J sk) + pqJ 
-pq(Ir ® Jks) + pqJ ) 
P2 (1r ® Jss) + p2J 
=I- 0 
Therefore, the ( r - 1) eigenvectors of Ad equal to 2 are not estimable functions as 
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Appendix B 
Trace of the Moore-Penrose 
Inverse 
Theorem B.1 Trace(A!k) can be calculated as a function of trace(AiA), that is 
where 
Adk I- ~N~Nk 
Mn f,:J +~(Ir© Jkk) 
AMk Adk + Mu 
and p2 = 1/s and q2 = 1/k. 
Proof Using (3.1) and (3.2) it can been seen that x 1 = (qlrk/ ..Jr) is an eigenvector 
of Adk with eigenvalue O and an eigenvector of M 11 with eigenvalue 1. 
Let 
where T is an r x (r - 1) matrix whose columns comprise a set of orthonormal 
contrasts, that is, T'T = I and T'l = 0. The columns of X are orthogonal to x 1, 
as X'x1 = 0. Using (3.1) and (3.2) it can be shown that the columns of X are 
eigenvectors of Adk with eigenvalues 1 as AdkX = X, and are eigenvectors of M 11 
with eigenvalues 1/2 as M 11 X = X/2. 
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Any other eigenvector of Adk and Mu must be orthogonal to Xi (i = 1, 2, ... , r). 
Let w = (w1 w2 ... wr) where wi are vectors of length k (i = 1, 2, ... r). If w is an 
eigenvector of Adk and Mu, then 
w'X qw'(T@ lk) = 0 
which implies that 
(B.l) 
It then follows using (B.1) that Muw = 0, hence the remaining r(k - 1) eigen-
values of Mu are equal to 0. The remaining r(k - 1) eigenvalues of Adk are non-
trivial and will be denoted by Ai (i = r + 1, r + 2, ... , rk). 
Adk and Mu can be expressed in canonical form as 
(B.2) 
where Ai and µi are the non-zero eigenvalues of Adk and Mu respectively, corre-
sponding to eigenvector xi. The Moore-Penrose inverse of Adk is then given by 
rk 
A+ '°' ,-1 ' dk = L...,, Ai XiXi 
i=2 
From (B.2), AMk = (Adk + Mu) can be expressed as 
T rk 




A,_A xix;+ L(Ai + µi)-1xix~ + L Ai1xix~ 
i=2 i=r+l 
A;tk can be expressed in terms of A"i.A, namely 
Hence, trace(A;tk) can be expressed as 
trace(AAA) - trace(~J) + trace(<r;l) [qT@ lkl[qT@ lk]') 
trace(AM1k) - 1 + (r;l) 




Theorem C.1 If lA = I - lJ - W where W = .l.NkN'k + 1kN8 N' - ~J, then a r v rs r s v 
geometric expansion of r A+ is given by 
1 00 . 
r A+ = I - -J + :E W 1 
V i::l 
(C.l) 
Proof Let e1, e2, ... , ev be the v eigenvalues of A/r with corresponding orthonormal 
eigenvectors x 1, x2 , ... , Xv· It is known that a connected row-column design has one 
eigenvalue, ev say, equal to 0, with corresponding eigenvector Xv = lv/ y'v. The 
remaining (v - l) eigenvalues of A/r, for a connected design, are O < ei < l 
(i = 1,2, ... ,v-1). If 
Wm 
1 , 1 , m 
-NkNk + -N8 N - -J rs rk s v 
then it follows that I - Wm= :A+ (m;1)J is non-singular if m =/:- l. Hence 
00 
(I- Wm)-1 = I+ :Ew:n 
i::l 
if and only if z::::1 w:n converges. It will converge if the absolute value of the 
maximum eigenvalue of Wm is less than 1 (Cullen, 1972, p256). The maximum 
eigenvalue of Wm corresponds to the eigenvector Xv and has the value 2 - m. In 
order for convergence to occur 12 - ml < 1, which implies that 1 < m < 3. 
For any n x n symmetric matrices X and Y, such that XY = 0, (X + Y)+ = 
x+ + y+ (Harville, 1997, p513). It can be shown that AJ = 0, therefore 
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For any n x n non-singular matrix Z, z- 1 = z+, therefore 
00 
rA + = I- (Cm:l)J)+ + Lw:n (C.2) 
i=l 
In order for (C.2) to be simplified to (C.1), <m:1)J must be a symmetric idempo-
tent matrix (Harville, 1997, p495). An idempotent matrix Bis one where B2 = B. It 
can be shown that <m:1)J is an idempotent matrix form such that (m-l)(m-2) = 0, 
therefore m must be equal to 2, giving (C.l). 
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