In this paper, we propose a maximum-entropy expectation-maximization algorithm. We use the proposed algorithm for density estimation. The maximum-entropy constraint is imposed in order to ensure smoothness of the estimated density function. The exact derivation of the maximum-entropy expectation-maximization algorithm requires determination of the covariance matrix combined with the maximum entropy likelihood function, which is difficult to solve directly. We therefore introduce a new lower-bound for the EM algorithm derived by using the Cauchy-Schwartz inequality to obtain a suboptimal solution. We use the proposed algorithm for function interpolation and image segmentation. We propose the use of the EM algorithm for image recovery from randomly sampled data and signal reconstruction from randomly scattered sensors. We further propose to use our approach to maximum-entropy expectation-maximization (MEEM) in all of these applications. Computer simulation experiments are used to demonstrate the performance of our algorithm in comparison to existing methods.
INTRODUCTION
Estimation of an unknown probability density function (pdf) has been intensively studied for various image processing applications. In image processing algorithm, high dimensional features from each image points are frequently used and the features can be modelled as a density function. Various method has been researched to model a density function from a set of samples.
Finite mixture assumption
1 is reasonable to estimate underlying density and has been used in various approaches in that it reduces the problem into parameter estimation. The kernel density estimator like the Parzen window method 2 is limiting case of a finite mixture model case as one sample represents one mixture components. The Parzen window enables a non-parametric pdf estimation given a set of observations without information about the underlying density. Balakrishnan et al 3 showed that the Parzen window approach based on the maximum entropy solution is required in order to avoid degenerate solutions especially in high dimensional case. The Expectation Maximization (EM) algorithm also offers an approximation of the pdf of the underlying observations. 4 The EM algorithm is an iterative optimization method to estimate the density under the maximum likelihood criterion. The EM algorithm uses all observations combined with weight to estimate mixture coefficients in contrast to the Parzen window method, most of which case uses isotropic covariance assumption.
In this paper, we propose an maximum-entropy expectation-maximization algorithm for image processing which is used to ensure that the estimated density function is smooth and does not have an impulse coefficient distribution which leads to isolated kernels in the estimated density function. Determination of the density estimates combined with the maximum entropy likelihood function are difficult to solve directly. Therefore we introduce a new lower bound for the EM algorithm to obtain a suboptimal solution by separating two covariances using Cauchy Schwartz inequality. We demonstrate the application of the proposed maximum entropy expectation maximization algorithm to function interpolation and image segmentation. We further propose to use our approach for image recovery from randomly sampled data and signal reconstruction from randomly scattered sensors. We show that the proposed algorithm improves the performance considerably.
MAXIMUM-ENTROPY EXPECTATION-MAXIMIZATION ALGORITHM
A probability density function can be expressed as the sum of K Gaussian functions,
where m k is center of a Gaussian function, C k is a covariance matrix of k th function and p k is the weight for each center which subject to the conditions K k=1 p k = 1 and 0 ≤ p k ≤ 1. The Gaussian function is given as,
The logarithm of the likelihood function for a set of parameters θ for K Gaussian mixture that has N observations can be written as,
where x n is n th sample. The entropy term is added in order to make the estimated density function smooth and not to have an impulse distribution. We use Renyi's quadratic entropy measure. 5 We therefore form an augmented likelihood function L ME parameterized by a positive scalar α for simultaneously maximizing the entropy and the likelihood.
For the expectation of the EM algorithm is separated into two terms, one is the expectation related with likelihood and the other is the expectation related with the entropy penalty. L denotes that this expectation is from the likelihood function and E denotes that this expectation is from the entropy penalty.
where i denotes the number of iteration. The Jensen's inequality is applied to find the lower bound
The new estimates of the parameters are easily calculated by setting the derivatives of β i (θ, α) with respect to each parameters to zero.
Mean
The new estimation of mean can be obtained by the derivative of the lower bound β i (θ, α).
Weight
We can circumvent the condition for weights using softmax function. 6 The weight p k can be expressed as
and the derivative of p k with respect to q l is
Using chain rule for differentiation, the derivative of
Therefore the new estimated weight p i+1 k is,
Covariance
The lower boundary function β i (θ, α) can be arranged again to a function β i C k (θ, α) which only contains the term C k for convenience. The β
The covariance matrix cannot be directly obtained because of the existence of inverse matrix appears in the derivative. We therefore introduce a new lower boundary for EM algorithm using Cauchy-Schwartz inequality. Using the fact that the Gaussian function is greater than or equal to zero, we can use Cauchy-Schwartz inequality without taking absolute operator and Therefore {G (m l − m m ; C l + C m )} 2 in equation (13) can be expressed
We thus introduce new lower boundary γ i C k (θ, α) using eq. (14) and the symmetric property of Gaussian function.
The derivative of new lower boundary γ
where C −T k denotes transpose of inverse matrix. Therefore, the covariance C k is
The equations (8)(12)(17) for new parameter estimation show that the proposed algorithm requires slight more computational burden over conventional EM algorithm because K << N and most of inverse matrix used in (8) is also required for the conventional expectation step in (5).
FUNCTION INTERPOLATION
We apply the maximum entropy expectation maximization algorithm to a function interpolation problem. For comparison with conventional algorithm. We use a radial basis function (RBF) neural network, 7 Parzen window based Hierarchical Maximum Entropy Kernel Density Estimator (HMEKDE) 3 and conventional EM algorithm. performance. Figure 2(a) shows the result of HMEKDE. HMEKDE can be regarded as hard split case of EM algorithm, but it assumes isotropic cluster variance. Figure 2(b) shows the result of conventional EM algorithm, where we can see the overfitting problem. The proposed algorithm achieves an excellent representation of data as shown in figure 2(c) than conventional algorithm. The results show the proposed algorithm is properly smoothed by maximum entropy criterion. The proposed algorithm is easily expanded into image processing problem.
IMAGE SEGMENTATION
We also have performed image segmentation problem with pepper and other landscape image using conventional algorithm and the proposed algorithm. The size of all image is set to 256×256 for convenience. Thus each image has 65536 samples. We use three dimensional
where (i, j) is location of a pixel in the image. Now, each data pixel is represented by color and spatial information and it has been effective in image segmentation. 8, 9 In Fig. 3 , the pepper image is classified into 5 classes and each class is displayed by the mean value of each class. The weight α is determined experimentally. The boundary of center pepper is not properly segmented in conventional EM algorithm in Fig.  3 (b) . The proposed algorithm shows better segmentation results than conventional EM algorithm. In Fig. 4 , the pepper image segmented into 50 classes using five dimensional feature. In the result of conventional EM algorithm we can observe that there are spots due to the isolated kernel in the pepper in the middle. We also have applied our approach to landscape images in 
IMAGE RECOVERY FROM RANDOMLY SAMPLED DATA
We propose the use of the EM algorithm for image recovery from randomly sampled data and signal reconstruction from randomly scattered sensors, since conventional EM algorithm is typically used for maximum likelihood estimation with incomplete samples. The proposed MEEM algorithm can estimate missing data from given incomplete samples. We use 256×256 gray Lena image. We randomly select 60% pixels from original image as in Fig. 6 (b) . We use three dimensional (Y, i, j) space for image recovery where Y is intensity value and (i, j) is spatial location of each pixel. The estimation of intensity valueŶ (x, y) at given point (x, y) can be acquired by expectation operator using the estimated pdf function.
The SNR of nearest neighbor algorithm is 19.941dB, the SNR of conventional EM is 21.000dB and the SNR of MEEM algorithm is 21.842dB. The MEEM algorithm shows 1.901dB improvement compared with nearest neighbor algorithm and also shows 0.842dB improvement compared with conventional EM algorithm. We choose the parameter α experimentally. The refinement of the parameter α can be used to further improve the results of the proposed approach.
SIGNAL RECONSTRUCTION FROM RANDOMLY SCATTERED SENSORS
Our approach also can be extended into signal reconstruction from randomly scattered sensors. Using incomplete sample, we can estimate the missing data. We randomly sample 2% point of polynomial surfaces. We use three dimensional (I, i, j) space for signal reconstruction where I is sensed intensity value and (i, j) is spatial location. The estimation of intensity valueÎ(x, y) at given point (x, y) also can be acquired by expectation. The SNR of conventional EM is 39.585dB and the SNR of MEEM algorithm is 40.108dB. The MEEM algorithm shows 0.523dB improvement compared with conventional EM algorithm.
CONCLUSION
In this paper, we developed a new algorithm for probability density estimation using the expectation maximization algorithm combined with a maximum entropy constraint. We introduced a new lower-bound on the maximum-entropy expectation-maximization problem by using the Cauchy-Schwartz inequality. The proposed algorithm offers a smoother density estimate. We have applied our approach to function interpolation and image segmentation. Furthermore, we expanded the application to image reconstruction from randomly sampled data and signal reconstruction problem from randomly scattered sensor network. The performance of the proposed algorithm and proposed application is shown to provide good results. 
