Introduction
Solitary waves traveling parallel to the background magnetic field have been observed in many parts of the magnetosphere. These solitary structures are identified by their bipolar electric field structure parallel to the magnetic field. First seen in the auroral acceleration region by S3-3 [Temerin et al., 1982] , solitary waves have since been observed in many regions of the magnetosphere, including the bow shock, cusp, plasma sheet boundary layer, magnetosheath, and magnetotail. Recent observations of solitary waves in the auroral zone suggest that there are two classes of solitary waves: those associated with electron beams and those associated with ion beams [Ergun et al., 1998 ]. Solitary waves associated with electron beams tend to have higher speeds than those associated with ion beams. Solitary waves that are associated with ion beams were first observed in the auroral acceleration region by S3-3 [Temerin et al., 1982] , later by Viking [Boström et al., 1988] , and most recently by FAST [McFadden et al., 1999a] and Polar [Mozer et al., 1997; Bounds et al., 1999] . Solitary waves associated with electrons were first observed by Geotail [Matsumoto et al., 1994] , and later by FAST [Ergun et al., 1998 ], Polar [Cattell et al., 1999; Franz et al., 1998 Franz et al., , 2000 , and WIND [Bale et al., 1998 ].
S3-3's original observations of solitary waves in the ion beam region had solitary waves with a lower limit of several volts of net potential drop across the structure, and a lower limit of 50 km/s on the speeds of the structures. The structures had sizes both parallel and perpendicular to the background magnetic field of about 40 £ ¡ , assuming that there was a cold background plasma population [Temerin et al., 1982] . Viking's observations gave net potential 4 drops up to 2-3 V, and speeds of 5 -50 km/s. Scale sizes were on the order of 50-100 m, with the perpendicular scale sizes being slightly greater than the parallel sizes. These scale sizes translated to ¤ 10 £ ¡ , including a cold electron population of 5 eV and 5 cm¥ § ¦ [Koskinen et al., 1990; Mälkki et al., 1993] that was indicated by the Viking observations.
A recent Polar spacecraft statistical study of ion related solitary waves in the auroral acceleration region [Dombeck et al., 1999 [Dombeck et al., , 2000 gives much different characteristics for these structures. The potential amplitudes of the structures,¨© , is ¤ 0.1, where is up to 1 keV. The solitary wave speeds are between the hydrogen and oxygen beam speeds, in the same 75-300 km/s range as found in a previous Polar study [Bounds et al., 1999] . The scale size in the parallel direction is [Dombeck et al., 2000, manuscript in preparation] . Recent FAST observations have indicated that cold plasma densities are insignificant in this region [Strangeway et al., 1998; McFadden et al., 1999c] . These observations are the motivation for this study of ion beam related solitary waves.
Previous simulation studies of the ion beam associated solitary waves attempting to explain the S3-3 and Viking observations have described ion solitary waves as being related to ion acoustic solitons [Barnes et al., 1985; Marchenko and Hudson, 1995] , or Bernstein-Greene-Kruskal (BGK) ion phase space holes [Tetreault, 1991] , while electron beam associated solitary waves are thought to be electron acoustic waves [Dubouloz et al., 1991] , or BGK phase space holes [Muschietti et al., 1999; Goldman et al., 1999; Singh, 2000] .
The work on ion acoustic solitons is based on the theory that nonlinear, coherent potential pulses can develop from linear acoustic waves [Lotko, 1983] . In the simulations, these 5 structures developed from the interaction of one more ion or electron beam with background ion and electron populations. The BGK phase hole theory is based on the idea that holes in the phase space distribution of ions can develop due to thermal fluctuations, and that these holes can propagate and grow [Dupree, 1982] . In simulations, these structures form due to drifts between ion and electron species and due to thermal fluctuations. Both types of simulations matched the S3-3 and Viking observations fairly well, but the new observations suggest the need for new simulation studies.
In this study we examine ion beam related solitary waves seen in the auroral acceleration region. Our goal is to determine the effect of (1) no cold plasma; and (2) ion composition, on the solitary waves. The parameters we use are based on FAST and Polar observations of the auroral acceleration region. In order to model the observed plasma parameters, we include hydrogen and oxygen ions, since both species are present in the auroral acceleration region.
Previous 1-D studies of solitary waves [Hudson et al., 1987] have shown that the inclusion of both ions species results in the two stream instability which affects the range of conditions under which solitary waves can form. Further 2-D studies [Gray et al., 1992] showed that solitary waves formed more quickly when oxygen was present than when only hydrogen was included. We will compare the results of our simulations to theories and recent observations of ion solitary waves. In Section 2, we describe the details of the simulation. Section 3 presents results of some of the simulation runs. Comparison to observation and a discussion of the significance of our studies is given in Section 4. 
Simulation Details
Our simulations were done using ES2 [see, for example, Marchenko and Hudson, 1995] , a 2.5 dimensional, electrostatic particle-in-cell code with periodic boundary conditions. See Table 1 for details on simulation parameters used. A 128 by 128 grid was used for the runs presented here, with each grid one Debye length long on a side. The simulations were run with time steps equal to 0.3 times the inverse electron plasma frequency ( ¥ ¢ ¨ ) , with 10000 iterations done for each run. Potential plots were averaged over 100 iterations (30
order average out high frequency noise. The plasma was magnetized so that the electron cyclotron frequency was equal to nine times the electron plasma frequency. The chosen value for the cyclotron frequency leads to a highly magnetized plasma, which previous studies [Barnes et al., 1985] indicate is necessary for solitary wave formation. An electric field, equivalent to a potential drop of 0.6 across the simulation box, was applied along the magnetic field direction. The applied electric field is added to simulate the field aligned potential drop seen in the auroral acceleration region, as has been done in previous PIC studies of solitary waves [Marchenko and Hudson, 1995] . This electric field accelerates the particles and results in relative drifts which provide the source of free energy for the solitary waves. Table 1 .
Simulations of both two and three species plasmas are presented here. In the two species cases, the plasma species used are a stationary electron population and a hydrogen beam. In the three species case, an oxygen beam is added. A study of ion beam events in the auroral zone using FAST [McFadden et al., 1999a] data found that the ratio of O" number density to H" number density ranged from 0.28 to 1.44, with typical values being around 1. They also 7 found that the ratio of He" number density to H" number density ranged from 0.20 to 0.67, so helium ions could also play a role in the dynamics of ion associated solitary waves. For the purposes of this study, it was decided that looking only at hydrogen and oxygen beams would be sufficient. Future studies will also include helium. The oxygen to hydrogen number density ratio of 1 was chosen since it is fairly typical of the observations.
The ion beams start out with equal energies, giving them different velocities, which leads to two stream interactions between the beams [Bergmann et al., 1988] . Simulations were run with the ratio of hydrogen to electron mass equal to 100 to conserve computing time [Barnes et al., 1985] , while the oxygen to hydrogen mass ratio was 16. The plasma species parameters for the three plasma species cases are shown in Table 2 and were chosen to match the parameters recently observed [McFadden et al., 1999c] . The parameters used for the two species cases are identical, except that all of the oxygen particles are replaced by hydrogen.
In the simulations all values are normalized, and the physical units matching these choices were as follows. The electron temperature was initially 0.5 keV, while both ion species had temperatures of 0.1 keV. The ion beams were chosen to have drift energies ranging from 2 keV to 32 keV. Some of these drift energies are higher than the range from 0.8 to 10 keV seen by FAST [McFadden et al., 1999c] , but the higher values were used so that there would be a wider range over which to determine the effects of changing the beam energy. 
Simulation Results
Results and 1b), with a pattern resembling a standing wave. At the antinodes, there is a peak in both 9 the negative and positive sides of the velocity axes in the phase space density at the same x value, with a hole in the phase distribution between. At the nodes, the phase density reaches its highest values, and particles are spread over a smaller range of speeds. We believe this complex pattern is caused by the balance of the two stream interaction which tends to bring the hydrogen drift speed down to the oxygen drift speed, and the electric field which tends to accelerate the hydrogen ions more quickly than the oxygen ions. Phase space densities of this type are seen only in the three species cases. In the two species cases, the hydrogen phase space densities resemble those seen in the oxygen phase space density shown in Plate 1c and d. No standing wave patterns are formed in these cases, though sinusoidal phase space oscillations do occur. It is likely that the extra complexity seen in the three species cases is due to the two stream interaction.
The effect of the two stream interaction is evident in the behavior of the ion species drift speeds, as shown in Figure 1 . The momentum transfer between the ion species is evident in Figure 1 .
the sharp fall in the hydrogen drift speed and rise in the oxygen drift speed centered around iteration 4000 (1200 ! ¥ ¢ ¨
) . This time period is also when the solitary wave activity is greatest.
Though the two stream instability works to equalize the beam speeds of the two ion species, the applied electric field prevents the complete equalization. After iteration 5000 (1500 ! ¥ ¢ ¨ ) , the solitary wave activity begins to dissipate, the effects of the applied electric field dominate, and both ion species increase their drift speeds. As with the drift speeds, the effects of the 
Figure 3.
Some of the parameters used for the runs presented here were varied in other runs to examine their effects on the results. Additional runs were performed with grid sizes up to 1024 ¢ ¡ along the magnetic field line to ensure that particle recycling due to the periodic boundary conditions did not alter the results. These runs gave results which were equivalent to those shown here. The applied electric field was also varied, in order to see how it affected the solitary waves. Solitary waves do not develop in this simulation if the field is omitted.
Decreasing the value used for the electric field increased the length of time it took for the solitary waves to develop and decreased the potential drop seen in the solitary waves. Utilizing 4 6 57 ¨ 3 8 @ 9
leads to a highly magnetized plasma, which previous studies [Barnes et al., 1985] indicated was necessary for solitary wave formation. To test whether this was the case when there was no cold plasma, several runs with lower magnetic fields (i.e. This result matches what has been observed by the Polar spacecraft in the auroral acceleration region. Bounds et al. [1999] found, using Hydra ion distribution data and assuming that both 
Discussion

Comparison to theory
We have presented new results on ion solitary structures which differ from previous studies because the plasma parameters in the simulation are based on recent Polar and FAST data. The absence of cold plasma and the inclusion of oxygen ions distinguish this work from previous studies [Barnes et al., 1985; Marchenko and Hudson, 1995] . The solitary waves presented here would probably be classified as ion acoustic solitary waves. For earlier simulation studies, ion acoustic solitary wave theory predicted that the solitary waves should have a velocity equal to the acoustic speed relative to the reference frame of the cold ion species [Lotko, 1983] . This idea was later extended to allow for the replacement of the cold background population by an ion beam of another species [Gray et al., 1992] would be expected that the physically observed solitary structures would be much larger in the perpendicular direction than the parallel direction. Another important consideration is that since the potential is averaged over time, the parallel size of the solitary waves may be exaggerated due to the motion of the solitary waves along the magnetic field. Also, solitary waves formed for cyclotron frequencies less than the electron plasma frequency, in contrast to earlier results [Barnes et al., 1985; Marchenko and Hudson, 1995] . The difference in plasma parameters probably explains this discrepancy. The earlier work did not include O" and did include cold plasma, which had a smaller gyroradius.
Since a cold background population was required to support BGK ion phase space holes in formulations where thermal fluctuations are invoked as a generation mechanism [Tetreault, 1991] , it is unlikely that the solitary waves shown herein are BGK phase space holes of that type. Although it is possible the oxygen beam could act as a cold population for the hydrogen beam, this would still not explain the structures seen in the hydrogen only beam case. So, we believe that it is unlikely that the structures we see were caused by thermal fluctuations.
However, the results for the H" and O" beam cases do show structures that appear to be phase space vortices. It is possible that the structures that we see are BGK phase space holes that have been generated by the two stream interaction, by ion acoustic waves, or by ion cyclotron waves. Further comparisons to expected BGK mode characteristics will be included in an upcoming study. 
Comparison to observations
The solitary waves observed in the simulations described herein are in agreement with observations on a number of points. The speeds of the simulated solitary waves presented here are intermediate between the O" and H" beam speeds, consistent with those seen by Polar [Dombeck et al., 2000, manuscript in preparation] . This result is in contrast to previous simulation studies of ion related solitary waves, including cold plasma [Marchenko and Hudson, 1995] , which resulted in much lower speeds. The speeds found in those simulations matched the observational results of Boström et al. [1988] from Viking which gave the solitary wave speeds as being between 5 and 50 km/s, much less than the ion beam speed.
Note that recent FAST observations found some of the highest amplitude solitary waves had speeds above the hydrogen beam speed [McFadden et al., 1999b] . This is not observed in our simulations. The size of the simulated ion solitary structures, ) [Dombeck et al., 2000, manuscript in preparation] , but the beam speeds in those simulation runs were also greater than the Polar observations. The potential amplitudes for similar beam speeds are consistent between the simulations and the Polar data. Further work needs to be done to better understand ion solitary waves in magnetosphere.
Conclusions
Among the unanswered questions is why ion solitary waves have only been observed in the auroral zone, while electron solitary waves have been observed in many regions. Earlier speculation that ion solitary waves were not observed at high altitudes due to the lower ratio of 4 7 ¨ [ Cattell et al., 1999] have not been borne out by this study, though it is possible that differences plasma composition explain the lack of observations of ion solitary waves in other Oxygen to hydrogen mass ratio 16 , is plotted for each of the two beam cases that are plotted in Figure   4a . The electrostatic potential amplitudes plotted are the average amplitudes that developed for one solitary wave studied in each run and they are normalized by the electron temperature at the time the solitary waves were present.
