This paper introduces an optimized Multivariate Singular Spectrum Analysis (MSSA) algorithm for identifying leading indicators. Exploiting European tourist arrivals data, we analyse cross country relations for European tourism demand. Cross country relations have the potential to aid in planning and resource allocations for future tourism demand by taking into consideration the variation in tourist arrivals across other countries in Europe. Our findings indicate with statistically significant evidence that there exists cross country relations between European tourist arrivals which can help in improving the predictive accuracy of tourism demand. We also find that MSSA has the capability of not only identifying leading indicators, but also forecasting tourism demand with far better accuracy in comparison to its univariate counterpart, Singular Spectrum Analysis.
Introduction
Europe is considered as the world's most visited tourism destination (UNWTO, 2016) with five European Union (EU) member states and one of its candidate countries being listed among the world's top 10 destinations for holiday makers (European Commission, 2016) . In 2015, whilst generating an income of US$ 451 billion, the EU accounted for 51% of the global tourist arrivals which in absolute terms was a 27 million increase in relation to 2014 (UNWTO, 2016). As the EU has placed considerable emphasis on the tourism sector as a source of economic prosperity for its members countries (Lee and Brahmasrene, 2013) , and given that Europe has suffered dramatically from the global financial crisis and the ongoing European debt crisis, the need for accurate forecasts of tourism demand is of paramount importance for tourism planning, entrepreneurs, investors, policy makers, tour operators and others alike.
There exists numerous studies which consider both univariate and multivariate forecasting applications of tourist arrivals. However, the aim of this paper goes beyond obtaining a forecast alone. In particular, our interest lies in answering the question as to whether one country's tourist arrivals can act as an indicator for the behaviour of tourism demand in another. The use of leading indicators for forecasting tourist arrivals is popular (Zhang and Kulendran, 2016) , and the use of indicators for improving tourism demand forecasts have been discussed over many years. Yet, most of the focus has been on determining whether macroeconomic variables function as drivers of tourism demand, see for example Seetaram et al. (2016) , Eugenio-Martin and Campos-Soria (2014), and Smeral (2012) . Recently, there has been interest in exploring factors beyond the macroeconomic sphere (Dragouni et al., 2016 ) and our work intends on contributing further to this line of research.
In order to achieve the aim of this paper, we consider modelling and finding cross country relations for selected European tourist arrivals in Austria, Cyprus, Germany, Greece, Netherlands, Portugal, Spain, Italy, Sweden and the United Kingdom. The choice of countries is mainly based on data availability. However, a closer look at these countries indicate the continuing and growing importance of tourism within each destination, and thereby justifies the selections. For example, Spain, Italy, Germany and UK are ranked amongst the top 10 destinations for international tourist arrivals (UNWTO, 2016). In addition, destinations such as Portugal, Greece and Cyprus are recognized as established destinations based on increasing tourist arrivals in 2015, whilst the Netherlands and Austria too have recorded solid increases, with Sweden boasting double digit growth (UNWTO, 2016). Table 1 below highlights some key statistics relating tourism to economic growth, employment and degree of seasonality in the selected countries. . Percentages reported under GDP should be interpreted in relation to total GDP in the respective country. Percentages reported under employment should be interpreted in relation to total employment in the respective country. R 2 denotes the seasonal R-square which measures the dominance of seasonality within each series.
The main advantage in identifying a cross country indicator for tourist arrivals is that it enables one to study the tourism policy decisions and investments in a neighbouring country, and alter its current policies and investments in the tourism sector accordingly. Moreover, the identification of such indicators has the potential to help improve forecast accuracy. As such, there is scope to benefit from efficient and improved decision making, planning and resource allocations particularly in relation to staffing and crucial investments in accommodation, aircrafts and infrastructure.
Historically, econometric models have been the most widely used for forecasting tourist arrivals (Rosselló, 2001 ). However, in this paper we consider a nonparametric, time series analysis technique known as Multivariate Singular Spectrum Analysis (MSSA) for modelling and finding leading cross country indicators for European tourism demand. We use the univariate counterpart of MSSA, Singular Spectrum Analysis (SSA) as the benchmark model, instead of relying on other popular univariate models such as ARIMA, ETS and Neural Networks because in it was shown via an application into U.S. tourism demand forecasting that SSA has the capability of outperforming these methods. More recently, Hassani et al. (2017) evaluated the use of several parametric and nonparametric univariate forecasting techniques for predicting tourism demand in the same European countries and found SSA outperforming the competing models. In addition, the use of basic univariate SSA as a benchmark provides a further advantage as it enables to clearly show the accuracy gains attainable via the MSSA approach proposed in this paper. Figure 1 below plots the time series for European tourist arrivals. As Chen et al. (2008) note, if stationary, a series will have a constant sample mean, variance and autocorrelation function over time. However, the series in Figure 1 clearly shows both growth and declines which are signs of structural breaks in some series, and such breaks are infamous for making a time series non-stationary (Hassani et al., 2014) . The nature of these time series indicate that forecasting techniques which are model free, and thus not bound by the restrictive parametric assumptions of normality and stationarity could provide comparatively better modelling for such data. In addition, the importance of filtering capabilities within such time series methods are apparent as there is a potential to benefit from extracting the seasonal fluctuations which are clearly visible. The proposed MSSA model is not only nonparametric and therefore not bound by the parametric assumptions, but is also a popular filtering and signal extraction technique.
As can be seen from Figure 1 , the movements of all the tourist arrivals series are dominated by seasonality. These strong seasonal patterns are underlined by the seasonal R 2 presented in the last column of Table 1 . This is computed as the conventional coefficient of determination in a regression model of the first difference series against twelve monthly dummy variables. Monthly dummy variables account for over 90% of the variation in most of these series, with the smallest seasonality reported for the UK as 81%. The similar characteristics of tourist arrivals in these countries is mainly because all the countries selected are in Europe and geographically close to each other, have similar climate conditions and macro-economic factors. In fact, tourists may visit several European countries in one occasion and thus visiting one country may well contribute to tourism revenues of other selected countries with freedom of movement facilitating tourist travelling, except the UK which is an island and has tighter boarder controls. Therefore, we would expect that the multivariate framework (MSSA) would produce better and more accurate forecasts, taking advantage of the similar behaviour of these series. It is noteworthy that the aim of this study and its findings can be of great importance to the EU tourism sector as the recovery of many European economies in the year 2015 has fuelled intra-regional tourism (UNWTO, 2016). As a research study focussed on identifying leading cross country relations for European tourist arrivals, this paper has several key contributions. Firstly, it marks the introduction of MSSA for tourism demand modelling and forecasting. The use of an optimized MSSA algorithm as a method of seeking out indicators across countries is novel. This algorithm is extremely useful as it is coded in R to enable users who are not conversant with the theory underlying MSSA to use this method for selecting the optimized MSSA parameters for obtaining the best possible MSSA forecast. The accuracy of forecasts, efficiency, and ease of use are all important attributes when choosing a forecasting technique, and time series methods often yield more accurate forecasting results than causal quantitative approaches (Chen et al., 2008) . Thirdly, as noted in Yap and Allen (2011) , majority of the tourism demand research focuses on income and price variables as demand determinants for travel. In contrast to historical studies, this application considers uncovering cross country relations in tourist arrivals, and introduces a methodology which can be applied universally for seeking out leading indicators in any format for the entire tourism sector. Finally, the study considers short, medium and long run forecasts when determining the leading cross country relations in European tourist arrivals.
The remainder of the paper is organised as follows. Section 2 presents a concise literature review. Section 3 briefly discusses the univariate SSA process and then introduces the optimized MSSA algorithm for leading indicators. Section 4 analyses the data used and presents the measures employed for evaluating forecast accuracy. Section 5 presents the empirical results and the paper concludes in Section 7.
Literature Review
This section focuses on research exploiting indicators for the benefit of the tourism industry, and for improving tourism demand forecasting.
Turner et al. (1997) uses cross-correlation techniques for finding indicators for tourist arrivals to Australia from U.S., Japan, UK and New Zealand. They consider a variety of national indicators which include income, unemployment, forward exchange rate, money supply, price ratio, industrial production, imports and exports. In addition to analysing based on the total tourist arrivals, the forecasting exercise also considers further disaggregated data based on travel type such that 'holiday', 'visiting friends and relatives' (VFR) and 'business' are considered. The findings of this study remain inconclusive in terms of whether leading indicator models can provide more accurate forecasts than univariate ARIMA models. McCool et al. (2001) considers the tourism industry in the state of Montana, U.S. alongside a qualitative research approach aimed at identifying the usefulness of 26 indicators of sustainability (as identified in Manning (1992) ) for the states' tourism industry. The results from the study left more questions than answers as there were differences between what should be sustained and appropriate indicators.
Cho (2001) uses exponential smoothing (ETS), ARIMA and an adjusted ARIMA model for predicting tourist arrivals from different countries to Hong Kong. He finds the adjusted ARIMA model (which considers economic variables as indicators), outperforms ARIMA and ETS forecasts for tourist arrivals from Japan whilst ARIMA is found to be the best predictor for tourist arrivals from U.S. and UK. There is no difference between forecasts from ARIMA and adjusted ARIMA in the case of Taiwan, Singapore and Korea with ETS found to be the least effective method. Rosselló (2001) uses leading indicators to predict turning points in tourist arrivals into Balearic Islands from UK and Germany. The author uses cross-correlation techniques for identifying indicators which relate to economic activity, prices and financial activity, and classifies these as leading, coincident or lagged. Following a comparison of the performance of forecasts from ARIMA, naive and leading indicator methodologies (using regression), the author finds that turning points are best predicted by the leading indicator methodology.
Leading indicator Transfer Function (TF) models are developed to forecast tourism demand from UK to six major destinations by Kulendran and Witt (2003) . The performance of the TF forecasts are compared with ARIMA and Error Correction Model (ECM) forecasts. The authors find that the TF and ARIMA based models outperform ECM in the short run whilst ECM provides better forecasts in the long run. However, their findings also suggest that leading indicator models cannot outperform univariate ARIMA forecasts, and thereby concludes that practitioners should not consider complex leading indicator models. Qualitative research has also been adopted in the search for indicators in the tourism industry. For example, Fucsh and Weiermair (2004) Guizzardi and Stacchini (2015) exploit business sentiment surveys as indicators in naive and structural time series models for real-time forecasting of regional tourism and finds it aiding in the improvement of goodness of fit and forecasting performance. Gunter and Onder (2015) performs a comparative study at forecasting international city tourism demand for Paris using a variety of techniques which includes the Error Correction -Autoregressive Distributed Lag Model (EC-ARDL), classical and Bayesian VAR, Time-varying Parameter (TVP), ARMA, ETS and the naive-1 model. Within this study, the authors seek to determine whether multivariate models with city destination's own price, prices of competing European destinations, and tourist income have any predictive power. They find that not one single model can outperform all others on all occasions. The possibility of exploiting Google and Baidu search engine data for improving tourism demand forecasts in China was evaluated by Yang et al. (2015) with the use of ARMA models. They found Baidu data to be a comparatively better indicator than Google data for the Chinese market. Artola et al. (2015) seeks to determine whether internet searches can help predict tourism inflows into Spain by considering an ARIMA model estimated by Time Series Regression with ARIMA Noise, Missing Observations, and Outliers, and another model augmented with the Google-index. Likewise, Bangwayo-Skeete and Skeete (2015) also evaluated whether Google data can be an indicator for tourism demand forecasting. They considered Autoregressive Mixed-Data Sampling models and compared the results with Seasonal ARIMA (SARIMA) and Autoregressive (AR) models to find that Google trends does in fact help predict tourism demand. Tica and Kozic (2015) use the Granger causality test to identify leading indicators for forecasting Croatian inbound tourism demand. They find real GDP, imports in Poland, and gross wages in the Czech Republic and Slovakia to be the most important leading indicators. Mehmood et al. (2016) evaluates the relationship between tourist arrivals, immigrants and crimes in US via Ordinary Least Squares (OLS) and ARDL methods. They find that crime rates have a negative and significant effect on tourist arrivals. Principal Component Analysis was used by Claveria (2016) Based on the tourism demand literature, it is evident that a wide variety, and mostly parametric techniques have been adopted in the search for leading indicators for tourism demand, and that most of the models used have been unable to outperform ARIMA. In addition, historically linear models have been used for identifying indicators for tourism demand. However, such models fail to capture the nonlinear relationships in data. Accordingly, proposed in this paper is the use of a Multivariate SSA based approach for finding leading indicators for tourism demand and using these indicators for obtaining more accurate forecasts. Whilst this paper marks the introductory application of MSSA in the tourism sector, its univariate counterpart, SSA has been applied successfully on two previous occasions. Beneki et al. (2009) introduced SSA as a feasible option for forecasting tourism income and showed that SSA outperforms Seasonal ARIMA (SARIMA) and time-varying-parameter state space models. Thereafter, introduced SSA for tourism demand forecasting and showed that SSA can outperform an optimized ARIMA model, Neural Networks and ETS via an application to aggregated and disaggregated forecasts of U.S. tourist arrivals.
Methodology

Singular Spectrum Analysis
Univariate SSA SSA initially decomposes the original data into trend, periodic and noise components. In the second stage, the original time series is reconstructed following noise reduction and forecasts are obtained via a linear recurrence formula. A detailed description of the two main stages of SSA (i.e. Decomposition and Reconstruction) can be found in Sanei and Hassani (2015) . Here, the univariate SSA process is concisely summarized in Figure 2 and an explanation of the forecasting algorithms follow. 
SSA-R
When using SSA, one can generate forecasts via the recurrent (SSA-R) or vector (SSA-V) forecasting methods. The SSA-R process considers only the last component of the reconstructed vectors for forecasting whilst the SSA-V process takes into consideration the information contained within the entire vector. Previous research suggests the SSA-V forecasting approach is less sensitive to structural breaks in series and can provide better forecasts than SSA-R under such circumstances . However, this study considers both vector and recurrent forecasting approaches and compare between the results. A detailed description of the SSA-R forecasting approach can be found in Sanei and Hassani (2015) . It is summarised below.
Let v 2 = π 2 1 + . . . + π 2 r , where π i is the last component of the eigenvector U i (i = 1, . . . , r). Moreover, suppose for any vector U ∈ R L denoted by U ∈ R L−1 the vector consisting of the first L−1 components of the vector U . Let y N +1 , . . . , y N +h show the h terms of the SSA recurrent forecast. Then, the h-step ahead forecasting procedure can be obtained by the following formula
where y i (i = 1, . . . , N ) creates the reconstructed series (noise reduced series) and vector A = (α L−1 , . . . , α 1 ) is computed by:
SSA-V
Consider the following matrix
where V = [U 1 , ..., U r ]. Now consider the linear operator
where
Define vector Z i as follows:
where, X i 's are the reconstructed columns of the trajectory matrix after grouping and eliminating noise components. Now, by constructing matrix Z = [Z 1 , ..., Z K+h+L−1 ] and performing diagonal averaging we obtain a new series y 1 , ..., y N +h+L−1 , where y N +1 , ..., y N +h form the h terms of the SSA vector forecast.
Automated Horizontal Multivariate SSA (HMSSA) Algorithm for Leading Indicators of Tourism Demand
We use an automated and optimized MSSA algorithm in this paper to find leading cross country indicators for tourism demand 1 . In brief, the algorithm is designed to evaluate two given time series and determine the selection of SSA choices which can provide the best forecast by minimizing a loss function. Therefore, we evaluate every possible combination of cross country relations for tourism demand in Europe and select as leading indicators the countries which when combined together can provide the most accurate forecast by producing a comparatively lower forecast error. A detailed explanation of the theory underlying MSSA is presented in Sanei and Hassani (2015) . Presented herewith are the Automated Horizontal MSSA algorithm used in our work and we mainly follow the notations in Sanei and Hassani (2015) .
HMSSA-R Optimal Forecasting Algorithm
1. Consider M (in this case two) time series with identical series lengths of
M is assumed to be noisy time series.
2. Divide both series into two parts leaving 
4. Thereafter, we must obtain the block Hankel matrix in the horizontal form. For this, we need to have
Therefore, we have different values of K i and series length N i , but similar L i . The block trajectory matrix X H appears as:
with length L, be the jth eigenvector of X H X T H which represents the Singular Value Decomposition. The SVD is obtained by X H X T H which results in a matrix that does not have any cross-product between Hankel matrices X (i) and X (j) . Moreover, the sum of X (i) X (i) T produces the new block Hankel matrix.
6. Evaluate all possible combinations of the number of eigenvalues, r (1 ≤ r ≤ L − 1) step by step for the selected L and construct
X H as the reconstructed matrix obtained using r eigentriples:
7. Consider matrix X (i) = H X (i) (i = 1, . . . , M ) as the result of the Hankelization procedure of the matrix X (i) obtained from the previous step for each possible combination of SSA choices.
8. Let U H j denote the vector of the first L − 1 coordinates of the eigenvectors U H j , and π H j indicate the last coordinate of the eigenvectors U H j (j = 1, . . . , r).
10. Denote the linear coefficients vector R as follows:
π Hj U Hj .
11. If υ 2 < 1, then the h-step ahead HMSSA forecasts exist and is calculated via the formula:
where,
12. Find the combination of L and r which minimises a loss function, L and thus represents the optimal HMSSA-R choices for decomposing and reconstructing in a multivariate framework.
13. Finally use the selected optimal L to decompose the series comprising of the validation set, and then select r singular values for reconstructing the less noisy time series, and use this newly reconstructed series for forecasting the remaining 1 3
rd observations.
HMSSA-V Optimal Forecasting Algorithm
1. Follow steps in 1-9 of the HMSSA-R optimal forecasting algorithm above.
2. Then, consider the following matrix
where U = [U 1 , ..., U r ]. Now use the linear operator
and Y is vector of last L − 1 elements of Y .
Define vector Z (i)
j (i = 1, . . . , M ) as follows:
where, X
j 's are the reconstructed columns of trajectory matrix of the i th series after grouping and leaving noise components. 
gives us a L-order moving average for the realization as βX. Moreover, the linear recurrent formula which is used for forecasting in SSA is
where 1 ≤ i ≤ N − d, is closely identical in structure to autoregressive models even though the calculation of the parameters differ.
The Data and Metrics
The Data
The data used in this study which relates to monthly international tourist arrivals into 10 European nations was extracted via the Eurostat database (http://ec.europa.eu/eurostat/data/database, the data and forecasts are available upon request). The use of monthly data is important as previous research exploiting monthly data in tourism is limited, with less than 10% of tourism demand forecast articles using data with a monthly frequency (Gunter and Onder, 2015; Song Table 2 reports some key descriptive statistics for tourist arrivals including results from the tests for normality and seasonal unit roots. During the 13 year period, the highest median tourist arrivals was reported in Italy whilst the lowest median tourist arrivals had been in Cyprus. Based on the standard deviation, the most variation in tourist arrivals was recorded in Italy whilst the least variation was in Cyprus. The normality test indicates that majority of the tourist arrivals series are skewed whilst the OCSB (Osborn et al. 1988 ) test for seasonal unit roots indicates that except for the series pertaining to tourist arrivals in the Netherlands, all other series have seasonal unit roots. Next, we test the tourist arrivals series for break points using the Bai and Perron (2003) test and the output is reported in Table 3 . As 2011 April is the last structural break experienced by at-least one of the countries, we use data from January 2000 -April 2011 for training and testing the forecasting models, and set aside as validation sets the observations from May 2011 -December 2013 which is approximately 2.5 years. This separation allows us to determine the impact of structural breaks on the training process of both SSA and MSSA. Also, as SSA is a filtering technique, we find it pertinent to present some additional information on the separation of signal and noise via SSA. We call upon the weighted correlation (w-correlation) statistic for this purpose. The w-correlation shows the dependence between two time series and it can be calculated as (Sanei and Hassani, 2015):
where Y
N and Y
N are two time series,
The SSA decomposition of the series provides more accurate results, if the resulting additive components of the series are approximately separable from each other. If the value of the wcorrelations is small, then the corresponding series is almost w-orthogonal, but, if it is large, then the two series are far from being w-orthogonal (Hassani et al. 2013c ). Accordingly, if the w-correlation value between two reconstructed components are close to 0, then it confirms that the corresponding time series are w-orthogonal and are well separable (Hassani et al. 2009 ). Table 4 shows the w-correlations for all SSA decompositions by comparing the two components of signal and noise. Here, we use as signal the reconstructed series containing r components and select the remaining r (which does not belong to the reconstruction) as noise. It is clear that all w-correlations are close to 0 and this confirms that SSA has successfully achieved a sound separation between noise and signal during the decomposition process. 
Metrics
Root Mean Squared Error (RMSE)
This study relies mainly on two main metrics for measuring and distinguishing between the accuracy of forecasts 2 . The first is the Root Mean Squared Error (RMSE) criterion which is widely adopted in forecasting literature, see for example, Hassani et al. (2009; 2013b; 2015) . Here, in order to save space, we only provide the RMSE ratios of SSA-R to that of SSA-V:
2 In addition to the RMSE and RRMSE criteria we have also reported the results from Mean Absolute Error (MAE) and Mean Absolute Percentage Error (MAPE) via Table 8 in the Appendix for those who prefer these criteria. According to Chen et al. (2008) , MAPE values of less than 10% signify highly accurate forecasting, 10-20% is good forecasting, 20-50% is reasonable forecasting, and 50% or more is inaccurate forecasting.
where, y T +h is the h-step ahead forecast obtained by SSA-R, y T +h is the h-step ahead forecast from the SSA-V model, and N is the number of the forecasts. If 
Direction of Change (DC)
The DC criterion measures of the percentage of forecasts that accurately predict the correct direction of change (Hassani et al., 2013b) . DC is an equally important measure, as the RMSE, for evaluating the forecasting performance of tourism demand models. This is because it is important that for example, when the actual series is illustrating an upwards trend, the forecast is able to predict that upward trend and vice versa. In brief, for the univariate case, for forecasts obtained using X T , let D Xi be equal to 1 if the forecast is able to correctly predict the actual direction of change and 0 otherwise. Then,D X = n i=1 D Xi /n shows the proportion of forecasts that correctly identify the direction of change in the actual series.
Empirical Results
This section reports the out-of-sample forecasting results from both SSA and MSSA. Our analysis also considered the performance of optimized ARIMA and Exponential Smoothing models in relation to the proposed MSSA algorithms and the results which are not reported here showed the forecasts from MSSA outperforming these two models with statistically significant outcomes on most instances. It is noteworthy that the optimal ARIMA models were all seasonal ARIMA models and the related forecasts/results are available upon request. It is important to note that the aim here is not only the direct comparison of univariate SSA forecasts with the optimized MSSA algorithm, but also providing answers to a more interesting question. That is, can tourist arrivals from other countries in Europe act as leading indicators for another European country's tourist arrivals? Also, what is the extent to which this new optimized MSSA algorithm can improve upon the basic univariate forecasting results if applied for forecasting European tourist arrivals? The resulting output for each country is presented in Table 5 .
Let us begin by considering the univariate SSA forecasts for European tourist arrivals. Firstly, we see that SSA-R is able to provide the best univariate forecast across all horizons for Greece, Cyprus and United Kingdom in comparison to SSA-V. Likewise, SSA-V forecasts are seen providing the best univariate forecast across all horizons for Netherlands. In terms of overall performance across all European countries considered here, based on the number of times one univariate forecast outperforms another we can conclude that SSA-R is the better univariate SSA model for forecasting tourist arrivals in these countries. The conclusions remain similar based on the model which reports the highest number of cases with the lowest average RMSE across all horizons. If forecasting a particular horizon using a univariate SSA model is of interest, then the informative results table enables practitioners to select the most appropriate SSA model based on the horizon of interest. However, it is noteworthy that basic SSA is unable to outperform the automated HMSSA algorithm on any of the cases in this study which is reflected by the 0% score. This goes on to prove the superiority of the proposed automated MSSA algorithm over basic SSA and provides justification for presenting it as an improved, viable alternative for modelling and forecasting tourist arrivals.
Next let us consider the MSSA forecasting results. These results have been generated by evaluating every possible combination of tourist arrivals to determine which combination is able to report the lowest RMSE in comparison to the univariate SSA forecasts. In fact, the MSSA forecast for each country, using the data on arrivals from different selected countries, produced better forecasts than the univariate SSA in most cases. However, to save space, for each country only the case which gave the best out of sample forecasts (in terms of RMSE) are reported in Table 5 . The first observation is that the only instance whereby a MSSA model is able to report the best forecast across all horizons is the HMSSA-V model for Portugal. The percentage score criterion indicates that HMSSA-R captures the overall best forecast in 36% of the cases in this study whilst HMSSA-V succeeds in providing the overall best forecast in 64% of the cases. Therefore, should one be interested in a single model for forecasting European tourist arrivals, we are able to present HMSSA-V as the feasible option which most certainly outperforms SSA forecasts, and also HMSSA-R forecasts in majority of the cases. Once again, as with the univariate forecasts, practitioners have the option of selecting the best MSSA model for a given country depending on the forecasting horizon of interest should one wish to consider a combined forecasting approach which in turn will enable minimising the forecast error.
The conclusions drawn above are based solely on the RMSE criterion without any tests for statistical significance. In order to provide a more statistically reliable grounding to these conclusions we consider the Hassani-Silva (HS) test for predictive accuracy in . The one-sided HS test is able to show whether the model reporting the lowest RMSE also reports a lower stochastic error in comparison to another model. The resulting output is indicated in Table 5 and we are 90% confident in the outcomes which are found to be statistically significant in this case. Table 5 also reports the RRMSE criterion which enables quantifying the comparative performance between two forecasting models based on the RMSE. For example, consider the average RRMSE values for Austrian tourist arrivals. The HM SSA−R SSA−R value of 0.68 indicates that HMSSA-R forecasts are on average 32% better than SSA-R forecasts. Likewise, the average HM SSA−V SSA−V value of 0.71 indicates that HMSSA-V forecasts are on average 29% better than SSA-V forecasts. The calculation of RRMSE's are further exploited to promote good statistical practice.
More specifically, we test all the out-of-sample forecasts for statistical significance using not only the modified Diebold-Mariano (DM) test (Harvey et al., 1997) , but also the two-sided HS test . This enables to provide further justification for the leading indicators which are reported in what follows. Based on the DM test, it appears that even though there are considerable gains via MSSA over SSA in the case of Italy and Netherlands tourist arrivals forecasts, these are more likely to be chance occurrences because of the low number of statistically significant outcomes. However, in terms of the other eight countries there exists a considerably high number of statistically significant outcomes which provides sufficient evidence for the superiority of the MSSA forecasts over SSA. As a percentage, HMSSA-R forecasts are significantly better than SSA-R forecasts in 52% of the cases whilst HMSSA-V forecasts are significantly better than SSA-V forecasts in 74% of the cases. Accordingly, there is strong evidence to justify that the automated HMSSA-V forecast is indeed more powerful in terms of providing accurate forecasts in comparison to basic SSA-V forecasts. In general, the RMSE, RRMSE and tests for statistical significance suggests that the MSSA models are able to provide significantly better forecasts than SSA in most instances for the European tourist arrivals series considered in this study. Next, we wish to ascertain whether there is sufficient evidence to promote the MSSA models used in this study as best in general for forecasting European tourist arrivals at particular horizons. For this purpose we begin by generating the empirical cumulative distribution functions (c.d.f.'s) for the absolute value of all forecast errors from all models at each horizon. According to Hassani et al. (2009; 2013b) , if the c.d.f. of absolute value of forecast errors lies above and hence to left of another c.d.f. of absolute value of forecast errors, then the model which lies towards the left and above has a smaller stochastic error. Figure 3 below presents the empirical c.d.f. for the absolute value of forecast errors across all countries and all horizons. However, it is clear that drawing conclusions based on Figure 3 alone can be problematic as the result is not very clear except for at h = 24 steps ahead. Therefore, we call on the one-sided HS test . Based on the one-sided HS test (results available upon request) we can conclude with 95% confidence that in general, for forecasting European tourist arrivals across all horizons in the countries considered here, on average the MSSA models will report lower stochastic errors than the SSA models.
Thereafter, all forecasting results are tested for their ability at predicting the correct direction of change. The results are reported in Table 6 and all observations are once again tested for statistical significance via a Student's t test as done in Hassani et al. (2009; 2013b) . In brief, the DC criterion checks the forecasts against the actual values to determine whether the predictions are accurately picking up the actual direction of change as per the actual data values. The DC results indicate that on average, SSA-V provides the better DC prediction in relation to its univariate counterpart whilst HMSSA-V outperforms HMSSA-R based on the number of times one model provides a comparatively better average than the other model. Overall, there is clear evidence which points towards the capability of the automated MSSA algorithms at providing more accurate DC predictions than SSA with the only exception being tourist arrivals in Sweden for which SSA-V outperforms the MSSA models in providing the best average DC prediction. Note: Shown in bold font is the model reporting the best average DC prediction across all horizons for a given country. * indicates the DC predictions are statistically significant based on a t-test at p = 0.05.
Discussion
Merits and Demerits of SSA/MSSA
We begin by discussing the merits these two techniques further. Firstly, parametric assumptions are unlikely to hold in the real world and therefore the use of parametric techniques usually result in the need for data transformations which leads to a loss of information as noted in Hassani et al. (2013a) . However, because SSA and MSSA do not make any assumptions about the signal or the noise component of the data, and do not depend on any parametric model for the trend or oscillations, there is no requirement for data transformations nor any loss of information when using these approaches (Hassani et al. (2013a) . Secondly, the noise reduction feature in SSA/MSSA is not present in classical time series analysis and forecasting methods. Filtering enables SSA/MSSA to provide a better fit to the data and obtain more accurate forecasts. Thirdly, SSA/MSSA techniques can extract signals in time series. This enables to obtain a richer understanding of the dynamics underlying time series by analysing the trend and seasonal fluctuations in isolation. Fourthly, SSA/MSSA can forecast a particular signal which is of interest, such as extracting and forecasting the trend alone, or 12 or 3-month seasonal fluctuations depending on the requirements. However, these techniques are not without its limitations. Based on the authors' experience, SSA/MSSA are most useful when faced with seasonal data. Secondly, parametric models are preferred for certain scenarios as unlike with SSA/MSSA, the 'parameters' (e.g. regression parameters) enable interpretations on the exact effect of a given independent variable on a dependent variable. Moreover, there are a variety of historical literature based on parametric models which allows users to easily compare and contrast between the findings. In addition, SSA/MSSA are highly sensitive to the selection of L and r which can be done by following a binary approach or the recently introduced Colonial Theory (CT) based approach . Whilst some may argue that the decomposition process could lead to a loss of some deterministic structures, the CT based approach in helps overcome this issue to a certain extent. Moreover, there is always the possibility of applying sequential SSA (see, Sanei and Hassani, 2015) to extract any deterministic structures mixed up in the residual.
Exogenous Events and its Impact on SSA/MSSA based Modelling
The tourism industry is deeply affected by exogenous and uncontrollable events such as terrorist attacks, natural disasters, recessions and political instability (among others). Whilst an indepth discussion of the impact of such events on the primary modelling techniques are beyond the mandate of this paper, we briefly comment on the potential impact of such events within the proposed models. Those interested are referred to Chen (2005) where the author provides a concise account of the impact of intervention events on tourist flows when forecasting with both parametric and nonparametric forecasting techniques. In relation to parametric techniques, the nonparametric nature of SSA/MSSA is likely to ensure these models are less sensitive to external shocks. For example, according to Hassani et al. (2013c) which was a collaboration with the Office for National Statistics in UK, following an application of SSA, ARIMA and Holt-Winters (HW) to eight UK economic time series before, during and after the recession, the authors found that SSA is least sensitive to the impact of the recession in relation to ARIMA and HW as it produced comparatively superior forecasting results. More recently, Silva and Hassani (2015) evaluated the impact of the 2008 recession on forecasting US trade with SSA in relation to the optimal ARIMA and ETS models, and Neural Networks. Here, the authors found compelling evidence to conclude that SSA is indeed comparatively less sensitive to the the impacts of recessions on the modelling process. There is yet a published evaluation of the impact of such exogenous events on the MSSA modelling procedure, but given that MSSA is essentially the extension of SSA for multiple time series, it is reasonable to expect similar (or even better) outcomes.
Explanations for the resulting Leading Indicators
The MSSA algorithm for leading indicators has been successful at identifying leading cross country relations for tourism demand in Europe with statistically significant evidence. Here, we seek to provide possible theoretical explanations for this behaviour. In the process, we look at the concept of causality. This concept is useful, as in MSSA it is not correlation between series that determines how well two series can work together, but instead as Sanei and Hassani (2015) note, it is the similarity and orthogonality among series which play an important role. Unlike correlation, causality seeks to determine whether one series causes another. As such, we perform a test for Granger causality on all leading indicator pairs to determine whether there is sufficient evidence to conclude that leading indicators identified via the MSSA modelling process actually causes the main series. The test results are reported via Table 7 . Looking at the results clearly indicate that those series we have selected as leading indicators via MSSA do in fact cause the main series. Accordingly, we can conclude that causality is one theoretical explanation for the leading indicators identified within this study. 
Conclusion
This study not only marks the introductory application of Multivariate SSA for tourism demand forecasting, but also the first instance whereby the automated MSSA algorithm is used in cross country data for European tourist arrivals. We used the data on tourist arrivals from ten European nations and obtained the forecast over the short, medium and long term horizons using vector and recurrent forecasting algorithms of SSA and MSSA. The data was initially tested for normality, seasonal unit root and structural breaks prior to the forecasting exercise. The out-of-sample forecasting results were evaluated and distinguished using two important metrics, i.e. the RMSE for measuring the accuracy of the forecasts and the direction of change criterion to determine the ability of each model to predict the percentage of correct direction of change.
Our results indicate that for univariate forecasting, should a single model be of interest, then SSA-R is on average better than SSA-V across all countries and all horizons considered in this study. Likewise, for multivariate forecasting, we found that, on average, HMSSA-V is better than HMSSA-R. It is noteworthy that the multivariate forecasting exercise has considered all possible combinations of cross country relations to tourist arrivals, and to save space we only report the combinations which minimize the out-of-sample forecasting error. The forecasting results were tested for statistical significance, not only via the modified DM test in Harvey et al. (1997) , but also via the recently introduced Hassani-Silva (HS) test in . We obtained a high number of statistically significant outcomes in this study, providing convincing evidence for the results. Overall, it is concluded that the automated MSSA algorithms outperformed univariate SSA based on both the RMSE and DC criteria.
The presentation of the results itself are extremely useful to practitioners as it enables them to obtain the best SSA/MSSA models for forecasting the European tourist arrivals based on the horizon of interest and forecasting objectives. The study can benefit both forecasters and policy makers in a variety of ways. For forecasters, it is a guide to obtain the best out-of-sample forecasts in a multivariate framework. For policy makers, these results help them to make the right policies, in planning, resource allocations and investment decisions.
As the aim of this study was mainly to use the common pattern in European tourist arrivals to see if better forecasts can obtained, it has not considered other range of tourist and travel indicators in the present analysis. Accordingly, the algorithm we propose is optimized to obtain the best possible forecast with MSSA as opposed to an optimal signal extraction. Future studies should consider applying the proposed automated MSSA algorithm using various socioeconomic indicators for forecasting European tourist arrivals as well as investigating the impact of exogenous shock on MSSA modelling. It is also acknowledged that this study has only investigated the tourist arrivals for selected European countries which are established or growing destinations and it does not intend to represent Europe as a continent. Also, the present study only considered the bi-variate Singular Spectrum Analysis. There is scope to develop the method as a general multivariate SSA in which one could jointly consider all ten series together and simultaneously produce the forecasts for all countries.
