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We present measurements of the Berry Phase in a single solid-state spin qubit associated with the
nitrogen-vacancy center in diamond. Our results demonstrate the remarkable degree of coherent
control achievable in the presence of a highly complex solid-state environment. We manipulate
the spin qubit geometrically by careful application of microwave radiation that creates an effective
rotating magnetic field, and observe the resulting phase via spin-echo interferometry. We find good
agreement with Berry’s predictions within experimental errors. We also investigated the role of the
environment on the geometric phase, and observed that unlike other solid-state qubit systems, the
dephasing was primarily dominated by fast fluctuations in the control field amplitude.
PACS numbers: 76.30.Mi,03.65.Vf, 03.67.Lx
Geometric and topological phases are exciting and
unique features of quantum physics, with historical ori-
gins going back several decades[1]. These phases have
been found to play a role in a diversity of physical phe-
nomena, for instance in analogues of the Aharanov-Bohm
effect[2], the Pancharatnam phase for rotation of light
polarization in twisted optical fibers[3, 4], in close con-
nection to gauge theories of quantum fields [5], and con-
densed matter physics e.g. in the anomalous Hall effect
and fractional statistics of the quantum Hall effect[6, 7].
In the field of quantum information science, holo-
nomic quantum computation[8–10] was proposed to take
advantage of the geometric phase which is impervious
to certain types of errors. Geometric quantum logic
gates were realized first with nuclear spins in liquid solu-
tions of molecules using NMR techniques[11]. Geometric
phase has also been observed with single superconduct-
ing qubits[12] and trapped ions[13]. Isolated electron and
nuclear spins from donors or quantum dots in a semicon-
ductor are one of the original archetypes for solid-state
quantum information processing[14, 15], but so far there
has been no measurement of the Berry phase with such
a single solid-state spin qubit.
Nitrogen-vacancy (NV) centers in diamond are among
the most promising candidates for quantum information
applications, highly sensitive nanoscale quantum sensors,
biological markers, and as single photon emitters in quan-
tum communication[16]. Our measurement of the Berry
phase occurs in the complex solid-state non-Markovian
environment experienced by spins in diamond. A criti-
cal question that we probe experimentally in our work
is the effect of this environment on geometric phase and
the corresponding decay of this phase. Previous theoret-
ical work in adiabatic and non-adiabatic quantum con-
trol settings[17–19], and other solid-state qubits such as
quantum dots[20, 21] and superconducting qubits[22, 23]
shows that geometric phase can be modified significantly
by the environment. Our results are important to un-
derstand the effect of noise on geometric quantum logic
gates within small quantum registers consisting of the
NV center and proximal nuclear spins[24, 25, 33], similar
to demonstrations in trapped ions[13] and superconduct-
ing qubits [26]. Proposals to measure geometric phase
in rotating diamond crystal[27], and for application in
gyroscopes[28, 29] also motivate our experiments.
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FIG. 1. (a) Schematic illustration of the geometric phase
accumulated by the spin vector (blue/green arrows) as it is
transported along a closed path by the magnetic field applied
to the spin qubit. (b) Bloch sphere picture of the precessing
spin vector S(t) at one particular instant of time during the
path of the magnetic field.
In quantum mechanics, the Hamiltonian for a spin-1/2
qubit interacting with an external magnetic field is given
by H = ~γsB · ~σ/2, where ~σ = (σx, σy, σz) are the Pauli
operators, ~ is Planck’s constant, γs is the appropriate
gyromagnetic ratio for the particle, andB is the magnetic
field vector. In the Bloch sphere picture (Fig. 1(b)), the
qubit state S = ~~σ/2 continually precesses about the
vector B acquiring dynamical phase βd(t) = γsBt where
B = |B|. When the direction of B is now changed adi-
abatically in a time, i.e. at a rate slower than γsB, the
qubit additionally acquires Berry phase while remaining
in the same superposition with respect to the quantiza-
tion axis B. When B completes the closed circular path
C shown in Fig. 1(a) the geometric phase acquired by an
eigenstate is ±ΘC/2 where ΘC is the solid angle of the
cone subtended by C at the origin.[1] The ± sign refers to
opposite phases acquired by the ground or excited state
of the qubit, respectively, giving rise to a relative geo-
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2metric phase βg = ΘC . For the circular path shown in
the figure, the solid angle is given by ΘC = 2pi(1−cos θ),
depending only on the cone angle θ.
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FIG. 2. (a) (top) Lattice structure of the nitrogen-vacancy
(NV) center in diamond showing substitutional nitrogen ad-
jacent to a lattice vacancy.(bottom) Energy level diagram for
the ground state of the NV center when a bias DC mag-
netic field near the excited state level anti crossing is applied.
(b) Schematic circuit diagram showing the microwave syn-
thesizers and arbitrary waveform generators (AWG) used for
Berry phase experiments. (c) Pulse sequence (N=2) applied
to the NV center combining both off-resonant drive at fdet
that causes geometric phase generation and resonant rotation
pulses at fres used for a spin-echo interferometry sequence.
The sequence time τ = 4µs. The shape and timing of the
ramp was chosen to best maintain adiabaticity [30].
The NV center (Fig. 2(a)) is a spin-1 system in the
ground state, quantized along the C3v symmetry axis be-
tween the nitrogen and vacancy sites, with the |ms = 0〉
and |ms = ±1〉 levels split by 2.87 GHz at zero magnetic
field. The spin state can be initialized by optical pump-
ing with 532 nm laser excitation, and the spin polariza-
tion can be detected by measuring the spin-dependent
fluorescence signal. We use a single NV center in a type-
IIa bulk diamond sample, and apply a static magnetic
field B0 oriented along the NV centers z-axis, allowing
us to form a pseudo-spin σ = 1/2 qubit system with
the |ms = 0〉 ↔ |ms = −1〉 spin states. The magnetic
field is chosen to bias the system near the excited-state
level anti-crossing, resulting in complete polarization of
the associated 14N nuclear spin of the NV center[31] and
realizing a nearly ideal two-level system for our experi-
ments. Microwave pulses are applied to the NV center
using an impedance-matched microstrip line coupled to
a thin copper wire on the diamond surface, allowing us
to attain a pi/2 rotation in ∼ 20 ns.
In the rotating frame of the microwave drive, and un-
der the rotating wave approximation (RWA), the Hamil-
tonian for the NV center can be written as,
H = ~∆σz + ~Ω(σx cos Φ + σy sin Φ) (1)
Here ∆ is the detuning between the microwave and the
transition frequency, Ω is the Rabi frequency of the on-
resonance drive field and Φ is an adjustable control phase
of the microwave. In the rotating frame, we can imme-
diately identify the effective magnetic field as given by
B = (Ω cos Φ,Ω sin Φ,∆). In our experiments, we typi-
cally keep ∆ fixed and trace circular paths with different
radii Ω. The cone angle in our experiment would there-
fore by given by cos θ = ∆/(Ω2 + ∆2)1/2.
The corresponding adiabatic circuit for the magnetic
field can be achieved by fast amplitude and phase modu-
lation of the magnetic field[11, 12], as shown in Fig. 2(b).
We measure Berry’s phase using a spin-echo interference
experiment. We apply two types of microwaves to the
system as shown in Fig. 2(c): one at a frequency fdet
that carries out the adiabatic circuit for B, and another
tuned to the resonance transition frequency fres that is
used for the spin-echo interference, and subsequent state
tomography to extract the spin vector. The spin-echo se-
quence initializes the qubit into an eigen-state of σx with
a resonant pi/2 pulse. The effective field B created by the
off-resonant drive traces out a contour C in Fig. 1(a), and
the direction is set by the phase modulation Φ. The rela-
tive quantum phase between the states |0〉 and |1〉 during
the adiabatic circuit is given by φ± = (βd ∓ βg) where
± denotes counter-clockwise (clockwise) direction. Due
to the resonant pi-pulse in the spin-echo sequence, the
cumulative relative phase becomes φ = φ− − φ+ = 2βg,
and increasing the number of times (N) that we trace the
contour gives us βg = (N/2)ΘC . The resonant pi-pulse
also cancels any fluctuations in environmental or other
fields that occur on timescales slower than the echo se-
quence, thereby extending the decoherence time from the
Ramsey dephasing time T ∗2 to T2.
At the end of the sequence, we can extract the val-
ues of the spin vector through quantum state tomog-
raphy. The value of 〈Sz〉 can be obtained using either
Rabi oscillations or rapid adiabatic passage experiment
to calibrate our fluorescence levels [30]. The 〈Sx〉 and
〈Sy〉 values can be obtained by applying a pi/2 pulse
around the different axes x or y, serving as a tomography
pulse. The experimental phase can then be extracted as
φ = arctan(〈Sy〉/〈Sx〉). Even in the presence of deco-
herence, which is a minor effect in our experiments [30],
the coherence in either x or y direction would be equally
affected and thereby will not alter the geometric phase
we measure from taking the ratio. The total pulse se-
quence time and the shape of the waveforms was chosen
to both preserve adiabaticity and to allow for the local
spin environment of our qubit to return to its original
state [30].
The data in Fig. 3(a) shows the values of 〈Sx〉 and 〈Sy〉
measurements as the Rabi frequency Ω was varied while
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FIG. 3. (a) Measured values of 〈Sx〉 and 〈Sy〉 from
state tomography as a function of the Rabi frequency Ω for
∆ = 10 MHz. The fit functions (thick red lines) use a modified
form of Eq. (2) with Ω→ Ωeff , while the blue (green) dashed
lines are predicted directly for 〈Sx〉 (〈Sy〉) by Eq. (2) using
the experimental parameters. (b) Numerical simulations us-
ing the density matrix formalism with blue (green) solid lines
representing the predicted values of 〈Sx〉 (〈Sy〉). The dashed
blue (green) lines are the same as in part (a). The control
field error values were measured independently and used as
inputs for the simulation [30]. (c) Plot of the measured quan-
tum phase φ against the varying solid angle of the geometric
circuit, for different values of N . Solid lines are straight lines
with slope ±2,±3, while data points were corrected for the
effective Ω (see main text). Shaded region represents the solid
angle at which the measurements of Fig. S9 were carried out
as a function of N . Each measurement point is obtained by
repeating the experiment 2× 106 times.
the detuning ∆ remains fixed. The expected signal here
from theory is,
〈Sx〉 = A cos
(
2piN(1− ∆
(Ω2 + ∆2)1/2
)
)
〈Sy〉 = −A sin
(
2piN(1− ∆
(Ω2 + ∆2)1/2
)
)
(2)
The theoretical prediction shown in Fig. 3(a) differs
from the measured values in a systematic fashion that is
at first puzzling. We identified the most significant de-
viation to be caused by single channel nonlinearities in
our microwave circuitry, which distorts the experimental
field path from the ideal geometric circuit shown in Fig. 1
and changes the effective solid angle ΘC → ΘC,eff . We
verified that the deviations are not due to simple cali-
bration errors in our Rabi frequency, and carried out a
number of other control experiments and checks on our
microwave parameters which were used as inputs for a
full numerical simulation of the state evolution[30]. As
shown in Fig. 3(b), our simulations taking into account
experimentally measured errors, and no other free pa-
rameters, show good agreement with the data and sim-
ilar systematic deviation from the theory. To compare
our data further to theory, we parametrized the solid an-
gle ΘC,eff by one free parameter Ωeff , since we found
that the frequency ∆ of the microwave drive field was
very well characterized. We stress this effective Rabi fre-
quency is not due to a calibration error in our microwave
amplitude, but appears only in Berry phase experiments
due to the distortion of the ideal Berry circuit. Our data
is well fit to this simplified model as shown by the thick
lines Fig. 3(a).
When we correct the solid angle uniformly by this one
fit parameter (Ωeff at a fixed value of ∆), we obtain
nearly perfect agreement between theory and our mea-
surements. In Fig. 3(c) we plotted the values of the quan-
tum phase versus the solid angle for different N . The
x-axis was corrected using the fit parameter Ωeff . The
data for N = 0 is also a confirmation that the spin-echo
is highly successful in canceling any quantum phase accu-
mulated in either half of the sequence. We have verified
that the adiabaticity parameter A = Φ˙ sin θ/|B|  0.1 in
the regime of evolution times that were used in our exper-
iments [30]. We should also note that a similar deviation
from theory can be seen in another solid-state qubit sys-
tem (Ref.[12]) although it was not explicitly identified as
due to these imperfections in that work.
Our final set of measurements explores the question
of how the geometric phase decays in the presence of
the complex solid-state environment that interacts with
the central NV spin. Decay of the geometric phase is
an important parameter to be measured for feasibility of
geometric quantum information processing [8, 9] and for
NV spin gyroscopes and mechanical rotation sensors [27–
29]. As shown in Fig. 3(a), we were unable to detect any
geometric dephasing over the solid angles obtainable by
scanning the Rabi frequency Ω. To increase the amount
of geometric phase accumulated, we used the fact that
the total quantum phase φ = NΘC . Hence, we carried
out an experiment with N continuously varying while
keeping the solid angle ΘC fixed, using the pulse sequence
in Fig. S9(a).
Our experimental data in Fig. S9(b) clearly showed de-
cay as the amount of geometric phase is increased, which
could be potentially explained as due to slow (adiabatic)
fluctuations in either ∆ or Ω. Indeed this was the model
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FIG. 4. (a) (left) Path followed by effective field B for frac-
tional circuits executed during N scans. (right) Microwave
sequence for the N scans. The sequence time τ = 20µs. (b)
Measured values of 〈Sx〉 and 〈Sy〉 from state tomography as a
function of N for fixed values of the solid angle ΘC ∼ 0.8 ra-
dians, but with different detuning. (c) Numerical simulations
of 〈Sx〉 and 〈Sy〉 for the above sequence, assuming Gaussian
amplitude fast fluctuations. See main text for explanation
and interpretation.
used in Refs. [12, 17, 18] to study geometric dephasing.
We can estimate the strength of these fluctuations for ∆
and Ω independently for our NV center from Ramsey and
Rabi measurements [30]. Assuming a gaussian model for
the noise spectrum in ∆, we obtain the following expres-
sion for the decay in the Berry phase as a function of the
circuital number N :
〈Sx〉 = A cos(NΘC) exp(−(N/N∗)2) (3)
where N∗ =
√
2
ασ∆
=
2piT∗2
α , σ∆ is the standard devia-
tion of the noise, α = |∂ΘC/∂∆| = Ω2(Ω2+∆2)3/2 . Given
the numerical values in our experiments, we obtained
N∗ ∼ 400, and generated the anticipated prediction (see
inset to Fig. S9(b)). Thus, unlike the case of supercon-
ducting qubits, the slow noise in ∆ from this environ-
ment is insufficient to explain the decay in our data [12].
Similarly, our long-time Rabi oscillation data shows that
the noise σΩ is even smaller and cannot explain this de-
cay [30].
The observed decay occurs on a timescale τ  T2 for
our qubit, where the spin-echo sequence is expected to
protect against fluctuations of ∆. In fact, we can esti-
mate the corresponding Berry phase fluctuations given
the measured T2 as well, and find that it is too small
to explain the decay [30]. We concluded that the de-
cay is due to fluctuations in our microwave amplitude
that cause the equatorial component of the field B to
vary randomly from one half of the spin echo sequence
to the other. We carried out numerical simulations of
this experiment, assuming that the amplitude of the mi-
crowave field has a Gaussian distributed random compo-
nent ∼ 10−3 within the echo sequence time. The results
of these simulations with all other parameters taken from
the experiment are shown in Fig. S9(c), and show good
agreement with our experimental data.
Our simulations and experiments suggest that we can
attribute the decay in the experiments primarily to fluc-
tuations of the dynamic phase caused by technical lim-
itations of our AWG and microwave circuitry, which is
not inherent to the NV spin qubit system. We present
more evidence in [30] to support our model, such as mea-
surement of dynamic phase, further measurements of ge-
ometric phase, and numerical studies.
Our work reports on detailed measurements of the
Berry phase in a single solid-state spin qubit, and on
the effects of noise and control field imperfections on the
Berry phase. Although the echo sequence cancels the av-
erage dynamic phase as well as slow dynamic phase fluc-
tuations from the environment as shown in [30], it cannot
cancel the fluctuations from the microwave amplitude it-
self that occur on the timescale of the echo sequence.
The contribution to the decay from radial fluctuations
in the geometric path is significantly smaller, but could
be important depending on the experimental parameters
and geometric path followed. In general, we expect that
any geometric quantum logic gate operation that relies
on cancellation of the dynamic phase such as recently re-
ported in Ref. [33] will have to account for such control
field fluctuations.
This work was supported by the DOE Office of Ba-
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geometric quantum control techniques, key equipment,
materials and supplies, and effort. G.D. gratefully ac-
knowledges support from the Alfred P. Sloan Foundation.
5SUPPLEMENTARY MATERIAL
NV CENTER ESR AND EXPERIMENTAL
SETUP
NV centers in our type-IIa single crystal diamond
sample (sumitomo with [1 1 1] orientation) are located
with our home-built confocal microscope. A high NA
dry microscope objective (Olympus 0.95 NA) is used
in this confocal setup for NV excitation and collection
of fluorescence emission. Phonon-mediated fluorescent
emission (650-750 nm) for the single NV center is de-
tected under coherent optical excitation (LASERGLOW
IIIB 532nm laser) using a single photon counting mod-
ule(PerkinElmer SPCM-AQR-14-FC). Green excitation
of the NV center polarizes the electron spin into |mS = 0〉
sublevel of the 3A2 ground state due to optical pump-
ing. The rate of fluorescence signal counts varies for the
|mS = 0〉 and |mS = ±1〉 states, which enables the op-
tical detection of the electron spin. The photon count-
ing takes place at the both ends of the optical excitation
pulse(FIG.S1(b)). The counts at the beginning known as
”signal”(Si) is highly dependant on the NV state while
the counts at the end of optical excitation known as ”ref-
erence” (Ri) is not. By taking the ratio of Si and Ri
as our fluorescence level (a.u.), we minimize the effect of
laser fluctuations on our experiments. A dc bias magnetic
field B0 ≈ 450 Gauss is applied along the NV axis by a
permanent magnet. The transition frequency between
|mS = 0〉 and |mS = −1〉 states is measured by Opti-
cally Detected Magnetic Resonance (ODMR) experiment
and Pulsed ESR frequency scan experiment (FIG.S1 (a)).
Detuned microwave for Berry phase experiment is gen-
erated by Rohde&Schwarz (SMIQ03B) signal generator
with built-in IQ modulator. On resonance microwave is
generated by PTS3200 synthesizer. Both microwaves are
delivered via a 20-micron-diameter copper wire placed
on the diamond sample. The input waveforms for IQ
channels are generated by Tektronics AWG520 Arbitrary
waveform generater (1G sample/s). The value of ∆ is
extremely well controlled in our experiments as we fre-
quently track the resonance frequency of the NV cen-
ter. Both synthesizers in our experiment are synchro-
nized by an atomic clock and measured to drift less than
∼ 1× 10−3 Hz, and this is tested by mixing the two mi-
crowaves from the two synthesizers under the same com-
mand frequency with a mixer and measuring the DC out-
put of the mixer.
SPIN ECHO SEQUENCE: LARMOR REVIVALS
The 13C nuclear spin bath that has a natural abun-
dance of ≈ 1.1% effectively produces a random field
with frequency set by the nuclear gyromagnetic ratio
γn = 2pi(10.75) MHz/T and the dc bias field B0. This
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FIG. S1. a) Optically Detected Magnetic Resonance of Single
NV center. Inset) Pulsed ESR with scanning frequency. The
linewidth of resonance dip is under 1MHz with 1 µs pulse
length. b) Schematic experimental sequence. The sequence
within the dashed box is repeated 50000 times for one photon
counting measurement.
random field causes collapses and revivals in the CP sig-
nals. For Berry phase experiment, it is required to oper-
ate on a revival point of spin echo sequence. In our Berry
phase amplitude scan, the spin echo sequence time is set
to the first revival. In N scan, the sequence time is set
to the fifth revival.
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FIG. S2. Larmor revivals at a, B0 ≈ 80 G and b,
B0 ≈ 380 G. These revivals occur due to the effective ran-
dom magnetic fields arising from Larmor precession of the 13C
nuclear bath that has a natural abundance of ≈ 1.1%. The in-
sets show the corresponding ODMR spectrum for those bias
fields. Magnetic fields near excited state level anti-crossing
causes dynamic nuclear polarization of 14N.
6CALIBRATION EXPERIMENTS
Fluorescence Level of |0〉 and |1〉 State
In our experiments, the direct signal we were measur-
ing is fluorescence counts. The fluorescence counts signal
was mapped to probability in |0〉 or |1〉 state by calibra-
tion of fluorescence levels at |0〉 and |1〉 states with Rabi
oscillation. However, imperfections in pi pulses might re-
sult in imperfect rotations and thereby cause errors in
the fluorescence calibration.
Adiabatic passage is another way of calibrating fluo-
rescence levels, and is used to check our Rabi oscillation
calibration. By modulating both the amplitude and fre-
quency of the driving microwave, an effective magnetic
field adiabatically varying from +z direction to −z direc-
tion was created, as shown in Fig. S3(a). The detuned
microwave starts ramping up at t = t0 while modulating
its frequency, and then ramps back down to 0 with an
opposite detuning at t = tf . The magnitude of the effec-
tive B field is 12.5 MHz. Fluorescence level at different
time t was measured and shown in Fig. S3(b).
The data points before t0 and after tf is fitted to fluo-
rescence levels in |0〉 and |1〉 state resplectively. The fit-
ted fluorescence levels fall in the confidence interval from
our Rabi calibration, meaning our fluorescence level cal-
ibration is accurate.
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FIG. S3. a) Schematic Time dependent effective B field. The
effective B field slowly varies from +z direction to −z direc-
tion during the time from t = t0 to t = tf . b) Fluorescence
measurement at time t.
Microwave Power at Different Frequencies
To test the frequency response of our microwave cir-
cuit, Rabi oscillation were measured under detuned mi-
crowave driving field with different detuning frequencies.
Oscillations at 0MMHz, 10MHz and 20MHz detuning are
shown as examples in FIG.S4 (a),(b) and (c). The fit-
ted parameters, oscillation frequencies Ω(∆), amplitudes
amp(∆) and equilibrium position bkg(∆) are plotted as
functions of detuning frequency in FIG.S4 (d),(e) and (f).
The theoretical expectations are as following:
Ω(∆) =
√
Ω(0)2 + ∆2 (4)
amp(∆) = amp(0)
Ω(0)2
Ω(0)2 + ∆2
(5)
bkg(∆) = bkg(0) + amp(0)
∆2
Ω(0)2 + ∆2
(6)
The data demonstrates that our knowledge of MW pa-
rameters are accurate as a function of the microwave fre-
quency.
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FIG. S4. a), b) and c) Rabi oscillation at 0 MHz, 10 MHz,
and 20 MHz detuning. d), e) and f) Fitted frequencies, am-
plitudes and equilibrium positions at different detuning. Er-
ror bars come from standard error of fitted parameters. Red
curve is a fit to the theory and green curve is the theoretical
prediction based on our on-resonance Rabi data.
Single Channel Nonlinearity of IQ Modulator
One usual systematic error in our system is single chan-
nel nonlinearity of the IQ modulator. It means the mi-
crowave output amplitude is not always proportional to
voltage input in I/Q channel. A Rabi experiment with
fixed pulse length and scanning microwave amplitude is
used to calibrate this single channel nonlinearity.
In the experiment, the microwave frequency is on res-
onance. The microwave pulse length is fixed to be 100 ns
and different DC voltages are sent to I channel of the
modulator. If there is no single channel nonlinearity, the
microwave output amplitude should be proportional to
the DC voltage on I channel, and so also the Rabi fre-
quency. A sinusoidal signal in fluorescence level is ex-
pected.
As shown in Fig. S5, the green curve is the perfect
sinusoidal function we expect, but the data points are
clearly off by a certain amount. So the data is fitted to
nonlinear function ai + bi3 instead. The fit parameters
are a = 1.17, b = −0.17.
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FIG. S5. a)Rabi experiment with fixed microwave pulse
length of 100ns and scanning DC voltage input to I chan-
nel. Green curve is expectation values without single channel
nonlinearity, and red curve is the fit using 1st order nonlin-
earity.b)The calibrated actual value at different input value
according to fitted parameters a = 1.17, b = −0.17. Clearly
The actual value is larger than expectation, resulting in larger
solid angle.
Microwave Power Stability
A simple long time Rabi experiment was done to test
the microwave power stability. If the microwave ampli-
tude has a probability distribution around the expected
value, the Rabi signal will decay as pulse length increases,
which is shown in Fig. S6.
The data is taken at the same microwave power as
the Berry phase experiment (12.5MHz), and the total
experiment time is comparable to Berry phase experi-
ment. From the fit parameter we get the time scale of
decay T ρ1 = 2.2µs, larger than the T
∗
2 (about 0.8µs for
this NV). This means that we do have fluctuation in mi-
crowave amplitude, but the overwhelming fluctuation is
still the fluctuation in resonance frequency.
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FIG. S6. Rabi Oscillation up to long times. The fitted time
scale of decay is T ρ2 = 2.2µs.
ADIABATICITY
The Berry phase theory is based on adiabatic approx-
imation. The Berry phase is not robust to transitions
between |0〉 and |1〉 state, and there could be a discrep-
ancy from the theory if the transition probability is not
negligible.
In order to check our adiabaticity, almost the same
waveform as Berry phase experiment (N=2) was used.
The only difference is that the first pi/2 pulse and the
last pi/2 pulse were removed Fig. S7. If the adiabatic
condition is good, the spin should stay in |0〉 state before
the pi pulse and stay in |1〉 state after the pi pulse. The
probability in state |0〉 at the end of the sequence should
be close to 0. This probability in state |0〉 for both scan-
ning ramping up/down time Ta and the scanning cyclic
period T is shown in Fig. S7.
The data is taken at 5MHz detuning, 12.5MHz Rabi
frequency. Adiabaticity parameter (shown as red curves)
was calculated according to T(Ta) using Equations:
A =
2pi
T sinθ
2
√
∆2 + Ω2
(for cyclic motion) (7)
A =
1
2∆Ta
√
Ω2
∆2 + Ω2
(for ramping) (8)
In our Berry phase experiments (10MHz detuning,
12.5MHz Rabi frequency for amplitude scan), we chose
T ≥ 800ns, Ta ≥ 350ns. (See Table I for details.) We
believe we were well within the adiabatic regime.
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FIG. S7. a) Schematic Microwave Sequence. b) Probability
in |0〉 state vs period of cyclic motion T and ramping time of
microwave power Ta. Red curves are calculated adiabaticity
parameter. Data was taken at 5 MHz detuning.
CANCELLATION OF BERRY PHASE
By flipping the direction of phase modulation at the
2nd half of the Berry phase sequence, the accumulated
Berry phase survives while the dynamic phase gets can-
celled by the spin echo. This implies that the Berry phase
8Parameter Experiment Value
Period of cycle T
Ω scan N=2 1µs
Ω scan N=3 0.8µs
N scan 0.8µs
Ramp time Ta
Ω scan N=2 0.45µs
Ω scan N=3 0.35µs
N scan 0.45µs
Spin Echo Sequence time τ
Ω scan N=2 4µs
Ω scan N=3 4µs
N scan 20µs
TABLE I. Time parameters used in Berry phase experiments
will be cancelled if the direction of phase modulation is
not flipped. The cancellation of Berry phase is proved
experimentally by applying the same sequence as ampli-
tude scan (N=2), but without flipping the direction of
phase modulation in the 2nd half.
The data shows no oscillation at all, meaning a perfect
cancellation of Berry phase by spin echo. And this is the
raw data from which the N = 0 phase data in the main
paper is extracted.
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FIG. S8. Cancellation of Berry Phase. We didn’t flip the
direction of cyclic motion of effective B field in the second
half of spin echo. The Berry phase is cancelled just like the
dynamic phase.
SIMULATION OF BERRY PHASE EXPERIMENT
In the main text simulation of Berry phase exper-
iment is shown in comparison to experimental data.
The whole sequence is separated into small time steps
(δt << 1Ω ,
1
∆ ), and the time-dependent Hamiltonian
in the rotating frame is approximately constant dur-
ing each time step. The quantum state is evolving as
|Ψ(t+ δt)〉 = exp(−i Hˆ(t)
h¯
δt)|Ψ(t)〉. We can simulate our
experiment with this method. Any imperfections in our
microwave drive field can be easily taken into account by
modifying the Hamiltonian Hˆ(t).
Hˆ(t) = ∆Sˆz + Ω
single channel nonlinearity︷ ︸︸ ︷
(1.17× I(t)− 0.17× I(t)3) Sˆx
−Ω
single channel nonlinearity︷ ︸︸ ︷
(1.17× (1.1Q(t))︸ ︷︷ ︸
amplitude imbalence
−0.17× (1.1Q(t))3︸ ︷︷ ︸
amplitude imbalence
) Sˆy
Parameters in single channel nonlinearity are extracted
from experiment (see SI. III. C.), while parameter for am-
plitude imbalance is estimated from accuracy of our mea-
surement of microwave amplitude. A microwave mixer is
used to step down the frequency of microwave into the
bandwidth of our oscilloscope, and the amplitude of mi-
crowave is measured with the oscilloscope.
The on-resonance microwave pulses for spin echo are
assumed perfect, and decoherence is not taken into ac-
count because the sequence time τ << T2.
Besides the simulation of Berry phase experiments
(main paper and Fig. S9) and dynamic dephasing ex-
periment (Fig. S9), we also simulate adiabaticity check
(Fig. S7) and cancellation experiment (Fig. S8). They all
agree with our corresponding experimental data.
ESTIMATING BERRY PHASE DECAY FROM
MEASURED T2
The measured Berry phase in our experiment for scan-
ning N is given by,
β(τ/2) =
∫
ΘCdN =
∫ τ/2
0
(
∂Θc
∂∆
)∣∣∣∣
∆
1
T
f(t′) dt′ (9)
where T is the cycle time for the contour, f(t) is a Gaus-
sian, stationary, i.i.d. random process with mean zero
corresponding to fast frequency fluctuations in ∆. We
can set η =
(
∂Θc
∂∆
)∣∣∣∣
∆
1
T which is a constant factor that
only depends on experimentally measured parameters.
At the end of a spin-echo sequence, the phase coherence
averaged over all realizations of the random process f(t)
is given by,
〈e−2iβ(τ/2)+iβ(τ)〉 = exp
[
−2〈β2(τ/2)〉−〈β
2(τ)〉
2
+2〈β(τ/2)β(τ)〉)
]
(10)
where we have made use of the fact that 〈e−ix〉 =
exp(−〈x2〉/2) for a Gaussian random process x. If we
now assume that the noise spectrum S(ω) = S0 upto
some cut-off frequency ωc = 1/τc where τc is the correla-
tion time for the process, we can show that,
〈e−2iβ(τ/2)+iβ(τ)〉 = exp(−N
4
N42
) (11)
9where N2 =
1√
η
T2
T ∼ 1250 was calculated from the
experimental parameters T2 =
(
S0
6piτ3c
)(1/4) ∼ 200µs,
T = 0.8µs, ∆ = 10 MHz, Ω = 12. MHz, implying that
the Berry phase decay predicted by the measured T2 (fast
frequency fluctuations in ∆) is much slower than what we
measure in the experiment.
SIMULATION OF DYNAMIC AND GEOMETRIC
DEPHASING
If the standard deviation of dynamic phase accumu-
lates up to
√
2 radians, the amplitude of oscillation de-
cays to 1/e. In our experiments, the spin echo sequence
cancels most of the dynmic phase except the fluctuation
of dynamic phase from one half to the other. The dy-
namic phase in one half is calculated by:
βd =
√
Ω2 + ∆2 × t
2
(12)
where t = N∗T , T is the period of cyclic motion. (See
Fig. S9(a) right inset in comparison to Fig. 4(a) in main
paper.)
The fluctuation of dynamic phase in one half is calcu-
lated as:
σβd =
∂βd
∂Ω
σΩ =
Ω2√
Ω2 + ∆2
N∗T
2
(
σΩ
Ω
) =
√
2(rad) (13)
Here it is assumed that the fluctuation in ∆ is negligible
for such a short time scale. By plugging in microwave
parameters and fitted N∗, the estimated relative error
in Ω, σΩ/Ω, is in 10
−3 order of magnitude, which is in
good agreement with our long time Rabi experiment (see
Section III.D)
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(right) Experimental verification of dynamic dephasing. The
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