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A central limit theorem for multidimensional processes in the sense of Wong 
(SIAM J. Appl. Math. 16 (1968), 756-770; Stochastic Processes in Information 
and Dynamical Systems, 1971) is proved. In particular the asymptotic normal 
distribution of a sum of dependent random functions of m variables defined on the 
positive part of the integral lattice is established by the method of moments. The 
results obtained can be used, for example, in proving the asymptotic normality of 
different statistics of no-dependent random variables as well as to determine the 
asymptotic behaviour of the resultant of reflected waves of telluric type. 
1. INTRODUCTION 
In the recent years many results have been obtained concerning the limit 
Gaussian behaviour of random processes on various assumptions as the 
stochastic dependence of the random variables of the process. The most 
significant of them are reported by Billingsley [ 11, Ibragimov and Linnik [6] 
and Ibragimov [5]. 
A case of particular interest for applications Arises when the random 
process, rather than being dependent on a scalar real parameter, depends on 
a parameter belonging to an n-dimensional space-the n-dimensional 
stochastic process (Wong [lo]). In this area, recent results were obtained by 
De Dominicis [2]. At the same time, multidimensional processes were used 
by Ruschendorf [8] to ascertain the asymptotic properties of “multivariate 
rank-order statistics.” 
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The aim of this paper is to investigate asymptotic Gaussian properties of 
suitable multidimensional statistics of dependent random variables, of 
interest in information-theoretical and engineering applications. 
2. MAIN RESULTS 
Let J2 be an abstract space and let N” be the positive part of the integer 
lattice in Rm. 
Let us consider the set of random variables (r(t, w), t E N”, o E ~2). 
Given w E .R, then ((t, w) is clearly a function of t in Nm. The set of such 
functions <(t, w) = r(t) is referred to as an m-dimensional stochastic process 
on N”’ (Wong [lo]). Below, for such a process, we shall use the notation 
{t(t). t E Nm 1. (1) 
We shall consider the r-component vector process 
{<l(f),..., t,(t); t E N”‘}, 
where C(t) (i= l,..., I) is a process defined according to (1). 
We denote the expectation operator by 
E bw) 1 = Ufh k = I,..., r. 
In the sequel we shall put 
(2) 
(3) 
M) - b(f) = L(f)3 k = l,..., r. (4) 
Last, the lowest-order joint moment will be denoted by E]&(t) C,,(S)] = 
r;$!(tl )...) t,, s 1 ,.-.y Sj- 1, ti + rij’ Sj+ 1,..., s,,,), where 
sj - ti = rij ; lrijl < no7 and It,-s,j>n,, V,u,v#i,j, (5) 
rz, being a given integer. 
We shall show 
THEOREM 1. If the conditions: 
(A) the random variables &(t) and C,(s) are independent for 
1 t, - s,I > n, (,a, v = l,..., m; k # h = l,..., r), 
(B) the moments E[Ti(t)] (k = l,..., r) are uniformly convergent with 
respect to t, 
(C) yj;;/! < +m, 
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are satisfied, the distribution function of the r-dimensional statistic 
V, = (Yy),..., Vz)) = n-“+ ‘/’ (6) 
exhibits an asymptotic (as n -+ 00) Gaussian behaviour with zero vector 
mean and covariance matrix l)ohkll, where 
u G hk= y 
iJ= I / ‘jl (no 
(7) 
The proof of Theorem 1 will be given for r = 1, but its extension to r > 1 
raises no difficulties. Note to this end that the pth moment of the statistic I’, 
admits the following expression: 
E(Vz) = n- ‘m-“2’p~E [fi Qt”‘)], 
where t”’ = t\” ,..., t$ and D = { 1 < tr’ < n; i = l,..., p, k = l,..., m). 
We shall further assume that the jointly bounded moments of arbitrary 
order of the random variables t(t) exist. 
Letting T = {t(l),..., ttP’} be the set of arguments of the random variables 
entering in each term of (8), it is meaninful to introduce the following 
DEFINITION 1. A subset S of T constitutes a chain if, for any partition 
of S into two nonempty sets S’ and S”, there exists s’ E S’ and 
s”ES”Is’-s”I<n,andVsESandVtEqS(t-s[>n,. 
Let us assume that the set of variables t on which the random variables of 
a term of (8) depend has been subdivided into q chains of a, ,..., aq variables 
each, in such a fashion that q > 1 and 2; ai = mp. On this assumption it is 
possible to show that the number of terms for which the set of arguments of 
the random variables < is partitioned into q chains is smaller than 
c (w)! I aihl aI. . . . a , q, fi @ai& + 1Y’nq =W-4 nqT q’ *I 
where C(p) is independent of q. 
DEFINITION 2. Groups of random variables are independent if all the 
random variables taken from different chains are independent. 
It is now an easy matter to prove the following lemmas, to be used in the 
proof of the theorem. 
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LEMMA 1. If terms of (8) exist for which q < (m - i)p, then the 
contribution of such terms to the moment E( V:) vanishes as n + cx). 
Proof The proof is trivial, due to the fact that the joint moments are 
finite and also to the effect of the normalizing factor occurring in (8). 
LEMMA 2. If in (8) there exist terms for which q > (m - i)p, the 
mathematical expectation of such terms vanishes. 
Proof. It will suffice to subdivide the set of random variables 
{@t(l)),..., r(ttP’)} into a maximum possible number of independent groups 
and consider that condition (A) implies that the independence among groups 
is ensured if the modulus of the difference of any two random variables taken 
from different groups exceeds n,. The statement follows from the fact that 
E[[(t)] = 0. (For a more detailed proof, see 121). 
LEMMA 3. Ifp is odd, then, lim,,, E(V$) = 0. 
Proof. The truth of the lemma is evident by virtue of Lemmas 1 and 2. 
LEMMA 4. If p is even and q = (m - i)p, all moments of the random 
variable V,, tend to the moments of a Gaussian random variable. 
Proof: The proof, by itself not intricate, is omitted for the sake of 
brevity. 
Proceeding from Lemmas 1-4, it is possible to prove 
PROPOSITION 1. Under the hypotheses of Lemmas 14, the distribution 
function of V, is Gaussian as n + 00. 
We are now in a position to prove Theorem 1 (for r = 1). 
Proof of Theorem 1. Let us introduce the following auxiliary random 
variables: 
w,(t) = t;(t), if I WI < log(n), 
= 0, otherwise, 
(10) 
v,(t) = w,(t) - Elw,,Wl~ (11) 
U”(f) = C(t) - v&)9 (12) 
V n = npm+‘/’ 5 V,(t), 
t=1 
(13) 
u ” = n-m+1’2 1 u,(t). 
I=1 
(14) 
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It is evident that V,, = v, + U, and E[u,(t)] = 0. At the same time it is 
readily shown that 
lim E[ui(t)] = 0 
n-tee 
uniformly with respect to t. (15) 
It follows from (15) that u,, 4’ 0 as n -+ co. It further follows from (10) 
and from condition (B) that 
n’i; a4t)l = E[4-@)1 and .‘& E[C(t) v,,(t>l = W’(t)1 (16) 
uniformly with respect to t E “‘. 
Therefore, lim,,, E[ui(t)] = lim,,, E( [c(t) - v,(t)]*} = 0 uniformly with 
respect to t E Nm. 
Now, for any given n E N the random variables v,,(t) satisfy condition (A) 
and possess jointly bounded moments of an arbitrary order, so that, by 
virtue of Lemmas l-4 and Proposition 1, the distribution of the random 
variable v, tends (as n + uo) to ,K(O, a*), where 
(J*= c
.I z Yiji-,* (17) l,.i=l Irijl<no 
This implies that the random variable I’, = v, + U, is a zero-mean Gaussian 
variable whose variance a* is given by (17). 
3. AN APPLICATION TO THE CASE OF T~LLURIC WAVES 
In this section, putting ‘1, = 0, we show that Theorem 1 enables us to 
determine the asymptotic behaviour of the resultant of reflected waves of 
telluric type. Here it is necessary to find the limit distribution of the sum of 
the dependent random vectors, which are defined as follows (see Eq. (2)): 
{T,(X> YY z),..., UG Y, z)}; x, y, z = 0, 1, 2 )..., n. 
Assume that &(x, y, z) (I= l,..., r) satisfies Eq. (3), with 8, = 0. Further, if 
for the random variable &(x1, yi, z,) the index in parentheses in the qth 
position (q = 1, 2, 3) coincides with the index of random variable 
I&,(X,, y,, z2) in the sth position (s = 1, 2, 3), then 
El&(x,, Yl9 z*> Mx2, Yz, z*)l = I,, 
(u, v = 1, 2 ,..., r; Xl, Yl,Zl,X2, Y*,z*=O, 1, L., n>. 
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Any two groups of random variables 
&&I, YI, Zdr..., <,,(x, YY z) and 5,,(s, 7 s, 3 flb.9 r,,,(x? Y, z> 
@, ,..., ,&, v, ,..., VB = I,..., r; x,, y,, z1 ,..., 90, SB, tB = 0. 1,~ n) 
are mutually independent if the values of indices of the second group do not 
coincide with the values of the indices in parentheses in the first group of 
random variables. 
Finally, the random variables <i(x, y, z) have simultaneous bounded 
moments up to order m, (fixed) inclusive, i.e., 
E fi r”i6,.(x;,y;,z;) <co 
I u=l j=l i 
for all P,, > 0, v = l,..., I, such that XL=, pI,<m,, for all 
Xi”) yj”, zy = 0, l)...) n. In the present case Eq. (6) becomes 
v, = n -5’2 f c&Y, y, z) (v = l,..., r) 
x.y.;=o 
and 
v = (V, )...) V,) = n -5’2 e rl(x, Y, z) ,...1 2 C.(x, Y,Z) . (18) x,y,z=o x,y,2=0 I 
It is possible to prove the following theorem: 
THEOREM 2. If the random variables {,(x, y, I) satisfy the above stated 
conditions, all moments of the vector V, defined in (18), E(VT,..., VT), where 
C Pi<<05 coincide, for n + 03, with the corresponding moment of the 
random vector, X = (X, ,..., X,) E X(0, I/o,,, II), where uul, = Ci.,=, o,,,(q, s), 
,a, v = 1 ,..., r. 
Proof: The proof is ascertained on the basis of Lemmas 1-4. In 
particular, we have 
lim E( VT’,..., Vf?) = 0, 
n-m if m = x pi is odd, 
i=l 
r pi! r (oij)W 
=; ,G F,rj (ay)! ’ 
if m is even, 
where B is the region: 
B= aij,j=l ,..., r,i<j,pi=;‘a,if’a:/ 
I /rl /=I 
683/13/2-7 
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Expanding the characteristic function 
do@ 1 ,..., t,) = exp 
I 
- $ 2 U,ititj 
i,j= I  1 
of the random vector X E M{O, ]]a,,]]} (u, Y = l,..., r) in powers oft, we have 
lim E( Vyl ,..., VT) = E(Xy’,..., Xp,l) 
“+a, 
(C;=r pi = m < mJ, and the proof. 
Finally, we are able to show the following result: 
THEOREM 3. Under the hypotheses of Theorem 2 and if condition (B) is 
valid, the distribution of the vector V approaches a normal distribution, as 
n -+ 00, with average vector 0 and dispersion matrix //uLl\l (,a, v = l,..., r). 
Proof. The proof follows closely that of Theorem I, and is omitted for 
sake of brevity. 
4. CONCLUDING REMARKS 
The result obtained provides the limit behaviour of vector statistics of 
dependent (in the sense specified above) random variables. Far from being of 
a merely theoretical interest, it would seem to lend itself to applications of 
considerable scope. For example, putting n, = 0, the theorems proved in 
Section 3 enable us to determine the asymptotic behavior of the resultant of 
reflected waves of telluric or, more generally, of the type arising in the 
transmission through random media. Furthermore, the fact that, under the 
hypotheses of the Theorem 1, the above-considered statistics (for n,- 
dependent random variables) exhibit an asymptotically Gaussian behaviour 
as n + co may be used to analyze sets of digitally encoded images-a 
possibility already pointed out by Wong [9], by Rosenfeld and Kak [7], and 
Hassner and Sklansky [4]. 
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