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MORE OR LESS UNIFORM CONVERGENCE
HENRY TOWSNER
Abstract. Uniform metastable convergence is a weak form of uniform
convergence for a family of sequences. In this paper we explore the way
that metastable convergence stratifies into a family of notions indexed
by countable ordinals.
We give two versions of this stratified family; loosely speaking, they
correspond to the model theoretic and proof theoretic perspectives. For
the model theoretic version, which we call abstract α-uniform conver-
gence, we show that uniform metastable convergence is equivalent to ab-
stract α-uniform convergence for some α, and that abstract ω-uniform
convergence is equivalent to uniformly bounded oscillation of the family
of sequences.
The proof theoretic version, which we call concrete α-uniform con-
vergence, is less canonical (it depends on a choice of ordinal notation),
but appears naturally when “proof mining” convergence proofs to obtain
quantitative bounds.
We show that these hierarchies are strict by exhibiting a family of
which is concretely α + 1-uniformly convergent but not abstractly α-
uniformly convergent for each α < ω1.
1. Introduction
Our goal in this paper is to collect up the relationships between some
notions of uniform convergence. The notion of metastable convergence in-
troduced in [1, 15] (and earlier studied in [9, 11]) can be seen as a family of
notions indexed by ordinals, with full metastable convergence corresponding
to the ω1 level, and the notion of bounded oscillation corresponding to the ω
level, with other notions in between. While this idea has appeared implicitly
in the literature [7, 17], the details have not been made explicit.
We define the general family of notions of abstract α-uniform convergence
and show that uniform metastable convergence is equivalent to abstract
α-uniform convergence for some α < ω1. We introduce another, slightly
stronger notion, concrete α-uniform convergence, which has the benefit of
being more explicit but the disadvantage of depending on explicit representa-
tions of ordinals (specifically, fixed sequences αn so that α = supn(αn+1) for
each α). Finally, we introduce families of sequences Sα (the sequences which
“change value α times”) and show that each Sα is concretely α+1-uniformly
convergent but not abstractly α-uniformly convergent.
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2. Uniform Metastable Convergence
Throughout this paper, we will focus on {0, 1}-valued sequences, and
we write a¯ for the sequence (an)n∈N. The ideas generalize to sequences
valued in any complete metric space, and we will occasionally discuss this
generalization in remarks.
We are interested in sets S of sequences such that every a¯ ∈ S converges.
In particular, we are interested in questions about the uniformity of this
convergence. The classic notion of uniform convergence—that there is some
fixed m so that, for every a¯ ∈ S, if m,m′ ≥ n then am = am′—is quite
strong. (Indeed, in our restricted setting of {0, 1}-valued sequences, it is
easy to see that any uniformly convergent set of sequences is finite.)
The following, weaker notion, is in some sense the weakest reasonable
notion of uniformity.
Definition 2.1. Let S be a set of sequences. We say S converges uniformly
metastably if for every F : N→ N such that n < F (n) and F (n) ≤ F (n+ 1)
for all n, there exists an MF so that, for every a¯ ∈ S, there is an m ≤ MF
and a c ∈ {0, 1} so that for all n ∈ [m,F (m)], an = c.
This notion has also been called local stability [1]: it says that we can
find very long intervals on which the sequence a¯ has stabilized, where the
length of the interval can even depend on how large the starting point of
the interval is (that is, the interval has the form [m,F (m)], where F could
grow very quickly as a function of m).
A variety of results [1, 2, 5, 6, 8, 10, 15] have shown that, under some
assumptions on S, if every sequence in S converges then actually S must
converge uniformly metastability. These hypotheses are usually given in
terms of logic, but in this simple setting a direct formulation is possible.
Definition 2.2. Suppose that, for each i, a¯i = (ain)n∈N is a sequence. A
limit sequence is a sequence b¯ = (bn)n∈N such that there is an infinite set S
so that, for each n, {i ∈ S | ain 6= bn} is finite.
For example, suppose that ain =
{
1 if i < n
0 otherwise
. Then the only limit
sequence is the sequence which is constantly equal to 0.
More generally, if limi→∞ a
i
n converges to a value c then, in any limit
sequence (bn), bn = c. When limi→∞ a
i
n fails to converge, there must be
multiple limits, including at least one where bn = 0 and one where bn = 1;
the requirement that there is a single set S is a coherence condition.
For example, if ain =
{
1 if 2n | i
0 otherwise
then the possible limits are the
sequence that is all 1’s, or any sequence consisting of a finite, positive number
of 1’s followed by 0’s: the choice where there are k ≥ 1 1’s followed by 0’s
corresponds to take S to be, for example, the numbers divisible by 2k−1 but
not 2k; the limit which is constantly 1 corresponds to taking S to be, for
instance, {1, 2, 4, 8, 16, . . .}.
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Lemma 2.3. For any collection of sequences a¯i, there exists a limit se-
quence.
Remark 2.4. In the more general setting [2], the notion of a limit sequence
is replaced by an ultraproduct. This not only allows consideration of se-
quences valued in arbitrary metric spaces, it includes the case where different
sequences come from different metric spaces.
Definition 2.5. We say a sequence a¯ = (an)n∈N converges if there is some
m and some c ∈ {0, 1} so that for all n ≥ m, an = c.
Let S be a set of sequences. We say S converges uniformly metastably if
for every F : N → N, there exists an MF so that, for every a¯ ∈ S, there is
an m ≤MF and a c ∈ {0, 1} so that for all n ∈ [m,F (m)], an = c.
Theorem 2.6. Suppose S is a set of sequences such that:
• every sequence in S converges, and
• whenever {a¯i}i∈N ⊆ S, every limit sequence of a¯
i is also in S.
Then S converges uniformly metastably.
Proof. Suppose S does not converge uniformly metastably; then there is an
F : N → N so that, for each i, there is a a¯i ∈ S such that, for every m ≤ i,
there are n0, n1 ∈ [m,F (m)] so that an0 = 0 and an1 = 1.
Let b¯ be some limit of the a¯i. Then b¯ ∈ S, so b¯ converges. So there is
some m and some c so that, for all n ≥ m, bn = c.
Choose an infinite set S so that, for all n, {i ∈ S | ain 6= bn} is finite. In
particular, the set of i ∈ S such that, for all n ∈ [m,F (m)], ain = bn must
be infinite, so we can find some i ≥ m in S. Then for every n ∈ [m,F (m)],
ain = bn = c. But this contradicts the choice of a¯
i. 
We wish to associate sets of convergent sequences S to ordinals.
Definition 2.7. Let S be a set of sequences. We define TS to be the tree
of finite increasing sequences 0 < r1 < · · · < rM such that, taking r0 = 0,
there is some a¯ ∈ S so that, for every i < M , there are n0, n1 ∈ [ri, ri+1]
with an0 = 0 and an1 = 1.
When α < ω1 is an ordinal, we say that S converges abstractly α-
uniformly if TS has height strictly less than α.
Remark 2.8. Note that, in our setting, S converges abstractly ω-uniformly
iff S converges abstractly n-uniformly for some finite n (and similarly for
other limit ordinals).
When considering more general sequences, one would want consider count-
ably many trees corresponding to fluctuations of size approaching 0: we
could consider the tree TS,k of sequences 0 = r0 < r1 < · · · < rM such that
there is some a¯ ∈ S so that, for every i < M , there are n0, n1 ∈ [ri, ri+1] with
|an0 − an1 | > 1/k. Then we would say S converges abstractly α-uniformly
if for each k, TS,k has height strictly less than α.
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To connect this with metastability, we need to relate these sequences
(ri)1≤i≤M to functions F : N→ N.
Definition 2.9. Given a strictly increasing sequence r¯ with 0 = r0, we
define Fr¯(n) by taking i least so n ≤ ri and setting Fr¯(n) = ri+1.
For any function F : N→ N such that n < F (n) and F (n) ≤ F (n+1) for
all n, we define a function Fˆ = F(F i(0))i∈N .
Lemma 2.10. For any F : N→ N such that n < F (n) and F (n) ≤ F (n+1)
for all n, F (n) ≤ Fˆ (n) for all n.
Proof. Let ri = F
i(0) for all i, so Fˆ = Fr¯.
Let i be least so that n ≤ ri = F
i(0). Then Fˆ (n) = F i+1(0) = F (F i(0)) ≥
F (n).

Note that if M
Fˆ
witnesses metastability for Fˆ then it also witnesses
metastability for F ; in particular, this means that if we can show metasta-
bility for all functions of the form Fr¯, we have shown metastability.
Theorem 2.11. S converges uniformly metastably iff S converges abstractly
α-uniformly for some α < ω1.
Proof. Suppose S does not converge abstractly α-uniformly for any α < ω1—
that is, suppose the tree TS is ill-founded. Then it has an infinite path r¯, and
the function Fr¯ witnesses a failure of uniformly metastable convergence: by
the definition of TS , for every M there is a a¯ ∈ S so that, for each m ≤M ,
letting i be least so m ≤ ri, there are n0, n1 ∈ [ri, ri+1] ⊆ [m,Fr¯(m)] with
an0 = 0 and an1 = 1. Therefore the uniform bound MF cannot exist.
Conversely, suppose F witnesses a failure of uniformly metastable conver-
gence, so also Fˆ witnesses a failure of uniformly metastable convergence.
Then for each K, there is a sequence a¯ so that for each k < K there
are n0, n1 ∈ [k, Fˆ (k)] so that an0 = 0 and an1 = 1. In particular, tak-
ing K = FM (0), we may find a¯ so that for each i < M there are such
n0, n1 ∈ [F
i(0), F i+1(0)]. Therefore the sequence (F i(0))i∈N is an infinite
branch through TS . 
We mention one other notion of uniform convergence, which has been
particularly studied [3, 4, 12, 16]: bounds on jumps (which, in this context,
are essentially the same as bounds on “oscillations” or “upcrossings” as they
are sometimes known in the literature).
Definition 2.12. S has uniformly bounded jumps if there is a k so that
whenever a¯ ∈ S and n0 < · · · < nk is a sequence, there is an i < k so that
ani = ani+1 .
Theorem 2.13. S has uniformly bounded jumps iff S converges abstractly
ω-uniformly.
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Proof. Suppose S does not converge abstractly ω-uniformly, so for each k
there is a sequence 0 < rk0 < · · · < r
k
k and a a¯ ∈ S so that for each i < k
there are ni0, n
i
1 ∈ [r
k
i , r
k
i+1] with ani
0
= 0 and ani
1
= 1. Then the sequence
n00 < n
1
1 < n
0
2 < n
1
3 < · · · shows that S does not have uniformly bounded
jumps with bound k. Since this holds for any k, S does not have uniformly
bounded jumps.
Conversely, suppose S does not have uniformly bounded jumps, so for
each k there is an a¯ and a sequence n0 < · · · < nk so that ani 6= ani+1
for each i < k. Then the sequence n1, n3, n5, . . . belongs to TS . Since TS
contains arbitrarily long finite sequences, TS has height at least ω. 
3. Ordinal Iterations
3.1. Concrete α-Uniform Convergence. Most naturally occuring exam-
ples of abstract α-uniform convergence satisfy a stronger property. This
stronger property is not quite canonical—we need to fix a family of ordinal
notations.
Definition 3.1. A fundamental sequence1 for a countable ordinal α > 0 is
a sequence of ordinals α[n] for n ∈ N such that:
• α[n] < α,
• α[n] ≤ α[n + 1], and
• for every β < α, there is an n with β ≤ α[n].
For convenience, we define 0[n] = 0.
When α is a successor—α = γ +1—these conditions imply that α[n] = γ
for all but finitely many n. When α is a limit ordinal, these conditions imply
that limn→∞ α[n] = α.
For small ordinals, there are conventional choices of fundamental sequences,
like ω[n] = n, ω2[n] = ω · n, ǫ0[n] = ωn (where ω0 = 0 and ωn+1 = ω
ωn),
and so on, arising out of ordinal notation schemes.
For the remainder of the paper, assume we have fixed, for every countable
ordinal α we consider, some fundamental sequence. For convenience, we
assume that (γ + 1)[n] = γ for all successor ordinals.
Definition 3.2. Let F : N → N be a function with F (n) > n and F (n) ≤
F (n+ 1) for all n. We define the α-iteration of F by:
• F 0(n) = n,
• when α > 0, Fα(n) = Fα[F (n)](F (n)).
Then F 1 is just F , F k is the usual k-fold iteration of F , Fω(n) =
FF (0)+1(0) (assuming the conventional fundamental sequence ω[n] = n for
ω), and so on. Note that the definition of this iteration does depend on the
choice of fundamental sequences.
1Various definitions of this notion which are not exactly equivalent are found in the
literature, but the differences are generally minor.
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Note that these functions are not quite increasing in the ordinal: if α < β
then we have Fα(n) ≤ F β(n) for sufficiently large n, but not necessarily
when n is small. (For instance, compare F 1000(3) to Fω(3) for F not growing
too quickly.)
When calculating Fα(n), there is a canonical sequence of values and or-
dinals associated with its computation, given by
• r0 = n, β0 = α,
• ri+1 = F (ri), βi+1 = βi[ri+1].
Since the sequence β0, β1, . . . is strictly decreasing, it terminates at some
value k with βk = 0, and we have
Fα(n) = F β0(r0) = F
β1(r1) = · · · = F
βk(rk) = rk.
Definition 3.3. We say S converges concretely α-uniformly if there is a
β < α so that, for every F : N → N such that F (n) > n for all n, for
each a¯ ∈ S, there is an m with F (m) ≤ F β(0) and a c so that, for all
n ∈ [m,F (m)], an = c.
Remark 3.4. Again, in our restricted setting this is only interesting at
successor ordinals where concrete α + 1-uniform convergence means Fα(0)
always suffices as a bound.
With more general sequences, we would say that for each k there is a
β < α so that, for every F : N → N such that F (n) > n for all n, for
each a¯ ∈ S, there is an m with F (m) ≤ F β(0) and a c so that, for all
n, n′ ∈ [m,F (m)], |an − an′ | < 1/k.
Lemma 3.5. If S converges concretely α-uniformly then S converges ab-
stractly α-uniformly.
Proof. Suppose S fails to converge abstractly α-uniformly, so TS has height
≥ α (possibly ill-founded). For each β < α, we will construct a function F
and find a a¯ ∈ S witnessing the failure of strong uniform convergence.
Fix some β < α. By induction on n, we choose a decreasing sequence
of ordinals βn ≤ β and sequence (ri)i≤n. We begin with r0 = 0 and β0 =
β. Given βn, we take rn+1 so that the set of sequences in TS extending
(ri)1≤i≤n+1 has height ≥ βn. We then set βn+1 = βn[rn+1]. We continue
until we reach some k so that βk = 0.
Chose a¯ ∈ S so that, for each i < k, there are n0, n1 ∈ [ri, ri+1] with
an0 = 0 and an1 = 1.
We extend the sequence (ri)1≤i≤k arbitrarily (say ri = rk + i for i > k)
and set F = Fr¯. Then the computation sequence for F
β(0) is precisely
F β0(r0) = F
β1(r1) = · · · = F
βk(rk) = rk.
Suppose F (m) ≤ F β(0) = rk, so m ≤ rk−1. Then, for some i < k, we
have [ri, ri+1] ⊆ [m,F (m)], and therefore there are n0, n1 ∈ [m,F (m)] with
an0 = 0 and an1 = 1.
Since we can construct some such F for any β < α, S is not concretely
α-uniformly convergent. 
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As a syntactic analog to Theorem 2.11, we expect that if we prove that
S converges uniformly metastably in some reasonable theory T with proof-
theoretic ordinal λ, then there should be some α < λ such that we can prove
that S converges concretely α-uniformly. See [14] for an explicit example of
such an analysis in the context of differential algebra.
3.2. A Proper Hierarchy. We show that these notions form a proper hi-
erarchy by constructing, for each α, a family Sα of sequences which are
concretely α-uniformly convergent but not abstractly α + 1-uniformly con-
vergent.
Definition 3.6. We define α[c1, . . . , cm] inductively by α[c1, . . . , cm+1] =
(α[c1, . . . , cm])[cm+1].
We define Sα to consist of those sequences (an)n∈N such that whenever
c1, . . . , ck is a sequence such that:
• c1 is least so that ac1 6= a0,
• for each i < k, ci+1 is the smallest value greater than ci so that
aci+1 6= aci ,
then α[c1, . . . , ck] 6= 0.
Roughly speaking, this measures how many times the sequence changes
from being 0’s to being 1’s. For example, Sk is the sequence which changes
at most k times. Sω is the sequence where, taking n to be the first place
where the sequence changes, it changes at most n additional times. The
condition is essentially that if we collect the “runs” of consecutive 1’s or 0’s,
the starting points form at α-large set in the sense of [13].
Note that, for any a¯ ∈ Sα, the statement that a¯ belongs to Sα really
concerns some maximal finite sequence c1, . . . , ck. However it is convenient
to phrase the definition this way—where we also consider initial segments
c1, . . . , ck′ for some k
′ < k—because when a¯ 6∈ Sα, the sequence may be
infinite, but some finite initial segment is long enough to witness that α
reduces to 0.
Lemma 3.7. If {a¯i}i∈N ⊆ Sα then every limit sequence of a¯
i is also in Sα.
Proof. Let a¯i be given and consider some limit b¯. witnessed by an infinite
set S such that, for all n, {i ∈ S | ain 6= bn} is finite. Take any sequence
c1, . . . , ck for b¯ as in the definition of Sα. Then we may find an i so that,
for all n ≤ ck, a
i
n = bn. Then, since a¯
i ∈ Sα, we have α[c1, . . . , ck] 6= 0 as
needed. 
In order to prove the results we need, we need an additional property on
our fundamental sequences
Definition 3.8. Suppose that, for all β ∈ (0, α], we have a fundamental
sequence for β. We say these sequences are monotone if, for each β ≤ α and
any sequences r1, . . . , rk and r
′
1, . . . , r
′
k with ri ≤ r
′
i for all i, β[r1, . . . , rk] ≤
β[r′1, . . . , r
′
k].
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The usual fundamental sequences on small ordinals are monotone. With
a non-monotone fundamental sequence, we could have ω2[1] = 10000 while
ω2[2] = ω, and then we would have ω2[1, 1] = 9999 while ω2[2, 1] = 1; this
is the sort of anomaly we need to avoid.
Lemma 3.9. Sα is concretely α+ 1-uniformly convergent.
Proof. Let F be given and a¯ ∈ Sα and suppose towards a contradiction that
for each m ≤ Fα(0) there are nm0 , nm1 ∈ [m,F (m)] with anm0 = 0 and
anm1 = 1.
Take the computation sequence for Fα(0), where r0 = 0, β0 = α, ri+1 =
F (ri), and βi+1 = βi[ri+1]. Let k be least so βk = 0, so F
α(0) = rk.
Each interval [ri, ri+1] (including [0, r1]) must contain the start of at least
one new run, so taking the sequence c1, . . . , ck corresponding to α, we have
ci ≤ ri for all i. Since 0 6= α[c1, . . . , ck] ≤ α[r1, . . . , rk] = βk = 0, we have
the desired contradiction. 
Lemma 3.10. Sα is not abstractly α-uniformly convergent.
Proof. Given a sequence (ri)i≤k with α[r1, . . . , rk] 6= 0, we may naturally
associate a sequence a¯ ∈ Sα by taking, for each n, the unique i such that
n ∈ [ri, ri+1) (where r0 = 0) and setting an = i mod 2. This witnesses that
any such sequence belongs to TSα .
So it suffices to show that, for any α, the tree of squences (ri)i≤k with
α[r1, . . . , rk] 6= 0 has height ≥ α. We need to show slightly more, namely
that for any α and any d, the tree of sequences (ri)i≤k with d < r1 and
α[r1, . . . , rk] 6= 0 has height ≥ α. We proceed by induction on α; of course
when α = 0, this tree is empty, and so has height 0.
Suppose the claim holds for all β < α and let d be given. Fix any r1 > d.
The tree of sequences whose first element is r1 and α[r1, . . . , rk] is precisely
the tree of sequences (ri)2≤i≤k such that r1 < r2 and (α[r1])[r2, . . . , rk] 6= 0,
which has height ≥ α[r1]. Since, supn α[n] = α (even after discarding those
n with n ≤ d), the tree of these sequences has height ≥ α. 
3.3. Distinguishing Abstract and Concrete α-Uniformity. Finally,
we note that concrete α-uniformity really is stronger than abstract α-uniformity.
To illustrate the gap at the ω+1, take any sufficiently fast-growing func-
tion f : N → N (in fact, f(n) = 2n suffices). Consider the family Sf
consisting of:
• the sequence which is all 0’s,
• for infinitely many n, the sequence given by
ani =
{
1 if i = n+ 2j for some j < f(n)
0 otherwise
.
That is, a¯n is the sequence
00 · · · 00101010 · · · 010000 · · ·
REFERENCES 9
where the first 1 occurs at the n-th position, there are f(n) alternations, and
then the sequence finishes with infinitely many 0’s. By choosing the set of
n sufficiently sparsely, we can ensure that if a¯, b¯ ∈ Sf and ai = bi = 1 then
a¯ = b¯. This guarantees that any limit of Sf is also in Sf .
For any n, consider the function F such that F (i) = n for i < n and
F (i) = i+ 1 for i > n. Then
Fω(0) = Fω[n](n) = 2n.
But the sequence a¯n has both a 0 and a 1 on every interval [i, F (i)] with
F (i) ≤ 2n.
We could address this gap in an individual case by tweaking the definition
of concrete α-uniformity, either by using a different fundamental sequence
for ω, or by allowing concrete α-uniformity to use a bound like Fα+k(d) for
constants k, d that depend on the family Sf (but not on the function F ).
But, by choosing f growing very fast, we can still find families Sf which
outpace any fixed modification of this kind.
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