Abstract. The paper presents a CAT generation algorithm for Dyck paths with fixed length n. It is the formalization of a method for the exhaustive generation of these paths which can be described by two equivalent strategies. The former uses a rooted tree, the latter lists the paths and provides a visit of the nodes of the tree, basing on three simple operations. These constructions are strictly connected with ECO method and can be encoded by a rule, very similar to the succession rule in ECO, with a finite number of labels for each n. Moreover, with a slight variation, this method can be generalized to other combinatorial classes like Grand Dyck or Motzkin paths.
Introduction
One of the most important aims in combinatorics has always been the generation of objects of a particular class according to a fixed parameter. Actually, many practical questions require, for their solution, an exhaustive search throughout all the objects in the class. In general, the idea is to find methods listing in a particular order combinatorial objects, without either repetitions or omissions so that it is possible to deduce a recursive construction of the studied class. We are talking about exhaustive generation algorithms [22] which can be seen as an enumerating technique where each object is counted and recorded once it is generated [23] . Often, these algorithms are useful in several areas such as hardware and software testing, thermodynamic, biology and biochemistry ( [3, 6, 7] ) where it could be helpful to have a particular order of the objects.
In literature one of the common approach has been the generation of the combinatorial elements in such a way that two successive items differ only slightly; in this sense a well known example is the classical binary reflected Gray code scheme for listing n-bit binary numbers so that successive items differ by exactly one bit. Gray codes find a lot of applications in many different areas (for more details and examples see [4, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 20, 21, 24] ).
In this paper we present a method for the generation of all objects of a combinatorial class with fixed size. We focus our attention on Dyck paths and we introduce two strategies for their generation. The former uses an operator which can be described by a rooted tree, the latter lists the objects using three operations and it corresponds to visit the nodes of the tree. Both of them use only a constant amount of computations per object in amortized sense, so they have CAT property [1] .
Our argument is based on ECO method. This link suggests to look for a rule, similar to the succession rule in ECO, for encoding the construction of the list (for more details about ECO method and succession rule see [1, 2, 5, 25, 26] ). Typically, in the framework of generation, ECO method is used for the construction of the objects with any size n: starting from the minimal size, an ECO construction generates all objects of size n + 1 from the objects of size n. In our work, ECO method is used to construct only objects with a fixed sized n. A similar aim is pursued in [1] , where the authors use strings of integers for encoding the objects. Then, they have to use a different algorithm, with a proportional amount of computations, to come back to the objects from their encodes. The main difference in our approach is that we uses directly the combinatorial objects, providing the generation of Dyck paths of size n by some operations with a constant cost.
In Section 2 we give some preliminaries and notations, then our main idea is presented. Section 3 introduces an operator for the construction of a tree where the nodes are all the Dyck paths of length 2n. The tree can be described by a succession rule (Section 3.1). Section 3.2 shows how the tree can be visited by means of three simple operations leading to an efficient algorithm using binary strings (Section 3.3).
Preliminaries and notations
We define path as a sequence of points in N × N (negative coordinates are not allowed) and step as a pair of two consecutive points in the path. A Dyck path is a path D := {s 0 , s 1 , . . . , s 2n } such that s 0 = (0, 0), s 2n = (2n, 0) with only northeast (s i = (x, y), s i+1 = (x + 1, y + 1)) or southeast (s i = (x, y), s i+1 = (x + 1, y − 1)) steps. The number of northeast steps is equal to the number of southeast steps and the path's length is the number of its steps. In particular D n is the set of Dyck paths with length 2n. Hereafter we say that D ∈ D n has size n.
A peak (resp. valley) is a point s i such that step (s i−1 , s i ) is a northeast (southeast) and the step (s i , s i+1 ) is a southeast (northeast); moreover, we call pyramid p h , ∀ h ∈ N, a sequence of h northeast steps followed by h southeast steps such that if (s i , s i+1 ) is the first northeast step and (s i+2h−1 , s i+2h ) is the last southeast step of this sequence, then s i = (x, 0) and s i+2h = (x + 2h, 0).
We also define last descent (ascent ) as the rightmost contiguous sequence of southeast (northeast) steps of the Dyck path. We conventionally number its points from right (left) to left (right); clearly, the last point of last descent always coincides with the last point of last ascent (see Figure 1) . Moreover, if we denote by h(s i ) the height of the point s i (i.e. its ordinate) and by nondecreasing point the extremity s i+1 of a northeast step (s i , s i+1 ), then we can define the area of a path as the sum of its non-decreasing points' heights and maxima area path P n max the pyramid p n that contains, in geometric sense, all paths of the size n. Finally, we call a path P "active" if we obtain another Dyck path when the first and the last step of P are taken off. This is equivalent to say that P does not have valleys with height h = 0. Given a class of combinatorial objects C and a parameter γ : C −→ N + such that C n = {x ∈ C : γ (x) = n} is a finite set for all n, we define a generating tree for this class. We assume there is only one element of minimal size in C and we describe the recursive construction of this set by using a rooted tree in which each node corresponds to an object. In particular, the vertices on the nth level represent the elements of C n , the root of the tree is the smallest element and the branch, leading to the node, encodes the choices made in the construction of the object. Starting from these properties and choosing the combinatorial class D of Dyck paths, we introduce another kind of generating tree which describe, fixed the size n, the recursive construction of D n . We denote it with D n -tree which clearly has a finite number of levels and contains objects with the same size, regardless of the level. The structure of a generating tree can be elegantly describe by means of the notion of succession rule. Moreover, our algorithm is based on the ECO method which is a general method to enumerate combinatorial objects. The basic idea of this one is the definition of a recursive construction for C by means of an operator φ which performs a "local expansion" on the objects (for more details see [2] ).
Dyck paths
We define an operator which constructs D n ; we study this operator for n ≥ 3, being the cases n = 1 and n = 2 trivial. θ operator:
1. Consider P n max as the first path.
2. Take off the first and the last step of P n max and insert a peak in every point of the last descent of the Dyck path obtained by removing the first and the last step. Every insertion generates a new Dyck path.
3. For each new generated path repeat the following actions while active paths are generated:
3.1 Take off the first and the last step of the path.
3.2 Insert a peak in every point of the last descent of the obtained Dyck path. Every insertion generates a new path.
In Figure 2 we give an example of θ operator's action. We prove that θ satisfies the following conditions:
. . , X k with k ∈ N and X k = Y such that :
Proof Proposition 3.1. We prove only point 2. Consider X 1 , X 2 ∈ D n , X 1 = X 2 and decompose both X 1 and X 2 in two parts as shown in Figure 3 . If b 1 = b 2 , then they remain distinct after the application of θ since it operates just on these parts. On the other hand, if b 1 = b 2 , then a 1 = a 2 and after the application of θ the parts a 1 and a 2 remain different. Then θ(X 1 ) ∩ θ(X 2 ) = ∅ in both cases. It is easily seen that after k iterations the path θ −1 (Y ) has only one peak and coincides with P n max .
The construction of D n -tree:
The construction performed by θ can be described by a rooted tree as follows:
1. The root is P n max and it is at level zero; 2. if X ∈ D n -tree is at level k ≥ 0, then Y ∈ θ(X) is a son of X and it is at level k + 1.
In Figure 4 D 4 -tree is illustrated.
Proof: Let X ∈ D n -tree; it is clear that X is a Dyck path. Moreover, Proposition 3.1 assures there are not two copies of the same path in D n -tree, then |D ntree| ≤ |D n | and D n -tree ⊆ D n . Vice versa, given Y ∈ D n , Proposition 3.2 assures that it is always possible to find a finite sequence of Dyck paths joining P n max path to Y ; so Y ∈ D n -tree since P n max is in D n -tree, then D n ⊆ D n -tree. 
Succession rule
The above construction of D n -tree can be coded in a succession rule. Given a path P , we have θ(P ) = ∅ if and only if it is active, i.e. if it has not valleys with height h = 0. Moreover, from the definition of θ it is clear that the cardinality of the set of sons of a path P is equal to the number of steps in the last descent of P . We label each path with an information which says the number of its sons and the height of its lowest valley. The following notation to connect the label of a parent P , having the height of its lowest valley equal to i, with the labels of its k sons, is used:
Moreover, each of these k paths has the last descent with length s, with s = 1, 2, . . . , k. Let P be the path obtained from P by removing the first and the last step (this is a part of the action of θ). After the insertion of a peak in one of the last descent's point of P , the number of valleys is increased by one, with the exception of that path Y obtained by inserting the peak in the last point of P 's last descent. Actually, in this case, the path Y has the same number of valleys of its father P . It is clear that the height j of the lowest valley of a son of P depends on the insertion of the peak. Indeed, if θ inserts the peak in the t-th point of the P 's last descent with 1 ≤ t ≤ i − 1, then j = t − 1, i.e. the lowest valley is generated by the insertion of the peak. On the other hand, if i ≤ t ≤ k, then j = i − 1, i.e. the lowest valley is the same of P . In Figure 5 we give an example of θ's action on a path with label (3, 2). , , Figure 5 : action of θ on a path with label (3, 2).
The above description can be encoded in the following production:
We notice that the root of D n -tree does not have valleys, then the second index of its label should be empty; nevertheless, we agree to label the root by (n−1, n−1). Finally, the following succession rule is obtained:
It is clear that labels with i = 0 correspond to paths with at least a valley with height h = 0 and they do not generate any other path by θ operator. In Figure  6 we give an example of generating tree for n = 5. 
The generating algorithm
The aim of this section is to find a method which sequentially lists the Dyck paths of D n -tree so that each one is generated only by the last generated path. In other words, we are looking for a procedure to visit all the nodes of the tree. Afterwards, we present an algorithm which implements this kind of visit.
It is helpful to order sons of a path X, according to the decreasing lengths of their last descent so that the last one ends in p 1 . In particular, the last P n max 's son is composed by p n−1 followed by p 1 . We name "firstborn" of a path P the son with the longest last descent (In Figure 7 we give an example of a path's "firstborn").
, 0 last son of P path P firstborn of P , Figure 7 : "firstborn" of a path P .
Clearly the "firstborn" of P n max can be generated simply overturning its peak. Then we generate all "firstborn" paths on the longest branch of D n -tree applying (n − 2) times the following operation op1 : op1: Take off the first and the last path's step, then insert a peak in the last point of the last descent (see Figure 8) . When op1 is no more applicable, i.e. when we arrive at a leaf, we generate leaf's brothers in such a way that they appear according to the decreasing lengths of their last descent. It is easy to see that the following operation op2 on the last generated path can be performed: op2: Overturn the rightmost peak in the path (see Figure 9 ).
In order to explain that op2 realizes our purpose, we observe that if Indeed, Y i+1 is generated from X by means of θ taking off the first and the last step and inserting a peak in the (k − i + 2)th point of X's last descent: this is equivalent to the turnover of the rightmost peak in Y i . When op2 can not be applied anymore, we should visit the D n -tree's preceding level, in other words we should generate the immediately next brother of X, if it exists. We use the following operation op3 to generate the "uncle" of the last obtained path: op3: Take off the rightmost p 1 , then insert a northeast step at the beginning of the path and a southeast step in the second-last point of the last ascent (see Figure 10 ). Operation op3, in plain words, allows to obtain the "uncle" of a path ending with pyramid p 1 . This is a crucial point since in this way the visit of a new subtree can start by performing again op1 and op2.
If we denote P as the last son of a path P i and P i+1 as the brother of P i , we have to prove that op3 (P ) = P i+1 . This is easily seen by observing that P i+1 is simply obtained from P i by overturning its rightmost peak ( Figure 11) and that op3 applied on a path P (ending with a pyramid p 1 ) is a shortcut for going back in the tree to the father of P (which is P i ) and then overturning its rightmost peak (Figure 12 ). The visit of D n -tree can now be completely conducted thanks to op1, op2 and op3. In Figure 13 the visit of D 4 -tree is depicted. The dashed lines represents the edges which derive from the action of θ operator, the straight lines are the ones to follow in order to visit the tree, according to the three operations we described above. Finally, the visit of the tree can be summarized in Algorithm 1.
Algorithm 1
start with P n max ; generate the f irstborn son of P n max overturning its peak; P := f irstborn son of P n max ; while P = the last son of P n max do if it is possible then P ′ := op1 (P ) else if it is possible then P ′ := op2 (P ) else P ′ := op3 (P ) end if ; P := P ′ ; end while
Remark: From Figure 13 we note that the same operation can be consecutively applied more than one time. In particular, op3 can be applied at most two consecutive times. Indeed, we can have only two possibilities: a) The path ends in p 1 which is preceded by a peak with height h ≥ 2.
Then, op3 works only one time because its application (see Figure 14) generates a path that has the last peak with height h ≥ 2. Figure 14 : op3 is performed one time.
b) The path ends in at least two p 1 . Then, the application of op3 generates a path that ends again in p 1 ; this is case a) and the application of op3 is possible only another time (see Figure 15 ). Figure 15 : op3 is performed two times.
Analysis of the algorithm
Our aim is to realize an algorithm with a constant number of mean operations, while each object in D n is generated. It is suitable to associate to each path a binary word by coding with 1 a northeast step and with 0 a southeast. It is clear that the three operations are characterized by a constant number of actions which exchange steps in the path. Indeed, we represent the word by a circular array where the last position is followed by the first one; we introduce a pointer to the first position of the array which always corresponds to the first step of the path (see Figure 16 ). Operation op1 is equivalent to exchange the first bit 1 of the path with the first bit 0 of its last descent and then to move forward the pointer one position (the action of op1 on the array is illustrated in Figure  17 ). Operation op2 is equivalent to exchange the bits of the last sequence 10 in Figure 17 : action of op1 on the array. the array, while the pointer doesn't move (see Figure 18 ). Finally, op3 is equivalent to exchange the bits of the last and second-last pairs 10 and then to move backward the pointer one position (see Figure 19 ). Clearly three operations require a constant number of actions independently of the length of the paths and Algorithm 1 is a constant amortized time (CAT) algorithm. 
Conclusions
The main features of the procedure we presented in this work lie in the fact that it uses directly the combinatorial objects (Dyck paths) and it generates all the paths ∈ D n , with fixed size n, without using the objects with smaller size. Our approach presents two different strategies which are closely connected. The former can be described by a rooted tree and the latter uses three operations which can be suitably arranged in order to visit all nodes of the tree. Moreover, this visit can be coded in Algorithm 1 which is a constant amortized time algorithm. Our research has proved that the basic idea of this algorithm allows to obtain similar results for other classes of well-known paths, like Grand Dyck (G n ) and Motzkin (M n ) paths. Actually, it is possible to obtain all paths of G n or M n using operations very similar to op1, op2 and op3.
Moreover, it is reasonable to think that this method could be applied to other kinds of paths or to other combinatorial classes. Some interesting results should be reached by studying the generation of objects which are in bijections with those ones here considered, as some classes of polyominoes or pattern avoiding permutations enumerated by Catalan, Motzkin or Grand Dyck numbers (for definitions see for example [2] ).
