[1] Static stress transfer is one physical mechanism to explain triggered seismicity. Coseismic stress-change calculations strongly depend on the parameterization of the causative finite-fault source model. These models are uncertain due to uncertainties in input data, model assumptions, and modeling procedures. However, fault model uncertainties have usually been ignored in stress-triggering studies and have not been propagated to assess the reliability of Coulomb failure stress change (DCFS) calculations. We show how these uncertainties can be used to provide confidence intervals for co-seismic DCFS-values. We demonstrate this for the M W = 5.9 June 2000 Kleifarvatn earthquake in southwest Iceland and systematically map these uncertainties. A set of 2500 candidate source models from the full posterior fault-parameter distribution was used to compute 2500 DCFS maps. We assess the reliability of the DCFS-values from the coefficient of variation (CV) and deem DCFS-values to be reliable where they are at least twice as large as the standard deviation (CV ≤ 0.5). Unreliable DCFS-values are found near the causative fault and between lobes of positive and negative stress change, where a small change in fault strike causes DCFS-values to change sign. The most reliable DCFS-values are found away from the source fault in the middle of positive and negative DCFS-lobes, a likely general pattern. Using the reliability criterion, our results support the static stress-triggering hypothesis. Nevertheless, our analysis also suggests that results from previous stresstriggering studies not considering source model uncertainties may have lead to a biased interpretation of the importance of static stress-triggering.
Introduction
[2] Slip on a fault modifies the state of the stress field in the surrounding rock. A fault-system in the medium may be promoted to start slipping when the stress increment, defined as change in the Coulomb failure stress (DCFS), exceeds a sufficient threshold value; vice versa slippage may be further delayed in case the state of stress is reduced and the difference to the critical state increases. Many studies have shown that small static stress changes due to permanent fault displacement can alter the likelihood of earthquakes on nearby faults [e.g., Stein et al., 1992; King et al., 1994; Harris, 1998; Cocco and Rice, 2002; Steacy et al., 2005a; Hainzl et al., 2009] . King et al. [1994] analyzed the spatial distribution of aftershocks for the 1992 Landers earthquake (California) that, following their interpretation, could be explained largely by the Coulomb criterion: Areas where the Coulomb failure stress on optimally oriented receiver faults increased by more than 0.05 MPa showed enhanced aftershock activity while aftershocks were sparse where the Coulomb failure stresses dropped by a similar amount. Many questions arose following the study by King et al. [1994] and have since been discussed extensively in the literature [e.g., Harris, 1998; King and Cocco, 2001; Woessner et al., 2004; Steacy et al., 2005a] .
[3] Although there has been a wealth of case studies and review papers on the general methodology and applicability of the Coulomb failure approach, authors have in their Coulomb stress change computations generally ignored uncertainties in the input data. Steacy et al. [2005b] and Lasocki et al. [2009] did address uncertainties of the receiver fault (a grid point parameterized with strike, dip, rake and depth for which Coulomb stress changes are calculated) by examining variations in observed focal mechanisms; however, they neglected the uncertainties in the incoming data. Finite-fault source models have large uncertainties that are inherent from input data errors, model assumptions, and the model estimation procedure. Not only do the slip values on the discrete fault patches have uncertainties but 1 also the source fault geometry itself, which is usually estimated through non-linear optimization using geodetic data [e.g., Cervelli et al., 2001; Jónsson et al., 2002] or simply inferred by manually analyzing the distribution of aftershocks [Beresnev, 2003; Mai and Beroza, 2002; Kagan and Jackson, 1998 ]. The uncertainties from the model estimation process remain largely undefined, i.e., whether these are systematic or data dependent is often not outlined in detail Page et al., 2009] . In contrast, some efforts have been undertaken to characterize the posterior distribution of model parameter values in model estimations [e.g., Cervelli et al., 2001; Wright et al., 2003; Funning et al., 2007; Sudhaus and Jónsson, 2009; Monelli et al., 2009] , although most source models are still published without specifying uncertainties.
[4] Attempts to approach source fault uncertainties and propagate them through the Coulomb failure stress calculations were performed by Parsons [2004] , Hainzl et al. [2009] and Zhan et al. [2011] for large events in the Marmara Sea, the 1992 Landers earthquake and the 2010-2011 Christchurch earthquake sequence, respectively. The latter two studies considered multiple source models and receiver fault orientations while Parsons [2004] resolved DCFS on predefined fault structures considering various choices of fault friction. All authors included epistemic uncorrelated uncertainties. More specifically, Hainzl et al. [2009] used multiple source models for the Landers earthquake to calculate stress changes on optimally oriented receiver faults, assuming independent Gaussian distributed errors for the various finite-fault source model parameters. Assuming uncorrelated model parameter errors, e.g., between strike, rake and slip, is likely an unrealistic assumption, justified only by the fact that there was no other information available.
[5] We investigate the influence of correlated finite-fault source model errors on Coulomb stress change calculations. We perform a case study of the June 2000 Kleifarvatn M W = 5.9 earthquake in Southwest Iceland (Figure 1 ) that was extensively analyzed by Sudhaus and Jónsson [2009] using GPS and InSAR data. They determined the fault geometry and the slip distribution for this event and extended methods for estimating the uncertainties of the model parameter values, which includes correlations between the different model parameters. By propagating correlated uncertainties from finite-fault source model parameters to calculate DCFS-values throughout the affected regions, we address several unresolved questions: How can the regions of positive DCFS, that are considered to be significant for static stress triggering, be reliably defined? Does this approach significantly alter the statistics of triggered events in comparison to only using an optimum finite-fault source model solution? Which source parameters can be identified as most influential?
[6] Lohman and Barnhart [2010] propagated InSAR data errors to assess the variability in DCFS caused by a suite of M = 6 source models of the first earthquake on a suite of receiver faults at the location of a subsequent event of similar size in the 2005-2008 earthquake sequence on Qeshm Island, Iran. Their analysis is similar to our approach as correlated uncertainties in the source fault are accounted for when calculating the DCFS on the possible receiver faults; this resulted in a thousands of source-receiver combinations. In contrast, we map the Coulomb stress changes across the entire study area around source fault and establish a reliability criterion for DCFS changes.
[7] We first calculate the Coulomb failure stress change predicted by the optimum fault model estimated by Sudhaus and Jónsson [2009] and then study the effect the fault model uncertainties have on the DCFS variability. Second, we quantitatively analyze the correlations between parameters of the source models and the Coulomb stress changes. Third, we determine the reliability of positive and negative Coulomb stress changes based on the coefficient of variation (CV), the ratio of the absolute mean DCFS and the standard deviation s(DCFS) of the calculated Coulomb stress changes. We then compare aftershock statistics for regions of various stress change triggering thresholds (0 MPa, AE0.01 MPa, AE0.03 MPa, AE0.05 MPa), both by ignoring and including the propagated DCFS uncertainties, and evaluate whether including DCFS uncertainties changes the interpretation of the static stress triggering hypothesis for our case study [Harris, 1998; King et al., 1994; Steacy et al., 2005a] . Finally, we compare the resulting distribution of coefficients of variation with earlier studies using uncorrelated uncertainties.
[8] The main focus of our study is to outline a method to assess the reliability of DCFS-values due to the correlated uncertainties in the finite-fault source model. We did not consider other possible error sources and thus the uncertainties in DCFS-values reflect only a minimum level. We only assume north-south oriented vertical receiver faults in the Coulomb failure stress change calculation at one depth based on geological observations [Clifton and Kattenhorn, 2006] . We do not consider other possible fault orientations as these effects have been investigated previously [e.g., Steacy et al., 2005b] .
Study Area
[9] The June 2000 Kleifarvatn earthquake took place on Reykjanes Peninsula in southwest Iceland (Figure 1 ). The Mid-Atlantic ridge comes onshore at the southwestern tip of the peninsula and extends 70 km to the East to the Hengill triple junction. This part of the plate-boundary is highly oblique, involving both opening and left-lateral shear. At the Hengill triple junction, the Reykjanes oblique rift meets the South Iceland Seismic Zone (SISZ) and the Western Volcanic Zone (Figure 1a, inset) . The SISZ is a left-lateral East-west-oriented transform zone, where the left-lateral transform motion is accommodated by right-lateral strikeslip on many short North-south striking faults and by rotation of the blocks between them [Einarsson and Eiríksson, 1982; Einarsson, 1991] . This bookshelf-type of tectonics is also seen on Reykjanes peninsula [Clifton and Kattenhorn, 2006] .
[10] The largest earthquake in the SISZ in recent years occurred on 17 June 2000 with a moment magnitude of 6.5 and is known as the first Holt event (Holt 1, Figure 1 ). This earthquake triggered a number of other earthquakes in southwest Iceland, five with magnitudes larger than 5: the second Holt event, the Hvalhnúkur event, the Kleifarvatn event, the Núpshlíðarháls event Clifton et al., 2003; Árnadóttir et al., 2004; Hjaltadóttir and Vogfjörð, 2005] ) and then the June 21 earthquake, which also was of moment magnitude 6.5 [Árnadóttir et al., 2003] ( Figure 1 ). All June 17 events occurred within 5 min of the Holt main shock [Clifton et al., 2003] (Table 1) .
[11] The Kleifarvatn earthquake was not felt as a separate event and remained undetected for about one year. The closest seismic stations were saturated and the seismic signal is hidden in the coda of the Holt main shock. The Kleifarvatn earthquake was eventually discovered in satellite radar interferograms in which a clear coseismic deformation pattern was detected in the vicinity of Lake Kleifarvatn , showing that the earthquake had ruptured a previously unknown fault to the southeast of the lake. The surface fault rupture appears to be similar to the other North-south striking, right-lateral strike-slip faults on both the Reykjanes Peninsula and in the SISZ [Einarsson, 1991; Clifton and Kattenhorn, 2006] .
[12] The temporal sequence of the earthquakes indicates that the Hvalhnúkur and Kleifarvatn events were likely triggered dynamically by the passage of surface waves from the Holt main shock [Antonioli et al., 2006] . The Holt main shock caused only very small static stress changes (DCFS < 0.01 MPa) at the hypocenter location of the Kleifarvatn event [Árnadóttir et al., 2003] . When the Coulomb stress changes of the Hvalhnúkur event are included, the DCFS-value at the Kleifarvatn hypocenter increases to about 0.02 MPa [Árnadóttir et al., 2004] , which is generally regarded small for triggering earthquakes [Harris, 1998 ]. In contrast, Árnadóttir et al. [2004] showed that the Kleifarvatn earthquake caused a significant stress increase (0.1-0.2 MPa) at the Núpshlíðarháls hypocenter, which occurred about 4 min after the Kleifarvatn event, thus static triggering of this event is more likely. Following these arguments, we assume for our analysis that the static stress changes of the earlier events do not strongly influence the occurrence of the Kleifarvatn aftershock sequence analyzed below.
Data

Earthquake Catalog Data
[13] We analyze the effects of the Coulomb stress changes on the rate of earthquakes in the study area using the published and manually revised earthquake catalog of the Icelandic Meteorological Office (IMO, K. S. Vogfjörð, personal communication, 2010; Figure 1 ). For the analysis of this catalog, we used the local moment magnitude M LW . In total, the catalog contains 865 events within the study region (432 km to 472 km Easting and 7070 km to 7105 km Northing, UTM zone 27) that took place after the Kleifarvatn earthquake and before 31 July 2000, 12:49.41.25, when another M LW > 5 event occurred. We estimated the magnitude-completeness level of the catalog using the M c (EMR) approach by Woessner and Wiemer [2005] for the entire catalog to be M c (EMR) = 1.6 AE 0.2. However, we found a strong timedependency with values of M c (EMR) = 2.0 AE 0.2 shortly after the Kleifarvatn event leveling to a completeness of M c (EMR) = 1.2 AE 0.2 in the first days following the Kleifarvatn event with slightly increasing uncertainty ( Figure 2 ).
[14] In addition to the IMO catalog, we obtained a catalog of relocated earthquakes from Hjaltadóttir [2009] , which we use as an additional data set in the triggering analysis. The waveform cross-correlated relocated catalog contains a total of 183 events and has a magnitude completeness of M c (EMR) = 2.2 AE 0.2 for the entire observation period. The number of events in this catalog is too small for a meaningful time-dependent completeness analysis.
[15] Later in this paper we compare aftershock locations with areas of positive and negative DCFS. For this comparison we only use events above the estimated completeness threshold that occurred during the 14 day period until the next M5-type event took place in the area. A total of 114 earthquakes are above the magnitude-completeness level in the relocated catalog, as stated above. Out of the 865 events in the IMO catalogue, only 176 events are above our estimated threshold.
Finite-Fault Source Model Data
[16] We use the finite-fault source model of the Kleifarvatn earthquake by Sudhaus and Jónsson [2009] as input for calculating Coulomb stress changes. They estimated both the fault geometry and the slip distribution of the earthquake using satellite radar interferograms (InSAR), based on data from both ascending and descending orbits, as well as coseismic displacements inferred at 11 GPS point locations [Árnadóttir et al., 2004] . The data sets were weighted in the fault model estimation based on the data errors, which for the InSAR data were determined from sample variograms and covariograms [Sudhaus and Jónsson, 2009] . The Kleifarvatn fault model was estimated in two steps: First, the geometry of a planar fault was determined (fault length, width, depth, dip, strike, east and north location) along with constant strike-slip and dip-slip values, using a simulated annealing non-linear optimization scheme. The optimum fault is a near vertical, north-south striking, 6.4 km long right-lateral strike-slip fault that extends from the surface down to 5.5 km depth (Table 2 ). In the second step, the optimum fault location, dip, and strike were held fixed, but the fault width and length were extended to 8 km and 10 km, respectively. Then variable dip-slip and strike-slip components were inverted for on 1 km 2 large fault patches, using a certain amount of slip smoothing to stabilize the inversion. The optimum fault slip distribution has a Figure 1a . maximum slip of 90 cm near the surface and has slip rapidly tapering off below 6 km depth (Figure 3a ).
[17] To estimate uncertainties of the model parameters, Sudhaus and Jónsson [2009] first derived 2500 sets of synthetic random data errors from the estimated data variances and covariances. These data errors were added to the original data to generate numerous data realizations from which they estimated 2500 sets of model-parameters, using the same optimization procedure as described above. The variability of the resulting model-parameters represents the posterior probability density distribution of the Kleifarvatn finite-fault source model (Table 2) , which includes correlations between the different model parameters (Figure 4) .
[18] The standard deviation of the slip values estimated from the entire model set (Figure 3b ) varies smoothly throughout the upper 6.5 km of the modeled fault plane between 0.04 m and 0.08 m, an order of magnitude smaller than the estimated optimum slip values. The values are larger in the patches below 6.5 km and to the North due to lower fault slip model resolution at this part of the fault. The estimated uncertainties of the fault geometry and in fault slip should be regarded as minimum uncertainties, as they only include the effect of errors in the input data. Model errors are not reflected in the model parameter uncertainties. Uncertainties in the modeling procedure are considered with the global optimization procedure presented by Sudhaus and Jónsson [2009] .
Method
[19] Slip on a fault modifies the state of the stress field in the surrounding rock and may trigger earthquakes on neighboring faults if the stress change is large enough. Given a finite-fault source model of an earthquake, we can calculate the stress-change tensor at specified locations around the source fault, e.g., by assuming homogenous elastic halfspace [Okada, 1992] . The Coulomb failure stress change caused by slip on the source fault at a distant location of a hypothetical receiver fault is defined as [e.g., Harris, 1998; King and Cocco, 2001] :
where Dt s is the change in shear stress resolved in the slip direction on the receiver fault, Ds n the change in normal stress on the receiver fault (positive for extension), B is the Skempton's coefficient, Ds kk the trace of the stress-change tensor and m the coefficient of friction. The last term in the equation above represents pore pressure change at the receiver fault location in terms of mean stress: Dp ¼ ÀB
Ds kk
3 . This means that any sudden compression (negative mean stress change) in a saturated porous medium will directly induce an increase in pore pressure.
[20] We calculate the stress changes at horizontal grid point locations around the source fault and at a depth of d = 4.5 km, the mean depth of the seismicity distribution in the study region. We assume an elastic half-space with a Poisson ratio n = 0.25,a shear modulus of 30 GPa, a Skempton's coefficient of B = 0.5, and a coefficient of friction of m = 0.75. These values are similar to those used in other studies on Iceland [e.g., Árnadóttir et al., 2003] . We then resolve the calculated stress changes onto hypothetical vertical Northsouth oriented right-lateral strike-slip receiver faults according to the prevailing orientation of faults and style of faulting on the Reykjanes region [Árnadóttir et al., 2004; The easting and northing location (UTM, zone 27 V) refers to the center of the upper-edge of the planar fault and the fault strike is measured from North. Figure 3 . Finite-fault slip model for the Kleifarvatn earthquake showing (a) the fault slip of the optimum model with white dots representing the variation of slip and rake of the 2500 models derived from noise-modified data sets [Sudhaus and Jónsson, 2009] and (b) the fault slip standard deviation of all 2500 fault models. Keiding et al., 2009] . We limit the orientation of the receiver faults to one set of strike, dip and rake values as we intend to analyze only the influence of the source model uncertainties.
[21] We use the entire set of 2500 finite-fault source models and calculate the Coulomb failure stress changes for each model. We examine the distribution of resulting DCFS at each location to evaluate the reliability of the calculated stress changes excluding the extreme 1% DCFS-values at each grid point, i.e., 25 values are removed. The coefficient of variation (CV) is defined as the ratio of the standard deviation s(DCFS) of the calculated stress changes at each location and the absolute mean of the DCFS -values:
We consider the DCFS-values to be reliably determined in regions where the |〈DCFS〉| value exceeds two times its standard deviation, i.e. where the coefficient of variation is CV ≤ 0.5.
Results
[22] We calculated the Coulomb failure stress changes for the optimum source fault model and for 2500 models estimated from the noise-modified data sets. The spatial patterns of DCFS-values for the optimum model and the mean of the 2500 DCFS maps are very similar with only small differences in size and spatial distribution ( Figure 5 ). In general, the DCFS-values are small, due to the moderate size of the earthquake, with the largest values found close to the ends of the fault plane. For example, the absolute DCFSvalues of both, the optimum model and the mean of the 2500 models, are larger than 0.05 MPa for only about 4% of the receiver faults within the 60 km Â 100 km calculation grid, and larger than 0.01 MPa for 13% of the receiver faults (Table 3) . Differences in the DCFS values between the Figure 4 . Model parameter distribution of the Kleifarvatn event from 2500 independent optimizations with added correlated noise. East, North and Depth depict the mid-point of the shallowest trace of the inverted fault plane; length, width, dip, and strike define the fault plane geometry, S-slip and D-slip indicate the slip in strike and dip direction. Top row shows histograms of model parameters with 95% confidence bounds (red lines) with thick blue lines marking the optimum parameter values from Sudhaus and Jónsson [2009] . From the scatterplots (rows 2-9) the two-dimensional distribution of parameter-pairs can be observed to find possible trade-offs between parameters, e.g. between East and Dip in row 2, column 5. The bottom-left distribution shows that the magnitude of the Kleifarvatn event is tightly constrained. optimum model and those of the mean Coulomb stress changes from the 2500 models are localized along and close to the source fault. These are areas for which the standard deviations s(DCFS) are the highest ( Figure 5 ). Standard deviations s(DCFS) are generally small and range for 99% of the receiver faults between 0.0003 MPa ≤ s(DCFS) ≤ 0.20 MPa ( Figure 6) ; note that the entire map is covered with computed values, yet the very small ones do not show due to transparent plotting. As for some receiver faults, very large standard deviations result from single outlier values, we discard 1% of the computed DCFS-values for each receiver fault.
[23] Standard deviations of the Coulomb stress changes are highest near the source fault and decay strongly with distance in all directions (Figure 6 ). The pattern is elliptical in shape, extending further to the Northwest and Southeast within the positive Coulomb stress change regions (Figure 6 , white to grey contours) and showing a small offset to the east of the fault rupture. The standard deviation decay away from the fault appears to be faster in the direction of the fault strike than perpendicular to the fault plane. It is important to note that the magnitude of the standard deviations is similar to the absolute DCFS-values; therefore it is not straightforward from a single optimum model calculation, as is the usual practice, to define regions where the Coulomb stress change values are significantly above an assumed triggering threshold.
Correlating DCFS-Values With Single Source-Model Parameters
[24] Given the variety of the single source-model parameters (Figure 4) , we analyze the correlation coefficient [Conover, 1999] calculated between the model parameter and the DCFS-value at each receiver fault with the aim to assess whether obvious dependencies exist or not (Figure 7) . The correlation coefficient (CCx; s i ð Þ ) measures the linear dependence between the Coulomb stress change values in space and one selected source model parameter s i , i denoting any of the nine parameters ( Figure 4) ; note that we determine the correlation as if the source parameters were independent. CC varies between À1 and +1, where CC ≃ À1, +1 or 0 denotes strong negative, strong positive, or no correlation, respectively. In the following we will use CC instead of CCx; s i ð Þ.
[25] The correlation coefficients exhibit a high spatial variability for the six parameters that define the fault model geometry (Figure 7 ). Stronger correlation is found between DCFS and fault east location (easting), dip, and strike, than is found for fault north location (northing), length and width. The pattern of the correlation coefficients is shifted compared to the positive and negative lobes of the Coulomb stress change values (e.g., Figure 7a ), i.e., positive, no and negative correlations can be found where only negative Coulomb stress changes are expected ( Figure 7b) . As the fault model parameters are correlated themselves, we cannot find simple relations between one single source model parameter and the correlation coefficient. For example, we are not able to state that when moving the causative fault to the North (larger northing), the CC become more positive in comparison to the positive Coulomb stress change lobes, because generally an increase of northing is accompanied by a decrease in strike and an increase in dip (Figures 7 and 4) . We can however state that strongly correlated parameters resulting from the inversion for the source model, i.e., for easting, dip, and strike (Figure 4) , generate similar correlation patterns. There is no difference between using the mean model of the 2500 solutions or the optimum model.
Reliability of DCFS-Values
[26] To assess the reliability of DCFS-values, we use the coefficient of variation and define the Coulomb stress changes to be reliable if they exceed two standard deviations. In terms of the coefficient of variation this means CV ≤ 0.5. Unreliable values of Coulomb stress changes occur primarily along the source fault and along narrow bands where the DCFS-values change sign (Figure 8) . Regions of reliable DCFS-values are displayed in Figure 8b in comparison to the entire distribution in Figure 8a ; CV-values and the masking region are displayed in Figures 8c and 8d . Note that some areas right along the source fault are not removed with the CV-criterion we defined.
Statistics of Aftershock Triggering
[27] To compare the occurrence of aftershocks with calculated Coulomb stress changes, we simply provide the percentage of events located in areas of positive and negative DCFS. We perform the assessment using a range of thresholds: DCFS th = 0 MPa (AE0.01 MPa, AE0.03 MPa, and AE0.05 MPa) with 0.01 MPa and 0.05 MPa being the most commonly used thresholds in the DCFS literature [Harris, 1998 ], although there is evidence that such a threshold might not exist [Ziv and Rubin, 2000] . We define an event as triggered in case its epicenter falls within (1) a positive DCFS or (2) a reliably positive DCFS area. The second case highlights the new procedure being able to consider uncertainties within the source model.
[28] We calculate the percentage of grid cells with DCFSvalues larger than the specified threshold (Table 3) to demonstrate that the study region strongly decreases with increasing threshold value, i.e. ranging for areas of positive DCFS-values between 44% (DCFS th = 0 MPa) and only 4% (DCFS th = 0.05 MPa). We then assess the percentages of aftershocks in mapped positive and negative DCFS areas for two different cases (Table 4) : In case 1, we consider areas with DCFS > DCFS th , that is the simple threshold applied in earlier studies [e.g., Stein et al., 1992; Toda et al., 1998 ]. In case 2, we consider the reliability criterion for DCFS-values: DCFS À 2s(DCFS) > DCFS th . This measure implies that the DCFS-values need to be at least twice as large as the standard deviation to be significant, i.e., reliably positive (or reliably negative). The distinction between significant and insignificant stress changes is possible in this study due to the resource of multiple finite-fault sources. We perform the analysis for both earthquake catalogs (Relocated with 114 events, IMO with 176 events) above the completeness magnitude M c = 2.2 and for the different triggering thresholds. We graphically demonstrate the comparison between aftershocks and DCFS for the threshold of 0.05 MPa (Figure 9 ), a threshold that is commonly used in the literature; results for other thresholds are shown in Figure 10 and Table 4 .
[29] For all triggering thresholds we find a substantial amount of subsequent earthquakes to be located in areas of positive stress changes. For example, using the simple threshold (Table 4) of DCFS th = 0.01 MPa, we find 78% and 72% of the events located in areas of positive stress change, for the relocated and the IMO catalog, respectively. At the 0.05 MPa threshold, these percentages reduce to 61% and 52%. Requiring the DCFS-values to be at least twice as large as the standard deviations leads to a further reduction by 8-12% (Table 4 ). The percentage of aftershocks located in regions of negative DCFS-values, i.e. in stress shadows, ranges from 20-18% for relocated and 26-18% for the IMO catalog (Table 4) .
[30] The strongest requirements to challenge the static stress triggering hypothesis within this study is to use DCFS À 2s(DCFS) > DCFS th (lower section in Table 4 ) which is displayed as bar chart in Figure 10 for the increasing triggering thresholds. Depending on the threshold, we find between 72%-42% of aftershocks located in reliably positive regions, 16.5%-7% in reliably negative regions and 17.6%-48.9% in regions of stress changes smaller than the threshold. The general trend is that for increasing absolute thresholds, the percentage of events located in positive and negative DCFS-regions decrease and those for small changes in DCFS increase. We find that always higher percentages of events occur in regions of reliably positive than negative regions. We conclude that static stress change is a likely physical mechanism to explain large parts of the earthquakes following the Kleifarvatn event. This conclusion is further supported by the fact that only a small part of the region is actually experiencing negative or positive stress changes with the total area of the positive stress changes being slightly larger (Table 3) .
Relation Between the Coefficient of Variation and Stress Change Variability
[31] The spatial pattern of the coefficient of variation CV (x, y) ( Figure 8c ) and its empirical relationship to the mean stress change 〈 DCFS(x, y) 〉 has been used in Hainzl et al.
[2009] to model the density decay of aftershocks with distance from the main shock slip, a debated topic of particular importance for earthquake forecasting [Powers and Jordan, 2010; Woessner et al., 2011] . Hainzl et al. [2009] found 1) an approximately constant ratio for CV throughout their study region and 2) a linear relationship between the standard deviation and the mean stress change for their analysis of the 1992 Landers earthquake. In contrast to this, we observe the pattern of CV(x, y) to be asymmetric and spatially variable throughout the study region (Figure 8c ). Standard deviation values and the values of the absolute mean of DCFS are of the same order (CV ≃ 1) close to the causative fault as well as in areas where stress changes are very small and change sign between positive and negative lobes. High CV-values correspond to regions in which stress changes are not reliable according to our approach because of the standard deviation values (Figure 8b and D) . We find large scatter in the relation between s(DCFS(x, y)) Upper section is using a 1) simple triggering threshold and 2) a threshold requiring the DCFS-value of the optimum model to exceed the standard deviation at least twice as displayed in the bar chart in Figure 10 .We use a completeness threshold of M c = 2.2 for the events of the relocated catalog (114 events) and the IMO-catalog (176 events).
and 〈DCFS(x, y)〉. However, the standard deviation generally increases with increasing mean Coulomb stress change (Figure 11 ), but in contrast to Hainzl et al. [2009] , we do not observe a linear relation nor do we find a compelling evidence for any other relation.
Discussion and Conclusions
[32] With the set of finite-fault source models of the June 2000 M W = 5.9 Kleifarvatn earthquake we have propagated correlated fault model uncertainties to determine uncertainties of Coulomb failure stress change calculations. With the resulting uncertainty of DCFS-values, we are able to define regions of reliably positive and reliably negative Coulomb stress changes throughout the study region using the coefficient of variation (Table 4, Figures 8-10 ).
[33] Our analysis shows that the spatial extent of areas for aftershock/stress-change comparisons is drastically reduced when considering only reliable Coulomb stress change. This implies that basically all previous investigations on the static stress-triggering hypothesis are likely biased because they included regions that do not have reliably positive or negative stress changes given the lack of knowledge on the uncertainties in the source model [e.g., Harris, 1998; Toda et al., 1998; Woessner et al., 2004] .
[34] Some limitations apply to our triggering analysis of the aftershocks after the Kleifarvatn earthquake. First, the Kleifarvatn earthquake is one of a series of moderate events that occurred in the SISZ and on the Reykjanes Peninsula during a short period of time and the events are clearly related via multiple physical mechanisms. The Kleifarvatn event is thought to have been dynamically triggered by surface waves, as it ruptured only about 30 seconds after and 80 km west of the largest event [Antonioli et al., 2006] . Analyzing the effects of the Kleifarvatn event alone on earthquakes that followed this event in time may therefore be a simplification. However, we analyzed the events following the Kleifarvatn earthquake in the study region with the assumption that former events had a negligible influence for direct triggering. This assumption is supported by results of Árnadóttir et al. [2003, 2004] who showed that the two Holt earthquakes on June 17, 2000 (Table 1) prior to the Kleifarvatn earthquake caused only a small amount of static Coulomb stress change. A second limitation of our study is that we are not able to perform a rigorous statistical analysis taking into account uncertainties of the earthquake locations as these are not defined in the catalogs. Third, as outlined in the introduction, the fault model uncertainties should be regarded as a lower-bound estimate of the true uncertainties as uncertainties in the modeling procedure are included via the global optimization procedure by Sudhaus and Jónsson [2009] , yet not model errors; we limited ourselves to these with the goal of outlining a method to cope with the uncertainties. For the same reason, the DCFS uncertainties are likely larger than what we present in this study. Including a more complete description of all the possible errors in the fault model estimation processes and the CFS calculations, would result in larger DCFS uncertainties and in even smaller areas of reliably positive and negative stress changes around the causative fault. [35] Given the limitations of our uncertainty assessment, our results support the static stress-triggering hypothesis from the analysis of various triggering thresholds. We observe this for two earthquake catalogs that contain similar locations and a relatively small number of earthquakes (114 and 176 above completeness limit). For an increasing triggering threshold, the percentage of events in truly positive DCFS-regions decreases (due to decreasing area deemed reliably positive) but remains above 42%, the percentage of events in reliably negative regions decreases slightly and is usually below 9%. We note that these percentages are substantial as the percentage of grid cells that are relevant in the analysis is small (less than 10%) compared to the overall region (Table 3) . When we only consider the relocated earthquakes that fall within reliably positive or reliably negative DCFS-areas (i.e. ignoring events located in uncertain regions), 88% fall within areas of reliably positive DCFS, but only 12% within negative areas, for all four different thresholds. Considering the various physical mechanisms that may be at work on Reykjanes Peninsula, these numbers support the static stress-triggering hypothesis in this region as a likely physical mechanism.
[36] We find that the coefficient of variation (CV) for the DCFS should not be assumed to be constant in space, in particular not in the near-field and in areas of very small stress changes. We observed a strong spatial variability of CV-values and we also do not find a linear relation between the standard deviation and the mean Coulomb stress change (Figure 11 ). There are notable differences in our approach that may lead to findings that contrast those of Hainzl et al. [2009] : they analyzed the 1992 Landers M W = 7.3 earthquake occurring mainly on vertical strike-slip fault segments; they used five available finite-fault source models Figure 10 . Bar chart of percentages of aftershocks located in reliably positive, small and reliably negative DCFS regions; percentages correspond to the lower section of Table 4 [ Wald and Heaton, 1994; Hernandez et al., 1999; Cotton and Campillo, 1995; Cohee and Beroza, 1994; Zeng and Anderson, 2000] and uncorrelated Gaussian distributed uncertainties of six source model parameters to propagate uncertainties from the slip distribution to the Coulomb stress calculations; they resolved stress changes on 3D optimally oriented faults. They used Monte Carlo simulations to model the uncertainties in the slip models assuming Gaussian distributions of errors for six important parameters [Hainzl et al., 2009, Table 1 ] and propagated those to estimate uncertainties in the Coulomb calculations. In addition, they used a rate-and-state friction model to estimate the variability of stress changes from Monte Carlo simulations of random possible stressing histories. For both types of simulations, they find linear relationships between the standard deviation and the mean of their DCFS-values. Based on this concept, they infer that using a constant CV = 0.95 can be used to adequately model the density decay of aftershocks for the first 100 days following the 1992 Landers earthquake. While the model of Hainzl et al. [2009] is internally consistent, we argue that their concept of assuming uncorrelated Gaussian distributed errors for modeling stress uncertainties does not represent adequately the uncertainties of the source parameters and the calculated stress changes. This implies that using erroneously defined uncertainties such as proposed by Hainzl et al. [2009] may lead to biased or even false inferences, e.g. about the spatial distribution of aftershocks and aftershock density.
[37] Larger magnitude earthquakes have larger signalto-noise ratios of the Coulomb stress change values and therefore larger areas outside the source region will show reliable Coulomb stress changes. Generalizing our results is not easily possible due to the three dimensional complexity of the Coulomb stress change calculations given specific source-receiver fault orientations and other parameter choices. However, as uncertainties in finite-fault source model inversions are increasingly incorporated and presented together with the optimum results, we suggest them to be considered when performing tests of the stress triggering hypothesis.
[38] In summary, we have presented a method to estimate the reliability of Coulomb failure stress change calculations due to co-seismic fault slip, based on a set of finite-fault source models drawn from the posterior distribution of the fault model parameters. Our study shows that source-model uncertainties should be included when testing likely aftershock triggering mechanisms, as calculated DCFS may neither be significantly positive nor significantly negative in large areas around the source fault. This implies that the large number of previously published DCFS studies are likely biased, as they did not account for source model uncertainties.
