This article proposes an estimation procedure for the affine stochastic volatility models with jumps both in the asset price and variance processes. The estimation procedure is based on the joint (here bi-variate) unconditional characteristic function for the stochastic process for which we derive a closed form expression. The estimation of the general model and of various restrictions, on SP500 data, is performed using the continuous empirical characteristic function method. The estimation suggests that besides a stochastic volatility, jumps both in the mean and the volatility equation are relevant. 
Introduction
In this paper we derive the estimation procedure for the affine jump-diffusion process using the joint unconditional empirical characteristic function. We also provide the analytical solution for such a characteristic function. Our method allows the estimation of the parameters of a process with unobservable state variables avoiding the discretization of the process and the simulation of the latent variables. Three specifications of the jump-diffusion processes are estimated using the continuous empirical characteristic function method: affine diffusion with diffusive stochastic volatility model (SV) of Heston (1993) ; affine jump-diffusion with stochastic volatility and jumps in the asset price (SVJ) of Bates (1996) ; and eventually the affine jump-diffusion with jumps both in the asset price and stochastic volatility processes (SVJJ) described by Duffie, Pan, and Singleton (2000) . The last model is of the major interest to us due to the growing literature on the relevance of jumps in the volatility for the correct specification of the asset price generating process.
The difficulty with the estimation of the jump-diffusion processes is based on several issues. First, most of the existing stochastic-process estimation-procedures require the knowledge of analytical solutions for the density function or its moments.
Second, for some state variables, only a discrete sample of observations can be obtained, while the estimated model is formulated in continuous time. Third, some state variables are not observable at all. To deal with these unobservable variables, several inference procedures have been proposed. The most popular are: Simulated method of moments (Duffie, Singleton, 1993) , Efficient method of moments (Gallant, Tauchen, 1996) , Simulated maximum likelihood (Durham, Gallant, We favor the estimation procedures that involve the characteristic function for a number of reasons. First, the fact that there is a one-to-one relationship between the distribution function and the characteristic function allows the estimation of the model parameters using the characteristic function of the process instead of its density function without any loss of information. This is a convenient feature, considering that analytical solutions for characteristic functions of processes are available for a wider set of models then there are solutions that yield an expression for the density functions. Duffie, Pan, and Singleton (2000) , for example, derive a closed form ex- For example, the Conditional Characteristic Function (CCF) estimation procedure proposed by Singleton (2001) , and applied to the affine diffusions without latent variables does not call neither for simulation nor for the discretization of the process.
Moreover, the estimator attains the efficiency of the ML estimator. However, the procedure carries a significant computation burden and in the presence of the latent variable in the model one is forced to simulate this variable.
Unconditional Characteristic Function methods (UCF) discussed by Chacko and Viceira (2002) , Jiang and Knight (2002) are based on integrating the latent variable out, so that there is no need for simulations or discretization of the process at all.
Chacko and Viceira (2002) completely integrate out the latent variable obtaining the marginal characteristic function of the asset log-price. Jiang and Knight (2002) partially keep the information contained in the data, namely in some block of past observations, by constructing a joint unconditional CF. Computations required by the UCF procedure are less demanding then in the case of CCF. This comes at some cost, however. The smaller is the information set on which we condition the lower is the efficiency of the estimator. Jiang and Oomen (2004) provide an extension to Jiang and Knight (2002) by allowing for a stochastic volatility model with jumps in the mean.
The estimator developed by Jiang and Knight (2002) is a good compromise between computational costs and efficiency. In the following sections we provide a more rigorous discussion on the characteristic function estimators. For the moment we would like to note that our estimation procedure can be seen as an extension of the method proposed by Jiang and Knight (2002) , extension that includes jumps both in the price and the variance process.
The rest of the article is organized as follows. In Section 2 we derive the joint unconditional characteristic functions for the three data generating processes: SV, SVJ, and SVJJ. Section 3 presents the continuous empirical characteristic function estimation procedure for the three models. Section 4 contains estimation results and their discussion. Major conclusions are provided in Section 5.
Analytical solutions for characteristic functions
In this section we present the SVJJ model, justify our choice of the data generating process, and derive the joint unconditional characteristic function for the model. SV and SVJ models can be seen as special cases of the SVJJ process.
The SVJJ model
The data generating process of the logarithmic asset price, s t = log(S t ), in the SVJJ framework is assumed to have the following dynamics in line with the Duffie, Pan, and Singleton (2000) specification:
or equivalently
where
and where W
(1) t as well as W (2) t are standard Brownian motions with a correlation coefficient ρ. As equation (3) indicates, the instantaneous variance of log-prices is modelled as a one-factor square-root process plus a jump term. The one-factor squareroot process was originally proposed by Cox, Ingersoll and Ross (1985) . The presence of jumps in the volatility dynamics changes the long-run mean of the variance process from α to α + (m v λ)/β, where m v is the expected jump in variance. The meanreversion rate and the volatility of volatility are not affected by the jumps and are determined by the parameters β and σ.
The jump process in (2) and (3) is the compensated compound Poisson process, such that the expected value of the asset log-price is independent of the jump parame-ters. The univariate Poisson counter q t has a constant intensity λ and a compensator λm s , with m s being the expected relative jump in the asset log-price. Jumps in returns and volatility are simultaneous. The SVJ and SV models are obtained as restrictions of the SVJJ model. In particular, the SVJ process is the result of restricting z v to zero. The SV model is obtained by fixing the intensity of the jump process, λ, to be equal to zero.
To further specify the jump part of the process (2-3) one needs to make assumptions on distributions of jump sizes in the asset log-price and variance processes and their correlation structure. Theoretically, there exist plenty of choices for the distribution of a jump size. In reality, only two distributions are used in modelling jump-diffusions due to their computational simplicity, tractability and flexibility at the same time. Merton (1976) and Bates (1996) models assume that jumps in logasset prices are normally distributed, z s ∼ N(µ j , σ 2 j ). Ramezani and Zeng (1999) and Kou (2002) propose to use, for the jumps in log-returns, an asymmetric double exponential distribution with the density
where η 1 > 0, η 2 > 0, and p represents the probability of an upward jump. In other words, this distribution is a mixture of two exponential random variables with means 1/η 1 and 1/η 2 and a mixing parameter p. Jumps in volatility can also be normally distributed, but most often they are assumed to have an exponential distribution,
, an assumption we also adapt in this research.
Bates (2000) proposed to use time-varying jump frequencies, λ, that would depend on the current factor level. However, Andersen, Benzoni, and Lund (2002, p.1263) found that the p-values associated with the overall goodness-of-fit test are marginally lower than in the models with constant jump intensity. Independent arrival of jumps in the log-price and volatility might have allowed greater flexibility of the model and more pronounced impact of the stochastic volatility on the asset-price process.
In that case the difficulty of the estimation would have been increased as well as 
Such a model results in a non-linear PDE for the characteristic function, that does not have an exact analytical solution, a difficulty we wanted to avoid from the very beginning. There is also one more parameter to estimate, γ. Chacko and Viceira (2002) showed, using stochastic volatility, that in the presence of jumps in the logprice, the estimate for γ is not statistically different from the value of 1.0, i.e. the model boils down to the one specified in (2-3).
Conditional characteristic function
The empirical characteristic function estimation procedure, that will be described in the next section, requires the closed-form solution for the joint unconditional characteristic function of a stochastic process. In our derivation of the joint unconditional characteristic function for the affine jump-diffusion we start from the simpler problem -finding the solution for the conditional characteristic function of the state variable
Then we define the CCF of (s 0 t ), the asset log-price alone. This last one can be easily transformed to the CCF of the asset log-returns r t = s t+1 −s t . Next, we obtain the marginal characteristic function of the asset log-returns unconditional of the current volatility level. Finally, the joint unconditional characteristic function of the asset log-returns is derived.
Closed form solutions for the conditional characteristic functions of the affine jump-diffusion processes have been available for a long time. The general form of the solution can be found in Duffie, Pan, and Singleton (2000) . We specialize the definition of the conditional characteristic function for the process (2), following Jiang and Knight (2002), and using obvious notations as
The conditional characteristic function (5), being a function of state variables s t and V t , should satisfy the following PDE as a result of applying Itô's lemma (omitting the arguments of the CF)
The usual practice in solving this kind of PDEs is to guess the general form of the solution first. Inspired by works of Heston (1993) and Duffie, Pan, Singleton (2000) we guess
where τ = T − t. Then, the solution (7) is inserted into the PDE (6) and the terms in V t , the ones related to the diffusion part of the process, and the ones related to jumps are grouped together to obtain three ordinary differential equations (ODEs):
Boundary conditions are
The connection between the jump part of the PDE, see equation (6), and the ODE for J, see equation (8), deserves some clarification. Let us define the new function, jump transform for the SVJJ process (2), as
It then follows that the expectation term in the PDE (6) can be rewritten as
The resulting ODE is obvious. In the estimation section of this work we will consider a specific example of the jump part of the process (2). Hence, the closed form of the jump transform θ(c 1 , c 2 ) and the compensator, λm s , for the jump process we be derived. The closed form of the conditional characteristic function (5) is obtained by finding solutions to ODEs (8):
It turns out that the solution we obtain is also related to Lévy processes. Indeed, the Lévy-Khintchine representation theorem states that the characteristic function of a general compensated jump process is
where v(dx) is a Lévy measure, and K is the compensator of the process. Assuming that u is a vector, exp [J (τ ; u 1 , u 2 )] turns out to be the special case of the characteristic function in (11) . Thus, the CCF of the SVJJ process is simply a product of the CCF of Heston's stochastic volatility model and the characteristic function of the bivariate compensated jump process. This last observation is not something unexpected. Jumps in the asset log-prices and the variance process, the way they are defined in (2) , are independent of the current levels of the state variables and the past jumps, since the Poisson process is memoryless, and the characteristic function of two independent processes is equal to the product of the characteristic functions of each process.
Unconditional characteristic function
Finally, we have all the necessary tools to derive the unconditional joint characteristic function of the affine jump-diffusion process. This derivation consists of several steps first outlined in Jiang and Knight, that are generally applicable to any stochastic process of interest. First, define the conditional characteristic function of the observable variable, asset log-price, as
assuming T − t = 1. Note, that this function is a univariate version of the general case described in (5) . Second, construct the conditional characteristic function of the asset log-returns:
= ψ(w; r t+1 | V t ).
The past asset log-price does not enter the equation for the conditional characteristic function of the asset log-returns. Hence, there is no more need for conditioning on the asset log-price. The consequence is that once we find the way to avoid conditioning on the volatility level, the solution for the characteristic function will become indepen- The aim of stochastic volatility models is to replicate the autocorrelation and heteroskedasticity features observed in data. Thus, if one wishes to avoid conditioning on latent variables in the presence of dependency in the stochastic process realizations, and to account for this dependency at the same time, one needs to work with joint unconditional characteristic functions of asset log-returns. Define the joint unconditional characteristic function (UCF) of the asset log-returns as
Working backward with this joint UCF and computing conditional expectations at each time step (see appendix for details) we arrive at the point where the only random variable left is the starting value of the stochastic volatility process:
The expectation in (17) is simply the marginal characteristic function of the stochastic volatility.
The variance process in the SVJJ model can be divided into two parts: the continuous square-root process with a known stationary distribution, namely the gamma distribution, and a discrete jump process. Due to the independence of the continuous and the discrete parts of the stochastic volatility process, its marginal characteristic function is simply the product of the characteristic functions of the two parts. The characteristic function of a general compensated jump process is defined in (11) , and is equal to 1 at τ = 0. Therefore, the marginal characteristic function of the stochastic volatility process defined in (2) is equal to the characteristic function of the gamma
Finally we obtain the closed form expression of the joint UCF of the asset log-returns in the framework of the SVJJ model by substituting the solution (18) for the expectation term in equation (17):
with w * p+1 = 0, and w * k = −iD
The joint UCF defined in (19) has as special cases Heston's stochastic volatility model, Bates SV model with jumps in the asset log-price, and the SV with jumpsonly-in-volatility model. The only difference between those models comes from the definition of the jump process. As we have already pointed out, the jump part of the joint UCF is independent of its diffusion part. Therefore, the joint UCF for the stochastic volatility model is obtained by simply setting J(1, u 1 , u 2 ) equal to zero.
The joint UCF for jump-diffusion models requires only the solution for the jump transform θ(c 1 , c 2 ), see equation (9), and the compensator, λm s , in addition to the closed forms of C(1, u 1 , u 2 ) and D(1, u 1 , u 2 ) stated in (10).
For example, in the next section we estimate parameters of the SVJJ model with simultaneous and correlated jumps in asset log-returns and volatility. Assuming that jumps in volatility have an exponential distribution, z v ∼ exp(1/η v ) and jumps in log-asset prices are normally distributed conditional on the realization of z v , i.e. z s |
, the expected relative jump in the asset price is
The jump transform for this specific SVJJ process is
Therefore, the jump part of the joint UCF becomes
3 Characteristic function based estimators.
Review
Characteristic function based estimators can be divided into three types: Maximum The ML-CCF estimator is an efficient estimator. However the efficiency of the ML-CCF estimator comes at a high computational cost. Calculation of the inverse
Fourier transform requires a choice of a numerical procedure. Usually it is a discrete approximation over an equally spaced grid. The oscillating nature of the function demands the grid to be sufficiently dense and large. In the multivariate setting like ours, the number of grid points increases unfortunately at a high rate. One also needs to control for the truncation error due to the finite integration limit and for the sampling or, in other words, discretization error, the discussion about which is quite often omitted in the transform methods for option pricing literature. 1 Conditional moments of the transitional density of the affine jump-diffusion process can be derived in a closed form by computing derivatives of the CCF evaluated at zero. Thus, the usual GMM estimator can be implemented. One difficulty with this approach is that there may be many parameters to be estimated. In such a situation, multidimensionality of moments might lead to numerical instabilities. 
Continuous ECF estimator
Our choice of the estimator for SV, SVJ, and SVJJ models is governed by two considerations. First, as the stochastic volatility is modelled to be stationary and the asset log-price only first-difference stationary, the ECF estimator for non-i.i.d. processes should be used. Second, implementation of the discrete ECF estimator faces the same difficulty as GMM, namely the choice of the size of the grid over which the ECF and the analytical characteristic function are matched. The continuous ECF estimator requires the choice of a weight function only and is equivalent to matching all the moments continuously. Moreover, the weight function can be defined in such a way as to put more weight around the origin, where the characteristic function carries most of the information. Taking those arguments into account we applied the continuous ECF to the estimation of the jump-diffusion models.
Let X t = (4s 0 t , V 0 t ) be a bivariate stationary process, with a known dynamics, an observable finite realization of the asset log-returns {4s 1 , 4s 2 , .., 4s T }, an unobservable stochastic volatility process {V 1 , V 2 , .., V T } , and an unknown parameter vector θ specifying the distribution of the process. The continuous ECF estimator of a stationary process consists of the following steps. First, split the data into n = T − p overlapping blocks of size p + 1 defined as y j = (4s j , 4s j+1 , .., 4s j+p ) 0 , j = 1, ..., T −p, and compute the empirical joint unconditional characteristic function for a given block size as
Then, obtain the exact analytical form of the joint unconditional characteristic func-
Closed form solutions for joint unconditional characteristic functions of the SV, SVJ and SVJJ processes were derived in the previous section. Finally, the parameter vector θ is estimated by minimizing the weighted difference between the joint analytical and joint empirical characteristic functions, more specifically by minimizing the integral
where the integration involves all p + 1 components of u and where g(u) is a p + 1 dimensional continuous real weight function. 1 The continuous ECF estimator is the parameter vectorθ n for which the integrated squared error (24) reaches its minimum. This estimator is consistent and asymptotically normally distributed for any fixed block p under regularity conditions stated by Knight and Yu (2002) , i.e.θ n −→ θ 0 a.s.,
where in equation (25) the convergence is in probability and in (26) in distribution.
The matrices A(θ 0 ) and B(θ 0 ) are defined in the appendix.
Efficiency of the continuous ECF estimator achieves the one of the maximumlikelihood as p goes to the sample size. However, the numerical implementation of the minimization problem becomes infeasible as p grows, leaving us with a choice between large and small block size, efficiency and implementability. One more concern is the choice of the weight function g(u). In theory, the optimal weight function obtained by 
Here σ 2 w is the measure of the width of the weighting function. The continuous ECF estimation using any of those two functions does not result in an efficient estimator, however the asymptotic properties are still preserved.
Estimation
In this section we estimate the parameters of the three models, SV, SVJ, and SVJJ, using the continuous ECF estimator developed above. The analytical characteristic functions for the SV and SVJ are obtained by fixing the relevant jump process parameters in Equation (21) to be equal to zero.
Methodological issues
A number of difficulties arise in the estimation of the jump-diffusion models using continuous ECF. We can logically divide them into two groups: problems related to the specification of the data generating process, and issues concerning the application of the continuous ECF method.
Let us start with the estimation difficulties created by the model specification itself. The probability density generated by the jump-diffusion process is the mixture of lognormal distributions. Ho, Perraudin and Sorensen (1996) pointed out identification problems in estimating mixtures of lognormals. Substitution of the jump process compensator from the drift of the asset log-price process, eq. (2), was intended to tackle this issue.
The stochastic volatility process, the way it is defined, makes it difficult to estimate the mean reversion parameter, β, and the volatility of volatility, σ, independently.
To see this, consider the conditional and marginal variances of the volatility process:
assuming that V 0 = α.
Given conditional volatility implied by the data, the higher estimate of the mean reversion parameter β will lead to the higher estimate of the volatility of volatility Half life, computed as H = ln(2)/β, is the time it would take the process to come half the way back to its unconditional mean. As long as we do not condition on the whole sample path, we are unable to pin down the β. The increased estimate of the mean reversion parameter will make the estimated process to be less persistent than the true one. However, the diffusion term of the process will be loaded more heavily, thus increasing the σ estimate and pushing the transitional density of the estimated variance process closer to the true one.
With regard to the asset log-price process, its probability density is also defined by parameters that play roles similar to each other. For example, the negative skewness and excess kurtosis of the return distribution has become a fundamental concern in modelling financial asset prices. The negative skewness can be generated in the framework of SVJJ by negative correlation between the diffusion parts of the asset log-price and the variance processes, by high values of the volatility of volatility, or by jumps in the state variables processes. Kurtosis as well is affected by the presence of jumps in the state variables process. Increase in any of the three: an expected jump size, a variance of the jump size and a frequency of jumps, will lead to the higher excess kurtosis. As a result, the same models estimated on approximately the same sample can have different parameter estimates leading to more or less similar distributional characteristics of the model.
Estimation of a stochastic process via continuous ECF method also carries some difficulties. The first problem arises with the choice of the grid for the integration.
The continuous ECF estimator requires the minimization of the integral (24) . The numerical calculation of this integral is performed using some discrete approximation procedure. The later, in turn, depends on the weight function g(u). The exponential weight function has often been used due to the computational convenience. It brings along the possibility to calculate the integral in (24) by Hermitian quadrature. The normal density weight function has one more attracting feature then the exponential, it can be scaled according to the variance of the sample, thus assigning weight to the center and tails of the distribution proportionally to the importance of the tails. As a matter of fact, the flexibility of the weight function and the decision about truncation points of the integral (24) appeared to play a more important role in the estimation of the jump-diffusion models than the choice of the discretization procedure for the integral. Thus, we calculated the value of (24) over a fine grid with equally spaced points 1 using the normal pdf as a weight function.
The choice of the block size p + 1, as it has been already stated, affects the computational burden of the procedure and at the same time its efficiency. Though, there are no theoretical results concerning the magnitude of the efficiency loss due to a smaller p, it is easy to notice that a higher p implies overwhelming computational difficulties. The calculation of the integral (24) 
Empirical results
The data set consists of the S&P500 daily closing prices for the period between January 2nd 1980 and December 31st 1999. The chosen time period includes the market crises of October 1987, year 1997, Fall 1998, i.e. the rare events that had a huge impact on the asset prices and caused dramatic consequences on the market volatility see Figure 1 . At the same time the sample is big enough to encompass the periods when the market stabilized after these events. Thus, we have a chance and a reason to test for jumps in asset returns, jumps in the variance and the mean-reverting feature of the variance. In addition, many researches used approximately the same sample, therefore we will be able to compare our results with the others. Table 1 provides the summary statistics for the sample.
Insert Figure 1 somewhere here.
Insert Table 1 somewhere here.
Some scaling of the data and parameters was found to be essential for the estimation algorithm to converge. The choice of the scaling procedure is, however, absolutely arbitrary. We found it to be more comfortable to work with log-returns expressed in percent. The ECF for log-returns expressed in decimal points has an enormous dispersion. While the ECF for our sample returns, expressed in percent, approaches zero for the bounds of the support u = 6 and −6, the ECF for the returns in decimal points has a value around 0.9 for the same arguments u = 6 and −6. Thus, scaling the returns allows us to work with smaller bounds of integration. Table 2 is within the bounds of 0.1434 and 4.7148 obtained by the same researchers. Our estimate for the mean of the asset log-return process is higher than the one found in the literature. 1 The correlation between the asset log-return process and the variance process is negative in support of the stylized fact of the growing volatility in the periods of low returns, the so called leverage effect.
Insert Table 2 somewhere here.
The inclusion of jumps in the SV model has some effect on the parameter estimates. The allowance for jumps in the asset log-returns reduces the value of the correlation coefficient ρ that is required to generate the return distribution similar The explanation is that by including volatility jumps in the model we are able to detect more discontinuities in the process then by just estimating the SVJ model.
The jump size correlation coefficient, ρ j , was found to be the hardest one to estimate. As it has been pointed out before, the SVJ model is obtained from the SVJJ model by setting the variance jump size z v = 0. Once there are no more jumps in the variance process, the parameter ρ j has no reason to exist anymore. In this case, as recognized by Davies (1977) , the usual t-statistics is no longer distributed as normal. Notice also, that the test of z v = 0 involves a boundary. Again, as noticed by Chernoff (1954), the usual t-statistics does not apply.
Conclusions
This paper provides the analytical solution for the unconditional joint characteristic function of the affine jump-diffusion process. The unconditional characteristic function allows us to estimate parameters of a process with unobservable state variables avoiding the discretization of the process and the simulation of the latent variables.
Three specifications of the jump-diffusion processes are estimated using the continuous empirical characteristic function method: Heston's (1993) stochastic volatility model, a stochastic volatility model with jumps in the asset price, and a stochastic volatility model with jumps in both the price and the unobservable variance process.
The first goal was to test the estimation procedure in itself. The second goal was to find the data-generating process that fits the best the historical distribution of the asset prices with a specific emphasis on jumps. We found that the continuous ECF procedure proved to be a good compromise between the efficiency and computational Captions Table 1 contains descriptive statistics for the S&P500 index daily log-returns.
The sample covers the period between January 2nd 1980 and December 31st 1999.
The returns are expressed in percent. Table 2 presents parameter estimates for the three models: SV, SVJ, and SVJJ.
The sample is the one described above. Note, that the estimates are daily parameters.
The estimation was done using the continuous ECF estimator with a block size p+1 = 2 and a normal weight function. The variance of the weight function was set to be equal to 1.5. Figure 1 : S&P 500 daily log-returns and detection of jumps.
