Propriété (T) et morphisme de Baum-Connes tordus par une représentation non unitaire by Gomez Aparicio, Maria Paula
Proprie´te´ (T) et morphisme de Baum-Connes tordus par
une repre´sentation non unitaire
Maria Paula Gomez Aparicio
To cite this version:
Maria Paula Gomez Aparicio. Proprie´te´ (T) et morphisme de Baum-Connes tordus par une
repre´sentation non unitaire. Mathe´matiques [math]. Universite´ Paris-Diderot - Paris VII, 2007.
Franc¸ais. <tel-00274378>
HAL Id: tel-00274378
https://tel.archives-ouvertes.fr/tel-00274378
Submitted on 18 Apr 2008
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
UNIVERSITÉ PARIS 7 - DENIS DIDEROT
INSTITUT DE MATHÉMATIQUES DE JUSSIEU
Thèse de Doctorat
Spécialité : Mathématiques
présentée par
Maria-Paula Gomez-Aparicio
pour obtenir le grade de
Docteur de l’Université Paris 7
Propriété (T) et morphisme de Baum-Connes tordus
par une représentation non unitaire
soutenue le 14 décembre 2007 devant le jury composé de :
M. Jean-Benoît Bost Examinateur
M. Alain Connes Examinateur
M. Vincent Lafforgue Directeur de thèse
M. Hervé Oyono-Oyono Rapporteur
M. Georges Skandalis Examinateur
M. Alain Valette Rapporteur
ii
iii
Résumé
Cette thèse concerne des variantes de la propriété (T) de Kazhdan et de la conjec-
ture de Baum-Connes tordues par des représentations de dimension finie qui ne sont
pas nécessairement unitaires.
Soit G un groupe localement compact et (ρ, V ) une représentation de dimension fi-
nie non nécessairement unitaire de G. Dans le Chapitre 1, si ρ est irréductible, nous
allons définir une version tordue de la propriété (T) en considérant des produits
tensoriels par ρ de représentations unitaires de G. Nous allons alors définir deux
algèbres de Banach tordues, Aρ(G) et Aρr(G), analogues aux C
∗-algèbres de groupe,
C∗(G) et C∗r (G), et nous allons définir la propriété (T) tordue par ρ en termes de
Aρ(G). Nous allons ensuite montrer que la plupart des groupes de Lie semi-simples
réels ayant la propriété (T) ont la propriété (T) tordue par n’importe quelle repré-
sentation irréductible de dimension finie.
Les Chapitres 2 et 3 seront consacrés au calcul de la K-théorie des algèbres tordues.
Nous allons, en effet dans le Chapitre 2, définir une application d’assemblage tor-
due du membre de gauche du morphisme de Baum-Connes, noté Ktop(G), dans la
K-théorie de Aρr(G). Nous allons ensuite montrer, dans le Chapitre 3, que ce mor-
phisme de Baum-Connes tordu est bijectif pour une large classe de groupes vérifiant
la conjecture de Baum-Connes.
Dans le Chapitre 4, nous allons voir que le produit tensoriel par ρ définit un mor-
phisme de Aρr(G) dans C
∗
r (G) ⊗ End(V ) qui fournit un morphisme de groupes de
K(Aρr(G)) dans K(C
∗
r (G)). Nous allons calculer ce morphisme sur l’image de l’ap-
plication d’assemblage tordue. Pour cela, nous allons définir une action de l’anneau
des représentations de dimension finie de G sur Ktop(G) qui sera compatible avec le
produit tensoriel par ρ ainsi qu’avec le morphisme de Baum-Connes tordu.
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Introduction
Un groupe localement compact a la propriété (T) si sa représentation triviale
est isolée dans le dual unitaire du groupe, c’est-à-dire dans l’ensemble des classes
d’isomorphisme de représentations unitaires munie d’une topologie naturelle : la to-
pologie de Fell. Dans [Kaz67], Kazhdan a introduit cette propriété pour étudier la
structure des réseaux dans les groupes de Lie réels. Il démontre que tout réseau d’un
groupe de Lie réel qui a la propriété (T) est de type fini et il montre que SLn(R),
pour n ≥ 3 a la propriété (T). Les résultats de Kazhdan ont été étendus depuis et on
sait maintenant que tout groupe de Lie réel simple G, de centre fini et de rang réel
supérieur ou égal à 2, a la propriété (T) (cf. [dlHV89]). Ceci implique, en particulier
(voir [Val02]), que si M est une variété riemannienne de la forme M = Γ\G/K, où
G est un groupe de Lie simple réel comme ci-dessus, K est un sous-groupe compact
maximal de G et Γ est un réseau sans torsion de G, alors le groupe fondamental
Γ = π1(M) de M est de type fini. Depuis, la propriété (T) a trouvé des applications
dans beaucoup de domaines qui vont de la théorie des graphes à la théorie ergodique
(voir [Val02] et [dlHV89]).
De nos jours, il existe beaucoup de formulations équivalentes de la propriété (T)
(cf. [DK68, dlHV89, BdlHV]). En particulier, en 1981, Akemann et Walter en ont
donné une caractérisation C∗-algébrique [AW81, Lemma 2] : ils ont montré qu’un
groupe localement compact G a la propriété (T) si, et seulement si, il existe un
idempotent pG dans la C∗-algèbre maximale, C∗(G), de G tel que, pour toute re-
présentation unitaire π de G dans un espace de Hilbert H, π(pG) soit la projection
orthogonale sur le sous-espace HG de H formé des vecteurs invariants par l’action
de G (voir aussi [Val92, Proposition 2], [Val84b, Lemma 3.1]). Cette caractérisa-
tion permet de démontrer beaucoup de propriétés vérifiées par les groupes ayant la
propriété (T). Par exemple, dans [Val84b, Theorem 3.6], Valette l’a utilisée pour
montrer que si G est un groupe localement compact et H est un sous-groupe fermé
distingué de G tel que H et G/H ont la propriété (T), alors le groupe G a aussi
la propriété (T). Il redémontre en plus, de façon assez directe, un résultat de Wang
[Wan75, Theorem 3.7] sur l’extension de la propriété (T) : si un groupe séparable et
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4localement compact G a un sous-groupe fermé H de co-volume fini ayant la propriété
(T), alors G a la propriété (T). On rappelle que Kazhdan avait montré l’hérédité de
la propriété (T) : si un groupe localement compact G a la propriété (T) alors tout
sous-groupe fermé unimodulaire et de co-volume fini Γ de G a aussi la propriété (T)
(cf. [Kaz67, Theorem 3]).
D’autre part, si un groupe localement compact, et non-compact,G a la propriété (T),
l’existence d’un idempotent pG dans C∗(G) comme ci-dessus, permet de distinguer la
K-théorie des deux C∗-algèbres, C∗(G) et C∗r (G), où on note C
∗
r (G) la C
∗-algèbre ré-
duite de G (cf. [Val84b, Proposition 3.4]). En effet, si on note λG : C∗(G)→ C∗r (G) la
représentation régulière gauche de G et λG,∗ le morphisme de groupes de K(C∗(G))
dans K(C∗r (G)) qu’elle définit, alors, comme G n’est pas compact, λG n’a pas de
vecteurs invariants par l’action de G non nuls et λG(pG) = 0. Donc pG définit un
élément [pG] non nul dans K(C∗(G)) qui appartient au noyau de λG,∗, et donc λG,∗
n’est pas injectif.
En général, beaucoup de travaux ont montré que les idempotents dans la C∗-
algèbre d’un groupe localement compact G jouent un rôle essentiel dans certains
aspects de la théorie des représentations de G, parmi lesquels on peut citer l’étude
des représentations intégrables et de carré intégrable (classification des séries dis-
crètes deG par induction de Dirac (cf. [BCH94], [Val84a], [Laf02a])) ou, évidemment,
l’étude des points isolés dans le dual unitaire, Ĝ, ou dans le dual unitaire tempéré,
Ĝr, de G (cf. [Bar80], [Val84b]). Le problème d’étudier les points isolés dans le dual
unitaire d’un groupe localement compact a été posé par Dixmier dans [Dix61]. À
l’aide de techniques qui utilisent l’existence d’idempotents, on peut montrer que,
pour certains groupes (par exemple les groupes de Lie nilpotents) toute représenta-
tion irréductible de carré intégrable est intégrable (cf. [Bar80, Theorem 3]). On peut
aussi montrer, de façon assez élémentaire, un résultat de Wang qui répond de façon
affirmative à une des questions posées par Dixmier : les représentations unitaires
intégrables d’un groupe localement compact G définissent des points isolés de Ĝ
(cf. [Bar80, Corollary 2], [Val84b, Theorem 2.3]). Il est clair que l’apparition de la
propriété (T) a mis en évidence le lien étroit qui existe entre les points isolés dans
Ĝ et la théorie des groupes, ce qui justifie pleinement leur intérêt.
Plus généralement, dans [Bar80], Barnes a montré qu’un projecteur minimal de
C∗(G) détermine toujours une représentation unitaire irréductible de G, dont la
classe d’équivalence est un point isolé dans Ĝ. De plus, si le groupe G est σ-compact,
la réciproque est vraie : tout point isolé dans Ĝ correspond à une représentation uni-
taire déterminée par un projecteur minimal de C∗(G). Il a montré aussi qu’il en est
de même dans le cas du dual unitaire tempéré Ĝr, où C∗r (G) remplace C
∗(G) (cf.
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[Bar80, Proposition 2]) 1.
De plus, dans le cas où G est unimodulaire, tout point isolé dans Ĝr est une re-
présentation de carré intégrable de G ([Bar80, Proposition 2]). Si G est un groupe
de Lie semi-simple la réciproque est vraie : toute représentation de carré intégrable
définit un point isolé dans Ĝr et donc, un projecteur minimal dans C∗r (G), ce qui
constitue un ingrédient important dans la classification des représentations de carré
intégrable (ou séries discrètes) par induction de Dirac (cf. [Laf02a], [BCH94]).
Par ailleurs, Wang a montré qu’un groupe localement compact G a la propriété
(T) si, et seulement si, toute représentation unitaire de dimension finie de G définit
un point isolé dans Ĝ (cf. [Wan75, Theorem 2.1]). Ce résultat implique que si G est
un groupe ayant la propriété (T), alors toute représentation unitaire de dimension
finie définit un idempotent minimal dans C∗(G) et donc un élément dans la K-
théorie de C∗(G). Il est naturel alors de se demander si des phénomènes analogues
apparaissent lorsqu’on étudie les représentations de dimension finie non unitaires
d’un groupe localement compact. Dans la première partie de ce travail, nous allons
voir que, effectivement dans certains cas (par exemple pour la plupart des groupes
de Lie simples ayant la propriété (T)), toute représentation de dimension finie non
unitaire définit un idempotent dans une certaine algèbre de Banach associée à G,
qui apparaît de façon naturelle.
Dans le Chapitre 1, nous allons proposer une variante de la propriété (T) de
Kazhdan en considérant des représentations d’un groupe localement compact qui
s’écrivent comme le produit tensoriel d’une représentation non unitaire de dimension
finie et d’une représentation unitaire. Pour ceci, étant donnée une représentation de
dimension finie d’un groupe localement compact G, nous allons définir un analogue
tordu de la C∗-algèbre maximale de G, C∗(G), et nous allons définir la propriété
(T) tordue en termes d’idempotents dans cette algèbre.
Les représentations de dimension finie que nous allons considérer, à partir de main-
tenant, ne sont pas nécessairement unitaires à moins qu’on affirme le contraire.
Définition 1. Soit G un groupe localement compact et ρ une représentation de G
dans un espace vectoriel de dimension finie V muni d’une norme hermitienne. Soit
Cc(G) l’espace vectoriel des fonctions à support compact sur G. L’algèbre de groupe
tordue Aρ(G) est le complété (séparé) de Cc(G) pour la norme définie par la formule
1On rappelle qu’un idempotent p dans une ∗-algèbre A est un projecteur si p∗ = p et il est
minimal si p.A.p = Cp.
6suivante, pour f ∈ Cc(G),
‖f‖ = sup
(π,H)
‖(π ⊗ ρ)(f)‖L(H⊗V ),
où le supremum est pris parmi les représentations unitaires de G.
Remarque 1. 1. L’algèbre Aρ(G) ainsi définie est une algèbre de Banach. C’est
une C∗-algèbre si, et seulement si, la représentation (ρ, V ) est unitaire. Dans
ce cas, Aρ(G) = C∗(G) en tant qu’algèbres de Banach. Supposons en effet
que ρ soit une représentation unitaire de G. Alors on a trivialement l’in-
égalité de normes ‖.‖Aρ(G) ≤ ‖.‖C∗(G) de sorte que Aρ(G) est un quotient
de C∗(G). Soit (ρ∗, V ∗) la représentation contragrédiente de G sur l’espace
dual V ∗ de V . Donc, comme (V ∗ ⊗ V )G = HomG(V, V ), la représentation tri-
viale 1G de G est fortement contenue dans ρ∗ ⊗ ρ. Ceci implique que toute
représentation unitaire π est fortement contenue dans π ⊗ ρ∗ ⊗ ρ, et donc
que toute représentation unitaire π est fortement contenue dans l’ensemble
{σ ⊗ ρ| σ une représentation unitaire}. D’où ‖.‖C∗(G) ≤ ‖.‖Aρ(G) et C∗(G) =
Aρ(G), à équivalence de norme près.
2. Si on choisit une autre norme sur V , comme deux normes sur V sont toujours
équivalentes, on obtient alors une norme équivalente sur Aρ(G). En particulier,
si G est un groupe compact, comme toute représentation de G sur un espace
de Hilbert est unitarisable, alors Aρ(G) = C∗(G), à équivalence de norme près.
3. Toute représentation de G de la forme π⊗ρ, avec π une représentation unitaire,
peut être prolongée, de façon évidente, en une représentation de Aρ(G) sur
H ⊗ V que nous notons π ⊗ ρ, par abus de notation.
4. Soit ρ∗ la représentation contragrédiente de ρ sur l’espace dual V ∗ de V . Si ρ
et ρ∗ sont conjuguées par un opérateur de V dans V ∗ unitaire, alors l’algèbre
Aρ(G) est involutive.
Nous allons donner la définition suivante de propriété (T) tordue
Définition 2. Soit G un groupe localement compact. On dit que G a la propriété
(T) tordue par ρ s’il existe un idempotent pG dans Aρ(G) tel que ρ(pG) = IdV et,
pour toute représentation unitaire π qui ne contient pas de vecteurs invariants non
nuls, (π ⊗ ρ)(pG) = 0.
Le résultat principal du Chapitre 1 est énoncé dans le théorème suivant
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Théorème 1. Soit G un groupe de Lie réel algébrique semi-simple de centre fini,
connexe et simplement connexe (au sens algébrique), et tel que chaque facteur simple
de G est ou bien de rang réel supérieur ou égal à 2, ou bien localement isomorphe à
Sp(n, 1) pour n ≥ 2 ou à F4(−20). Soit ρ une représentation irréductible de dimension
finie de G. Alors G a la propriété (T) tordue par ρ.
La propriété fondamentale pour nous impliquée par les hypothèses du Théorème
1 est la décroissance uniforme des coefficients de matrice des représentations unitaires
qui n’ont pas de vecteurs invariants non nuls. Ce résultat, dû à Cowling [Cow79]
(voir aussi [Cow04]), pour les groupes de Lie simples ayant la propriété (T), définit
une propriété plus forte que la propriété (T) et permet de construire, de façon assez
explicite, un idempotent dans Aρ(G) vérifiant les conditions de la définition 2.
L’idée du résultat de Cowling est la suivante : on peut montrer que si G est un
groupe de Lie simple connexe avec la propriété (T), alors il existe qG dans ]2,+∞[
tel que
〈π(.)ξ, η〉 ∈ LqG+ǫ(G), pour tout ξ, η ∈ Hπ,
pour toute représentation unitaire (π,Hπ) de G qui n’a pas de vecteurs invariants
non nuls, et de plus,
‖〈π(.)ξ, η〉‖qG+ǫ ≤ CG,ǫ‖ξ‖ ‖η‖, pour tout ξ, η ∈ Hπ.
On peut montrer que ceci implique l’existence d’estimées uniformes sur les coeffi-
cients de matrice correspondants à des vecteurs K-finis, pour K un compact maxi-
male de G 2 (cf. [Cow79, Corollaire 2.2.4], voir aussi [How82, Corollary 7.2]). Ceci
implique que les coefficients de matrice des représentations unitaires qui tendent
vers zéro à l’infini décroissent de manière uniforme. Le résultat utilise ensuite le ré-
sultat de Howe et Moore qui montrent que pour tout groupe algébrique simple (non
compact) sur un corps local, tous les coefficients de matrice des représentations uni-
taires sans vecteurs invariants non nuls, tendent vers zéro à l’infini (cf. [HM79]).
C’est exactement ces estimations uniformes qui sont essentielles pour la preuve du
Théorème 1 (voir Théorème 1.2.6).
Nous mentionnons ici que pour les groupes de Lie simples avec la propriété (T), une
valeur de qG a été explicitement calculée (voir [How82], [Li95], [LZ96] et [Oh98]).
Le calcul explicite d’un tel qG fournit une méthode pour calculer des constantes de
Kazhdan pour ces groupes (voir aussi [Sha00] pour des explications à ce sujet et
[Oh02] pour le cas des groupes semi-simples).
2Un vecteur ξ ∈ Hpi est K-fini si l’action de K sur ξ engendre un sous-espace de dimension finie
de Hpi et l’estimée est uniforme pour les vecteurs tels que cette dimension est bornée.
8On rappelle que, dans [Kaz67], Kazhdan a introduit la propriété (T) pour mettre
en évidence la relation qui existe entre le dual unitaire d’un groupe et la structure
de ses réseaux. Dans ce sens, le résultat le plus important de son article, et sur
lequel Kazhdan met l’accent, est le résultat d’hérédité. Nous allons démontrer aussi
un résultat sur l’hérédité de la propriété (T) tordue (cf. Proposition 1.1.10) :
Proposition 1. Soit G un groupe localement compact et Γ un réseau cocompact de
G. Soit ρ une représentation irréductible de dimension finie de G. Si G a la propriété
(T) tordue par ρ alors Γ a la propriété (T) tordue par ρ|Γ.
Les représentations considérées n’étant pas unitaires, le cas des réseaux non co-
compacts est plus difficile à traiter car, dans ce cas, nous n’avons aucun contrôle
sur la norme de ρ(g) quand g tend vers l’infini. Nous croyons tout de même qu’un
énoncé analogue à celui de la Proposition 1 pour les réseaux non cocompacts doit
être vrai.
Dans le cas unitaire, une des raisons pour laquelle la propriété (T) a trouvé des
applications dans des domaines tellement variés est le fait qu’elle admette plusieurs
formulations équivalentes (voir par exemple [Val02] et [dlHV89]).
On remarque que si ρ est égale à la représentation triviale 1G de G, la définition de
propriété tordue donnée ci-dessus correspond à la caractérisation algébrique de la
propriété (T). Au vu des travaux réalisés dans le cas unitaire, on aimerait donner
une caractérisation de la propriété (T) tordue en termes de points isolés sur l’es-
pace des représentations de dimension finie non unitaires de G. Malheureusement,
on ne sait pas quelle topologie imposer sur cet espace pour avoir des bonnes pro-
priétés et la topologie de Fell telle qu’elle est définie dans le cas des représentations
unitaires ne semble plus être bien définie dans ce cadre (cf. [Fel65]). En effet, la
correspondance bijective qu’il y a entre les représentations unitaires de G et les ∗-
représentations, non-dégénérées, de C∗(G), implique que la topologie naturelle sur Ĝ
donnée en termes de convergence uniforme sur les compacts de fonctions de type po-
sitif sur G, coïncide avec la topologie définie par Fell sur le dual de C∗(G). Comme
C∗(G) est une C∗-algèbre, cette topologie coïncide avec la topologie de Jacobson
définie en termes d’idéaux primitifs sur C∗(G) (cf. [Fel60, Theorem 1.3, Theorem
1.2], [FD88, Chapter VII]). Mais cette relation étroite entre représentations de G et
représentations de C∗(G) n’existe plus quand on considère des représentations non
unitaires.
Il est facile de montrer, tout de même, que la présence d’un idempotent pG dans
Aρ(G) vérifiant les propriétés de la Définition 2 implique que le noyau de ρ ne
contient jamais le noyau d’une représentation de la forme π ⊗ ρ, lorsque π est une
représentation unitaire de G qui n’a pas de vecteurs invariants non-nuls. Autrement
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dit, la présence de pG dans Aρ(G) implique que Aρ(G) s’écrit comme la somme di-
recte d’une copie de Mn(C) (pour n égal à la dimension de ρ) et d’un idéal bilatère
de Aρ(G). Cette décomposition de Aρ(G) en somme directe est plus forte que l’iso-
lement de ρ, en tant que représentation de Aρ(G), pour n’importe quelle topologie.
Les résultats du Chapitre 1 s’inscrivent dans la ligne de résultats récents sur des
renforcements de la propriété (T) pour les groupes de Lie simples de rang supérieur
(voir par exemple les résultats de Lafforgue pour les représentations de Sl3(Qp) sur
les espaces de Banach uniformément convexes [Laf07]). Nous mentionnons ici que,
dans [FH06], Fisher et Hichtman, en utilisant la caractérisation de la propriété (T)
en termes de 1-cohomologie donnée par les travaux de Delorme et Guichardet (cf.
[Del77] [Gui72], voir [BdlHV, Chapter 2]), ont défini un renforcement de la propriété
(T), qu’ils appellent propriété F ⊗ H, et qui ressemble à la propriété (T) tordue.
Nous allons parler un peu du lien qui pourrait exister entre ces deux propriétés à la
fin de cette introduction.
Cependant, pour nous le plus important est la présence d’idempotents dans
Aρ(G) et nous allons nous concentrer sur leur étude.
De la même façon que nous avons défini un analogue tordu de la C∗-algèbre
maximale d’un groupe localement compact G par rapport à une représentation de
dimension finie, nous allons définir un analogue tordu de la C∗-algèbre réduite de
G. La définition est la suivante
Définition 3. SoitG un groupe localement compact et ρ une représentation deG sur
un espace vectoriel de dimension finie V muni d’un structure hermitienne. L’algèbre
Aρr(G) est le complété (séparé) de l’espace Cc(G) des fonctions continues à support
compact sur G pour la norme définie par la formule suivante : pour f ∈ Cc(G),
‖f‖ = ‖(λG ⊗ ρ)(f)‖L(L2(G)⊗V ),
où λG : G→ L(L2(G)) est la représentation régulière gauche de G.
Nous obtenons ainsi une nouvelle famille d’algèbres de Banach indexée par l’en-
semble des représentations de dimension finie de G. De même que dans le cas maxi-
mal, une autre norme sur V induit une norme équivalente sur Aρr(G).
Remarque 2. Si ρ est une représentation unitaire alors Aρr(G) = C
∗
r (G). En effet, ceci
vient du fait que la représentation régulière de G est “absorbante” : la représentation
λG ⊗ ρ est unitairement équivalente à λG ⊗ IdG, où on note IdG la représentation
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triviale G sur V ; l’opérateur d’entrelacement entre ces deux représentations est
donné par l’application
L2(G, V )→ L2(G, V )
f 7→
(
g 7→ f(g)ρ(g−1)
)
,
(en identifiant L2(G) ⊗ V avec L2(G, V )). Il est facile de vérifier que,
T (λG ⊗ ρ)(g) = (IdG ⊗ λG)(g)T , pour tout g ∈ G.
De la même manière que dans le cas unitaire, nous allons montrer que, si le
groupe G a la propriété (T) tordue par ρ, alors les algèbres Aρ(G) et Aρr(G) n’ont
pas la même K-théorie. C’est exactement l’idempotent pG de Aρ(G) donné par la
définition 2 qui permet de les distinguer.
Proposition 2. Soit ρ ⊗ λG : Aρ(G) → Aρr(G) l’unique morphisme qui prolonge
l’identité sur Cc(G) et soit (ρ⊗λG)∗ : K(Aρ(G))→ K(Aρr(G)) le morphisme induit
en K-théorie. Si G a la propriété (T) tordue par ρ et G n’est pas un groupe compact
alors (ρ⊗ λG)∗ n’est pas injectif.
La deuxième partie de ce travail est consacrée au calcul de la K-théorie des
algèbres tordues pour une large classe de groupes vérifiant la conjecture de Baum-
Connes. Cette classe contient en particulier les groupes de Lie semi-simples et les
sous-groupes fermés des groupes de Lie semi-simples. Étant donnée ρ, une représen-
tation de dimension finie d’un groupe localement compact G, nous allons construire
un morphisme de groupes qui va du membre de gauche du morphisme de Baum-
Connes vers la K-théorie de l’algèbre Aρr(G) et nous allons montrer que, dans tous
les cas où nous savons démontrer que la conjecture de Baum-Connes est vraie, ce
morphisme est aussi un isomorphisme.
Historique et rappels sur la conjecture de Baum-Connes. On rappelle que
la conjecture de Baum-Connes propose une façon de calculer la K-théorie de la C∗-
algèbre réduite d’un groupe localement compact et plus généralement, la K-théorie
des produits croisés réduits (cf. [BCH94]). Soit G un groupe localement compact
et soit B une G-C∗-algèbre. Baum, Connes et Higson ont défini un morphisme
d’assemblage
µBr : K
top(G,B)→ K(C∗r (G,B)),
où Ktop(G,B) est la K-homologie G-équivariante, à valeurs dans B, du classifiant
universel pour les actions propres de G, noté EG. On rappelle que Ktop(G,B) est
donné par la formule suivante,
Ktop(G,B) = lim
−→
KKG(C0(X), B),
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où la limite inductive est prise sur les partiesX fermées de EG qui sontG-invariantes
et G-compactes. En particulier, si B = C, on note µr := µCr .
Pour tout groupe localement compact (et dénombrable à l’infini), ce morphisme,
appelé désormais morphisme de Baum-Connes, peut être défini à l’aide de la KK-
théorie équivariante de Kasparov (cf. [Kas88]). La conjecture de Baum-Connes af-
firme que µr est un isomorphisme pour tout groupe localement compact G. Plus
généralement, la conjecture de Baum-Connes à coefficients affirme que µBr est un
isomorphisme pour tout groupe localement compact G et pour toute G-C∗-algèbre
B.
La méthode la plus puissante pour démontrer la conjecture de Baum-Connes,
appelée de façon générale méthode du “dual Dirac-Dirac”, repose sur la KK-théorie
équivariante de Kasparov. Elle a été introduite par Kasparov dans son preprint
de 1981 (publié après dans [Kas95]) pour montrer la conjecture de Novikov sur
l’invariance homotopique des signatures d’ordre supérieur des variétés différentielles,
dans le cas des variétés dont le groupe fondamental est un sous-groupe discret d’un
groupe de Lie connexe. Dans le cas le plus simple, cette méthode peut être décrite
de la façon suivante : soient G un groupe de Lie semi-simple et K un compact
maximale de G tels que G/K admette une structure spinc. Dans ce cas, Kasparov a
alors construit un élément [d] ∈ KKG(C0(G/K),C), défini à l’aide d’un opérateur
de Dirac sur G/K, et un élément η ∈ KKG(C, C0(G/K)), appelé “dual-Dirac”, qui
vérifient l’égalité
[d]⊗C η = 1,
dans KKG(C0(G/K), C0(G/K)). Ceci implique que, si on pose
γ := η ⊗C0(G/K) [d],
alors l’élément γ est un idempotent de KKG(C,C) et l’image de γ par l’homo-
morphisme de descente 3 définit un projecteur dans End(K∗(C∗r (G,B)) pour toute
G-C∗-algèbre B. Kasparov a démontré alors, à l’aide de l’élément γ, que µBr est un
morphisme injectif, ce qui implique que la conjecture de Novikov est vérifiée dans
ce cadre. Il démontre en plus que l’image de µBr est égale à l’image du projecteur
défini par γ dans K∗(C∗r (G,B)).
Dans [Tu99], Tu a énoncé la méthode du “dual Dirac-Dirac” dans une forme très
générale qui utilise le fait que le morphisme de Baum-Connes à coefficients dans
une algèbre propre est un isomorphisme (cf. [CEM01], voir aussi [HG04, Theorem
3Pour toute G-C∗-algèbre B l’homorphisme de descente est défini de KKG(B,B) dans
KK(C∗r (G,B), C
∗
r (G,B)).
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2.19]). Elle consiste à construire un élément de “Dirac” d dans KKG(A,C) et un
élément “dual-Dirac” η dans KKG(C, A), pour A une G-C∗-algèbre propre, tels
que, si on pose γ := η ⊗A d ∈ KKG(C,C) alors l’élément γ agit par l’identité
sur Ktop(G), ou, plus précisément, p∗(γ) = 1 dans KKG⋉EG(C0(EG), C0(EG)),
où p : EG → {pt} est la projection de EG sur le point. Tu a montré que si un
élément avec ces propriétés existe, alors le morphisme de Baum-Connes µBr est
injectif pour toute G-C∗-algèbre B. Si de plus γ = 1 dans KKG(C,C), alors µBr est
un isomorphisme pour toute G-C∗-algèbre B.
Dans [Kas88], Kasparov a utilisé la méthode originale pour montrer l’injectivité
de µBr (et donc la conjecture de Novikov) pour tout groupe de Lie semi-simple
G et pour toute G-C∗-algèbre B. Il démontre aussi l’injectivité pour tous les
sous-groupes fermés des groupes de Lie semi-simples, la conjecture de Baum-Connes
à coefficients passant aux sous-groupes fermés. Depuis, la méthode générale a été
utilisée, par exemple, par Kasparov et Skandalis et puis par Higson et Kasparov,
pour démontrer l’injectivité du morphisme de Baum-Connes pour une classe très
vaste de groupes, notée C dans [Laf02b]. Nous rappelons ici que cette classe est
constituée par les groupes suivants :
– les groupes localement compacts agissant de façon continue, propre et isomé-
trique sur une variété riemannienne complète simplement connexe à courbure
sectionnelle négative ou nulle (cf. [Kas88]), ou sur un immeuble de Bruhat-Tits
affine (cf. [KS91]),
– les groupes discrets agissant proprement et par isométries sur un espace mé-
trique faiblement géodésique, faiblement bolique et de géométrie co-uniforme
bornée (cf. [KS03] et [Tza00] pour la terminologie co-uniforme),
– les groupes localement compacts a-T-menables, c’est-à-dire qui agissent de
façon affine isométrique et propre sur un espace de Hilbert (cf. [HK01]).
La classe C contient, en particulier, tous les groupes moyennables, tous les
groupes hyperboliques au sens de Gromov et tous les groupes p-adiques.
Pour les groupes a-T-menables, Higson et Kasparov prouvent aussi que γ est
égal à 1 dans KKG(C,C) et donc la surjectivité du morphisme à coefficients (cf.
[HK01], voir aussi [Jul98]).
En revanche, dès que le groupe G est non-compact et a la propriété (T), la
représentation triviale de G est isolée parmi les représentations unitaires de G.
Donc, dans ce cas, il est impossible de construire une homotopie entre l’élément γ
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et 1 dans KKG(C,C), ce qui a longtemps constitué une barrière pour la vérification
de la conjecture. En fait, pendant longtemps la plupart des preuves de la conjecture
de Baum-Connes 4 impliquaient que le morphisme analogue au morphisme de
Baum-Connes, défini en remplaçant la K-théorie de C∗r (G) par la K-théorie de la
C∗-algèbre maximale du groupe, C∗(G), était aussi un isomorphisme et donc que
les deux C∗-algèbres, C∗r (G) et C
∗(G), avaient la même K-théorie. Mais on sait
que, dès que le groupe est non compact et a la propriété (T), on peut construire
explicitement un projecteur qui distingue ces deux K-théories (cf. Chapitre 1). Il
était alors évident que pour les groupes ayant la propriété (T) il fallait inventer une
nouvelle méthode (voir [Jul97]).
Dans [Laf02b], Lafforgue démontre la conjecture de Baum-Connes sans coefficients
pour une classe de groupes qui contient un grand nombre de groupes possédant la
propriété (T). Elle contient en particulier :
– les groupes de Lie semi-simples réels,
– tous les sous-groupes discrets cocompacts de Sp(n, 1), F4(−20) et de SL3(F )
pour un corps local F ,
et donc elle contient les premiers exemples de groupes infinis discrets ayant la pro-
priété (T) (cf. [dlHV89]) et vérifiant la conjecture de Baum-Connes. On remarque
ici que Julg, dans [Jul02], a montré la conjecture à coefficients pour Sp(n, 1) ainsi
que pour tout sous-groupe discret de Sp(n, 1).
Pour les groupes de Lie semi-simples réels, Lafforgue construit une variante de
l’algèbre de Schwartz généralisée qui est une sous-algèbre dense et stable par calcul
fonctionnel holomorphe dans C∗r (G). Pour tous les sous-groupes discrets cocompacts
de Sp(n, 1), F4(−20) et de SL3(F ) pour un corps local F , Lafforgue utilise le fait
que ces groupes possèdent la propriété (RD) (cf. [Laf00], [dlH88]). Dans ce cas,
une variante de l’algèbre de Jolissaint associée à G (cf. [Jol90]) est aussi une sous-
algèbre de Banach dense et stable par calcul fonctionnel holomorphe dans C∗r (G).
L’argument utilisé par Lafforgue reste valable dans le cas des sous-groupes discrets
cocompacts de SL3(H) et de E6(−26) car ils possèdent aussi la propriété (RD) (cf.
[Cha03]). Dans les deux cas mentionnés ci-dessus, la propriété essentielle dans la
preuve de Lafforgue, vérifiée par les deux sous-algèbres de C∗r (G) qu’il construit,
4Il faut excepter, en particulier, la preuve de [Was87] concernant les groupes de Lie linéaires
connexes réductifs, la preuve de [Val84a] pour le K1 des revêtements finis de SU(n, 1), la preuve de
[BHP97] dans le cas de GLn d’un corps non-archimédien de caractéristique 0 et celle de [BBV99]
pour les groupes à 1 relator, qui consistent à calculer explicitement et à identifier les deux membres
du morphisme µr.
14
est le fait d’être une complétion inconditionnelle de Cc(G), l’espace des fonctions à
support compact sur G. On rappelle qu’une complétion de Cc(G) est une complétion
inconditionnelle si c’est la complétion pour une norme d’algèbre telle que ‖f‖ ne
dépende que de g 7→ |f(g)| (cf. Définition 3.2.1). Si B est une G-C∗-algèbre et B(G)
est une complétion inconditionnelle de Cc(G), on note B(G,B) la complétion de
Cc(G,B) pour la norme
‖f‖ = ‖g 7→ ‖f(g)‖B‖B(G).
Pour toute complétion inconditionnelle B(G) de Cc(G) et pour toute G-C∗-algèbre
B, Lafforgue construit une variante du morphisme de Baum-Connes à coefficients
µBB : K
top(G,B)→ K(B(G,B)).
Sa construction repose sur la construction d’un bifoncteur G-équivariant,
KKbanG (A,B), pour A et B des G-algèbres de Banach, qui lui permet de construire
une théorie équivariante pour les algèbres de Banach analogue à la KK-théorie
équivariante de Kasparov (mais pour laquelle on n’a pas un produit analogue au
produit de Kasparov). Il construit en plus une application ι de KKG(A,B) dans
KKbanG (A,B), dans le cas où A et B sont des G-C
∗-algèbres. Il démontre ensuite
une égalité à peine plus faible que ι(γ) = 1 dans KKbanG (C,C) pour une classe
de groupes qu’il note C ′, qui est contenue dans la classe C (d’où l’existence d’un
élément γ) et qui contient, en particulier, tous les groupes de Lie semi-simples réels,
ainsi que tous les sous-groupes fermés d’un groupe de Lie semi-simple réel. Nous
rappelons ici que la classe C ′ est constituée par les groupes a-T-menables et par
tous les groupes localement compacts agissant de façon continue, isométrique et
propre sur un des espaces suivants :
– sur une variété riemannienne complète simplement connexe, dont la courbure
sectionnelle est négative ou nulle et bornée inférieurement, et dont la dérivée
du tenseur de courbure (suivant la connexion induite de la connexion de Levi-
Civita sur le fibré tangent) est bornée, ou
– sur un immeuble affine de Bruhat-Tits uniformément localement fini, ou
– sur un espace métrique uniformément localement fini, faiblement géodésique,
faiblement bolique et vérifiant une condition supplémentaire de bolicité forte.
L’égalité ι(γ) = 1 dans KKbanG (C,C) implique que µ
B
B est un isomorphisme pour
tout groupe G dans la classe C ′, pour toute complétion inconditionnelle B(G) et
pour toute G-C∗-algèbre B. En particulier, comme l’algèbre L1(G) est une complé-
tion inconditionnelle de Cc(G), le morphisme de Ktop(G,B) dans la K-théorie des
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algèbres de Banach L1(G,B) construit par Lafforgue, est un isomorphisme pour
toute G-C∗-algèbre B et pour tout groupe de la classe C ′, ce qui répond de manière
affirmative à une conjecture de Bost (cf. [Laf02b, Introduction]). Le fait d’avoir
alors une complétion inconditionnelle de Cc(G) qui soit une sous-algèbre dense de
C∗r (G) et stable par calcul fonctionnel holomorphe implique que le morphisme de
Baum-Connes sans coefficients, µr, est un isomorphisme.
On rappelle que si A et B sont deux algèbres de Banach telles que A est une
sous-algèbre de B, alors on dit que A est stable par calcul fonctionnel holomorphe
dans B si tout élément de A a le même spectre dans A et dans B. L’importance de
cette notion est que si A est une sous-algèbre dense et stable par calcul fonctionnel
holomorphe dans B, alors elles ont la même K-théorie, c’est-à-dire que si on
note i : A → B l’inclusion alors i∗ : K(A) → K(B) est un isomorphisme (voir
l’appendice A de [Bos90]).
Dans [CEN03], Chabert, Echterhoff et Nest ont étendu les résultats de Lafforgue
aux groupes presque connexes.
Morphisme de Baum-Connes tordu. Revenons maintenant aux algèbres de
groupe tordues. De la même façon que nous avons défini des analogues des C∗-
algèbres, C∗(G) et C∗r (G), tordus par rapport à une représentation de dimension
finie, dans le Chapitre 2 nous allons définir, pour toute G-C∗-algèbre B, des pro-
duits croisés tordus, maximal et réduit, de B et G, qui seront des généralisations
des produits croisés C∗(G,B) et C∗r (G,B) (cf. Définition 2.1.6, [Ped79, 7.6]). Ces
produits croisés tordus sont définis de la manière suivante
Définition 4. Soit (ρ, V ) une représentation de dimension finie de G. On considère
l’application
Cc(G,B)→ Cc(G,B ⊗ End(V ))
b 7→ (g 7→ b(g)⊗ ρ(g)).
Le produit croisé de G et B tordu par ρ (resp. produit croisé réduit), que l’on note
B⋊ρG (resp.B⋊ρrG), est l’adhérence de l’image de Cc(G,B) dans C
∗(G,B)⊗End(V )
(resp. C∗r (G,B)⊗End(V )), où ⊗ denote le produit tensoriel minimal de C
∗-algèbres.
Remarque 3. 1. Ces définitions impliquent en particulier que, si B = C, alors
C⋊ρ G = Aρ(G) et C⋊ρr G = A
ρ
r(G),
de sorte que les algèbres tordues définies dans le Chapitre 1, sont des cas
particuliers des produits croisés tordus.
16
2. Il est clair que, si on note λG,B la représentation régulière gauche covariante
de B (cf. Définition 2.1.6), elle induit un unique morphisme de C∗-algèbres
de C∗(G,B) dans C∗r (G,B), encore noté λG,B, et donc un unique morphisme
d’algèbres de Banach
λG,B ⊗ ρ : B ⋊ρ G→ B ⋊ρr G,
(cf. Chapitre 1 section 1.1.2).
3. Si ρ est une représentation unitaire de G, les produits croisés tordus sont
égaux aux produits croisés classiques C∗r (G,B) et C
∗(G,B), et donc, si G est
compact, B ⋊ρ G = C∗(G,B) (qui est égal à B ⋊ρr G = C
∗
r (G,B)).
Nous allons ensuite construire deux morphismes de la K-homologie G-
équivariante de EG à coefficients dans B dans la K-théorie des produits croisés
tordus
µBρ : K
top(G,B)→ K(B ⋊ρ G) et µBρ,r : K
top(G,B)→ K(B ⋊ρr G),
que nous allons appeler morphismes de Baum-Connes tordus, maximal et réduit
respectivement.
Ils seront construits de sorte que si ρ est une représentation unitaire de G, le
morphisme µBρ,r coïncide avec le morphisme de Baum-Connes classique.
Le Chapitre 3 est consacré à l’étude de la bijectivité des morphismes µBρ et µ
B
ρ,r
pour une large classe de groupes vérifiant la conjecture de Baum-Connes. Nous
allons procéder de la façon suivante :
Dans la Section 3.1, nous allons utiliser la méthode du “dual Dirac-Dirac”. Pour
ceci, nous allons d’abord montrer que le morphisme de Baum-Connes tordu à coeffi-
cients dans une C∗-algèbre propre est un isomorphisme pour tout groupe localement
compact. Nous allons ensuite nous servir de ceci pour étudier l’injectivité de µBρ dans
le cas des groupes pour lesquels on peut construire un élément γ de Kasparov. Le
théorème est le suivant
Théorème 2. Soit G un groupe localement compact tel que pour toute partie
G-compacte Y de EG, il existe une G-C∗-algèbre propre A et des éléments η ∈
KKG(C, A) et d ∈ KKG(A,C) tels que γ := η ⊗A d ∈ KKG(C,C) vérifie p∗(γ) =
1 dans KKG⋉Y (C0(Y ), C0(Y )), où p est la projection de Y vers le point. Alors,
pour toute représentation ρ de dimension finie et pour toute G-C∗-algèbre B, les
morphismes µBρ et µ
B
ρ,r sont injectifs.
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Nous démontrons aussi un théorème pour la surjectivité de µBρ dans le cas où
l’élément γ est égal à 1 :
Théorème 3. Soit G un groupe localement compact. Supposons qu’il existe une G-
C∗-algèbre propre A, et des éléments η ∈ KKG(C, A) et d ∈ KKG(A,C) tels que, si
on pose γ := η⊗A d ∈ KKG(C,C) on a γ = 1. Soit B une G-C∗-algèbre. Alors, pour
toute représentation ρ de dimension finie de G, µBρ et µ
B
ρ,r sont des isomorphismes.
On remarque que dans le cas où γ = 1, on a K(B ⋊ρ G) = K(B ⋊ρr G), pour
toute représentation de dimension finie ρ.
En particulier, ces deux théorèmes impliquent que pour tous les groupes de la
classe C, µBρ et µ
B
ρ,r sont injectifs et ce sont des isomorphismes pour tout groupe
a-T-menable.
Dans la Section 3.2 nous allons montrer que si G est un groupe localement
compact tel que C∗r (G) admette une sous-algèbre dense, stable par calcul fonctionnel
holomorphe et qui soit une complétion inconditionnelle de Cc(G), alors il existe une
sous-algèbre dense et stable par calcul fonctionnel holomorphe deAρr(G) qui est aussi
une complétion inconditionnelle de Cc(G). Nous allons utiliser ceci pour montrer le
théorème suivant :
Théorème 4. Soit G un groupe localement compact satisfaisant les deux conditions
suivantes :
1. il existe une complétion inconditionnelle de Cc(G) qui est une sous-algèbre
dense de C∗r (G) stable par calcul fonctionnel holomorphe ;
2. pour toute complétion inconditionnelle B(G) de Cc(G) le morphisme µB :
Ktop(G)→ K(B(G)) est un isomorphisme.
Soit ρ une représentation de dimension finie de G. Alors le morphisme de Baum-
Connes réduit tordu par ρ
µρ,r : K
top(G)→ K(Aρr(G)),
est un isomorphisme.
En appliquant le Théorème 0.02 de [Laf02b] qui dit que pour tout groupe de la
classe C ′, le morphisme µB est bijectif pour toute complétion inconditionnelle B(G),
on obtient alors que µρ,r est un isomorphisme pour tout groupe de Lie réductif réel
et pour tout groupe de la classe C ′ ayant la propriété (RD). En particulier, µρ,r
est un isomorphisme pour tout groupe hyperbolique et pour tous les sous-groupes
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discrets et cocompacts de SL3(H), de E6(−26) et de SL3(F ), où F est un corps local.
Pour terminer, dans le Chapitre 4, étant donné un groupe localement compact
G, nous allons définir une action de l’anneau des représentations non unitaires de
dimension finie de G, que l’on note RF (G), sur le membre de gauche du morphisme
de Baum-Connes, Ktop(G), qui généralise l’action induite par produit tensoriel par
une représentation de dimension finie dans le cas des groupes compacts.
En général, pour toute représentation de dimension finie (ρ, V ) de G, on aimerait
définir un endomorphisme de K(C∗r (G)) qui soit analogue au morphisme induit
par produit tensoriel par ρ sur l’anneau des représentations de G. Ceci définirait
un espèce d’analogue en K-théorie des foncteurs de translation de Zuckerman, dans
lesquels le produit tensoriel par une représentation de dimension finie intervient 5 (cf.
[Zuc77], [KV95, Chapter VII]). Cependant, comme ρ n’est pas supposée unitaire, le
produit tensoriel par ρ induit un morphisme de Cc(G) dans C∗r (G)⊗End(V ) qui n’est
pas définit sur C∗r (G) et dont le domaine de définition est l’algèbre tordue A
ρ
r(G).
On a donc un morphisme d’algèbres de Banach de Aρr(G) dans C
∗
r (G) ⊗ End(V ),
qui, par équivalence de Morita, induit un morphisme en K-théorie
Λρ : K(A
ρ
r(G))→ K(C
∗
r (G)).
D’autre part, il existe une action de RF (G) sur Ktop(G) définie de façon très
naturelle. On rappelle que, dans le cas des représentations unitaires, cette action a
été définie par Kasparov. En effet, pour tout groupe localement compact G, l’anneau
des représentations de Kasparov KKG(C,C), défini dans [Kas88] et noté R(G), est
le groupe abélien formé des classes d’homotopie de représentations de Fredholm
unitaires de G, sur lequel le produit de Kasparov définit une structure d’anneau
commutatif. L’anneau des représentations unitaires de dimension finie de G s’envoie
sur R(G) ; si G est un groupe compact, cette application est un isomorphisme
(voir par exemple [Hig98, Paragraph 8]). De plus, pour toutes G-C∗-algèbres A
et B, le produit de Kasparov définit une structure de R(G)-module sur le groupe
KKG(A,B). En particulier, si X est un G-espace propre (et G-compact), le groupe
KKG(C0(X),C) est muni d’une structure de module sur R(G). En passant à la
limite inductive, il est clair que le produit de Kasparov définit alors une structure de
R(G)-module sur Ktop(G), ce qui définit une action de l’anneau des représentations
unitaires de dimension finie de G sur Ktop(G). Nous allons généraliser cette action
au cas des représentations non unitaires de G.
Supposons d’abord que G soit un groupe de Lie connexe et K un sous-groupe
maximale de G tels que l’espace G/K soit une variété de dimension paire munie
5Dans le cadre de la K-théorie les foncteurs de Zuckerman ont été considérés par Bost.
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d’une structure spin G-équivariante. Dans ce cas, il est clair que Ktop(G) est muni
d’une structure de module sur RF (G). En effet, Ktop(G) est isomorphe à R(K),
l’anneau des représentations unitaires de K et toute représentation de dimension
finie ρ non unitaire définit un endomorphisme de R(K) : comme K est un groupe
compact, la restriction de ρ sur K est équivalente à une représentation unitaire de
K et donc ρ|K définit un élément de R(K). Le produit tensoriel par ρ|K,
R(K)→ R(K)
[σ] 7→ [ρ|K ⊗ σ],
induit un endomorphisme de Ktop(G) qui définit l’action RF (G) sur Ktop(G).
Dans le cas général, nous allons définir aussi un endomorphisme
Υρ : K
top(G)→ Ktop(G),
pour toute représentation de dimension finie ρ d’un groupe localement compact G,
qui coïncide avec le produit tensoriel par ρ lorsque G est compact ou lorsque ρ est
unitaire, et avec le produit tensoriel par ρ|K, dans le cas où G est un groupe de Lie
connexe et K est un compact maximal vérifiant les conditions ci-dessus.
Le résultat principal du Chapitre 4 est énoncé dans le théorème suivant
Théorème 5. Soit G un groupe localement compact et ρ une représentation non
unitaire de dimension finie de G. Alors le diagramme suivant
Ktop(G)
µρ,r //
Υρ

K(Aρr(G))
Λρ

Ktop(G)
µr // K(C∗r (G)),
est commutatif.
Dans [Val88], Valette a défini une action sur Ktop(G) pour des représenta-
tions non unitaires de dimension finie de G qui coïncide avec l’action donné par
Υ : ρ 7→ Υρ sur Ktop(G). Dans le cas des groupes de Lie connexes, il a défini aussi
une action de RF (G) sur l’image de l’élément γ de Kasparov dans K(C∗r (G)) qu’il
a interprété ensuite en termes de foncteurs de Zuckerman.
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Finalement, pour conclure cette Introduction, nous allons donner maintenant
quelques commentaires ainsi que quelques développements futurs possibles.
Tout d’abord, nous rappelons que, dans [FH06], Fisher et Hitchman ont défini
une propriété analogue à la propriété (T) tordue en utilisant la caractérisation de
celle-ci en termes de 1-cohomologie 6 et en considérant aussi des produits tensoriels
d’une représentation de dimension finie avec une représentation unitaire. Il serait
souhaitable de trouver une relation entre ces deux variantes de la propriété (T).
Une première idée naïve serait d’abord de donner une définition de la propriété (T)
tordue par ρ en termes de morphismes presque équivariants : soient (π,Hπ), (σ,Hσ)
des représentations de G, ǫ un nombre réel positif et K une partie compacte de G.
Un morphisme φ : Hπ → Hσ est (ǫ,K)-G-équivariant si
|φ(π(g)ξ)− σ(g)φ(ξ)| < ǫ,
pour tout élément unitaire ξ ∈ Hπ et pour tout g ∈ K. On pourrait dire alors que
G a la propriété (T) tordue par ρ, où (ρ, V ) est une représentation de dimension
finie, si la condition suivante est satisfaite : pour toute représentation unitaire
(π,Hπ) telle que pour tout ǫ > 0 et pour toute partie compacte K de G il existe un
morphisme φ : V → V ⊗ Hπ qui est (ǫ,K)-G-équivariant, il existe un morphisme
ψ : V → V ⊗Hπ qui est G-équivariant.
La caractérisation algébrique de la propriété (T) tordue implique celle définie à
travers les morphismes presque G-équivariants 7.
Dans le cas unitaire, on sait que les deux caractérisations sont équivalentes et si G
est un groupe tel que 1G soit isolée dans Ĝ, on peut construire explicitement un
idempotent pG dans C∗(G) qui, pour toute représentation unitaire sans vecteurs
invariants non nuls, soit la projection orthogonale sur l’espace des vecteurs G-
invariants. Cet idempotent est construit comme la projection spectrale d’éléments
auto-adjoints dans C∗(G) associés à un sous-ensemble compact de G (cf. [Val84b,
Theorem 3.2]). Cependant, dans le cas non unitaire, on ne sait pas comment
généraliser cette construction car elle utilise des arguments de positivité propres
aux C∗-algèbres qui ne peuvent pas être généralisés au cadre des algèbres de Banach
(qui ne sont même pas involutives).
La preuve de l’existence d’un idempotent vérifiant les conditions de la Définition 2,
pour les groupes de Lie qui vérifient les hypothèses du Théorème 1, est basée sur
la décroissance uniforme des coefficients de matrice des représentations unitaires,
et donc sur une propriété plus forte que la propriété (T). C’est cette propriété qui
6Pour la caractérisation cohomologique de la propriété (T) voir [Val02] et [BdlHV].
7La réciproque donnerait une caractérisation topologique de la propriété (T) tordue.
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nous permet de construire explicitement l’idempotent.
D’autre part, on rappelle que dans le Chapitre 1 nous avons montré que toute
représentation de dimension finie irréductible ρ d’un groupe de Lie simple G ayant
la propriété (T), définit un idempotent dans l’algèbre tordue par ρ, Aρ(G), ce qui,
dans un sens, veut dire que la représentation ρ est isolée dans l’ensemble des repré-
sentations de la forme ρ⊗ π, où π parcourt l’ensemble des représentations unitaires
de G.
De façon plus générale, pour tout groupe localement compact G et pour toute re-
présentation de dimension finie ρ, on aimerait étudier le comportement de ρ dans
l’ensemble des représentations de G qui ont la même croissance que ρ, c’est-à-dire
les représentations π qui vérifient l’inégalité ‖π(g)‖ ≤ ‖ρ(g)‖, pour tout g ∈ G.
Plus précisément, par exemple dans le cas où G = SL3(R) et ρ est la représentation
standard de G dans C3, si on note Eρ l’ensemble des représentations π qui satisfont
que ‖π(g)‖ ≤ ‖ρ(g)‖ pour tout g ∈ G, on pourrait considérer la complétion de Cc(G)
pour la norme donnée par :
‖f‖ = sup
(π,Hπ)∈Eρ
‖π(f)‖L(Hπ) , f ∈ Cc(G).
L’idée serait de montrer qu’il existe un idempotent dans cette nouvelle algèbre
de Banach qui projette sur la composante ρ-typique de toute représentation π de
G ayant la même croissance que ρ, c’est-à-dire, qui satisfait : ‖π(g)‖ ≤ ‖ρ(g)‖
pour tout g ∈ G. On remarque qu’une représentation de la forme ρ ⊗ π satisfait
la relation demandée, donc c’est une généralisation du cas que nous étudions dans
cette thèse.
Revenons maintenant aux résultats du Chapitre 3. En résumant, nous avons
obtenu que pour tout groupe G de la classe C, les morphismes µBρ et µ
B
ρ,r sont
injectifs pour toute représentation de dimension finie ρ et pour toute G-C∗-algèbre
B. De plus, ce sont des isomorphismes si l’élément γ est égal à 1. D’autre part,
nous avons montré que si G est un groupe appartenant à la classe C ′ et s’il existe
une complétion inconditionnelle de Cc(G) qui est une sous-algèbre de C∗r (G) dense
et stable par calcul fonctionnel holomorphe, alors µρ,r est un isomorphisme, pour
tout ρ. Au vu de ces résultats, on peut espérer avoir l’énoncé suivant :
Pour tout groupe G appartenant à la classe C et pour toute représentation de
dimension finie ρ, le morphisme µρ,r est un isomorphisme.
En fait, on peut espérer que µρ,r soit un isomorphisme dans les mêmes cas où le
morphisme de Baum-Connes est un isomorphisme et cet énoncé ne semble pas être
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plus facile à démontrer que la conjecture de Baum-Connes. En effet, la construction
des algèbres tordues A⋊ρr G n’est pas plus fonctorielle en G que la construction de
C∗r (G,A), mais reste fonctorielle en A, et ces algèbres tordues, à différence des com-
plétions inconditionnelles, ne sont pas plus stables que les C∗-algèbres de groupes
par le produit de Schur (cf. [Laf02a]). On rappelle que Higson, Lafforgue et Skan-
dalis dans [HLS02] ont donné un contre-exemple de la surjectivité du morphisme
de Baum-Connes à coefficients, ce qui nous laisse penser que le morphisme tordu
ne doit pas être un isomorphisme pour tous les groupes localement compacts. On
espère au moins que le morphisme tordu soit un isomorphisme dans tous les cas où la
conjecture de Baum-Connes est vraie. Dans ce sens, il serait évidement souhaitable
de vérifier si les résultat de [CEN03] sur les groupes presque connexes s’appliquent
aussi au cas du morphisme tordu. En particulier, le résultat concernant les groupes
de Lie réels réductifs (dont la partie semi-simple n’est pas nécessairement de centre
fini) qui étend les résultats de Lafforgue, semble bien s’appliquer dans notre cadre, à
condition de vérifier des résultats analogues aux résultats obtenus par Chabert, Ech-
terhoff et Nest par exemple pour les champs continus de C∗-algèbres (cf. [CEN03,
Proposition 4.6]).
Il serait aussi intéressant de montrer que le morphisme tordu est stable par exten-
sions (cf. [OO01], [Cha00]).
Chapitre 1
Propriété (T) tordue par une
représentation non unitaire
Ce chapitre est, à quelques modifications près, le texte d’un article [GA07] paru
dans la revue Journal of Lie Theory dans lequel nous définissons une version tordue
de la propriété (T) de Kazhdan en considérant des produits tensoriels de représenta-
tions unitaires par des représentations irréductibles de dimension finie non unitaires
d’un groupe topologique. Nous démontrons, en utilisant la décroissance uniforme
des coefficients de matrices des représentations unitaires d’un groupe de Lie réel
simple G, ayant la propriété (T) de Kazhdan, que toute représentation irréductible
de dimension finie ρ de G est isolée, dans un sens que nous précisons, parmi les
représentations de la forme ρ ⊗ π, où π parcourt les représentations unitaires irré-
ductibles de G.
Le cas où G = SLm(R) et m ≥ 3 a été présenté par l’auteur lors de l’école d’été
intitulée "Topological and Geometric Methods for Quantum Field Theory" pendant
l’été 2005 à Villa de Leyva en Colombie et va être publié dans les comptes-rendus
de celle-ci [GA05].
Introduction
Un groupe topologique G a la propriété (T) de Kazhdan si sa représentation
triviale est isolée dans son dual unitaire, Ĝ. En 1967, Kazhdan a introduit cette
propriété pour étudier la structure des réseaux dans les groupes de Lie réels. Il dé-
montre que tout réseau d’un groupe de Lie réel G qui a la propriété (T), est de type
fini [Kaz67]. Plus tard, en 1981, Akemann et Walter on donné une caractérisation
C∗-algébrique de la propriété (T) [AW81, Lemma 2]. Ils démontrent qu’un groupe
topologique localement compact G a la propriété (T) si et seulement s’il existe un
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idempotent p dans la C∗-algèbre maximale C∗(G) de G tel que pour toute représen-
tation (π,H) unitaire de G, π(p) soit la projection orthogonale sur le sous-espace
de H formé des vecteurs G-invariants (voir aussi [Val92, Proposition 2]).
Dans cet article, on va définir un renforcement de la propriété (T) en considérant des
produits tensoriels de représentations unitaires par des représentations irréductibles
non unitaires de dimension finie. Pour ceci, on va définir, pour toute représentation
irréductible de dimension finie d’un groupe topologique, un analogue tordu de la
C∗-algèbre maximale de G, que l’on va noter Aρ(G), et on va définir une propriété
(T) tordue en termes de celle-ci.
Définition 1.0.1. Soient G un groupe localement compact et (ρ, V ) une représenta-
tion irréductible de dimension finie de G. Soit Cc(G) l’espace vectoriel des fonctions
continues à support compact sur G et soit Aρ(G) la complétion de Cc(G) pour la
norme ‖.‖Aρ(G) donnée par :
‖f‖Aρ(G) = sup
(π,Hπ)
‖(ρ⊗ π)(f)‖L(V⊗Hπ),
pour f ∈ Cc(G) et où (π,Hπ) est une représentation unitaire de G.
On dira que G a la propriété (T) tordue par ρ s’il existe un idempotent pG dans
Aρ(G) tel que : ρ(pG) = IdV et, pour toute π représentation unitaire de G qui ne
contient pas la représentation triviale, (ρ⊗ π)(pG) = 0.
Si un groupe G a la propriété (T) tordue par ρ, on dira alors que ρ est isolée
parmi les représentation de la forme ρ ⊗ π, où π est une représentation unitaire
irréductible de G, terminologie que l’on justifiera (voir la proposition 1.1.5).
De plus, pour toute représentation irréductible de dimension finie ρ on va définir,
de la même façon, un analogue tordu de C∗r (G), la C
∗-algèbre réduite de G, que l’on
notera Aρr(G), et on démontrera que si G a la propriété (T) tordue ρ, alors les
algèbres Aρ(G) et Aρr(G) n’ont pas la même K-théorie, l’intérêt pour nous étant de
calculer la K-théorie de ces algèbres.
On démontre aussi que la propriété (T) tordue par une représentation ρ est héritée
par tout réseau cocompact du groupe : Si G a (T) tordue par ρ et Γ est un réseau
cocompact de G, alors Γ a la propriété (T) tordue par ρ|Γ.
On ne sait pas encore si tout groupe localement compact ayant la propriété (T)
a aussi la propriété (T) tordue par toute représentation irréductible de dimension
finie, mais la dernière partie de l’article est consacrée à la démonstration du fait que,
au moins, beaucoup de groupes de Lie ayant la propriété (T) ont aussi la propriété
(T) tordue par n’importe quelle représentation irréductible de dimension finie. On
sait que tout groupe de Lie G réel simple connexe de centre fini de rang réel ≥ 2
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ou localement isomorphe à Sp(n, 1) pour n ≥ 2 ou à F4(−20), a la propriété (T)
[dlHV89]. Plus fort encore, il vérifie une décroissance uniforme des coefficients de
matrice des représentations unitaires de G qui n’ont pas de vecteurs invariants non
nuls [Cow79]. On utilise cette propriété donnée par le théorème 1.2.6, pour montrer
le résultat suivant :
Théorème 1.0.2. Soit G un groupe de Lie réel algébrique semi-simple de centre fini,
connexe et simplement connexe (au sens algébrique), et tel que chaque facteur simple
de G est ou bien de rang réel supérieur ou égal à 2, ou bien localement isomorphe
à Sp(n, 1) pour n ≥ 2 ou à F4(−20), et soit ρ une représentation irréductible de
dimension finie de G. Alors G a la propriété (T) tordue par ρ.
David Fisher et Theron Hitchman définisent dans [FH06] une propriété, qu’ils
appellent F ⊗ H en termes de 1-cohomologie, qui ressemble à la propriété (T)
tordue par ρ, mais on ne connaît pas d’implication entre les deux propriétés.
Remerciements. Je voudrais remercier Vincent Lafforgue pour ses nombreuses
suggestions et sa grande disponibilité et Bachir Bekka pour ses éclaircissements
dans le cas des groupes de rang 1.
1.1 Propriété (T) tordue
1.1.1 Définitions et terminologie.
On rappelle la définition de propriété (T) tordue énoncée dans l’introduction :
Définition 1.1.1. Soient G un groupe localement compact et (ρ, V ) une représen-
tation irréductible de dimension finie de G, où V est un espace vectoriel complexe
muni d’une norme hermitienne. Soit Cc(G) l’espace vectoriel des fonctions conti-
nues à support compact sur G et soit Aρ(G) la complétion de Cc(G) pour la norme
‖.‖Aρ(G) donnée par :
‖f‖Aρ(G) = sup
(π,Hπ)
‖(ρ⊗ π)(f)‖L(V⊗Hπ),
pour f ∈ Cc(G), où (π,Hπ) varie parmi les représentations unitaires de G.
Le groupe G a la propriété (T) tordue par ρ s’il existe un idempotent pG dans Aρ(G)
tel que : ρ(pG) = IdV et, pour toute représentation π unitaire de G qui n’a pas de
vecteurs invariants non nuls, (ρ⊗ π)(pG) = 0.
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Remarque 1.1.2. L’algèbre Aρ(G) est une algèbre de Banach et toute représentation
du groupe G de la forme ρ⊗π avec π unitaire peut être prolongée, de façon évidente,
en une représentation de Aρ(G) que l’on note aussi, par abus de notation, ρ⊗ π.
Remarque 1.1.3. Si G a la propriété (T) tordue par (ρ, V ), alors, pour toute (π,H)
représentation unitaire de G, (ρ ⊗ π)(pG) est la projection de V ⊗ H sur V ⊗ HG
parallèlement à V ⊗ (HG)⊥, où HG est le sous-espace de H formé des vecteurs
G-invariants. En effet, il suffit d’écrire π de la forme π0 ⊕ π1, où π1 est la sous-
représentation de π sur (HG)⊥ qui ne contient pas la représentation triviale et π0
est la sous-représentation de π qui a pour espace HG et qui est équivalente à la
représentation triviale de G, que l’on note 1G.
Définition 1.1.4. Soit G un groupe localement compact, Ĝ son dual unitaire et
(ρ, V ) une représentation irréductible de G. On définit une nouvelle topologie sur
Ĝ, que l’on appelle tordue par ρ, de la manière suivante : Si P est un sous-ensemble
de Ĝ et π ∈ Ĝ alors π est dans l’adhérence tordue par ρ de P , si ρ⊗ π est contenu
dans l’adhérence de ρ⊗P := {ρ⊗π′|π′ ∈ P} dans l’ensemble des représentations de
Aρ(G) muni de la topologie de Jacobson (cf. [Dix96, Jac45]). On note Ĝρ l’espace
Ĝ muni de cette topologie.
Proposition 1.1.5. Soit G un groupe topologique localement compact et ρ une re-
présentation irréductible de dimension finie de G. Si G a la propriété (T) tordue par
ρ alors la représentation triviale de G est isolée dans Ĝρ.
Démonstration. Supposons que G a la propriété (T) tordue par ρ et soit pG l’idem-
potent dans Aρ(G) qui vérifie les propriétés données par la définition 1.1.1. On a
alors que pG ∈
⋂
1G*π Ker(ρ⊗ π) et ρ(pG) 6= 0 donc⋂
1G*π
Ker(ρ⊗ π) * Ker(ρ).
Ceci implique que Ker(ρ), en tant qu’idéal primitif, est isolé pour la topologie de
Jacobson dans l’ensemble des idéaux bilatères de Aρ(G) de la forme Ker(ρ⊗π) avec
π unitaire. Par conséquent, 1G est isolée dans Ĝρ.
Cette proposition justifie la terminologie utilisée :
Si un groupe topologique G a la propriété (T) tordue par une représentation irré-
ductible de dimension finie ρ, on dira alors que ρ est isolée parmi les représentations
de la forme ρ⊗ π, où π est une représentation unitaire irréductible de G.
Remarque 1.1.6. Si ρ = 1G, alors G a la propriété (T) tordue par 1G s’il existe un
idempotent pG dans la C∗-algèbre maximale de G, tel que pour toute représentation
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unitaire π de G, π(pG) soit la projection sur l’espace des vecteurs G-invariants. Dans
ce cas, la proposition 1.1.5 est une équivalence et c’est le résultat connu qui dit qu’un
groupe localement compact a la propriété (T) usuelle si et seulement si C∗(G) s’écrit
comme une somme directe de C∗-algèbres de la forme :
C∗(G) = Ker(1G)⊕ I,
où I est un idéal bilatère fermé de C∗(G) [AW81], [Val84b].
L’objectif principal de cet article est de prouver que beaucoup de groupes de Lie
qui ont la propriété (T), vérifient aussi la propriété (T) tordue par n’importe quelle
représentation irréductible de dimension finie.
En s’inspirant de la remarque précédente, pour tout groupe topologique localement
compact G et toute représentation irréductible de dimension finie ρ de G, on consi-
dère l’espace vectoriel Cc(G) formé des fonctions continues à support compact sur
G et on définit deux nouvelles complétions de celui-ci de la manière suivante :
Soit A′G la complétion de Cc(G) par rapport à la norme ‖.‖A′G donnée par :
‖f‖A′G = sup
(π,Hπ)
‖(ρ⊗ π)(f)‖L(V⊗Hπ),
pour f ∈ Cc(G), où (π,Hπ) varie parmi les représentations unitaires de G qui ne
contiennent pas la représentation triviale.
Et soit A′′G la complétion de Cc(G) pour la norme ‖.‖A′′G donnée par :
‖f‖A′′G = ‖ρ(f)‖End(V ),
pour tout f ∈ Cc(G).
On remarque alors qu’on a deux morphismes d’algèbres de Banach :
Θ1 : A
ρ(G)→ A′G and Θ2 : A
ρ(G)→ A′′G.
Soit Θ : Aρ(G) → A′G ⊕ A′′G le prolongement à Aρ(G) du morphisme donné sur
Cc(G) par : Θ(f) = (Θ1(f),Θ2(f)). C’est un morphisme d’algèbres de Banach.
On a alors l’équivalence évidente suivante :
Proposition 1.1.7. Le groupe G a la propriété (T) tordue par ρ si et seulement si
le morphisme d’algèbres de Banach Θ est un isomorphisme.
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1.1.2 Relation avec la K-théorie
Soient G un groupe topologique et (ρ, V ) une représentation irréductible de di-
mension finie de G. De la même façon que l’on a défini l’algèbre Aρ(G), qui est
l’analogue tordu par ρ de la C∗-algèbre maximale de G, on peut définir une algèbre
de Banach réduite tordue par ρ de G comme étant la complétion de Cc(G) pour la
norme :
‖f‖Aρr(G) = ‖ρ⊗ LG(f)‖L(V⊗L2(G)),
pour f ∈ Cc(G) et où LG est la représentation régulière gauche de G dans L2(G).
On note Aρr(G) cette complétion.
On a alors un unique morphisme d’algèbres de Banach
ρ⊗ LG : A
ρ(G)→ Aρr(G),
qui prolonge l’identité sur Cc(G). Soit
(ρ⊗ LG)∗ : K(A
ρ(G))→ K(Aρr(G)),
le morphisme en K-théorie induit par ρ⊗ LG.
Proposition 1.1.8. Si G a la propriété (T) tordue par ρ et G n’est pas un groupe
compact alors les algèbres Aρ(G) et Aρr(G) n’ont pas la même K-théorie, c’est-à-dire
que (ρ⊗ LG)∗ n’est pas injectif.
Démonstration. Supposons que G soit un groupe localement compact non-compact
ayant la propriété (T) tordue par une représentation ρ. Il existe alors un idempotent
non-nul pG ∈ Aρ(G) tel que ρ(pG) = IdV et, pour toute représentation π unitaire de
G qui ne contient pas la représentation triviale, (ρ ⊗ π)(pG) = 0. Comme G n’est
pas compact on peut prendre π = LG et, par conséquent, (ρ⊗ LG)(pG) = 0, ce qui
montre que (ρ⊗ LG)∗ n’est pas un morphisme injectif.
1.1.3 Propriété d’hérédité
On va démontrer que la propriété (T) tordue par une représentation irréductible
de dimension finie est héritée par les réseaux cocompacts du groupe. Pour qu’un
énoncé de ce style ait un sens, on a d’abord besoin du lemme suivant :
Lemme 1.1.9. Si Γ est un réseau cocompact d’un groupe topologique localement
compact G ayant la propriété (T) tordue par une représentation irréductible de di-
mension finie (ρ, V ), alors ρ|Γ est une représentation irréductible de Γ.
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Démonstration. Soit HomΓ(V |Γ, V |Γ) l’ensemble des morphismes Γ-invariants de
V |Γ dans V |Γ. On a un morphisme injectif de HomΓ(V |Γ, V |Γ) dans HomG(V, V ⊗
L2(G/Γ)), où L2(G/Γ) est l’espace de la représentation régulière quasi-invariante de
G. En effet, soit T ∈ HomΓ(V |Γ, V |Γ) et FT la fonction continue sur G à valeurs
dans End(V ) telle que FT (g) = ρ(g)Tρ(g)−1, pour tout g ∈ G. Comme T est Γ-
équivariant, FT est une fonction continue (qui est en plus G-équivariante) sur G/Γ à
valeurs dans End(V ). Comme G/Γ est compact, FT appartient à L2(G/Γ,End(V )).
Soit
F (T ) : V → L2(G/Γ, V ),
tel que F (T )(v)(x) = FT (x)v, pour tout v ∈ V et tout x ∈ G/Γ. C’est une applica-
tion linéaire continue G-équivariante, donc
F (T ) ∈ HomG(V,L
2(G/Γ, V )) = HomG(V,L
2(G/Γ)⊗ V ).
De plus, si on note 1 l’identité de G, alors FT (1) = T et donc, la correspondance T 7→
F (T ) définit un morphisme injectif de HomΓ(V |Γ, V |Γ) dans HomG(V, V ⊗L2(G/Γ)).
Ceci implique que,
dimC(HomΓ(V |Γ, V |Γ)) ≤ dimC(HomG(V, V ⊗ L
2(G/Γ))).
Mais le fait que le groupe G ait la propriété (T) tordue par ρ implique que
HomG(V, V ⊗ L
2(G/Γ)) = HomG(V, V ),
car, en effet, on peut écrire
L2(G/Γ) = L2(G/Γ)0 ⊕ L
2(G/Γ)1,
où L2(G/Γ)0 est la sous-représentation triviale de L2(G/Γ) engendrée par la fonction
constante égale à 1 et L2(G/Γ)1 est son orthogonal, qui ne contient pas 1G. Si en
plus G a (T) tordue par ρ,
HomG(V, V ⊗ L
2(G/Γ)1) = 0,
d’où,
HomG(V, V ⊗ L
2(G/Γ)) = HomG(V, V )
= C.IdV ,
car V est une représentation irréductible de G, d’où le lemme.
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Proposition 1.1.10. Soit G un groupe localement compact et Γ un réseau cocompact
de G. Soit ρ une représentation irréductible de dimension finie de G. Si G a la
propriété (T) tordue par ρ alors Γ a la propriété (T) tordue par ρ|Γ.
Démonstration. Supposons que G a la propriété (T) tordue par ρ et soit Γ un réseau
cocompact de G. L’existence de Γ implique que G est unimodulaire. Soit dg une
mesure de Haar sur G telle que G/Γ soit de mesure 1. Par abus de notation, on
notera de la même façon la représentation ρ de G et sa restriction à Γ. On rappelle
que l’on note Aρ(G) (resp. Aρ(Γ)) la complétion de Cc(G) (resp. Cc(Γ)) pour la
norme donnée, pour f ∈ Cc(G) (resp. f ∈ Cc(Γ)), par :
‖f‖ = sup
(π,Hπ)
‖(ρ⊗ π)(f)‖L(V⊗Hπ),
où le supremum est pris parmi les représentations unitaires de G (resp. de Γ).
Si (π,H) est une représentation de G (resp. de Γ) on note HG (resp. HΓ) le sous-
espace de H formé des vecteurs invariants.
Soit pG l’idempotent de Aρ(G) tel que pour toute (π,Hπ) représentation unitaire de
G, (ρ⊗ π)(pG) est la projection de V ⊗Hπ sur V ⊗HGπ .
Supposons qu’il existe une fonction f ∈ Cc(G) telle que∑
γ∈Γ
f(gγ)ρ(γ) = ρ(g−1), (1.1.1)
pour tout g ∈ G (ce qui implique que
∫
G
f(g)ρ(g)dg = IdV ).
On veut construire un idempotent pΓ ∈ Aρ(Γ), tel que pour toute représentation
(π,H) unitaire de Γ, (ρ⊗ π)(pΓ) soit la projection de V ⊗H sur V ⊗HΓ.
Soit une suite (pnG)n dans Cc(G) qui converge vers pG dans A
ρ(G), soit (π,H) une
représentation unitaire de Γ et soit (Ind(π), Ind(H)) la représentation unitaire de
G obtenue par induction unitaire de π. On note π′ := Ind(π) et H ′ := Ind(H) pour
simplifier les notations.
Soit {vi}i=1,...,n une base de V et soit {v∗i }i=1,...,n la base de V
∗ duale. Soient α
et β les applications linéaires continues suivantes
α : V ⊗H → V ⊗H ′
v ⊗ ξ 7→
n∑
i=1
vi ⊗
(
g 7→
∑
γ∈Γ
v∗i (ρ(gγ)v)f(gγ)π(γ)ξ
)
,
β : V ⊗H ′ → V ⊗H
v ⊗ s 7→
∫
G
ρ(g−1)v ⊗ f(g−1)s(g)dg.
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Il est facile de voir que l’égalité
∑
γ∈Γ f(gγ)ρ(γ) = ρ(g
−1) implique que l’image
par α de V ⊗HΓ est contenue dans V ⊗ (H ′)G, ainsi que l’image par β de V ⊗ (H ′)G
est contenue dans V ⊗ HΓ. Elle implique aussi que α ◦ β agit par l’identité sur
V ⊗ (H ′)G et que β ◦ α agit par l’identité sur V ⊗HΓ.
D’autre part, pour v ∈ V et ξ ∈ H,
(ρ⊗ π′)(pnG) ◦ α(v ⊗ ξ) =∫
G
pnG(g)
n∑
i=1
ρ(g)vi ⊗
(
x 7→
∑
γ∈Γ
v∗i
(
ρ(g−1xγ)v
)
f(g−1xγ)π(γ)ξ
)
dg,
et donc,
β ◦ (ρ⊗ π′)(pnG) ◦ α(v ⊗ ξ) =∑
γ∈Γ
∫
G×G
pnG(g)
n∑
i=1
ρ(x−1g)vi ⊗ v
∗
i
(
ρ(g−1x)ρ(γ)v
)
f(x−1)f(g−1xγ)π(γ)ξ dgdx.
Or,
n∑
i=1
ρ(x−1g)vi ⊗ v
∗
i
(
ρ(g−1x)ρ(γ)v
)
π(γ)ξ =
n∑
i=1
vi ⊗ v
∗
i
(
ρ(γ)v
)
π(γ)ξ
= ρ(γ)v ⊗ π(γ)ξ.
Ceci implique,
β ◦ (ρ⊗ π′)(pnG) ◦ α(v ⊗ ξ) =∑
γ∈Γ
∫
G×G
pnG(g)f(x
−1g−1)f(xγ)(ρ⊗ π)(γ)(v ⊗ ξ)dxdg.
Posons, pour γ ∈ Γ et n ∈ N,
pnΓ(γ) =
∫
G×G
pnG(g)f(x
−1g−1)f(xγ)dxdg.
La suite (pnΓ)n appartient à Cc(Γ) et elle converge dans A
ρ(Γ) car :
‖pnΓ‖Aρ(Γ) = sup
(π,H)
‖β ◦ (ρ⊗ π′)(pnG) ◦ α‖L(V⊗H),
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où le supremum est pris parmi les représentations π unitaires de Γ et π′ est la
représentation de G induite de π.
Donc,
‖pnΓ‖Aρ(Γ) ≤ sup
(π,H)
max(‖β ◦ ρ(pnG) ◦ α‖End(V ), ‖β ◦ (ρ⊗ π
′
1)(p
n
G) ◦ α‖L(V⊗H′1)),
où on a écrit π′ = π′0 ⊕ π
′
1 avec π
′
0 équivalente à 1G et π
′
1 ne contenant pas 1G. Mais
limn→∞ β ◦ ρ(p
n
G) ◦ α = IdV et limn→∞ β ◦ (ρ⊗ π
′
1)(p
n
G) ◦ α = 0, donc la suite (p
n
Γ)n
est une suite de Cauchy pour la norme ‖‖Aρ(Γ).
Soit pΓ la limite de (pnΓ)n dans A
ρ(Γ).
On a alors l’égalité :
(ρ⊗ π)(pΓ) = β ◦ (ρ⊗ π
′)(pG) ◦ α.
Comme on a que α(V ⊗HΓ) ⊂ V ⊗ (H ′)G, β(V ⊗ (H ′)G) ⊂ V ⊗HΓ et que de
plus α ◦ β = IdV⊗(H′)G et β ◦ α = IdV⊗HΓ , alors (ρ ⊗ π)(pγ) est bien la projection
orthogonale de V ⊗H sur le sous-espace V ⊗HΓ.
Montrons maintenant qu’il existe une fonction f à support compact sur G et
vérifiant l’équation (1.1.1).
Soit p : G→ G/Γ la projection canonique. On doit montrer qu’il existe une fonction
f continue à support compact telle que, pour tout x ∈ G/Γ,∑
g∈p−1(x)
f(g)ρ(g) = IdV .
Soit (Ui)i=1,...,q un recouvrement ouvert de G/Γ (que l’on peut prendre fini car G/Γ
est compact) tel que p−1(Ui) soit homéomorphe à Ui × Γ et soient, pour tout i =
1, ..., q, si : p−1(Ui)→ Ui×Γ les homéomorphismes correspondants. Comme ρ est une
représentation irréductible de Γ, l’ensemble des ρ(γ) avec γ parcourant Γ, engendre
End(V ) (théorème de Burnside [Lan02, Chapter XVII, Corollary 3.3]) ; si m est la
dimension de V , on peut trouver un sous-ensemble ∆ de Γ de cardinal m2 tel que
l’ensemble {ρ(γ)|γ ∈ ∆} forme une base de End(V ). Il est clair alors que pour tout
i = 1, ..., q, il existe une fonction continue à support compact fi : Ui × Γ → C telle
que ∑
γ∈∆
fi(u, γ)ρ(γ) = ρ(u
−1),
pour tout u ∈ Ui.
Pour tout i = 1, ..., q, soit f˜i = fi ◦ si et soit (δi)i=1,...,q une partition de l’unité
Chapitre 1. Propriété (T) tordue par une représentation non unitaire 33
associée à (Ui)i=1,...,q.
On pose pour tout g ∈ G,
f(g) =
q∑
i=1
(δi ◦ p)(g)f˜i(g).
Comme f˜i appartient à Cc(p−1(Ui)) pour tout i, alors (δi ◦ p)f˜i est aussi à support
compact sur p−1(Ui) et la fonction f ainsi définie est à support compact sur G et
vérifie l’équation (1.1.1).
1.2 Cas des groupes de Lie semi-simples
Tout au long de cette section G sera la composante connexe des points réels d’un
groupe algébrique simplement connexe (c’est-à-dire que tout revêtement algébrique
deG est isomorphe àG) de façon à ce queG soit produit direct de ses facteurs simples
[Mar91, Proposition I.1.4.10]. On suppose en plus que tout facteur direct simple de
G est soit de rang au moins 2, soit localement isomorphe à Sp(n, 1) pour n ≥ 2 ou à
F4(−20). Le groupe G a alors la propriété (T) de Kazhdan usuelle (c’est-à-dire que 1G
est isolée dans le dual unitaire de G) [dlHV89] et vérifie, en fait, une propriété plus
forte de décroissance uniforme de coefficients de matrice de représentations unitaires
[Cow79].
Soit ρ : G→ Aut(V) une représentation irréductible de dimension finie de G dans un
espace vectoriel complexe V de dimension m. On considère le complexifié G(C) de G
et le complexifié de l’algèbre de Lie de G, g, que l’on note gC. On notera de la même
façon la représentation de g définie par ρ sur V et ρ elle même. Soit u une forme
réelle compacte de gC compatible avec g et soit U le sous-groupe de Lie connexe de
G(C) qui a pour algèbre de Lie u. Le groupe U est un sous-groupe compact maximal
de G(C) qui est invariant par la conjugaison complexe sur G(C) [Kna02]. Soit K
le sous-groupe compact maximal de G donné par U ∩ G. On considère sur V un
produit hermitien invariant par l’action de U (unique à constante près car V est
irréductible), c’est-à-dire tel que ρC(U) soit contenu dans les matrices unitaires de
GL(V ), où ρC est le complexifié de ρ. Pour un élément M ∈ End(V ), notons M∗
son adjoint par rapport à ce produit hermitien.
On considère toujours la norme d’opérateur sur End(V ) que l’on notera ‖.‖End(V )
et une mesure de Haar sur G, dg pour g ∈ G.
Soit ω : G → Aut(V ′) une représentation fidèle de G qui contient ρ et telle que V ′
soit muni d’un produit hermitien de sorte que ωC(U) soit contenu dans le groupe
unitaire de GL(V ′). On définit une longueur l sur G (c’est-à-dire une fonction sur G
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à valeurs dans R+ telle que l(1) = 0, l(gh) ≤ l(g) + l(h) et l(g) = l(g−1), ∀g, h ∈ G)
de la façon suivante :
l(g) = log(max(‖ω(g)‖End(V ), ‖ω(g
−1)‖End(V ))),∀g ∈ G.
Cette longueur définit une semi-métrique d sur G donnée par d(g, x) = l(g−1x),
pour g, x ∈ G. Soit Bq = {g ∈ G|l(g) ≤ q} pour tout q ∈ N.
Le but de cette section est de démontrer que le groupe G a la propriété (T)
tordue par ρ.
Soient Aρ(G), A′G et A′′G définies comme dans la section précédente que l’on
note A, A′ et A′ respectivement pour simplifier les notations. Soit Θ le morphisme
d’algèbres de Banach
Θ : A → A′ ⊕A′′.
Théorème 1.2.1. Le morphisme d’algèbres de Banach Θ est un isomorphisme.
Remarque 1.2.2. Si on munit A′ ⊕ A′′ de la norme donnée par : ‖(x, y)‖ =
max(‖x‖A′ , ‖y‖A′′) pour x ∈ A′, y ∈ A′′, alors Θ est un morphisme d’algèbres
de Banach isométrique et donc pour prouver le théorème il suffit de démontrer que
l’image est dense. En effet, toute représentation unitaire de G, (π,Hπ), peut s’écrire
comme somme directe de deux sous-représentations : la partie de π qui ne contient
pas de vecteurs invariants non nuls (et donc qui ne contient pas 1G) que l’on va noter
π1, et la partie de π qui est multiple de 1G, notée π0. Alors, pour tout f ∈ Cc(G),
‖f‖A = sup
π
(max(‖(ρ⊗ π1)(f)‖L(V⊗Hπ1 ), ‖ρ⊗ π0(f)‖L(V⊗Hπ0 )))
= max( sup
π+1G
‖(ρ⊗ π)(f)‖L(V⊗H), ‖ρ(f)‖End(V ))
= ‖Θ(f)‖A′⊕A′′ .
Remarque 1.2.3. On remarque aussi que ρ définit une représentation irréductible et
fidèle, car isométrique, de A′′ dans End(V ). On a alors que A′′ = End(V ) (Théorème
de Burnside cf. [Lan02, Chapter XVII, Corollary 3.3]).
On a le lemme suivant :
Lemme 1.2.4. Il existe une matrice E non nulle dans End(V ) et il existe une suite
de fonctions continues à support compact sur G, (fn)n∈N telles que, lim
n→∞
ρ(fn) = E et
lim
n→∞
sup
π
‖(ρ⊗π)(fn)‖L(V⊗Hπ) = 0, où le supremum est pris parmi les représentations
unitaires de G qui ne contiennent pas la représentation triviale.
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Montrons d’abord que le lemme 1.2.4 implique le Théorème 1.2.1.
Soit (fn)n∈N la suite donnée par le lemme 1.2.4 et E ∈ End(V ) non nulle telle que
lim
n→∞
ρ(fn) = E. La suite (fn)n∈N converge dans A car
‖fn‖A = max(‖ρ(fn)‖End(V ), sup
π+1G
‖(ρ⊗ π)(fn)‖L(V⊗Hπ)),
et comme lim
n→∞
sup
π+1G
‖(ρ⊗ π)(fn)‖L(V⊗Hπ) = 0, (fn)n∈N est une suite de Cauchy pour
‖.‖A et donc elle converge dans A. Soit p la limite de fn quand n tend vers l’infini.
On a que ρ(p) = E et pour toute représentation unitaire π de G, qui n’a pas de
vecteurs invariants non nuls, (ρ ⊗ π)(p) = 0, donc Θ(p) = (0, E). Soit S l’idéal
bilatère engendré par p dans A et Q l’idéal bilatère engendré par E dans End(V ).
Comme ρ définit un morphisme surjectif de A vers End(V ) (cf. Remarque 1.2.3),
on a que Θ(S) contient 0⊕Q. Or, tout idéal bilatère non nul de End(V ) est égal à
End(V ) tout entier. On a donc que 0⊕ End(V ) = 0⊕A′′ est contenu dans Θ(S) et
donc dans Θ(A). Ceci montre alors que Θ(A) = A′ ⊕ A′′, car A → A′ est d’image
dense, et donc que Θ est un isomorphisme en tenant compte de la remarque 1.2.2.
Démonstration. On va maintenant montrer le lemme 1.2.4. On remarque d’abord le
lemme suivant :
Lemme 1.2.5. Soit f une fonction à support compact sur G et (π,Hπ) une repré-
sentation unitaire de G. On a l’inégalité suivante :
‖(ρ⊗ π)(f)‖L(V⊗Hπ) ≤ supm
2
∫
G
|f(g)|‖ρ(g)‖End(V )|〈π(g)ξ, η〉|dg, (1.2.1)
où le supremum est pris parmi les vecteurs unitaires ξ, η de Hπ.
Démonstration. Soit {vi}i=1,..,m une base orthonormale de V . On a alors les inégalités
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suivantes :
‖(ρ⊗ π)(f)‖L(V⊗Hπ) ≤ sup
x,y∈V⊗Hπ
‖x‖=‖y‖=1
|〈
∫
G
f(g)(ρ⊗ π)(g)dgx, y〉|
≤ sup
ξj ,ηk∈Hπ
|
〈( ∫
G
f(g)ρ(g)⊗ π(g)dg
)
(
m∑
j=1
vj ⊗ ξj), (
m∑
k=1
vk ⊗ ηk)
〉
|
≤ sup
ξj ,ηk∈Hπ
∫
G
|f(g)|
m∑
j,k=1
|〈ρ(g)vj, vk〉||〈π(g)ξj, ηk〉|dg
≤ sup
ξj ,ηk∈Hπ
∫
G
|f(g)|‖ρ(g)‖End(V )
m∑
j,k=1
|〈π(g)ξj, ηk〉|dg,
où les supremums sont pris parmi des vecteurs ξj, ηk ∈ Hπ, pour j, k ∈ {1, ...,m},
tels que
∑m
j=1 ‖ξj‖
2 = 1 et
∑m
k=1 ‖ηk‖
2 = 1.
Or, pour tous ξj, ηk ∈ Hπ avec j, k ∈ {1, ..,m} tels que
∑m
j=1 ‖ξj‖
2 = 1 et∑m
k=1 ‖ηk‖
2 = 1, si on pose ξ′j :=
ξj
‖ξj‖
et η′k :=
ηk
‖ηk‖
,
∫
G
|f(g)|‖ρ(g)‖End(V )
m∑
j,k=1
|〈π(g)ξj, ηk〉|dg
=
∫
G
|f(g)|‖ρ(g)‖End(V )
m∑
j,k=1
‖ξj‖‖ηk‖|〈π(g)ξ
′
j, η
′
k〉|dg
≤
m∑
j,k=1
‖ξj‖‖ηk‖ sup
ξ,η∈Hπ
‖ξ‖=‖η‖=1
∫
G
|f(g)|‖ρ(g)‖End(V )|〈π(g)ξ, η〉|dg
≤ m2 sup
ξ,η∈Hπ
‖ξ‖=‖η‖=1
∫
G
|f(g)|‖ρ(g)‖End(V )|〈π(g)ξ, η〉|dg,
d’où,
‖(ρ⊗ π)(f)‖L(V⊗Hπ) ≤ m
2 sup
ξ,η∈Hπ
‖ξ‖=‖η‖=1
∫
G
|f(g)|‖ρ(g)‖End(V )|〈π(g)ξ, η〉|dg.
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On veut utiliser la décroissance uniforme des coefficients de matrice des représen-
tations unitaires, ne contenant pas la triviale, donnée par le théorème suivant (voir
[Cow79, Corollaire 2.4.3 et Théorème 2.5.3], [How82, corollaire 2.7 et proposition
6.3], [Oh02, proposition 2.7 et théorème 4.11]) :
Théorème 1.2.6 (M. Cowling). Soit G un groupe de Lie réel semi-simple connexe
à centre fini tel que, tout sous-groupe distingué Gi 6= 1 soit tel que rangR(Gi) ≥ 2,
ou Gi = Sp(n, 1) pour n ≥ 2, ou Gi = F4(−20) et soit K un sous-groupe compact
maximal de G. Alors il existe une fonction continue K-bi-invariante φ sur G à
valeurs dans R+ qui tend vers zéro à l’infini et telle que, pour toute représentation
unitaire π de G dans un espace de Hilbert Hπ, qui ne contient pas de vecteurs
invariants non nuls, et pour tous vecteurs unitaires ξ, η dans Hπ, on a l’estimation
suivante :
∀g ∈ G, |〈π(g)ξ, η〉| 6 φ(g)δK(ξ)δK(η)
où δK(v) = (dim〈Kv〉)
1/2 ∈ N ∪ {∞} et 〈Kv〉 est le sous-espace de V engendré par
l’action de K sur v, pour v ∈ Hπ.
On note K̂ l’ensemble des classes d’équivalence de représentations irréductibles
de K.
On rappelle que toute représentation (µ,Hµ) de K s’écrit comme somme directe de
représentations irréductibles. L’espace Hµ s’écrit alors comme une somme directe de
la forme :
Hµ =
⊕
[σ]∈ bK
H⊕rσσ ,
où [σ] est la classe de la représentation (σ,Hσ) dans K̂ et rσ est sa multiplicité dans
la décomposition de µ.
Le sous-espace H⊕rσσ de Hµ est alors appelé la composante σ-typique de µ.
Si (σ,Hσ) est une représentation irréductible de dimension nσ, la projection Pσ :
Hµ → Hµ sur la partie σ-typique de µ est donnée par :
Pσ = nσµ(χσ∗) (1.2.2)
où χσ est le caractère de σ et χσ∗(t) = χσ(t) = χσ(t−1) est le caractère de sa
représentation contragrédiente dans l’espace dual de Hσ (cf. [Ser78, Chapitre 2,
Partie I]).
Soit I ⊂ K̂ l’ensemble des K-types de V , c’est-à-dire l’ensemble des représen-
tations irréductibles de K qui apparaissent dans la décomposition de (ρ|K , V ) en
somme directe de représentations irréductibles.
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Pour toute représentation π de G, on note JG(π) l’ensemble des K-types de π
vue comme représentation de G. Avec cette notation I = JG(ρ).
En particulier, si π est une représentation de G×G, on notera JG×G(π) ⊂ K̂ × K̂
l’ensemble des (K ×K)-types de π vue comme représentation de G×G.
On considère la représentation régulière L×R de G×G sur Cc(G), qui est donnée
par la formule :
L×R : G×G→ L(Cc(G)), (L×R)(t, t
′)f(g) = f(t−1gt′).
Définition 1.2.7. Soit f une fonction continue à support compact surG. L’ensemble
des K-types à gauche et à droite de f est l’ensemble des classes de représentations
irréductibles de K×K qui apparaissent dans la décomposition de f ∈ Cc(G) quand
on décompose la représentation régulière L × R, restreinte à K × K, en somme
directe de représentations irréductibles.
Lemme 1.2.8. Il existe une fonction φ continue sur G, bi-invariante par K, à
valeurs dans R+, qui tend vers zéro à l’infini et telle que pour toute fonction f
continue à support compact sur G ayant des K-types à gauche et à droite contenus
dans JG×G(ρ ⊗ ρ
∗) et pour toute représentation unitaire de G, π, sans vecteurs
invariants non nuls, on a :
‖(ρ⊗ π)(f)‖L(V⊗Hπ) ≤ sup
ξ,η∈Hπ
m2
∫
G
|f(g)|‖ρ(g)‖End(V )φ(g)δK(ξ)δK(η)dg,
où le sup est pris parmi les vecteurs ξ, η ∈ Hπ unitaires ayant des K-types
appartenant à JG(ρ⊗ ρ
∗).
Démonstration. On va d’abord montrer que le supremum dans l’inégalité (1.2.1)
peut être pris parmi les vecteurs unitaires ξ, η ∈ Hπ ayant des K-types appartenant
à JG(ρ⊗ ρ∗).
Soit (µ,Hµ) une représentation unitaire de G et f une fonction continue à support
compact sur G. On remarque tout d’abord que pour tout ξ,η ∈ Hµ et pour toute
σ ∈ K̂, la projection du vecteur µ(f)ξ sur la composante σ-typique de Hµ est égale
à
Pσ(µ(f)ξ) = nσµ(χσ∗ ∗ f)ξ,
et nσ(χσ∗ ∗ f) est exactement la projection de f sur la composante σ-typique de la
représentation régulière gauche L de G sur Cc(G). Donc χσ∗ ∗ f est non nul si et
seulement si σ est un K-type à gauche de f . De même,
Pσ(µ(f)
∗η) = nσµ(f ∗ χσ)
∗ξ,
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et nσ(f ∗ χσ) étant la projection de f sur la composante σ∗-typique de la représen-
tation régulière droite R de G sur Cc(G), il est non nul si et seulement si σ∗ est un
K-type à droite de f .
Soient Kf,L et Kf,R∗ les deux sous-ensembles de K̂ définis par :
Kf,L = {σ ∈ K̂|σ est K-type à gauche de f}
Kf,R∗ = {σ ∈ K̂|σ
∗est K-type à droite de f}.
Comme les projections Pσ sur les espaces σ-typiques sont des projections ortho-
gonales (Lemme de Schur [Ser78]), alors :
‖µ(f)‖L(Hµ) = sup
z,y
|〈µ(f)z, y〉|,
où z et y parcourent les vecteurs unitaires de Hµ tels que l’ensemble des K-types
de z est contenu dans Kf,R∗ et l’ensemble des K-types de y est contenu dans Kf,L.
Soit (π,H) une représentation unitaire de G. On considère le produit tensoriel
(ρ⊗ π, V ⊗H).
Supposons maintenant que lesK-types à gauche de f soient contenus dans l’ensemble
des K-types de V et les K-types à droite de f soient contenus dans l’ensemble des
K-types de V ∗. Alors, Kf,L ⊂ I et comme
Kf,R∗ ⊂ {σ ∈ K̂|σ
∗est K-type de V ∗},
on a aussi que Kf,R∗ ⊂ I. D’où l’inégalité,
‖(ρ⊗ π)(f)‖L(V⊗H) ≤ sup
z,y
|
∫
G
f(g)〈(ρ⊗ π)(g)z, y〉dg|,
où le supremum est pris parmi les vecteurs unitaires z, y ∈ V ⊗ H ayant des
K-types appartenant à l’ensemble des K-types de V .
De plus, si H ′ est le sous-espace vectoriel de H formé des vecteurs dont les K-
types sont parmi les K-types de V ⊗V ∗, tout vecteur de H⊗V dont les K-types sont
parmi ceux de V appartient à H ′ ⊗ V (car HomK(V ⊗ V ∗, H) = HomK(V, V ⊗H),
où HomK désigne l’espace des morphismes de représentations K-invariants). Donc
l’inégalité (1.2.1) devient :
‖(ρ⊗ π)(f)‖L(V⊗H) ≤ sup
ξ,η
m2
∫
G
|f(g)|‖ρ(g)‖End(V )|〈π(g)ξ, η〉|dg,
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où ξ et η sont des vecteurs unitaires de H qui ont des K-types appartenant à
l’ensemble des K-types de V ⊗ V ∗, JG(ρ⊗ ρ∗).
Considérons une fonction φ continue, K-bi-invariante sur G et à valeurs dans
R+, qui tend vers zéro à l’infini, donnée par le théorème 1.2.6. Alors on a pour toute
représentation unitaire π qui ne contient pas la triviale :
‖(ρ⊗ π)(f)‖L(V⊗H) ≤ m
2 sup
ξ,η
∫
G
|f(g)|‖ρ(g)‖End(V )φ(g)δK(ξ)δK(η)dg,
où ξ et η parcourent les vecteurs unitaires de H qui sont K-finis et qui ont des
K-types contenus dans JG(ρ⊗ ρ∗).
On cherche maintenant une suite de fonctions fn ∈ Cc(G) ayant des K-types à
gauche et à droite contenus dans JG×G(ρ⊗ ρ∗). Pour simplifier la notation, on note
J := JG×G(ρ⊗ ρ
∗). On a le lemme suivant :
Lemme 1.2.9. Il existe une matrice non nulle E ∈ End(V ) et il existe une suite
de fonctions fn ∈ Cc(G) ayant des K-types à gauche et à droite contenus dans J et
une constante positive D telles que, pour tout entier n, le support de fn soit contenu
dans G\Bn, lim
n→∞
ρ(fn) = E et
∫
G
|fn(g)|||ρ(g)||End(V )dg ≤ D.
Démonstration. On considère la décomposition de Cartan de g donnée par la forme
réelle compacte u. g s’écrit alors
g = k⊕ p,
où k = g ∩ u et p = g ∩ iu, et p est non nul car G n’est pas compact. Alors pour
tout x ∈ u, ρ(x) est une matrice anti-hermitienne et pour tout x ∈ iu, ρ(x) est
hermitienne.
Soit X ∈ p non nul et a := exp(X). Par conséquent ρ(a) = exp(ρ(X)) est une
matrice hermitienne (donc diagonalisable dans une base orthonormale de V )
à valeurs propres strictement positives que l’on notera, sans tenir compte des
multiplicités, ν1, ...., νm, où νi ∈ R∗+ pour tout 1 ≤ i ≤ m.
De plus, comme ω est une représentation fidèle de G qui envoie U dans les matrices
Chapitre 1. Propriété (T) tordue par une représentation non unitaire 41
unitaires de End(V ′), ω(X) est une matrice hermitienne non nulle. On a que
l(exp(tX)) = t‖ω(X)‖End(V ′), car ‖ω(exp(tX))‖End(V ′) = exp(t‖ω(X)‖End(V ′)), pour
tout réel t. Quitte à remplacer a par ak pour k un entier assez grand, on peut même
supposer l(a) ≥ 2.
Posons an = an, pour tout entier positif n. On a alors que l(an) = n‖ω(X)‖End(V ′) =
nl(a), donc l(an) ≥ 2n et an appartient à G\Bn.
De plus on a, pour tout n, ρ(an) = ρ(a)n est diagonalisable sur R dans la même base
que ρ(a) et ses valeurs propres sont ν1n, ...., νmn. Comme ‖ρ(an)‖End(V ) = max
1≤i≤m
(νni )
et que νi > 0, pour tout i = 1...m, on a que
ρ(an)
‖ρ(an)‖End(V )
tend vers une matrice de
End(V ) non nulle, que l’on note E ′.
Soit maintenant f une fonction continue positive à support compact sur G telle
que le support de f soit contenu dans B1 ∩ {g ∈ G| ‖ρ(g)− Id‖End(V ) ≤ 12} et telle
que
∫
G
f(g)dg = 1.
Soit fn dans Cc(G) définie de la façon suivante : pour tout g dans G
fn(g) =
f(a−1n g)
‖ρ(an)‖End(V )
.
On a donc que suppfn ⊂ an(suppf) et fn est dans Cc(G), pour tout n. De plus, on
a que pour tout g appartenant au support de fn,
l(g) ≥ l(an)− 1,
donc le support de fn est contenu dans G\Bn.
D’autre part, on voit facilement que
ρ(fn) =
ρ(an)
‖ρ(an)‖End(V )
∫
G
f(g)ρ(g)dg.
Posons J :=
∫
G
f(g)ρ(g)dg. J est une matrice inversible de End(V ). En effet, on a
que
‖
∫
G
f(g)ρ(g)dg − IdEnd(V )‖End(V ) ≤
∫
G
f(g)‖ρ(g)− IdEnd(V )‖End(V )dg
≤ sup
g∈supp(f)
‖ρ(g)− IdEnd(V )‖End(V )
≤
1
2
.
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Par conséquent, ρ(fn) tend vers E ′J qui est encore une matrice non nulle de End(V ).
Par ailleurs, on a que,∫
G
fn(g)‖ρ(g)‖End(V )dg
≤
1
‖ρ(an)‖End(V )
∫
G
f(g)‖ρ(an)‖End(V )‖ρ(g)‖End(V )dg
≤
∫
G
f(g)‖ρ(g)‖End(V )dg
≤
3
2
.
On a donc trouvé une suite de fonctions fn dans Cc(G), une matrice E = E ′J
dans End(V ) non nulle et une constante D tels que lim
n→∞
ρ(fn) = E,∫
G
|fn(g)|‖ρ(g)‖End(V )dg ≤ D et tels que le support de fn, pour tout n, soit
contenu dans G\Bn. On va montrer qu’on peut prendre les fonctions fn ayant des
K-types, à droite et à gauche, contenus dans J .
Soit une fonction f ∈ Cc(G). D’après la formule (1.2.2), qui donne la projection
sur les composantes σ-typiques d’une représentation de G, pour σ ∈ K̂, la fonction
f˜ définie par la formule suivante :
f˜ =
∑
φ1,φ2∈I
nφ1⊗φ∗2(L×R)(χφ∗1⊗φ2)(f)
=
∑
φ1,φ2∈I
nφ1χφ∗1 ∗ f ∗ nφ2χφ∗2 .
est la projection de f sur les K ×K-types de V ⊗ V ∗.
On utilise ceci pour obtenir, pour tout n, une fonction f˜n qui est donnée par la
projection de fn sur les K ×K-types de V ⊗ V ∗. On a alors une suite de fonctions
(f˜n)n∈N ayant des K-types à gauche et à droite appartenant à J .
On va maintenant vérifier que la nouvelle suite satisfait les conditions du lemme
1.2.9.
L’application ρ : Cc(G) → End(V ) ⋍ V ⊗ V ∗ est un morphisme de représentations
de G×G et, pour tous t, t′ dans G le diagramme suivant commute :
Cc(G)
(L×R)(t,t′)

ρ // V ⊗ V ∗
(ρ⊗ρ∗)(t,t′)

Cc(G) ρ
// V ⊗ V ∗
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Par conséquent, comme lim
n→∞
ρ(fn) = E, lim
n→∞
ρ(f˜n) est égal à la projection de E
sur les (K ×K)-types de V ⊗ V ∗, et cette projection n’est rien d’autre que E elle
même, c’est à dire que lim
n→∞
ρ(f˜n) = E.
De plus, on a que,∫
G
|f˜n(g)|‖ρ(g)‖End(V )dg
≤
∫
G
∑
φ1,φ2∈I
nφ1 .nφ∗2
∫
K×K
|χφ∗1(t)χφ2(t
′)||fn(t
−1gt′)|‖ρ(g)‖dtdt′dg
≤
∑
φ1,φ2∈I
nφ1 .nφ∗2
∫
K×K
|χφ∗1(t)χφ2(t
′)|
∫
G
|fn(t
−1gt′)|‖ρ(g)‖dgdtdt′
≤ D
∑
φ1,φ2∈I
nφ1 .nφ∗2
∫
K×K
|χφ∗1(t)χφ2(t
′)|dtdt′
≤ D′,
où D′ est une constante qui ne dépend pas de n. Comme le support de f˜n est contenu
dans K(suppfn)K pour tout n, et les Bn sont invariants par l’action à gauche et à
droite de K, le support de f˜n est contenu dans G\Bn.
Soient maintenant E ∈ End(V ) non nulle et fn ∈ Cc(G) tels que lim
n→∞
ρ(fn) = E,
avec le support de fn contenu dans G\Bn, fn ayant des K-types à gauche et à droite
contenus J , et tels que
∫
G
|fn(g)|‖ρ(g)‖End(V )dg ≤ D, pour une constante uniforme
D.
D’après le lemme 1.2.8, si π est une représentation unitaire de G qui ne contient pas
la triviale, on a que, pour tout entier naturel n,
‖(ρ⊗ π)(fn)‖L(V⊗H) ≤ m
2 sup
ξ,η
∫
G
|fn(g)|‖ρ(g)‖End(V )φ(g)δK(ξ)δK(η)dg,
où ξ et η parcourent les vecteurs unitaires de H qui ont des K-types contenus dans
l’ensemble des K-types de V ⊗ V ∗ et φ est une fonction continue et positive sur G
qui s’annule à l’infini et qui ne dépend ni de fn ni de π.
De plus, on a une constante positive D telle que
∫
G
|fn(g)|‖ρ(g)‖End(V ) ≤ D et,
comme le support de fn est contenu dans G\Bn, l’inégalité au-dessus s’écrit :
‖(ρ⊗ π)(fn)‖L(V⊗H) ≤ m
2D sup
ξ,η
sup
g∈G\Bn
φ(g)δK(ξ)δK(η), (1.2.3)
où ξ et η parcourent les vecteurs unitaires de H qui ont des K-types appartenant à
l’ensemble des K-types de V ⊗ V ∗, ensemble qui ne dépend pas de n.
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On veut montrer que le membre de droite de cette inégalité tend vers zéro quand
n tend vers l’infini. Pour ceci, on a besoin du lemme suivant qui assure que, pour
tout v ∈ H ayant des K-types contenus dans un ensemble fixé S, la dimension du
sous-espace de H engendré par l’action de K sur v, que l’on note δK(v), est bornée
en fonction de S.
Lemme 1.2.10. Soit v ∈ W , où (µ,W ) est une représentation de K. Alors,
δK(v) = dim〈Kv〉 ≤
∑
[σ]
(dimσ)2,
où la somme est prise parmi les [σ] ∈ K̂ qui sont des K-types de v.
Démonstration. Soit C∗r (K) la C*-algèbre réduite de K. Toute représentation irré-
ductible σ de K, apparaît dim(σ) fois dans la décomposition de la représentation
régulière de K en somme directe de représentations irréductibles (cf. [Ser78]). En
fait, l’application
C∗r (K)
≃
→
⊕
[σ]∈ bK
End(Hσ)
f 7→ (σ(f))σ,
est un isomorphisme de C*-algèbres. Soit ψ l’application continue de C∗r (K) vers W
qui envoie f dans µ(f)v ∈ 〈Kv〉. On a donc que,
〈Kv〉 = ψ(C∗r (K))
= ψ(
⊕
[σ]∈ bK,
End(Hσ)),
où la somme directe est prise parmi les [σ] qui sont des K-types de v.
On a alors que
dim〈Kv〉 ≤
∑
[σ]
(dimσ)2,
où la somme est prise parmi les [σ] ∈ K̂ qui sont des K-types de v.
Maintenant on est prêt pour conclure. Le membre de droite de (1.2.3) tend vers
zéro quand n tend vers l’infini, car la fonction φ tend vers zéro à l’infini, et donc la
norme de (ρ⊗ π)(fn) tend vers zéro quand n tend vers l’infini.
On a donc trouvé une matrice E non nulle dans End(V ) et une suite de fonctions fn
dans Cc(G) tels que lim
n→∞
ρ(fn) = E et le supremum sur toutes les représentations
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unitaires π de G, qui ne contiennent pas la triviale, de ‖(ρ⊗π)(fn)‖L(V⊗Hπ) tend vers
zéro quand n tend vers l’infini. Ceci termine la démonstration du lemme 1.2.4, donc
celle du théorème 1.2.1. Par la proposition 1.1.7, G a alors la propriété (T) tordue par
ρ, ce qui termine la démonstration du théorème 1.0.2 énoncé dans l’introduction.
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Chapitre 2
Morphisme de Baum-Connes tordu
Dans le chapitre 1, étant donnés un groupe localement compact G et une repré-
sentation de dimension finie de G, (ρ, V ), nous avons défini des analogues tordus
par la représentation ρ de deux C∗-algèbres de groupe associées à G : la C∗-algèbre
maximale et la C∗-algèbre réduite. Ces nouvelles algèbres tordues, qui ne sont plus
des C∗-algèbres si le groupe G n’est pas compact mais qui sont toujours des algèbres
de Banach, apparaissaient de façon très naturelle dans l’étude de l’isolement de ρ
dans un ensemble de représentations de la forme ρ⊗ π, où π parcourt un ensemble
de représentations unitaires de G. Nous avons alors montré, dans certains cas, que,
comme dans le cas des C∗-algèbres de groupe, le fait d’avoir la propriété (T) im-
plique l’existence d’un idempotent dans l’algèbre tordue maximale qui distingue la
K-théorie des deux algèbres tordues par rapport à la même représentation ρ. Il est
naturel alors de vouloir calculer la K-théorie de ces algèbres tordues. Dans ce cha-
pitre, nous allons construire les outils qui, dans le chapitre 3, vont nous permettre de
calculer la K-théorie des algèbres tordues pour une large classe de groupes vérifiant
la conjecture de Baum-Connes.
2.1 Rappels et notations
Dans cette section, pour fixer les notations, nous allons rappeler quelques
définitions, que nous allons utiliser plus tard. On commence par donner la définition
d’une action propre d’un groupe localement compact ainsi que quelques exemples.
Ensuite, nous allons donner les définitions ainsi que les propriétés principales de
la KK-théorie équivariante de Kasparov et nous allons terminer par rappeler la
définition et les propriétés principales de la KK-théorie banachique de Lafforgue.
Toutes les C∗-algèbres que l’on considère sont des C∗-algèbres séparables et les
groupes localement compacts sont dénombrables à l’infini.
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2.1.1 Actions propres
Soit G un groupe localement compact. Un espace topologique séparé muni d’une
action par homéomorphismes de G est appelé un G-espace.
Définition 2.1.1. L’action de G sur un G-espace X est propre, si l’application
G×X → X ×X
(g, x) 7→ (g.x, x)
est une application propre, c’est-à-dire que la pre-image d’un compact est compacte.
Dans ce cas, on dit que X est un espace G-propre.
De façon équivalente, si X est un G-espace localement compact alors, l’action de
G sur X est propre, si et seulement si, pour tous sous-ensembles compacts K et L
de X, l’ensemble
{g ∈ G|g.K ∩ L 6= ∅}
est relativement compact dans G.
Exemples 2.1.2. 1. Si p : X → Y est un recouvrement localement trivial de
groupe G, alors l’action de G sur X est propre (et libre).
2. Si G est compact, alors toute action de G est propre.
3. Si G est groupe de Lie connexe et K est un sous-groupe compact maximal de
G, alors l’action de G sur le quotient G/K est propre.
Espace classifiant pour les actions propres. Soit G un groupe localement com-
pact.
Définition 2.1.3. Un espace G-propre X est universel si pour tout espace G-propre
Y il existe une application continue G-équivariante de Y dans X unique à homotopie
G-équivariante près.
Pour tout groupe localement compact G, un tel espace G-propre universel existe
et est unique à homotopie G-équivariante près (cf. [BCH94], [KS03]). On le note
EG.
Exemples 2.1.4. 1. Si G un groupe compact, alors on peut prendre EG = {pt}.
2. Si G est un groupe de Lie connexe, alors EG = G/K, où K est un sous-groupe
compact maximal.
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3. Si G est un groupe discret et sans torsion (ou G est continu sans sous-groupes
compacts), alors toute action de G propre est libre et elle définit alors un
recouvrement de groupe G. Dans ce cas, EG = EG, où EG est le recouvrement
universel de l’espace classifiant des fibrés G-principaux, usuellement noté BG
(cf. [Hus94]).
2.1.2 KK-théorie équivariante de Kasparov
Dans une série d’articles (cf. [Kas80], [Kas88], [Kas95]), G. Kasparov a défini un
bifoncteur de la catégorie des C∗-algèbres, munies d’une action continue d’un groupe
localement compact, dans la catégorie des groupes abéliens, qui regroupe à la fois
la K-théorie et la K-homologie des C∗-algèbres. Il utilise ce “K-bifoncteur” pour
calculer la K-théorie des C∗-algèbres de groupe pour des groupes de Lie connexes
moyennables ainsi que pour les sous-groupes discrets. Il l’utilise aussi pour montrer
la conjecture de Novikov sur l’invariance homotopique des signatures d’ordre
supérieur pour des variétés lisses dont le groupe fondamental est un sous-groupe
discret d’un groupe de Lie connexe. Nous allons rappeler ici les définitions ainsi que
les propriétés principales de cette KK-théorie équivariante, que nous allons utiliser
dans la construction de notre morphisme tordu. On renvoie le lecteur vers [Ska91],
vers [Val02] ou vers [Hig90], pour des expositions de cette théorie.
Si A et B sont des C∗-algèbres, la norme de C∗-algèbre sur le produit tensoriel
algébrique A ⊗algC B que l’on va toujours considérer est la minimale (cf. [Hig90,
1.1]). On note alors A⊗B la C∗-algèbre produit tensoriel par rapport à cette norme.
Produit croisés. On rappelle que si G est un groupe localement compact, une G-
C∗-algèbre A est une C∗-algèbre munie d’une action continue de G, c’est-à-dire qu’il
existe un homomorphisme continu α de G dans le groupe des ∗-automorphismes de
A, que l’on note Aut(A), muni de la topologie de la convergence en norme point par
point. Pour simplifier les notations, si A est une G-C∗-algèbre, on note, pour tout
g ∈ G et pour tout a ∈ A,
g(a) := α(g)(a),
ou, plus simplement encore, ga := α(g)(a).
Soit G un groupe localement compact et soit A une G-C∗-algèbre. L’espace
vectoriel des fonctions à support compact sur G à valeurs dans A, noté Cc(G,A),
est munie d’une structure d’algèbre involutive : on définit la multiplication par la
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formule, pour f1, f2 ∈ Cc(G,A) et g ∈ G,
f1 ∗ f2(g) =
∫
G
f1(t)t(f2(t
−1g))dt,
où dg est la mesure de Haar invariante à gauche sur G, et l’involution est définie par
la formule, pour f ∈ Cc(G,A) et g ∈ G,
f ∗(g) = g(f(g−1))∗∆(g−1),
où ∆ est la fonction modulaire de G (c’est-à-dire que dg−1 = ∆(g)−1dg).
Intuitivement, il est parfois utile de noter tout élément g 7→ f(g) de Cc(G,A)
par l’intégrale formelle
∫
G
f(g)egdg, où eg est une lettre formelle satisfaisant :
– egeg′ = egg′ ,
– e∗g = e
−1
g = eg−1 ,
– et egae∗g = g.a pour a ∈ A.
Nous allons utiliser très souvent cette notation.
De même, pour une G-C∗-algèbre A, on définit
L2(G,A) := {f ∈ Cc(G,A)|
∫
G
f(g)∗f(g)dg converge en A}.
L’espace L2(G,A) muni de la norme ‖f‖ = ‖
∫
G
f(g)∗f(g)dg‖
1
2
A est un espace de
Banach.
Définition 2.1.5. Une représentation covariante d’une G-C∗-algèbre A est un
couple (π, σ) de représentations de A et de G, respectivement, dans le même es-
pace de Hilbert, que l’on note H(π,σ), tel que :
σ(g)π(a)σ(g)∗ = π(g.a),
où a ∈ A et g ∈ G.
Il est clair que toute représentation covariante (π, σ) d’une G-C∗-algèbre induit,
par intégration, une représentation de l’algèbre Cc(G,A), que l’on note encore (π, σ)
par abus de notation. Elle induit donc une pre-C∗-norme sur cette algèbre involutive.
Définition 2.1.6. (cf. [Bla98, 10.1], [Ped79, 7.7]) Le produit croisé maximal de A
et G, noté C∗(G,A), est le complété séparé de Cc(G,A) pour la norme donnée par
la formule suivante :
‖f‖ = sup
(π,σ)
‖(π, σ)(f)‖L(H(π,σ)),
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où f ∈ Cc(G,A) et ‖.‖L(H(π,σ)) est la norme d’opérateur.
Le produit croisé réduit de A et G, noté C∗r (G,A), est l’adhérence de l’image de
la représentation régulière
λG,A : Cc(G,A)→ L(L
2(G,A))
donnée par la formule : λG,A(f)(h)(t) =
∫
G
t−1(f(s))h(s−1t)ds, pour f ∈ Cc(G,A)
et h ∈ L2(G,A). Intuitivement, nous notons tout élément g 7→ h(g) de L2(G,A) par
l’intégrale formelle
∫
G
egh(g)dg, car on veut que A agisse à droite sur L2(G,A). Avec
cette notation la formule qui détermine la représentation régulière λG,A ci-dessus
devient claire.
Remarque 2.1.7. – Si A = C, alors le produit croisé de C et G est égal à C∗(G),
la C∗-algèbre maximale de G et le produit croisé réduit est égal à C∗r (G), la
C∗-algèbre réduite de G.
– La représentation λG,A induit un morphisme d’algèbres de Banach
λG,A : C
∗(G,A)→ C∗r (G,A),
que l’on note λG,A par abus de notation et qui prolonge l’identité sur Cc(G,A).
Modules hilbertiens On rappelle maintenant la définition d’un module hilbertien.
Définition 2.1.8. Soit B une C∗-algèbre. Un B-module hilbertien est un B-module
à droite E muni d’un produit scalaire
〈., .〉B : E × E → B
qui vérifie les propriétés suivantes :
1. 〈x, λy〉B = λ〈x, y〉B, pour tout x, y ∈ E, λ ∈ C,
2. 〈x, yb〉B = 〈x, y〉Bb, pour tout x, y ∈ E, b ∈ B,
3. 〈y, x〉B = 〈x, y〉∗B, pour tout x, y ∈ E,
4. 〈x, x〉B ≥ 0 pour tout x ∈ E et si 〈x, x〉 = 0, alors x = 0,
5. E est complet pour la norme ‖x‖ = ‖〈x, x〉B‖
1
2 (on ne considère que des
modules séparés en tant qu’espaces de Banach).
On remarque que les trois premières propriétés impliquent :
〈λx, y〉B = λ〈x, y〉B et 〈xb, y〉B = b
∗〈x, y〉B,
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pour tout x, y ∈ E, b ∈ B.
De plus, si E est un B-module hilbertien, on a que
‖xb‖ ≤ ‖x‖b‖ et ‖〈x, y〉B‖ ≤ ‖x‖‖y‖,
pour tout x, y ∈ E.
Exemples 2.1.9. 1. La C∗-algèbre B est un B-module hilbertien. Le produit
scalaire est donné par : 〈x, y〉 = x∗y pour tout x, y ∈ B.
2. Si n est un entier, Bn est un B-module hilbertien. Le produit scalaire est donné
par : 〈(x)i, (yi)〉 =
n∑
i=1
x∗i yi, pour (xi)i, (yi)i ∈ B
n.
3. Si X est un compact, les C(X)-modules hilbertiens s’identifient avec les
champs continus d’espaces de Hilbert au-dessus deX : à tout champ continu on
associe le module des sections continues qui s’annulent à l’infini (cf. [DD63]).
4. Si B est une G-C∗-algèbre, l’espace L2(G,B) défini ci-dessus, est un B-module
hilbertien. L’action à droite de B est donné par multiplication à droite sur B
et le produit scalaire à valeurs dans B est donné par la formule
〈., .〉B : L
2(G,B)× L2(G,B)→ B
(f1, f2) 7→
∫
G
f1(g)
∗f2(g)dg.
On donne maintenant la définition d’opérateur borné sur un module hilbertien.
Définition 2.1.10. Soit B une C∗-algèbre et soient E1 et E2 deux B-modules hilber-
tiens. On note LB(E1, E2) l’ensemble des applications T : E1 → E2 qui admettent un
adjoint, c’est-à-dire, les applications telles qu’il existe une application T ∗ : E2 → E1
telle que
〈Tx1, x2〉B = 〈x1, T
∗x2〉B,
pour tout x1 ∈ E1, x2 ∈ E2.
Si E est un B-module hilbertien, on pose LB(E) := LB(E,E).
On remarque que si T ∈ LB(E1, E2) alors T et T ∗ sont automatiquement linéaires
et B-linéaires (cf. [Bla98, 13.2]) et LB(E) muni de la norme d’opérateur est une C∗-
algèbre.
Définition 2.1.11. Soit E un B-module hilbertien. Si x, y ∈ E, on note θx,y l’opé-
rateur défini par
θx,y(z) = x〈y, z〉, pour z ∈ E.
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Les éléments de la forme θx,y appartiennent à LB(E) (θ∗x,y = θy,x) et ils sont appelés
opérateurs de rang 1.
Si T ∈ LB(E), alors,
Tθx,y = θTx,y et θx,yT = θx,T ∗y,
de sorte que l’espace vectoriel engendré par les opérateurs de rang 1 est un idéal de
LB(E) dont les éléments sont appelés opérateurs de rang fini sur E.
L’ensemble des opérateurs compacts de E, noté KB(E), est alors l’adhérence pour
la norme d’opérateur de l’espace des opérateurs de rang fini.
Produits tensoriels. On peut définir deux types de produits tensoriels de modules
hilbertiens (cf. [Ska91]). Soient A et B deux C∗-algèbres.
Définition 2.1.12. Soient E1 et E2 deux modules hilbertiens sur A et sur B res-
pectivement. On note A ⊗algC B le produit tensoriel algébrique. Le A ⊗ B-module
hilbertien E1⊗E2 est le complété séparé du produit tensoriel algébrique E1⊗
alg
C E2
pour la norme ‖x‖ = ‖〈x, x〉‖
1
2 , où 〈, 〉 denote le produit scalaire donné par la formule
〈x1 ⊗ x2, y1 ⊗ y2〉 = 〈x1, y1〉 ⊗ 〈x2, y2〉,
pour x1, y1 ∈ E1, x2, y2 ∈ E2. On appelle cette construction produit tensoriel
externe de modules hilbertiens.
Définition 2.1.13. Soient E1 un A-module hilbertien, E2 un B-module hilbertien
et π : A → LB(E2) un ∗-homomorphisme. Le B-module hilbertien E1 ⊗A E2 est le
complété séparé du produit tensoriel algébrique E1 ⊗
alg
C E2 pour la norme ‖x‖ =
‖〈x, x〉‖
1
2 , où 〈, 〉 denote le produit scalaire donné par
〈x1 ⊗ x2, y1 ⊗ y2〉 = 〈x2, π(〈x1, y1〉)y2〉
pour x1, y1 ∈ E1, x2, y2 ∈ E2. L’action de B est donnée par la formule :
(x1 ⊗ x2)b = x1 ⊗ x2b,
pour tout x1 ∈ E1, x2 ∈ E2 et b ∈ B. Cette construction est appelée produit
tensoriel interne de modules hilbertiens. On remarque que dans ce cas, si a ∈ A,
x1 ∈ E1 et x2 ∈ E2 alors
x1 ⊗ π(a)x2 = x1a⊗ x2.
Nous allons utiliser souvent cette construction.
KK-théorie équivariante de Kasparov. On suppose maintenant que G est un
groupe localement compact et A et B sont des G-C∗-algèbres.
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Définition 2.1.14. Un G-(A,B)-bimodule équivariant est la donnée d’un couple
(E, π) où :
• E est un B-module hilbertien Z/2Z-gradué (ie. E = E(0) ⊕ E(1)) muni d’une
action continue de G compatible avec la graduation et telle que
−〈gx, gy〉B = g.〈x, y〉, ∀g ∈ G, x, y ∈ E,
− g.(xb) = (g.x)(g.b), ∀b ∈ B.
Un B-module hilbertien muni d’une action continue de G vérifiant les proprié-
tés ci-dessus est appelé un G-module hilbertien sur B.
• π : A→ LB(E) est un ∗-homomorphisme tel que
−π(A) ⊂ LB(E)
(0),
− g.(π(a)x) = π(g.a)g.x, ∀g ∈ G, a ∈ A, x ∈ E,
Si B est une G-C∗-algèbre et E est un G-module hilbertien sur B, alors G agit
sur LB(E) (resp. sur KB(E)) par la formule suivante
(gT )x = gTg−1x,
pour T ∈ LB(E) (resp. T ∈ KB(E)), g ∈ G et x ∈ E. On remarque que, en général,
l’action de G sur LB(E) est continue pour la topologie forte mais elle n’est pas
continue pour la norme ; par contre, l’action de G sur KB(E) est toujours continue.
Définition 2.1.15. Un élément T ∈ LB(E) est dit G-continu si, pour tout x ∈ E,
l’application g 7→ g.T est continue pour la norme. En particulier, si T ∈ KB(E), ou
T ∈ π(A), alors T est G-continu.
Exemple 2.1.16. Soit B est une G-C∗-algèbre et E est un G-module hilbertien sur
B. On considère l’espace Cc(G,E) des fonctions à support compact sur G à valeurs
dans E muni des opérations suivantes : pour f, f1, f2 ∈ Cc(G,E), b ∈ B et g, t ∈ G,
(fb)(g) = f(g).b,
g(f)(t) = g(f(g−1t)),
〈f1, f2〉B =
∫
G
〈f1(g), f2(g)〉Bdg.
La complétion de Cc(G,E) pour la norme ‖f‖ = ‖〈f, f〉B‖
1
2
B est un G-module hil-
bertien sur B noté L2(G,E). En particulier, L2(G,B) est un G-module hilbertien
sur B.
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Nous pouvons maintenant rappeler la définition de cycle :
Définition 2.1.17 (G. Kasparov). Un cycle G-équivariant sur (A,B) est la donnée
d’un triplet (E, π, T ), où :
• (E, π) est un G-(A,B)-bimodule équivariant,
• T ∈ LB(E) est impair (ie. T ∈ LB(E)(1)) et satisfait les propriétés suivantes :
−∀a ∈ A, π(a)(T 2 − 1), [π(a), T ] ∈ KB(E),
−T est G-continu et ∀g ∈ G, gT − T ∈ KB(E).
Un cycle est dégénéré si pour tout a ∈ A, π(a)(T 2 − 1) = 0 et [π(a), T ] = 0.
Pour simplifier les notations, on note (E, T ) le cycle (E, π, T ) quand on n’a pas
besoin de spécifier la représentation π.
On note EG(A,B) l’ensemble des cycles équivariants sur (A,B).
Définition 2.1.18. Supposons maintenant qu’on a une troisième G-C∗-algèbre C et
θ : B → C un ∗-homomorphismeG-équivariant. Soit α = (E, T ) un cycle équivariant
sur (A,B). On pose
θ∗(E) := E ⊗B C
le C-module hilbertien obtenu par produit tensoriel interne et
θ∗(α) := (θ∗(E), θ∗(T )),
où θ∗(T ) = T ⊗ 1, avec 1 ∈ LC(C) l’opérateur identité. Cette construction définit
une application
θ∗ : EG(A,B)→ EG(A,C).
Pour toute algèbre de Banach B, on note B[0, 1] l’algèbre des fonctions continues
sur [0, 1] à valeurs dans B munie de la norme du supremum. Pour tout t ∈ [0, 1], on
note σt : B[0, 1]→ B l’évaluation en t.
Définition 2.1.19. Deux cycles α et β dans EG(A,B) sont homotopes s’il existe
un cycle δ dans EG(A,B[0, 1]) tel que σ0,∗(δ) = α et σ1,∗(δ) = β. Une homotopie est
alors un élément de EG(A,B[0, 1]).
Définition 2.1.20. On note KKG(A,B) l’ensemble des classes d’homotopie d’élé-
ments de EG(A,B). C’est un groupe abélien pour la somme directe de cycles (ie.
si (E, π, T ) et (E ′, π′, T ′) sont des cycles équivariants sur A et B, alors leur somme
directe (E ⊕ E ′, π ⊕ π′, T ⊕ T ′) est un cycle équivariant sur A et B).
Dans le cas où le groupe G est trivial, on le note KK(A,B).
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Fonctorialité. Avec les définitions précédentes, KKG(A,B) définit un bifoncteur
de la catégorie des G-C∗-algèbres dans la catégorie des groupes abéliens. Ce foncteur
est contravariant en A et covariant en B. En effet, si α = (E, π, T ) est un cycle dans
KKG(A,B), un ∗-homomorphisme G-équivariant θ : C → A définit un cycle
θ∗(α) := (E, π ◦ θ, T ) ∈ KKG(C,B).
Si θ : B → C est un ∗-homomorphisme G-équivariant, alors
θ∗(α) := (θ∗(E), π ⊗ 1, T ⊗ 1) ∈ KKG(A,C).
Exemples 2.1.21. 1. Si θ : A → B est un ∗-homomorphisme G-équivariant,
alors on note [θ] la classe du cycle (B, θ, 0) dans KKG(A,B) qu’il définit.
Tout ∗-homomorphisme G-équivariant définit alors un cycle équivariant et on
peut alors penser les éléments de KKG(A,B) comme étant des morphisme
G-équivariants généralisés.
2. La K-théorie est un cas particulier de la KK-théorie : pour toute C∗-algèbre
B,
KK(C, B) = K0(B).
Remarque 2.1.22. De la même façon que pour toute C∗-algèbre B on peut définir
des groupes de K-théorie d’ordre supérieur Kn(B) pour tout n ≥ 1, pour toutes
G-C∗-algèbres A et B, on peut définir des groupes KKG,n(A,B) pour tout n ∈ Z.
Soient A et B des G-C∗-algèbres. On pose :
KKG,n(A,B) := KKG(A,B(Rn)),
où B(Rn) désigne l’espace des fonctions continues sur Rn à valeurs dans B qui
tendent vers 0 à l’infini. Donc,
KKG,0(A,B) = KKG(A,B).
Dans le cas particulier où n = 1, on peut définir les groupes KKG,1(A,B) de la façon
suivante : EG,1(A,B) est l’ensemble des cycles équivariants gradués de façon triviale
et KKG,1(A,B) est l’ensemble des classes d’homotopie d’éléments dans EG,1(A,B).
Kasparov a montré le théorème de périodicité suivant :
Théorème 2.1.23 (Périodicité de Bott). Soient A et B deux G-C∗-algèbres et
n,m ≥ 0, alors :
– si n+m est pair, KKG(A(Rm), B(Rn)) ≃ KKG(A,B),
Chapitre 2. Morphisme de Baum-Connes tordu 57
– si n + m est impair, KKG(A(Rm), B(Rn)) ≃ KKG(A,B(R)) ≃
KKG(A(R), B) ≃ KKG,1(A,B).
Définition 2.1.24. Soit X une espace G-propre (cf. 2.1.1) et G-compact (c’est-à-
dire que X/G est un espace compact). La K-homologie G-équivariante (d’ordre 0)
de X est, par définition,
KG,0(X) := KKG(C0(X),C).
Si l’espace X n’est pas G-compact, on pose
KG,0(X) := lim
−→
KKG(C0(Y ),C),
où la limite inductive est prise sur les parties Y qui sont G-invariantes, G-compacts
et fermées de X.
Le théorème suivant décrit les propriétés les plus importantes de la KK-théorie
équivariante, dont le produit de Kasparov.
Théorème 2.1.25 (G. Kasparov, [Kas88]). Soit G un groupe localement compact et
soient A, B, C des G-C∗-algèbres. Il existe une application bilinéaire appelée produit
de Kasparov : pour i, j ∈ Z/2Z,
KKG,i(A,B)×KKG,j(B,C)→ KKG,i+j(A,C)
(x, y) 7→ x⊗B y
qui est associative et fonctorielle.
De plus, pour toute G-C∗-algèbre D, il existe un homomorphisme d’extension de
scalaires :
σD : KKG,i(A,B)→ KKG,i(A⊗D,B ⊗D)
(E, π, T ) 7→ (E ⊗D, π ⊗ 1, T ⊗ 1)
et deux homomorphismes de descente :
jG : KKG,i(A,B)→ KKi(C
∗(G,A), C∗(G,B))
jGr : KKG,i(A,B)→ KKi(C
∗
r (G,A), C
∗
r (G,B)).
Ces morphismes sont tous fonctoriels.
Nous énumérons dans la remarque suivante, les propriétés les plus importantes
de cette théorie et que nous allons utiliser plus tard.
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Remarque 2.1.26. 1. Le produit de Kasparov induit, en particulier, une action de
la KK-théorie sur la K-théorie, c’est-à-dire un homomorphisme
KK(A,B)→ Hom(Ki(A), Ki(B))
x 7→
(
p 7→ p⊗A x
)
,
pour i = 0, 1.
2. De plus, on a que :
– si α : A → B est un morphisme de G-C∗-algèbres et y est un élément de
KKG,i(B,C), alors
[α]⊗B y = α
∗(y) ∈ KKG,i(A,C),
– si β : B → C est un morphisme de G-C∗-algèbres et x est un élément de
KKG,i(A,B), alors
x⊗B [β] = β∗(x) ∈ KKG,i(A,C).
3. Si x ∈ KKG,i(A,B) et y ∈ KKG(C,C), alors
σA(y)⊗A x = x⊗B σB(y),
où,
σA : KKG(C,C)→ KKG(A,A) et σB : KKG(C,C)→ KKG(B,B),
sont les morphismes d’extension de scalaires. En particulier, si on prend
A = B = C, on remarque que KKG(C,C) est un anneau commutatif uni-
taire (1 = [IdC]). Les groupes KKG,i(A,B), KKi(C∗(G,A), C∗(G,B)) et
KKi(C
∗
r (G,A), C
∗
r (G,B)) sont des modules sur cet anneau.
4. Si x = (E, π, T ) ∈ EG(A,B) et y = (E ′, π′, T ′) ∈ EG(B,C), alors
x⊗B y = (E ⊗B E
′, π ⊗ 1, H)
Pour la définition de H, on renvoie le lecteur à [Kas88] (voir aussi [Con94,
Chapter IV Appendix A]). Dans le cas simple où l’opérateur F (ou F ′) est
trivial, l’opérateur H s’écrit facilement H = 1⊗ F ′ (resp. H = F ⊗ 1).
5. On peut donner facilement la définition de la descente, par exemple dans le
cas des produits croisés maximaux, d’une façon explicite : soit
α = (E, π, T ) ∈ KKG(A,B).
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On considère l’espace Cc(G,E) des fonctions à support compact surG à valeurs
dans E, qui admet une structure de Cc(G,B)-module à droite. On définit un
produit scalaire sur Cc(G,E) à valeurs dans Cc(G,B) par la formule suivante :
〈x, y〉(g) =
∫
G
s(〈x(s), y(s−1g)〉B)ds,
où x, y ∈ Cc(G,E). Le complété séparé de Cc(G,E) pour la norme
‖x‖ = ‖〈x, x〉‖
1
2
C∗(G,B),
est un C∗(G,B)-module hilbertien noté C∗(G,E). Pour a ∈ Cc(G,A), x ∈
Cc(G,E) et g ∈ G, on pose
(a.x)(g) := (π˜(a)x)(g) :=
∫
G
π(a(s))s
(
x(s−1g)
)
ds
et (T˜ x)(g) = T (x(g)). Alors, dans ce cas,
jG(α) := (C∗(G,E), π˜, T˜ ).
Le cas des produits croisés réduits s’écrit aussi de façon explicite et est com-
plètement analogue.
2.1.3 KK-théorie banachique de Lafforgue
Dans [Laf02b], Lafforgue a défini une théorie similaire à la KK-théorie équiva-
riante de Kasparov mais pour les algèbres de Banach qui a permis de pour prouver
la conjecture de Baum-Connes pour des groupes infinis discrets ayant la propriété
(T). On rappelle qu’une preuve de la conjecture, pour un groupe localement
compact G, qui utilise la méthode du “dual Dirac-Dirac” (cf. introduction), et donc
la KK-théorie de Kasparov, implique forcément l’existence d’un isomorphisme
entre la K-théorie de la C∗-algèbre maximale de G et la K-théorie de sa C∗-algèbre
réduite. De plus, elle utilise le fait que l’on puisse construire une homotopie entre
un élément, appelé élément γ de Kasparov, et l’identité dans KKG(C,C), ce
qu’il n’est pas possible dès que le groupe a la propriété (T). L’idée principale
de la KK-théorie de Lafforgue, dite désormais “banachique”, est de remplacer
les représentations unitaires de G dans des espaces de Hilbert dans la définition
de KKG(C,C) par des représentations isométriques de G dans des espaces de
Banach. Dans ce cadre, il n’existe pas de difficulté analogue à la propriété (T) (cf.
[Laf02b, Introduction]). Lafforgue construit la KK-théorie banachique, à partir de
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la KK-théorie équivariante de Kasparov, en remplaçant les modules hilbertiens par
des paires de modules de Banach en dualité.
Dans la suite une algèbre de Banach B est un espace de Banach muni d’une
structure de C-algèbre telle que ‖ab‖B ≤ ‖a‖B‖b‖B pour a, b ∈ B. Elle est
non-dégénérée si le sous-espace vectoriel BB est dense dans B. On va considérer
des algèbres de Banach qui ne sont pas nécessairement unifères (c’est-à-dire qu’elles
ne possèdent pas nécessairement un élément unité). Si B est une algèbre de Banach,
on note B˜ l’algèbre unitarisée de B, c’est-à-dire B˜ = B ⊕ C munie du produit
(a, λ).(b, µ) = (ab+λb+µa, λµ) et de la norme ‖(b, λ)‖B˜ = ‖b‖B+ |λ|, pour a, b ∈ B
et λ ∈ C. L’élément unité de B˜ est 1B˜ = (0, 1). On identifie alors B avec son image
dans B˜ par l’homomorphisme b 7→ (b, 0).
Modules de Banach. Un B-module de Banach à droite (resp. à gauche) sur une
algèbre de Banach B est un espace de Banach E, avec une norme que l’on note ‖.‖E,
muni d’une structure de B-module à droite (reps. à gauche) telle que, pour x ∈ E,
b ∈ B,
‖xb‖E ≤ ‖x‖E‖b‖B
(reps. ‖bx‖E ≤ ‖b‖B‖x‖E).
Un B-module de Banach est non-dégénéré si le sous-espace vectoriel EB (resp.
BE) de E est dense dans E.
Si B et C sont deux algèbres de Banach, un morphisme d’algèbres θ : B → C
est un morphisme d’algèbres de Banach si ‖θ(b)‖C ≤ ‖b‖B, c’est-à-dire que l’on ne
considère que les morphismes d’algèbres de Banach qui sont de norme inférieure où
égale à 1.
Soit B une algèbre de Banach et soient E et F des B-modules de Banach, à
gauche ou à droite. Un morphisme de B-modules de Banach de E dans F est une
application linéaire continue f : E → F qui est un morphisme de B-modules au
sens algébrique. On pose :
‖f‖ = sup
x∈E,‖x‖E=1
‖f(x)‖F .
Produit tensoriel projectif. Si B est une algèbre de Banach, E est un B-module
de Banach à droite et F est un B-module de Banach à gauche, on note E ⊗πB F
le complété séparé du produit tensoriel algébrique E ⊗algC F pour la plus grande
semi-norme ‖.‖ telle que ‖x⊗ by− xb⊗ y‖ = 0 et ‖x⊗ y‖ ≤ ‖x‖E‖y‖F pour x ∈ E,
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y ∈ F et b ∈ B.
Fonctorialité. Soient B et C deux algèbres de Banach et soit θ : B → C un
morphisme d’algèbres de Banach. Étant donné E un B-module de Banach à droite
non-dégénéré, on définit un C-module de Banach à droite de la façon suivante : on
pose
θ∗(E) := E ⊗
π
B˜
C˜.
La structure de C-module sur θ∗(E) est donnée par la formule
(x⊗ c′)c = x⊗ c′c,
pour x ∈ E, c ∈ C et c′ ∈ C˜. Ceci fait de θ∗(E) un C-module de Banach à droite
non-dégénéré (cf. [Laf02b, 1.1]).
B-paires. Pour définir la KK-théorie banachique, Lafforgue introduit la notion de
paire de modules de Banach en dualité sur une algèbre de Banach B, car, contrai-
rement aux espaces de Hilbert, les espaces de Banach ne sont pas autoduaux. Cette
notion est à la base de son travail.
Définition 2.1.27. Soit B une algèbre de Banach. Une B-paire est la donnée d’un
couple d’espaces de Banach E = (E<, E>) où :
– E> est un B-module de Banach à droite non-dégénéré,
– E< est un B-module de Banach à gauche non-dégénéré,
et d’un crochet
〈., .〉 : E< × E> → B
qui est une application C-bilinéaire telle que :
1. 〈bξ, x〉 = b〈ξ, x〉,
2. 〈ξ, xb〉 = 〈ξ, x〉b,
3. ‖〈ξ, x〉‖B ≤ ‖ξ‖E<‖x‖E> ,
pour tout ξ ∈ E<, x ∈ E> et b ∈ B.
Si E et F sont deux B-paires leur somme directe
E ⊕ F := (E< ⊕ F<, E> ⊕ F>),
est une B-paire : la norme de (x, y) ∈ E> ⊕ F> est ‖x‖+ ‖y‖, la norme de (ξ, η) ∈
E< ⊕ F< est ‖ξ‖+ ‖η‖ et le crochet est 〈(ξ, η), (x, y)〉 = 〈ξ, x〉+ 〈η, y〉.
Définition 2.1.28. Soient E, F et G des B-paires. Un morphisme de B-paires
f : E → F est un couple (f<, f>), où :
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– f> : E> → F> est un morphisme de B-modules à droite,
– f< : F< → E< est un morphisme de B-modules à gauche,
tel que
〈η, f>(x)〉 = 〈f<(η), x〉,
pour tout x ∈ E> et pour tout η ∈ F<.
On note L(E,F ) l’espace des morphismes de B-paires de E dans F , ou LB(E,F )
quand on veut spécifier l’algèbre B sur laquelle les modules sont définis. C’est un
espace de Banach muni de la norme
‖f‖ = max(‖f<‖, ‖f>‖).
Si f = (f<, f>) est un morphisme de B-paires de E dans F et g = (g<, g>) est un
morphisme de B-paires de F dans G, la composée de f et g est
g ◦ f := (f< ◦ g<, g> ◦ f>).
Elle appartient à L(E,G).
Pour ξ ∈ E< et y ∈ F>, on note |y〉〈ξ| ∈ L(E,F ) le morphisme de B-paires
défini par les formules
|y〉〈ξ|> : E> → F>
x 7→ y〈ξ, x〉
|y〉〈ξ|< : F< → E<
η 7→ 〈η, y〉ξ.
On dit qu’un élément de LB(E,F ) est un opérateur de rang fini s’il s’écrit comme
combinaison linéaire de morphismes de la forme |y〉〈η|. On note KB(E,F ) l’adhé-
rence dans LB(E,F ) de l’espace des opérateurs de rang fini. Un morphisme de
B-paires est dit compact s’il appartient à KB(E,F ). On pose LB(E) = LB(E,E) et
KB(E) = KB(E,E).
Exemple 2.1.29. Si B est une C∗-algèbre et E est un B-module hilbertien avec
produit scalaire 〈., .〉 : E × E → B, alors la norme sur E définie par
‖x‖E = ‖〈x, x〉‖
1
2
B,
fait de E un espace de Banach. De plus, on a que ‖xb‖E ≤ ‖x‖E‖b‖B pour tout
b ∈ B et x ∈ E, donc E est un B-module de Banach à droite qui est en plus non-
dégénéré.
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On note E le B-module de Banach à gauche tel qu’il existe une isométrie C-
antilinéaire ∗ : E → E vérifiant
b∗x∗ = (xb)∗
pour x ∈ E et b ∈ B. On pose 〈x∗, y〉 = 〈x, y〉 pour x, y ∈ E. Lafforgue a montré
que, sous ces hypothèses, (E,E) est une B-paire.
Si de plus F est un deuxième B-module hilbertien et f : E → F est un morphisme
de B-modules hilbertiens, on considère f ∗ : F → E l’adjoint de f et on note f
∗
l’application (∗)f ∗(∗)−1 : F → E. Alors (f
∗
, f) est un morphisme de B-paires de
(E,E) vers (F , F ) et (f
∗
, f) est compact si f est compact ([Laf02b, Proposition
1.1.4]).
Nous allons nous servir beaucoup de cette construction dans ce travail.
Définition 2.1.30. Soient A et B deux algèbres de Banach. Un (A,B)-bimodule
de Banach est la donnée d’un couple (E, π) où E est une B-paire et π est un
morphisme d’algèbres de Banach de A dans LB(E). Autrement dit, E = (E<, E>)
est un (A,B)-bimodule de Banach si :
– E> est muni d’une structure de A-module de Banach à gauche,
– E< est muni d’une structure de A-module de Banach à droite,
– ces structures commutent avec les structures de B-module de Banach,
– 〈ξa, x〉 = 〈ξ, ax〉, pour a ∈ A, ξ ∈ E< et x ∈ E>.
KK-théorie banachique. Considérons maintenant un groupe localement compact
G. Dorénavant, une longueur sur G sera une fonction continue ℓ : G → [0,+∞[
telle que ℓ(g1g2) ≤ ℓ(g1) + ℓ(g2) pour tous g1, g2 ∈ G.
Une algèbre de Banach B est une G-algèbre de Banach si elle est munie d’une
action par automorphismes isométriques de G.
Soient A et B deux G-algèbres de Banach et ℓ une longueur sur G.
Définition 2.1.31. Un (G, ℓ)-(A,B)-bimodule de Banach est la donnée d’un couple
(E, π) où :
• E = (E<, E>) est une B-paire muni d’une action continue de G telle que :
−‖gx‖E> ≤ e
ℓ(g)‖x‖E> ,
−‖gξ‖E< ≤ e
ℓ(g−1)‖ξ‖E< ,
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pour tout g ∈ G, ξ ∈ E< et x ∈ E>,
− g(xb) = (gx)(gb),
− g(bξ) = (gb)(gξ),
− g(〈ξ, x〉) = 〈gξ, gx〉
pour tout g ∈ G, x ∈ E>, ξ ∈ E< et b ∈ B.
Une B-paire avec ces propriétés est appelée une (G, ℓ)-B-paire.
• π : A→ LB(E) est un morphisme d’algèbres de Banach G-équivariant.
Si E et F sont des (G, ℓ)-B-paires, T ∈ L(E,F ) et g ∈ G, on note
g(T ) := (gT<g−1, gT>g−1) ∈ L(E,F ).
De même que pour les bimodules hilbertiens, si la B-paire E est Z/2Z-graduée
(ie. E< et E> sont des espaces de Banach Z/2Z-gradués), on demande en plus que
l’action continue de G sur E préserve la graduation.
Nous pouvons maintenant donner la définition de cycle banachique équivariant.
Définition 2.1.32 (V. Lafforgue). Un cycle banachique (G, ℓ)-équivariant sur
(A,B) est la donnée d’un triplet (E, π, T ) où :
• (E, π) est un (G, ℓ)-(A,B)-bimodule de Banach Z/2Z-gradué,
• T ∈ LB(E) est impair et satisfait les propriétés suivantes :
− ∀a ∈ A, π(a)(IdE − T
2), [π(a), T ] ∈ KB(E),
− l’application g 7→ π(a)(T − g(T )) est continue de G dans KB(E).
De même que dans le cas des cycles hilbertiens 2.1.17, on note (E, T ) le cycle
banachique (E, π, T ) à moins que l’on ait besoin de spécifier la représentation π.
On note EbanG,ℓ (A,B) l’ensemble des classes d’isomorphisme de cycles banachiques
G-équivariants, et par rapport à la longueur ℓ, sur (A,B).
Définition 2.1.33. Supposons maintenant qu’on a une troisième G-algèbre de Ba-
nach C et un morphisme d’algèbres de Banach θ : B → C qui est G-équivariant.
Soit E = (E<, E>) une B-paire. On pose
θ(E)∗ := (θ∗(E
<), θ∗(E
>)) = (C˜ ⊗π
B˜
E<, E> ⊗π
B˜
C˜).
Alors θ∗(E) est une C-paire appelée image directe de E par le morphisme θ :
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– le crochet est défini par la formule
〈c⊗ ξ, x⊗ c′〉 = cθ(〈ξ, x〉)c′ ∈ C,
pour c, c′ ∈ C˜, x ∈ E> et ξ ∈ E<.
Si F = (F<, F>) est une autre B-paire et f = (f<, f>) est un morphisme de B-
paires de E dans F , alors
θ∗(f) := (1⊗ f
<, f> ⊗ 1)
est un morphisme de C-paires de θ∗(E) dans θ∗(F ) et si f est un morphisme compact,
alors θ∗(f) est compact.
Dans ce cas, si (E, π, T ) est un cycle banachique équivariant sur (A,B) alors, pour
tout a ∈ A, comme π(a) appartient à LB(E), θ∗(π(a)) appartient à LC(E) et donc
(θ∗(E), θ∗ ◦π, θ∗(T )) est un cycle banachique équivariant sur (A,C). Ceci définit une
application
θ∗ : E
ban
G,ℓ (A,B)→ E
ban
G,ℓ (A,C).
Définition 2.1.34. Deux cycles α, β ∈ EbanG,ℓ (A,B) sont homotopes s’il existe un
cycle δ ∈ EbanG,ℓ (A,B[0, 1]) tel que σ0,∗(δ) = α et σ1,∗(δ) = β, où, comme dans la cas
hilbertien, on note σt : B[0, 1]→ B l’évaluation en t ∈ [0, 1].
Dans [Laf02b], Lafforgue donne la définition de la KK-théorie banachique sui-
vante :
Définition 2.1.35. On note KKbanG,ℓ (A,B) l’ensemble des classes d’homotopie d’élé-
ments de EbanG,ℓ (A,B). C’est un groupe abélien pour la somme directe de cycles définie
de façon évidente. Si (E, T ) est un cycle dans EbanG,ℓ (A,B), on note [(E, T )] sa classe
dans KKbanG,ℓ (A,B). Dans le cas où ℓ = 0, on omet ℓ dans la notation, dans le cas où
G est trivial, on le note KKban(A,B).
Fonctorialité. Avec les définitions précédentes, il est clair que KKbanG,ℓ (A,B) définit
un bifoncteur de la catégorie des G-algèbres de Banach dans la catégorie des groupes
abéliens qui est contrevariant en A et covariant en B. En effet, si α = [(E, π, T )]
est un cycle dans KKbanG,ℓ (A,B), un morphisme de G-algèbres de Banach θ : C → A
définit un élément
θ∗(α) := [(E, π ◦ θ, T )] ∈ KKbanG,ℓ (C,B).
Si θ : B → C est un morphisme de G-algèbres de Banach, alors
θ∗(α) := [(θ∗(E), θ∗ ◦ π, θ∗(T ))] ∈ KK
ban
G,ℓ (A,C).
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Exemples 2.1.36. 1. Si θ : A → B est un morphisme G-équivariant de G-
algèbres de Banach, on note [θ] l’élément de KKbanG (A,B) défini par (B, θ, 0),
où B muni du crochet 〈b, b′〉 = bb′ est une B-paire qui définit un G-(A,B)-
bimodule de façon évidente et que l’on considère graduée de façon triviale.
2. Pour toute algèbre de Banach non-dégénérée, Lafforgue a démontré l’existence
d’un isomorphisme
ζ : K0(B)→ KK
ban(C, B),
fonctoriel en B tel que, dans le cas où B est unifère et p est un idempotent de
Mn(B), alors ζ(p) = ((Bnp, pBn), 0).
L’existence d’une structure multiplicative dans KKban, qui ressemble, par
exemple, à celle donnée par le produit de Kasparov dans le cas hilbertien, reste un
problème ouvert. Cependant, Lafforgue a montré que KKban agit sur la K-théorie :
Théorème 2.1.37 (V. Lafforgue, [Laf02b]). Il existe un unique homomorphisme
Σ : KKban(A,B)→ Hom(Ki(A), Ki(B)),
pour i = 0, 1, qui est fonctoriel en A et en B et qui est l’inverse du morphisme ζ
(cf. exemple 2.1.36) dans le cas où A = C.
De plus, pour toute G-algèbre de Banach D, il existe un morphisme d’extension de
scalaires :
σbanD : KK
ban
G,ℓ (A,B)→ KK
ban
G,ℓ (A⊗
π D,B ⊗π D)
(E, T ) 7→ (E ⊗π D,T ⊗π 1).
Compatibilité avec la KK-théorie de Kasparov. Si A et B sont des G-C∗-
algèbres et E est un G-(A,B)-bimodule de Kasparov, soit E le B-module de Banach
à gauche non-dégénéré déterminé par E (cf. example 2.1.29). Alors G agit de façon
continue sur E et ‖gx‖E ≤ ‖x‖E pour tout g ∈ G et pour tout x ∈ E. D’après
[Laf02b, proposition 1.14], le couple (E,E) est alors une G-B-paire et l’action G-
équivariante de A sur E fait de (E,E) un G-(A,B)-bimodule de Banach. Pour toute
longueur ℓ sur G, on note ι l’application
ι : KKG(A,B)→ KK
ban
G,ℓ (A,B),
déterminée par l’application
EG(A,B)→ E
ban
G,ℓ (A,B)
(E, T ) 7→
(
(E,E), (T
∗
, T )
)
.
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On a alors que la KK-théorie banachique est compatible à la KK-théorie de Kas-
parov. En effet, Lafforgue démontre, par exemple, que KKban et la KK-théorie de
Kasparov agissent de la même façon sur la K-théorie, c’est-à-dire que, pour tout
α ∈ KK(A,B) et pour tout p ∈ Ki(A),
p⊗A α et Σ(ι(α))(p)
sont égaux dans Ki(B).
Morphisme de descente. Lafforgue construit aussi une variante “banachique” du
morphisme de descente. On rappelle que le morphisme de descente permet de pas-
ser de la KK-théorie équivariante à la KK-théorie, non-équivariante, des produits
croisés. On doit alors, tout d’abord, définir une variante des produits croisés dans
le cadre des algèbres de Banach qui, pour un groupe localement compact G et une
G-algèbre de Banach A, généralise l’algèbre L1(G,A) des fonctions intégrables sur G
à valeurs dans A. Lafforgue introduit alors la notion de complétion inconditionnelle :
Définition 2.1.38. Une complétion de Cc(G) est une complétion inconditionnelle
si c’est la complétion pour une norme ‖.‖ telle que, pour tout f1, f2 ∈ Cc(G),
|f1(g)| ≤ |f2(g)|, ∀g ∈ G implique que ‖f1‖ ≤ ‖f2‖.
Une norme vérifiant cette propriété est appelée norme inconditionnelle.
Exemples 2.1.39. 1. L’algèbre L1(G) est une complétion inconditionnelle de
Cc(G).
2. On rappelle qu’un groupe discret Γ a la propriété (RD), introduite par P.
Jolissaint dans [Jol90], par rapport à la longueur ℓ, s’il existe des constantes
C, s ∈ R+ telles que, pour tout f ∈ Cc(Γ), on a
‖λΓ(f)‖ℓ2(Γ) ≤ C‖f‖ℓ,s,
où λΓ est la représentation régulière de Γ dans l2(Γ) et, pour f ∈ Cc(Γ),
‖f‖ℓ,s := (
∑
γ∈Γ
|f(γ)|2(1 + ℓ(γ))2s)
1
2 ,
définit une norme l2 pondérée sur Γ.
Si Γ a la propriété (RD) alors, pour un s assez grand,
Hsℓ (Γ) := {f : Γ→ C | ‖f‖ℓ,s <∞}
est une algèbre de Banach pour la convolution de fonctions et c’est une
complétion inconditionnelle de Cc(Γ).
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3. Soit G un groupe de Lie semi-simple réel. On note Ss(G) le complété-séparé
de Cc(G) pour la norme
‖f‖Ss(G) = sup
g∈G
|f(g)|Φ(g)−1(1 + log ‖g‖)s,
où Φ est une fonction d’Harish-Chandra sur G, ‖.‖ est une norme matricielle
sur G, s ∈ R+ et f ∈ Cc(G). Alors, pour un s assez grand, Ss(G) est
une algèbre de Banach pour la convolution et c’est aussi une complétion
inconditionnelle de Cc(G) (cf. [Laf02b, Chapitre 4]).
4. La C∗-algèbre réduite d’un groupe localement compact G n’est pas en général
un complétion inconditionnelle de Cc(G).
La définition suivante permet de construire des variantes banachiques des pro-
duits croisés, définis dans la définition 2.1.6 dans le cas hilbertien, relatifs à toute
norme inconditionnelle.
Définition 2.1.40. Soit B(G) une complétion inconditionnelle de Cc(G) et soit A
une G-algèbre de Banach. Pour toute longueur ℓ sur G, on note Bℓ(G,A) le complété-
séparé de Cc(G,A) par rapport à la norme :
‖f‖Bℓ(G,A) = ‖g 7→ e
ℓ(g)‖f(g)‖A‖B(G).
Si ℓ = 0, on note B(G,A).
Lafforgue démontre alors le théorème suivant :
Théorème 2.1.41 (V. Lafforgue, [Laf02b]). Pour toute complétion inconditionnelle
B(G) et pour toutes G-algèbres de Banach A et B, il existe un homomorphisme de
descente
jB : KK
ban
G,ℓ (A,B)→ KK
ban(Bℓ(G,A),B(G,B))
fonctoriel en A et en B, compatible aux images directes et à l’homotopie.
Remarque 2.1.42. Lafforgue démontre aussi que le morphisme de descente bana-
chique est compatible avec le produit de Kasparov et avec l’action de KKban sur la
K-théorie. L’énoncé est le suivant :
Soit B(G) une complétion inconditionnelle. Si A, B et C sont des G-C∗-algèbres et
α ∈ KKG(A,B) et β ∈ KKG(B,C), alors,
Σ(jB(α⊗B β)) = Σ(jB(β)) ◦ Σ(jB(α)),
dans Hom
(
K(B(G,A)), K(B(G,C)
)
.
Chapitre 2. Morphisme de Baum-Connes tordu 69
2.2 Morphisme de Baum-Connes tordu
Nous sommes maintenant prêts pour définir le morphisme de Baum-Connes tordu
par une représentation non-unitaire.
2.2.1 Produits Croisés tordus
Soit G un groupe localement compact et soit dg une mesure de Haar à gauche sur
G. Étant donnée une G-C∗-algèbre A, on rappelle que l’on note Cc(G,A) l’espace
vectoriel des fonctions continues à support compact sur G à valeurs dans A, muni
de la structure d’algèbre donnée par la convolution de fonctions :
(f1 ∗ f2)(g) =
∫
G
f1(g1)g1(f2(g
−1
1 g))dg1,
pour f1, f2 ∈ Cc(G,A). On représente tout élément g 7→ a(g) de Cc(G,A) par l’in-
tégrale formelle
∫
G
a(g)egdg, où eg est une lettre formelle qui satisfait les propriétés
données dans la section 2.1.2. Étant donnée une représentation de dimension finie
(ρ, V ) de G, on considère l’application suivante :
Cc(G,A)→ Cc(G,A)⊗ End(V )∫
G
a(g)egdg 7→
∫
G
a(g)eg ⊗ ρ(g)dg.
Définition 2.2.1. Le produit croisé (resp. produit croisé réduit) de A et G tordu
par la représentation ρ, noté A ⋊ρ G (resp. A ⋊ρr G), est le complété (séparé) de
Cc(G,A) pour la norme :
‖
∫
G
a(g)egdg‖A⋊ρG = ‖
∫
G
a(g)eg ⊗ ρ(g)dg‖C∗(G,A)⊗End(V ),
(resp. ‖.‖C∗r (G,A)⊗End(V )) où C
∗(G,A) ⊗ End(V ) (resp.C∗r (G,A) ⊗ End(V )) est le
produit tensoriel minimal de C∗-algèbres.
Remarque 2.2.2. 1. Si ρ est une représentation unitaire, alors
A⋊ρ G = C∗(G,A) et A⋊ρr G = C
∗
r (G,A).
2. Si A = C, alors
Aρ(G) := C⋊ρ G et Aρr(G) := C⋊
ρ
r G,
(cf. Chapitre 1).
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3. Soit C∗(G,A)⊗ V le module hilbertien construit par produit tensoriel hilber-
tien externe sur C∗(G,A)⊗ C = C∗(G,A). L’application
eg 7→
(
h⊗ v 7→ eg ∗ h⊗ ρ(g)v
)
,
pour g ∈ G, h ∈ Cc(G,A) et v ∈ V , induit un morphisme d’algèbres de Banach
A⋊ρ G→ LC∗(G,A)(C∗(G,A)⊗ V ).
La même application induit aussi un morphisme d’algèbres de Banach
A⋊ρr G→ LC∗r (G,A)(C
∗
r (G,A)⊗ V ),
où C∗r (G,A)⊗ V est le C
∗
r (G,A)-module hilbertien construit par produit ten-
soriel externe.
Définition 2.2.3. Soient B et C deux G-C∗-algèbres ρ une représentation de di-
mension finie de G et θ : B → C un morphisme G-équivariant de C∗-algèbres. On
note θ˜ l’application linéaire continue de Cc(G,B) dans Cc(G,C) telle que pour tout
f ∈ Cc(G,B),
θ˜(f)(g) = θ(f(g)).
Le lemme suivant dit que cette construction est fonctorielle.
Lemme 2.2.4. L’application θ˜ se prolonge en un morphisme d’algèbres de Banach
θ ⋊ρ G : B ⋊ρ G→ C ⋊ρ G (resp. θ ⋊ρr G : B ⋊
ρ
r G→ C ⋊
ρ
r G).
Démonstration. En effet,
‖(θ ⋊ρ G)(f)‖C⋊ρG = ‖
∫
G
θ(f(g))eg ⊗ ρ(g)dg‖C∗(G,C)⊗End(V )
≤ ‖(C∗(G, θ)⊗ IdV )
∫
G
f(g)eg ⊗ ρ(g)dg‖C∗(G,C)⊗End(V )
≤ ‖C∗(G, θ)⊗ IdV ‖Hom(C∗(G,B)⊗End(V ),C∗(G,C)⊗End(V ))‖f‖B⋊ρG,
où C∗(G, θ) : C∗(G,B) → C∗(G,C) est le morphisme induit par θ. Autrement dit,
on a un diagramme commutatif
Cc(G,B) //
θ˜

B ⋊ρ G // C∗(G,B)⊗ End(V )
C∗(G,θ)⊗IdV

Cc(G,C) // C ⋊ρ G // C∗(G,C)⊗ End(V ).
Il en est de même dans le cas du produit croisé tordu réduit.
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Soit EG l’espace classifiant de G pour les actions propres (cf. 2.1.3). Pour toute
G-C∗-algèbre A, on note Ktop(G,A) la K-homologie G-équivariante de EG à valeurs
dans A introduite dans [BCH94], c’est-à-dire :
Ktop(G,A) = lim
−→
KKG(C0(X), A),
où la limite inductive est prise parmi les G-sous-espace propres X, fermés de EG et
tels que X/G soit compact.
Le but de cette section est de construire, pour tout groupe localement compact G,
pour toute représentation ρ de dimension finie de G et pour toute G-C∗-algèbre A,
deux morphismes de groupes :
µAρ : K
top(G,A)→ K(A⋊ρ G) et µAρ,r : K
top(G,A)→ K(A⋊ρr G).
2.2.2 Flèche de descente tordue
Soit G un groupe localement compact et soit (ρ, V ) une représentation de di-
mension finie de G. Pour toutes G-C∗-algèbres A et B, on veut définir des variantes
des morphismes de descente définis et notés jG et jGr par Kasparov dans [Kas88,
Theorem 3.11] (cf. 2.1.25) :
jρ : KKG(A,B)→ KK
ban(A⋊ρ G,B ⋊ρ G)
jρ,r : KKG(A,B)→ KK
ban(A⋊ρr G,B ⋊
ρ
r G).
On remarque que, comme A ⋊ρ G et B ⋊ρ G sont des algèbres de Banach, ces
morphismes ont nécessairement une image dans KKban et non pas dans la KK-
théorie de Kasparov. La construction est analogue à la construction de la descente
banachique dans le cas des complétions inconditionnelles introduites dans [Laf02b,
Section 1.5].
Soient A et B deux G-C∗ algèbres et soit E un G-(A,B)-bimodule de Kasparov.
On rappelle que l’on note E le G-B-module de Banach à gauche non-dégénéré déter-
miné par E (cf. exemple 2.1.29 et [Laf02b, Section 1.1]) tel qu’il existe une isométrie
C-antilinéaire ∗ : E → E vérifiant b∗x∗ = (xb)∗ pour x ∈ E et b ∈ B. On définit
alors un crochet 〈., .〉 : E × E → B que l’on note 〈., .〉 par abus de notation, par :
〈x∗, y〉 = 〈x, y〉, pour x, y ∈ E, de sorte que (E,E) soit un G− (A,B)-bimodule de
Banach. Si T ∈ LB(E) l’application T
∗
= (∗)T ∗(∗)−1 définit un élément de LB(E).
On rappelle que pour toute longueur ℓ sur le groupe G, on note ι l’application :
ι : KKG(A,B)→ KK
ban
G,ℓ (A,B),
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déterminée par l’application :
EG(A,B)→ E
ban
G,ℓ (A,B)
(E, T ) 7→
(
(E,E), (T
∗
, T )
)
.
Si B est une algèbre de Banach, E est un B-module de Banach à droite et F est
une B-module de Banach à gauche, on rappelle que l’on note E ⊗πB F le produit
tensoriel projectif (cf. 2.1).
On considère l’espace vectoriel Cc(G,E) (resp. Cc(G,E)) des fonctions continues
à support compact sur G à valeurs dans E (resp. à valeurs dans E) et on note
x ∈ Cc(G,E) sous la forme x =
∫
G
x(g)egdg (resp. ξ ∈ Cc(G,E) sous la forme
ξ =
∫
G
egξ(g)dg).
Soient C∗(G,E) et C∗r (G,E) les complétés de Cc(G,E) définis comme dans
[Kas88, Definition 3.8] (cf. remarque 2.1.26 point 5). On considère alors le mo-
dule hilbertien C∗(G,E) ⊗ End(V ) défini sur le produit tensoriel de C∗-algèbres
C∗(G,B)⊗End(V ) et construit par produit tensoriel externe (cf. définition 2.1.12).
De même, soit C∗r (G,E)⊗ End(V ) le (C
∗
r (G,B)⊗ End(V ))-module hilbertien.
Définition 2.2.5. On note E⋊ρG (resp. E⋊ρrG) l’adhérence de l’image de Cc(G,E)
dans C∗(G,E)⊗ End(V ) (resp. C∗r (G,E)⊗ End(V )) par l’application suivante :
Cc(G,E)→ Cc(G,E)⊗ End(V )∫
G
x(g)egdg 7→
∫
G
x(g)eg ⊗ ρ(g)dg.
De même, on note E ⋊ρ G (resp. E ⋊ρr G) l’adhérence de l’image de Cc(G,E) dans
C∗(G,E)⊗ End(V ) (resp. C∗r (G,E)⊗ End(V )) par l’application :
Cc(G,E)→ Cc(G,E)⊗ End(V )∫
G
egξ(g)dg 7→
∫
G
egξ(g)⊗ ρ(g)dg.
On veut définir une structure de B⋊ρG-paire (resp. B⋊ρr G-paire) sur le couple
(E ⋊ρ G,E ⋊ρ G) (resp. (E ⋊ρr G,E ⋊
ρ
r G)) que l’on note E ⋊
ρ G (resp. E ⋊ρr G)
par abus de notation. On donne alors la définition suivante, qui est complètement
analogue à la définition [Laf02b, Définition 1.5.3] :
Définition 2.2.6. Soient x =
∫
G
x(g)egdg dans Cc(G,E), ξ =
∫
G
egξ(g)dg dans
Cc(G,E) et b =
∫
G
b(g)egdg dans Cc(G,B).
Chapitre 2. Morphisme de Baum-Connes tordu 73
On pose
x.b =
∫
G
∫
G
x(t)t(b(t−1g))dtegdg
b.ξ =
∫
G
eg
∫
G
g−1(b(t))ξ(t−1g)dtdg
〈ξ, x〉 =
∫
G
∫
G
t(〈ξ(t), x(t−1g)〉)dtegdg.
Ceci définit une structure de B⋊ρG-paire (resp. B⋊ρrG-paire) sur (E⋊
ρG,E⋊ρG)
(resp. (E ⋊ρr G,E ⋊
ρ
r G)).
Maintenant, comme on a supposé de plus que E est muni d’une structure de
A-B-bimodule hilbertien, pour A une G-C∗-algèbre, on va montrer la proposition
suivante :
Proposition 2.2.7. La paire E⋊ρG (resp. E⋊ρrG) est un (A⋊
ρG,B⋊ρG)-bimodule
(resp. (A⋊ρr G,B ⋊
ρ
r G)-bimodule) de Banach.
Démonstration. Soit a =
∫
G
a(g)egdg ∈ Cc(G,A). L’algèbre Cc(G,A) agit sur
Cc(G,E) de la façon suivante :
a.x =
∫
G
∫
G
a(t)t(x(t−1g))dtegdg,
ξ.a =
∫
G
eg
∫
G
(t−1g)−1(ξ(t)a(t−1g))dtdg.
On doit montrer que, avec ces formules, E ⋊ρG est un A⋊ρG-module de Banach à
gauche, E⋊ρG un A⋊ρG-module de Banach à droite, que ces structures commutent
avec les structures de B ⋊ρ G-modules qui découlent de la définition précédente et
que, pour tout élément a de A⋊ρ G,
〈ξa, x〉 = 〈ξ, ax〉,
pour tout ξ ∈ E ⋊ρ G et pour tout x ∈ E ⋊ρ G. Mais ceci découle immédiatement
du fait que
(
A⋊ρ G E ⋊ρ G
E ⋊ρ G B ⋊ρ G
)
est un sous-espace de
(
C∗(G,A) C∗(G,E)
C∗(G,E) C∗(G,B)
)
⊗ End(V )
et que l’inclusion est une isométrie.
Le même raisonnement montre l’énoncé pour les produits croisés réduits.
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Considérons maintenant un élément de EG(A,B) que l’on note (E, T ).
Soit T ⋊ρ G : E ⋊ρ G → E ⋊ρ G (resp. T ⋊ρr G : E ⋊
ρ
r G → E ⋊
ρ
r G) le morphisme
de B ⋊ρ G-paires (resp. B ⋊ρr G-paires) défini sur x ∈ Cc(G,E) et sur ξ ∈ Cc(G,E)
de la façon suivante :
(T ⋊ρ G)>x(g) = T>(x(g)),
(T ⋊ρ G)<ξ(g) = T<(ξ(g)),
(resp. T ⋊ρr G). Alors,
‖T ⋊ρ G‖L(E⋊ρG) ≤ ‖T‖L(E),
(de même pour le produit croisé réduit). Ces opérateurs sont analogues aux opéra-
teurs A(G, T ) et T˜ définis dans [Laf02b, Définition 1.5.3] et [Kas88, Theorem 3.11]
respectivement.
Lemme 2.2.8. L’élément (E ⋊ρ G, T ⋊ρ G) (resp. (E ⋊ρr G, T ⋊
ρ
r G)) ainsi défini
appartient à Eban(A⋊ρ G,B ⋊ρ G) (resp. Eban(A⋊ρr G,B ⋊
ρ
r G)).
Démonstration. On va montrer le lemme dans le cas du produit croisé maximal, le
cas réduit étant complètement analogue.
On doit montrer que, pour tout élément a ∈ Cc(G,A) et pour tout g ∈ G, les
opérateurs [a, T ⋊ρG], a(1−(T ⋊ρG)2) et a(g(T ⋊ρG)−T ⋊ρG) sont des opérateurs
compacts de E ⋊ρ G.
On remarque d’abord que l’opérateur |y〉〈η| ∈ KB⋊ρG(E ⋊ρ G), pour η ∈ Cc(G,E)
et y ∈ Cc(G,E), agit sur x ∈ Cc(G,E) et ξ ∈ Cc(G,E) par les formules suivantes :
|y〉〈η|>(x)(g) =
∫
G
K>s (s(x(s
−1g)))ds,
|y〉〈η|<(ξ)(g) =
∫
G
(s−1g)−1(K<s−1g(ξ(s)))ds,
où Kg =
∫
G
|y(s)〉〈g(η(s−1g))|ds, pour tout g ∈ G, appartient à KB(E).
Définition 2.2.9. Étant donné un élément S = (Sg)g∈G ∈ Cc(G,KB(E)), où E est
vu comme la B-paire (E,E), on définit un opérateur Ŝ dans LB⋊ρG(E ⋊ρ G) de la
manière suivante :
Ŝ>(x)(g) =
∫
G
S>s (s(x(s
−1g)))ds,
Ŝ<(ξ)(g) =
∫
G
(s−1g)−1(S<s−1g(ξ(s)))ds,
pour x ∈ Cc(G,E) et ξ ∈ Cc(G,E).
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Proposition 2.2.10. L’application qui à un élément S dans Cc(G,KB(E)) associe
l’élément Ŝ dans LB⋊ρG(E ⋊ρ G) défini ci-dessus, induit un morphisme d’algèbres
de Banach de K(E)⋊ρ G dans K(E ⋊ρ G).
Nous allons démontrer cette proposition plus tard. Remarquons d’abord qu’on a
le lemme suivant
Lemme 2.2.11. Pour tout a ∈ Cc(G,A) et pour tout g ∈ G, posons :
S1 =
(
t 7→ a(t)(t(T )− T ) + [a(t), T ]
)
,
S2 =
(
t 7→ a(t)t(1− T 2)
)
,
et S3 =
(
t 7→ a(t)t((gT )− T )
)
,
de sorte que Si ∈ Cc(G,K(E)) pour i = 1, .., 3. Alors,
[a, T ⋊ρ G] = Ŝ1,
a(1− (T ⋊ρ G)2) = Ŝ2,
a(g(T ⋊ρ G)− T ⋊ρ G) = Ŝ3,
où, pour i = 1, .., 3, Ŝi est l’élément de LB⋊ρG(E ⋊ρ G) donné à partir de Si par la
définition 2.2.9.
Démonstration. Soit a ∈ Cc(G,A). Pour x =
∫
G
x(g)egdg ∈ Cc(G,E), calculons
[a, T ⋊ρ G]>(x) :
[a, T ⋊ρ G]>(x) =
∫
G
( ∫
G
a(t)t(T>(x(t−1g)))dt
)
egdg
− (T ⋊ρ G)>
(
g 7→
∫
G
a(t)t(x(t−1g))dt
)
,
donc, pour tout g ∈ G,
[a, T ⋊ρ G]>(x)(g) =
∫
G
a(t)t(T>(x(t−1g)))− T>(a(t)t(x(t−1g)))dt,
=
∫
G
(
a(t)(t(T )− T )> + [a(t), T ]>
)
(t(x(t−1g)))dt.
De même, pour ξ =
∫
G
egξ(g)dg ∈ Cc(G,E), on a :
[a, T ⋊ρ G]<(ξ) = ((T ⋊ρ G)<(ξ))a− ((T ⋊ρ G)<(ξa)),
=
∫
G
eg
∫
G
(t−1g)−1(T<(ξ(t))a(t−1g))dtdg
−(T ⋊ρ G)<(
∫
G
eg
∫
G
(t−1g)−1(ξ(t)a(t−1g))dtdg),
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donc, pour tout g ∈ G,
[a, T ⋊ρ G]<(ξ)(g) =
∫
G
(t−1g)−1
(
T<(ξ(t))a(t−1g)
)
dt
−
∫
G
T<
(
(t−1g)−1(ξ(t)a(t−1g))
)
dt
=
∫
G
(t−1g)−1
(
T<(ξ(t))a(t−1g)− T<(ξ(t)a(t−1g)),
−(t−1g)T<(ξ(t)a(t−1g)) + T<(ξ(t)a(t−1g))
)
dt
=
∫
G
(t−1g)−1
(
[a(t−1g), T ]<ξ(t),
+
(
a(t−1g)((t−1g)T − T )
)<
ξ(t)
)
dt.
Donc, si pour tout t ∈ G on pose
S1(t) := a(t)(t(T )− T ) + [a(t), T ],
de sorte que S1 définisse un élément de Cc(G,K(E)), alors [a, T ⋊ρ G] = Ŝ1.
Calculons maintenant a(1− T ⋊ρ G2)>. Soit x ∈ Cc(G,E), on a :
(
a(1− T ⋊ρ G2)
)>
(x) = ax− a(T ⋊ρ G2,>)x,
donc, pour tout g ∈ G,
(
a(1− T ⋊ρ G2)
)>
(x)(g),
=
∫
G
a(t)t(x(t−1g))dt−
∫
G
a(t)t
(
T 2,>x(t−1g)
)
dt,
=
∫
G
a(t)t
(
(1− T 2,>)x(t−1g)
)
dt,
=
∫
G
a(t)t(1− T 2,>)tx(t−1g)dt.
De même, pour ξ ∈ Cc(G,E),
(a(1− T ⋊ρ G2))<(ξ) = ξa− (T ⋊ρ G2,<)(ξa),
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d’où, pour tout g ∈ G, on a :
(a(1− T ⋊ρ G2))<(ξ)(g) = ξa(g)− T 2,<(ξa(g)),
=
∫
G
(t−1g)−1(ξ(t)a(t−1g))− T 2,<((t−1g)−1ξ(t)a(t−1g))dt,
=
∫
G
(t−1g)−1
(
ξ(t)a(t−1g)− (t−1g)T 2,<(ξ(t)a(t−1g))
)
dt,
=
∫
G
(t−1g)−1
(
(t−1g)(1− T 2,<)(ξ(t)a(t−1g))
)
dt,
=
∫
G
(t−1g)−1
(
a(t−1g)(t−1g)(1− T 2)<(ξ(t))
)
dt.
Si, pour tout t ∈ G, on pose
S2(t) := a(t)t(1− T
2),
alors S2 ∈ Cc(G,K(E)) et a(1− T ⋊ρ G2) = Ŝ2.
Prenons maintenant g ∈ G. De la même façon, on calcule a(g(T ⋊ρG)−T ⋊ρG).
Par exemple, pour x ∈ Cc(G,E),
a(g(T ⋊ρ G)−T ⋊ρ G)>x(s),
=
∫
G
a(t)t(g(T>)(x(t−1s)))− a(t)tT>(t(x(t−1s)))dt,
=
∫
G
a(t)t((gT>)− T>)(t(x(t−1s)))dt,
et si on pose :
S3(t) := a(t)t((gT )− T ),
alors S3 ∈ Cc(G,K(E)) et a(g(T ⋊ρ G)− T ⋊ρ G) = Ŝ3.
Nous allons maintenant montrer la proposition 2.2.10 qui, grâce au lemme 2.2.11,
implique le lemme 2.2.8. La démonstration repose sur le lemme suivant analogue au
lemme 1.5.6 de [Laf02b] :
Lemme 2.2.12. Soit S = (Sg)g∈G ∈ Cc(G,K(E)), où E est vu comme B-paire. Soit
Ŝ ∈ LB⋊ρG(E ⋊ρ G) l’opérateur défini comme dans la définition 2.2.9. Alors,
‖Ŝ‖LB⋊ρG(E⋊ρG) ≤
∫
G
‖Sg‖K(E)‖ρ(g)‖End(V )dg, (2.2.1)
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et Ŝ est un opérateur compact. Plus précisément, pour tout ǫ > 0, il existe un n ∈ N,
et pour i = 1, ..., n il existe des éléments yi ∈ Cc(G,E), ξi ∈ Cc(G,E) tels que, si on
pose pour tout g ∈ G,
Kg =
∫
G
n∑
i=1
|yi(t)〉〈g(ξi(t
−1g))|dt,
alors :
– K = (Kg)g∈G ∈ Cc(G,K(E)),
– si on considère yi et ξi comme des éléments de E⋊ρG et E⋊ρG respectivement,
on a K̂ =
n∑
i=1
|yi〉〈ξi|,
– et ∫
G
‖Sg −Kg‖K(E)‖ρ(g)‖End(V )dg ≤ ǫ. (2.2.2)
Démonstration. Montrons d’abord que l’inégalité (2.2.1) est vraie. Pour ceci, on
considère l’algèbre suivante :
(
K(E) E
E B
)
. Le produit croisé tordu par ρ de G
avec cette algèbre vérifie l’égalité :(
K(E) E
E B
)
⋊ρ G =
(
K(E)⋊ρ G E ⋊ρ G
E ⋊ρ G B ⋊ρ G
)
.
Ceci implique que K(E) ⋊ρ G est une sous-algèbre de L(E ⋊ρ G). Plus précisé-
ment, d’après [Kas88, Theorem 3.7] on a que le produit tensoriel de C∗-algèbres
C∗(G,K(E)) ⊗ End(V ) est une sous-algèbre du produit tensoriel K(C∗(G,E)) ⊗
End(V ), et donc elle agit sur le module hilbertien C∗(G,E)⊗End(V ). D’autre part,
par définition K(E) ⋊ρ G est une sous-algèbre fermée de C∗(G,K(E)) ⊗ End(V )
(pour la norme de produit tensoriel de C∗-algèbres ‖.‖C∗(G,K(E))⊗End(V )) et E ⋊ρ G
est un sous-module fermé de C∗(G,E)⊗End(V ) par construction. Ceci implique que
K(E)⋊ρG agit aussi sur E⋊ρG et c’est donc une sous-algèbre fermée de L(E⋊ρG),
d’où l’égalité :
‖Ŝ‖L(E⋊ρG) = ‖S‖K(E)⋊ρG.
De plus,
‖S‖K(E)⋊ρG = ‖
∫
G
Sgeg ⊗ ρ(g)dg‖C∗(G,K(E))⊗End(V ),
≤ ‖
∫
G
Sgeg ⊗ ρ(g)dg‖L1(G,K(E)⊗End(V )),
≤
∫
G
‖Sg ⊗ ρ(g)‖K(E)⊗End(V )dg.
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Donc,
‖S‖K(E)⋊ρG ≤
∫
G
‖Sg‖K(E)‖ρ(g)‖End(V )dg,
d’où l’inégalité (2.2.1).
Montrons maintenant que Ŝ est compact. En utilisant des partitions de l’unité,
on voit facilement qu’il suffit de montrer le résultat pour les éléments S dans
Cc(G,K(E)) de la forme Sg = f(g)|y〉〈ξ|, pour g ∈ G, avec f ∈ Cc(G), y ∈ E
et ξ ∈ E.
Soit f une fonction à support compact sur G. Soit ǫ > 0. Il existe une fonction
positive χ ∈ Cc(G) à support compact contenu dans un voisinage de l’identité 1 de
G, telle que
∫
G
χ = 1, et telle que les conditions suivantes soient vérifiées 1
∫
G
|f(g)− χ ∗ f(g)| ‖ρ(g)‖End(V )dg‖y‖E‖ξ‖E <
ǫ
2
et∫
G
( ∫
G
|χ(t)f(t−1g)| ‖ξ − tξ‖Edt
)
‖ρ(g)‖End(V )dg‖y‖E <
ǫ
2
.
Prenons n = 1 et pour tout g ∈ G, posons
y1(g) = χ(g)y et ξ1(g) = f(g)g
−1(ξ),
de sorte que Kg =
∫
G
|χ(t)y〉〈f(t−1g)t(ξ)|dt définisse un opérateur K̂ de K(E⋊ρG).
On a alors,
‖Sg −Kg‖K(E) =
∥∥∥f(g)∣∣y〉〈ξ∣∣− ∫
G
χ(t)f(t−1g)
∣∣y〉〈tξ∣∣dt∥∥∥
K(E)
,
≤
∥∥∥f(g)∣∣y〉〈ξ∣∣− ∫
G
χ(t)f(t−1g)
∣∣y〉〈ξ∣∣dt∥∥∥
K(E)
+
∥∥∥∫
G
χ(t)f(t−1g)
∣∣y〉〈ξ∣∣dt− ∫
G
χ(t)f(t−1g)
∣∣y〉〈tξ∣∣dt∥∥∥
K(E)
,
≤
∥∥∥(f(g)− χ ∗ f(g))∣∣y〉〈ξ∣∣∥∥∥
K(E)
+
∫
G
∥∥∥ ∣∣χ(t)f(t−1g)y〉〈ξ − tξ∣∣∥∥∥
K(E)
dt,
≤
∣∣f(g)− χ ∗ f(g)∣∣ ∥∥y∥∥
E
∥∥ξ∥∥
E
+
∫
G
∣∣∣χ(t)f(t−1g)∣∣∣ ∥∥y∥∥
E
∥∥ξ − tξ∥∥
E
dt.
1Pour que ces conditions soient vérifiées il suffit que le support de χ soit assez proche de 1.
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On a alors les inégalités suivantes
‖Ŝ − K̂‖L(E⋊ρG) ≤
∫
G
‖Sg −Kg‖K(E)‖ρ(g)‖End(V )dg,
≤
∫
G
(∣∣f(g)− χ ∗ f(g)∣∣ ∥∥y∥∥
E
∥∥ξ∥∥
E
+
∫
G
∣∣χ(t)f(t−1g)∣∣ ‖y‖E ∥∥ξ − tξ∥∥Edt)‖ρ(g)‖End(V )dg
< ǫ.
D’où l’inégalité 2.2.2.
En appliquant le lemme 2.2.12 à S1, S2 et S3 on termine la démonstration du
fait que (E ⋊ρ G, T ⋊ρ G) est un élément de Eban(A⋊ρ G,B ⋊ρ G).
Définition 2.2.13. Pour toutes G-C∗-algèbres A et B et pour toute représentation
de dimension finie ρ de G, on définit un morphisme de groupes de KKG(A,B) dans
KKban(A⋊ρG,B⋊ρG) (resp. KKban(A⋊ρr G,B⋊
ρ
r G)) que l’on note jρ (resp. jρ,r)
par la formule suivante : pour [E, T ] ∈ KKG(A,B), on pose
jρ([E, T ]) := [E ⋊ρ G, T ⋊ρ G] et jρ,r([E, T ]) := [E ⋊ρr G, T ⋊
ρ
r G].
On appelle ce morphismemorphisme de descente tordu (resp.morphisme de descente
tordu réduit).
2.2.3 Fonctorialité
La proposition suivante montre la fonctorialité des morphismes de descente tor-
dus.
Proposition 2.2.14. Les applications
jρ : KKG(A,B)→ KK
ban(A⋊ρ G,B ⋊ρ G),
jρ,r : KKG(A,B)→ KK
ban(A⋊ρr G,B ⋊
ρ
r G),
définies dans la définition 2.2.13 sont des morphismes fonctoriels en A et en B. De
plus, ils sont tels que si A = B alors jρ(1A) = 1A⋊ρG et jρ,r(1A) = 1A⋊ρrG.
Démonstration. On voit facilement que jρ(1A) = 1A⋊ρG. Montrons maintenant que
jρ est fonctoriel. La démonstration pour jr,ρ est complètement analogue.
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Soit θ1 un morphisme de G-C∗-algèbres de A1 dans A. Notons θ1⋊ρG le morphisme
d’algèbres de Banach de A1 ⋊ρ G dans A⋊ρ G qu’il définit. Il est facile de voir que
pour tout α ∈ KKG(A,B) on a,
jρ(θ
∗
1(α)) = (θ1 ⋊
ρ G)∗(jρ(α)),
ce qui donne la fonctorialité en A.
Soit maintenant θ : B → C un morphisme de G-C∗-algèbres. On va montrer que
pour tout α ∈ KKG(A,B),
jρ(θ∗(α)) = (θ ⋊ρ G)∗(jρ(α)),
dans KKban(A⋊ρ G,C ⋊ρ G).
Soit (E, T ) un représentant de α dans EG(A,B). Par définition,
(θ ⋊ρ G)∗(jρ(E))> = E ⋊ρ G⊗π
B˜⋊ρG
C˜ ⋊ρ G,
(θ ⋊ρ G)∗(jρ(E))< = C˜ ⋊ρ G⊗π
B˜⋊ρG
E ⋊ρ G,
où ⊗π est le produit tensoriel projectif, et,
jρ(θ∗(E))
> = (E ⊗B C)⋊ρ G
jρ(θ∗(E))
< = (E ⊗B C)⋊ρ G,
où ⊗ est le produit tensoriel hilbertien interne.
On note
(θ ⋊ρ G)∗(jρ(E)) := (θ ⋊ρ G)∗(jρ(E))> et jρ(θ∗(E)) := jρ(θ∗(E))>,
(θ ⋊ρ G)∗(jρ(E)) := (θ ⋊ρ G)∗(jρ(E))< et jρ(θ∗(E)) := jρ(θ∗(E))<,
pour simplifier les notations.
D’après [Kas88, Lemma 3.10], l’application
τ : Cc(G,E)⊗ Cc(G,C)→ Cc(G,E ⊗ C)
x⊗ c 7→
(
g 7→
∫
G
x(s)⊗ sc(s−1g)ds
)
,
définit un isomorphisme de C∗(C,G)-modules hilbertiens
C∗(G,E)⊗C∗(G,B) C
∗(G,C)→ C∗(G,E ⊗B C).
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On a alors,
‖τ(x⊗ c)‖(E⊗BC)⋊ρG = ‖τ(x⊗ c)‖C∗(G,E⊗BC)⊗End(V )
≤ ‖x‖C∗(G,E)⊗End(V )‖c‖C∗(G,C)⊗End(V )
ce qui implique que ‖τ(x⊗ c)‖(E⊗BC)⋊ρG ≤ ‖x⊗ c‖(E⋊ρG⊗π
B˜⋊ρG
C˜⋊ρG).
L’application τ définit alors un morphisme de C ⋊ρ G-modules de Banach à droite
de norme inférieure ou égale à 1 :
τ : (E ⋊ρ G)⊗π
B˜⋊ρG
(C˜ ⋊ρ G)→ (E ⊗B C)⋊ρ G,
que l’on note encore τ par abus de notation. On note τ l’analogue de τ pour E.
On va alors construire l’homotopie cherchée à l’aide de cônes de la manière suivante
(cf. [Par06, Section 1.9].
Soit
E ⋊ρθ G = {(h, x) ∈ jρ(θ∗(E))[0, 1]× (θ ⋊
ρ G)∗(jρ(E))|h(0) = τ(x)}
muni de la norme ‖(h, x)‖ = max
(
sup
t∈[0,1]
‖h(t)‖, ‖x‖
)
, le cône associé à τ .
De même, on définit
E ⋊ρθ G = {(h, x) ∈ jρ(θ∗(E))[0, 1]× (θ ⋊
ρ G)∗(jρ(E))|h(0) = τ(x)},
qui est le cône associé à τ .
Alors le couple
(E ⋊ρθ G,E ⋊
ρ
θ G)
définit un (A ⋊ρ G, (C ⋊ρ G)[0, 1])-bimodule de Banach que l’on note E ⋊ρθ G par
abus de notation.
D’autre part, on définit un opérateur T ⋊ρθ G ∈ L(E⋊
ρ
θ G) de la façon suivante :
(T ⋊ρθ G)
>(h, e⊗ c) =
(
t 7→ (θ∗(T )⋊ρ G)>h(t), (θ ⋊ρ G)∗(T ⋊ρ G)>(x)
)
=
(
(g, t) 7→ θ∗(T )
>(h(t)(g)), (g 7→ T>(e(g)))⊗ c
)
,
pour (h, e⊗ c) ∈ E ⋊ρθ G, et on définit (T ⋊
ρ
θ G)
< de façon analogue.
Remarque 2.2.15. L’opérateur (T ⋊ρθ G) ainsi défini est le “cône” du couple d’opéra-
teurs
(
(θ ⋊ρ G)∗(T ⋊ρ G), θ∗(T )⋊ρ G
)
, noté
Z
(
(θ ⋊ρ G)∗(T ⋊ρ G), θ∗(T )⋊ρ G
)
et défini dans [Par06, Definition 1.9.14].
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Lemme 2.2.16. L’élément (E⋊ρθG, T⋊
ρ
θG) appartient à E
ban(A⋊ρG, (C⋊ρG)[0, 1])
et il réalise une homotopie entre jρ(θ∗(α)) et (θ ⋊ρ G)∗(jρ(α)).
Démonstration. On doit d’abord montrer que pour tout a ∈ A ⋊ρ G et pour tout
g ∈ G, les opérateurs suivants :
[a, (T ⋊ρθ G)], a(1− (T ⋊
ρ
θ G)
2), a(g(T ⋊ρθ G)− T ⋊
ρ
θ G)
sont des opérateurs compacts de E ⋊ρθ G.
Soit a ∈ A ⋊ρ G et g ∈ G. Pour S = (St)t∈G ∈ Cc(G,K(E)), on note
θ∗(S) := (θ∗(S)t)t∈G l’élément de Cc(G,K(θ∗(E)) tel que θ∗(S)t = θ∗(St).
On rappelle que, étant donné S = (St)t ∈ Cc(G,K(E)), on note Ŝ l’élément de
LB⋊ρG(E ⋊ρ G) associé à S et donné par la définition 2.2.9.
On considère l’application suivante :
ψ : Cc(G,K(E))→ L(E ⋊
ρ
θ G)
S 7→
(
(h, x) 7→
(
t 7→ θ̂∗(S)(h(t)), (θ ⋊ρ G)∗(Ŝ)x
))
.
Soient S1, S2 et S3 les éléments de Cc(G,K(E)) donnés par le lemme 2.2.11 tels
que :
Ŝ1 = [a, T ⋊ρ G] , Ŝ2 = a(1− (T ⋊ρ G)2) et Ŝ3 = a(g(T ⋊ρ G)− T ⋊ρ G).
Par des calculs, il est facile de vérifier les égalités suivantes :
ψ(S1) = [a, (T ⋊
ρ
θ G)],
ψ(S2) = a(1− (T ⋊
ρ
θ G)
2)
et ψ(S3) = a(g(T ⋊
ρ
θ G)− T ⋊
ρ
θ G).
En effet, on a par exemple, pour x ∈ Cc(G,E) et ξ ∈ Cc(G,E),
[a, θ∗(T )⋊ρ G]>x(t) =
∫
G
(θ∗(S1,s)
>)(s(x(s−1)))ds,
[a, θ∗(T )⋊ρ G]<ξ(t) =
∫
G
(s−1t)−1(θ∗(S1,s−1t)
<)(ξ(s))ds,
pour tout t ∈ G, donc,
[a, θ∗(T )⋊ρ G] = θ̂∗(S1).
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De même,
[a, (θ ⋊ρ G)∗(T ⋊ρ G)] = (θ ⋊ρ G)∗(Ŝ1).
Et donc, les opérateurs [a, (T ⋊ρθ G)], a(1 − (T ⋊
ρ
θ G)
2) et a(g(T ⋊ρθ G) − T ⋊
ρ
θ G)
appartiennent à l’image de ψ.
D’autre part, pour tout S = (St)t ∈ Cc(G,K(E)),
‖ψ(S)‖L(E⋊ρ
θ
G) ≤ max
(
‖θ̂∗(S)‖L(θ∗(E)⋊ρG), ‖(θ ⋊
ρ G)∗(Ŝ)‖L((θ⋊ρG)∗(E⋊ρG))
)
,
donc, l’application ψ induit un morphisme d’algèbre de Banach de K(E)⋊ρG dans
L(E ⋊ρθ G). En effet, on a les estimations suivantes :
‖(θ ⋊ρ G)∗(Ŝ)‖L((θ⋊ρG)∗(E⋊ρG)) = ‖Ŝ ⊗ 1‖L(E⋊ρG⊗π
B˜⋊ρG
C˜⋊ρG),
≤ ‖S‖K(E)⋊ρG,
et
‖θ̂∗(S)‖L(θ∗(E)⋊ρG) = ‖θ∗(S)‖K(θ∗(E))⋊ρG,
≤ ‖S‖K(E)⋊ρG,
qui impliquent que
‖ψ(S)‖L(E⋊ρ
θ
G) ≤ ‖S‖K(E)⋊ρG.
On note ψ le morphisme
K(E)⋊ρ G→ L(E ⋊ρθ G),
par abus de notation. On va montrer que l’image de ψ est contenue dans K(E⋊ρθG).
Soient S ∈ Cc(G,K(E)) et ǫ > 0. Il existe n ∈ N et pour i = 1, ..., n, il existe
yi ∈ Cc(G,E), ξi ∈ Cc(G,E) tels que l’élément K = (Kg)g∈G ∈ Cc(G,K(E)) défini
par la formule suivante :
Kg =
∫
G
n∑
i=1
|yi(t)〉〈g(ξi(t
−1g))|dt,
vérifie l’inégalité : ∫
G
‖Sg −Kg‖K(E)‖ρ(g)‖End(V )dg < ǫ,
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(voir lemme 2.2.12).
L’image par ψ de K est un opérateur compact de E⋊ρθG. En effet, pour tout s ∈ G,
θ∗(Ks) =
∫
G
n∑
i=1
|yi(t)⊗ 1〉〈s(1⊗ ξi(t
−1s)|dt, d’où, pour tout x ∈ Cc(G, θ∗(E)>),
θ̂∗(K)
>
(x)(g) =
∫
G
θ∗(Ks)
>s(x(s−1g))ds,
=
∫
G
∫
G
n∑
i=1
|yi(t)⊗ 1〉〈s(1⊗ ξi(t
−1s))|>s(x(s−1g))dtds,
=
n∑
i=1
(
|g 7→ yi(g)⊗ 1〉〈g 7→ 1⊗ ξi(g)|
>(x)
)
(g),
et de façon analogue, pour ξ ∈ Cc(G, θ∗(E)<), on trouve,
θ̂∗(K)
<
(ξ)(g) =
∫
G
(s−1g)−1θ∗(Ks−1g)
<(ξ(s))ds,
=
n∑
i=1
(
|g 7→ yi(g)⊗ 1〉〈g 7→ 1⊗ ξi(g)|
<(ξ)
)
(g),
d’où,
θ̂∗(K) =
n∑
i=1
|g 7→ yi(g)⊗ 1〉〈g 7→ 1⊗ ξi(g)|.
De plus,
(θ ⋊ρ G)∗(K̂) = (1⊗ K̂<, K̂> ⊗ 1),
=
n∑
i=1
|yi ⊗ 1〉〈1⊗ ξi|,
et donc pour (h, x) ∈ E ⋊ρθ G,
ψ(K)>(h, x) =(
t 7→
n∑
i=1
|g 7→ yi(g)⊗ 1〉〈g 7→ 1⊗ ξi(g)|
>(h(t)),
n∑
i=1
|yi ⊗ 1〉〈1⊗ ξi|
>x
)
,
=
n∑
i=1
∣∣∣(t 7→ (g 7→ yi(g)⊗ 1), yi ⊗ 1)〉〈(t 7→ (g 7→ 1⊗ ξi(g)), 1⊗ ξi)∣∣∣.
On en déduit que ψ(K) ∈ K(E ⋊ρθ G).
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Le fait que ψ soit un morphisme d’algèbres de Banach, implique alors que ψ(S)
est un opérateur compact de E ⋊ρθ G. En effet, on a les inégalités suivantes :
‖ψ(S)− ψ(K)‖L(E⋊ρ
θ
G) ≤ ‖S −K‖K(E)⋊ρG,
≤
∫
G
‖Sg −Kg‖K(E)‖ρ(g)‖End(V ) < ǫ.
Comme les opérateurs
[a, (T ⋊ρθ G)], a(1− (T ⋊
ρ
θ G)
2) et a(g(T ⋊ρθ G)− T ⋊
ρ
θ G)
appartiennent à l’image de ψ, on a alors montré que ce sont des opérateurs compacts
de E ⋊ρθ G et donc que (E ⋊
ρ
θ G, T ⋊
ρ
θ G) appartient à E
ban(A⋊ρ G, (C ⋊ρ G)[0, 1]).
Il est clair qu’il réalise une homotopie entre jρ(θ∗(α)) et (θ ⋊ρ G)∗(jρ(α)).
Ceci termine la démonstration de la proposition 2.2.14 et donc de la fonctorialité
du morphisme de descente tordu.
2.2.4 Descente et action de KKban sur la K-théorie.
Soient A et B deux algèbres de Banach. On rappelle que l’on note Σ l’homo-
morphisme de KKban(A,B) dans Hom(K(A), K(B)) défini dans [Laf02b] et qui
donne l’action de la KK-théorie banachique sur la K-théorie. La proposition sui-
vante montre que les morphismes de descente tordus construits dans la section 2.2.2
sont compatibles avec Σ.
Proposition 2.2.17. Soient G un groupe localement compact, A, B, C des G-C∗-
algèbres, α ∈ KKG(A,B), β ∈ KKG(B,C), et α⊗B β leur produit de Kasparov qui
est un élément de KKG(A,B). On a alors,
Σ(jρ(α⊗B β)) = Σ(jρ(β)) ◦ Σ(jρ(α))
dans Hom(K(A⋊ρ G), K(B ⋊ρ G)). De même dans le cas du produit croisé réduit.
Démonstration. La démonstration découle de la fonctorialité de jρ et de jρ,r et du
lemme suivant démontré dans [Laf02b, Proposition 1.6.10] qui dit que tout élément
de KK-théorie est le produit de Kasparov d’un élément qui provient d’un vrai
morphisme et d’un élément de KK-théorie qui est l’inverse d’un morphisme.
Lemme 2.2.18. Soient G un groupe localement compact, A et B deux G-C∗-
algèbres et α ∈ KKG(A,B). Il existe une G-C
∗-algèbre A1, des morphisme
G-équivariants θ : A1 → A, η : A1 → B, et un élément α1 ∈ KKG(A,A1) tels que :
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1. [θ] ⊗A α1 = IdA1 et α1 ⊗A [θ] = IdA, où [θ] ∈ KKG(A1, A) est induit par le
morphisme θ (c’est-à-dire que α1 est l’inverse en KK-théorie G-équivariante
d’un morphisme),
et
2. θ∗(α) = [η], où [η] ∈ KKG(A1, A) est l’élément induit par le morphisme η.
La fonctorialité du morphisme de descente jρ et de l’action de KKban sur la
K-théorie donnée par Σ impliquent la proposition (2.2.17). La démonstration est
la même que celle de [Laf02b, Proposition 1.6.9] : on applique le lemme (2.2.18) à
G,A,B et α. Comme jρ et Σ sont fonctoriels on a
Σ(jρ(α1)) ◦ jρ(θ)∗ = Σ(jρ(θ)
∗(jρ(α1))),
= Σ(jρ(θ
∗(α1))),
= IdK(A1⋊ρG), car θ
∗(α1) = IdA1 .
De même,
jρ(θ)∗ ◦ Σ(jρ(α1)) = Σ(jρ(θ)∗(jρ(α1)),
= Σ(jρ(θ∗(α1))),
= IdK(A⋊ρG) car θ∗(α1) = IdA.
Donc,
jρ(θ)∗ : K(A1 ⋊ρ G)→ K(A⋊ρ G)
est inversible. De plus, θ∗(α⊗B β) = η∗(β) dans KKG(A1, C) et donc,
Σ(jρ(α⊗ β)) ◦ jρ(θ)∗ = Σ(jρ(β)) ◦ jρ(η)∗,
et ceci implique que
Σ(jρ(α⊗ β)) = Σ(jρ(β)) ◦ jρ(η)∗ ◦ jρ(θ)
−1
∗ .
De la même façon, on montre, en prenant C = B et β = Id, que
Σ(jρ(α)) = jρ(η)∗ ◦ jρ(θ)
−1
∗
Ceci implique la proposition.
La même démonstration vaut pour la descente dans le cas du produit croisé réduit.
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2.2.5 Construction du morphisme
Soit G un groupe localement compact et B une G-C∗-algèbre. On rappelle
que l’on note EG le classifiant de G pour les actions propres et Ktop(G,B) la
K-homologie G-équivariante de EG à valeurs dans B (cf. section 2.1). On rappelle
que Ktop(G,B) = lim
→
KKG(C0(X), B), où X décrit les parties G-compactes de EG,
c’est-à-dire les parties fermées de EG, G-invariantes et telles que X/G soit compact.
Définition 2.2.19. Soient G un groupe localement compact et X une partie G-
compacte de EG. Soit c une fonction continue à support compact sur X et à valeurs
dans R+ telle que
∫
G
c(g−1x)dg = 1, pour tout x ∈ X (une fonction avec ces pro-
priétés existe d’après [Tu99] et elle est appelée “fonction de cut-off” sur X). Soit p
la fonction sur G×X définie par la formule
p(g, x) =
√
c(x)c(g−1x).
La fonction p définit alors un projecteur de Cc(G,C0(X)), que l’on note p par abus de
notation. L’élément de K(C0(X)⋊ρG) qu’il définit est appelé élément de Mischenko
associé à X. On le note ∆ρ.
Soit
Σ : KKban(C0(X)⋊ρ G,B ⋊ρ G)→ Hom(K(C0(X)⋊ρ G), K(B ⋊ρ G))
le morphisme provenant de l’action de KKban sur la K-théorie défini dans [Laf02b]
(cf. théorème 2.1.37). On a alors une suite de morphismes
KKG(C0(X), B)
jρ
→ KKban(C0(X)⋊ρ G,B ⋊ρ G)
Σ(.)(∆ρ)
−→ K(B ⋊ρ G).
De même que dans [Laf02b] section 1.7, en passant à la limite inductive on définit
un morphisme
µBρ : K
top(G,B)→ K(B ⋊ρ G),
et on l’appelle morphisme de Baum-Connes tordu par la représentation ρ.
Remarque 2.2.20. La fonctorialité des morphismes Σ et jρ implique que le morphisme
de Baum-Connes tordu par ρ, défini ci-dessus, est fonctoriel en B. En effet, soit
θ : B → C un morphisme de G-C∗-algèbres. Soit α ∈ KKG(C0(X), B). On a les
égalités suivantes,
(θ ⋊ρ G)∗(µBρ (α)) = (θ ⋊
ρ G)∗(Σ(jρ(α))(∆ρ)),
= Σ
(
(θ ⋊ρ G)∗(jρ(α))
)
(∆ρ),
= Σ
(
jρ(θ∗(α))
)
(∆ρ),
= µCρ (θ∗(α)).
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Définition 2.2.21. Pour toute G-C∗-algèbre B, soit λG,B ⊗ ρ le morphisme d’al-
gèbres de Banach de B ⋊ρ G dans B ⋊ρr G (cf. définition 4). Soit
(λG,B ⊗ ρ)∗ : K(B ⋊ρ G)→ K(B ⋊ρr G)
le morphisme induit par λG,B ⊗ ρ en K-théorie. On définit un morphisme de Baum-
Connes tordu réduit,
µBρ,r : K
top(G,B)→ K(B ⋊ρr G),
en posant µBρ,r := (λG,B ⊗ ρ)∗ ◦ µ
B
ρ .
Remarque 2.2.22. Il est facile de voir que, si X est une partie G-compacte de EG
et si on note ∆ρ,r l’élément de K(C0(X) ⋊ρr G) défini par la fonction p, alors le
morphisme de Baum-Connes tordu réduit vérifie l’égalité
µBρ,r(x) = Σ
(
jρ,r(x)
)
(∆ρ,r),
pour tout x ∈ KKG(C0(X), B).
2.2.6 Compatibilité avec la somme directe de représentations
On va maintenant montrer un lemme qui montre que le morphisme de Baum-
Connes tordu est compatible avec la somme directe de représentations, ce qui termi-
nera le chapitre 2. On utilisera ce résultat dans l’étude de la bijectivité du morphisme
(cf. chapitre 3).
Lemme 2.2.23. Soient ρ et ρ′ deux représentations de dimension finie de G et B
une G-C∗-algèbre. Alors il existe des morphismes
iρ′ : B ⋊ρ⊕ρ
′
G→ B ⋊ρ
′
G et iρ : B ⋊ρ⊕ρ
′
G→ B ⋊ρ G,
qui prolongent l’identité sur Cc(G,B) et tels que les diagrammes suivants,
Ktop(G,B)
µB
ρ′ ((P
PPP
PPP
PPP
PP
µB
ρ⊕ρ′// K(B ⋊ρ⊕ρ′ G)
iρ′,∗

K(B ⋊ρ′ G),
et Ktop(G,B)
µBρ ((QQ
QQQ
QQQ
QQQ
Q
µB
ρ⊕ρ′// K(B ⋊ρ⊕ρ′ G)
iρ,∗

K(B ⋊ρ G),
soient commutatifs.
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Démonstration. Il est clair que pour toute G-C∗-algèbre A et pour toute fonction
f ∈ Cc(G,A),
‖f‖A⋊ρG ≤ ‖f‖A⋊ρ⊕ρ′G,
donc IdCc(G,A) s’étend en un morphisme d’algèbres de Banach
iρ : A⋊ρ⊕ρ
′
G→ A⋊ρ G.
En fait, on a que A⋊ρ⊕ρ′ G = A⋊ρ G ∩ A⋊ρ′ G, à équivalence de norme près.
De même, si E est un A-module de Banach et f ∈ Cc(G,E),
‖f‖E⋊ρG ≤ ‖f‖E⋊ρ⊕ρ′G,
et IdCc(G,E) s’étend en un morphisme de A-modules de Banach, que l’on note aussi
iρ, de E ⋊ρ⊕ρ
′
G dans E ⋊ρ G.
On doit montrer que
µBρ = iρ,∗ ◦ µ
B
ρ⊕ρ′ .
Pour ceci, on va d’abord montrer que, pour tout α ∈ KKG(A,B), les éléments jρ(α)
et jρ⊕ρ′(α) ont la même image dans KKban(A ⋊ρ⊕ρ
′
G,B ⋊ρ G). C’est le lemme
suivant :
Lemme 2.2.24. Pour tout α ∈ KKG(A,B), on a l’égalité,
i∗ρ(jρ(α)) = iρ,∗(jρ⊕ρ′(α)),
dans KKban(A⋊ρ⊕ρ′ G,B ⋊ρ G).
Il est clair alors que le lemme 2.2.24 implique le lemme 2.2.23. En effet, pour X
une partie G-compacte de EG et pour un élément α dans KKG(C0(X), B),
µBρ⊕ρ′(α) = Σ(jρ⊕ρ′(α))(∆ρ⊕ρ′),
donc, on a les égalités suivantes,
iρ,∗(µ
B
ρ⊕ρ′(α)) = iρ,∗ ◦ Σ(jρ⊕ρ′(α))(∆ρ⊕ρ′),
= Σ(iρ,∗(jρ⊕ρ′(α)))(∆ρ⊕ρ′),
= Σ(i∗ρ(jρ(α)))(∆ρ⊕ρ′),
= Σ(jρ(α))(iρ,∗(∆ρ⊕ρ′)),
= Σ(jρ(α))(∆ρ) = µ
B
ρ (α).
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Démonstration du lemme 2.2.24. Soit (E, T ) un représentant de α. Alors
i∗ρ(jρ(E)) = E ⋊
ρ G,
où E ⋊ρ G est un (A ⋊ρ⊕ρ′ G,B ⋊ρ G)-bimodule de Banach, l’action de A ⋊ρ⊕ρ′ G
étant donnée par iρ, et
iρ,∗(jρ⊕ρ′(E))
> = (E ⋊ρ⊕ρ
′
G)> ⊗π ˜B⋊ρ⊕ρ′G
˜(B ⋊ρ G),
iρ,∗(jρ⊕ρ′(E))
< = ˜(B ⋊ρ G)⊗π ˜B⋊ρ⊕ρ′G
(E ⋊ρ⊕ρ
′
G)<.
On considère l’application suivante,
τ : Cc(G,E)⊗Cc(G,B) Cc(G,B)→ Cc(G,E)
x⊗ b 7→ xb.
On a alors,
‖τ(x⊗ b)‖E⋊ρG ≤ ‖x‖E⋊ρG‖b‖B⋊ρG,
≤ ‖x‖E⋊ρ⊕ρ′G‖b‖B⋊ρG,
et donc τ définit une application,
(E ⋊ρ⊕ρ
′
G)⊗π ˜B⋊ρ⊕ρ′G
B˜ ⋊ρ G→ E ⋊ρ G,
que l’on note encore τ par abus de notation.
Comme
‖τ(x⊗ b)‖E⋊ρG ≤ ‖x⊗ b‖(E⋊ρ⊕ρ′G)⊗π
˜
B⋊ρ⊕ρ
′
G
(B˜⋊ρG),
l’application τ définit un morphisme de B ⋊ρ G-modules de Banach à droite de
norme inférieure ou égale à 1.
De même, il existe un morphisme de B ⋊ρ G-modules de Banach (à gauche)
τ : B˜ ⋊ρ G⊗π ˜B⋊ρ⊕ρ′G
(E ⋊ρ⊕ρ
′
G)→ E ⋊ρ G,
de norme inférieure ou égale à 1.
On va construire une homotopie entre (iρ,∗(jρ⊕ρ′(α)) et jρ(α) en utilisant les cônes
associés à ces morphismes.
Soit,
C(τ)> = {(h, x) ∈ (E ⋊ρ G)[0, 1]× iρ,∗(jρ⊕ρ′(E))>|h(0) = τ(x)},
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le cône associé à τ , et
C(τ)< = {(h, x) ∈ (E ⋊ρ G)[0, 1]× iρ,∗(jρ⊕ρ′(E))<|h(0) = τ(x)},
le cône associé à τ .
On pose
C(τ) := (C(τ)<, C(τ)>),
qui est un
(
A⋊ρ⊕ρ′ G, (B ⋊ρ G)[0, 1]
)
-bimodule de Banach.
Soit C(τ, T ) ∈ L(C(τ)), l’opérateur sur C(τ) défini par la formule suivante :
C(τ, T )>(h, e⊗ b) =
(
t 7→ (T ⋊ρ G)(h(t)),
(
(T ⋊ρ⊕ρ
′
G)>e⊗ b
))
,
pour (h, e⊗ b) ∈ C(τ) et de façon analogue on définit C(τ, T )<. On a alors le lemme
suivant :
Lemme 2.2.25. L’élément (C(τ), C(τ, T )) défini ci-dessus est un élément de
Eban(A⋊ρ⊕ρ′ G, (B ⋊ρ G)[0, 1]).
Démonstration. On doit montrer que pour tout a ∈ Cc(G,A) et pour tout g ∈ G,
les opérateurs,
[a, C(τ, T )], a(1− (C(τ, T ))2) et a(g(C(τ, T ))− C(τ, T ))
sont des opérateurs compacts de C(τ).
Pour tout S = (Sg)g∈G ∈ Cc(G,K(E)) on considère l’opérateur Ŝρ (resp. Ŝρ⊕ρ′) ap-
partenant à LB⋊ρG(E⋊ρG) (resp. LBρ⊕ρ′⋊G(E
ρ⊕ρ′⋊G)) associé à S par la définition
2.2.9 appliquée à la représentation ρ (resp. ρ⊕ ρ′).
On a alors une application ψ de Cc(G,K(E)) dans L(C(τ)) définie sur C(τ)> par la
formule suivante : pour tout S ∈ Cc(G,K(E)) et tout (h, e⊗ b) ∈ C(τ)>,
ψ(S)>(h, e⊗ b) =
(
t 7→ Ŝ>ρ (h(t)), Ŝ
>
ρ⊕ρ′(e)⊗ b
)
,
et ψ(S)< défini de façon analogue.
Or, pour tout (h, e⊗ b) ∈ Cc(G,E)× (Cc(G,E)⊗ Cc(G,B)),
‖ψ(S)>(h, e⊗b)‖C(τ)>
= max
(
sup
t∈[0,1]
‖Ŝ>ρ (h(t))‖E⋊ρG, ‖Ŝ
>
ρ⊕ρ′(e)⊗ b‖iρ,∗(jρ(E))>
)
,
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et donc,
‖ψ(S)‖L(C(τ)) ≤ max
(
‖Ŝρ‖L(E⋊ρG), ‖Ŝρ⊕ρ′‖L(E⋊ρ⊕ρ′G)
)
,
≤
∫
G
‖Sg‖‖(ρ⊕ ρ
′)(g)‖End(V⊕V′)dg.
L’application ψ définit alors un morphisme d’algèbres de Banach de l’algèbre
K(E)⋊ρ⊕ρ′ G dans L(C(τ)), car ‖Ŝρ⊕ρ′‖L(E⋊ρ⊕ρ′G) = ‖S‖K(E)⋊ρ⊕ρ′G (voir la démons-
tration du lemme 2.2.12).
De plus, si on pose, pour tout a ∈ Cc(G,A), pour tout g ∈ G et pour tout g1 ∈ G,
S1(g1) := a(g1)(g1(T )− T ) + [a(g1), T ]),
S2(g1) := a(g1)g1(1− T
2)),
et S3(g1) := a(g1)g1((gT )− T )),
de sorte que,
Ŝ1 = [a, T ⋊ρ G],
Ŝ2 = a(1− (T ⋊ρ G)2),
et Ŝ3 = a(g(T ⋊ρ G)− T ⋊ρ G),
(voir lemme 2.2.11), alors, par des calculs simples, on obtient,
ψ(S1) = [a, C(τ, T )],
ψ(S2) = a(1− (C(τ, T ))
2),
et ψ(S3) = a(g(C(τ, T ))− C(τ, T )).
On va maintenant montrer que l’image de ψ est contenue dans les opérateurs
compacts de C(τ). Soit S = (Sg)g∈G ∈ Cc(G,K(E)) et soit ǫ > 0. D’après le lemme
2.2.12 il existe n ∈ N et pour i = 1, .., n, il existe des éléments yi ∈ Cc(G,E) et
ξi ∈ Cc(G,E) tels que, l’élémentK = (Kg)g∈G de Cc(G,K(E)) définit par la formule,
Kg =
∫
G
n∑
i=1
|yi(g1)〉〈g(ξi(g
−1
1 g))|dt,
vérifie l’inégalité, ∫
G
‖Sg −Kg‖K(E)‖(ρ⊕ ρ
′)(g)‖End(V⊕V ′)dg < ǫ.
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D’où,
‖ψ(S)− ψ(K)‖L(C(τ)) ≤
∫
G
‖Sg −Kg‖‖(ρ⊕ ρ
′)(g)‖End(V⊕V ′)dg,
≤ ǫ.
Mais, ψ(K) appartient à K(C(τ)), car
ψ(K) =
( n∑
i=1
|t 7→ yi〉〈t 7→ ξi|,
n∑
i=1
|g 7→ yi(g)⊗ 1〉〈g 7→ 1⊗ ξi(g)|
)
,
=
n∑
i=1
∣∣∣(t 7→ yi, g 7→ yi(g)⊗ 1)〉〈(t 7→ ξi, g 7→ 1⊗ ξi(g))∣∣∣.
On conclut alors que pour tout a ∈ Cc(G,A) et pour tout g ∈ G, les opérateurs
[a, C(τ, T )], a(1 − (C(τ, T ))2) et a(g(C(τ, T )) − C(τ, T )) sont compacts car ils ap-
partiennent à l’image de Cc(G,K(E)) par ψ qui est contenue dans l’algèbre des
opérateurs compacts de C(τ).
Le cycle (C(τ), C(τ, T )) appartient donc à Eban(A ⋊ρ⊕ρ′ G, (B ⋊ρ G)[0, 1]) et
réalise une homotopie entre i∗ρ(jρ(α)) et iρ,∗(jρ⊕ρ′(α)), ceci termine la démonstration
du lemme 2.2.24.
Ceci implique alors que µBρ = iρ,∗ ◦ µ
B
ρ⊕ρ′ , pour toute G-C
∗-algèbre B et donc
termine la démonstration du lemme 2.2.23.
Chapitre 3
Étude de la bijectivité du morphisme
de Baum-Connes tordu
Dans ce chapitre, nous allons montrer que le morphisme de Baum-Connes tordu
par une représentation non unitaire de dimension finie que nous avons construit
dans le chapitre précédent, est bijectif pour une large classe de groupes vérifiant la
conjecture de Baum-Connes. Dans un premier temps, nous allons montrer que, pour
toute représentation de dimension finie ρ, le morphisme de Baum-Connes tordu µρ
(et µρr) est injectif pour tous les groupes de la classe C (cf. introduction). En effet,
nous allons montrer que si G est un groupe localement compact pour lequel il existe
un élément γ de Kasparov, alors µρ est injectif. De plus, nous allons montrer que µρr
est surjectif pour tout groupe G appartenant à la classe C ′ (cf. introduction) et pour
lequel il existe une complétion inconditionnelle de Cc(G) qui soit une sous-algèbre
de C∗r (G) dense et stable par calcul fonctionnel holomorphe.
Pour tout groupe localement compact G, ρ désignera toujours une représentation
de dimension finie pas nécessairement unitaire et pas nécessairement irréductible.
Ce chapitre est organisé de la façon suivante : D’abord, nous allons montrer que
le morphisme de Baum-Connes tordu µρ à coefficients dans une algèbre propre est
toujours un isomorphisme (cf. théorème 3.1.3). Nous allons ensuite utiliser ce résul-
tat pour utiliser la méthode du “dual Dirac-Dirac” dans la forme énoncée par Tu
dans [Tu99] pour montrer l’injectivité de µρ dans le cas où l’on peut construire un
élément γ de Kasparov et la surjectivité dans le cas où cet élément γ est égal à 1
dans KKG(C,C).
Ensuite, dans la section 3.2, nous allons montrer que si G est un groupe tel qu’il
existe une complétion inconditionnelle de Cc(G) qui soit une sous-algèbre de C∗r (G)
dense et stable par calcul fonctionnel holomorphe alors il existe une complétion
inconditionnelle de Cc(G) qui est une sous-algèbre dense et stable par calcul fonc-
95
96
tionnel holomorphe dans Aρr(G). En utilisant les résultats de Lafforgue, nous allons
alors montrer que si G est un groupe appartenant à la classe C ′ et tel qu’il existe
une complétion inconditionnelle de Cc(G) qui soit une sous-algèbre dense et stable
par calcul fonctionnel holomorphe, alors µρr est un isomorphisme.
3.1 Cas des groupes avec un élément γ de Kasparov
3.1.1 Coefficients dans une algèbre propre
Dans cette section, on va montrer que le morphisme de Baum-Connes tordu à
coefficients dans une G-C∗-algèbre propre est un isomorphisme pour tout groupe
localement compact G. Pour ceci, on rappelle d’abord les définitions suivantes :
Définition 3.1.1. Soit Z un G-espace propre. Une G-C∗-algèbre B est une C0(Z)-
G-C∗-algèbre au sens de Kasparov [Kas88, 1.5], s’il existe un morphisme Θ de C0(Z)
dans le centre des multiplicateurs de B, G-équivariant et tel que Θ(C0(Z))B = B.
Définition 3.1.2. Une algèbre B est une G-C∗-algèbre propre si c’est une C0(Z)-
G-C∗-algèbre avec Z un G-espace propre (cf. 2.1.1).
Par abus de notation, si B est une G-C∗-algèbre propre on identifiera C0(Z) à
son image dans le centre de M(B).
De façon équivalente, Le Gall a montré que B est une G-C∗-algèbre propre si
et seulement si, il existe Z un G-espace propre tel que B soit munie d’une action
du groupoïde Z ⋊ G. On renvoie le lecteur à [LG97] pour la définition de l’action
d’un groupoïde sur une C∗-algèbre. On rappelle tout de même, que si Z est un G-
espace, on note Z ⋊G le groupoïde dont l’ensemble des unités est Z, l’ensemble des
flèches est le produit cartésien Z ×G et les applications source et but sont données,
respectivement, par les applications suivantes :
s : (z, g) 7→ g.z et r : (z, g) 7→ z.
On note (Z ⋊ G)(2) := (Z ⋊ G)(1) ×(Z⋊G)(0) (Z ⋊ G)(1) l’ensemble des éléments
composables de Z ⋊G.
Si B est une C0(Z)-G-C∗-algèbre, on note r∗(B) la C0(Z⋊G)-G-C∗-algèbre obtenue
comme image réciproque de B par l’application r.
On rappelle aussi que si B est une G-C∗-algèbre propre, alors
C∗(G,B) = C∗r (G,B)
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(cf. [KS03, page 184], [HG04, page 192]).
Le but de cette section est de montrer le théorème suivant :
Théorème 3.1.3. Si B est une G-C∗-algèbre propre, alors µBρ est un isomorphisme.
Remarque 3.1.4. On remarque que si B est une G-C∗-algèbre propre, alors
B ⋊ρ G = B ⋊ρr G,
car C∗(G,B) = C∗r (G,B), donc le théorème 3.1.3 implique que le morphisme de
Baum-Connes tordu réduit à coefficients dans une algèbre propre est aussi un iso-
morphisme.
Pour montrer le théorème 3.1.3, on va d’abord utiliser la compatibilité de la
construction du morphisme de Baum-Connes tordu (cf. lemme 2.2.23) avec ρ′ := 1G,
où on note 1G la représentation triviale de G, pour montrer le lemme suivant :
Lemme 3.1.5. Si B est une G-C∗-algèbre propre, les morphismes
iρ : B ⋊ρ⊕1G G→ B ⋊ρ G et i1G : B ⋊
ρ⊕1G G→ C∗(G,B),
induisent des isomorphismes en K-théorie.
Pour montrer le lemme 3.1.5, on va utiliser un résultat de Lafforgue (cf. [Laf02b,
Lemme 1.7.8]. On rappelle d’abord la définition suivante utilisée par Lafforgue :
Définition 3.1.6. Une sous-algèbre D d’une algèbre A est héréditaire si DAD ⊂ D.
De plus, on rappelle que Lafforgue a démontré l’énoncé suivant (voir [Laf02b,
Lemme 1.7.10]) :
Lemme 3.1.7. Si C est une algèbre de Banach, B est une sous-algèbre de Banach
dense de C et s’il existe une sous-algèbre dense de B qui est héréditaire dans C,
alors B et C ont la même K-théorie.
On va maintenant énoncer le lemme 1.7.8 de [Laf02b] et on va re-écrire la dé-
monstration de Lafforgue avec plus de détails par souci de commodité pour le lecteur.
Lemme 3.1.8. Soit Z un G-espace propre tel que Z ⋊ G agisse sur B et soient
s, r : Z ⋊ G → Z les applications source et but, respectivement, de Z ⋊ G. Soit Bc
la sous-algèbre de B formée des éléments b de B tels que fb = b pour un certain
f ∈ Cc(Z). Alors D = Cc(G,Bc), l’algèbre des sections continues à support compact
dans Z ⋊G de r∗(B), est une sous-algèbre héréditaire de C∗(G,B).
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Démonstration. On rappelle que l’on note tout élément f de Cc(G,B) par l’intégrale
formelle
∫
G
f(g)egdg et que dg−1 = ∆(g−1)dg. Soient f1, f3 des éléments de Cc(G,B).
L’application
Cc(G,B)→ Cc(G,B)
f2 7→ f1 ∗ f2 ∗ f3
se prolonge par continuité en une application de C∗r (G,B) dans l’espace des fonctions
f continues sur G à valeurs dans B qui vérifient la condition suivante : il existe une
constante C telle que pour tout g ∈ G,
‖f(g)‖B∆(g)
1
2 < C.
En effet, soit L2(G,B) muni de la structure de B-module hilbertien donnée par la
formule :
〈f, f ′〉B =
∫
G
f(t)∗f ′(t)dt,
pour tout f, f ′ ∈ L2(G,B). On rappelle que l’on note tout élément de L2(G,B) par
l’intégrale formelle
∫
G
egf(g)dg de sorte que B agisse à droite sur L2(G,B). Avec
ces conventions, l’application de Cc(G,B) dans L2(G,B) envoie
∫
G
f(g)egdg dans∫
G
egf(g)dg donc il faut faire attention avec les formules.
Si f =
∫
G
egf(g)dg, on a f ∗ =
∫
G
f(g)∗eg−1dg et donc
(f ∗ ∗ f ′) = (
∫
G
f(g)∗eg−1dg)(
∫
G
egf
′(g)dg)
=
∫
G×G
f(g)∗tf ′(gt)dgetdt.
Si on note 1 l’identité de G, ceci implique que f ∗ ∗ f ′(1) = 〈f, f ′〉B. Donc, pour tout
f, f ′ ∈ Cc(G,B) et pour tout g ∈ G,
‖f ∗ f ′(g)‖B = ‖f ∗ (f
′eg−1)(1)‖B
= ‖〈f ∗, (f ′eg−1)〉L2(G,B)‖B
≤ ‖f ∗‖L2(G,B)‖f
′eg−1‖L2(G,B).
Or,
‖f ′eg−1‖L2(G,B) =
∥∥∥∫
G
f ′(tg)∗f ′(tg)dt
∥∥∥ 12
B
=
∥∥∥∫
G
f ′(t)∗f(t)∆(g−1)dt
∥∥∥ 12
B
≤ ‖f ′‖L2(G,B)∆(g)
− 1
2 .
Chapitre 3. Étude de la bijectivité du morphisme B-C tordu 99
Ceci implique que, pour f1, f3, f2 ∈ Cc(G,B) et g ∈ G, on a les inégalités suivantes
‖f1 ∗ f2 ∗ f3(g)‖B ≤ ∆(g)
− 1
2‖f ∗1‖L2(G,B)‖f2 ∗ f3‖L2(G,B),
≤ ∆(g)−
1
2‖f ∗1‖L2(G,B)‖λ(G,B)(f2)f3‖L2(G,B),
≤ ∆(g)−
1
2‖f ∗1‖L2(G,B)‖f2‖C∗r (G,B)‖f3‖L2(G,B),
où on note λG,B la représentation régulière de C∗r (G,B) dans L(L
2(G,B)) de sorte
que ‖λ(G,B)(f2)‖L(L2(G,B)) = ‖f2‖C∗r (G,B). On a donc
‖f1 ∗ f2 ∗ f3(g)‖B∆(g)
1
2 ≤ ‖f ∗1‖L2(G,B)‖f2‖C∗r (G,B)‖f3‖L2(G,B),
ce qu’on voulait démontrer.
Maintenant, si f1, f3 appartiennent à Cc(G,Bc), ce sont des sections continues à
support compact sur Z⋊G de r∗(B), vu comme champ continu d’algèbres au-dessus
de Z⋊G ; donc r(suppZ⋊G(f1)) et s(suppZ⋊G(f3)) sont des sous-ensembles compacts
de Z ⋊G. De plus, comme Z est un espace G-propre, l’application
(r, s) : Z ⋊G→ Z × Z,
est propre et donc le sous-ensemble de Z ⋊G
K := {(z, h)|r(z, h) ∈ r(suppZ⋊G(f1)), s(z, h) ∈ s(suppZ⋊G(f3))}
est compact.
Soit φ l’application qui à deux éléments composables de Z⋊G associe leur composée :
φ : (Z ⋊G)(2) → (Z ⋊G)(1)
{((z′, h), (z, g))|z′ = gz} 7→ (z, hg).
Si on définit un produit ∗ entre les parties de Z ⋊ G de la manière suivante : pour
X, Y ⊂ Z ⋊G,
X ∗ Y := φ(X ×(Z⋊G)(0) Y ),
alors le support du produit d’éléments de Cc(G,B) est contenue dans le produit des
supports. On a alors que, pour f2 ∈ Cc(G,B),
suppZ⋊G(f1 ∗ f2 ∗ f3) ⊂ suppZ⋊G(f1) ∗ suppZ⋊G(f2) ∗ suppZ⋊G(f3).
Or, suppZ⋊G(f1) ∗ suppZ⋊G(f2) ∗ suppZ⋊G(f3) ⊂ K, car :
suppZ⋊G(f1) ∗ suppZ⋊G(f2) ∗ suppZ⋊G(f3)
= {(z, g) ∈ Z ⋊G|g = g1g2g3 avec g1, g2, g3 ∈ G,
(z, g3) ∈ suppZ⋊G(f3), (g3z, g2) ∈ suppZ⋊G(f2),
(g2g3z, g1) ∈ suppZ⋊G(f1)}.
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donc le support de f1∗f2∗f3 est inclus dans un sous-ensemble compact de Z⋊G qui
ne dépend que de f1 et f3. On en déduit que pour f1, f3 ∈ Cc(G,Bc) l’application
f2 7→ f1 ∗ f2 ∗ f3 a pour image Cc(G,Bc), car sur le support de f1 ∗ f2 ∗ f3 la
fonction g 7→ ∆(g) est alors bornée. Ceci implique que Cc(G,Bc) est une sous-algèbre
héréditaire de C∗r (G,B). Comme, de plus, C
∗
r (G,B) est égal à C
∗(G,B) car B est
propre, on en déduit que Cc(G,Bc) est une algèbre héréditaire de C∗(G,B).
Démonstration du lemme 3.1.5. Maintenant, on va montrer le lemme 3.1.5. En
gardant les notations du lemme précédent, l’algèbre D est une sous-algèbre dense
de B ⋊ρ⊕1G G car Bc est dense dans B = C0(Z)B. De plus, comme D est une
sous-algèbre héréditaire de C∗(G,B), alors D ⊗ End(V ) est héréditaire dans
C∗(G,B) ⊗ End(V ) et comme D ⊗ End(V ) ∩ B ⋊ρ G = D alors D est une
sous-algèbre héréditaire de B ⋊ρ G.
En appliquant les lemmes [Laf02b, Lemme 1.7.9 et Lemme 1.7.10], on obtient
alors que
iρ,∗ : K(B ⋊ρ⊕1G G)→ K(B ⋊ρ G),
et i1G,∗ : K(B ⋊
ρ⊕1G G)→ K(C∗(G,B))
sont des isomorphismes.
Remarque 3.1.9. D’après le lemme précédent, si B est une G-C∗-algèbre propre,
l’application iρ,∗ ◦ i
−1
1G,∗
de K(C∗(G,B)) dans K(B ⋊ρ G) est un isomorphisme.
Démonstration du théorème 3.1.3. On peut maintenant démontrer le théorème
3.1.3. D’après le lemme 2.2.23, i1G,∗◦µ
B
ρ⊕1G
= µB, où µB est un isomorphisme car c’est
le morphisme de Baum-Connes usuel à valeurs dans une algèbre propre [CEM01]. On
en déduit que µBρ⊕1G est un isomorphisme. Comme d’autre part, iρ,∗ ◦µ
B
ρ⊕1G
= µBρ et
que iρ,∗ est aussi un isomorphisme, on en déduit que le morphisme de Baum-Connes
tordu par ρ à coefficients dans une algèbre propre, µBρ , est un isomorphisme.
3.1.2 Élément γ de Kasparov
On va maintenant utiliser le résultat obtenu pour les algèbres propres pour mon-
trer que le morphisme de Baum-Connes tordu par n’importe quelle représentation
de dimension finie de G et à coefficient dans une G-C∗-algèbre quelconque est un
isomorphisme pour tout groupe localement compact G qui admet un élément γ de
Kasparov égal à 1 dans KKG(C,C). Le résultat est donné par le théorème suivant :
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Théorème 3.1.10. Soit G un groupe localement compact tel que il existe une G-
C∗-algèbre propre A, et des éléments η ∈ KKG(C, A) et d ∈ KKG(A,C) tels que,
si on pose γ := η ⊗A d ∈ KKG(C,C) on a γ = 1. Soit B une G-C∗-algèbre. Alors,
pour toute représentation ρ de dimension finie de G, µBρ est un isomorphisme.
Démonstration. On rappelle que si A,B,D sont des G-C∗-algèbres, on note σD le
morphisme de KKG(A,B) dans KKG(A⊗D,B ⊗D) défini dans [Kas88].
Soient A, η et d vérifiant les hypothèses du théorème. L’injectivité et la surjectivité
découlent de la commutativité du diagramme suivant :
Ktop(G,B)
µBρ

σB(η)∗ // Ktop(G,A⊗B)
σB(d)∗ //
µB⊗Aρ

Ktop(G,B)
µBρ

K(B ⋊ρ G)
Σ(jρ(σB(η)))
// K(A⊗B ⋊ρ G)
Σ(jρ(σB(d)))
// K(B ⋊ρ G)
(3.1.1)
On va démontrer d’abord la surjectivité. Supposons qu’il existe γ ∈ KKG(C,C)
vérifiant les hypothèses et tel que γ = 1.
Le fait que γ soit égal à 1 implique que Σ(jρ(σB(γ))) = IdK(B⋊ρG). Or γ = η⊗Ad,
donc σB(γ) = σB(η)⊗A σB(d) et donc
Σ(jρ(σB(γ))) = Σ(jρ(σB(η)⊗A⊗B σB(d)))
= Σ(jρ(σB(d))) ◦ Σ(jρ(σB(η))),
ce qui implique que Σ(jρ(σB(d))) est surjectif.
D’autre part,
Σ(jρ(σB(d))) ◦ µ
A⊗B
ρ = µ
B
ρ ◦ σB(d)∗,
et comme A⊗B est une algèbre propre car A est propre, µA⊗Bρ est un isomorphisme
et ceci implique que µBρ est surjectif.
Montrons maintenant l’injectivité. Soit x ∈ Ktop(G,B) tel que µBρ (x) = 0. On a
alors
µA⊗Bρ (σB(η)∗(x)) = Σ(jρ(σB(η)))(µ
B
ρ (x))
= 0,
ce qui implique que σB(η)∗(x) = 0 car µA⊗Bρ est un isomorphisme. Mais σB(γ) =
σB(η) ⊗A⊗B σB(d), donc σB(γ)∗(x) = 0. De plus, le fait que γ = 1 implique que
σB(γ) = 1 et donc que σB(γ)∗ = IdKtop(G,B). Ceci implique que x = 0.
102
Plus généralement, le diagramme (3.1.1) permet aussi de montrer que l’existence
d’un élément γ de Kasparov implique l’injectivité du morphisme de Baum-Connes
tordu donnée par le théorème suivant :
Théorème 3.1.11. Supposons que pour toute partie G-compacte Y de EG, il existe
une G-C∗-algèbre propre A et des éléments η ∈ KKG(C, A) et d ∈ KKG(A,C) tels
que γ = η ⊗A d ∈ KKG(C,C) vérifie p∗(γ) = 1 dans KKG⋉Y (C0(Y ), C0(Y )), où p
est la projection de Y vers le point. Alors, pour toute représentation ρ et pour toute
G-C∗-algèbre B, le morphisme µBρ est injectif.
Démonstration. Soit x un élément de Ktop(G) tel que µBρ (x) = 0. Soit Y une partie
G-compacte de EG telle que x ∈ KKG(C0(Y ), B) et soient A, η, d et γ vérifiant les
hypothèses du théorème. On va montrer que x = 0. La commutativité du diagramme
(3.1.1) implique que σB(η)∗(x) = 0 car
µA⊗Bρ (σB(η)∗(x)) = Σ(jρ(σB(η)))(µ
B
ρ (x))
= 0,
et µA⊗Bρ est un isomorphisme (car A⊗B est une algèbre propre). Mais σB(η)∗(x) = 0
implique que σB(γ)∗(x) = 0, car σB(γ) = σB(η)⊗A⊗B σB(d).
D’autre part, l’égalité p∗(γ) = 1 dans KKG⋉Y (C0(Y ), C0(Y )) implique que
σC0(Y )(γ)
∗x = x. Or, comme γ ∈ KKG(C,C), on a
σC0(Y )(γ)⊗C0(Y ) x = x⊗B σB(γ).
Ceci implique que σB(γ)∗x = x et donc que x = 0.
3.2 Cas des complétions inconditionnelles
Dans cette section, nous allons montrer que pour tout groupe appartenant à la
classe C ′ de [Laf02b] (cf. introduction) et pour lequel il existe une sous-algèbre de
C∗r (G) dense et stable par calcul fonctionnel holomorphe, le morphisme de Baum-
Connes réduit tordu par rapport à n’importe quelle représentation de dimension
finie, est bijectif. Pour ceci, nous allons d’abord montrer que si G est un groupe
localement compact tel qu’il existe une complétion inconditionnelle de Cc(G) qui
soit une sous-algèbre de C∗r (G) dense et stable par calcul fonctionnel holomorphe
alors, si ρ est une représentation de G dans un espace de dimension finie V , il existe
une complétion inconditionnelle de Cc(G) qui est une sous-algèbre dense et stable
par calcul fonctionnel holomorphe de Aρr(G).
Nous obtenons comme corollaire la bijectivité du morphisme de Baum-Connes tordu
Chapitre 3. Étude de la bijectivité du morphisme B-C tordu 103
réduit pour certains groupes discrets ayant la propriété (RD) (par exemple, pour tous
les sous-groupes discrets cocompacts de Sp(n, 1), F4(−20), SL3(F ) pour F un corps
local, SL3(H) et E6(−26)) et pour les groupes de Lie réels réductifs, où réductif a le
même sens que dans [Laf02b] : un groupe de Lie réductif est un groupe de Lie G
ayant un nombre fini de composantes connexes, dont l’algèbre de Lie g est somme
directe d’une algèbre de Lie abélienne gab et d’une algèbre de Lie semi-simple gss, de
sorte que G admette un sous-groupe fermé Gss d’algèbre de Lie gss et de centre fini.
On remarque que cette classe est un peu plus large que celle des groupes réductifs
au sens algébrique.
Tout au long de cette section V sera un espace de dimension finie égale à m. Ici, le
fait que V soit de dimension finie est indispensable.
3.2.1 Complétions inconditionnelles
On rappelle la définition de complétion inconditionnelle introduite dans [Laf02b].
Définition 3.2.1. Soit G un groupe localement compact. Une algèbre de Banach
B(G) est une complétion inconditionnelle de Cc(G), si elle contient Cc(G) comme
sous-algèbre dense et si, quels que soient f1, f2 ∈ Cc(G) tels que |f1(g)| ≤ |f2(g)|
pour tout g ∈ G, on a ‖f1‖B(G) ≤ ‖f2‖B(G), autrement dit, si pour tout f ∈ Cc(G),
‖f‖B(G) ne dépend que de (g 7→ |f(g)|).
Définition 3.2.2. Soit B une algèbre de Banach et C une sous-algèbre dense. Soit
A une sous-algèbre de B qui est une complétion de C pour une norme telle que
‖x‖B ≤ ‖x‖A pour tout x ∈ C. L’algèbre A est une sous-algèbre faiblement pleine
de B relativement à C, si pour tout n ∈ N∗ et pour tout x ∈ Mn(C),
ρMn(A)(x) = ρMn(B)(x),
où ρ denote le rayon spectral.
Remarque 3.2.3. Une sous-algèbre faiblement pleine d’une algèbre de Banach est
dense.
L’intérêt de cette notion est donné par la proposition suivante démontrée dans
[Laf02b, Lemme 1.7.2] :
Proposition 3.2.4. Soient A,B,C comme dans la définition 3.2.2. Notons θ : C →
B et θ1 : C → A les inclusions évidentes. Soit τ l’unique morphisme d’algèbres de
Banach de A dans B tel que τ ◦ θ1 = θ. Si A est une sous-algèbre faiblement pleine
de B alors le morphisme induit par τ en K-théorie
τ∗ : K(A)→ K(B),
est surjectif.
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Remarque 3.2.5. La notion de faiblement pleine est un peu plus faible que le fait
d’être stable par calcul fonctionnel holomorphe, mais, grâce à la proposition 3.2.4,
elle est suffisante pour nos propos. Comparer avec la notion de sous-algèbre dense
et pleine définie dans [Laf02b, Définition 4.4.5]. Voir aussi le théorème A.2.1 et la
proposition A.2.2 de [Bos90].
On veut montrer le théorème suivant :
Théorème 3.2.6. Soit G un groupe localement compact et (ρ, V ) une représenta-
tion de dimension finie de G. Soit Cc(G) l’espace des fonctions continues à support
compact sur G. S’il existe une sous-algèbre faiblement pleine de C∗r (G) qui est une
complétion inconditionnelle de Cc(G), alors il existe une sous-algèbre faiblement
pleine de Aρr(G) qui est aussi une complétion inconditionnelle de Cc(G).
Soient G un groupe localement compact et (ρ, V ) une représentation de dimen-
sion finie de G. Supposons qu’il existe B(G) une complétion inconditionnelle de
Cc(G) qui est une sous-algèbre faiblement pleine de C∗r (G) et notons i l’inclusion.
On note B(G,End(V )) la complétion de Cc(G,End(V )) pour la norme
‖f‖B(G,End(V )) = ‖g 7→ ‖f(g)‖End(V )‖B(G),
pour f ∈ Cc(G,End(V )).
D’après [Laf02b, Proposition 1.6.4], il existe un morphisme d’algèbres de Banach
de B(G,End(V )) dans C∗r (G,End(V )) prolongeant IdCc(G,End(V )). On note τ ce mor-
phisme.
Lemme 3.2.7. L’algèbre de Banach B(G,End(V )) est une sous-algèbre faiblement
pleine de C∗r (G,End(V )).
Démonstration. Soit m = dimC(V ). Comme B(G) est faiblement pleine dans C∗r (G),
on a
ρMn(B(G))(x) = ρMn(C∗r (G))(x),
pour tout n ∈ N∗ et pour tout x ∈ Mn(Cc(G)). Donc, pour tout k ∈ N∗, et pour
tout x ∈ Mkm(Cc(G)),
ρMk(Mm(B(G)))(x) = ρMk(Mm(C∗r (G)))(x).
Or, on a des isomorphismes d’algèbres de Banach à équivalence de norme près (resp.
de C∗-algèbres)
B(G,End(V )) ≃ Mm(B(G)) et C
∗
r (G,End(V )) ≃ Mm(C
∗
r (G)),
et donc ceci implique que B(G,End(V )) est faiblement pleine dans C∗r (G,End(V )).
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Considérons maintenant la complétion de Cc(G) pour la norme donnée par :
‖f‖Bρ(G) = ‖g 7→ |f(g)|‖ρ(g)‖End(V )‖B(G),
pour f ∈ Cc(G). On note cette algèbre Bρ(G) et on remarque que c’est une complé-
tion inconditionnelle.
Théorème 3.2.8. L’algèbre Bρ(G) est une sous-algèbre faiblement pleine de Aρr(G).
Démonstration. On considère l’application suivante :
Cc(G)→ Cc(G,End(V ))
f 7→ (g 7→ f(g)ρ(g)),
et on note τ1 le morphisme d’algèbres de Banach de Bρ(G) dans B(G,End(V )) qu’elle
induit.
Soit τ2 : Aρr(G)→ C
∗
r (G)⊗End(V ) le morphisme isométrique induit par l’application
f 7→
∫
G
f(g)eg ⊗ ρ(g)dg. On a le diagramme commutatif suivant :
B(G,End(V )) τ
// C∗r (G,End(V ))
≃ // C∗r (G)⊗ End(V )
Bρ(G)
ψ
//
τ1
OO
Aρr(G),
τ2
OO
où ψ : Bρ(G) → Aρr(G) est l’unique morphisme continu d’algèbres de Banach
prolongeant IdCc(G). On veut montrer que ψ est un morphisme faiblement plein.
Le morphisme τ1 : Bρ(G)→ B(G,End(V )) est isométrique, donc pour tout pour
tout n ∈ N∗ et x ∈ Mn(Cc(G)),
ρMn(Bρ(G))(x) = ρMn(B(G,End(V )))(Mn(τ1)(x)).
De plus, comme B(G) est pleine dans C∗r (G), le lemme 3.2.7 implique,
ρMn(B(G,End(V )))(Mn(τ1)(x)) = ρMn(C∗r (G,End(V ))(Mn(τ ◦ τ1)(x))
et par commutativité du diagramme on a
ρMn(C∗r (G,End(V )))(Mn(τ ◦ τ1)(x)) = ρMn(C∗r (G)⊗End(V ))(Mn(τ2 ◦ ψ)(x)).
Or, comme τ2 est isométrique le membre de droite de la dernière égalité est égal à
ρMn(Aρr(G))(Mn(ψ)(x)), d’où l’égalité
ρMn(Bρ(G))(x) = ρMn(Aρr(G))(Mn(ψ)(x)),
= ρMn(Aρr(G))(x)
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la dernière égalité provenant du fait que x ∈ Mn(Cc(G)) et que Mn(ψ) prolonge
IdMn(Cc(G)).
On donne maintenant une proposition qui nous permettra d’appliquer les ré-
sultats précédents à l’étude de la bijectivité du morphisme de Baum-Connes tordu
réduit.
Proposition 3.2.9. On a le diagramme commutatif suivant :
Ktop(G)
µBρ //
µρ,r
&&NN
NNN
NNN
NN
K(Bρ(G))
ψ∗

K(Aρr(G))
où µBρ est la variante du morphisme de Baum-Connes définit dans [Laf02b, Section
1.7.1] pour les complétions inconditionnelles, et ψ : Bρ(G) → Aρr(G) est l’unique
morphisme d’algèbres de Banach prolongeant l’identité.
Démonstration. La démonstration est analogue à celle de la proposition 1.7.6 de
[Laf02b]. Soit A une G-C∗-algèbre et soit
ψA : B
ρ(G,A)→ A⋊ρr G,
l’analogue de ψ à coefficients dans A qui prolonge l’identité sur Cc(G,A). On rappelle
que l’on note ι l’application
ι : KKG(A,C)→ KKbanG (A,C),
définie par Lafforgue (cf. 2.1.3).
On a alors que, pour tout élément α ∈ KKG(A,C),
ψ∗(jBρ(ι(α))) = ψ
∗
A(j
ρ
r (α)),
dans KKban(Bρ(G,A),Aρr(G)).
En effet, on construit facilement une homotopie entre les éléments ψ∗(jρ(ι(α))) et
ψ∗A(j
ρ
r (α)) de E
ban(Bρ(G,A),Aρr(G)), à l’aide de cônes et en remarquant les deux
faits suivants :
1. Si E est un G-(A,C)-bimodule de Banach et S = (Sg)g∈G appartient à
Cc(G,K(E)), alors
‖Ŝ‖L(E⋊ρrG) ≤ ‖g 7→ ‖Sg‖K(E)‖ρ(g)‖End(V )‖L1(G)
= ‖g 7→ ‖Sg‖K(E)‖L1,ρ(G),
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où on note L1,ρ(G) la complétion de Cc(G) pour la norme L1 pondérée :
‖f‖L1,ρ(G) =
∫
G
|f(g)|‖ρ(g)‖End(V )dg,
qui est une complétion inconditionnelle de Cc(G).
2. Dans le lemme 1.5.6 de [Laf02b], on peut choisir les yi et les ξi tels que
‖g 7→ ‖Sg − S0,g‖K(E)‖Bρ(G) + ‖g 7→ ‖Sg − S0,g‖K(E)‖L1,ρ(G) ≤ ǫ.
En particulier, pour tout sous-espace X de EG fermé et G-compact, on a l’égalité
ψ∗(jBρ(ι(α))) = ψ
∗
C0(X)
(jρr (α)),
dans KKban(Bρ(G,C0(X)),Aρr(G)) pour tout α ∈ KKG(C0(X),C). Ceci implique
alors que µρ,r = ψ∗ ◦ µBρ .
Nous pouvons maintenant montrer le résultat principal de cette section qui est
donné par le théorème suivant.
Théorème 3.2.10. Soit G un groupe localement compact satisfaisant les deux condi-
tions suivantes :
1. il existe une complétion inconditionnelle de Cc(G) qui est une sous-algèbre
faiblement pleine de C∗r (G) ;
2. pour toute complétion inconditionnelle B(G) de Cc(G) le morphisme défini par
Lafforgue µB : K
top(G)→ K(B(G)) est un isomorphisme.
Soit ρ une représentation de dimension finie de G. Alors le morphisme de Baum-
Connes réduit tordu par rapport à ρ
µρ,r : K
top(G)→ K(Aρr(G)),
est un isomorphisme.
Démonstration. Soit B(G) une complétion inconditionnelle de Cc(G) stable par cal-
cul fonctionnel holomorphe dans C∗r (G). Soit B
ρ(G) la complétion inconditionnelle
de Cc(G) définie comme ci-dessus. Alors, d’après le théorème 3.2.8, le morphisme
d’algèbres de Banach ψ : Bρ(G) → Aρr(G) induit un isomorphisme en K-théorie.
De plus, d’après la proposition 3.2.9, µρ,r = ψ∗ ◦ µBρ , donc µρ,r est bien un isomor-
phisme.
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Dans [Laf02b], Lafforgue a démontré que les groupes appartenant à la classe C ′
(cf. introduction) vérifient la condition 2 du théorème 3.2.10 (cf. [Laf02b, Théorème
0.0.2]). De plus, il a montré que si G est un groupe de Lie réductif réel, une variante
de l’algèbre de Schwartz généralisée (cf. [Laf02b, Chapitre 4] et section 2.1 exemple
2.1.39 numéro 3.), qui est une complétion inconditionnelle de Cc(G), est aussi une
sous-algèbre de Banach faiblement pleine de C∗r (G). De plus, si un groupe discret Γ
a la propriété (RD), une variante de l’algèbre de Jolissaint, Hs(Γ) (cf. section 2.1
exemple 2.1.39 numéro 2.), qui est aussi une complétion inconditionnelle, est une
sous-algèbre de Banach faiblement pleine de C∗r (Γ). On a alors le corollaire suivant :
Corollaire 3.2.11. Pour toute représentation de dimension finie ρ, le morphisme
de Baum-Connes réduit tordu µρ,r est un isomorphisme pour les groupes suivants :
– les groupes réductifs réels,
– tous les groupes discrets appartenant à la classe C ′ et possédant la propriété
(RD), donc, en particulier les sous-groupes discrets cocompacts de Sp(n, 1),
F4(−20), Sl3(F ) où F est un corps local, Sl3(H) et E6(−26), et tous les groupes
hyperboliques.
Chapitre 4
Action sur Ktop(G) par le produit
tensoriel de ρ
Soit G un groupe localement compact et soit RF (G) l’anneau des classes d’iso-
morphisme de représentations virtuelles de dimension finie de G. Pour toute repré-
sentation de dimension finie ρ deG et pour touteG-C∗-algèbre A, le produit tensoriel
par ρ induit un morphisme d’algèbres de Banach de A⋊ρrG dans C
∗
r (G,A)⊗End(V )
qui, par équivalence de Morita, induit un morphisme Λρ,r de la K-théorie de A⋊ρrG
dans la K-théorie de C∗r (G,A). Dans ce chapitre, pour toute représentation de di-
mension finie ρ nous allons construire un endomorphisme de Ktop(G,A), pour toute
G-C∗-algèbre A, qui définit une action de RF (G) sur Ktop(G,A). Nous allons ensuite
montrer que ces deux actions de RF (G) sont compatibles avec les deux morphismes
de Baum-Connes, tordu et classique, c’est-à-dire la commutativité du diagramme
suivant
Ktop(G,A)
µAρ,r //
Υρ

K(A⋊ρr G)
Λρ,r

Ktop(G,A)
µAr // K(C∗r (G,A)).
Par simplicité, nous allons montrer un énoncé analogue pour les algèbres L1(G,A)
et L1,ρ(G,A) qui impliquera la commutativité du diagramme ci-dessus.
4.1 Définitions et énoncé du théorème principal
Étant donné un groupe localement compactG et une représentation de dimension
finie (ρ, V ) de G, nous allons considérer la longueur ℓ sur G définie de la façon
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suivante : pour tout g ∈ G on pose
ℓ(g) := max
(
log(‖ρ(g−1)‖End(V )), log(‖ρ(g)‖End(V ))
)
.
On a alors
‖ρ(g)v‖V ≤ e
ℓ(g)‖v‖V ,
pour tout v ∈ V et pour tout g ∈ G. Le couple (V, 0) définit alors un élément de
EbanG,ℓ (C,C) (cf. définition 2.1.31). On note [V ] sa classe dans KK
ban
G,ℓ (C,C).
Définition 4.1.1. Soit A une G-C∗-algèbre. La représentation (ρ, V ) de G définit un
morphisme de groupes de K(A⋊ρrG) dans K(C
∗
r (G,A)). En effet, soit C
∗
r (G,A)⊗V
le C∗r (G,A) ⊗ C-module hilbertien construit par produit tensoriel externe. D’après
la définition de A⋊ρr G (cf. 2.2.1), il est clair que l’application
eg 7→
(
h⊗ v 7→ eg ∗ h⊗ ρ(g)v
)
,
pour tout g ∈ G, h ∈ Cc(G,A) et v ∈ V , induit un morphisme d’algèbres de Banach
A⋊ρr G→ LC∗r (G,A)(C
∗
r (G,A)⊗ V ).
Le produit tensoriel hilbertien C∗r (G,A) ⊗ V est alors un (A ⋊
ρ
r G,C
∗
r (G,A))-
bimodule de Banach (cf. définition 2.1.31), et le couple (C∗r (G,A) ⊗ V, 0) définit
alors un élément de Eban(A⋊ρr G,C
∗
r (G,A)). On note [C
∗
r (G,A)⊗ V ] sa classe dans
KKban(A ⋊ρr G,C
∗
r (G,A)). Grâce à l’action de la KK-théorie banachique sur la
K-théorie (cf. théorème 2.1.37) on a le morphisme suivant
Σ([C∗r (G,A)⊗ V ]) : K(A⋊
ρ
r G)→ K(C
∗
r (G,A)).
On note Λρ,r ce morphisme.
Remarque 4.1.2. La représentation (ρ, V ) étant de dimension finie, on aurait pu dé-
finir le morphisme précédent de la manière suivante : soit τ le morphisme d’algèbres
de Banach de A⋊ρr G dans C
∗
r (G,A)⊗ End(V ) induit par l’application
eg 7→ eg ⊗ ρ(g),
pour f ∈ Cc(G,A). On note τ∗ le morphisme de groupes induit par τ de K(A⋊ρr G)
dans K
(
C∗r (G,A) ⊗ End(V )
)
. Comme C∗r (G,A) ⊗ End(V ) ≃ Mn(C
∗
r (G,A)), où n
est la dimension de l’espace vectoriel V , alors, par équivalence de Morita, τ induit
un morphisme,
τ∗ : K(A⋊ρr G)→ K(C
∗
r (G,A)).
Il est facile de voir que τ∗ est égal au morphisme Λρ,r défini par la proposition 4.1.1.
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Remarque 4.1.3. De façon analogue, (ρ, V ) définit un morphisme de groupes
Λρ : K(A⋊ρ G)→ K(C∗(G,A)).
Considérons maintenant un G-espace X qui soit G-propre et G-compact et consi-
dérons le fibré triviale G-équivariant au dessus de X de fibre V , que l’on note V . On
a alors le lemme suivant :
Lemme 4.1.4. Le fibré V peut être muni d’une structure hermitienne G-
équivariante.
Démonstration. Soit b ∈ Cc(X,R+) une fonction à support compact sur X telle que∫
G
b(g−1x)dg = 1 pour tout x ∈ X (une fonction b avec ces propriétés existe car X/G
est compact). Soit K le support de b qui est une partie compacte de X. On munit V
d’une structure hermitienne quelconque au dessus de K que l’on note 〈., .〉1,x pour
tout x ∈ K. Soient x ∈ X et v1, v2 appartenant à la fibre de V au dessus de x notée
Vx. On pose :
〈v1, v2〉2,x :=
∫
G
b(g−1x)
〈
ρ(g−1)v1, ρ(g
−1)v2
〉
1,g−1x
dg.
Ceci définit une structure hermitienne G-équivariante au dessus de V . En effet, pour
g1 ∈ G, x ∈ X et v1, v2 ∈ Vx
g1
〈
v1, v2
〉
2,x
=
〈
ρ(g−11 )v1, ρ(g
−1
1 )v2
〉
2,g−11 x
=
∫
G
b(g−1g−11 x)
〈
ρ(g−1g−11 )v1, ρ(g
−1g−11 )v2
〉
1,g−1g−11 x
dg
=
∫
G
b(h−1x)
〈
ρ(h−1)v1, ρ(h
−1)v2
〉
1,h−1x
dg
=
〈
v1, v2
〉
2,x
.
On considère maintenant l’espace C0(X,V) des sections de V qui s’annulent à
l’infini, où V est muni de la structure hermitienne G-équivariante, 〈., .〉2, définie
ci-dessus.
Lemme 4.1.5. Le couple (C0(X,V), 0) définit un élément de EG(C0(X), C0(X)).
On note [C0(X,V)] sa classe dans KKG(C0(X), C0(X)).
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Démonstration. En effet, C0(X) agit sur C0(X,V) (à gauche et à droite) par multi-
plication point par point. On définit un produit scalaire sur C0(X,V) à valeurs dans
C0(X) de la façon suivante : étant données s1 et s2 deux sections de V qui s’annulent
à l’infini,
〈s1, s2〉 = (x 7→ 〈s1(x), s2(x)〉2,x).
Ce produit scalaire fait de C0(X,V) un C0(X)-module hilbertien G-équivariant.
L’action de C0(X) à gauche commute avec l’action à droite trivialement.
Maintenant, si A est une G-C∗-algèbre, comme [C0(X,V)] est un élément de
KKG(C0(X), C0(X)), le produit de Kasparov par [C0(X,V)] induit un morphisme
de groupes :
KKG(C0(X), A)
[C0(X,V)]⊗C0(X) // KKG(C0(X), A) .
En passant à la limite inductive on obtient un morphisme
Υρ : K
top(G,A)−→Ktop(G,A).
Le but de ce chapitre est de démontrer le théorème suivant,
Théorème 4.1.6. Le morphisme de groupes de Ktop(G,A) dans lui-même induit
par le produit de Kasparov par [C0(X,V)] rend commutatifs les deux diagrammes
suivants :
Ktop(G,A)
µAρ,r //
Υρ

K(A⋊ρr G)
Λρ,r

Ktop(G,A)
µAr // K(C∗r (G,A))
et Ktop(G,A)
µAρ //
Υρ

K(A⋊ρ G)
Λρ

Ktop(G,A)
µA // K(C∗(G,A)).
4.2 Algèbres L1. Rappels et notations
On rappelle d’abord que, pour tout groupe localement compact G, étant données
des G-C∗-algèbres A, B et D, pour toute longueur ℓ sur G, on note ι le morphisme
de KKG(A,B) dans KKbanG,ℓ (A,B) défini par Lafforgue dans [Laf02b, Proposition
1.6.1] et σD le morphisme de KKbanG,ℓ (A,B) dans KK
ban
G,ℓ (A ⊗
π D,B ⊗π D) défini
dans [Laf02b, Définition 1.2.2]).
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Maintenant, étant donnés un groupe localement compact G et une G-C∗-algèbre
A, on rappelle que l’application identité sur l’espace des fonctions continues à sup-
port compact sur G à valeurs dans A, Cc(G,A), se prolonge en un morphisme d’al-
gèbres de Banach de L1(G,A) dans C∗r (G,A) (resp. C
∗(G,A)), et donc L1(G,A) est
une sous-algèbre dense de C∗r (G,A) (resp. C
∗(G,A)). De même, si on note L1,ρ(G,A)
la complétion de Cc(G,A) pour la norme
‖f‖L1,ρ(G,A) =
∫
G
‖f(g)‖A‖ρ(g)‖End(V )dg,
pour f ∈ Cc(G,A), alors l’application identité de Cc(G,A) se prolonge en un mor-
phisme d’algèbres de Banach de L1,ρ(G,A) dans le produit croisé tordu A⋊ρrG (resp.
A ⋊ρ G), et donc L1,ρ(G,A) est une sous-algèbre dense de A ⋊ρr G (resp. A ⋊
ρ G).
Nous allons montrer un énoncé pour les algèbres L1(G,A) et L1,ρ(G,A) analogue à
celui du théorème 4.1.6 qui va impliquer le théorème 4.1.6.
Remarque 4.2.1. Si ρ est une représentation unitaire, alors, pour toute G-C∗-algèbre
A, L1,ρ(G,A) = L1(G,A).
On rappelle que les algèbres L1(G) et L1,ρ(G) sont des complétions incondition-
nelles de Cc(G) et donc que Lafforgue a défini dans [Laf02b, Proposition-Définition
1.5.5], des morphismes de descente pour ces algèbres :
jL1 : KK
ban
G,ℓ (A,B)→ KK
ban(L1,ρ(G,A), L1(G,B))
jL1,ρ : KK
ban
G (A,B)→ KK
ban(L1,ρ(G,A), L1,ρ(G,B)),
pour A et B des G-C∗-algèbres et pour ℓ la longueur sur G définit par la norme de
ρ.
Par abus de notation, pour toutes G-C∗-algèbre A et B, nous allons définir un
troisième morphisme de “descente“
jρ : KKG(A,B)→ KK
ban(L1,ρ(G,A), L1,ρ(G,B)),
comme la composée de ι et jL1,ρ , c’est-à-dire jρ := jL1,ρ ◦ ι. Ce morphisme est
l’analogue sur L1,ρ du morphisme de descente tordu défini dans le chapitre 2 (cf.
section 2.2.2).
Soit X une partie G-compacte de EG. Soit p ∈ Cc(G,C0(X)) défini comme dans
la définition 2.2.19. On rappelle que p est alors un projecteur de Cc(G,C0(X)) défini
à l’aide d’une fonction c ∈ Cc(X,R+) telle que
∫
G
c(g−1x)dg = 1 pour tout x ∈ X.
On note ∆ρ l’élément de K(L1,ρ(G,C0(X))) qu’il définit.
On rappelle alors que, pour toute G-C∗-algèbre A, la variante du morphisme de
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Baum-Connes à valeurs dans K(L1,ρ(G,A)) définie par Lafforgue dans [Laf02b, 1.7],
est donnée, à passage à la limite inductive près, par le morphisme
µAL1,ρ : KKG(C0(X), A)→ K(L
1,ρ(G,A)),
défini par la formule
µL1,ρ(α) = Σ(jρ(α))(∆ρ),
pour tout élément α dans KKG(C0(X), A).
On rappelle de plus que l’on note Σ le morphisme de KKban(A,B) dans
Hom(K(A), K(B)) définissant l’action de la KK-théorie banachique sur la
K-théorie (cf. théorème 2.1.37, [Laf02b, Proposition 1.2.9]) pour A et B des
G-C∗-algèbres.
Pour montrer qu’un énoncé analogue à l’énoncé du théorème 4.1.6 pour les al-
gèbres L1 implique le théorème 4.1.6, on aura besoin alors du lemme de compatibilité
suivant
Lemme 4.2.2. Les diagrammes
Ktop(G,A)
µAρ,r ((QQ
QQQ
QQQ
QQQ
Q
µA
L1,ρ// K(L1,ρ(G,A))
i∗

K(A⋊ρr G)
et Ktop(G,A)
µAρ ((QQ
QQQ
QQQ
QQQ
Q
µA
L1,ρ// K(L1,ρ(G,A))
i′∗

K(A⋊ρ G)
où i : L1,ρ(G,A)→ A⋊ρr G (resp. i
′ : L1,ρ(G,A)→ A⋊ρ G) est le prolongement de
l’application identité sur Cc(G,A), sont commutatifs.
Démonstration. La démonstration est analogue à la démonstration de la proposition
3.2.9 du chapitre 3.
Remarque 4.2.3. Le lemme 4.2.2 et la remarque 4.2.1 impliquent en particulier que si
ρ est une représentation unitaire alors µAρ,r = µ
A
r (resp. µ
A
ρ = µ
A) pour toute G-C∗-
algèbre A et donc le morphisme de Baum-Connes tordu coïncide avec le morphisme
de Baum-Connes classique.
4.3 Démonstration du théorème 4.1.6
Soit X une partie G-compacte de EG. On va montrer le théorème suivant :
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Théorème 4.3.1. Pour toute G-C∗-algèbre A, le morphisme, noté Υρ, qui à un
élément α ∈ KKG(C0(X), A) associe le produit de Kasparov [C0(X,V)] ⊗C0(X) α
dans KKG(C0(X), A) rend commutatif le diagramme suivant :
KKG(C0(X), A)
µAρ,r //
Υρ

K(A⋊ρr G)
Λρ,r

KKG(C0(X), A)
µAr // K(C∗r (G,A)).
La preuve repose sur un résultat analogue pour les algèbres L1 que nous allons
énoncer plus bas et qui implique aussi la commutativité du diagramme du théorème
4.1.6 pour les produits croisés maximaux de façon analogue. Pour énoncer le résultat
pour les algèbres L1, nous avons besoin de la définition suivante.
Définition 4.3.2. Pour toute G-C∗-algèbre A, la représentation (ρ, V ) de G définit
le morphisme de groupes suivant,
Σ
(
jL1(σA([V ]))
)
: K(L1,ρ(G,A))→ K(L1(G,A)),
où, on rappelle que, dans ce cas,
Σ : KKban
(
L1,ρ(G,A), L1(G,A)
)
→ Hom
(
K(L1,ρ(G,A)), K(L1(G,A))
)
.
En effet, [V ] est un élément de KKbanG,ℓ (C,C) et donc jL1(σA([V ])) appartient à
KKban(L1,ρ(G,A), L1(G,A)).
Nous allons alors montrer le théorème suivant qui est l’analogue pour les algèbres
L1 du théorème 4.3.1 annoncé dans la section 4.2.
Théorème 4.3.3. Pour toute G-C∗-algèbre A et pour toute partie G-compacte X
de EG, le diagramme
KKG(C0(X), A)
µA
L1,ρ//
Υρ

K(L1,ρ(G,A))
Σ(j
L1 (σA([V ])))

KKG(C0(X), A)
µA
L1 // K(L1(G,A)),
est commutatif.
Montrons d’abord que le théorème 4.3.3 implique le théorème 4.3.1.
Soient
i1 : L
1(G,A)→ C∗r (G,A) et i2 : L
1,ρ(G,A)→ A⋊ρr G,
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les inclusions naturelles qui prolongent l’application identité sur Cc(G,A). La fonc-
torialité de Σ implique que le morphisme Λρ,r de K(A⋊ρrG) dans K(C
∗
r (G,A)) rend
commutatif le diagramme suivant :
K(L1,ρ(G,A))
i2,∗ //
Σ(j
L1 (σA([V ])))

K(A⋊ρr G)
Λρ,r

K(L1(G,A))
i1,∗ // K(C∗r (G,A)).
En effet, il est facile de voir que
i∗2([C
∗
r (G,A)⊗ V ]) = i1,∗
(
jL1(σA([V ]))
)
,
dans KKban(L1,ρ(G,A), C∗r (G,A)). D’où,
Σ([C∗r (G,A)⊗ V ])i2,∗ = i
∗
2
(
Σ([C∗r (G,A)⊗ V )]
)
,
= Σ(i∗2([C
∗
r (G,A)⊗ V ])),
= Σ(i1,∗
(
jL1(σA([V ]))
)
,
= i1,∗
(
Σ(jL1(σA([V ])))
)
,
et comme Λρ,r = Σ([C∗r (G)⊗ V ]) par définition, alors le diagramme est commutatif
ce qui prouve que le théorème 4.3.3 implique le théorème 4.3.1. Il en est de même
dans le cas des produits croisés maximaux.
La démonstration du théorème 4.3.3 repose sur le lemme et la proposition sui-
vants.
Lemme 4.3.4. Les éléments ι([C0(X,V)]) et σC0(X)([V ]) sont égaux dans
KKbanG,ℓ (C0(X), C0(X)).
Ce lemme implique en particulier que jL1(ι([C0(X,V)])) et jL1(σC0(X)([V ])) sont
égaux dansKKban(L1,ρ(G,C0(X)), L1(G,C0(X))) et donc qu’ils agissent de la même
manière sur ∆ρ ∈ K(L1,ρ(G,C0(X))), c’est-à-dire
Σ(jL1(ι([C0(X,V)])))(∆ρ) = Σ(jL1(σC0(X)([V ])))(∆ρ).
Démonstration. Nous allons montrer que ι([C0(X,V)]) et σC0(X)([V ]) sont homo-
topes dans EbanG,ℓ (C0(X), C0(X)).
Soit s une fonction sur X à valeurs dans V qui s’annule à l’infini. On pose :
‖s‖0 := ‖s‖C0(X,V ) = sup
x∈X
‖s(x)‖V
‖s‖1 := ‖s‖C0(X,V) = sup
x∈X
‖s(x)‖V .
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Soit Ht, pour t ∈ [0, 1], l’espace de Hilbert des fonctions sur X à valeurs dans V qui
s’annulent à l’infini pour la norme :
‖s‖t = t‖s‖1 + (1− t)‖s‖0.
Alors, H = (Ht)t∈[0,1] ∈ EbanG,ℓ
(
C0(X), C0(X)[0, 1]
)
. Il est clair que H réalise l’homo-
topie cherchée.
Proposition 4.3.5. Soient A et B des C∗-algèbres et soit α un élément de
KKG(A,B). Alors le diagramme
K(L1,ρ(G,A))
Σ(jρ(α)) //
Σ(j
L1 (σA([V ])))

K(L1,ρ(G,B))
Σ(j
L1 (σB([V ])))

K(L1(G,A))
Σ(j
L1 (α)) // K(L1(G,B))
est commutatif.
Démonstration. Soit α ∈ KKG(A,B). D’après le lemme 1.6.11 de [Laf02b] (voir
aussi lemme 2.2.18), il existe une G-C∗-algèbre que l’on note A1, deux morphismes
G-équivariants θ : A1 → A et η : A1 → B et un élément α1 ∈ KKG(A,A1), tels que
θ∗(α1) = IdA1 dans KKG(A1, A1), θ∗(α1) = IdA dans KKG(A,A), et θ
∗(α) = [η]
dans KKG(A,B). On peut écrire alors le diagramme suivant en KK-théorie :
A1
θ
yyrrr
rrr
rrr
rrr η
%%LL
LLL
LLL
LLL
L
σA1 ([V ])







A
α //____________
σA([V ])







α1 **



r f
^ W
B
σB([V ])







A1
θ
yyrrr
rrr
rrr
rrr η
%%LL
LLL
LLL
LLL
L
A
α //____________
α1 **



r f
^ W
B
où les flèches en pointillés désignent des éléments en KK-théorie qui ne sont pas
nécessairement donnés par des morphismes d’algèbres.
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Lemme 4.3.6. Comme [V ] ∈ KKbanG,l (C,C), on a alors les deux égalités suivantes :
θ∗(σA([V ])) = θ∗(σA1([V ])) et η
∗(σB([V ])) = η∗(σA1([V ])),
dans KKbanG,ℓ (A1, A) et KK
ban
G,ℓ (A1, B).
Démonstration. Le lemme découle de la fonctorialité de KKban.
On rappelle que nous avons noté jρ = jL1,ρ ◦ ι pour simplifier les notations.
Le fait que Σ, jL1 et jL1,ρ soient fonctoriels nous permet, d’une part, d’écrire le
diagramme suivant :
K(L1,ρ(G,A1))
jρ(θ)∗
vvlll
lll
lll
lll
l
RRRR
RRR jρ(η)∗
))RR
RRRR
R
Σ(j
L1 (σA1 [V ]))

K(L1,ρ(G,A))
Σ(jρ(α)) //
Σ(j
L1 (σA([V ])))

K(L1,ρ(G,B))
Σ(j
L1 (σB([V ])))

K(L1(G,A1))
llll
lllj
L1 (ι(θ))∗
vvllll
lll
j
L1 (ι(η))∗
))RR
RRR
RRR
RRR
RR
K(L1(G,A))
Σ(j
L1 (ι(α))) // K(L1(G,B))
et d’autre part de montrer que jL1(ι(θ))∗ et jρ(θ)∗ sont inversibles (voir démonstra-
tion du Lemme 1.6.11 de [Laf02b]). On va montrer que ce diagramme est commutatif
en le découpant en morceaux.
Lemme 4.3.7. On a les égalités suivantes :
jL1(ι(η))∗ ◦ jL1(ι(θ))
−1
∗ = Σ
(
jL1(ι(α))
)
,
et
jρ(η)∗ ◦ jρ(θ)
−1
∗ = Σ
(
jρ(α)
)
.
Démonstration. Par fonctorialité et par définition de η et de θ :
Σ(jL1(ι(α))) ◦ jL1(ι(θ))∗ = Σ
(
jL1(ι(θ))
∗(jL1(ι(α)))
)
= Σ
(
jL1(ι(θ
∗(α)))
)
,
= Σ
(
jL1(ι(η))
)
,
= jL1(ι(η))∗.
La deuxième égalité se démontre de façon complètement analogue.
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Lemme 4.3.8. On a les égalités suivantes :
Σ
(
jL1(σA([V ]))
)
◦ jL1,ρ(ι(θ))∗ = jL1(ι(θ))∗ ◦ Σ
(
jL1(σA1([V ]))
)
,
et
Σ
(
jL1(σB([V ]))
)
◦ jL1,ρ(ι(η))∗ = jL1(ι(η))∗ ◦ Σ
(
jL1(σA1([V ]))
)
.
Démonstration. La fonctorialité et le lemme 4.3.6 permettent d’avoir les égalités
suivantes :
Σ
(
jL1(σA([V ]))
)
◦ jL1,ρ(ι(θ))∗ = Σ
(
jL1(θ
∗(σA([V ])))
)
,
= Σ
(
jL1(θ∗(σA1([V ])))
)
,
= jL1(ι(θ))∗ ◦ Σ
(
jL1(σA1([V ]))
)
,
et d’autre part :
jL1(ι(η))∗ ◦ Σ
(
jL1(σA1([V ]))
)
, = Σ
(
jL1(η∗(σA1([V ])))
)
,
= Σ
(
jL1(η
∗(σB([V ])))
)
,
= Σ
(
jL1(σB([V ]))
)
◦ jL1(ι(η))∗.
Maintenant on est prêt pour conclure. D’après les deux lemmes précédents, on
a :
Σ(jL1(ι(α))) ◦ Σ
(
jL1(σA([V ]))
)
◦ jL1,ρ(ι(θ))∗,
= Σ(jL1(ι(α))) ◦ jL1(ι(θ))∗ ◦ Σ
(
jL1(σA1([V ]))
)
,
et ceci implique donc que :
Σ
(
jL1(ι(α))
)
◦ Σ
(
jL1(σA([V ]))
)
,
= jL1(ι(η))∗ ◦ Σ
(
jL1(σA1([V ]))
)
◦ jL1,ρ(ι(θ))
−1
∗ ,
= Σ
(
jL1(σB([V ]))
)
◦ jL1ρ(ι(η))∗ ◦ jL1,ρ(ι(θ))
−1
∗ ,
= Σ
(
jL1σB([V ]))
)
◦ Σ
(
jL1,ρ(ι(α))
)
.
Et ceci termine la démonstration de la proposition 4.3.5.
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Démonstration du théorème 4.3.3. On va maintenant montrer le théorème 4.3.3.
Nous allons noter [V ] := [C0(X,V)] pour simplifier les notations. Soit α un élé-
ment de KKG(C0(X), A). La compatibilité de Σ avec le produit de Kasparov (voir
[Laf02b, Proposition 1.6.10]) implique les égalités suivantes
µL1([V ]⊗ α) = Σ
(
jL1(ι([V ]⊗ α))
)
(∆),
= Σ
(
jL1(ι(α))
)
◦ Σ
(
jL1(ι([V ]))
)
(∆).
Mais d’après le lemme 4.3.4 on a
Σ
(
jL1(ι(α))
)
◦ Σ
(
jL1(ι([V ]))
)
(∆) = Σ
(
jL1(ι(α))
)
◦ Σ
(
jL1(σC0(X)[V ])
)
(∆),
et la proposition 4.3.5 appliquée à C0(X) et à A implique que le dernier membre de
cette égalité est égal à
Σ
(
jL1(σA([V ]))
)
◦ Σ
(
jρ(α)
)
(∆).
On a alors,
µL1([V ]⊗ α) = Σ
(
jL1(ι(α))
)
◦ Σ
(
jL1(σC0(X)[V ])
)
(∆),
= Σ
(
jL1(σA([V ]))
)
◦ Σ
(
jρ(α)
)
(∆),
= Σ
(
jL1(σA([V ]))
)
◦ µL1,ρ(α),
et c’est exactement ce qu’on voulait démontrer.
Dans la page suivante, nous écrivons un diagramme récapitulatif.
C
hapitre
4.
A
ction
sur
K
to
p(G
)
par
le
produit
tensoriel
de
ρ
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KKG(C0(X), A)
Υρ

Σ◦jρ //
Σ◦j
L1◦ι
""E
EE
EE
EE
EE
EE
EE
EE
EE
EE
EE
EE
EE
EE
EE
EE
EE
EE
EE
E
Hom
(
K
(
L1,ρ(G,C0(X))
)
, K
(
L1,ρ(G,A)
))(.)(∆ρ) //
Σ(j
L1 (σA[V ]))

K(L1,ρ(G,A))
Σ(j
L1 (σA[V ]))

Hom
(
K
(
L1(G,C0(X))
)
, K
(
L1(G,A)
))
Σ(j
L1 (ι[V]))

Σ(j
L1 (σC0(X)[V ]))// Hom
(
K
(
L1,ρ(G,C0(X))
)
, K
(
L1(G,A)
))
(.)(∆ρ)
""E
EE
EE
EE
EE
EE
EE
EE
EE
EE
EE
EE
EE
EE
EE
EE
EE
EE
EE
E
KKG(C0(X), A)
Σ◦j
L1
◦ι
// Hom
(
K
(
L1(G,C0(X))
)
, K
(
L1(G,A)
)) (.)(∆) // K(L1(G,A))
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