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Let r be a real number and A a tridiagonal operator deﬁned by Ae j = e j−1 + r je j+1, j =
1,2, . . . , where {e1, e2, . . .} is the standard orthonormal basis for 2(N). Such tridiagonal
operators arise in Rogers–Ramanujan identities. In this paper, we study the numerical
ranges of these tridiagonal operators and ﬁnite-dimensional tridiagonal matrices. In
particular, when r = −1, the numerical range of the ﬁnite-dimensional tridiagonal matrix
is the convex hull of two explicit ellipses. Applying the result, we obtain that the numerical
range of the tridiagonal operator is the square
{
z ∈ C: −1(z) 1, −1 (z) 1}\{1+ i,1− i,−1+ i,−1− i}.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let T be an operator on a separable Hilbert space. The numerical range of T is deﬁned as the set
W (T ) = {〈T x, x〉: ‖x‖ = 1}.
Consider a weighted shift operator in inﬁnite matrix form
T =
⎡
⎢⎢⎢⎢⎢⎣
0 0 0 0 . . .
s1 0 0 0 . . .
0 s2 0 0 . . .
0 0 s3 0 . . .
...
...
...
...
. . .
⎤
⎥⎥⎥⎥⎥⎦
, (1)
where the weights {sn: n = 1,2,3, . . .} comprise a bounded sequence. It is known, see for example [3], the numerical range
W (T ) of the matrix (1) is a circular disk centered at the origin. In case the sequence {sn} is square summable, the method
of [7] is applicable to compute the numerical radius w(T ). This method introduces the determinant FT (z) of the operator
I − z(T + T ∗). In particular, if the weights are geometric, i.e., sn = rn−1, n ∈ N, for some 0 r < 1, then the function FT (z)
becomes
FT (z) = 1+
∞∑
n=1
(−1)nr2n(n−1)
(1− r2)(1− r4)(1− r6) · · · (1− r2n) z
2n. (2)
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in [3]:
FT (ir) = 1+
∞∑
n=1
r2n
2
(1− r2)(1− r4) · · · (1− r2n) . (3)
Replace r for r2 in (3), it is also given in [3] that
1+
∞∑
n=1
rn
2
(1− r)(1− r2) · · · (1− rn) =
∞∏
n=0
1
(1− r5n+1)(1− r5n+4) . (4)
The coeﬃcients of the power series on the left-hand side of (4) are in expansion of permanent of the inﬁnite tridiagonal
matrix (cf. [5])⎡
⎢⎢⎢⎢⎢⎣
1 1 0 0 . . .
r 1 1 0 . . .
0 r2 1 1 . . .
0 0 r3 1 . . .
...
...
...
...
. . .
⎤
⎥⎥⎥⎥⎥⎦
.
Consider an operator in inﬁnite matrix form
A(∞, r) =
⎡
⎢⎢⎢⎢⎢⎣
0 1 0 0 . . .
r 0 1 0 . . .
0 r2 0 1 . . .
0 0 r3 0 . . .
...
...
...
...
. . .
⎤
⎥⎥⎥⎥⎥⎦
(5)
and a ﬁnite matrix
A(n, r) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 . . . 0
r 0 1 0 . . . 0
0 r2 0 1 . . . 0
0 0 r3 0 . . . 0
...
...
...
...
. . . 1
0 . . . . . . 0 rn−1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (6)
The numerical ranges of matrices given by (5) and (6) for special values r are well known. For example for r = 1, W (A(n,1))
is the line segment [−2cos(π/(n + 1)),2cos(π/(n + 1))], while W (A(∞,1)) is the open line segment (−2,2). For r = 0,
W (A(n,0)) is a circular disk centered at the origin with radius cos(π/(n + 1)), and W (A(∞,0)) is an open unit disk.
In this paper, we study the numerical ranges of matrices deﬁned in (5) and (6). We show that, for n = 3, W (A(n, r)) is
an elliptical disk for any r. For n = 4,5, necessary and suﬃcient conditions for the values r are found so that W (A(n, r)) is
an elliptical disk. We also emphasize on the condition r = −1. In this case, W (A(n,−1)) is the convex hull of two explicit
ellipses, and W (A(∞,−1)) is the square
{
z ∈ C: −1(z) 1, −1 (z) 1}\{1+ i,1− i,−1+ i,−1− i}.
2. Numerical range
Let A ∈ Mn . Kippenhahn [4] introduced the homogeneous polynomial
F A(t, x, y) = det
(
t In + (x/2)
(
A + A∗)+ (−iy/2)(A − A∗)).
The equation F A(t, x, y) = 0 deﬁnes an algebraic curve
CF =
{[
(t, x, y)
] ∈ CP2: F A(t, x, y) = 0}
on the complex projective plane, where [(t, x, y)] is the equivalence class containing (t, x, y) ∈ C3\(0,0,0) under the relation
(t1, x1, y1) ∼ (t2, x2, y2) if (t2, x2, y2) = k(t1, x1, y1) for some non-zero complex number k. The dual curve of CF is denoted
by
C∧ = {[(T , X, Y )] ∈ CP2: T t + Xx+ Y y = 0 is a tangent line of CF }.F
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C = {(1,U , V ): [1,U , V ] ∈ C∧F ,U , V are real numbers}
is called the boundary generating curve of W (A). Kippenhahn [4] showed that W (A) is the convex hull of the boundary
generating curve C .
Theorem 1. Let A = A(n, r) ∈ Mn, r ∈ R, be as given by (6). Then W (A) is symmetric with respect to the real and imaginary axes.
Proof. Consider a real tridiagonal matrix with zero diagonal entries:
T = T (a1,a2, . . . ,an−1 : b1,b2, . . . ,bn−1) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 a1 0 0 . . . 0
b1 0 a2 0 . . . 0
0 b2 0 a3
. . . 0
0 0 b3 0
. . . 0
...
...
. . .
. . .
. . . an−1
0 . . . . . . 0 bn−1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Then the homogeneous polynomial of T satisﬁes the following recurrent property
det
(
t In + (x/2− iy/2)T (a1, . . . ,an−1 : b1, . . . ,bn−1) + (x/2+ iy/2)T (b1, . . . ,bn−1 : a1, . . . ,an−1)
)
= t det(t In−1 + (x/2− iy/2)T (a2, . . . ,an−1 : b2, . . . ,bn−1) + (x/2+ iy/2)T (b2, . . . ,bn−1 : a2, . . . ,an−1))
− ((x/2)(a1 + b1) − (iy/2)(a1 − b1))((x/2)(a1 + b1) + (iy/2)(a1 − b1))
× det(t In−2 + (x/2− iy/2)T (a3, . . . ,an−1 : b3, . . . ,bn−1) + (x/2+ iy/2)T (b3, . . . ,bn−1 : a3, . . . ,an−1)).
By this recurrence, the tridiagonal matrix A = A(n, r) satisﬁes
det
(
t In + (x/2)
(
A + AT )− (yi/2)(A − AT ))= g(t2, x2, y2)
for some real form g of order n/2 if n is even, and
det
(
t In + (x/2)
(
A + AT )− (yi/2)(A − AT ))= t h(t2, x2, y2)
for some real form h of order (n − 1)/2 if n is odd. Hence the numerical range W (A) is symmetric with respect to the real
and imaginary axes. 
For n = 3, W (A(n, r)) is an elliptical disk for arbitrary r.
Theorem 2. For n = 3 and any real number r, W (A(3, r)) is an elliptic disk bounded by the ellipse
x(θ) = 1
2
(
2+ 2r + 3r2 + r4)1/2 cos θ,
y(θ) = 1
2
(
2− 2r − r2 + r4)1/2 sin θ,
0 θ  2π . Moreover, if r1  r2  (−1+
√
3)1/3
22/3
− 1
(2(−1+√3))1/3 or 1 r2  r1 , then W (A(3, r2)) ⊂ W (A(3, r1)).
Proof. It is shown in [2] that for any matrix B ∈ Mn ,
λmax
(
Hθ (B)
)= (a2 − (a2 − b2) sin2 θ)1/2 (7)
if and only if W (B) is an elliptical disc centered at the origin, horizontal semi-axis of length a and vertical semi-axis of
length b, where Hθ (B) = (eiθ B + e−iθ B∗)/2.
Denote A = A(3, r). Direct calculations show that
λmax
(
Hθ (A)
)= 1
2
√
2+ r2 + r4 + 2r(1+ r) cos2θ.
This is of the form (7) with a2 = 2 + 2r + 3r2 + r4 and b2 = 2 − 2r − r2 + r4. Thus W (A) is an elliptical disk of the kind
required.
The functions a2 = 2 + 2r + 3r2 + r4 and b2 = 2 − 2r − r2 + r4 are increasing if and only if r  1, and decreasing if and
only if r  (−1+
√
3)1/3
22/3
− 1
(2(−1+√3))1/3 . The last assertion follows. 
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degenerated elliptic disk centered at the origin if and only if r is the unique real root, numerically r = −0.3816, of the equation
1+ 5r + 10r2 + 14r3 + 15r4 + 14r5 + 10r6 + 6r7 + 3r8 + r9 = 0.
Proof. Denote A = A(4, r). We compute that
λmax
(
Hθ (A)
)= 1
2
√
2
√
α1 + α2 cos2θ +
√
α3 + α4 cos2θ + α5 cos4θ, (8)
where
α1 = 3+ r2 + r4 + r6,
α2 = 2r
(
1+ r + r2),
α3 = 5+ 4r2 + 4r3 + 5r4 + 4r5 + 6r6 − r8 + 2r10 + r12,
α4 = 4r
(
1+ 3r + 2r2 + r3 + r5 + r7 + r8),
α5 = 2r2
(
1+ 2r − r2 + 2r3 + r4).
Then W (A) is an elliptic disk if and only if (8) is in the form of (7). It is equivalent to the condition that the expression
α3 + α4 cos2θ + α5 cos4θ = 2α5 cos2 2θ + α4 cos2θ + α3 − α5
is a full square, i.e.,
8α3α5 − 8α25 − α24 = 0.
Direct computation ﬁnds that
8α3α5 − 8α25 − α24 = 64r2(r − 1)4
(
1+ 5r + 10r2 + 14r3 + 15r5 + 14r5 + 10r6 + 6r7 + 3r8 + r9).
If r = 1, A is Hermitian and W (A) is a line segment. If r = 0, W (A) is a circular disk centered at the origin. We will use
Strum’s theorem (cf. [1]) to prove the uniqueness of the root of the polynomial
f0(r) := 1+ 5r + 10r2 + 14r3 + 15r4 + 14r5 + 10r6 + 6r7 + 3r8 + r9.
Let f1(x) = f ′0(x). The Strum sequence f0(x), f1(x), . . . , fm(x) is recursively deﬁned as follows
f i(x) = qi(x) f i+1(x) − f i+2(x),
i = 0,1, . . . ,m − 1, and f i(x), qi(x) are real polynomials satisfying deg( f i+2) < deg( f i+1) and fm+1(x) = 0. Let α be a real
number satisfying f0(α) = 0. Deﬁne an integer V (α) 0 as the total number of j ∈ {0,1,2, . . . ,m − 1} satisfying
f j(α) f j+1(α) < 0.
We assume that α < β and f0(α) = 0, f0(β) = 0. Strum’s theorem asserts that |V (α) − V (β)| is the number of distinct
roots of f0(x) in the interval α < x < β . If M1 > 0,M2 > 0 are suﬃciently large positive real numbers, we ﬁnd that
V (−M1) = 5 and V (M2) = 4. It follows that the equation f0(r) = 0 has only one real root. Moreover, we ﬁnd that V (−1) = 5
and V (0) = 4, the unique root of the equation f0(r) = 0 lies in the interval [0,1] which is numerically approximated by
−0.3816. 
The method used in Theorem 3 is applicable to the case n = 5, and we have the following result.
Theorem 4. For n = 5 and r ∈ R, W (A(5, r)) is a circular disk centered at the origin if and only if r = 0, and W (A(5, r)) is a non-
degenerated elliptic disk centered at the origin if and only if r is the unique real root, numerically r = −0.3884, of the equation
1+ 5r + 10r2 + 14r3 + 16r4 + 17r5 + 16r6 + 15r7 + 12r8 + 8r9 + 5r10 + 3r11 + 2r12 + r13 = 0.
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In this section, we emphasize on the case r = −1, and examine more details on the numerical range of A(n,−1) and
A(∞,−1). By the inclusion of numerical ranges of principal submatrices, the following result is immediate.
Theorem 5. For nm 3 and any real number r, W (A(n, r)) ⊃ W (A(m, r)).
Theorem 6. Let n = 2 − 1 be an odd number,  = 2,3, . . . . Then the form
Fn(t, x, y) = det
(
t In + (x/2)
(
A(n,−1) + A(n,−1)T )− (yi)/2(A(n,−1) − A(n,−1)T ))
is given by
t
−1∏
j=1
(
t2 − x2 − 2cos( jπ/)xy − y2).
Proof. Consider the matrix
B = B(n) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 . . . 0
−(−1) 0 1 0 . . . 0
0 −(−1)2 0 1 . . . 0
0 0 −(−1)3 0 . . . 0
...
...
. . .
. . .
. . . 1
0 . . . . . . 0 −(−1)n−1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
P = P (n) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
... 0 0 1
0
... 0 1 0
0
... 1 0 0
...
...
...
...
...
1 . . . 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Denote A(n) = A(n,−1). Suppose n is an odd number, the matrix B(n) is the transpose of P A(n,−1)P , and hence
det
(
t In + (x/2)
(
B(n) + B(n)T )− (yi/2)(B(n) − B(n)T ))
= det(t In + (x/2)(A(n) + A(n)T )− (yi/2)(A(n) − A(n)T )).
Using recurrence formula, we have
det
(
t In + (x/2)
(
A(n) + A(n)T )− (yi/2)(A(n) − A(n)T ))
= t det(t In−1 + (x/2)(B(n − 1) + B(n − 1)T )− (yi/2)(B(n − 1) − B(n − 1)T ))
− y2 det(t In−2 + (x/2)(A(n − 2) + A(n − 2)T )− (yi/2)(A(n − 2) − A(n − 2)T ))
and
det
(
t In + (x/2)
(
B(n) + B(n)T )− (yi/2)(B(n) − B(n)T ))
= t det(t In−1 + (x/2)(A(n − 1) + A(n − 1)T )− (yi/2)(A(n − 1) − A(n − 1)T ))
− x2 det(t In−2 + (x/2)(B(n − 2) + B(n − 2)T )− (yi/2)(B(n − 2) − B(n − 2)T )).
We set
Fn(t, x, y) = det
(
t In + (x/2)
(
A(n) + A(n)T )− (yi/2)(A(n) − A(n)T )),
Gn(t, x, y) = det
(
t In + (x/2)
(
B(n) + B(n)T )− (yi/2)(B(n) − B(n)T )).
It is natural to set F1(t, x, y) = t . The above recurrence formulae are written as
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Gn(t, x, y) = t Fn−1(t, x, y) − x2Gn−2(t, x, y).
Then we have the following relation
Fn(t, x, y) = t2Fn−2(t, x, y) − tx2Gn−3(t, x, y) − y2Fn−2(t, x, y)
= (t2 − y2)Fn−2(t, x, y) − x2(Fn−2(t, x, y) + y2Fn−4(t, x, y))
= (t2 − x2 − y2)Fn−2(t, x, y) − x2 y2Fn−4(t, x, y).
Deﬁne the form
H(n−1)/2
(
t2, x2, y2
)= Fn(t, x, y)/t
of degree n − 1. By the recurrence formula, we have
Hk
(
t2, x2, y2
)= (t2 − x2 − y2)Hk−1(t2, x2, y2)− x2 y2Hk−2(t2, x2, y2).
We set w = t2 − x2 − y2, z = xy. Then
Hk = wHk−1 − z2Hk−2, k = 3,4, . . . ,
and H1 = w , H2 = w2 − z2. On the other hand, using the characteristic equation of the k × k matrix zA(k,1):
det
(
wIk − zA(k,1)
)=
k∏
j=1
(
w − 2cos( jπ/(k + 1)z)).
This shows that
Hk =
k∏
j=1
(
w − 2cos( jπ/(k + 1))z),
and the proof is complete. 
Theorem 7. Let n = 2 − 1 be an odd number  5. Then the numerical range W (A(n,−1)) is the convex hull of the two ellipses
{
(x, y) ∈ R2, x2 + 2cos(2π/(n + 1))xy + y2 = sin2(2π/(n + 1))},
 = 1,−1. Furthermore, the ﬂat portions on the boundary of boundary of W (A(n,−1)) are
{
x+ i: − cos(2π/(n + 1)) x cos(2π/(n + 1))}
and
{
 + iy: − cos(2π/(n + 1)) y  cos(2π/(n + 1))},
 = 1,−1.
Proof. By Theorem 5, we have that the inclusion relation for the components of the curve
det
(
In + (x/2)
(
A(n,−1) + A(n,−1)T )− (yi/2)(A(n,−1) − A(n,−1)T ))= 0
satisﬁes
{
x+ iy: x2 + y2 − 2cos(π/)xy  1, x2 + y2 + 2cos(π/)xy  1}
⊂ {x+ iy: x2 + y2 − 2cos( jπ/)xy  1, x2 + y2 + 2cos( jπ/)xy  1},
j = 2,3, . . . ,  − 1. Consider the component
x2 + 2cos(2π/(n + 1))xy + y2 = 1. (9)
Taking an orthonormal transformation
x˜ = 1√ x+ 1√ y, y˜ = − 1√ x+ 1√ y, (10)
2 2 2 2
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the ellipse (9) becomes
(
1+ cos(2π/(n + 1)))x˜2 + (1− cos(2π/(n + 1))) y˜2 = 1 (11)
By setting
X˜ = (1+ cos(2π/(n + 1)))x˜, Y˜ = (1− cos(2π/(n + 1))) y˜,
the dual curve of (11) is obtained by
1
1+ cos(2π/(n + 1)) X˜
2 + 1
1− cos(2π/(n + 1)) Y˜
2 = 1. (12)
Changing the transformation (10) into (12), the dual curve of (9) is
x2 − 2cos(2π/(n + 1))xy + y2 = sin2(2π/(n + 1)).
By a similar argument for the dual curve of the component
x2 − 2cos(2π/(n + 1))xy + y2 = 1,
one obtains the curve
x2 + 2cos(2π/(n + 1))xy + y2 = sin2(2π/(n + 1)),
and this proves the ﬁrst part of the theorem. By taking x = 1 in the ellipse
x2 + 2cos(2π/(n + 1))xy + y2 = sin2(2π/(n + 1)),
 = 1,−1, we have that y = − cos(2π/(n + 1)). 
For n = 7, the boundary generating curve of the numerical range W (A(7,−1)) in Theorem 7 is displayed in Fig. 1, which
is the convex hull of the two ellipses.
Combining Theorems 5 and 7, we have the following result.
Theorem 8. Let n 5. Then W (A(n,−1)) has 4 ﬂat portions on its boundary.
Theorem 9. For n = ∞, W (A(∞,−1)) is the following square
W
(
A(∞,−1))= {z ∈ C: −1(z) 1, −1 (z) 1}\{1+ i,1− i,−1+ i,−1− i}.
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W
(
A(∞,−1))⊂ {z ∈ C: −1(z) 1, −1 (z) 1}.
For this purpose it is suﬃcient to show the following inequalities for the Hermitian part Ah = (A(∞,−1) + A(∞,−1)∗)/2
and the skew-Hermitian part Ash = (A(∞,−1) − A(∞,−1)∗)/(2i):
−I  Ah  I, −I  Ash  I.
In fact, the operators Ah , Ash are given by the following
Ah =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 . . .
0 0 1 0 0 . . .
0 1 0 0 0 . . .
0 0 0 0 1 . . .
0 0 0 1 0 . . .
...
...
...
...
...
. . .
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, Ash =
⎡
⎢⎢⎢⎢⎢⎣
0 −i 0 0 . . .
i 0 1 0 . . .
0 0 0 −i . . .
0 0 i 0 . . .
...
...
...
...
. . .
⎤
⎥⎥⎥⎥⎥⎦
.
Hence the operators Ah and Ash are expressed as
Ah = (0) ⊕
[
0 1
1 0
]
⊕
[
0 1
1 0
]
⊕
[
0 1
1 0
]
⊕ · · · ,
Ash =
[
0 −i
i 0
]
⊕
[
0 −i
i 0
]
⊕
[
0 −i
i 0
]
⊕ · · · ,
and thus the inequalities −I  Ah  I , −I  Ash  I follow.
Secondly we prove that the points 1+ i cos(2π/(n + 1)), n 5, belong to the range W (A(∞,−1)). Due to the result of
Theorem 7, for odd n 5,
1+ i cos(2π/(n + 1)) ∈ W (A(n,−1))⊂ W (A(∞,−1)). (13)
Then, by Theorem 5, the relation (13) also holds for even n. A similar argument is applicable to the other 7 points. The
convexity of the range W (A(∞,−1)) implies that
W
(
A(∞,−1))⊃ {z ∈ C: −1(z) 1, −1 (z) 1}\{1+ i,1− i,−1+ i,−1− i}.
Finally we prove that the point 1+ i does not belong to the range W (A(∞,−1)). We assume that there exists a non-zero
vector x = (x1, x2, x3, . . .) in 2(N) such that
Ahx = x, Ashx = x.
The assumption Ahx = x implies x2n = x2n+1 for every n = 1,2,3, . . . , and the assumption Ashx = x implies x2n = ix2n−1
for every n = 1,2,3, . . . . Then we have |xn| = |x1| for all n  1. Under the condition x ∈ 2(N), we thus have x = 0, a
contradiction. A similar argument is applicable to the other three points 1 − i,−1 + i,−1 − i, and this completes the
proof. 
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