We explore the structure of non-redundant and minimal sets consisting of graded if-then rules. The rules serve as graded attribute implications in object-attribute incidence data and as similarity-based functional dependencies in a similarity-based generalization of the relational model of data. Based on our observations, we derive a polynomial-time algorithm which transforms a given finite set of rules into an equivalent one which has the least size in terms of the number of rules.
In this paper, we deal with the problem of finding minimal and equivalent sets of rules for general rules describing dependencies between graded attributes.
That is, instead of the classic rules which are often considered as implications {y 1 , . . . , y m } ⇒ {z 1 , . . . , z n }
between sets of attributes, describing presence/absence of attributes, we deal with rules where the presence/absence of attributes is expressed to degrees.
That is, the rules in question can be written as 
and understood as rules saying that "if y 1 is present at least to degree a 1 and · · · and y m is present at least to degree a m , then z 1 is present at least to degree b 1 and · · · and z n is present at least to degree b n ." We assume that the degrees appearing in (2) come from a structure of truth degrees which is more general than the two-element Boolean algebra and allows for intermediate degrees of
truth. In particular, we use complete residuated lattices [13] with linguistic hedges [12, 19, 29] for the job. In our setting, (2) can be seen as generalization of (1) if all the degrees a 1 , . . . , b 1 , . . . are equal to 1 (as usual, 1 denotes the classical truth value of "full truth").
Our previous results on rules of the form (2) include a fixed point characterization of a semantic entailment, Armstrong-style [2] axiomatizations in the ordinary style and the graded style (also known as Pavelka-style completeness, see [24, 25, 26] ), results on generating non-redundant bases from data, and two kinds of semantics of the rules: (i) a database semantics which is based on evaluating the rules in ranked data tables over domains with similarities [5] , and (ii)
an incidence data semantics which is based on evaluating the rules in objectattribute data tables with graded attributes [4, 7] which are known as formal contexts in formal concept analysis [14] . Analogously as for the ordinary rules, one can show that both (i) and (ii) yield the same notion of semantic entailment which simplifies further considerations, e. g., a single axiomatization of the se-mantic entailment works for both the database and incidence data semantics of the rules. A survey of recent results regarding the rules can be found in [8] .
In this paper, we consider rules like (2) and explore the structure of nonredundant and minimal sets of rules of this type. We show an if-and-only-if criterion of minimality and a polynomial-time procedure which, given T , transforms T into an equivalent and minimal set of graded rules. Let us note that the previous results regarding minimality of sets of graded rules [8] were focused exclusively on sets of rules generated from data. That is, the input for such instance-based approaches is not a set T of rules. Instead, the input is assumed to be a structure (e.g., a formal context with graded attributes or a database table over domains with similarities) and the goal is to find a minimal set T of rules which entails exactly all the rules true in the structure. One particular example is an algorithm for generating graded counterparts to Guigues-Duquenne bases [17] described in [8] . In contrast, the problem studied in this paper is different. We assume that a set T of rules is already given (e.g., inferred from data or proposed by an expert) but it may not be minimal. Therefore, it is interesting to find a minimal set of rules which conveys the same information.
Unlike the instance-based methods which belong to hard problems [10] even for the classic (non-graded) rules, the minimization method presented in this paper is polynomial and therefore tractable.
The present paper is organized as follows. Section 2 presents preliminaries from structures of degrees and graded if-then rules. Section 3 contains the new results.
Preliminaries
In this section, we present basic notions from structures of truth degrees and graded attribute implications which formalize rules like (2) . We only present the notions and results which are sufficient to follow the results in Section 3.
Interested readers may find more results in [4, 8, 13, 15, 18, 20] .
A (complete) residuated lattice [4, 13] is an algebra L = L, ∧, ∨, ⊗, → , 0, 1 where L, ∧, ∨, 0, 1 is a (complete) lattice, L, ⊗, 1 is a commutative monoid, and ⊗ (multiplication, a truth function of "fuzzy conjunction") and → (residuum, a truth function of "fuzzy implication") satisfy the adjointness
. Examples of complete residuated lattices include structures on the real unit interval given by left-continuous t-norms [11, 18] as well as finite structures of degrees. Let Y be a finite non-empty set of attributes (i.e., symbolic names). A graded attribute implication in Y is an expression A ⇒ B, where A, B ∈ L Y . In our paper, graded attribute implications are regarded as formulas representing rules like (2) . The interpretation of graded attribute implications is based on the notion of a graded subsethood of L-sets in a similar way as the interpretation of the ordinary attribute implications [14] is based on the ordinary subsethood. In
Clearly, A ⊆ M (i.e., A is fully contained in M ) iff S(A, M ) = 1. For any is regarded as an L-set of attributes of an object with each M (y) interpreted as the degree to which the object has attribute y, then ||A ⇒ B|| M is a degree to which the following statement is true: "If the object has all the attributes from A, then it has all the attributes from B". Interestingly, (4) is not the only possible (and reasonable) interpretation of A ⇒ B in M . In fact, our approach in [8] is more general in that it defines ||A ⇒ B|| * M by
where * is an idempotent truth-stressing linguistic hedge [29, 30, 31 , 32] on L (shortly, a hedge). We assume that
. A hedge * can be seen as a generalization of Baaz's ∆ operation [3, 18] and it has been introduced in fuzzy logic in the narrow sense [16] by Hájek in [19] . In the sense of [19] , * can be seen as a truth function for unary logical connective "very true". Now, one can see that (4) is a particular case of (5) for * being the so-called globalization [27] :
Indeed, for * introduced by (6), we have either a
if a = 1 and thus (5) becomes (4) . Note that in case of linearly ordered structures of truth degrees, globalization coincides with Baaz's ∆ operation (this is not true in general). On the other hand, if * is identity, then the right-hand side of (5) becomes
which may also be regarded as a desirable interpretation of A ⇒ B in M . The approach via hedges in [8] allows us to deal with both (4) and (7) (and possibly other interpretations resulting by the choice of other hedges) in a unified way because (4) and (7) result as two borderline choices of hedges in (5), namely, the globalization and the identity on L. Also, since * may be interpreted as a truth function of logical connective "very true", the general degree ||A ⇒ B|| * M introduced by (5) may be interpreted as a truth degree of the following statement: "If it is very true that the object (whose attributes are represented by M ) has all the attributes from A, then it has all the attributes from B".
Therefore, we may view the hedge as a parameter of the interpretation of graded attribute implications, see [8] for a detailed explanation and further remarks on the role of hedges. Recent results on hedges and their treatment in fuzzy logics in the narrow sense can be found in [12] .
For graded attribute implications, we introduce a semantic and a syntactic entailment (a provability) as follows. A set T of graded attribute implications
denote the set of all models of T . The degree ||A ⇒ B|| * T to which A ⇒ B is semantically entailed by T is defined by
Put in words, ||A ⇒ B|| to (Cut) is known under the name pseudo-transitivity, see [23] . The name cut comes from [21] . A proof of A ⇒ B from T is a sequence ϕ 1 , . . . , ϕ n such that ϕ n equals A ⇒ B and for each ϕ i we either have ϕ i ∈ T , or ϕ i is an axiom, or ϕ i is derived by (Cut) or (Mul) from some of ϕ 1 , . . . , ϕ i−1 . A graded attribute implication A ⇒ B is provable from T , denoted T A ⇒ B if there is a proof of A ⇒ B from T . In the paper, we utilize properties of called the additivity, projectivity, and transitivity, i.e., we use the facts that
for all A, B, C ∈ L Y , see [8] . Therefore, the antecedent of A∪B ⇒ A should be read "the union of A and B",
always exists since the set of all models of T is closed under arbitrary intersections. The following ordinary-style [18] completeness theorem is established:
. Let L and Y be finite. Then, for any T and A, B ∈ L Y , the following conditions are equivalent:
Taking into account Theorem 1, we may freely interchange the semantic entailment (to degree 1) and provability on condition that both L and Y are finite which we assume from now on-cases of infinite L can be handled by adding an infinitary rule but the issue is not relevant to this paper, cf. [8] .
Theories T 1 and
Remark 2. (a) Alternative graph-based proof systems [28] as well as automated provers based on simplification equivalences as in [9] are also available. Let us also note that in addition to Theorem 1 which provides a syntactic characterization only for formulas which are semantically entailed to degree 1, the logic of graded attribute implications is also complete in the graded style (Pavelka-style (5) corresponds to the incidence data semantics we have mentioned in the introduction.
There are alternative interpretations which yield the same notion of semantic entailment. For instance, instead of M , one may take (ranked) data tables over domains with similarities and define the interpretation of A ⇒ B in such structures. In effect, the graded implications interpreted this way can be seen as similarity-based functional dependencies and play analogous role to the ordinary functional dependencies in the classical relational model of data. Since the database and incidence data semantics yield the same notions of semantic entailment and thus the same complete axiomatization, we refrain from commenting on further details. Interested readers may check [8] .
Results
Recall that procedures for removing redundancy from theories are well known [8] .
That is, given a finite theory T , one may compute T ⊆ T which is equivalent to T and which is in addition non-redundant. Indeed, according to Theorem 1,
case one can remove A ⇒ B from T and repeat the procedure until T becomes non-redundant. This procedure can be used to remove all formulas which make T redundant but it does not guarantee that the result is minimal in terms of the number of formulas in T . In this paper, we show one approach to deal with the issue.
For practical reasons, we limit ourselves to finite theories. Otherwise, in general we would not be able to transform a theory into an equivalent and minimal one in finitely many steps. Furthermore, we assume that * is globalization, i.e., ||A ⇒ B|| * M is in fact given by (4) and (Mul) can be omitted. In the text, we give counterexamples indicating that the present theory cannot be directly generalized for general hedges at least not with a substantial modification. Interestingly, the instance-based approaches have an analogous practical limitation, cf. [8] .
We start by presenting a technical observation on the properties of provability which also depends on * being the globalization. ∧ and ∨ coincide with maximum and minimum, respectively, and
on account of (Mul). In addition, { 0.5
/z} is non-trivial and thus not provable by the empty set of formulas. Furthermore,
i.e., M ∈ Mod(T ). On the other hand,
/y} ⇒ {y} which illustrates that in case of general hedges, one cannot always conclude
As a consequence of Theorem 2, we can prove an assertion which gives us new insight into the structure of non-redundant theories. The assertion matches formulas from non-redundant theories based on the following notions of equivalence:
Definition 3. Let T be a theory and A, B ∈ L Y . We say that A and B are provably equivalent under T , written A ≡ T B, whenever T A ⇒ B and
Obviously, ≡ T is an equivalence relation on L Y . Using the notion, we establish the following observation.
Theorem 4. Let T 1 and T 2 be equivalent and non-redundant. Then, for each
Proof. Take A ⇒ B ∈ T 1 . Since T 1 and T 2 are equivalent, we get T 2 A ⇒ B.
Therefore, there is a proof of A ⇒ B by T 2 which uses finitely many formulas
T 2 is non-empty. Clearly, we get T 1 ϕ for each ϕ ∈ T 2 since T 1 and T 2 are equivalent.
We now claim that there is C ⇒ D ∈ T 2 such that each proof of C ⇒ D by /z} is a model of T 3 .
The relationship between formulas based on equivalence of their antecedents is crucial for our investigation. We therefore introduce the following notation.
For each A ∈ L Y and theory T , put
i.e., E T (A) is a subset of T containing all formulas whose antecedent is equivalent to A. For particular A and T , we may have E T (A) = ∅. The collection of all non-empty subsets of the form (9) for A ∈ L Y is obviously a partition of T . We denote the partition by E T , i.e.,
The partitions (10) and their classes (9) are illustrated by the following example.
Example 3. Consider theories T 1 and T 2 from Example 2 and the structure of degrees considered therein. In case of T 1 , the partition E T1 given by (10) consists of two distinct subsets of T 1 . Namely, In case of T 2 , we get: Observe that E T1 ({z}) = E T2 ({z}) whereas E T1 ({x, z}) = E T2 ({x, z}). The following assertions show that despite the fact that equivalent nonredundant theories can differ in their size, the corresponding partitions (10) have always the same number of classes.
Theorem 5. Let T 1 and T 2 be equivalent and non-redundant. Then for any A, B ∈ L Y , the following conditions hold:
Proof. In order to prove (i), observe that if E
such that C ≡ T1 G. Since ≡ T1 is transitive, we get A ≡ T1 G. As a consequence,
A ≡ T2 G because T 1 and T 2 are equivalent. Therefore, G ⇒ H ∈ E T2 (A) and so we have E T2 (A) = ∅. Now, (ii) is a consequence of (i) and the argument in Remark 3. Indeed, if E T1 (A) = E T1 (B) = ∅, then A ≡ T1 B and so A ≡ T2 B because T 1 and T 2 are equivalent. As a consequence, E T2 (A) = E T2 (B) = ∅ on account of (i).
Corollary 6. Let T 1 and T 2 be equivalent and non-redundant theories. Then,
Proof. Theorem 5 allows us to consider a map h : E T1 → E T2 which is defined by
ensures that the map is well defined. In addition, the map is injective because h(E T1 (A)) = h(E T1 (B)) means E T2 (A) = E T2 (B) = ∅ and so E T1 (A) = E T1 (B) using Theorem 5 (ii) with T 1 and T 2 interchanged. Hence, |E T1 | = |E T2 | follows by the existence of such h.
Remark 4. Example 3 showed one particular case of two theories T 1 and T 2 such that |T 1 | = |T 2 | but |E T1 | = |E T2 |. Again, in case of general hedges, the previous observations do not hold. As an example, one may take T 3 and T 4
from Example 2 considering the three-element Gödel chain with identity as the hedge.
In order to get further insight into the structure of non-redundant theories,
we introduce a particular notion of provability which is stronger than the one we have considered so far. The notion is an analog of the direct determination [23] established in the framework of the classic functional dependencies.
Definition 7. Let T be a theory, A, B ∈ L Y . We say that A ⇒ B is directly provable by T , written T A ⇒ B, whenever
Remark 5. Obviously, is stronger than . If A ⇒ B is trivial then T A ⇒ B for arbitrary T since for B ⊆ A, we have ∅ A ⇒ B. In particular, T A ⇒ A.
In general, and do not coincide. For instance, consider T = {A ⇒ B} where A ⇒ B is non-trivial, i.e., B A. In that case, E T (A) = {A ⇒ B}, i.e., is the set of all non-trivial formulas which are directly provable by T 2 .
The following assertion shows that theories equivalent in terms of are also equivalent in terms of . That means, when considering direct provability, one may replace a theory by an equivalent one.
Proof. Assume that T 1 A ⇒ B and take minimal S ⊆ T 1 \ E T1 (A) such that S A ⇒ B, i.e., A ⇒ B is not provable by any proper subset of S. Now it suffices to show that each formula in S is provable by T 2 \ E T2 (A). Indeed, by S A ⇒ B we then conclude that A ⇒ B is provable by T 2 \ E T2 (A).
Thus, take any C ⇒ D ∈ S. Since S A ⇒ B and S \ {C ⇒ D} A ⇒ B, which is a consequence of the minimality of S, Theorem 2 gives S A ⇒ C.
That is, T 1 A ⇒ C on account of S ⊆ T 1 .
By contradiction, assume that C ⇒ D is not provable by T 2 \ E T2 (A). Since it is obviously provable by T 2 (T 2 is equivalent to T 1 and S ⊆ T 1 ), it means that each proof of C ⇒ D by T 2 contains a formula in E T2 (A). Let R be a minimal subset of T 2 such that R C ⇒ D. By the minimality of R and utilizing the fact that each proof of C ⇒ D by R contains a formula in E T2 (A), it follows that there is G ⇒ H ∈ E T2 (A) such that R \ {G ⇒ H} C ⇒ D.
By Theorem 2, we get R C ⇒ G which further gives T 2 C ⇒ G. Moreover,
we get T 2 C ⇒ A, i.e., T 1 C ⇒ A. Taking into account the assumption T 1 A ⇒ C from the previous paragraph, we conclude that A ≡ T1 C. The latter observation means that C ⇒ D ∈ E T1 (A) which contradicts the fact that
Corollary 9. Let T 1 and T 2 be equivalent. Then, for any A, B ∈ L Y , we have
For any theory T , it is easily seen that by T A ⇒ B and T B ⇒ C one can infer T A ⇒ C. This is an immediate consequence of applying (Tra). An analogous rule of transitivity can also be proved in case of :
Proof. Clearly, the claim is trivial if B ⇒ C is a trivial formula, i.e., if C ⊆ B.
Assume that B ⇒ C is non-trivial. Observe that if T \ E T (A) B ⇒ C, the claim follows directly by (Tra). So, it suffices to show that B ⇒ C is always provable by T \ E T (A). By way of contradiction, assume that T \ E T (A)
B ⇒ C. Since T B ⇒ C, there are T and D ⇒ E ∈ E T (A) such that
Theorem 2, it follows that T \ {D ⇒ E} B ⇒ D and so T B ⇒ A using (Tra) and the monotony of provability together with the fact that T D ⇒ A.
In addition, using T A ⇒ B, we get A ≡ T B, i.e., E T (A) = E T (B) which
In the following assertions, we explore antecedents of formulas in E T (A).
Therefore, for any A ∈ L Y , we put
As in case of E T (A), we may have e T (A) = ∅.
Theorem 11. Let T be a theory and let
Proof. Take arbitrary C ∈ L Y such that A ≡ T C. For every G ∈ e T (A) we get C ≡ T G and thus T C ⇒ G. Take T ⊆ T and D ∈ e T (A) with the following property: T C ⇒ D and if T C ⇒ G for T ⊆ T and G ∈ e T (A), then |T | ≤ |T |. Thus, T has the minimal size among all theories which prove some formula of the form C ⇒ G, where G ∈ e T (A). We now show, that
By way of contradiction, let G ⇒ H ∈ T and G ⇒ H ∈ E T (A). Hence, G ∈ e T (A) and using the minimality of T , we get T \ {G ⇒ H} C ⇒ D.
Applying Theorem 2, we get T \ {G ⇒ H} C ⇒ G, i.e., T \ {G ⇒ H} contains less formulas than T and proves C ⇒ G with G ∈ e T (A), contradicting the minimality of T . /y} is provable by
Analogously, for C = {y, z}, we may take
The following assertion is used in the process of finding minimal theories. It shows that under conditions formulated by equivalence and direct provability, a pair of formulas in a theory can be equivalently replaced by a single formula.
Theorem 12. Let T be a theory such that for A ⇒ B ∈ T and C ⇒ D ∈ T , we have A ≡ T C and T A ⇒ C. Then,
is equivalent to T .
Proof. Denote the theory (13) by T . Since A ⇒ B ∈ T , we get T A ⇒ B.
Furthermore, T C ⇒ A because A ≡ T C. Therefore, by (Tra), we get T C ⇒ B. Moreover, using the fact that C ⇒ D ∈ T and applying (Add),
Conversely, it suffices to show that both A ⇒ B and C ⇒ D are provable by T . Clearly, T C ⇒ D results by C ⇒ B ∪ D ∈ T using (Pro). In order to see that A ⇒ B is provable by T , observe first that T A ⇒ C. Indeed, Lemma 14. Let T 1 and T 2 be equivalent and non-redundant. Then, for each
Proof. Observe that by A ∈ e T1 (H) and Theorem 4 it follows that e T2 (H) = ∅,
i.e., there is C ⇒ D ∈ T 2 such that C ≡ T2 H and thus C ≡ T2 A. Using Theorem 11, there is C ∈ e T2 (C ) = e T2 (H) such that T 2 A ⇒ C. Since T 1
and T 2 are equivalent, T 1 A ⇒ C by Theorem 8. The following assertions shows properties of direct provability by minimal theories and their consequences.
Lemma 17. Let T 1 and T 2 be equivalent and minimal. Then for A, A 1 , A 2 ∈ e T1 (H) and C, C 1 , C 2 ∈ e T2 (H), the following conditions hold:
Proof. In order to prove (i), we use Lemma 14 to conclude that for C ∈ e T2 (H)
there is A ∈ e T1 (H) such that T 2 C ⇒ A , i.e., T 1 C ⇒ A . Now, using the assumption T 1 A ⇒ C, Lemma 10 yields T 1 A ⇒ A . In addition to that, there are A ⇒ B ∈ T 1 and A ⇒ B ∈ T 1 with A ≡ T A . Hence, by
Corollary 16, we get that A = A , meaning that
In case of (ii), we proceed analogously as in (i). By T 1 A ⇒ C 1 , we get T 1 C 1 ⇒ A by (i) and thus T 1 C 1 ⇒ C 2 by Lemma 10. Then, Corollary 16 Finally, the next theorem shows that in case of non-redundant theories which are not minimal, one can always transform the non-redundant theory into an equivalent and smaller one because the theory contains formulas satisfying the assumption of Theorem 12.
Theorem 19. Let T be non-redundant and not minimal. Then, there are distinct formulas A ⇒ B ∈ T and C ⇒ D ∈ T such that A ≡ T C and T A ⇒ C.
Proof. First, observe that if there are A ⇒ B ∈ T and C ⇒ D ∈ T such that A = C, then trivially A ≡ T C and T A ⇒ C. So, assume that T contains no such formulas. Taking into account this assumption, we have
Furthermore, let T be a minimal theory which is equivalent to T . Since it is minimal, we also have |e As one can check, T 2 contains no distinct A ⇒ B and C ⇒ D such that A ≡ T 2 C and T 2 A ⇒ C. Hence, by Theorem 19, T 2 is minimal. Notice that we have derived a minimal equivalent theory T 2 from T 2 without using T 1 (from Example 2). Also, the minimal equivalent theories T 2 and T 1 are distinct.
Remark 6. The the asymptotic time complexity of obtaining a minimal equivalent theory is polynomial. Indeed, given a theory T , Theorem 19 is applied at most |T | times. In each step, we inspect pairs of formulas A ⇒ B and C ⇒ D such that A ≡ T C and T A ⇒ C. Both A ≡ T C and T A ⇒ C can be tested based on computing closures, i.e., in time O(nl), where n is the length of T (total number of attributes appearing in all formulas in T ) and l is the size of the structure of degrees (i.e., l is a multiplicative constant depending on L), see GLinClosure [6] . Interestingly, the information on equivalence of L-sets of attributes and on direct provability can be computed only once.
Indeed, since the algorithm transforms theories into equivalent ones, by Theorem 8, we get that the direct provability of formulas is preserved. This makes testing of A ≡ T C and T A ⇒ C efficient. Altogether, the algorithm runs in O(n 2 l), where n is the length of T , and l is the size of L. This is in contrast with the instance-based approach mentioned in the introduction which relies on computing pseudo-intents which is hard even in the bivalent case, see [10] .
Conclusion
We presented an if-and-only-if criterion of minimality of non-redundant set of graded attribute implications with semantics parameterized by globalization.
The result is constructive and allows to transform a non-redundant set of graded attribute implications into an equivalent and minimal one. Issues which we find interesting for future research include generalization of the approach to accomodate arbitrary linguistic hedges, construction of efficient algorithms based on the present result, and connections to other techniques for removing redundancy in both the classic and graded settings, e.g., the instance-based approaches like [17, 34] .
