We present a novel rendering primitive that combines the modeling brevity of points with the rasterization efficiency of polygons. The surface is represented by a sampled collection of Differential Points (DP), each with embedded curvature information that captures the local differential geometry in the vicinity of that point. This is a more general point representation that, for the cost of a few additional bytes, packs much more information per point than the traditional point-based models. This information is used to efficiently render the surface as a collection of local geometries. To use the hardware acceleration, the DPs are quantized into 256 different types and each sampled point is approximated by the closest quantized DP and is rendered as a normal-mapped rectangle. The advantages to this representation are: (1) the surface can be represented more sparsely compared to other point primitives, (2) it achieves a robust hardware accelerated per-pixel shading -even with no connectivity information, and (3) it offers a novel point-based simplification technique that factors in the complexity of the local geometry. The number of primitives being equal, DPs produce a much better quality of rendering than a pure splat-based approach. Visual appearances being similar, DPs are about two times faster and require about 75% less disk space in comparison to splatting primitives.
I. INTRODUCTION P
OINT -based rendering schemes [1] , [2] , [3] , [4] , [5] , [6] have evolved as a viable alternative to triangle-based representations. They promise benefits over polygon-based rendering in many areas: (1) modeling and rendering complex environments, (2) a seamless hierarchical structure to balance frame-rates with visual quality, and (3) efficient streaming over the network for remote rendering [7] .
Current point primitives store only limited information about their immediate locality, such as normal, sphere of influence [5] , and disk of influence on the tangent plane [4] . These primitives are then rasterized with flat shading and in some cases followed up with a screen-space filtering [1] , [4] . Since the primitives are flat shaded, such representations require very high sampling to obtain a good rendering quality. In other words, the rendering algorithm dictates the sampling frequency in the modeling stage. This is clearly undesirable as it may prescribe very high sampling even in areas of low spatial frequency, causing two significant drawbacks: (1) slower rendering due to increase in rendering computation and related CPU-memory bus activity, and (2) large disk and memory utilization.
In this work we propose an approach of storing local differential geometric information with every point. This information gives a good approximation of the surface distribution in the vicinity of each sampled point which is then used for rendering the point and its approximated vicinity. The total surface area that a point is allowed to approximate is bounded by the characteristics of the surface at that point. If the point is in a flat or a low curvature region of the surface then the differential information at that point can well approximate a large area of the surface around it. Alternately, if the point is located on a high-frequency area of the surface then we limit the approximation to a smaller vicinity. This scheme offers the potential of controlling the local sampling density based on its surface curvature characteristics. We present a simplification algorithm that takes the initial super-sampled point-based representation and returns a sparse subset whose local sampling density reflects the local surface variation. Our rendering algorithm uses per-pixel shading when a DP is rendered with its neighborhood approximation.
Our approach has many benefits to offer:
1. Rendering: The surface can be rendered with fewer (point) primitives by pushing more computation into each primitive. This reduces the CPU-memory bus bandwidth and the overall amount of computation resulting in a significant speed-up. As the processor-memory speed gap increases we expect this method to get even more attractive.
Storage:
The reduction in the number of primitives more than compensates for the extra bytes of information stored with each point primitive. This leads to an overall reduction in the storage requirements. This reduction also benefits faster streaming of information over the network.
Generality:
The information stored with our point primitives is sufficient to derive (directly or indirectly) the requisite information for prior point primitives. Our work is primarily focused on the efficiency of per-point rendering computation. It can potentially be used in conjunction with larger point-based organization structures -hierarchical (bounding balls hierarchy [5] , Layered Depth Cube (LDC) tree [4] , Layered Depth Image (LDI) tree [8] ) or otherwise (LDC [3] , LDI [6] ). 4 . Simplification: Recently proposed point representations have a width (or a region of influence) associated with each point which can differ from one point to another. This can lead to a significant overlap in the surface representation by the points. Our point primitive is amenable to a simplification scheme that significantly reduces the redundancy in surface representation.
In the following sections, we first mention some related works and then outline the terminology from the differential geometry literature that will be used to describe our approach. This is followed by a discussion of our sampling and simplification schemes that will output sparse point representations. We then describe our rendering algorithm and compare it with some splatting schemes. We conclude the paper with a discussion of this approach and its possible extensions.
II. PREVIOUS WORK

A. Differential Geometry and Curvature Estimation
Our approach of rendering points with their local geometry requires the knowledge of the surface variation at any given point. Classical differential geometry gives us a mathematical model for understanding the surface variation at a point. There is a collection of excellent literature on this subject and in this paper we follow the terminology of M. P. do Carmo [9] .
Curvature computation on parametric surfaces has a robust mathematical model. Various techniques have been designed to estimate curvature from discrete sampled representations [10] , [11] . Taubin [12] estimates curvature at a mesh vertex by using the eigenvalues of an approximation matrix constructed using the incident edges. Desbrun et al. [13] define discrete operators (normal, curvature, etc.) of differential geometry using Voronoi cells and finite-element/finite-volume methods. Their discrete operators respect the intrinsic properties of the continuous versions and can be used at the vertices of a triangle mesh.
B. Acquisition and Processing
Point samples of real-world environments are acquired using several acquisition techniques [14] , [15] , [16] , [17] , [18] with the choice depending on the environment being sampled. This information is processed by surface reconstruction algorithms [19] , [20] and subsequently denoised [21] . The sampled points can also be processed directly using spectral processing techniques [22] . Alternately, the coarse triangle mesh can be fitted with parametric surfaces [23] , [24] for denoising and to to aid other higherlevel applications.
Point samples from synthetic environments are popularly acquired by shooting sampling rays from base image plane(s) [1] , [6] . In this work we support point sampling from two kinds of surface representations: NURBS and polygonal mesh. If the input is a NURBS surface then we uniformly sample in the parametric domain of the surface. If the input is a polygonal mesh then we use its vertices as the sample points.
C. Simplification and Organization
The initial set of point samples may have significant redundancy in representing the surface due to super-sampling. The problem of pruning this set has not been given enough attention so far, but various hierarchical organization schemes have been used that develop lower frequency versions of the original set of point samples [4] , [5] , [8] . We use a simplification process to prune an initial set of points to obtain a sparse point representation. Turk [25] uses a point placement approach with the point density being controlled by the local curvature properties of the surface. Witkin and Heckbert [26] use physical properties of a particle system to place points on an implicit surface.
Simplification methods have been studied extensively for triangle meshes. They can be broadly classified into local and global approaches. Local approaches work by pruning vertices, edges, or triangles using various metrics. Global approaches work by replacing subsets of the mesh with simplified versions or by using morphological operators of erosion and dilation. Cignoni et al. [27] and Cohen et al. [28] document various simplification techniques. More recently, Lindstrom [29] uses error quadrics in a vertex clustering scheme to simplify complex datasets that are too large to fit into main memory.
Image-assisted organization of points [1] , [3] , [6] are efficient at three-dimensional transformations as they use the implicitness of relationship among pixels to achieve fast incremental computations.
They are also attractive because of their efficiency at representing complex real-world environments.
The multiresolution organizations [4] , [5] , [8] are designed with the rendering efficiency in mind. They use the hierarchical structure to achieve block culling, to control depth traversals to meet the imagequality or frame-rate constraints, and for efficient streaming of large datasets across the network [7] .
D. Rendering
Darsa et al. [30] , Mark et al. [31] and Pulli et al. [32] use a triangle mesh overlaid on the image sampling plane for rendering. It can be followed by a screen space compositing process. However, such systems can be expensive in computation and storage if high resolutions are desired. Levoy and Whitted [2] introduced points as a rendering primitive. It has been used by Shade et al. [6] and Grossman and Dally [1] for synthetic environments. However, raw point primitives suffer from aliasing problems and holes. Lischinski and Rappoport [3] raytrace a point dataset. Oliveira et al. [33] use image space transformations to render point samples. Rusinkiewicz and Levoy [5] use splatting of rectangle primitives for rendering. Chen and Nguyen [34] build a bounding ball hierarchy on top of a triangle mesh to render small triangles as points. Alexa et al. [35] derive a polynomial surface at each point which is then rendered by generating additional display points in a view-dependent fashion. Pfister et al. [4] follow up the splatting with a screen-space filtering process to cover up holes and to deal with aliasing problems. Zwicker et al. [36] derive a screen-space formulation of the EWA filter to render high-detail textured point samples with a support for transparency. Mueller et al. [37] achieve per-pixel shading for rectilinear grids using gradient splats.
The main focus of this paper is a novel rendering primitive that uses surface curvature properties to efficiently render an approximation of its local geometry. The main advantage of this approach is its sparse representation of the surface which leads to a significant reduction in the computational cost and CPU-memory bus traffic.
III. DIFFERENTIAL GEOMETRY FOR SURFACE REPRESENTATION
Classical differential geometry is a study of the local properties of curves and surfaces [9] . It uses differential calculus of first and higher orders for this study. In this work we use the regular surface model which captures surface attributes such as continuity, smoothness, and degree of local surface variation. To quantify the surface variation around a point we use the directional curvature metric. This is a second-order description of how fast the surface varies along any tangential direction at a point on the surface. In this section we present a brief working introduction to regular surfaces with an outline of the terminology and the equations that will be used to explain our work in subsequent sections.
A regular surface is a differentiable surface which is non self-intersecting and which has a unique tangent plane at each point on the surface. It is defined as a set, S, of points in 3 such that every element, p, of this set has a neighborhood V ⊂ 3 and a parameterizing map 
where ·, · is the vector dot product and × is the vector cross product operator. These relationships are illustrated in Figure 2 . The normal variation (gradient) along any unit tangent,t (= uû p + vv p ), at p can be computed as:
Similarly, it can be shown that the normal curvature alongt, λ(t), is given by [9] :
The normal variation and the normal curvature terms give us second-order information about the behaviour of the regular surface around the point p.
A salient feature of the regular surface model is that it can give a local description at a point without indexing any global properties. This gives complete independence to a point which defines its own local geometry without any reliance, explicit or implicit, on the immediate sampled neighborhood or on any other global property. We use this feature to render the surface as a set of locally defined geometries of varying surface area. This feature is also exploited for a variety of other applications in computer graphics. Interrante [38] uses it for visualizing iso-surfaces. Garland and Heckbert [39] , among several others, use it for mesh simplification. Guskov et al. [21] use curvature information for surface denoising.
Most of today's virtual environments can be characterized as a collection of smooth surfaces meeting at points, curves, or areas of varying orders of discontinuity. This is in contrast to a regular surface which, by definition, is differentiable and thus has continuous partial derivatives of all orders. However, as explained in the next section, we need the surface to be only second-order continuous to extract properties that will be used for rendering. Discontinuities of third or higher order, in most instances,
are not easily discernible and thus we do not make any effort towards reproducing them visually here.
However discontinuities of the zeroth, first, and second order are visually noticeable. While a regular surface model cannot represent these points explicitly, we use an implicit procedure to represent them. If such discontinuities are a collection of points or curves, then we sample at the second-order continuous neighborhood of these points and the discontinuities will be maintained implicitly by the intersection of the influence of these sampled points. If however, such points of discontinuity cover an area on the surface, or no such neighborhood exists, then they can be represented by point-primitives that do not use second-order information [1] , [4] , [5] , [6] , or by a polygonal model.
IV. SAMPLING AND PROCESSING
Our fundamental rendering primitive is a point with differential geometry information. Virtual environments, however, are modeled using other representations such as NURBS or a triangle mesh. We derive our rendering information by sampling points on these models and extracting differential geometry information per sampled point. To ensure that the information stored in each point collectively represents the whole surface area, we over-sample initially, and follow it up with a simplification process guided by a user-specified error bound. This reduces the overlap of the area of influence of the sampled points while still ensuring that the surface area is fully represented. This is a pre-process and the output is saved in a render-ready format that is an input to our rendering algorithm outlined in Section V.
A. Differential Points
We call our rendering primitive as a differential point (DP). A DP, p, is constructed from a sample point and has the following parameters: x p (the position of the point), λ u p and λ v p (the principal curvatures), andû p andv p (the principal directions). From these, we derive the unit normal,n p , and the tangent plane, τ p , of p. This information represents a coordinate frame and second-order information at each DP. We extrapolate this information to define a surface, S p , that will be used to approximate The tangent plane τ p is parameterized by the (u, v) coordinates. S p uses the same parameterization which relates it to τ p under the projection P p . u ,p is defined by the constraint
the neighborhood of x p . The surface S p is defined implicitly as follows: given any tangentt, the intersection of S p with the normal plane of p that is co-planar witht is a semi-circle with a radius of
with the center of the circle being located at
and oriented such that it is cut in half by
is 0, then the intersection is a line alongt). These terms are illustrated in Figure 3 .
To aid our simplification and rendering algorithms we define a coordinate system on τ p and S p .
The tangent plane τ p is parameterized by (u, v) coordinates in the vector space of
is denoted by s(u, v) and is measured along the semi-circle of S p in the directiont(u, v). The (un-
We use lower-case characters or symbols for terms related to τ p and we use uppercase characters or symbols for terms related to S p . A notable exception to this rule is the arc-length
s(u, v).
The surface S p is used to describe the spatial distribution around x p . We derive the normal distribution, N p (u, v), around x p using S p and the curvature properties of the surface. To derive N p (u, v) we express it in terms of its orthogonal components as follows:
Consider the semi-circle of S p in the directiont(u, v). As one moves out of x p along this curve the normal change per unit arc-length of the curve is given by the normal gradient dN p (t(u, v)). So, for a arc-length of s (u, v) , the normal can be obtained by using a Taylor's expansion on each individual component of equation (3) as follows:
The surface S p and the normals N p (u, v), give an approximation of the spatial and the normal dis-
is not neccessarily the normal distribution of S p , but is just an approximation of the normals around x p .) Since it is only an approximation, there is a cost associated with this: the higher the arc-length, the higher the error in approximation and thus a bigger compromise in the visual quality after rendering. However an advantage to extrapolating to a larger neighborhood is that a smaller set of sampled DPs suffices to cover the whole surface, thus improving the rendering speed. We let the user resolve this tradeoff according to her needs by specifying two error tolerances that will clamp the extent of the extrapolation:
1. Maximum principal error ( ): This error metric is used to set point sizes according to their curvatures.
It specifies a curvature scaled maximum orthographic deviation of S p along the principal directions.
We lay down this constraint as:
Since S p is defined by semi-circles, we have that
. It follows that ≤ 1. In other words, the extrapolation is bounded by the constraints |u| ≤ u ,p =
as shown in Figure 3 . This defines a rectangle r p on τ p and bounds S p accordingly since it uses the same parameterization. The constraint ensures that points of high curvature are extrapolated to a smaller area and that the "flatter" points are extrapolated to a larger area.
Maximum principal width (δ):
If λ up is closer to 0, then u ,p can be very large. To deal with such cases we impose a maximum width constraint δ. So u ,p is computed as min(δ,
We call the surface S p (bounded by the and δ constraints), the normal distribution
(bounded by the and δ constraints) together with the rectangle r p as a differential point because all of these are constructed from just the second-order information at a sampled point. While it is desirable to render p using S p , such a rendering primitive is not supported by current graphics hardware. Instead p is rendered using r p . This is explained in more detail in Section V.
B. Sampling
Given a 3D model, it is first sampled by points. Using the inherent properties of the surface representation, we extract differential geometry information at each of these sampled points. If the surface is a parametric one, such as NURBS, it is sampled uniformly in the parametric domain and standard techniques outlined in the differential geometry literature [9] are used to extract the relevant information at each sampled point. The principal directions cannot be uniquely determined at the umbilical points were the surface is either flat or is spherical (λ u p = λ v p ). At such points the direction of maximum curvature,û p , is assigned to be the best of the projection of the x, y, and the z-axis onto the tangent plane. The direction of minimum curvaturev p can be computed fromû p andn p .
If the surface is a triangle mesh, then a NURBS surface can be fit to the triangle mesh [23] , [24] and points can be sampled using this representation. We use a more direct approach by using the vertices of the mesh as the sampled points and extracting differential information for each point using the techniques developed by Taubin [12] . The DPs thus obtained from the triangle mesh have the same properties as the ones obtained by sampling a NURBS surface. However, in some areas of the surface, the samples may be spaced far-apart even though the surface curvature of that region is high. If the points of such areas were to be assigned sizes using the criterion described in section IV-A then there might be gaps in the surface coverage. This is because the and δ values might prescribe small sizes to the surfaces S p thus leaving holes in the surface coverage because the points may not be close enough for the assigned sizes to overlap. To deal with this issue we also factor in the distance of the neighbors from a sample point (mesh vertex) in determining the point size as follows. For each point p, the midpoint of every incident edge is projected along the average of its adjacent triangle normals onto the tangent plane τ p of the point. Then a rectangle is sized to contain these points such that it is: (1) axis aligned with respect to the (û p ,v p ) directions, (2) symmetric with respect to the origin (point x p ), and (3) its size is the smallest possible. The rectangle r p is set to the smallest rectangle that encloses the rectangle computed this way and the rectangle determined using the steps outlined in section IV-A.
C. Simplification
Initially the surface is super-sampled so that the rectangle of each differential point overlaps sufficiently with its neighbors without leaving any holes in the surface coverage. While this gives a complete surface representation, it also contains redundant samples. So we follow up the point sampling with a simplification process that prunes redundant DPs.
Simplification works by pruning those DPs whose geometric information is represented by the cumulative information of their neighbors within the error margins and δ. For this purpose, we first define a projection set, O(p), for each point p. It denotes the set of all points of the original surface in the vicinity of x p that fall within the surface area covered by the orthographic projection of the rectangle r p onto the original surface along the directionn p . do Carmo [9] shows that for a vicinity around the point position x p , this projection (mapping) is a homeomorphism. We define an overlap relation between differential points as follows: A differential point p is said to overlap another differential point q iff
It follows from the definition that overlap is a symmetric relation.
Simplification involves comparing a point with its "neighbors" -denoted by the set N(p). N(p) is Since overlap is a symmetric relation, we have that q ∈ N(p) iff p ∈ N(q). If the differential points are sampled from a triangle mesh, then N(p) is chosen from the vertices with whom it shares edges.
Later, when the simplification algorithm is in progress, in the event of any q i ∈ N(p) being pruned, N(p) is updated as follows:
This operation updates N(p) by deleting q i from it and adding to it all the neighbors of q i that overlap with p. Lastly, we define a term that will act as the prunability criteria of a DP. A differential point p is
In other words, p is said to be enclosed iff each point in its projection set O(p) is also in the projection set of atleast one of its neighbors. During simplification we check to make sure that only enclosed DPs are pruned.
Our simplification algorithm assumes a greedy heuristic of pruning the most redundant point first.
A DP's redundancy is a measure of how similar it is with respect to its neighbors. It is quantified by a metric, called the redundancy factor, R(p), which quantifies the ability of p to approximate the normal of its neighbors and vice versa. The higher the value of R(p), more is the redundancy of p. R(p) is computed as follows:
where (u q,p , v q,p ) is the coordinates of the point on τ p obtained by the orthographic projection of x q onto τ p and N p (u q,p , v q,p ) is the normal estimated at these coordinates using equation (4) . The dot (6) is a measure of how close the actual normal at q is to the normal estimated at x q using the curvature information at p. If R(p) is closer to 1 then p is redundant because all the geometric information of p is already represented by its neighbors.
After R(p) has been computed, p is inserted into a binary heap with R(p) as the key. After all the DPs are represented in the heap, an iterative process is started which pops the top of the heap and checks if pruning that DP will leave any holes in the surface representation. If not, then the point is pruned and the neighborhood and the redundancy factor of all its ex-neighbors are updated using equations (5) and (6) respectively. Otherwise the point is marked for output. A pseudo-code of simplification is as follows: For p to be pruned it has to qualify the correctness check: that p is an enclosed point, or in other words that the pruning of p does not leave a hole in the surface representation. This check is done by the routine Enclosed(p) of the simplification pseudo-code. Testing for the enclosure of the surfaces S p can be very expensive. Instead, we approximate the original surface by τ p , and test for the enclosure of p within this framework. This test is done by an approximation method that samples line segments on r p (as shown in Figure 5 ) and tests if they are fully covered by the rectangles of the DPs ∈ N(p). A pseudo-code of this test is as follows:
clip it against r q 7 project back the leftover segments along n p onto τ p 8 add them to TestLines 9 if (TestLines is empty) 10 return(true) 11 return(false)
Since the coverage of line segments does not guarantee coverage of the entire area of r p , we see infrequent sliver gaps left between rectangles. We make the coverage test more conservative by scaling down the rectangles for simplification (the original rectangle sizes are used for rendering). For all our test models, a scale down factor of 15% produced a hole-free and effective simplification.
The simplification algorithm also involves a test for the overlap of q 1 and q 2 . An approximate test for this is done by the routine Overlaps(q 1 ,q 2 ) of the simplification pseudo-code which tests if r q 1 overlaps r q 2 when τ q 2 is assumed to be the original surface and vice versa. An approximation algorithm for this test is as follows:
1 If the orthographic projection of x q 1 onto τ q 2 falls within the bounds of r q 2 then return true 2 If the orthographic projection of any of the end points of r q 1 onto τ q 2 falls within the bounds of r q 2 then return true 3 If the orthographic projection of any of the edges of r q 1 onto τ q 2 intersects r q 2 then return true 4 If all the above tests fail then return false All the approximation algorithms work well in our case owing to the similarity of neighboring rectangles in position, width, and orientation. Figure 4(b) shows the rectangles leftover after simplification in an area where curvature-related features change very fast. A desirable feature of this simplification process is that the error metrics that it uses also control the quality of the final rendered images. This allows the user to first decide on the image quality and then get as much simplification as possible without any loss in perceptual quality. Figure 6 shows sample models rendered with and without simplification.
V. RENDERING
While the differential information in a DP can be extrapolated to define a continuous spatial neighborhood S p , current graphics hardware do not support such a rendering primitive. We note that the main functionality of the spatial distribution is that it derives the normal distribution around the differential point. However, it is not necessary for the rendering algorithm to use an accurate spatial distribution given the relatively small neighborhoods of extrapolation. So r p is used as an approximation to S p when rasterizing p. Since the shading artifacts are more readily discernible to the human eye the screen-space normal distribution around p has to mimic the normal variation around p on the original surface. This is done by projecting the normal distribution N p (u, v) onto r p and rasterizing r p with a normal-map of this distribution.
A. Normal Distribution
Consider the projection of N p (u, v) onto τ p using the projection P p discussed in Section IV-A. The resulting (un-normalized) normal distribution, n p (u, v), on the tangent plane can be expressed using equation (4) as:
The tangentt(u, v) and the arc-length s(u, v) terms can be expanded as follows:
Using substitutions from equations (1), (2), (8), and (9) in equation (7) we get:
It can be expressed in the local coordinate system (ê x ,ê y ,ê z ) of (û p ,v p ,n p ) as:
whereê x = (1, 0, 0),ê y = (0, 1, 0), andê z = (0, 0, 1) are the canonical basis in 3 . Note that when specified in the local coordinate frame, the normal distribution is independent ofû p ,v p , and N p (0, 0).
So, the rendering algorithm uses a local coordinate system for the shading so that the normal distribution can be computed for one combination of λ u and λ v and the same distribution is re-used to render all DPs with that combination of principal curvatures.
To shade a DP on a per-pixel basis we would want the normal distribution to be available at the screen space. The only hardware support to specify such a normal distribution is normal-mapping. (10) can be rewritten using ρ p as:
where
Now consider a normal distribution for a differential point
m whose λ um = 1:
The only external parameter to n m (u, v) is ρ m . Since ρ m is bounded, we pre-compute a set, M, of normal distributions for discrete values of ρ and store them as normal-maps. Later, at render-time, r m is normal-mapped by the normal map whose ρ value is closest to ρ m . To normal-map a general differential point p using the same set of normal-maps, M, we use the following lemma:
Lemma 1: When expressed in their respective local coordinate frames,
where m is any DP with λ um = 1 and ρ m = ρ p .
Proof: First, we make an observation that
Using this observation, the tangent plane normal distribution at p (equation (11)) can be re-written as:
Using Lemma 1, a general r p is normal-mapped with an appropriate normal map n m (·, ·) with a scaling factor of λ u p .
B. Shading
For specular shading, apart from the local normal distribution, we also need a local half vector distribution. For this we use the cube vector mapping [40] functionality offered in the nVIDIA GeForce series of GPUs which allows one to specify un-normalized vectors at each vertex of a polygon and obtain linearly interpolated and normalized versions of these on a per-pixel basis. We use the cube vector map to specify a un-normalized half vector at each vertex of r p which delivers a normalized half vector at each pixel that r p occupies. Per-pixel specular shading is achieved by using the per-pixel normal (from the normal map) and half vector (from the cube vector map) for illumination computations in the register combiners. A similar technique is used for diffuse shading.
Letĥ p denote the (normalized) half (halfway) vector at the point position x p and let H p (u, v) denote the (un-normalized) half vector at a point X p (u, v) on the surface S p with
be the (un-normalized) half vector distribution on the tangent plane τ p obtained as a result of applying the projection P p on H p (u, v) . Similarly, letl p denote the (normalized) light vector at x p and let Applying a method similar to the one used for the derivation of equation (7), h p (u, v) can be written as:
where √ u 2 + v 2 is substituted as an approximation for s (u, v) . The half vector gradient can be expanded as:
and using this result, equation (12) can be re-written as:
Let a be the position of the light and b be the position of the eye. The partial differential term of equation (13) can then be re-written as follows:
When expressed in the local coordinate frame, we get:
the other partial differential term of equation (13) can be computed similarly to get a tangent plane half-vector distribution. The subtraction and the dot products in equation (14) are simple operations and can be done fast. However, the square root and the division operations are expensive. Both of these operations are combined by the fast inverse square root approximation [41] and in practice, we have found that this approximation causes no compromise in visual quality.
The light vector distribution on τ p can be derived similarly. It is given by:
So far, we have discussed the tangent plane normal, half vector, and the light vector distribution around p. They are used for shading p. The overall rendering algorithm is given in Figure 8 . Clear the depth buffer and the color buffers 2
Configure the register combiners for diffuse shading 3
Compute the light vector, l p (·, ·), at the vertices of r p 7
Use the light vectors to map a cube vector map onto r p 8
Render r p 9
Clear the color buffer after loading it into the accumulation buffer 10 Clear the depth buffer 11 Configure the register combiners for specular shading 12 ∀ DP p 13
Map M p onto r p (The details from the last pass can be cached if desired) 15 Compute the half vector, h p (·, ·), at the vertices of r p 16
Use the half vectors to map a cube vector map onto r p 17
Render r p 18 Add the accumulation buffer to the color buffer 19 Swap the front and the back color buffers (13) and using them as the texture coordinates of the cube vector map that is mapped onto r p .
The cube vector mapping hardware delivers a per-pixel (normalized) half vector obtained as result of a liner interpolation between the half vectors specified at the vertices of r p . Per-pixel shading is achieved at the hardware register combiners level using the (per-pixel) normal and half vectors [40] . If both diffuse and specular shading are desired then shading is done in two passes with the accumulation buffer being used to buffer the results of the first pass. We use a two pass scheme because nVIDIA GeForce2 allows only two textures at the register combiners. If three textures are accessible at the combiners (as in GeForce3) then both the diffuse and specular illumination can be done in one pass. In presence of multiple light sources, we do a separate rendering pass for each light source, with the accumulation buffer being used to buffer intermediate results. 
VI. IMPLEMENTATION AND RESULTS
All the test cases were run on PC with a 866MHz Pentium 3 processor with 512MB RDRAM having a nVIDIA GeForce2 GTS GPU supported by 32MB of DDR RAM. All the test windows were 800×600 in size. We used 256 normal maps (|M| = 256) corresponding to uniformly sampled values of ρ and we built a linear mip-map on each of these with the highest resolution being 32×32. The resolution of the cube vector map was 512×512×6.
We demonstrate our work on five models: the Utah teapot, a human head model, a camera prototype (all NURBS models), the Stanford bunny and the Cyberware venus model (triangle mesh models). In case of a NURBS surface the component patches are sampled uniformly in the parametric domain and simplified independent of each other. is the main parameter of the sampling process. A smaller requires a higher sampling frequency. The main role of δ is in areas where curvature changes fast.
In such surfaces, δ ensures that the rectangles from the low curvature region do not block the nearby rectangles in the higher curvature regions. δ also ensures that the rectangles do not overrun the boundary significantly. We used a simple binary heap for heap operations of the simplification process. The main functional bottleneck in the pre-processing stage is the test for enclosure in the simplification process.
Since every DP popped from the heap is tested for enclosure, the number of enclosure tests is equal to the number of sampled DPs. Irrespective of the amount of super-sampling of a model, simplification
yielded similar results on all attempts that shared the same error metrics ( and δ). The effectiveness of simplification is summarized in Table I . While simplification does not cause any loss of visual quality, it can lead to an order-of-magnitude speed-up in rendering and can save substantial storage space.
Each DP uses 62 bytes of storage without any encoding and about 13 bytes of storage with encoding.
Following is the data stored per DP without any encoding: 6 bytes for the diffuse and specular colors, We do not save the color for each DP but group together DPs with the same color and write the color information once for this group. Figure (9) shows the bunny rendered with and without encoding.
The results reported in Table I are with dynamic illumination (the light and half vectors are computed for each DP in each frame). Both the specular and diffuse shading are done at the hardware level.
However, nVIDIA GeForce2 does not support a hardware implementation for the accumulation buffer.
Instead, the accumulation buffer in implemented in software by the OpenGL drivers. So the case of both diffuse and specular illumination can be slow. Hardware support for the accumulation buffer is available on other GPUs such as Voodoo5 6000 AGP from 3Dfx. However, this should not be a problem with the nVIDIA GeForce3 GPU, as they can allow access to 4 textures at the register combiners making it possible to compute both diffuse and specular shading in one straight pass.
On an average, about 330, 000 DPs can be rendered per second with diffuse illumination. Both the diffuse and specular illumination passes take around the same time. The main bottleneck in rendering is the bus bandwidth and the pixel-fill rate. This can be seen by noting that specular and diffuse illumination give around the same frame rates even though the cost of computing the half vectors is higher than the cost of computing the light vectors and that the specular illumination pass has more computation per-pixel than the diffuse illumination pass.
The main focus of this paper is the efficiency of DPs as rendering primitives. Previous works on point sample rendering have orthogonal benefits such as faster transformation [6] and multiresolution [4] , [5] , [8] . Potentially, DPs can be used in conjunction with these schemes. To demonstrate the benefits of DPs we designed experiments to compare performance against the splatting approach to rendering. A naive OpenGL point rendering was not considered because it is prone to holes and aliasing problems.
We compare the rendering performance of an unsimplified differential point representation of a teapot to the splatting of unsimplified and unstructured versions of sampled points. For the splatting test cases, we take the original point samples from which DPs were constructed and associate each of them with a bounding ball whose radius is determined by comparing its distance from its sampled neighbors. This makes sure that there are no holes in surface coverage by the splatting primitives. We consider three kinds of test rendering primitives for splatting:
1. Square Primitive: They are squares parallel to the view plane with a width equal to the radius of the bounding sphere [5] . They are rendered with Z-buffering enabled but without any blending. 3. Elliptical Primitive: We initialize 256 texture maps representing ellipses (with a unit radius along the semi-major axis) varying from a sphere to a nearly "flat" ellipse. The texture maps are not Gaussian, they just have an alpha value of 0 in the interior of the ellipse and 1 elsewhere. At run time, the rectangle primitive is texture mapped with a scaled version of the closest approximation of its ellipsoid.
The texture-mapped rectangles are then rendered with a small depth offset and blending [5] . This is implemented in hardware using the register combiners.
DPs were compared with the splatting primitives for three test cases: (1) same number of rendering primitives, (2) approximately similar visual quality of rendering, and (3) same frame rates. Table II summarizes the results of the first test case. DPs were found to deliver a much better rendering quality for the same number of primitives as seen in Figure 10 . DPs especially fared well in high curvature areas which are not well modeled and rendered by the splat primitives. Moreover, DPs had nearly the same frame rates as the ellipsoidal primitive. But DPs were slower than the square and rectangle primitives and required more disk space. Figure 10 . For this case the number of square, rectangle, and elliptical primitives were increased by increasing the sampling frequency of the uniformly sampled model used for DPs. In this test case, DPs clearly out-performed the splatting primitives both in frame rates and in the storage space requirements.
The third test case shows that for the same frame rates DPs produced better rendering quality using 
VII. CONCLUSIONS AND FUTURE WORK
The results and the test comparisons clearly demonstrate the efficiency of DPs as rendering primitives. The ease of simplification gives DPs an added advantage to get a significant speed up. The high quality of rendering is attributed to the inherent ability of DPs to well approximate the local surface normal distribution. The rendering efficiency of DPs is attributed to the sparse surface representation that reduces bus bandwidth and its amenability to per-pixel shading.
One shortcoming of DPs is that the complexity of the borders limit the maximum width of the interior DPs through the δ constraint. This leads to increased sampling in the interior even though these DPs have enough room to expand within the bounds laid down by the constraint. A width-determination approach that uses third-order differential information (such as the variation of the surface curvature) should be able to deal with this more efficiently.
A multiresolution scheme of DPs can be explored that will efficiently render lower frequency versions of the original surface. Under this scheme, a rendering algorithm that blends the DPs is a promising prospect. Another line of future work is with regards to simplification. Currently, we using a simple heuristic with some approximation algorithms which do not guarantee a hole-free representation. There 
