Abstract. The aim of this paper is to describe efficient algorithms for computing Maass waveforms on subgroups of the modular group P SL(2, Z) with general multiplier systems and real weight. A selection of numerical results obtained with these algorithms is also presented. Certain operators acting on the spaces of interest are also discussed. The specific phenomena that were investigated include the Shimura correspondence for Maass waveforms and the behavior of the weight-k Laplace spectra for the modular surface as the weight approaches 0.
Introduction and notation
The purpose of the present paper is to present computational methods and experimental results for Maass waveforms with general real weight and general multiplier systems.
The classical theory of holomorphic automorphic forms was developed in the setting of (even) integer weight. This was motivated both from a geometrical point of view and by number theoretical applications (e.g. the study of modular forms related to the modular invariant j and the discriminant ∆). The problem of finding the number of representations of an integer as a sum of a fixed number of squares (cf. e.g. [45] and [19] ) was successfully treated by using the theory of half-integral weight forms (e.g. θ-series). This motivated Petersson to develop a theory of automorphic forms and multiplier systems of arbitrary real weight [52] and later also complex weight [54, I-IV].
Many applications of modular forms use Hecke operators as a principal tool, and Wohlfahrt developed a theory of Hecke-like operators in arbitrary real weight [76] (cf. also [70] ). Now recall the definition of a Maass waveform as a real-analytic square-integrable eigenfunction of the Laplacian on a Riemann surface of finite volume with constant negative curvature −1. These were introduced by Maass for zero weight in [40] . In [41] the theory of waveforms for general weights was developed by using the so-called lowering and raising operators, which send a waveform of a given weight to one with a smaller or larger weight.
In a slightly different setting Selberg [58, pp. 82-83] observed that considering the invariant differential operators on the space H × S 1 with representation χ and separating variables lead to real analytic eigenfunctions of the form f (z, φ) = y k 2 F (z) e −ikφ , where F (z) is a holomorphic modular form of integer weight k and character χ.
For an overview of the spectral theory of real analytic modular forms with arbitrary real weights and multiplier systems, see e.g. Maass [42] and Roelcke [56] . More recent work can be found in e.g. [49, 50, 51] , [22, 23] and [8, 9, 10] .
It is also worth mentioning that the recent interest in Maass waveforms as representative objects for studying quantum chaos also applies to real weights. If a weight zero waveform corresponds to a quantum mechanical particle moving freely on a Riemann surface, then a weight k waveform represents a similar particle moving in a constant magnetic field with field strength proportional to k.
1.1. Algorithms. Previously published algorithms for computing Maass waveforms on cofinite Fuchsian groups have been restricted to groups with one cusp, e.g. the full modular group or Hecke triangle groups (see e.g. [63, 75, 25, 26, 27, 46] ). By adjoining certain elements it is also possible to bring certain Hecke congruence subgroups to the one-cusp case, cf. e.g. [16, 17, 4] .
In addition, with the exception of the (somewhat crude) computations in [46] , only the trivial multiplier system and zero (or even integer for the holomorphic case in [26] ) weight have been considered.
The most stable of the algorithms cited above is the one based on "implicit automorphy" by Hejhal (as detailed in e.g. [27] ) which admits generalizations first of all to a remarkably large spectral parameter (cf. [69] ), and a further advantage is that it does not depend on any underlying arithmetical properties (i.e. Hecke operators).
In [65] this algorithm was generalized to groups with several cusps e.g. Hecke congruence subgroups Γ 0 (N ) with non-trivial Dirichlet characters, and in and [64, ch. 3] we also considered general subgroups of the modular group. Recently, in [6] , this algorithm, in combination with other theoretical methods, was used to show the existence of certain Maass waveforms close to the tentative waveforms produced by the algorithm.
The aim of the present paper (which is based on [64, ch. 2] ) is to demonstrate how to extend the algorithm to general multiplier systems and arbitrary real weights.
The first section contains a brief review of the basic theory of multiplier systems; then we will introduce the notion of Maass waveforms in this context. We will also provide some details on the different operators that act on the space of Maass waveforms with a non-trivial multiplier system. While being of interest in themselves, these operators can also be used in combination with other tests of reliability and accuracy of the algorithm.
In Section 7 we will give the specifics of how the algorithm is modified, and in the last section we present a selection of the results which has been obtained with the described method.
Summary of notation.
We will use the notation e(x) = e 2πix , and for a complex number z we always use the principal branch of the argument, −π < Argz ≤ π.
Let H = {z = x + iy | y > 0} be the upper half-plane equipped with the hyperbolic line-and area-elements ds 2 = 
respectively. The boundary of H is ∂H = R ∪ {∞}. The isometry group of H is identified with
The subgroup of orientation-preserving isometries of H is given by P SL(2, R) = SL(2, R)/ {±Id}, where SL(2, R) is the subgroup of GL(2, R) consisting of matrices with determinant 1. For any subgroup Γ ⊆ PGL(2, R), we use Γ to denote the inverse image of Γ in GL (2, R) . Note that this forces −Id ∈ Γ. We are mainly interested in Fuchsian groups, i.e. discrete subgroups of P SL (2, R) . Of particular interest is the subgroup consisting of matrices with integer entries, the modular group, P SL (2, Z) . We are also interested in the so-called Hecke congruence subgroups, Γ 0 (N ) = a b c d ∈ P SL(2, Z) | c ≡ 0 mod N , defined for any positive integer N (note that Γ 0 (1) = P SL(2, Z)).
We say that an element γ of P SL(2, R) is elliptic, parabolic or hyperbolic if the absolute value of the trace of the associated matrix is smaller than, equal to or greater than 2 respectively, or equivalently, if γ has one fixed point in H, one (double) fixed point in ∂H or two (different) fixed points in ∂H. Fixed points of parabolic elements are called cusps.
If Γ ⊂ P SL(2, R) is a finitely generated Fuchsian group, we identify the set of Γ-orbits with a connected subset of H, F =Γ\H, a fundamental domain of Γ. If Γ has a set p 1 , . . . , p κ of inequivalent cusps, then the set F will meet ∂H at κ inequivalent points which we will also denote by p 1 , . . . , p κ , and we usually abuse the notation and call these points the cusps of Γ (or of F). By conjugation we may always assume p 1 = i∞. Corresponding to a cusp p j of Γ we use S j to denote a parabolic generator of Γ p j -the subgroup of Γ which fixes p j . We also choose a cusp normalizer, σ j ∈ P SL(2, R), with the property that σ j (∞) = p j and σ j Sσ
where S = ( 1 1 0 1 ) is the parabolic generator of P SL(2, Z) (the other generator being T = ( Let Γ be a Fuchsian group and m an even integer. Classically, a function ϕ, meromorphic on the upper half-plane H, which satisfies
is called an automorphic form of weight m for Γ. The function
is said to be an automorphy factor on Γ. The classical theory of automorphic forms is well-known; for instance, if m = 2, then the automorphic forms can be identified with the meromorphic differential forms of degree 1 on the orbifold (classical Riemann surface) Γ\H. We observe that, for even m, the number (cz + d) m is uniquely defined and the automorphy factor Θ A (z; m) in (2.1) clearly satisfies
To generalize these notions to arbitrary real m, there needs to be a choice of branch of the argument, and to make certain everything is well-defined, we have to introduce the notion of a multiplier system.
Definition 1. For any real number m define
where Argz denotes the principal branch of the argument, −π < Argz ≤ π. To adapt the relation (*), we also write Definition 2. v : Γ → S 1 = {z | |z| = 1} is said to be a multiplier system of weight m on Γ if
• v(−I) = e −πim , and
Observe that v can be regarded equally well as a multiplier system of any weight m ≡ m mod 2. The question of whether there exist multiplier systems of a given weight and on a given group is most easily answered by the following proposition (cf. [22, Prop. 2.1, p. 333]).
Proposition 1.
We are given v : Γ → S 1 and m ∈ R. The following are equivalent:
• v(T ) is a multiplier system of weight m on Γ.
• There exists a function ϕ ≡ 0 on H which is either C ∞ or meromorphic such that
A ϕ as above is said to be an automorphic form of weight m and a multiplier system v on Γ.
Definition 3. Given a multiplier system v on Γ and an element α ∈ GL(2, R) we define a multiplier system, v α , on the group α −1 Γα by (1 − e(nz)) .
It is clear from the definition that η(z) = 0 for z ∈ H and that, for each k ∈ R, η 2k can be defined as a holomorphic function on H. (Cf. [55, p. 205] .) Note that η (z) 24 is the famous discriminant function ∆(z). Cf. [55, pp. 196-197] . It is clear that η (z + 1) = e 1 24 η (z), and as for ∆ (z) it is also possible to express η (z) as a lacunary Fourier series (cf. [46, p. 18] 
, and in general,
where v η is defined below. This functional equation expresses the fact that η is an SL(2, Z)-automorphic form of weight where ((x)) is the saw-tooth function
and x is the greatest integer less than or equal to x. Note that if x is not an integer, then 
If Γ is a Fuchsian group we define the space M(Γ, v, k, λ) consisting of Maass waveforms on Γ, of weight k, multiplier system v and eigenvalue λ, as the space of functions which satisfy the following conditions:
2) ∆ k f + λf = 0, and 3)
Observe that condition 1) is equivalent to
For purposes of the computational work to be described in this paper, we shall be content to restrict ourselves to cases where λ > 
where W l,µ (x) is the Whittaker function in standard notation (cf. [15, vol. I, p. 264] ) and R is the usual spectral parameter, λ = 1 4 + R 2 . One notes here that
For k = 0, the expansion above thus reduces to the usual Fourier expansion with 2y If we have more than one cusp we define functions f j related to f at each cusp, p j , of Γ by using the cusp normalizing maps σ j from Section 1.2 and setting
It is easy to see that
with α j ∈ [0, 1) (cf. [28, p. 41] ). Thus the Fourier series of f at the cusp j can be written as
As in the case of weight 0 and Dirichlet character, we say that the cusp number j is open or singular if α j = 0 and closed if α j = 0. If all cusps of Γ are singular for the multiplier system v, we say that v is a singular multiplier system for Γ. 
It follows from the definition of the action of GL(2, R) on H (cf. page 2376) that we can use the matrix J = 
Remark 5. It is easy to verify that if
where v * is the multiplier system determined by
Of particular interest is the involution obtained by combining J and K, i.e.
It is easily seen that if f has Fourier coefficients c j (n), then (by [15, p. 265(8) ]) f |JK has Fourier coefficients c j (n), and we thus would like to have f and f |JK belonging to the same space (i.e. transform according to the same multiplier system), since then we can assume that the Fourier coefficients are real.
It is clear that if
, so we are left to see whether or not v * = v. By using the explicit formulas one can verify that indeed v * = v for both v θ and v η (see [64, pp. 66-68] for details), and we arrive at the following proposition. iθ f = g. After proper normalization it is thus no restriction to assume that the eigenvalue of KJ is = 1, and that the Fourier coefficients are real.
Remark 6. For the sake of completeness it should be remarked that in general one cannot simultaneously take Fourier coefficients at cusps other than ∞ to be real (cf. the next subsection where we introduce the map ω N , which is a cusp normalizing map for the cusp at 0 and which has eigenvalues ±i −k ). 
n , but the question is how it relates to the weight and multiplier system.
, and it is also easy to verify that
and hence if we define the operator τ N by 
Hence it has eigenvalues ±1.
which means that the Fourier coefficients at the cusp at 0 are proportional to the coefficients at i∞:
The operator L.

Definition 4.
For N = 4 and the θ-multiplier system at weight 1 2 , following Kohnen [32] or Katok-Sarnak [29] we define the operator L acting on
is the following (exceptional) Hecke operator:
Cf. Section 4.5. , p = 2 (cf. (4.9)) and has the eigenvalues 1 and − 1 2 . Cf. [32] and [48] . Suppose that f (z) has Fourier expansions of (3.2) at the cusps p 1 = ∞, p 2 = 0 and p 3 = − 1 2 with Fourier coefficients a j (n) respectively. By calculations similar to [32] or [32, 5] it can be shown that Lf has Fourier coefficients b(n) (with respect to ∞) given by does not in general commute with L, but in the case Lf = λf ,
This should be compared with the results on newforms at weight zero, e.g. [3, p. 147] and [64, p. 31 ].
Maass operators.
So far, the operators we have seen act on spaces of Maass waveforms of a given weight and multiplier system.
We will show that we may limit the range of weights k to investigate to k ∈ [0, 6]. For this we will use the Maass lowering and raising operators, E ± k , which raise or lower the weight of a Maass waveform by units of 2. They are defined by
and using the relation between the Whittaker function and the confluent hypergeometric function together with the transformation formulas [15, p. 258, (10) 
To verify that they respect the weight k-action, it is easiest to proceed straight forward but to use the following form of the operators:
and write
One can then show that E
, and that the composition
is just multiplication by a constant, which is readily seen to be non-zero anytime λ > 1 4 . Hence E ± k acts bijectively on the spaces corresponding to non-exceptional eigenvalues, i.e. they are always bijections for λ > only changes the weight and not the multiplier system v, but in view of the remark after Definition 2 it is clear that v = v 2k η is also a multiplier system of weight k + r for any r ∈ 2Z, and with the notation v η,k , k, λ) and using ≈ to bijectively denote corresponding spaces we have:
η,k are 24th-roots of unity we have trivially (k, r + 12) = (k, r).
• A composition of Maass operators which raises or lowers the weight by 12 will preserve the multiplier system. Hence (k + 12, r) ≈ (k, r), and we may
so there is no restriction to assume k ∈ [0, 6] and r ∈ {0, 2, 4, 6, 8, 10}.
• By using the raising operator we see that
and by repeated use we see that without loss of generality we can also assume r = 0. We are thus justified in our choice of restricting the investigation to the spaces
4.5. Hecke operators for non-trivial multiplier systems. We know that Hecke operators play an important role in the understanding of the theory of both modular forms and Maass waveforms at integer weights.
For general real weights, the Hecke operators are not important (and may well be non-existent), but we will begin with a general definition anyway, and then we will consider two special cases: Γ 0 (4) with the theta multiplier system and weight 1 2 , and Γ 0 (1) with the eta multiplier system and weight 1.
The general introductory discussion is based on [67] , but the specific example of integer weights (as worked out in detail in [66] ) is based on ideas from [76] and [70] .
Let Γ ⊂ P SL(2, R) be cofinite and suppose v : Γ → S 1 is a multiplier system of weight k ∈ R. The commensurator of Γ, comm (Γ), in P SL(2, R) is defined as
We know that the Hecke operators are associated with the members of the commensurator, or actually with the double cosets, ΓαΓ, for α ∈ comm (Γ). Fix α ∈ comm (Γ) . It can be shown that if the multiplier system v satisfies
then we can define an associated multiplier system, v α , on the double coset
for all g 1 , g 2 ∈ Γ. It might be the case that there exists an associated multiplier system of W = χv, where χ is a character on ΓαΓ, even though there does not exist an associated multiplier system of v itself. Suppose that v α exists as above, and that we have ΓαΓ =
When Γ = Γ 0 (N ) (or any congruence subgroup of level N ), one usually constructs Hecke operators T v n,k corresponding to positive integers n in which case α = ( 1 0 0 n ) (cf. e.g. [3] , [18, ch. 5] , [55, ch. 9 ], [44] or [59] for more details). 
Suppose now for simplicity that n = p 2 , with p = 2 a prime number. The
, and 
and that T
f (z) has a similar Fourier expansion but with coefficients b (p) (n).
Using the formula for the standard Gauss sum, 
n p a(n) , p = 2, and
(We use the standard convention that a (x) = 0 if x ∈ Z.) It is now obvious that our Hecke operator T
is equal to the corresponding Hecke operator defined in [29, p. 199] . Observe that our Fourier coefficients
As usual, we consider Hecke eigenforms in
with p = 2. An additional commuting normal operator can be chosen as either T
or L (these two operators does not commute in general).
As it turns out, the operator L is particularly useful in connection with the Shimura correspondence on the Kohnen space, V + , where L has eigenvalue 1 (cf. Section 6).
Observe that the Hecke eigenvalues in this case do not equal to the Fourier coefficients. In fact, suppose that f as in (4.10) is an eigenfunction of all Hecke operators with T v θ p 2 , 1 2 f = λ p f and that a(t) = 0 for some integer t. It is then easy to see that 
where the coefficients c (n) satisfy the following multiplicative relations if c (0) = 0. For positive integers m, n with 12m
In particular, we see that if k|12 we have D = 1, and the multiplicative relations (4.12) and (4.13) are valid for all positive integers. 
It is not hard to show that if f (z) has Fourier coefficients c (n), then T v m,k has coefficients 
The proof of (4.12) is concluded with a proof of the following multiplication rule (using straightforward calculations and induction). If km ≡ kn ≡ k mod 12, then
To obtain the "negative part" of the theorem, i.e. (4.
and J reflects this space back to M (Γ, v, k, λ) 
where
The multiplication rule for the operators
This in combination with the expressions for µ m and λ m concludes the proof of (4.13). 
This identification also provides an explanation for the occurrence of CM-type forms found (numerically) in M(Γ 0 (1), v 2 η , 1, λ). These forms have eigenvalues in an arithmetic progression:
for k ∈ Z. See Table 4 .
The Eisenstein series for P SL(2, Z) at weight zero
In case there is a cusp p j at which the multiplier system is singular (i.e. v(S j ) = 1) we have a continuous spectrum, [ Remember that Maass waveforms are part of the discrete spectrum, but as we continuously "turn off" the multiplier system, i.e. for v = v 2k η we let k → 0, the continuous spectrum will emerge in the limit. For this reason we want to review some details concerning the Eisenstein series on the modular group.
At weight 0 and singular character χ, the continuous spectrum of ∆ = ∆ 0 is the interval [ 
where K = K(R) is a constant dependent on R. For a prime p we get
Using this formula we can compute quotients of various c(p) (e.g.
c (2) c (3) ) and compare this with corresponding quotients for the experimentally obtained forms of weight k ≈ 0.
The Shimura correspondence
We know that the θ-function is an automorphic form (not a cusp form) of weight 1 2 on Γ 0 (4); hence we consider Γ 0 (4) together with the θ-multiplier system (cf. Section 2.3).
6.1. Introduction -the holomorphic case. We will consider the Shimura correspondence only in the particular case of trivial character and will level a squarefree multiple of 4. Let S k (N ) denote the space of holomorphic cusp forms of weight k ∈ Z (and trivial multiplier) on Γ 0 (N ), and let S k+ N |4N (e.g. N = 2N or N ) .
The map from S k+ 1 2 to S 2k was first constructed by Shimura [60] , and later an adjoint map from S 2k to S k+ 1 2 was constructed by Shintani [62] . The former uses a Dirichlet series and the latter uses an integral against a theta function. Both of these maps commute with the Hecke operators that are acting on S 2k (N ) and S k+ 1 2 (4N ) respectively. Kohnen [32, 33] proved that for N odd and square-free, the correspondence is a bijection between the newforms on S 2k (N ) and a certain subspace, V + ⊆ S k+ 1 2 (4N ). The subspace V + is composed of Hecke eigenfunctions whose Fourier coefficients, c(n), satisfy certain vanishing properties; namely, c(n) = 0 for n ≡ 2, 3 mod 4 (see also Section 4.3).
Following from the Shimura correspondence is a connection between certain Fourier coefficients of the half integral weight forms and critical values of the twisted L-series for the corresponding integral weight form. Cf. e.g. [73, 74] , [35, 34] [5] and Arakawa [2] . Of these, [30] and [37, 38] are written in the more general setting of Hilbert modular forms for number fields. Reading [30] (4, R) we will use the following notation:
and To generalize the results mentioned at the end of the previous subsection to Maass waveforms we need the following definition. For f ∈ M(2, R) + with Fourier coefficients {A(n)} and a given Dirichlet character χ, we define the χ-twisted Lseries of f by [29] ). Relation a) follows from [30, thm. 5.1 (2)], which in our case can be written as Simply observe that in our normalization the relevant factor in the product is given by
a) The Shimura correspondence gives a map
Φ : M 1 2 (4, R) → M (2, 2R) + . b) Conversely, let f ∈ M (2, 2R) + . Then there exists a φ ∈ Φ −1 (f ) ∈ M 1 2 (4, R). c) If A(p)L(f, χ, s) = ∞ n =0 A(n)χ(n)|n| −s−A(n) = kd=n k>0 χ t (k) √ k a td 2 a (t) , n ∈ Z + . (6.1)
To express a(t) in terms of A(n)'s we get four cases:
b) If f is an oldform, i.e. f ∈ M(1, 2R) + , then φ ∈ V + ,
d) For all other (square-free) values of t the following formula holds:
for a newform (analogous to [3, thm. 3] there corresponds a
(4, R) with coefficients a(n) = 0 for either n ≡ 1 or 5 mod 8 respectively. Hence, since oldforms on Γ 0 (2) occur in pairs, we can choose two forms
. These two functions thus correspond to two linearly independent non-zero functions in M 1 2 (4, R), which hence is at least two dimensional when 2R is an even eigenvalue for P SL(2, Z). [6] ) to compute weight zero Maass waveforms on cofinite Fuchsian groups. First of all the asymptotic properties of the K-Bessel function are used to obtain an approximation of the Maass waveform by a truncated Fourier series. By viewing this as a discrete Fourier transform one can use the inverse transform to express any coefficient as a linear combination of the other coefficients. Finally, by using the assumed automorphy properties of the function one obtains a non-trivial linear system that is satisfied by the Fourier coefficients.
The relations a)-c) in
To use this algorithm to also locate eigenvalues the most general method is to use two different sets of sampling points for the inverse transform and try to minimize the difference between the correspondingly computed solution vectors.
The following two modifications are needed in order to make the weight zero algorithm work in the general case:
• the K-Bessel function needs to be replaced with the Whittaker function, and • the automorphy condition needs to incorporate the multiplier system. The first modification, although trivial in theory, is the most complex in terms of the numerics involved. There was no efficient algorithm for the Whittaker function in the literature, and a new algorithm had to be developed. We used the integral representation (cf. [22, p. 375 (top)])
where Ψ is a confluent hypergeometric function together with a stationary phase method, to develop a robust and efficient algorithm. This algorithm is in essence similar to Hejhal's algorithm (cf.
[25]) for the K-Bessel function, K iR (x), and the generalization of it made by Avelin (cf. [4, Avelin] ) to a complex argument, K s (x), s ∈ C. The details of this algorithm are described in [64, Ch. 4] . Let Γ be a Fuchsian group with fundamental domain F and let p j , σ j , 1 ≤ j ≤ κ, q i and U i , 1 ≤ i ≤ κ 0 , be as in Section 1.2. Let I (w) = i if q i is the closest (in the hyperbolic metric) parabolic vertex to w ∈ F.
Consider z ∈ H and let T j ∈ Γ be the pull-back map of σ j z, i.e.
, and with z * . [65, p. 23]) , the automorphy condition now becomes
The entire setup of the Phase 1 algorithm, i.e. locating eigenvalues and computing the first few Fourier coefficients, goes through exactly as in the case of weight 0 (cf.
[65] or [64, Ch. 1]) with some trivial modifications. For the sake of completeness we will give an outline of the modified algorithm. Consider f ∈ M(Γ, v, k, λ), and using the notation n i = n + α i , f has a Fourier series expansion at the cusp p i :
and since the Whittaker function is ultimately exponentially decaying, given an > 0, there exists a constant (depending on y and ), M (y), such that
where we use [[ ]] to denote a constant of magnitude less than . The truncated Fourier seriesf
is now viewed as a discrete Fourier transform, and if we take the inverse transform over the horocyclic points
where we used the fact that
, where (by (7.1))
Hence
We then defineṼ
and if we neglect the error of magnitude we finally obtain a (well-conditioned) linear system (*) CV = 0, which must be satisfied by the Fourier coefficients of f. Here V is the matrixṼ We note that the Phase 2 algorithm (i.e. computation of a larger set of Fourier coefficients) also generalizes to non-zero weight in a similar manner (cf. [65, sect. 3.3]).
Numerical results
The experimental excursions have been directed towards three essentially different subjects, but, in each, we have worked in an exploratory spirit:
• First, we tried to get an overall picture of the distribution of small to middle-range sized eigenvalues on P SL(2, Z) (and the eta multiplier) for "large" weights, e.g. R ∈ [0, 14] and k ∈ [0.1, 6].
• Second, we continuously "turned off" the multiplier system v 2k η on PSL(2, Z) by letting the weight k → 0 and studied the varying distribution of eigenvalues, N k (T ), as well as the formation of the continuous spectrum.
• There are some cases where arithmeticity plays a role even in non-zero weight. We studied the Shimura correspondence between weight zero forms on Γ 0 (2) and weight one-half forms on Γ 0 (4). We also studied weight one forms on P SL(2, Z) which correspond to Hecke eigenforms on Γ 0 (144) with a Dirichlet character.
8.1. Varying weight. The first experiment considered was to tabulate the first few eigenvalues (up to R = 14) for P SL(2, Z) and the multiplier system v 2k η of weight k ∈ (0, 6] (cf. Section 4.4.1). We made the computations for k ∈ [0. 1, 6] with a grid size of 0.01, and the results are presented in Figure 1 . We stress here that the arcs in Figure 1 terminate at k = 0.1; it is not excluded (and actually expected) that they might go lower. For some examples of eigenvalues for "large" weights see Table 1 . This data should be compared with data obtained by Mühlenbruch, [46, p. 160 ], who used a completely different method (with much less accuracy). We note here that as R increases, the negative Fourier coefficients seem to grow rapidly in magnitude (as compared to the positive ones, with the normalization c(1) = 1) for "large" weights.
We believe that we have found all eigenvalues with (R, k) ∈ [0, 14]×[0. 1, 6] . This belief is founded on the "continuity" of the resulting graphs R j (k) (cf. Figure 1) , where R j (k) is the jth eigenvalue at weight k, considered as a function of k. By standard results (e.g. [10, p. 149]) R j (k) should be a real analytic function in this interval.
Remember that, for k ≥ 0, the smallest eigenvalue, λ min , corresponds to the function
2k . A lower bound for the second smallest eigenvalue, λ 0 (k), is discussed in [10, p. 183]. Bruggeman finds two such bounds, both positive, which he calls µ 0 (k) and µ 1 (k) (µ 1 is better than µ 0 in a certain interval I ⊂ [0, 2]). Figure  2 shows a comparison between the R-values corresponding to these bounds and the smallest experimentally found eigenvalues in the interval k ∈ [0.1, 6]; we see that Bruggeman's bounds can be improved quite a bit. 
for the jth discrete eigenvalue at weight k, and φ j (k) for the corresponding cusp form. It is then a basic fact that λ j (k) depends continuously on k, but it can also be shown that for k ∈ (0, 12) λ j is even real analytic in k. That is, φ j (k) belongs to an "analytic family" in the terminology of Bruggeman (see [10, 11] ). In connection with this, it should also be noted that our experiments support the statement in Observation 71 in [46] that the first few cusp forms at weight 0 do not belong to an analytic family of cusp forms defined in the interval (−12, 12). Indeed we find that in the range considered we actually seem to have λ j (k) → 0 as k → 0, which is consistent with Bruggeman's result (cf. case ii) b) in Prop. 2.17 in [10, p. 149]). Our experiments indicate that for fixed small k, the "generic" cusp forms φ j (k) can be divided into two classes:
Here C(k) consists of functions φ j (k) such that λ j (k) is close to an eigenvalue of a cusp form at weight 0 and the Fourier coefficients are close to the corresponding coefficients of the weight-zero cusp form.
E(k) on the other hand consists of functions φ j (k) such that the Fourier coefficients are close to the Fourier coefficients of the Eisenstein series E(z, s) where
The typical difference between the Fourier coefficients at weight k and weight 0 are in both cases basically of order k; for the forms in C(k), the distance between λ j (0) and the corresponding discrete eigenvalue at weight 0 is much smaller than k.
The "generic" in the statement above means that we exclude certain places where the families φ j (k) change character between C(k) and E(k). In these cases we have a situation of almost multiplicity 2, and in too coarse resolution it actually looks like the analytic families intersect.
Weyl's law for a non-trivial η-multiplier and a fixed non-zero weight k ∈ (0, 12) on P SL(2, Z) is 
where the path is 
. From the form of Weyl's law above, we also see that the successive spacings , are 1.019, 0.990, 1.001 and 0.9934, respectively, and it is not inconceivable that one obtains 1 in the (logarithmic) limit. Figure 4 one may be tempted to think that there are horizontal lines corresponding to cusp forms at weight 0 which cross the lines that are going down (i.e. corresponding to the Eisenstein series at weight 0). This is not the case! If we look closer we will see that there is actually "level repulsion" here, i.e. the horizontal "cusp-form-line" turns down before the "near crossing" and becomes an "Eisenstein-series-line", and the previous "Eisensteinseries-line" turns into a "cusp-form-line". See also Figures 5 and 6 . More precisely formulated: if there is a "near crossing" at the weight k 0 close to the eigenvalue such that for some δ > > 0,
Level repulsion. From figures such as
and
and in the interval (k 0 − , k 0 + ) both families display a mixing between the two types E(k) and C(k). In fact, the Fourier coefficients of φ j+1 converge (as k → k 0 − ) to values close to the Fourier coefficients of φ j for k > k 0 + and vice versa. Since the two functions also need to be orthogonal, it is clear that the Fourier coefficients exhibit "wild" behavior in the small interval surrounding the "near crossing". Note also that, as
See Table 9 for examples of Fourier coefficients corresponding to eigenfunctions of types E(k) and C(k), close to an avoided crossing at weight k = 9.044605824E − 8. Table 10 illustrates the agreement between the Fourier coefficients of a more generic cusp form in E(k) and the corresponding coefficients of the Eisenstein series (appropriately normalized) at weight 0. The level of agreement is striking to put it mildly; likewise in Table 9 Figure 5 . Level repulsion at R = 13.779 . . ..
η , 1, λ , and the eigenvalues corresponding to cosine CM-forms are indicated. In these cases, we have computed the actual error since we know the exact eigenvalues:
Note that the actual error is in general much smaller than the error-parameter which is basically 
Half integer weight.
We now consider the case of Γ 0 (4) and the θ-multiplier system for weight k = 1 2 . The aim of our investigation in this case was to study the Shimura lift, and in particular to investigate the dimensions of the spaces of half integer weight forms. As remarked at the end of Section 6 several properties of the Shimura correspondence were observed numerically, and in the original version of these notes, [64, Figure 6 . Level repulsion at R = 9.533 . . .. Tables 5 and 6 contain examples of Fourier coefficients at weight 1 2 . Note especially in Table 6 the agreement with Proposition 6 c) displayed by the Fourier coefficients c(n) for n ≡ 5, 1 mod 8 respectively. Here, it is known that 8.92287648699174 and 12.09299487507860 on Γ 0 (2) correspond to the eigenvalues 1 and −1, respectively, with respect to the involution ω 2 . Table 8 contains a comparison of Fourier coefficients computed both from forms on Γ 0 (2) via (6.1) and computed directly. Additional Fourier coefficients for the weight 0 forms are available in Table 7 . Table 5 . Fourier coefficients for f 1,2 ∈ M(Γ 0 (4), Table 6 . Fourier coefficients for f ∈ M Γ 0 (4), Table 9 . Comparison of Fourier coefficients for weights k = 9.044605824E − 08 and k = 0 near an "avoided crossing"
Corresponds to the cusp form k R c (2) c (3) c (4) c (5) Table 10 . Comparison of Fourier coefficients for weights k = 9.044605824E − 08 and k = 0 "far" from an "avoided crossing". The weight 0 coefficients were computed using the formulas in Table 9 . 
