Spin-orbital excitons and their potential condensation in pentavalent
  iridates by Kim, Beom Hyun et al.
ar
X
iv
:1
81
0.
13
05
8v
2 
 [c
on
d-
ma
t.s
tr-
el]
  7
 Ja
n 2
01
9
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We investigate magnetic excitations in iridium insulators with pentavalent Ir5+ (5d4) ions with
strong spin-orbit coupling. We obtain a microscopic model based on the local Ir5+ multiplets
involving J = 0 (singlet), J = 1 (triplet), and J = 2 (quintet) spin-orbital states. We get effective
interactions between these multiplets on square and face-centered-cubic (fcc) structures of magnetic
ions in the layered-perovskites and the double-perovkites, in particular Ba2YIrO6. Further, we
derive an effective spin-orbital Hamiltonian in terms of bond bosons and explore possible instabilities
towards magnetic and quadrupole orderings. Additionally, we study charge excitations with help
of the variational cluster perturbation theory and calculate the electronic charge gap as a function
of hopping and Coulomb interactions. Based on both electronic and magnetic phase diagrams, we
verify the possibility of excitonic magnetism due to condensation of spin-orbital excitons in Ir5+
iridates.
PACS numbers: 75.30.Et,75.30.Kz,71.10.-w
I. INTRODUCTION
Magnetism in 4d or 5d transition-metal compounds
has been an intriguing topic in condensed matter physics
for the last decade because of the strong interplay of
electronic correlation effects and sizable spin-orbit cou-
pling. In contrast to the 3d transition metals they have
extended valence orbitals so that the electron-electron
(e-e) interactions is nearly screened out and local mag-
netic moment formation is suppressed. Therefore mag-
netism in these materials is rather the exception than the
rule. Still there is a substantial number of magnetic com-
pounds, most of them containing Tc, Ru, Os, or Ir1–5.
Among these the iridates are arguably the most-studied
at the moment6–13. Examples are (Sr/Ba)2IrO4
6,7,14,15,
Sr3Ir2O7
16,17, (Na/Li)2IrO3
18–23. In these tetravalent iri-
dates compounds, the strong spin-orbit coupling (SOC)
entangles locally the spin and orbital degrees of freedom
and causes splitting of t2g levels into a higher energy
Kramers doublet jeff = 1/2 (pseudospin 1/2) and two
pairs of lower energy ones jeff = 3/2
8. Since a hole resides
in doublet, an effect pseudospin 1/2 moment is formed.
Pentavalent Ir5+ iridates with their d4 local electron
configuration on the other hand are expected to be non-
magnetic. The two holes in the t2g shell have parallel
spin due to the Hund’s rule coupling, thus giving rise to
a S = 1 state, while at the same time the orbital angular
momentum of the two holes corresponds to L = 1. Spin
and orbital momentum are antiparallel so that the local
ground multiplet of Ir5+ is a non-magnetic J = 0 singlet.
Indeed, for instance the post-perovskite iridate NaIrO3
exhibits a paramagnetic insulating behavior24,25. How-
ever recently, a new theoretical concept for unusual mag-
netism of the d4 configuration in the presence of strong
SOC was introduced in Ref. [26]. The main idea is as
follows. Without SOC the local ground multiplet of d4
is 3T2g (L = 1, S = 1) and when the SOC is turned on,
the multiplet is split into non-degenerate J = 0, triply
degenerate J = 1, and quintuply degenerate J = 2 states
(see Fig. 1(a)). The magnetic excitation from J = 0
to J = 1 can be viewed as simultaneous annihilation of
singlet and creation of triplet bosons, so called triplon ex-
citons. Similar to quantum dimer models27, the superex-
change (inter-dimer) interaction between multiplets can
bring about a dispersion of the excitation and the con-
densation of triplons for some value of SOC (intra-dimer
interaction). The dipole condensation induces uncom-
pensated magnetic moments. This scenario was applied
to explain magnetism and magnetic excitation in layered-
perovskite Ca2RuO4
28. In these cases the quintet (J = 2)
states are usually not considered in the theory, since the
local multiplet energy of the quintet is three times higher
than the local energy of the triplets.
Recently a well-formed magnetic moment and a clear
magnetic order below 1.3 K have been reported in
Sr2YIrO6, in which the Ir-ions nominally should have
a 5d4 electron configuration29. It was suggested that
the unexpected magnetism of Ir5+ (5d4 local ion con-
figuration) may appear due to the strong electron struc-
ture renormalization by the non-cubic crystal field. This
work initiated the discussion whether the 5d4 systems
can be magnetic. It motivated the investigation of its
sister material, cubic Ba2YIrO6, but no such magnetism
was found30–32. Further studies of the magnetism in
Sr2YIrO6 by other groups did not give also positive re-
sults so far30. Moreover, it was suggested that the mag-
netism in Sr2YIrO6 initially reported in Ref. [29] likely
is not intrinsic, rather an effect of a weak chemical disor-
der32,33. The results of the recent resonant inelastic x-ray
scattering experiments on momentum-dependence of the
spin-orbital excitations in both Sr2YIrO6 and Ba2YIrO6
support these conclusions34. In the experiments, low dis-
persive (< 50meV) triplet (J = 1) and quintet (J = 2)
excitations (excitons) were observed at about 370 and 650
meV, respectively. From this perspective, it is rather un-
likely that the excited triplet states can condense to form
2a magnetic state which also is supported by recent the-
oretical studies35,36. Nevertheless, the question, whether
spin-orbital condensed phase can in principle occur in
4d4 and 5d4 systems by tuning the lattice parameters
with pressure or strain, is still open.
Here we study the possibility of condensation of the
spin-orbital excitons (both triplet and quintet) in pen-
tavalent iridates with a layered- and/or the double-
perovskite structure. We derive an effective model of
these states and incorporate exciton dispersion. In ad-
dition, we explore the electronic charge excitation with
the help of the variational cluster perturbation theory
(CPT). We show that the charge gap is much more sen-
sitive to the electron hopping than that of the spin-orbital
excitons in the double-perovskite structure. We find that
already in the regime when the Coulomb correlation (U)
is of the order or less than the SOC (λ), the charge gap
can close, leading to the metal-insulator transition.
II. MULTIPLET STRUCTURE AND
SPIN-ORBITAL STATES
In order to set up a realistic effective Hamiltonian, we
employ the local Ir5+ multiplets obtained by means of
ab initio quantum chemistry and reported in Ref. [34].
Using the microscopic model we obtain the magnetic in-
teractions of the different spin-orbital states on square
and face-centered-cubic (fcc) lattices.
A. Local multiplet structure of Ir5+
Our starting point is following Hamiltonian12,13:
Hl =
∑
µσ
ǫµnµσ + λ
∑
µνσσ′
(l · s)µσ,νσ′c†µσcνσ′ +
1
2
∑
σσ′µν
Uµνc
†
µσc
†
νσ′cνσ′cµσ +
1
2
∑
σσ′
µ6=ν
Jµνc
†
µσc
†
νσ′cµσ′cνσ
+
1
2
∑
σ
µ6=ν
J ′µνc
†
µσc
†
µσ¯cνσ¯cνσ, (1)
where Uµµ = U , Uµ6=ν = U − 2JH is the onsite Coulomb
interaction, Jµν = J
′
µν = JH represents Hund’s coupling
and λ is the strength of the SOC for single t2g orbital
which is twice as large as that of the effective SOC for
t42g multiplets in Ref. 26. σ¯ stands for the opposite sign
of σ. Only three t2g orbitals are taken into account in
the model. According to our results, the energies of the
J = 1 and J = 2 multiplets strongly depend on the JH
and λ values. In the JH >> λ limit, the energy of J = 2
level (EJ=2 = 3/2λ) is three times as large as the energy
of J = 1 (EJ=1 = 1/2λ). In the opposite limit their en-
ergies tend to same value (3/2λ) (see Fig. 1(b))because
of non-negligible overlap between high energy multiplets
with S = 0. This overlap leads also shifting down of the
multiplet levels of J = 0 and J = 2. In our further cal-
culations we adopt JH = 0.5 and λ = 0.4 eV, which give
the energy levels consistent with those of the quantum
chemistry calculation in Ref. [34].
B. Two Ir5+ sites
Now we study the magnetic exchange between nearest-
neighboring Ir-sites due to electron hopping described by
the following Hamiltonian:
Ht =
∑
αβ〈i,j〉
tαβc
†
iαcjβ + h.c.. (2)
In the following we will consider two types of lattices:
layered perovskites and double perovskites. The domi-
nant hoppings, found for these two lattices in the limit
of linear combination of the atomic orbitals37, are illus-
trated in Fig. 1(d) and (f). In the layered perovskites the
Ir-O-Ir geometry is 180◦-bond formed by corner-shared
octahedra as in Fig. 1(d). In this case the dominant hop-
ping is between adjacent xy orbitals and between zx (yz)
orbitals along the x-axis (y-axis). Its value is −V 2pdpi/∆,
where Vpdpi and ∆ are the π bonding strength between
p and d orbital, and the charge transfer energy of oxy-
gens, respectively. In double perovskites the Ir geometry
is face-centered system as in Fig. 1(f) and the dominant
hopping is between xy orbitals in the xy-plane. It can
be expressed as −V 2pdpi(Vppσ −Vpppi)/∆2, where Vppσ and
Vpppi are the σ and π bondings between p orbitals. Al-
though the hopping between yz and zx orbitals is also
possible with the strength −V 2pdpiVpppi/∆2, it can be ne-
glected in leading order, since |Vpppi | ≪ |Vppσ |. The
obtained estimates for hopping are consistent with the
results from density functional theory (DFT) calcula-
tions31. For these reasons we restrict the consideration
by two orbitals for the corner-shared system and by one
orbit for the face-centered lattices with the nearest neigh-
bors hopping t (t < 0) as it is illustrated in Fig. 1(c) and
(e).
To proceed further we construct the Hilbert space for a
two-site cluster that consists of all possible states whose
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FIG. 1. (Color online) (a) Energy splitting of the local
multiplets due to the strong spin-orbit coupling. (b) Excita-
tion energies from the J = 0 multiplet for the microscopic
model as a function of Hund’s coupling (JH). Es refers to the
ground state energy of the J = 0 multiplet. Lattice structures
of (c) corner-shared and (e) face-centered iridates, and their
schematic orbital arrangements ((d) and (f)),which allow the
hopping between adjacent iridiums. Orbital characters dis-
played in (c) and (e) represent dominant contributing orbitals
between specific hopping directions.
configuration is d4-d4, d3-d5, or d5-d3. Then we find the
eigenstate energies of the two-site cluster with help of the
exact diagonalization (ED) method. Figure 2 presents
the energy hierarchy and its partial density of states for
U = 4.0, JH = 0.5, λ = 0.4, and t = −0.4 eV.
We introduce the partial density of states ρj1j2 , in
which local multiplet state is one out of J = j1 and j2
states, ρeh to be the partial density of states of config-
uration is d3-d5 or d5-d3 (electron-hole (e-h) excitation
states), and ρex to be the remaining multiplets. Since
the e-h excitations appear above U − 3JH + λ = 2.9 eV,
multiplet states below 1.4 eV (> 1.5λ) can be attributed
to the L = 1, S = 1 manifold. We find that ρeh and
ρex in the region are always less than 10% in these pa-
rameters. This implies that the magnetic interactions
between L = 1, S = 1 multiplets are induced by the vir-
tual hopping like superexchange interactions which give
rise to the splitting of excitation multiplets. According
to Fig. 2(a) and (b), the splittings in the corner-shared
system are almost twice as large as those in the face-
centered system. The corner-shared system has about
104 meV of single-triplet (ρ01) and 169 meV of single-
quintet (ρ02) splitting, whereas the splittings in the face-
centered system are 49 meV and 71 meV, correspond-
ingly. This agrees with the expectation that the corner-
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FIG. 2. (Color online) Partial density of states of lowest
eighty-one states of the two-site cluster for (a) corner-shared
and (b) face-centered hopping when U=4.0, JH=0.5, λ =
0.4, and t = −0.4 eV. ρj1j2 represent the partial density of
states in which J = j1 is stabilized in one site and J = j2
in another site. ρeh and ρex refer to the partial density of
states with d3-d5 or d5-d3 configuration, and remain states
with d4-d4 configuration, respectively. The total density of
nondegenerate state is one.
shared system with two hopping channels has larger mag-
netic interactions than the face-centered system with one
hopping channel.
III. EFFECTIVE LOW-LYING SPIN-ORBITAL
EXCITATIONS
A. Effective excitonic Hamiltonian
To derive an effective Hamiltonian for the interaction
between different spin-orbital states, we define En and
|Ψn〉 be an eigenvalue and eigenstate of two-site cluster,
respectively. In the limit of U − 3JH >> 2λ, the effec-
tive interactions between d4 multiplets (L = 1, S = 1)
along the δ-direction can be extracted from the two-site
calculation as follows12,38
Hδ =
80∑
n=0
En
PLS |Ψn〉〈Ψn|PLS
〈Ψn|P2LS |Ψn〉
=
∑
j1j2j′1j
′
2
∑
mnm′n′
E
j1j2j
′
1
j′
2
mnm′n′(δ)|T j1m T j2n 〉〈T j
′
1
m′T
j′
2
n′ | (3)
where T jm is the multiplet state with J = j and Jz = m,
PLS is the projection operator into the L = 1, S = 1
manifold, and |Ψn〉 is one of lowest 81 states. Since J-
representation with L = 1 and S = 1 is very similar
4to a quantum dimer model for a spin-1 system, we can
introduce the same bond-boson operators39,40 (see ap-
pendix A) and derive the effective lattice Hamiltonian in
terms of these bosons by considering all possible effective
interactions incorporated in Eq. 3:
Heff =
∑
i
ǫss
†
isi +
∑
iα
ǫtt
†
αitαi +
∑
iµ
ǫqq
†
µiqµi
+
1
2
∑
iδαβ
(
[h11δ ]αβs
†
i t
†
αiδ
tβisiδ + [d
11
δ ]αβt
†
βit
†
αiδ
sisiδ + h.c.
)
+
1
2
∑
iδµν
(
[h22δ ]µνs
†
i q
†
µiδ
qνisiδ + [d
22
δ ]µνq
†
νiq
†
µiδ
sisiδ + h.c.
)
+
1
2
∑
iδαµ
(
[h12δ ]αµs
†
i t
†
αiδ
qµisiδ + [d
12
δ ]αµq
†
µit
†
αiδ
sisiδ + h.c.
)
+
1
2
∑
iδµα
(
[h21δ ]µαs
†
i q
†
µiδ
tαisiδ + [d
21
δ ]µαt
†
αiq
†
µiδ
sisiδ + h.c.
)
+ · · · , (4)
where 2ǫs = E
0000
0000 (δ), ǫt (ǫq)+ǫs = E
1010
α0α0(δ) (E
2020
µ0µ0(δ)),
[hjj
′
δ ]ττ ′ = E
0jj′0
0ττ ′0(δ), and [d
jj′
δ ]ττ ′ = E
jj′00
ττ ′00(δ). iδ refers
to the neighboring site of i-th site along the δ direction.
As it is shown in Appendix B, the interaction between
triplet bosons (h11δ ) is of the XXZ-type in both corner-
shared and face-centered cases. Only the Z-direction
varies depending on the bonding type. In corner-shared
(face-centered) case, Z will be x, y, and z for the inter-
action along (in) the x- (yz-), y- (zx-), and z-axis (xy-
plane), respectively. The different nature of the hopping,
however, gives rise to a somewhat different characteristics
in these two cases: a Heisenberg interaction is dominant
in the corner-shared case, whereas the Ising interaction
prevails in the face-center case. In addition, the inter-
action parameters between quintets (h22δ ) show different
behaviors according to the bonding nature. The inter-
action for the Z2-type quintet in the corner-shared case
gives minimum strength in contrast to the face-centered
case where it gives maximum strength. Because the inter-
action parameters between triplets and quintets (h12δ and
h
21
δ ) have non-zero elements as shown in table B3, the
coupling between triplets and quintets emerges. X- and
Y -type triplets can be coupled with Y Z- and ZX-type
quintets, respectively, when the displacement of neigh-
boring sites is parallel to the Z-axis in the corner-shared
case and the XY -plane in the face-center case.
B. Dispersion of spin-orbital excitations
Note that only singlet bosons condense in the case
of weak inter-site interactions. To investigate the ex-
citon dispersion and possible condensation in the triplet
or quintet channel, we treat Hamiltonian Eq. 4 in the
mean-field approximation (see the detail in appendix C)
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FIG. 3. (Color online) Dispersions of eight excitonic modes
(triplets and quintets) and Brillouin zone (BZ) of (a) the
square lattice and (b) the face-centered cubic lattice when
U = 4.0, JH = 0.5, λ = 0.4, and t = −0.4 eV. Red, green,
and blue lines in (b), which are parallel to x-, y-, and z-
axes, refer to the minimum line of tx, ty, and tz, respec-
tively, when all couplings between triplet and quintet bosons
are neglected. Eight excitonic modes are well separated into
three triplet dominant modes (tx˜, ty˜, tz˜), three t2g-type quin-
tet dominant modes (qx˜y , qy˜z, qz˜x), and two eg-type quintet
modes (qϕ, qϕ+pi). ϕ varies depending on k. ϕ’s at high sym-
metric points are presented in the BZ.
as following
HMF ≈ Nǫs
+
∑
k
[
ψ
†
k
h(k)ψk +
1
2
(
ψ
†
k
d(k)ψ∗−k + h.c.
)]
, (5)
where N is the system size. ψ†
k
is the field operator of
eight (triplet and quintet) excitonic boson operators with
momentum k. ψ∗−k is the transpose of ψ
†
−k. Interaction
matrices of triplet and quintet bosons h(k) and d(k) are
given as
h(k) =
(
ǫt − ǫs 0
0 ǫq − ǫs
)
+
∑
δ
(
h
11
δ h
12
δ
h
21
δ h
22
δ
)
eik·rδ , (6a)
d(k) =
∑
δ
(
d
11
δ d
12
δ
d
21
δ d
22
δ
)
eik·rδ . (6b)
The dispersions of the excitonic modes can be obtained
by solving Eq. 5 with the help of the Bogoliubov trans-
formation (see appendix D).
Figure 3 shows the dispersion of eight excitonic modes
on square and fcc lattices with U = 4.0, JH = 0.5,
λ = 0.4, and t = −0.4 eV. As shown in the parameter
tables presented in Appendix B, all hopping matrices are
5well block diagonalized when eight bosons are divided
into four subsectors like {tx, qyz}, {ty, qzx}, {tz, qxy},
and {qz2 , qx2−y2}. In addition, the energy splitting be-
tween triplet and quintet bosons (ǫq − ǫt) is consider-
ably larger than their coupling strengths. Eight excitonic
modes are well separated into three triplet dominant
modes (tx˜, ty˜, tz˜), three t2g-type quintet dominant modes
(qx˜y, qy˜z, qz˜x), and two eg-type quintet modes (qϕ, qϕ+pi).
On the square lattice, three triplet dominant modes
show almost the same dispersions. From Γ through X
to M points, their energies monotonically decrease (see
Fig. 3(a)). The tz˜ mode has maximum (minimum) at
the Γ (M) point. Note that, the condensation of the tz˜
bosons at M point may be interpreted as the antifero-
magnetic order with the z-component magnetic moment.
The overall dispersions for five quintet dominant modes
are quite similar. The qϕΓ+pi (= qz2) quintet has maxi-
mum value at Γ and qϕM (= qz2) has a minimum at M
with ϕΓ = π and ϕM = 0.
On the fcc lattice, triplet dominant modes have a max-
imum value at Γ, whereas both ty˜ and tz˜ reach the
minimum at X-point. Their dispersions are consistent
with those estimated in recent theoretical studies33,35, in
which triplet states are only considered, except for their
minimum pattern. In contrast to our result, their minima
appear on the XW line away from X-point The discrep-
ancy in the results stems from non-negligible coupling be-
tween triplet and quintet bosons, which was taken into
account. Our calculation also exhibits lines of minima
which are highlighted with red, green, and blue lines in
Brillouin zone of Fig. 3(b) when the coupling between
triplet and quintet bosons is turned off. In the presence
of the coupling, dispersions of ty˜ and tz˜ modes at the
X point, to be shift down. Minimum of the dispersions
appear only at the X (also Y and Z) point. Quintet dom-
inant modes also show minimum values at X , Y , and Z
points. As shown in Fig. 3(b), qy˜z at X , qz˜x at Y , and
qx˜y at Z have minimum energy. Note that ϕk’s at X , Y ,
and Z are 5pi
3
, pi
3
, and π, respectively, on the fcc lattice.
The quintet qϕX (= qy2−z2) excitation can be the lowest
mode when U/t is small like Fig. 4(b).
One observes that both triplet and quintet modes be-
come more dispersive when the hopping amplitude in-
creases. Eventually, one of modes will condense if the
hopping strength exceeds a critical value which we label
tc1 for the triplet and tc2 for the quintet. Because mul-
tiplet levels of triplets and quintets are about 0.31 and
0.62 eV, respectively, for JH = 0.5 and λ = 0.4 eV, it
seems likely that the triplet dominant modes always con-
denses first. For this reason only triplet bosons have been
took into account to explore the magnetic excitation of
d4 systems in previous works. Our calculation, however,
shows that such is not necessarily true for the fcc lat-
tice. Figure 4(a) and (b) present dispersions of excitonic
modes on the fcc lattice for two different sets of parame-
ters. When U = 4.0 and t = −0.459 eV, ty˜ and tz˜ modes
are about to condense at the X point. Quintet dominant
modes are dispersive above 0.4 eV. When U = 2.6 and
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FIG. 4. (Color online) Dispersion of eight excitonic modes
of the face-centered-cubic lattice when (a) U = 4.0 and t =
−0.459 eV and (b) U = 2.6 and t = −0.346 eV. Excitation
ranges of triplet and quintet dominant modes when (c) U =
4.0 and (d) U = 2.6 eV. We set JH = 0.5 and λ = 0.4
eV. Triplet and quintet condense when hopping strengths are
larger than −tc1 and −tc2, respectively.
t = −0.346 eV, in contrast, minimum point of qϕ=5pi/3
(qy2−z2) mode is close to zero at the X point even though
spectra of triplet dominant modes are located above 0.1
eV. Figure 4(c) and (d) give more detail how triplet and
quintet dominant modes are extended as a function of
hopping strength. For a not too large U of 2.6 eV, even
quintets of which the local excitation energy is higher,
soften very quickly with increasing hopping strength and
condense first, in contrast to the situation for a larger
U of 4.0 eV, in which they exhibit similar a softening
tendency as triplets are not the first instability of the
system.
IV. ELECTRONIC EXCITATION
To get the dispersion of spin-orbit excitons, we assume
that the e-h excitations, which are described with the
partial density of state ρeh for two-sites, appear in quite
higher energy than spin-orbit excitons. It is valid for
the two-sites model for the considered parameters, but
it is not obvious for a lattice. When Coulomb repul-
sion is small enough in comparison to the hopping pa-
rameter, the dispersion of e-h excitations can overlap
with spin-orbit excitons. Eventually, charge gap closes
and insulator-metal transition (IMT) occurs. Then the
effective spin-orbital excitonic description breaks down.
Therefore, it is necessary to investigate the spectrum of e-
h excitations as functions of both hopping and Coulomb
interaction.
We adopt the CPT41 with chemical potential optimiza-
tion via the variational cluster approximation (VCA)42.
We calculate the cluster Green’s function G′(z, µc) with
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FIG. 5. (Color online) Spectral functions of (a) square lattice
and (b) face-centered-cubic lattice calculated by variational
CPT with four-site cluster when U = 4.0, JH = 0.5, λ =
0.4, and t = −0.4 eV. (c) The insulating gap behavior as a
function of the hopping strength t when U = 4.0, JH = 0.5,
and λ = 0.4 eV. When the hopping strength is larger than
−tc3, the insulating gap is closed and semimetallic phase is
stabilized.
the four-site cluster presented in inset of Fig. 1(c) and (e).
The cluster chemical potential µc is determined so that
the average number per site is four in the ground state.
The lattice Green’s function G(z,K) can be obtained
withG(z,K)−1 = G′(z, µ)−(µ−µc)V(K), where µ is the
lattice chemical potential and V(K) is the Fourier trans-
formation of the intercluster hopping matrix at crystal
momentumK of four-site supercell. µ is optimized at the
extremum point of the grand functional Ω (∂Ω∂µ = 0)
43.
Figures 5(a) and (b) present spectral functions of
square and fcc lattice when U = 4.0, JH = 0.5, λ = 0.4
and t = −0.4 eV. Both systems are located at the Mott
insulating phase exhibiting an indirect gap. When hop-
ping strength increases, however, the gap size decreases
and IMT occurs at tc3 point. Due to the large coordina-
tion number, the gap variation vs the hopping parameter
on the fcc lattice is more sensitive than that on the square
lattice. As shown in Fig. 5(c), the gap on the fcc lattice
is closed even if the hopping strength is less than 0.6 eV
when U = 4.0, JH = 0.5, and λ = 0.4 eV, whereas the
gap is still finite on the square lattice. Overall electronic
phases for various parameters are presented in Fig. 6.
Gray area in Fig. 6 refers to expected metallic region.
As shown in Fig. 6(a), the spectral function of the
square lattice has an indirected gap determined at Γ and
M points in Mott insulating phase far from the IMT
boundary. However, its feature can vary in the vicinity
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FIG. 6. (Color online) Phase diagram of (a) square lat-
tice and (b) face-centered-cubic lattice. Triplet and quin-
tet condensations give rise to the magnetic transitions from
the Van Vleck paramagnetic (VPM) phase to the magnetic
dipole order (MDO), and from the VPM phase to the mag-
netic quadrupole order (MQO), respectively. Insets in (a)
and (b) refer to the schematic diagrams of possible condensed
bosons in ordered phases. Gray area refers to expected region
of the metallic phase based on the variational CPT calcula-
tion. The MQO phase on the fcc lattice could hardly emerge
because of advanced charge gap closure.
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FIG. 7. (Color online) Spectral functions of square lattice
calculated by variational CPT when (a) U = 1.7, JH = 0.5,
λ = 0.4, and t = −0.2 eV, and (b) U = 2.2, JH = 0.5, λ = 0.4,
and t = −0.4 eV.
of the IMT boundary when the hopping strength is large
enough (−t > 0.35 eV). As shown in Fig. 7(b), some por-
tion of spectral weights transfers across the Fermi level
around Γ and M points without the gap closure. Shape
of spectral function changes from Fig. 5(a) to Fig. 7(b)
when U decreasing. However, the spectral weight trans-
fer hardly occurs when the hopping strength is small
(−t < 0.32 eV). Overall shape of spectral function is
almost robust until the gap is closed (see Fig. 7(a)). Con-
sequently, the phase diagram of square lattice manifests
different types of phase boundary depending on the hop-
ping strength and shows the S-shape boundary around
the intermediate hopping limit (0.3 < −t < 0.4 eV). On
the fcc lattice, in contrast, the gap is always closed indi-
rectly at Γ and X points for given parameter range. The
spectral weight transfer across the Fermi level is hardly
manifested. The phase boundary of IMT monotonically
varies on the fcc lattice.
7V. DISCUSSION
Singlet, triplet, and quintet condensations stabilize dif-
ferent types of ground states, namely, Van Vleck param-
agnetic (VPM) for singlet, magnetic dipole order (MDO)
for triplet, and magnetic quadrupole order (MQD) for
quintet. The electronic and magnetic phase diagram as
functions of t and U − 3JH is shown in Fig. 6(a) and
(b) on the square and fcc lattices, respectively44. On the
square lattice the charge gap is considerably larger than
the excitonic gap in broad range of parameters. With
increase of the hopping parameter, the magnetic ground
state changes from VPM to MDO. The IMT may oc-
cur only in weak U − 3JH (< 0.5 eV) limit. Because
tz˜ triplet always condenses first, magnetic dipole mo-
ment is parallel to the z-axis with the (π, π) ordering.
The situation on the fcc lattice is different. Because of
large coordination number on the fcc lattice, the disper-
sion of e-h excitations is much larger than that on the
square lattice. According to the magnetic phase diagram
obtained from the effective spin-orbital Hamiltonian of
two-site cluster, the instability towards condensation of
quintet modes of qy2−z2 , qz2−x2 , and qx2−y2 at X , Y , and
Z points, respectively, appears before that towards the
condensation of triplet dominant modes in weak U−3JH
(< 1.24 eV) limit. It likely gives rise to the MQO like the
schematic diagram at lower part of Fig. 6(b). Consider-
ing the electronic excitation, however, the MQO could
hardly emerge on the fcc lattice. When U − 3JH is less
than about 1.82 eV, the VPM state can directly evolve to
the metallic state without intermediate triplet or quintet
condensations. Only in large U − 3JH (> 1.82 eV) limit,
the MDO can take place before the IMT. In the phase,
magnetic dipoles perpendicular to the x (y or z) axis are
parallelly ordered when they are in same plane parallel
to the yz (zx or xy) plane, whereas magnetic dipoles in
adjacent planes are antiparallely ordered.
The experimentally relevant values of U − 3JH in iri-
dates are 0.4 ∼ 2.0 eV12,13,45–47. The value the hopping
parameter, for instance Ba2YIrO6 for which band struc-
ture calculations find t ∼ 0.2 eV31, is still too low. The
double-perovskite iridates are certainly paramagnetic in-
sulators with spin-orbital singlet in nature. Their ob-
served magnetic moment is surely attributed to not in-
trinsic but extrinsic origins. Moreover, the phase dia-
gram of the fcc lattice implies that they barely exhibit
any condensation of triplets or quintets but show a fer-
romagnetic or paramagnetic metallic phase in relevant
parameter regime even enlarging the covalency and weak-
ening the on-site coulomb interaction. In this regard ma-
terials, the typical situation for 4d transition metal ele-
ments with small coordination number like Ca2RuO4 is
promising of the triplet condensation28,48.
VI. SUMMARY
We investigated the spin-orbital excitations of pen-
tavalent iridium ions and their potential condensation on
square and fcc lattices. Based on the effective singlet-
triplet-quintet Hamiltonian, we have demonstrated that
in both structures triplet condensation can occur when
the hopping t becomes larger, for still moderate values of
the local electron-electron interaction U . We have also
demonstrated that in the fcc structure,depending on the
precise value of U , the condensation of quintets can be
the leading instability. Even though its local multiplet
energy is about double of triplets, a steep drop of the
qy2−z2 dispersion at X point accelerates the softening.
According to the variational CPT calculation, however,
the electronic charge excitations are also strongly disper-
sive and the charge gap drops much faster than those of
spin-orbital excitations despite the center of energy be-
ing even higher than those of both triplets and quintets.
The magnetic transition driven by the condensation of
spin-orbital excitations is thus unlike to occur in iridium
double-perovskites such as Ba2YIrO6 because of strong
SOC strength and moderate Coulomb interaction – 4d
transition metal compounds can be more promising in
this respect.
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Appendix A: Bond-boson representation
To describe lowest nine multiplets of d4 in the strong
SO limit, we introduce nine boson operators. Singlet
boson (J = 0) is
s†|vac〉 = |T 00 〉, (A1)
where |vac〉 is the vacuum state. Triplet bosons (J = 1)
are
t†x|vac〉 = −
1√
2
(|T 1−1〉 − |T 11 〉) (A2)
t†y|vac〉 = −
i√
2
(
T 1−1〉+ |T 11 〉
)
(A3)
t†z |vac〉 = |T 10 〉. (A4)
8Quintet bosons (J = 2) are
q†xy|vac〉 =
i√
2
(|T 2−2〉 − |T 22 〉) (A5)
q†yz|vac〉 =
i√
2
(|T 2−1〉+ |T 21 〉) (A6)
q†z2 |vac〉 = |T 20 〉 (A7)
q†zx|vac〉 =
1√
2
(|T 2−1〉 − |T 21 〉) (A8)
q†x2−y2 |vac〉 =
1√
2
(|T 2−2〉+ |T 22 〉) . (A9)
In cubic or tetragonal system, it is more convenient to
use new coordinate to describe quintet bosons given by
q†xy, q
†
yz, q
†
zx, q
†
ϕ, and q
†
ϕ+pi where
q†ϕ = cos
ϕ
2
q†z2 − sin
ϕ
2
q†x2−y2 . (A10)
q†ϕ can be −q†z2 for ϕ = 0, q†x2 for 2π/3, q†y2 for 4π/3,
−q†x2−y2 for π, q†z2−x2 for π/3, or q†y2−z2 for 5π/3.
Appendix B: Interaction strength
TABLE B1. Non-zero interaction parameters between triplet
bosons of the square and face-center-cubic (fcc) lattices when
U = 4.0, JH = 0.5, λ = 0.4, and t = −0.4 eV. On the square
(fcc) lattice, triplet indices {1, 2, 3} represent {y, z, x} along
the x-axis (yz-plane), {z, x, y} along the y-axis (zx-plane), or
{x, y, z} along the z-axis (xy-plane). Unit is eV.
square fcc square fcc
[h11δ ]11 0.0404 0.0040 [d
11
δ ]11 0.0226 0.0041
[h11δ ]22 0.0404 0.0040 [d
11
δ ]22 0.0226 0.0041
[h11δ ]33 0.0256 0.0231 [d
11
δ ]33 0.0295 0.0248
TABLE B2. Non-zero interaction parameters between quin-
tet bosons of the square and face-center-cubic (fcc) lattices
when U = 4.0, JH = 0.5, λ = 0.4, and t = −0.4 eV.
On the square (fcc) lattice, quintet indices {4, 5, 6, 7, 8} rep-
resent {yz, zx, x2, xy, y2 − z2} along the x-axis (yz-plane),
{zx, xy, y2, yz, z2 − x2} along the y-axis (zx-plane), or
{xy, yz, z2, zx, x2 − y2} along the z-axis (xy-plane). Unit is
eV.
square fcc square fcc
[h22δ ]44 0.0530 0.0003 [d
22
δ ]44 −0.0017 0.0006
[h22δ ]55 0.0233 0.0153 [d
22
δ ]55 −0.0294 −0.0188
[h22δ ]66 0.0116 0.0186 [d
22
δ ]66 0.0118 0.0250
[h22δ ]77 0.0233 0.0153 [d
22
δ ]77 −0.0294 −0.0188
[h22δ ]88 0.0530 0.0003 [d
22
δ ]88 −0.0017 0.0006
TABLE B3. Non-zero interaction parameters between triplet
and quintet bosons of the square and face-center-cubic (fcc)
lattices when U = 4.0, JH = 0.5, λ = 0.4, and t = −0.4 eV.
Indices 1 – 8 are same as those presented in table B1 and B2.
Unit is eV.
square fcc square fcc
[h12δ ]15 0.0029i −0.0088i [d
12
δ ]15 0.0035i −0.0086i
[h12δ ]27 −0.0029i 0.0088i [d
12
δ ]27 0.0035i 0.0086i
[h21δ ]51 −0.0029i 0.0088i [d
21
δ ]51 −0.0035i −0.0086i
[h21δ ]72 0.0029i −0.0088i [d
21
δ ]72 −0.0035i 0.0086i
Appendix C: Mean-field Hamiltonian
Because of the hardcore condition, only one boson will
be occupied at each site with following relation
s†isi +
∑
α
t†αitαi +
∑
µ
q†µiqµi = 1. (C1)
We have to solve following Hamiltonian:
Heff +
∑
i
λL
(
s†isi +
∑
α
t†αitαi +
∑
µ
q†µiqµi − 1
)
. (C2)
Provided that the ground state in which singlet bosons
almost condense, we can treat si(s
†
i ) as scalar value s
according to the mean-field theory of Bose system. Let
ψ
†
i be the field operator of eight (triplet and quintet)
excitonic bosons at the i-th site like
ψ
†
i =
(
t†x,i t
†
y,i t
†
z,i q
†
xy,i q
†
yz,i q
†
zx,i q
†
z2,i q
†
x2−y2,i
)
.
(C3)
We can get following the mean-field Hamiltonian from
Eq. 4:
Hs,λLMF ≈ N(ǫss2 + λLs2 − λL)
+
1
2
∑
iδ
[
ψ
†
iδ
h
s,λL
δ ψi +ψ
†
iδ
d
s,λL
δ ψ
∗
i + h.c.
]
+ · · · , (C4)
where
h
s,λL
δ =
(
ǫt + λL 0
0 ǫq + λL
)
+ s2
(
h
11
δ h
12
δ
h
21
δ h
22
δ
)
, (C5a)
d
s,λL
δ = s
2
(
d
11
δ d
12
δ
d
21
δ d
22
δ
)
, (C5b)
and N is total number of sites. ψi and ψ
∗
i are the Hermi-
tian conjugate and transpose of ψ†i vector, respectively.
Because the mean-field order parameter s2 follows the
saddle-conditions ∂Hs,λLMF /∂s
2 = 0, we can get λL = −ǫs
and approximate s2 = 1 when there is no condensation of
9a triplet or quintet boson. Finally, we can get following
Hamiltonian:
HMF ≈ Nǫs+
+
∑
k
[
ψ
†
k
h(k)ψk +
1
2
(
ψ
†
k
d(k)ψ∗−k + h.c.
)]
+ · · · (C6)
based on following Fourier transformation relations:
ψk =
1√
N
∑
i
ψie
ik·ri , (C7a)
h(k) =
(
ǫt − ǫs 0
0 ǫq − ǫs
)
+
∑
δ
(
h
11
δ h
12
δ
h
21
δ h
22
δ
)
eik·rδ ,
(C7b)
d(k) =
∑
δ
(
d
11
δ d
12
δ
d
21
δ d
22
δ
)
eik·rδ , (C7c)
where ri and rδ are the position vector of an i-site and the
displacement vector between Ir’s along the δ-direction,
respectively.
Appendix D: Bogoliubov transformation
Because of the matrix d(k), the field operator ψ†
k
is
coupled with ψ†−k. The mean-field Hamiltonian written
in Eq. 5 can be extended as following
HMF = Nǫs − 1
2
∑
k
Tr [h(k)]
+
1
2
∑
k
(
ψ
†
k
ψ
⊺
−k
)(
h(k) d(k)
d(k)† h(−k)⊺
)(
ψk
ψ∗−k
)
, (D1)
where ψ⊺−k and h(−k)⊺ are the transpose of ψ−k and
h(−k), respectively. We can get the dynamic equation
of motion of both ψk and ψ
†
−k operators as following
i~∂t
(
ψk
ψ∗−k
)
=
(
h(k) ∆(k)
−∆(k)† −h(−k)⊺
)(
ψk
ψ∗−k
)
, (D2)
where ∆(k) = 1
2
(d(k) + d(−k)⊺)49. By solving the gen-
eral eigenvalue problem of Eq. D2, we can get dispersions
of excitonic normal modes.
Appendix E: Magnetization
In terms of bond-boson operators, local magnetic mo-
ment along the γ-direction is expressed by following re-
lation:
Mγ = A
(
t†γs+ s
†tγ
)
+ g˜Jγ
+
∑
αβ
(
mγαβt
†
αqβ + h.c.
)
, (E1)
where A is constant and g˜ is the g-tensor expressed into
g˜ = g0⊕ g1⊕ g2 where gj is the g-tensor of a J = j state.
The matrix mz has only three nonzero elements such as
mzx,zx = m
z
y,yz and m
z
z,z2 . When JH >> λ, A =
√
6,
g0 = 0, and g1 = g2 = 1/2. Besides, A ≈ 2.41, g0 = 0,
g1 = 1/2, and g2 ≈ 0.36 when JH = 0.5 and λ = 0.4 eV.
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