The paper is focused on study of non-stationary piecewise-linear processes on Poisson point flows with independent identically distributed random variables at support points. An approach to calculate the correlation function of the process on the base of the total probability formula is considered. A general expression for the correlation function of a non-stationary process is obtained. Particular cases are considered. Using the method of direct simulation, it is shown numerically that the correlation function of the process has a point of inflection.
for various its characteristics determining the correlation structure of the process. The properties of those characteristics were studied numerically.
Statistical characteristics of a piecewise-linear process on
Poisson flows with independent identically distributed variables at support points
In this paper we study an approach to calculation of the correlation function and characteristics of the random process related to it [4] :
Here S 0 = 0, S k = ∑ k i=1 X i , while X i are independent positive random variables with the density f(x) = λ exp(−λx), λ > 0 . Note that k = k(t) is an integer-valued random variable, k(t) = Min{k ⩾ 1 : S k ⩾ t} ∈ [0, ∞), t > 0 used to denote the number of a random interval S k ⩽ t < S k+1 covering the point t [3] . As was indicated above, we consider the random variables Y k as IID with an arbitrary one-dimensional probability distribution and finite variance.
The formal representation of the correlation function of this process (1.1) has the form
corr(Y(t), Y(t + h)) = r(t, h) = E[Y(t)Y(t + h)] − E[Y(t)]E[Y(t + h)]

√D[Y(t)]√D[Y(t + h)] . (1.2)
Represent the points of process (1.1) in the form S 0 = 0, S n = S 0 + X 1 + X 2 + . . . + X n S n+1 = S n + X n+1 S m = S n+1 + X n+2 + . . . + X n+m+1 S m+1 = S m + X n+m+2 , n ⩾ 1, m ⩾ 1 (1.3) and the independent variables Y n , Y n+1 , Y m , and Y m+1 corresponding to these points are identically distributed and do not depend on Q(t) = Q n (t) = Q n(t) (t) and 
The events of this group of events (see Fig. 2 ) consist in the fact that the points t and t + h, where t, h > 0, belong to two nonadjacent intervals and S n ⩽ t < S n+1 and S n+1+m ⩽ t + h < S n+1+m+1 , and the beginning of the first interval is at the point S n < t, n = 1, 2, . . ., and the beginning of the second interval is S n+1+m > S n+1 , m = 1, 2, . . .
The events from this group of events (see Fig. 3 ) consist in the fact that the points t and t + h belong to the same interval and S n ⩽ t < S n+1 and S n ⩽ t + h < S n+1 , and its beginning is at the point S n < t, n = 1, 2, . . . The events of this group of events (see Fig. 4 ) consist in the fact that the points t and t + h, where t, h > 0, belong to two adjacent intervals and S n ⩽ t < S n+1 , S n+1 ⩽ t + h < S n+2 , and the beginning of the first interval is at the point S n < t, n = 1, 2, . . .
This event (see Fig. 5 ) consists in the fact that the points t and t + h belong to the same interval S 0 ⩽ t < S 1 5a. B 5,nm (t, t + h) = {t < S n ⩽ t + h, S n+m > t + h}, n = 1, m = 1. This event (see Fig. 6 ) consists in the fact that the points t and t + h belong to two adjacent intervals and
The events of this group of events (see Fig. 7 ) consist in the fact that the points t and t + h belong to two nonadjacent intervals and S 0 ⩽ t < S 1 , S m+2 ⩽ t + h < S m+3 , and the beginning of the second interval satisfies the inequality S 1+m > S 1 , m = 1, 2, . . .
This event (see Fig. 8 ) consists in the fact that the points t and t + h belong to two intervals S 0 ⩽ t < S 1 and S 2 ⩽ t + h < S 3 , and one interval (S 1 , S 2 ) lies between these intervals.
Taking into account events 1a-7a, the formula of total probability for calculation of the mean
(1.4) In order to get the probabilities of events 1a-7a, we calculate the joint distribution density of the variables S n , S n+1 , S m , and S m+1 , n, m = 1, 2, . . . Assuming (1.3), this density has the form
In this case the probabilities of events 1a-7a are determined by the relations
It is easy to show that the sum of these probabilities equals one. Let us write down the conditional distribution densities of the variables S n , S n+1 , S m , S m+1 under fulfillment of conditions 1a-7a.
Taking into account 1b-7b, 1c-7c, and the relations
and also that Y k and Y l , k ̸ = l, are IID variables with EY k = µ and DY k = σ 2 , in total probability formula (1. 
4) for E[Y(t)Y(t +
h)] for the conditional means we have 1d. E[Y(t)Y(t + h) B 1,nm (t, t + h)] = E[((Y n+1 − Y n ) t − S n S n+1 − S n + Y n ) ((Y m+1 − Y m ) t + h − S m S m+1 − S m + Y m ) B 1,nm (t, t + h)] = E[([(Y n+1 − Y n )(Y m+1 − Y m ) t − S n S n+1 − S n t + h − S m S m+1 − S m ] + [(Y n+1 − Y n )Y m t − S n S n+1 − S n ] + [Y n (Y m+1 − Y m ) t + h − S m S m+1 − S m ] + [Y n Y m ]) B 1,nm (t, t + h)] = E[Y n ]E[Y m ] = µ 2 s 1 (t, h) = µ 2 ∞ ∑ n=1 ∞ ∑ m=1 λ n+m+1 e −λ(t+h) t n n! h m+1 (m + 1)! = µ 2 e −λ(t+h) (1 − e λt )(1 − e λh + λh) 2d. E[Y(t)Y(t + h) B 2,nm (t, t + h)] = E[((Y n+1 − Y n ) t − S n S n+1 − S n + Y n ) ((Y n+1 − Y n ) t + h − S n S n+1 − S n + Y n ) B 2,nm (t, t + h)] = 2σ 2 E[ t − S n S n+1 − S n t + h − S n S n+1 − S n B (2) n (t, t + h)] − σ 2 E[ t − S n S n+1 − S n B (2) n (t, t + h)] − σ 2 E[ t + h − S n S n+1 − S n B 2,n1 (t, t + h)] + σ 2 + µ 2 s 2 (t, h) = ∞ ∑ n=1 λ n t n n! e −λ(t+h) E[Y(t)Y(t + h) B (2) n (t, t + h)] = 2σ 2 ∞ ∑ n=1 λ n t n n! e −λ(t+h) t ∫ 0 ∞ ∫ t+h t − y 1 y 2 − y 1 t + h − y 1 y 2 − y 1 λny n−1 1 e −λy 2 t n e −λ(t+h) dy 2 dy 1 − σ 2 ∞ ∑ n=1 λ n t n n! e −λ(t+h) t ∫ 0 ∞ ∫ t+h t − y 1 y 2 − y 1 λny n−1 1 e −λy 2 t n e −λ(t+h) dy 2 dy 1 − σ 2 ∞ ∑ n=1 λ n t n n! e −λ(t+h) t ∫ 0 ∞ ∫ t+h t + h −
3d. E[Y(t)Y(t + h) B 3,n1 (t, t + h)]
= E[ ((Y n+1 − Y n ) t − S n S n+1 − S n + Y n ) ((Y n+2 − Y n+1 ) t + h − S n+1 S n+2 − S n+1 + Y n+1 ) B 3,n1 (t, t + h)] = −σ 2 E[ t − S n S n+1 − S n t + h − S n+1 S n+2 − S n+1 B 3,n1 (t, t + h)] + σ 2 E[ t − S n S n+1 − S n B 3,n1 (t, t + h)] + µ s 3 (t, h) = ∞ ∑ n=1 e −λ(t+h) h λ n+1 t n n! E[Y(t)Y(t + h) B 3,n1 (t, t + h)] = σ 2 ∞ ∑ n=1 e −λ(t+h) h λ n+1 t n n! (E[ t − S n S n+1 − S n B 3,n1 (t, t + h)] − E[ t − S n S n+1 − S n t + h − S n+1 S n+2 − S n+1 B 3,n1 (t, t + h)]) + µ 2 λh(e −λh − e −λ(t+h) ) = λ 3 σ 2 t ∫ 0 ( t+h ∫ t ( ∞ ∫ t+h t − y 1 y 2 − y 1 y 3 − t − h
4d. E[Y(t)Y(t + h) B 4,11 (t, t + h)] = E[((Y
1 − Y 0 ) t S 1 + Y 0 )((Y 1 − Y 0 ) t + h S 1 + Y 0 ) B 4,11 (t, t + h)] = 2σ 2 E[ t S 1 t + h S 1 B 4,11 (t, t + h)] − σ 2 E[ t S 1 B 4,11 (t, t + h)] − σ 2 E[ t + h S 1 B 4,11 (t, t + h)] + σ 2 + µ 2 s 4 (t, h) = 2σ 2 λte −λ(t+h) − 2σ 2 λ 2 t(t + h)Γ[0, λ(t + h)] − 2σ 2 λtΓ[0, λ(t + h)] − σ 2 λhΓ[0, λ(t + h)] + (σ 2 + µ 2 )e −λ(t+h) 5d. E[Y(t)Y(t + h) B 5,11 (t, t + h)] = E[ ((Y 1 − Y 0 ) t − S 0 S 1 − S 0 + Y 0 ) ((Y 2 − Y 1 ) t + h − S 1 S 2 − S 1 + Y 1 ) B 5,11 (t, t + h)] = −σ 2 E[ t S 1 t + h − S 1 S 2 − S 1 B 5,11 (t, t + h)] + σ 2 E[ t S 1 B 5,11 (t, t + h)] + µ 2 s 5 (t, h) = λhe −λ(t+h) ( − σ 2 E[ t S 1 t + h − S 1 S 2 − S 1 B 5,11 (t, t + h)] + σ 2 E[ t S 1 B 5,11 (t, t + h)] + µ 2 ) = −σ 2 t+h ∫ t ∞ ∫ t+h t y 1 t + h − y 1 y 2 − y 1 λ 2 e −
6d. E[Y(t)Y(t + h) B 6,1m (t, t + h)]
= E[((Y 1 − Y 0 ) t − S 0 S 1 − S 0 + Y 0 ) ((Y m+1 − Y m ) t + h − S m S m+1 − S m + Y m ) B 6,1m (t, t + h)] = µ 2 s 6 (t, h) = e −λ(t+h) (e λh − 1 − λh − 1 2 λ 2 h 2 )µ 2 7d. E[Y(t)Y(t + h) B 7,11 (t, t + h)] = E[((Y 1 − Y 0 ) t − S 0 S 1 − S 0 + Y 0 )((Y 3 − Y 2 ) t + h − S 2 S 3 − S 2 + Y 2 ) B 7,11 (t, t + h)] = µ 2 s 7 (t, h) = λ 2 e −λ(t+h) h 2 2 µ 2 .
The final expression for the correlation function of process Y(t) has form (1.2), where E[Y(t)Y(t + h)] is determined by expression (1.4) and E[Y(t)] and D[Y(t)]
have the form [8] : For t = 0 the expression for correlation function (
Based on direct simulation of trajectories of process (1.1), we estimated functions of form (1.6) for various values of the parameter λ. The calculations have shown that these estimates coincide with function (1.6) up to statistical error.
Numerical experiments
Based on estimates of the correlation function r(t, t + h) of process (1.1) obtained from model samples for the case F(x) = 1 − exp(−λx), λ = 0.25 with different values of t, it was shown in [4] that for t > 7.5 the process becomes close to a stationary one in its correlations, a similar behaviour of the process is observed relative to means and variances. Examples of correlation functions r(t, τ) of the process Y(t) for t = 20 were also presented in that paper for different values of the parameter λ. The presence of an inflection point in these correlation functions is typical for this process, which differs them essentially from correlation functions of piecewise-constant processes on Poisson point flows and on Palm's flows whose characteristic feature is the convexity downwards [2] .
We also studied the function E[Y(t)Y(t + h)] numerically on the base of total probability formula (1.4). Table 1 presents the results of calculations of the dependence of the functions s 1 (t, h) , . . . , s 7 (t, h) on h for t = 7.5, λ = 1. The one-dimensional distribution of random variables Y k at Poisson points was specified by the standard normal distribution with the mathematical expectation µ = 0 and variance σ 2 = 1. As is seen from the table, the main contribution into the covariance E[Y(t)Y(t + h)] is introduced by the functions s 2 (t, h) and s 3 (t, h), and the second central moment (which coincides with the variance in this case) is mainly determined by the function s 2 (t, h) and, as is seen from the table, for t = 7.5 it is close to the asymptotic value of the variance of the process defined by formula (1.5) and equal to 2 3 σ 2 [8] . For given t = 7.5 the contribution of all functions s 1 (t, h), s 6 (t, h), s 7 (t, h) is zero for all h (this is confirmed by theoretical calculations) and 
(t, h) = E[Y(t)Y(t + h)]
on h as the sum of the functions s 1 (t, h), . . . , s 7 (t, h). Figure 9 shows the dependence of the functions s 2 (t, h) and s 3 (t, h) and also the covariances E[Y(t)Y(t + h)] on h for the same t, λ, µ, σ 2 . It is seen from Fig. 9 
that the inflection of the function E[Y(t)Y(t + h)]
is determined by the function s 3 (t, h) which, in its turn, is determined by the character of the probabilities P(B 3,nm (t, t+h)). Similar calculations were performed on the base of model samples. In this case we simulated 100000 trajectories of the process and, using these trajectories, estimated the contribution into the estimate of the covariance E[Y(t)Y(t + h)] under fulfillment of conditions 1a-7a. In Fig. 9 
Conclusion
In this paper we have obtained exact expressions for the covariance function of the process Y(t) (1.1). Numerical experiments show that for t > 7.5 the process is close to a stationary one. Further we assume to apply theoretical studies to asymptotic properties of correlation functions and one-dimensional distributions of the considered process.
Funding:
The work was supported by the Russian Foundation for Basic Research (projects Nos. 15-01-01458-a, 16-31-00123-mol-a, 17-07-00775, 15-01-00145, 17-41-543338 r-mol-a, 18-01-00149-a).
