Abstract. Holroyd, Liggett, and Romik introduced the following probability model. Let C 1 , C 2 , · · · be independent events with probabilities P s (C n ) = 1 − e −ns under a probability measure P s with 0 < s < 1. Let A k be the event that there is no sequence of k consecutive C i that do not occur. We given an asymptotic for P s (A k ) with a relative error term that goes to 0 as s → 0. This establishes a conjecture of Andrews.
Introduction and Statement of Results
Holroyd, Liggett, and Romik [10] introduced probability models whose properties are useful to the study of two dimensional cellular automata and integer partitions. Let 0 < s < 1 and C 1 , C 2 , · · · be independent events with probabilities P s (C n ) := 1 − e −ns under a probability measure P s . Let A k be the event
that there is no sequence of k consecutive C i values that do not occur.
Andrews [2] exhibited a connection between P s (A 2 ) and one of Ramanujan's mock theta functions χ(q). Later Andrews, Eriksson, Petrov, and Romik [3] explained further connections between this mock theta function and conditional probabilities in some probability spaces. No similar connections have been discovered for the other probability models. Andrews [2] , using q-series identities, made the following conjecture. .
Using the connection with Ramanujan's mock theta functions Andrews [2] proved the case k = 2 with C 2 = π 2 . Theorem 2 of Holroyd, Liggett, and Romik [10] gives 1 for all k. This was later strengthened by Bringmann and Mahlburg [6] , who showed that
We prove the following precise version of Andrews's Conjecture. . More specifically, we have
. This theorem is applicable to enumerating partitions with no k-sequences. A partition λ of n has a k-sequence if there are k parts of consecutive sizes. Partitions with no ksequences, and further restrictions on the parts that may occur, appear naturally in a number of partition problems. Perhaps the first instance is in MacMahon's volume [13] . He interprets the combinatorial significance of the Rogers-Ramanujan identity (1.1)
as saying that the number of partitions of n into parts of the form 5n − 3 and 5n − 2 are equinumerous with the partitions of n into distinct parts with no 2-sequences and no part of size 1. Let p k,r,>B (n) be the number of partitions of n with no k-sequence, no part occurring more than r times, and no parts of size ≤ B. For simplicity, write p k (n) = p k,∞,0 (n). Then (1.1) is an identity for the generating function ∞ n=0 p 2,1,>1 (n)q n . We have the following partition identities equating generating functions and infinite products (1 − q 6n−3 )
The first identity is due to Andrews [1] , the second identity is due to MacMahon [13] and the final identity is due to Andrews and Lewis [4] . In each of these cases, modular techniques can be applied to obtain exact formulas for the coefficients.
Moreover, we have
where
1+q m 1+q 3m is one of Ramanujan's mock theta functions. Bringmann and Mahlburg [5] use this connection with Ramanujan's mock theta function and an extension of the circle method to prove a nearly exact formula for p 2 (n).
See the surveys of Ono [14] and [15] for more applications of mock theta functions. Also, see the work of Knopfmacher and Munagi [12] for similar constrained partition problems and connections with modular forms.
While there appear to be many connections between partitions without sequences and modular and mock modular forms, the general case appears out of reach of modular techniques. The techniques of this paper can be applied to obtain asymptotics for p k,r,B (n) for any k, r and B. In particular, we have the following theorem for the asymptotic of p k (n). Theorem 1.3. As n → ∞ we have
n .
In the next section, we sketch the approach taken to proving Theorem 1.2.
The Approach
In this section, we sketch the proof of Andrews's conjecture.
2.1. Setup. Denote the generating function for p k (n) by
We let q = e −s . In Section 4 of [10] it is shown that
1−q n and p(n) is the number of partitions of n. Since precise asymptotics of G(q) are well known, namely
for any N, determination of the asymptotics of G k (q) is equivalent to the determination of the asymptotic of P s (A k ). We prove the following theorem.
Theorem 2.1. For each k ≥ 2 we have
as s → 0. Remark 2.2. A slight modification of the arguments presented establish Theorem 2.1 with an error that is o(1) for non-real s satisfying |ℑ(s)| = o (ℜ(s)).
Numerical calculations lead to the following conjecture for real s. 
The results of Bringmann and Mahlburg [5] prove this in the case k = 2. This conjecture would imply that for k > 2 the generating function G k (q) is not a usual modular form. Indeed, if G k (q) is a half integral weight modular form or mixed mock modular form, we would expect an asymptotic expansion that contains only powers of s We have the following recursion 
Therefore, we have
Our main idea for evaluating this quantity is as follows. If the m(n) were simultaneously diagonalizeable, the product would be easy to evaluate and G k (q) would be approximately equal to the product of the largest eigenvalues. This is not the case, but fortunately, the eigenvectors of the m(n) vary slowly with n. We diagonalize each of the m(n) in order to approximate the matrix product in question. The main term in our approximation is equal to the product of the largest eigenvectors of the m(n), but we also have a correction term due to the changes in eigenbasis.
We note that this technique is similar to the adiabatic approximation in quantum mechanics (see, for example, Chapter 10 of [9] ). In each case, we are sequentially applying a sequence of slowly-varying matrices to a given initial vector (though in the adiabatic process, this is done continuously rather than discretely). In each case, we write our vectors in terms of the (slowly changing) eigenbasis. The final outcome is approximated by taking the product (or integral) of the eigenvalues, with a correction term due to the change of basis (known as Berry's phase in the case of quantum mechanics). The justifications for this approximation are different, for while the adiabatic approximation holds due to cancelation of cross terms due to rapid oscillation, in our case the approximation holds because the contribution from the non-primary eigenvectors may be safely neglected For small n the main eigenvector is not a good approximation for the contribution to the generating function. In fact, the non-primary eigenvalues contribute to the asymptotic approximation. We may interpret this on the level of partitions. Fristedt's [8] proved that for large n the smallest parts of a partition are independent, while the large parts are related via a Markov process. Roughly speaking, the eigenvalues of m(n) encode the markovity. Therefore, we use a direct approximation to analyze the small parts of a partition without k-sequences.
We begin with some preliminary calculations of the matrices m(n) in Section 3. In Section 4, we give a direct computation for the generating functions v −ǫ . In Section 5, we calculate the contribution to G k (q) from n>N m(n). In Section 6, we estimate the product over the largest eigenvalues. In Section 7, we deduce Theorem 2.1 and thus Theorem 1.2. In Section 8 we give the proof of Theorem 1.3.
Calculations on the Diagonalization of m(n)
In this section, we collect some results on the eigenvalues and diagonalization of the matrices m(n). In this section, k is fixed and s is assumed to be small. Errors are often written in big-O notation. In almost all cases the constants depend on k. We often suppress this dependence inside of the proofs.
Observe that the characteristic polynomial of
We begin by proving some basic results about the sizes of the eigenvalues of this polynomial when z is either very big or very small.
where the ω i are the distinct k th roots of unity. Furthermore, for z small one root satisfies
and all other roots satisfy
where the ω i here are distinct k th roots of unity other than 1.
Proof. For the first statement, note that we only need to show this for z ≫ 1. We claim that
The stronger claim follows from
For the later two claims, we note that it suffices to consider z ≪ 1. For the second claim we note that |p(z
Lemma 3.2. For every positive real z, the polynomial λ
Proof. Note that if λ is a double root of the characteristic polynomial then it satisfies
. On the other hand, it is clear from the form of the characteristic polynomial, that there is a unique, non-repeated positive real root. Definition 3.3. By Lemma 3.2, the roots of λ k − z(n) −1 λ k−1 + · · · + λ + 1 are distinct for any n and s. Therefore, the eigenvalues can be analytically continued to functions of n ∈ R + . By Lemma 3.1, as s → 0, the various eigenvalues are asymptotic to e 2πij k z − 1 k . We let λ j (n) denote the root whose analytic continuation is asymptotic to e
is the unique positive real root of this polynomial. We note that λ j (n)z(n) are the eigenvalues of m(n) and we call λ 1 (n)z(n) the primary eigenvalue of the matrix m(n).
Since there are no repeated roots of the characteristic polynomial of m(n) for each eigen-
Next we turn to the transition matrices A(n + 1)
where i indexes the row and j indexes the column of T (n).
Furthermore,
where e i is the vector with a 1 in the ith position and zeroes in all others. This, in turn, is the value at λ
Thus the (i, j) entry is
We will require some lemmas when dealing with transition matrices.
Proof. By Lemma 3.1 for |z| ≫ 1, the λ i are proportional to distinct k th roots of unity, and thus the result follows for z > C for some constant C.
By Lemma 3.1 for |z| ≪ 1, all but λ 1 , are near distinct k th roots of unity, and λ 1 is roughly
Thus the result holds for z < c for some constant c.
For c ≤ z ≤ C, we note that
is a continuous function of z, and thus has some absolute upper bound. Thus the Lemma holds in this range as well.
Lemma 3.6. In the notation of Lemma 3.4, for any i and n we have
Proof. The first result follows from the claim that
This follows from the above bounds on λ i and the identity
.
In particular, the above allows us to check our claim for z ≫ 1 and for z ≪ 1. As in Lemma 3.5, the claim follows for intermediate z by a compactness argument. The bound on the second derivative follows similarly. We note that by differentiating λ
Lemma 3.7. In the notation of Lemma 3.4 for j = m
is bounded by some constant depending only on k.
Proof. This lemma follows from Lemmas 3.5 and 3.6. In particular, in the case when neither i nor j is 1 then
is bounded above as is
Similarly, the result follows for j = 1.
Proposition 3.8. The transition matrix A(n + 1)
where I k is the k × k identity matrix.
Proof. We claim that
If i = j, by Lemma 3.6 the m = j term of the product is
and the remaining terms are O(1) by Lemma 3.7. This proves our bound for the off-diagonal coefficients.
For i = j, by Lemma 3.6 each m-term in the above product equals
Taking a product over m yields 1 + O(s + n −1 ), which proves our claim.
We conclude this section with one additional lemma dealing with the ratio of eigenvalues.
Lemma 3.9. If i = 1 and ns ≪ 1 then
for some positive constant c.
Proof. This follows easily from the first case of Lemma 3.1. Namely, for i = 1
Calculations of the early matrices
In this section, we construct an approximation for the vector 
Before proving Theorem 4.1 we introduce some notation. Each entry of the vector is the generating function for the number of partitions with no k-sequence, no parts larger than N, and the largest missing part size is −a (mod k). In this section we use the phrase "run" to refer to the gap between missing parts. Given a partition λ with parts of size at most N and no k-sequence, we let
It is clear that ℓ ≤ (k − 1)N. Note that the length of the run must be less than k and that ℓ ≡ a (mod k). Let n j = n j (λ) be the parts not appearing in λ satisfying
"runs" before n j (k − "length of run").
We let {t j } be the shortenings of the runs. Namely, the length of the run before n i is equal to k − |{j : t j = i}| and we have (4.1) n i = ki − |{j : t j ≤ i}| .
So we have
Note that a sequence of missing parts {n j } determines the sequence {t j } and vice versa. We set
So we have
where the sum on ℓ runs over ℓ ≤ (k − 1)N. For now we ignore the term N n=1 z(n) as this term can be dealt with separately. The idea for analyzing the remaining sum is that for N about this size runs are likely to be of size k − 1 or k − 2. One might interpret this as saying that all the smallest parts want to appear subject to the constraint that every kth part cannot appear. This agrees with Fristedt's probabilistic model.
Next we give a lemma which says we can ignore large ℓ values.
Lemma 4.2. In the notation above,
Proof. We note that
The number of choices for t's is ≤
. Thus
We note that if N is at least a sufficiently large multiple of s
. Summing on ℓ, yields the result.
Proof of Theorem 4.1. We apply Lemma 4.2 to the summation in (4.2) and, unless otherwise stated, in the remainder of this proof we assume the sum on ℓ is truncated by ℓ < 2keN We will use the following calculations throughout the proof. We have z(n)
Recall that
So the sum becomes
where we use that δ ≤ k+1 k ǫ. The third line is obtained by removing the ordering on the t i 's. The product 1 ℓ! j (1 + |{i < j : t i = t j }|) accounts for the introduced over-counting. The fourth line is obtained by approximating the sum over t j (once t i has been fixed for i < j) of t 1/k j (1 + |{i < j : t i = t j }|) by t 1/k dt. Additionally, in the fifth line we note that term O ℓ M t is always negative, see (4.3) . Applying Stirling's approximation to M!, and suppressing the errors, we see that the above is equal to
where we have used
k times a negligible error. Extending the sum to a sum over all ℓ rather than those with ℓ < 2kes
introduces a negligible error. The completed sum over ℓ is the sum over every k-th term of an exponential.
Thus, suppressing the above error terms, we have
where we have approximated N − a by N.
To finish the proof of the theorem we use
Before concluding this section we give a comparison between v 0 (N) and the eigenvectors of m(N). We let V i n be the eigenvector
T of m(n) corresponding to the eigenvalue λ i (n)z(n).
Proposition 4.3. In the notation above, with
Proof. Since the eigenvectors, form a basis, there exist
By Lemma 3.1 we have that
In other words if B is the matrix with (a, j) entry e Finally, the next proposition compares v 0 (N) to the product of the eigenvalues.
Proposition 4.4. In the notation above,
Proof. By Lemma 3.1 we see that the product of the first N primary eigenvalues is
(ns)
Theorem 4.1 gives the result.
After the run-up
In the previous section, we computed V (N) = N n=1 m(n)e 1 . In this section, we evaluate
We have the following proposition which shows that we only need to consider the eigenvalues and the first entry in each of the transition matrices.
Theorem 5.1. In the notation from Lemma 3.4 for N an integer bigger than a sufficiently large multiple of s
In order to prove Theorem 5.1 we will need the following lemma.
Then for n bigger than a sufficiently large multiple of s
Proof of Lemma 5.2. The proof is by induction on n. Proposition 4.3 makes this result clear for n at the lowest end of the permissible range. The basic idea here is that
Now since |λ 1 (n)| > |λ i (n)|, multiplication by D(n) increases the ratio of the first entry relative to the other entries. Since T (n) is approximately I, multiplication by T (n) does not worsen this ratio by too much. We begin by proving our claim for ns ≪ 1. Letting
and applying Lemma 3.1, we have that
Next, since T (n) = I k + O(n −1 ), and since |u(n) i | < k|u(n) 1 |, we have that
Induction on n gives
The argument for ns ≫ 1 is similar. It should be noted that in this range that
is bounded above by some constant less than 1 (say by 1 − ǫ). Therefore, we have that
From this, it is easy to conclude by induction that |w(
Remark 5.3. It should be noted that the bound in Lemma 5.2 is not tight for small n (a stronger bound is given in Proposition 4.3). The bound of n
k would be tight given our analysis if all we use is that T (n) 1,i = O(n −1 ) and that
In order to obtain a tighter analysis, one can note that the T (n) 1,j are roughly constant in n and that
is roughly ω i , where ω is a primitive kth root of unity. By our previous analysis,
. Approximating each
1,i by a constant of order n −1 , we note that resulting recurrence leads to terms of size O(n −1 ) due to cancelation that is not captured in our analysis.
We are now prepared to prove Proposition 5.1.
Proof of Theorem 5.1. We claim that
Or equivalently (since u(n) 1 = λ 1 (n)z(n)w(n) 1 ) that
It is clear that
Hence we need to show
If ns ≪ 1, this follows since T (n) 1,j ≪ n −1 , and
this follows from noting that T (n) 1,j ≪ s and
This proves the claim. Therefore we have that
The sum in the error term is at most
The following theorem is enough to deduce Theorem 2.1 and thus Theorem 1.2
Theorem 5.4. With N as above we have
Proof. Throughout this proof we use the notation of Lemma 3.4 and often suppress the dependence on n. We have
Hence,
To estimate the big-O term for ns ≪ 1 we use (3.5) and (3.6) and Lemma 3.1 to obtain
For ns ≫ 1 we use Lemma 3.6 to obtain
We apply Euler-MacLaurin to approximate the sum by an integral. The error from the terms
introduces an error of size
. Therefore,
we have that
We note that for λ ≫ 1 that Q(λ)λ −2k+2 = 1 + O(λ −1 ), and therefore,
By Lemma 3.1, we have
In the next section, we analyze the product of the primary eigenvalues.
The Product of the Primary Eigenvalues
In this section, we estimate
Theorem 6.1. In the notation above we have
We start with the following lemma which closely resembles Euler-MacLaurin summation.
Lemma 6.2. For suitable functions h and n ≥ 1 we have Proof. To see this note that for any function h(z) we have
Integrating from n − gives the second result. Integration by parts on each interval [n, n + Define the function f k (e −x ) to be the increasing function satisfying (6.1) f k (e −x ) k+1 − f k (e −x ) k = e −x(k+1) − e −xk .
Since λ 1 (n) k = z(n) −1 λ 1 (n) k−1 + · · · λ 1 (n) + 1 , multiplying by λ 1 (n)−1 we have λ 1 (n) k+1 − λ 1 (n) k = z(n) −1 (λ 1 (n) k − 1) = q −n λ k 1 − q −n − λ k 1 + 1. Therefore f k (e −ns ) = λ 1 (n)q n .
Remark 6.3. This function f k (e −x ), and certain generalizations, are studied in [10] .
Proof of Theorem 6.1. The modularity of the Dedekind η-function gives Proof of Theorem 1.3. By Lemma 10 of [10] (1 − q)G k (q) = ∞ n=0 (p k (n) − p k (n − 1))q n has nonnegative coefficients. Applying Theorems 2.1 and 8.1 gives the result.
