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Abstract
A graph G is said to be n-factor-critical if G − S has a 1-factor for any S ⊂V (G) with
|S| = n. In this paper, we prove that if G is a 2-connected n-factor-critical graph of order p
with 3(G)¿ 32 (p−n−1), then G is hamiltonian with some exceptions. To extend this theorem,
we de6ne a (k; n)-factor-critical graph to be a graph G such that G − S has a k-factor for any
S ⊂V (G) with |S| = n. We conjecture that if G is a 2-connected (k; n)-factor-critical graph of
order p with 3(G)¿ 32 (p− n− k), then G is hamiltonian with some exceptions. In this paper,
we characterize all such graphs that satisfy the assumption, but are not 1-tough. Using this, we
verify the conjecture for k62. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper, all graphs considered are 6nite, undirected and without loops or
multiple edges. For graph-theoretic notation, we refer the reader to [6]. In particular,
we denote by 	(G) and 
(G) the independence number and the minimum degree of a
graph G, respectively.
For an integer k with k6	(G), we de6ne k(G) by
k(G) = min
{∑
s∈S
degG x: S is an independent set of order k in G
}
:
For k ¿	(G), we de6ne k(G) = +∞. We call k(G) a degree sum of k vertices
in G.
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There is a strong connection between degree sums and hamiltonian cycles. Ore’s
Theorem is a classical example.
Theorem A (Ore [15]). Every graph G of order p¿3 with 2(G)¿p is hamiltonian.
Later, Bondy [3] extended this theorem and gave a suLcient condition for k-connected
graphs G to be hamiltonian in terms of k+1(G) (k¿1).
Theorem B (Bondy [3]). Let G be a k-connected graph of order p. If k+1(G)¿
(k + 1)(p− 1)=2; then G is hamiltonian.
Theorem A is the best possible in the sense that the lower bound p of 2(G) cannot
be replaced by p− 1. Let G=Km;m+1 (m¿2). Then p=2m+1, 2(G) = 2m=p− 1
and G is not hamiltonian. If m¿k, then this shows that Theorem B is also the best
possible in a similar sense. However, if we restrict ourselves to a particular class of
graphs, or in other words, if we put additional assumptions on G, the lower bound of
2(G) in Theorem A may be relaxed. In fact, Faudree and van den Heuvel [8] proved
that the existence of a k-factor relaxes the degree sum condition.
Theorem C (Faudree and van den Heuvel [8]). Let G be a 2-connected graph of
order p. If G has a k-factor and 2(G)¿p− k; then G is hamiltonian.
On the other hand, n-extendability is a property which has been studied in factor
theory. A graph G is said to be n-extendable if G has a perfect matching, or a 1-factor,
and every set of n independent edges extends to a 1-factor of G.
While n-extendability and the existence of a k-factor are totally diMerent properties
and there is no implication between them, several cases of coincidence have been
reported (see [16,17]). Motivated by this observation, the authors [12] studied degree
sum conditions for an n-extendable graph to be hamiltonian, and proved the following
theorem.
Theorem D (Kawarabayashi et al. [12]). Let G be a 2-connected n-extendable graph
of order p. If 2(G)¿p− n− 1; then
(1) G is hamintonian; or
(2) n= 1 and K2 + 3K2⊂G⊂K2 + 3K2.
Recently, n-factor-critical graphs have drawn attention. A graph G is said to be
n-factor-critical if |G|¿n+2 and G−S has a 1-factor for each S ⊂V (G) with |S|=n.
Favaron [9] remarked that a 2n-factor critical graph is n-extendable. She also pointed
out that a number of theorems concerning n-extendable graphs can be extended to those
concerning n-factor-critical graphs. Thus, since the degree sum condition is relaxed for
n-extendable graphs, we may suspect that it can also be relaxed for n-factor-critical
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graphs. Thus, in this paper, we investigate degree sum conditions for n-factor-critical
graphs to be hamiltonian, and prove the following theorem.
Theorem 1. Let G be a 2-connected n-factor-critical graph of order p. If 2(G)¿
p− n− 1; then either
(1) G is hamiltonian;
(2) Kn + (n+ 1)K2⊂G⊂Kn + (n+ 1)K2; or
(3) G is a spanning subgraph of Kn+1 + (K1 ∪ (n+ 1)K2).
For 2-connected graphs G, Theorem B gives a suLcient condition for hamiltonicity
in terms of 3(G), and it is easy to see that this condition implies Theorem A. In
the same light we actually prove the following theorem, which immediately implies
Theorem 1.
Theorem 2. Let n be a nonnegative integer and let G be a 2-connected n-factor-
critical graph of order p. Suppose 3(G)¿ 32 (p− n− 1); then
(1) G is hamiltonian;
(2) Kn + (n+ 1)K2⊂G⊂Kn + (n+ 1)K2;
(3) G is a spanning subgraph of Kn+1 + (K1 ∪ (n+ 1)K2); or
(4) n= 2 and K2 + (K4 ∪ 2K2)⊂G⊂K2 + (K4 ∪ 2K2).
Our main tool for the proof is the Hopping lemma. But before using it, we study
some properties of the graphs satisfying the assumption of Theorem 2.
In the next section we investigate several properties of n-factor-critical graphs. Hop-
ing to extend our results to a wider class of graphs in the future, we give the de6-
nition of (k; n)-factor-critical graphs. For a positive integer k and nonnegative integer
n, a graph G is said to be (k; n)-factor-critical if |G|¿k + n + 1 and G − S has a
k-factor for each S ⊂V (G) with |S| = n. Under this de6nition, a graph is n-factor-
critical if and only if it is (1; n)-factor-critical, and a graph has a k-factor if and
only if it is (k; 0)-factor-critical. Properties of (k; n)-factor-critical graphs are studied in
[5,7,10,14].
We prove the following lemma in the next section.
Lemma 3. Let k and n be integers with k¿1 and n¿0; and let G be a 2-connected
(k; n)-factor-critical graph of order p. If 3(G)¿ 32 (p− n− k) and G is not 1-tough;
then one of the following holds:
(1) k = 1; n¿3 and Kn + (n+ 1)K2⊂G⊂Kn + (n+ 1)K2.
(2) k = 1; n¿2 and G is a spanning subgraph of Kn+1 + ((n+ 1)K2 ∪ K1).
(3) (k; n) = (2; 3) and K3 + 4K3⊂G⊂K3 + 4K3.
(4) k ≡ 1 (mod 2); n= 2 and K2 + 3Kk+1⊂G⊂K2 + 3Kk+1.
(5) k ≡ 1 (mod 2); n= 2 and K2 + (2Kk+1 ∪ Kk+3)⊂G⊂K2 + (2Kk+1 ∪ Kk+3).
(6) k ≡ 1 (mod 2); n= 1 and K2 + (Kk ∪ 2Kk+1)⊂G⊂K2 + (Kk ∪ 2Kk+1).
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(7) k ≡ 0 (mod 2) and G is a spanning subgraph of K2 + (G1 ∪ G2 ∪ G3); where

(Gi)¿n+ k − 2 (16i63) and |G1|+ |G2|+ |G3|63(n+ k).
In Section 3, we give a proof of Theorem 2. As a generalization of Theorem 2, we
conjecture the following:
Conjecture 1. Let k and n be integers with k¿1, and n¿0, and let G be a 2-connected
(k; n)-factor-critical graph of order p with 3(G)¿ 32 (p−k−n). Then G is hamiltonian
or one of the graphs described in Lemma 3(1)–(7).
In Section 3, we verify this conjecture when k =2. That is, we prove the following
theorem.
Theorem 4. Let n be a nonnegative integer and let G be a 2-connected (2; n)-factor-
critical graph of order p. Suppose 3(G)¿ 32 (p− n− 2); then
(1) G is hamiltonian;
(2) n= 3 and K3 + 4K3⊂G⊂K3 + 4K3; or
(3) G is a spanning subgraph of K2 + (G1 ∪G2 ∪G3); where 
(Gi)¿n (16i63) and
|G1|+ |G2|+ |G3|63(n+ 2).
When we consider a cycle C, we always associate C with an orientation C˜. Then we
denote the reverse orientation of C by
←
C . If u ∈ V (C), then u+ denotes the successor
of u on C˜ and u− denotes its predecessor. If A⊂V (C), then A+ = {v+ | v ∈ A} and
A− = {v− | v ∈ A}. For u; v ∈ V (C); uC˜v denotes the set of consecutive vertices of C
from u to v in the direction speci6ed by C˜.
In the subsequent arguments, we adopt one notation introduced in [8]. Let G be a
graph and let S, T ⊂V (G) (possibly S ∩ T = ∅). Furthermore, let F ⊂E(G). Then we
de6ne F(S; T ) by
F(S; T ) = |{(x; y): x ∈ S; y ∈ T; xy ∈ F}|:
Note that if xy ∈ F with x; y ∈ S ∩ T , then this edge is counted twice as (x; y)
and (y; x).
2. Toughness of n-factor-critical graphs
First, we give basic properties of (k; n)-factor-critical graphs.
Lemma 5. Let k and n be integers with k¿1 and n¿0; and let G be a (k; n)-factor-
critical graph of order p with 3(G)¿ 32 (p− k − n). Then
(1) 
(G)¿n+ k;
(2) 3(G)¿p; and
(3) if k is odd; then G is n-connected.
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Proof. (1) If G has a vertex v with degG v¡n + k, take S0⊂NG(v) with |S0| =
min{n; degG v}. If degG v¡n, take S1⊂V (G)− (NG(v) ∪ {v}) with |S1|= n− degG v.
Otherwise let S1 = ∅. Let S = S0 ∪ S1. Then |S|= n and degG−S v¡k, which implies
that G − S has no k-factor. This is a contradiction.
(2) By (1), 3(G)¿3(n+ k) and by the assumption 23(G)¿3p−3(n+ k). Taking
the sum of these inequalities, we have 33(G)¿3p, or 3(G)¿p.
(3) Assume G is not n-connected. Then G − T is disconnected for some T ⊂V (G)
with |T | = n − 1 (Possibly T is not a minimum vertex cut). Let A be a com-
ponent of G − T , and let B = V (G) − (T ∪ A). Take a ∈ A and b ∈ B. Since
|T ∪{a}|= n, G− (T ∪{a}) has a k-factor. Then G[A−{a}] has a k-factor, and since
k is odd, |A| ≡ 1 (mod 2). However, this implies that G − (T ∪ {b}) has no k-factor,
a contradiction.
A graph G is said to be 1-tough if w(G − S)6|S| for every nonempty subset S
of V (G) where w(G − S) denotes the number of components in G − S. Note that a
1-tough graph is 2-connected.
Next, we prove Lemma 3.
Proof of Lemma 3. Since G is not 1-tough, w(G−S)¿ |S| for some nonempty subset
S of V (G). Let s= |S| and let C1; : : : ; Ct be the components of G− S (t¿s+1). Note
s¿2 since G is 2-connected. This implies t¿3. Let ci=|Ci| (16i6t). We may assume
c16c26 · · ·6ct . For v ∈ Ci; NG(v)⊂(S ∪ Ci) − {v}. Hence ci¿degG v − s + 1. By
combining this inequality and Lemma 5, we have
ci¿
(G)− s+ 1¿n+ k − s+ 1 (16i6t): (1)
Take vi ∈ Ci (16i63). Then {v1; v2; v3} is an independent set of vertices. Since
degG vi6ci + s− 1, we have
3
2
(p− k − n)63(G)6
3∑
i=1
degG vi63s+ c1 + c2 + c3 − 3;
or
p6n+ k + 2s+ 23(c1 + c2 + c3)− 2: (2)
We consider two cases.
Case 1: s6n. Since k¿1, by (1) we have ci¿2 (16i6t). Now we consider two
subcases.
Subcase 1.1: s¿3. In this case, t¿4, and hence
p=
t∑
i=1
ci + s= c1 + c2 + c3 + c4 +
t∑
i=5
ci + s
= c1 + c2 + c3 + (c4 − 
(G) + s− 1) + (
(G)− (n+ k))
+n+ k + 1 +
t∑
i=5
ci: (3)
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By (2) and (3), we have
1
3
(c1 + c2 + c3) + (c4 − 
(G) + s− 1)
+(
(G)− (n+ k)) +
t∑
i=5
(ci − 2) + 2(t − s− 1)63: (4)
Since c4¿
(G) − s + 1; 
(G)¿n + k; ci¿2 (56i6t) and t¿s + 1, we have
c16 13 (c1 + c2 + c3)63.
Suppose c1 = 3. Then c2 = c3 = 3 and the equality holds in (4). Since ci¿3 for
46i6t and
∑t
i=5 (ci − 2) = 0; t = 4 and s= 3. Moreover, we have
3 = c1¿n+ k − s+ 1 = n+ k − 2;
or n+ k65. Since c4 − 
(G) + s− 1 = 
(G)− (n+ k) = 0, 36c4 = n+ k − s+ 163.
This implies c4 = 3 and n+ k = 5.
Now G is a spanning subgraph of K3+4K3, and hence p=15. If k is odd, 15=p ≡
n (mod 2) since G is (k; n)-factor-critical. Thus, we have n ≡ 1 (mod 2). However, this
implies 5 = n+ k ≡ 0 (mod 2), which is a contradiction. Therefore, k is even. On the
other hand, by the assumption of the case, n¿s=3. The only possible value for (k; n)
satisfying these conditions is (2; 3). Since 
(G) = n+ k = 5 and c1 = c2 = c3 = c4 = 3,
each Ci induces a complete graph and S ⊂NG(v) for each v ∈ Ci (16i64). Therefore,
we have K3 + 4K3⊂G⊂K3 + 4K3. This graph is described in (3).
Next suppose c1 = 2. Then 26c16 13 (c1 + c2 + c3) and hence (4) implies
(c4 − 
(G) + s− 1) + (
(G)− (n+ k)) +
t∑
i=5
(ci − 2) + 2(t − s− 1)
63− 1
3
(c1 + c2 + c3)61: (5)
This implies t=s+1. On the other hand, by (1), we have 2=c1¿n+k−s+1¿n−s+2
and hence we have n = s, considering the assumption of the case. This also implies
k = 1.
If c3¿3, then 3− 13 (c1+c2+c3)6 23 ¡ 1, and hence c4−
(G)+s−1=
(G)−(n+k)=0
and t64 by (5). However, this implies c4 = n + k − s + 1 = 2¡c3, a contradiction.
Hence c1 = c2 = c3 = 2. Then again (5) implies that ci =2 for each i; 16i6t − 1= s,
and cs+163. However, since G is (1; n)-factor-critical, p =
∑s+1
i=1 ci + s ≡ n (mod 2)
and
∑s
i=1 ci + s ≡ cs+1 + n (mod 2). And since n= s, we have cs+1 ≡ 0 (mod 2). Thus,
cs+1=2. Since 
(G)¿n+k=n+1; NG(v)=(Ci−{v})∪S for each i with 16i6s+1
and each v ∈ Ci. Therefore, we have k = 1 and
Kn + (n+ 1)K2⊂G⊂Kn + (n+ 1)K2 (n¿3):
This is described in (1).
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Subcase 1.2: s=2. In this case, by combining (2) and p=c1 +c2 +c3 +
∑t
i=4 ci+2,
we have
1
3
(c1 + c2 + c3)− (n+ k) +
t∑
i=4
ci60: (6)
On the other hand, since c1¿
(G)− s+1=
(G)−1¿n+k−1; 13 (c1 +c2 +c3)¿c1¿
n + k − 1. Therefore, (6) implies ∑ti=4 ci61. Since ci¿2, we have t = 3. Then (6)
implies c1 + c2 + c363(n + k). Furthermore, for each v ∈ Ci, degCi v¿degG v − 2¿
n+ k − 2. Hence 
(G[Ci])¿n+ k − 2. Thus, ci¿n+ k − 1 (i = 1; 2; 3). If k is even,
this graph is described in (7).
If k is odd, we can describe the graph more clearly. By Lemma 5(3), G is n-connected.
Since s= 2, we have n= 2. Furthermore, since G − S =G[C1] ∪G[C2] ∪G[C3] has a
k-factor, c1 ≡ c2 ≡ c3 ≡ 0 (mod 2). The only triples (c1; c2; c3) satisfying this and the
previous conditions are (k + 1; k + 1; k + 1) and (k + 1; k + 1; k + 3).
Suppose (c1; c2; c3) = (k + 1; k + 1; k + 1). Since 
(G)¿k + 2, G[Ci] = Kk+1 and
S ⊂NG(v) for each v ∈ Ci; 16i63. Therefore,
K2 + 3Kk+1⊂G⊂K2 + 3Kk+1;
which is described in (4).
Suppose (c1; c2; c3) = (k + 1; k + 1; k + 3). By the same argument as in the previous
paragraph, we have G[Ci]=Kk+1 and S ⊂NG(v) for each v ∈ Ci (i=1; 2). Furthermore,
3(G)6(k+2)+(k+2)+degG v3=degG v3+2k+4 and p−k−2=3k+7−k−2=2k+5.
Therefore, degG v3 + 2k + 4¿
3
2 (2k + 5), which implies degG v3¿k + 4. Since v3 is
arbitrarily chosen from C3, we have G[C3] = Kk+3 and S ⊂NG(v) for each v ∈ C3.
Therefore, we have
K2 + (2Kk+1 ∪ Kk+3)⊂G⊂K2 + (2Kk+1 ∪ Kk+3);
which is described in (5).
Case 2: s¿n+ 1. We 6rst claim the following.
Claim 1. ci¿k + 1 for each i with s− n+ 16i6t.
Proof. Take S ′⊂ S with |S ′| = n and let G′ = G − S ′. Let F be a k-factor of G′.
Suppose ci6k. Then since F(V (Ci); V (G′)) = kci and F(V (Ci); V (Ci))6ci(ci − 1),
F(V (Ci); V (G′)− V (Ci))¿ kci − ci(ci − 1)
= k + (k − ci)(ci − 1)¿k:
Hence if c16c26 · · ·6cm6k, then
km6
m∑
i=1
F(V (Ci); V (G′)− V (Ci)) =
m∑
i=1
F(V (Ci); S − S ′)
6 F(V (G); S − S ′) = k(s− n):
Therefore, we have m6s− n, and the claim follows.
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We again consider two subcases.
Subcase 2.1: s¿3. Since ci¿k +1 for each i with s− n+16i6t and t¿s+1, we
have ct¿k + 1. Hence
p = s+
t∑
i=1
ci = s+ c1 + c2 +
s∑
i=3
ci +
t−1∑
i=s+1
ci + ct
¿ s+ c1 + c2 + (s− 2)c3 + (t − s− 1)cs+1 + k + 1: (7)
By (7) and (2), we have
c1 + c2 + (3s− 8)(c3 − 2) + 3(s− n− 1) + 3(t − s− 1)cs+164: (8)
First, suppose c3 = 1. Then c1 + c2 + c3 = 3 and hence by (2), we have p6n+ k +2s.
On the other hand, by Claim 1, we have
p = s+
s−n∑
i=1
ci +
t∑
i=s−n+1
ci¿s+ 1(s− n) + (k + 1)(t − s+ n)
¿ 2s− n+ (k + 1)(n+ 1) = 2s+ kn+ k + 1¿ 2s+ n+ k;
a contradiction. Hence, we have c3¿2.
Since c1 + c2¿2 and c3¿2, we have c1 + c2 + (3s − 8)(c3 − 2)¿2. Thus, by (8),
3(s − n − 1) + 3(t − s − 1)cs+162. This implies s = n + 1 and t = s + 1. Hence, by
Claim 1, c2¿k + 1¿2.
If k¿2, then c2; c3¿3. This yields c1 + c2 + (3s− 8)(c3 − 2)¿1+ 3+ 3s− 8¿5, a
contradiction. Hence, we have k = 1.
Assume c3¿3. Since c1¿1; c2¿k + 1¿2; s¿3 and c1 + c2 + (3s− 8)(c3 − 2)64,
we have s=3; c1 =1; c2 =2, and c3 =3. Since s=n+1; n=2. Now we know that G
is a spanning subgraph of K3 + (K1 ∪K2 ∪K3 ∪Kc4 ). Since G− S has at least two odd
components, a graph obtained from G by deleting two vertices in S does not have a
1-factor. Therefore, G cannot be (1; 2)-factor-critical, a contradiction. Hence we have
c362. Since we already have c2¿k + 1 = 2, we have c2 = c3 = 2 and c162.
If ct = cn+2¿3, we have p= s+ c1 +
∑n+1
i=2 ci + cn+2¿s+ c1 + 2n+3= c1 + 3n+4.
On the other hand, by (2), we have
p6 n+ k + 2s+ 23(c1 + c2 + c3)− 2 = n+ 1 + 2(n+ 1) + 23(c1 + 2 + 2)− 2
= 23c1 + 3n+
11
3 ¡c1 + 3n+ 4:
This is a contradiction. Therefore, we have ct = 2, which implies ci = 2 for each i,
26i6t = n + 2. Now we know that G is a spanning subgraph of Kn+1 + (n + 2)K2
or Kn+1 + (K1 ∪ (n + 1)K2). If G is a spanning subgraph of Kn+1 + (n + 2)K2, then
p = 3n + 5 ≡ n (mod 2) and hence G cannot be (1; n)-factor-critical, a contradiction.
Therefore, G is a spanning subgraph of Kn+1 + (K1 ∪ (n + 1)K2), which is described
in (2).
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Case 2.2: s=2. Since s¿n+1 by the assumption of the case, we have n=1. Hence
3
2
(p− k − 1)63(G)6
3∑
i=1
degG vi6c1 + c2 + c3 + 3
or p6 23 (c1 + c2 + c3) + k + 3. On the other hand, since ci¿k + 1 for 26i6t by
Claim 1,
p =
t∑
i=1
ci + 2 = c1 + c2 + c3 +
t∑
i=4
ci + 2
¿ c1 + c2 + c3 + (t − 3)(k + 1) + 2:
Therefore,
c1 + c2 + c3 + (t − 3)(k + 1) + 26 23 (c1 + c2 + c3) + k + 3;
or c1 + c2 + c363k + 3− 3(t − 3)(k + 1). Since c1¿k by (1),
k + (k + 1) + (k + 1)6c1 + c2 + c363k + 3− 3(t − 3)(k + 1)
and hence 3(t−3)(k+1)61, which implies t=3. Therefore, in this case n=1; V (G)=
S ∪ C1 ∪ C2 ∪ C3 (disjoint), |S| = 2; c1 + c2 + c363k + 3 and 
(G[Ci])¿k − 1 =
k + n− 2 (i= 1; 2; 3). Since c1¿k; c2¿k + 1 and c3¿k + 1, the only possible values
for (c1; c2; c3) are (k; k + 1; k + 1); (k + 1; k + 1; k + 1) and (k; k + 1; k + 2). If k is
even, this is again described in (7).
If k is odd, we can describe G more clearly. Since p ≡ n= 1 (mod 2); c1 + c2 + c3
must be odd. Since k is odd, this is possible only if (c1; c2; c3) = (k; k + 1; k + 1). In
this case
degG v1 + degG v2 + degG v36(k + 1) + 2(k + 2) = 3k + 5
and p−k−1=2k+3. Since 3(G)¿ 32 (p−k−1)=3k+ 92 , we have 3k+ 926degG v1+
degG v2 + degG v363k +5. Hence degG v1 = k +1 and degG v2 = degG v3 = k +2. This
implies S ∪ (Ci −{vi})⊂NG(vi) (i=1; 2; 3). Since vi is arbitrarily chosen from Ci, we
have
K2 + (Kk ∪ 2Kk+1)⊂G⊂K2 + (Kk ∪ 2Kk+1);
which is described in (6).
3. Proofs of Theorems 2 and 4
In this section, we prove Theorems 2 and 4 simultaneously.
By Lemma 3, we have already listed up all exceptions of Theorems 2 and 4. In
order to establish these theorems, we have only to prove the following theorem.
Theorem 6. Let k=1 or 2; and n be a nonnegative integer; and let G be a (k; n)-factor-
critical graph of order p: If 3(G)¿ 32 (p − n − k) and G is 1-tough; then G is
hamiltonian.
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Proof. By Lemma 5(2), we can apply the following lemma: the 6rst part was proved
by Bauer et al. [2], and the second part was proved by Bauer et al. [1].
Theorem E (Bauer et al. [1,2]). Let G be a 1-tough graph on p¿3 vertices with
3(G)¿p. Then every longest cycle of G has the property that V (G)− V (C) is an
independent set. Moreover; if G is nonhamiltonian; then G contains a longest cycle
C such that max{degG(v) | v ∈ V (G)− V (C)}¿ 133(G).
By Theorem E, we can choose a longest cycle C in G and a vertex a ∈ V (G)−V (C)
such that N (a)⊂V (C) and degG (a)¿ 133(G). In the rest of our proof, we use several
ideas of the proof of the result of Bondy and Kouider [4], and Faudree and van den
Heuvel [8].
Set Y0 = {a} and de6ne, for i¿1,
Xi = N (Yi−1); Yi = {a} ∪ {v ∈ V (C) | v−; v+ ∈ Xi}:
Then, N (a) = X1⊂X2⊂ · · · and {a}= Y0⊂Y1⊂ · · ·. Set X =
⋃∞
i=1 Xi and Y =
⋃∞
i=0 Yi.
Since C is a longest cycle in G and there exists no cycle C′ with the same length as
C satisfying !(G − V (C′))¡!(G − V (C)), we can use the ‘Hopping Lemma’ from
Woodall [18].
Theorem F (Hopping Lemma [18]). Let C; X and Y be de;ned as above. Then X
and Y have the following properties:
(1) NG(Y ) = X ⊂V (C).
(2) X ∩ X+ = ∅.
(3) X ∩ Y = ∅.
Set x = |X | and y = |Y | and de6ne Z+ = X+ − Y and Z− = X− − Y , respectively.
Then |Z+|= |Z−|= x − y + 1.
We use the following theorem in [11].
Theorem G (Jackson [11]). Let Z+ and Z− be de;ned as above. Then both Z+ and
Z− are independent sets.
The subgraph C − X consists of segments of the cycle C. There are two types of
segments, namely,
(1) a segment consisting of an isolated vertex (the vertices in Y − {a}), and
(2) a segment consisting of two or more vertices.
The second segments can be considered as paths with one end vertex in Z+ and the
other end vertex in Z−. We denote these long segments by C0; C1; : : : ; Cx−y. We also
denote the element of V (Ci) in Z+ by pi and the element of V (Ci) in Z− by qi.
De6ne S =
⋃x−y
i=0 V (Ci); R= V (G)− V (C)− {a} and r = |R|.
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Since x¿degG(a)¿
(G)¿n + k, we can choose X
′⊂X with |X ′| = n. Then,
G′ = G − X ′ has a k-factor F . Since NG(Y )⊂X; NF(Y )⊂X − X ′. Therefore,
ky = F(Y; X − X ′)6F(V (G′); X − X ′) = k(x − n):
Hence, x − y¿n. Since
x¿degG(a)¿
1
3 3(G)¿
1
2 (p− k − n); (9)
we have p62x + k + n. On the other hand,
p¿|X |+ |Y |+ |S|¿x + y + 2(x − y + 1) = 2x + (x − y) + 2¿2x + n+ 2: (10)
So, we have 2x + k + n¿p¿2x + n + 2 and k¿2. Hence, we have k = 2. Then we
have an equality p = 2x + n + 2, which implies the equalities in (9) and (10). The
equality in (10) implies that x − y = n; R= ∅, and V (Ci) = {pi; qi}. Hence, we have
V (G) = X ∪ Y ∪ Z+ ∪ Z− and |Z+|= |Z−|= n+ 1. Moreover, equality in (9) implies
that x = degG(a), i.e., X = NG(a) = X1, and Y = Y1.
Let u ∈ Y − {a}= Y1 − {a}. Then since u−; u+ ∈ X = X1; u+C˜u−au+ is a longest
cycle, and hence degG u6x by the choice of C and a.
We 6rst claim the following.
Claim 1. For any vertex v ∈ Y; NG(v) = X .
Proof. By Theorem F(1), we have NG(v)⊂X for each v ∈ Y . Hence it suLces to
show that degG(v)¿x. If |Y |¿3, then take any two vertices v1 and v2 from Y − {v}.
Since Y is independent, we have
degG(v) + degG(v1) + degG(v2)¿3(G)¿
3
2 (p− 2− n) = 3x:
Since degG(vi)6x (i = 1, 2), we have degG(v)¿x.
If |Y |= 2, then x= y+ n= n+ 2. Since G is (2; n)-factor-critical, by Lemma 5(1),
we have degG(v)¿
(G)¿n+ 2 = x. This completes the proof of Claim 1.
Next, we prove the following claim.
Claim 2. Each vertex pi ∈ Z+ is adjacent to some vertex qj ∈ Z− with j = i.
Proof. Let Z ′ = Z+ − {pi}. Since |Z ′| = x − y = n and G is (2; n)-factor-critical,
G′′ =G − Z ′ has a 2-factor F ′. Since |Y ∪ Z−|= y+ (x− y+ 1) = x+ 1 and Y ∪ Z−
is independent by Theorem F(1), (2) and Theorem G, we have
2(x + 1)6 F′(Y ∪ Z−; V (G′′)) = F′(Y ∪ Z−; X ) + F′(Y ∪ Z−; {pi})
6 2x + F′(Y ∪ Z−; {pi});
and hence F′(Y ∪ Z−; {pi})¿2. Since pi is not adjacent to any vertex in Y , pi is
adjacent to at least two vertices in Z−. Thus the claim follows.
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Since x=degG(a)¿
(G)¿n+2=x−y+2, we have y¿2, and hence Y −{a} = ∅.
Also, since |Z+| = |Z−| = n + 1¿ 0, there exists a long segment. Therefore, we can
choose a vertex v ∈ Y − {a} such that v−− = qi ∈ Z− for some i. By Claim 2, pi is
adjacent to some qj ∈ Z− with j = i. By Claim 1, v is adjacent to p−i ∈ X . Then, we
have a
vp−i
←
C q+j av
+C˜ qjpiC˜ v;
which is a hamiltonian cycle of G, a contradiction.
This completes the proof of Theorem 6.
Remark. Recently, the 6rst author veri6ed Conjecture 1 for k = 3 and 4 in [13].
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