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Advances on the Extended Stochastic Rayleigh Quotient 
Estimation Theory* 
H.  T.  DORRAH t AND S. T.  N ICHOLS 
Department of Electrical Engineering, The University of Calgary, 
Calgary, Alberta, Canada T2N 1N4 
A new extended stochastic Rayleigh quotient estimation theory is developed 
for the identification of the unknown feedback matrix and nonlinear function 
parameters of a proposed multivariable plant. Systems tractable to this approach 
encompass a wide class of nonlinear closed-loop time-variant control models 
that are observed at two localities in a statistically-known hite Gaussian oisy 
environment. Phases of the estimation problem via a partitioning frame techni- 
que are given that yield pragmatical computable solutions. An optimal modified- 
predictor-corrector maximum-likelihood scheme is delineated for solving the 
state estimation problem, and its invariance to a priori statistics is investigated. 
In addition, this article presents the analysis of extended stochastic Rayleigh 
quotient algorithms, extended SRQA's, for the evaluation of tt~e unknown 
parameters. Nonlinear programming formulations are treated for the algorithms' 
commencement. Moreover, a noncyclic adaptive computational procedure is 
depicted to ensure the pointwise convergence of the extended SRQA's in the 
mean-square sense. Finally, applicability of the devised theory to a nonlinear 
third-order system is demonstrated as well as a comparison between different 
suggested methods. 
1. INTRODUCTION 
The  prob lem of est imat ing unknown parameters  of nonl inear  systems in 
stochast ic  noisy env i ronments  i a subject  of considerable interest  in many 
areas of engineer ing analysis and design (Bucy and Joseph, 1968; Nahi ,  1969; 
Jazwinski,  1970, 1974; Mende l  and Fu,  1970; Sage and Melsa, 1971a, b; 
* A revised version of a paper presented at the Milwaukee Symposium on Automatic 
Computation and Control, Milwaukee, Wisconsin, 17-19 April, 1975. 
* Now with the Department ofElectrical Engineering, University of New Brunswick, 
Fredericton, N.B., Canada E3B 5A3. 
117 
Copyright © 1977 by Academic Press, Inc. 
All rights of reproduction i any form reserved. ISSN 0019-9958 
643/33/2-3 
118 DORRAH AND NICHOLS, 
Dorrah and Nichols, 1974a; Narendra and Thathachar, 1974). Some ap- 
propriate methods for solving such a problem are the quasilinearization 
(Sage, 1968), the statistical linearization (Pervozvanskii, 1965), function 
series expansions (Athans et al., 1968), and gradient searching techniques 
(Albert and Gardner, 1967; Dyer and McReynolds, 1970; Mendel, 1973). 
Several results of nonlinear estimation and optimal control theories have 
been adapted to cover nonlinear parameter identification situations, uch as, 
the maximum principle (Brandin, 1972), the Bucy representation theorem 
(Bird, 1970), and the Bayesian approach (Mortensen, 1969). More recently, 
Dorrah and Nichols (1974b) introduced the notion of a stochastic Rayleigh 
quotient for analyzing the parameter estimation problem. An outgrowth 
of such a stochastic Rayleigh quotient estimation theory is that, it enables 
the realization of a statistically consistent scheme independent of a priori 
probabilistic knowledge. Moreover, Dorrah and Nichols (1974b) demonstrated 
that an effective tool for investigating complex models is to partition their 
structures into subsequent substructures, viz, phases of the model. 
The fundamental goal of the present paper is to develop new extended 
stochastic Rayleigh quotient algorithms for the evaluation of the unknown 
quantities of a proposed multivariable feedback model. The approach is 
applicable to a broad class of time-variant closed-loop control systems that 
are observed .at two localities in an additive statistically-known white 
Gaussian oise. We consider as an illustration in this article that the model is 
partially known, and it is only required to identify the feedback matrix and 
nonlinear function parameters. Phases of the estimation problem are provided 
by implementing a partitioning frame technique. In addition, an optimal 
modified-predictor-corrector maximum-likelihood state estimator is con- 
structed (Wishner et al., 1969). A noncyclic adaptive computational procedure 
is depicted to ensure the pointwise convergence of the extended stochastic 
Rayleigh quotient algorithms in the mean-square sense (Wong, 1971). 
Finally, a nonlinear third-order example is given to illustrate and compare 
the different presented schemes. 
In the following section, we depict some of the basic preliminaries of the 
estimation problem under investigation. 
2. PROBLEM STATEMENT 
The analysis is restrained to the linear space ~ defined over the field of 
real numbers ~'. Let ~×~ designate all m x n matrices with elements from 
~" for a particular value of their arguments (Lancaster, 1969). 
EXTENDED STOCHASTIC RAYLEIGH QUOTIENT ESTIMATION THEORY 119 
Consider the plant expressed by a nonlinear time-variant vector ordinary 
differential equation of the form, see Fig. 1, 
such that 
and 
~(t) = f[x(t), t] @ D(t) v(t) 
v(t) = g[a(t), t, O] 
(1) 
(2) 
~(t) = " r ( t ) -  Cx(*), (3) 
077 and y( ' )e@~xl ,  D( - )e~xe,  0e@xl  and C= where x(') e o~xl,  ~(') 
{qj} E o~x n are assumed unknown and f['] E O~x 1 and g[-] ~ °o°~X 1 are non- 
linear functions of class 51 or greater (Pierre, 1969). By class <gl or greater, it 
is meant functions defined to be continuous and having continuous first or 
higher derivatives. In addition, it is postulated that the plant is stable in the 
global mean norm sense (Bellman el al., !972). That is, an essentially bounded- 
input to the model gives rise to an essentially bounded-output. 
~(t) _~(t) 
Fie. 1. 
2-(t) 
The proposed nonlinear plant. 
From some initial time, observations y(t) and z(t) are conducted at discrete 
instants of sample period r s . The samples are assumed contaminated by the 
white Gaussian noises ~(t) and ~l(t) respectively. It is remarked at this point 
that, observing the signal ~(t) simplifies the analysis considerably, though 
such a signal is commonly corrupted with noise. For nonnegative integer k 
and t = kr,, the measurements are governed by (Sage and Melsa, 1971a) 
y(k) = hl[x(k), k] -f- ~(h) (4), 
and 
z(k) = h~[~(k), k] + n(k), (5) 
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where y(.) and ~(') e ~1x l  , z(') and YI(') ~ ~×1,  hl['] and h~['] are non- 
linear functions of class c~1 or greater; and the sample period r s dependency 
is dropped for notational simplicity. We regard the case when the signals 
~(k) and B(k) are zero-mean processes with the positive definite covariances 
(Wong, 1971) 
cov[~(k), ~(s)] = Z~(k) ~ (6) 
and 
cov[~(k), ~(s)] = z..(k) ~. (7) 
where coy abbreviates coveriance, and 8k~ is the Kronecker delta function. 
it is further assumed that the initial state x(0) is a Gaussian random vector 
with mean E[x(0)] and the covariance matrix 27~(0) e ~×~.  
In the following sections, we determine optimal estimates for the feedback 
matrix C and the nonlinear function vector 0 by virtue of the input signal y(t) 
and noisy measurements y(t) and z(t). 
3. PHASES OF THE PARTITIONED MODEL 
To solve the above nonlinear estimation problem, we implement a parti- 
tioning technique as described in Dorrah and Nichols (1974b) to yield the 
three phases hown in Fig. 2. The signals v(t), x(t), and a(t) cannot be directly 
measured; thus, the investigation comprises the facets: 
I. state estimation, 
II. feedback parameters evaluation, and 
III. nonlinear function vector identification. 
We note that the performance of the assumed known Phase. I of the parti- 
tioned system, for v(k) regarded as an unknown vector, can be matched to 
that of the nonlinear model. Firstly, we discretize Phase I of the partitioned 
model at each interval k~-~  t ~ (k @ 1)z~, and then search for the input 
sequence v(k) that drives the state in such a manner as to minimize a specified 
maximum-likelihood error measure of the output. Since the sequence v(k) 
can be evaluated uniquely at every nonnegative integer k, it is evident hat 
the partition of the model is justified. Using the estimated values of x(k), the 
problem of identifying the unknown feedback matrix C is performed by 
manipulating Phase II of the partitioned system and invoking the extended 
stochastic Rayleigh quotient algorithm. The algorithm is based upon an 
averaging principle that decreases considerably the level of errors introduced 
by the estimates. Following an entirely similar fashion, the nonlinear function 
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_~(t) 
~ ( ~ ~ ( ' ) . ~  -x(t) F~-:q+ ~ +. z~ j ~-h l [ . , t J  ~-~Z (t) 
PHASE I 
Z(t) ~(t) 
_xCt)~>[ C -- .[~ z(t) 
PHASE [ I 
PHASE III 
FIG. 2. Phases of the partitioned proposed nonlinear model. 
vector 0 is evaluated by employing Phase III of the partitioned system 
together with the calculated estimates of c(k) and v(k). 
In the following section, a modified-predictor-corrector maximum- 
likelihood algorithm is proposed to solve the state estimation problem using 
Phase I of the partitioned nonlinear system. Necessary conditions for the 
suggested maximum-likelihood estimator to be invariant to a priori statistics 
are also presented. 
4. STATE ESTIMATION 
4.1. Preliminaries 
For v(t) assumed piecewise constant at each interval ks-, ~ t ~ (k + 1)?s~ 
we linearize the state variable equation (1). Letting 
w(t) ~- fEx(t --  re), t] - -  (~f[x(t - -  %), t]/~x) x(t -- %) (8) 
and introducing the state transition matrix (b(.) e ~x<,  gives 
x(k + 1) ---- ¢(k ÷ 1, k) x(k) ÷ ~(k + 1, k) + A(k + 1, k) v(k), (9) 
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where 
and 
~o(k + 1, k) = J~ ~b[(k + 1) %, r] w(r) dr 
-r 3 
(lO) 
(k+l ) r  s 
A(k + l,k) = j,0 ¢[(k+l)%,r]D(r)dT. (11) 
In the above, the state transition matrix ¢(k + 1, k) corresponds at each 
interval krs ~ t ~ (h q- 1)rs to the system matrix A(t), defined by (Meditch, 
1969). 
A(t) ~ (Of[x(t -- r~), t]/Ox). (12) 
In order to expedite the convergence of the maximum-likelihood algorithm, 
we regard the signal v(k) to be a slowly varying function with the iteration 
step k. We calculate only the change in v(k) by introducing an unknown 
signal v(.) ~ 4×1,  such that 
v(k) = v(k -- 1) + v(k). (13) 
Denote the covariance of ~(k + 1) by 
&x(k + 1) = cov[~(h + 1), ~(h + 1)], (14) 
where ~(k q- 1) = x(k + 1)-- ~(k + 1), and (.~) signifies an optimal 
estimate. Assmne that :~(k + 1) and ~(k + 1) are uneorrelated, and let 
Zrr(k + 1) = cov[9(k + 1), ~(k + 1)] (15) 
where 
9(k q- 1) = y(k + 1) -- h,[.~(k + 1), k + 1]. (16) 
This implies, by performing first-order approximations and using (4), (9), 
and (14), that 
Z'yy(k + 1) = ~h,[.~(k + 1), k + 1] ~(k -k 1, k) 27xx(k) ~b'(k + 1, k) 
~x 
~hl'[~(k + 1), k + 1] 
× ex + Z~¢(k + 1). (17) 
4.2. State Estimation Algorithm 
The modified-predictor-corrector maximumqikelihood algorithm is 
delineated as follows via first-order implementations. Let (.)°, (-)~, and (.~) 
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designate, respectively, the predicted, corrected, and optimal estimates of (-). 
Selecting 
x°(k 4- 1) = qS(k 4- 1, k) f~(k) 4- oJ(h 4- 1, k) 4- A(k 4- 1, k) ¢¢(k -- 1), (18) 
we seek to minimize the maximum-likelihood error measure, (9) and (13), 
~61[v(k)[ = II y(k 4- 1) -- hl[X°(t~ 4- 1) 4- z](k 4- 1, k) ~(k), k 4- 1]ll2zo~i(k+l) 
(19) 
where Ii 'ii signifies a Euclidean norm, and X°y(k 4- 1) is determined by (17) 
employing the predicted estimate x°(k 4- 1). This yields the first-order 
corrected solution 
v#(k) = ¢r(k -- 1) 4- W°(k ÷ 1, k){y(k -r 1) -- h~[x°(k q- 1), k + 1]} (20) 
and 
x¢(k + 1) = ¢,(k + 1, k) ,~(k) + ,,,(k + 1, k) + ,J(k + 1, k) v~(k), (21) 
where 
[ ~hl'[x°(k + 1), k ÷ 1] 7~o(k + 1, k) = lA'(k + 1, k) 
Ox [ 
x Z,,  °-l(k q- 1) 0hx[x°(k 4-8xl)' k 4- 1] A(k 4- 1, k)~-~t 
× A'(k 4- 1, k) ~h~'[x°(k 4- 1), k 4- 1]Z~yl(k°- 4- 1). (22) 
~x 
It can be deduced from (22) that the partitioning process of the model is 
justifiable if the inversion involved in determining W°(k 4- 1, k) exists at 
every step k. In most realistic situations, it is always practicable to pick a 
vector hl[x°(k 4- 1), k 4- 1] that preserves uch a requirement. Similarly, it 
follows by reoptimizing (19) that the optimal estimates are expressed as 
~r(k) = v#(k) + Wg(k + 1, k){y(k + 1) -- hl[x#(k 4- 1), k + 11) (23) 
and 
~(k + 1) = cb(k + 1, h) ~(k) 4- o~(k ÷ l, k) 4- A(k,4- 1, k) ~¢(k), (24) 
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such that 
k~(k 2_ 1, k) : lA'(k 2_ 1, k) 0h~'[xe(k 2_ 1), k 2_ 1] 
' ~X 
× 27;, ~--~(k 2_ 1) 0hl[xe(k 2_0xl)' k 2_ 1] A(k 2_ 1, k)l -~ 
× A'(k 2_ 1, k) eh?[x~(k + 1), k + 1] ~-~ ~;, (k + 1) 0x (25) 
and 2J~(k + 1) is obtained from (17) by invoking the corrected estimate 
x~(k 2_ 1). 
From (9), (13), (16) to (18), and (20) to (25), the sequential formulas for 
calculating Zxx(k 2_ 1) reduce to 
2~x(k 2_ 1) 
= l / -  n(k + 1,k) hlExO(k +axl)'k + 11 I ,(k + 1, k) 
× Z, xx(k) q)'(k 2_ 1, k) lI -- H(k 2_ 1, k) 8hl[x°(k" 2-exl)' k 2_ 1] l' 
+ rl(k + 1, k) ~(k  + 1) U'(k + 1, k) (26) 
and 
H(k 2_ 1, k) = A(k + 1, k) W(k 2_ 1, k). (27) 
The matrix hv(-) = (~iJ(')} 6 o~:×,~ 1 denotes the overall maximum-likelihood 
weighting, specified by 
W(k ~- 1, k) = Wo(k 2_ 1, k) -- 'Yg(k 2_ 1, k) ahl[x°(k 2_ 1), k 2_ 1] 
0x 
× A(k + 1, k) ~°(k + 1, k) + ~(k  2_ 1, k) (28) 
and satisfies the relationship 
I / - -  A(k + 1 k) W(k 2_ 1, k) 0hl[x°(k 2_ 1), k 2_ 1] l A(k 2_ 1, k) = 01 
' 0x  
(29) 
where 01 indicates a null matrix. 
For the modified-predictor-corrector maximum-likelihood state estimators, 
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see Fig. 3, to be invariant o a priori probabilistic knowledge, we maintain 
for every nonnegative integer k the conditions (Dorrah and Nichols, 1974b) 
l=m~ =rank[  ~h~[x°(k + l ) ' k+ l ]  A(k+l,k)] 
Ox 
= rank [ ~hl[x~(k + 1), k + 1] A(k -+- 1, k)]. (30) 
Ox k J 
I fife(k+,, , ,+ 
II CORRECTOR 1 PREDICTOR I ~#T .I 
FIe. 3. Modified prediction-correction scheme for th maximum-likelihood state 
estimation. 
This implies, using (22) and (25), that 
W°(k @ 1, k) ~-~ ~hI[x°(k -~- 1), k + 1] A(k + 1 k)l-* 
~x 
(31) 
and 
W#(k@ 1,k) = 8hl[x~(k-b 1 ) ,k+l ]  A (k+l ,k ) l  -t. 
8x ) (32) 
In the following section, the extended stochastic Rayleigh quotient 
algorithm is delineated for the estimation of the unknown feedback matrix C 
by manipulating Phase II of the partitioned system. 
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5. FEEDBACK PARAMETERS EVALUATION 
5.1. Prerequisites 
The components of the unknown feedback matrix C are expressed by the 
vector p ~ o~¢0×1, i o = p × n, such that 
O' = [qlq2 "'" ciJ "'" %~], (33) 
where the elements follow in rows of C. For convenience, the vector Cf~(k) is 
rewritten in the form 
Cf~(k) = X(k)0, (34) 
where the matrix 2 ( ' )  E ~×~o' with appropriate arrangement of elements of 
the vector R(k). An initial estimate for 0 is determined from Jo selective data 
points by solving the nonlinear programming problem (Pierre, 1969) 
J0 
minimize ix~(O) = 2 H z(k~) -- h2[y(kj) - -  )~(kj)0, kj]l[~1%) • (35) 
j=l 
In the above, Ql(kj) ~ ~2x,~2 is a symmetric nonnegative definite weighting, 
and 0 = 0 at commencement. 
5.2. The Extended Stochastic Rayleigh Quotient Algorithm 
The unknown vector 0 at each step k + 1 is to be evaluated, using the noisy 
observations z(i) and the state estimates .~(i), for i = 1, 2 , . ,  k, by the 
recursive formula (Dorrah and Nichols, 1974b) 
~(k + 1) : ~(k) + (o@)/k) E 3(i)Q~/2(i){z(i)- h2[y(i) - X(i)~(k), i]} 
i=a (36) 
where 
~(i) = 8h2'[Y(i) - -  X(i) ~(k), i] Q~/2(i ) (37) 
0o 
and Q2(') ~ '~x~ is an arbitrary symmetric positive definite weighting. The 
parameter c~(k) is a manipulatory scalar that is to be computed at each iteration 
step to ensure the convergence of the scheme. 
Conditions for the algorithm (36) to be convergent in the mean-square 
sense and the selection of the manipulatory scalar ~(k) are developed in 
Appendices I and II via the extended stochastic Rayleigh quotient and first- 
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order approximations. Two particular cases of significance for the extended 
SRQA depicted by (36) are the feasible direction when Q2(i) = I, and the 
pseudoinverse for 
~hz[y(i) -- X(i) ~(k), i] 
Q~(i) ~p 
~h~'[y(i) -- 2(i)  ~(k), i] t, (38) x 
where i = 1, 2,..., k. 
5.3. Computational Aspects 
A nondivergent cyclic adaptive procedure has been recently devised by 
Dorrah and Nichols (1974b). Alternatively, a noncyclic computational 
scheme, suitable for short data record situations, is systematized in the 
following to ensure the pointwise convergence of the extended SRQA in 
the mean-square sense. 
We introduce the measure/za[b(k)], specified by 
/c 
~3[~(k)] (l/k) ~ II z(i) - h2[y(i) X(i) ~(h), ]llo~(~l (39) 
i=1 
and proceed as follows. The computational procedure is started in accordance 
with the extended SRQA. Whenever the divergence criterion ~3 increases, it
is intuitively inferred that the main assumptions of the algorithm are in- 
validated, and the manipulatory scalar is multiplied by an appropriate non- 
negative weighting with a value less than unity. The iterations are then 
continued by processing remaining data points and diminishing the weighting 
of the manipulatory scalar subsequently for each increase in/x 3 up to com- 
pletion of the data available. 
6. NONLINEAR FUNCTION VECTOR IDENTIFICATION 
In this section, the extended stochastic Rayleigh quotient estimation 
theory is adapted for the evaluation of the unknown vector 0 availing Phase III 
of the partitioned system. For Qa(')e ~xe  a selected symmetric positive 
definite weighting, the algorithm is described by 
O(k ~- 1) ----- 8(k) + (~(k)/k) ~ F(i)Q~/2(i){cJ(i)- g[~(i), i, 8(k)]} (40) 
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such that 8(k) designates the estimate of 0 at step k, 
r( i) = 8g'[¢}(i),80i, (k)] Q,z/2(i) (41) 
and the manipulatory scalar c~(k) is selected as in Appendix III. The scheme 
(40) is initialized from l 0 data points by solving a nonlinear programming 
problem similar to that of (35). The weighting Q3(i) is chosen in corre- 
spondence with the analysis presented in the preceding section to yield either 
the feasible direction of the pseudoinverse procedure. In addition, cyclic and 
noncyclic computational schemes can be added to the algorithm (40) to 
ensure its pointwise convergence in the mean-square sense (Dorrah and 
Nichols,(1974b). 
In the following section, a comparison between various proposed techniques 
is established via a nonlinear third-order example. This system describes the 
kinetics of reversable reactions in a chemical reactor with nonlinear feedback 
(Denbigh and Turner, 1971). 
7. COMPUTATIONAL RESULTS 
Consider the nonlinear third-order differential equation of the form 
[ 21(t)] [x2(t)x~(t)-½x12(t)~¼sin(3t) ] 
22(0| = [xl(t ) xs(t ) ½x22(t) @sin(ZTrt) 
~3(t)3 Lx~(t) x2(t ) ½x32(t) 4- (291/~/10) sin(2t 4- 1.189700) 
+ -- tv~(t)J 
such that 
where 
Vl(t)] [01{i cq(t)I} °7 sgn[al(t)] + 02{I cr,~(t)l}°5:sgn[cr~(t)]] 
v~(t)] = t06{l ~l(t)J} °' sgn[aa(t)] 4- 03{[ ~(t)l} °8 sgn[cr~(t)]] 
~'(t) £ [o1(0 ~(t)] 
0' & [01 02 0~ 0~ 05 0~ 07 0s] 
and for the input vector y(t) illustrated in Fig. 4. 
(42) 
(43) 
(44) 
(45) 
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5-- 
/ % 
2 
FIG. 4. Input vector y(t) to nonlinear system of numerical example. 
Let ~ = 10 -2, i o = 6, jo = 5, l o = 7, QI(k j )  = I ,  fo r j  = 1, 2,..., 5, 
and 
3 
5 4] 
[ 5 tan-l[xl(t)] -~- ~ tanh[x2(t)] 
hl[x(t), t] = [tanh[~xe(t)] @ 10 tan-l[½-x3(t)]] 
h218(t), t] = [5 sinh[§al(t)] -- cos[~(t)]] 
[ sin[crl(t)] -- 5 tan-li lac(t)]]" 
Construct the stochastic environment to be: E[x(0)] = 0, 
(46) 
(47) 
(48) 
and 
[ 0.025000 
~(o)=/-o.oolooo 
L--0.001000 
[ 0.000961 
2~(k)= t-0.000046 
2nn(k) = [ 0.018532 
[--0.000781 
--0.001000 
0.050000 
--0.001000 
--0.000046] 
0.0013551' 
--0.001000] 
--0.001000|, 
0.100000J 
(49) 
(50) 
-0.000781] (51) 
0.022986]" 
We analyze then the following three facets of the partitioned nonlinear 
third-order system. 
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7.1. Phase I of the Partitioned System 
The modified-predictor-corrector maximum-likelihood state estimation 
algorithm delineated in subsection 4.2 is performed. The overall maximum- 
likelihood weighting W versus iteration step k is shown in Fig. 5. Moreover, 
for t = h%, the optimal estimates ¢¢(t) and f~(t) are given in Figs. 6 and 7, 
respectively. In the same graphs, the corresponding exact values computed 
by simulation (Reitman, 1974)are provided fo r comparison. It is discernible 
that, even though Phase I is of a nonlinear nature , the accuracy obtained is 
entirely satisfactory. The maximum-likelihood estimator satisfies (30) and 
hence is invariant o a priori statistics. 
~ lC  - -  
~4-  2 
< 
/~i2 o 1 I I 1 ,~ 
I00 200 300 400 500 
ITERATION STEP 
FIG. 5. Overall maximum-likelihood weighting W verses iteration step k for the 
state estimator of numerical example. 
7.2. Phase H of the Partitioned System 
The nonlinear programming formulation (35) is solved to yield the refined 
initialization given in Table I. The extended SRQA armed with the noncyclic 
computational procedure is then implemented to both cases, viz, the feasible 
direction and pseudoinverse. Comprehensive s quentialities of the extended 
schemes versus iteration step are demonstrated respectively by Figs. 8 and 9, 
for the weighted manipulatory scalar a ° and the feedback matrix estimate C. 
The terminal values for the matrix C are recorded in Table I. It is apparent 
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for the present situation that the precision associated with the feasible 
direction approach has surmounted the one of the pseudoinverse. Non- 
etheless, both estimates are essentially biased in consequence to the im- 
plementation of first-order solutions. 
+ ] ~o / 
~O,L 
-0.2I ~ • • 
A 
- -  EXACT 
• EST IMATED 
e e V I 
4 5 TIME 
O. 
J 
04 
- -  EXACT 
• EST IMATED 
z_ m o.2 
- . va 
N o 
+oo v 
B 
FIe. 6. Exact and estimated values of Phase I input signal '¢(t) for numerical 
example. 
-0.4 
-0.6 
A 
- -  EXACT 
• ESTIMATED 
1 [ 
4 TIME 
J 
06 
04 
,jo2 
<m od 
E 
~ -o.2 
-o4  
B 
- -  EXACT 
• EST]MATED 
FIO. '7. 
1.2 
1.0 -- -" EXACT 
• ESTIMATED 
0.8-- 
,~ 0.6-- 
~ CA - 
O.2 i -  
0 TIM~ 
-02j-- 
C 
Exact  and est imated values of  the state x(t)  for numer ica l  example  
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0 ~ IG 2 
z 16 s 
,? 
Id: 
FEASIBLE  D IRECT ION 
• PSEUDO - INVERSE 
I I I I 
50 t00 150 200 
ITERATION STEP 
FIG. 8. Weighted manipulatory scalars ~0 versus iteration step for numerical 
example, Phase II. 
TABLE I 
Exact, Initial and Terminal Values for the Feedback 
Parameters Using the Noncyclic Approach 
Parameter Exact Initial Feasible direction Pseudoinverse 
cll 1 1.461388 1.230849 0.997588 
c1~ 2 1.879919 2.079881 1.528554 
c13 3 2.265149 2.892560 2.446262 
c23 3 3.340877 3.843555 3.503112 
c~2 5 4.868527 4.921290 4.807688 
c21 6 5.820358 5.712713 5.807221 
7.3. Phase I I I  of the Partitioned System 
A nonlinear programming formulation similar to that of (35) is treated 
for scheme commencement, with the initial estimate ~(0) given in Table II. 
The extended SRQA's with their noncyclic and cyclic ramifications are then 
carried out for data generated by Phase I I  employing the exact value of C. 
643/33/z-4 
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- -  EXACT "4" -  FEASIBLE DIRECTION "4 - -  PSEUDO - INVERSE 
I . . . . . .  : • ~ _ ~  : : : : ~ : : : : : ~, : ~ ~___~. .~ ~ -el3 
~-~==:-::=-~::=::=: := : : := . :=_  CI2 
I ! _1 I 
A 0 50 [00 150 200 
ITERATION STEP 
- -  EXACT ~ FEAS IBLE  D IRECT ION ~ PSEUDO-INVERSE 
C21 
. . . . . . . .  : : : : : : : : : : : : : : : : : : : : : : :  
~ l l - - - l ' i - - i l l l i l l l l l l r~ . - . : : :~ : : : : : ;T :=~: - i ; : ;~=:  
I 
[ ! l l 
B 0 50 I00 150 200 
ITERATION STEP 
C23 
FIc. 9. Sequential estimation of the feedback matrix C versus iteration step for 
numerical example. 
The  weighted manipulatory scalars c~ e versus iteration step are sketched in 
Fig. 10, and the terminal valuds of 0 are recorded in Table  I I .  I t  can be 
deduced for this specific example that the most suitable precision in the 
mean-square sense (Dorrah and Nichols, 1974b) has been achieved via the 
noncyclic pseudoinverse technique. 
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TABLE II 
Exact, Initial and Terminal Values for the Nonlinear Function Vector 0 
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Feasible direction Pseudoinverse 
Parameter Exact Initial Noncyclic Cyclic Noncyclic Cyclic 
a 0.160477 0.157385 0.138683 0.147473 0.137556 
02 ~ 0.256100 0.153723 0.249645 0.255484 0.250584 
1 0.245370 0.247112 0.254456 0.243282 0.253942 03 
0~ ½ 0.349552 0.353394 0.348659 0.354717 0.349397 J!
05 ½ 0.518222 0.509594 0.498847 0.510862 0.499552 
06 ! 0.477536, 0.449900 0.496712 0.459656 0.495066 2 
2 0.449829 0.507953 0.467292 0.527988 0.467667 07 
0s ~ 0.756679 0.729723 0.740008 0.708337 0.741328 
- I2 :  
. . . . . .  l 1 I i 
0 50 100 150 200 
ITERATION STEP 
FIG. 10. ~Teighted manipulatory scalars ~ versus iteration step for numerical 
example, Phase III: (I) noncyclic feasible direction; (II) cyclic feasible direction; 
(III) noncyclie pseudoinverse; (IV) cyclic pseudoinverse. 
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8. CONCLUSIONS 
The problem of evaluating the feedback matrix and nonlinear function 
parameters for a general class of nonlinear dosed-loop time-variant control 
systems has been examined. Measurements have been conducted at two 
different localities that were polluted by additive statistically-known white 
Gaussian oise. It has been shown that a computationally appealing solution 
is practicable by utilizing the partitioning frame technique. An optimal 
modified-predictor-corrector maximum-likelihood state .estimator has been 
synthesized. It has been substantiated under some pertinent conditions that 
the optimal estimator is invariant to a priori statistical information. Further- 
more, new extended stochastic Rayleigh quotient feasible direction and 
pseudoinverse algorithms via first-order approximations have been developed 
for the identification of the incognizant quantities. Nonlinear programming 
problems have been formulated for the algorithms' initialization. A non- 
cyclic adaptive computational procedure has b~en depicted to ensure the 
pointwise convergence of the extended SRQA's in the mean-square s nse. 
Finally, it has been demonstrated bya specific nonlinear third-order example 
that ultimate success of the presented techniques i influenced markedly by 
the very nature of the partitioned phases' stochastic environments. 
APPENDIX  h PROPERTIES OF THE EXTENDED 
STOCHASTIC RAYLEIGH QUOTIENT 
We introduce the definition and inherent bounds of the extended, stochastm 
Rayleigh quotient as follows. 
DEFINITION 1. For ~(')~ ~x,~ a Hermitian ma~rik, and ei(')e o~xl, 
i = 1, 2,..., m, zero-mean stochastic vector processes with nonzero ~nite 
variances, the extended stochasiic Rayleigh quotient of ~?(k), designated by 
~[~?(k)], is expressed as 
f[~.~(~)] 5 X~=lE(ei(k))oQ(k) ei(k)) : i(1-1) ; ;  ,2?__-2 
Denote the igenvalues of D(k) by ~r~(k), for j = 1, 2,..., n, such that 
~h(k) ~< ~r~(k) ~< "'" ~ ~rn(k). Then, it can be easily verified that 
,~l(k) ~< e[~?(k)] ~< ~(k)i . . . . .  (1-2) 
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APPENDIX II: CONVERGENCE ANALYSIS OF TI~E EXTENDED SRQA 
In this appendix, the convergence analysis of the extended stochastic 
Rayleigh quotient algorithm is established. 
Denote the covariance matrix of fi(k) by Zpp(k), such that 
Go(k) = cov[~(h), ~(k)] (II-1) 
where the error ~(k) = ~ -- ~(h). Introduce the random process ~(-) e ~-,~xl, 
defined by 
A ,~1/2,., ~ 3h2[y(i) -- X(i) ~(k), i] ~(i)~ 
~(i) = ~ t~ ~n(i )+ ~x (II-2) 
such that ,~(i) designates the error associated with the estimate ~(i), 
i = 1, 2,..., h. The signal ~(i) accommodates discretization and round-off 
errors, disturbances, orad hoc deviations; and is approximated bya zero-meart 
Gaussian process having the positive definite covariance Xg~(i). A general 
form for the extended stochastic Rayleigh quotient algorithm (36) is delineated 
using first-order approximations via Lemma 1. 
LEMlVIA 1. 
averaging that 
For all nonnegative integers i and h, i ~ k, assume due to 
k k 
tr[.. (z)Xoo(k)Z(i)] > ~ tr[2~g(i)] (II-3} 
i= l  i= l  
and select he manipulatory scalar e~(k), such that 
a(h) = cO(h) = spectral radius -1 [(2/h) ~ Z'(i)Z(i)]. 
i= l  
(II-4} 
Then, the extended SRQA depicted by (36) converges to the true value of 0 in 
the mean-square s nse. In the above, tr abbreviates trace. 
Pro@ It follows from (36), (37), and (II-2) that 
b(k q- 1) = -- (~(k)/k) ~ Z(i) Z'(i) ~(k) -- (~(k)/h) Z(i) ~(i). 
i= l  i= l  
(ii-5) 
138 DORRAH AND NICHOLS 
This yields the relationship 
[, ,] [, l Zpo(k + 1) = -- (ot(k)/k) 3(i) Z'(i Zoo(k ) -- (ot(k)/k) Z S(i) Z'(i) 
/=I i~l  
k 
+ (°~2(k)/k~) Z 3(0 &~(i).ff'(i), (I1-6) 
~*(k) > 
where, i = 1, 2,..., k, 
where the consequence ofmisevaluating 3(i) is disregarded, and the processes 
~(k) and ~(i) are assumed, without loss of generality, to be uncorrelated. 
For the pointwise convergence of the extended SRQA in the mean-square 
sense, we maintain for every nonnegative integer k (Dorrah and Nichols, 
1974b) 
tr[Zpp(k -{- 1) -- Zoo(k)] < 0. (II-7) 
From (II-6), (II-7), and by employing Schwarz' inequality, ~(k) is bounded 
according to 0 < ~(k) < a*(k), such that 
k ~,=1 tr[~ (i) Zoo(k) 3(i)] (II-S) 
a*(k) > X~=l ZL~ tr{Z(i)[z'(j) Zoo(k) S(j) + Z¢¢(i)] g'(i)}" 
Incorporating (II-3) and (II-8), gives after some simplifications (Dorrah and 
Nichols, 1974b) 
k 
X i= l  E(~i(k)' ~i(k)) ( I I -9 )  
ZL~ ~<~,(k), A(k) ~,(k)) 
and 
~,(k) = Z'(i) ~(k) + ~q) (ii-m) 
Z~ 
(kA) = (2/k) ~ S'( j )  S(j). (II-11) 
j=l 
It can be concluded from (I-1), (I-2), (II-4), and (111-9) that 
0 < s°(k) ~ f-l[C(k)] < ~*(k). (11-12) 
Following a similar approach to that of Dorrah and Nichols (1974a), we can 
prove that for every 0 <~ c~(k) < a*(k) there exists 0 < A(k) < 1, such that 
tr[Zop(k + 1)] = A(k) tr[Zpp(k)]. (II-13) 
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This implies availing the positive definiteness property of Zpp(k) that 
lira Zop(k ) = 02 (11-14) 
koco 
and 02 indicates a null matrix. Hence, the extended SRQA converges to the 
true value of p in the mean-square s nse. This completes the proof. I 
APPENDIX III: CONVERGENCE ANALYSIS FOR THE IDENTIFICATION OF 
NONLINEAR FUNCTION VECTOR 
We outline in this appendix the convergence analysis of the extended 
SRQA (40) for estimating the unknown nonlinear function vector 0. 
Denote the covariance matrix of 8(k) by Z00(h), such that 
Zoo(k) = cov[~(h), ~(k)] (III-1) 
and the error 0(h) = 0 -- 8(h). Moreover, designate the error associated with 
¢¢(h) and ~(k) by the nearly Gaussian processes ~l(h) and ~2(h), respectively. 
Introduce the overall error signal ~(')~ ~x l ,  characterized by 
~(i) 1/2 • - • = Qa (~){-- ~1(~) + @g[~(i), i, ~(h)]/~) ~2(i)} (II1-2) 
with covariance Zl~(i ). Consequently, Corollary 1 gives the convergence 
analysis of the extended SRQA (40). 
COROLLARY 1. For all nonnegative integers i and k, i <~ k, let 
and 
tr[F'(i) Zoo(k ) F(i)] > ~ tr[Xp~(i)] (III-3) 
i=1 i=1 
c~(k) ~ c#(k) ~ spectral radius -1 (2/k) j) . (111-4) 
Then, the algorithm (40) converges to the true value of 0 in the mean-square 
sense .  
Proof. The proof follows corresponding steps to that of Lemma 1 and 
hence is omitted. | 
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