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Introduzione
Questo lavoro di tesi e` stato svolto presso il laboratorio NEST della Scuola Normale Supe-
riore † nell’ambito della realizzazione di una macchina molecolare in grado di riconoscere
molecole di interesse biofisico o biologico all’interno delle cellule. La finalita` nello speci-
fico e` di sviluppare un algoritmo per la progettazione di anticorpi specifici per un dato
determinante antigenico.
La comprensione della struttura e della funzione delle proteine, unita alla possibilita` di
influenzarne l’interazione a livello molecolare, rappresenta una grande sfida per la comunita`
scientifica, motivata, tra l’altro, anche dalle applicazioni nella progettazione di farmaci e
nelle nanobiotecnologie che un controllo efficace sui meccanismi biochimici permettereb-
be. Proprio in vista delle applicazioni gli anticorpi hanno grandi potenzialita`: si tratta
infatti di proteine in grado di legare con elevata affinita` una grande quantita` di molecole,
pur condividendo una struttura di base molto ben conservata (si veda [17]). I metodi di
immunizzazione animale utilizzati in genere per ottenere anticorpi specifici per un dato an-
tigene presentano tuttavia molti limiti, uno su tutti l’impossibilita` di scegliere a priori il
determinante antigenico specifico a cui l’anticorpo si lega; questo e` un problema grave ad
esempio se si vuole localizzare l’azione dell’anticorpo per inibire un processo biochimico o
una specifica interazione in uno specifico sito. Inoltre lo spazio delle sequenze esplorate dal
sistema immunitario e` spesso limitato, portando talvolta alla produzione di anticorpi con
affinita` non particolarmente elevata; un altro problema e` che non tutti gli antigeni generano
una risposta immunitaria negli animali.
Un metodo teorico per la progettazione di anticorpi e` percio` un obiettivo di estrema
importanza.
Recenti risultati (si veda ad esempio [14]) sullo studio delle complementarity determining
region ∗ degli anticorpi hanno mostrato che la struttura geometrica di tali regioni assume
solo poche possibili conformazioni, in larga parte indipendenti dalla particolare sequenza
amminoacidica; cio` ci ha portati a formulare l’ipotesi di poter suddividere il complesso
problema del design di anticorpi in due fasi: determinare dapprima la struttura geometrica
di tali regioni e solo in seguito la sequenza completa.
†Piazza San Silvestro 12 - 56127 Pisa
∗Le regioni dell’immunoglobulina, poste sui suoi siti di legame, che sono responsabili dell’interazione con
l’antigene e ne determinano percio` la specificita`.
2In questa tesi ci siamo concentrati sul primo passo, e in particolare il lavoro di tesi e`
stato dedicato alla progettazione, realizzazione e test di un algoritmo computazionale per
la predizione della struttura geometrica delle regioni ipervariabili di anticorpi con elevata
affinita` per un antigene dato.
A tale scopo sono stati analizzati gli studi riguardanti le forme geometriche conservate (le
strutture canoniche) degli anticorpi, e si e` realizzato su base combinatoriale un database di
regioni di complementarieta` (Sezione 3.2). Sono stati poi studiati gli algoritmi di protein-
protein docking presenti in letteratura al fine di determinarne uno adatto ai nostri scopi
(Sezione 2.3). L’algoritmo scelto e` stato modificato e implementato (Sezione 3.1) prestando
particolare attenzione al ruolo delle molecole del solvente nell’interazione proteina-proteina,
valutato tramite l’impiego di simulazioni di dinamica molecolare (Sezione 3.3). L’algoritmo
e` stato infine utilizzato per predire la combinazione di strutture canoniche che massimizza
l’affinita` per un dato antigene, ed il tutto e` stato testato tramite un confronto con complessi
noti (Sezione 3.4). Va sottolineato che questo metodo di validazione ha una potenziale debo-
lezza, in quanto non e` corretto assumere che l’anticorpo presente nel complesso sperimentale
(il cristallo) sia quello che garantisce l’affinita` massima. Ai fini del ruolo biochimico che
deve svolgere e` infatti sufficiente che la sua affinita` per l’antigene sia abbastanza elevata da
scatenare la risposta immunitaria; questa possibilita` e` stata presa in considerazione nella
valutazione dei risultati ottenuti.
La prima parte della tesi e` dedicata all’introduzione di concetti fondamentali sulla strut-
tura delle proteine, sul funzionamento del sistema immunitario e su concetti di protein de-
sign, che non fanno in genere parte della formazione data da un corso di laurea in fisica e
presentano anche un cenno a tematiche e a problemi tipici della biofisica.
La seconda parte si concentra sull’esposizione dei metodi computazionali per la simula-
zione delle proteine (dinamica molecolare), la valutazione del ruolo delle acque strutturali
nell’interazione proteina-proteina e la determinazione delle loro interazioni (docking). Que-
sta sezione ha il duplice scopo di approfondire i fondamenti teorici dei metodi impiegati
nella tesi e di presentare il nostro percorso di valutazione e scelta dell’algoritmo di docking
piu` adatto per lo studio dell’interazione anticorpo-antigene.
La terza parte presenta infine le novita` da noi introdotte nell’algoritmo e nella sua
implementazione, lo studio del ruolo delle acque strutturali per l’antigene, lo sviluppo del
database combinatoriale di anticorpi e infine l’implementazione del metodo completo e la
sua validazione.
Per una discussione sintetica dei risultati ottenuti dal presente lavoro e sui possibili
sviluppi che ne scaturiscono si vedano le conclusioni a pagina 103.
Capitolo 1
Argomenti introduttivi
Verranno qui di seguito esposti alcuni argomenti introduttivi che non sono in genere patri-
monio culturale di un corso di laurea in fisica. Oltre a rendere piu` comprensibile il resto
del lavoro, speriamo che queste pagine possano trasmettere nel lettore, almeno in parte, il
grande fascino che il mondo della biofisica, con i suoi complessi meccanismi e le sue grandi
sfide sia teoriche che tecnologiche, porta con se´.
La prima parte e` dedicata alla struttura delle proteine, che saranno le protagoniste di
questo lavoro di tesi. La seconda tratta in breve il funzionamento del sistema immunitario:
oltre ad essere un argomento molto interessante di per se´, la conoscenza dei meccanismi
biochimici alla base degli anticorpi rende comprensibili molte sfumature di questo lavoro.
La terza parte presenta una brevissima introduzione alla grande sfida della progettazione
di proteine.
1.1 Proteine
In questa sezione verranno introdotti alcuni concetti fondamentali riguardanti la struttura
e la funzione delle proteine necessari per comprendere il prosieguo della tesi. Naturalmente
ci si limitera` ad un cenno agli aspetti piu` fondamentali, rimandando per una visione piu`
completa a uno degli innumerevoli testi presenti in letteratura, si veda ad esempio per una
trattazione molto completa il libro di Branden e Tooze [1].
1.1.1 La struttura delle proteine
Le proteine sono le macromolecole biologiche principalmente responsabili del funzionamen-
to dei complessi meccanismi biochimici e biofisici che sono alla base della vita. Esse, con
la loro enorme variabilita` in dimensione, forma, struttura e l’incredibile varieta` di funzioni
svolte, rappresentano un mondo ancora molto da esplorare, specialmente interessante ora
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che le tecniche per lo studio del DNA, permettono il sequenziamento del codice genetico
di un numero sempre crescente di organismi1. Per farsi una idea di quanto detto si consi-
glia di visitare la pagina “Molecule of the month” ospitata sul sito del Research Collabo-
ratory for Structural Bioinformatics, all’indirizzo http://www.rcsb.org/pdb/education_
discussion/molecule_of_the_month/index.html, dove sono raccolte molte informazioni
e curiosita` su molecole biologiche (per la maggior parte proteine) di particolare interesse.
Una anche rapida visita sul sito non puo` non suscitare un grande senso di ammirazione per
la bellezza un po’ barocca dei meccanismi della biologia molecolare.
Il ruolo fondamentale delle proteine appare evidente se si considera che esse costituiscono
piu` della meta` del peso secco di una cellula, e ne sono presenti piu` di 20 − 30 mila tipi
differenti in una cellula eucariotica. Esse svolgono all’interno dei sistemi biologici una
varieta` enorme di compiti: trasporto, catalisi, sostegno strutturale della cellula, leganti ad
elevata affinita`... Cio` che pero` rende le proteine particolarmente adatte al mondo biologico
e` il fatto che, pur avendo enormi differenze di forma, dimensione e proprieta` fisico-chimiche,
esse hanno tutte una struttura di base comune e possono percio` essere prodotte dalla cellula
utilizzando un unico macchinario biologico.
Le proteine sono infatti dei polipeptidi, ovvero polimeri costituiti da lunghe catene di
elementi modulari detti amminoacidi. Nei sistemi biologici si trovano 20 tipi di amminoacidi
diversi (figure 1.1 e 1.2) che condividono tutti la stessa struttura di base: sono composti da
Figura 1.1: La struttura base di un amminoacido.
un gruppo amminico NH+3 e un gruppo carbossilico COO
− legati da un atomo di carbonio,
detto carbonio α, che costituisce il centro strutturale dell’amminoacido. Al carbonio α si
lega anche un gruppo atomico detto catena laterale R che differenzia gli amminoacidi e
ne permette la classificazione. Nella Figura 1.2 sono riportate le 20 catene laterali degli
1Tanto che si parla di post-genomic era; si veda ad esempio [2].
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Figura 1.2: I 20 amminoacidi presenti negli organismi biologici. Cio` che li distingue e` la
catena laterale, evidenziata in rosso nella figura.
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amminoacidi che si trovano negli organismi viventi. Le proprieta` chimiche della catena
laterale ci permettono di classificarli in quattro classi:
• catena laterale idrofobica, come alanina e valina;
• catena laterale carica, ad esempio lisina e acido aspartico;
• catena laterale polare, come serina o tirosina
• glicina, che ha come catena laterale un solo atomo di idrogeno.
La catena laterale, oltre a determinare le proprieta` dell’amminoacido ne determina anche
la dimensione: vedremo che, qualora serva, e` possibile definire il raggio medio di un ammi-
noacido, ma che tale definizione e` ambigua e dipende dallo scopo che ci si prefigge. Ciascun
amminoacido e` identificato da una sigla di tre lettere che ne riassume il nome: GLY per
glicina, THR per tirosina e cos`ı via. Tuttavia, quando si riporta la sequenza di residui2
di una proteina e` preferibile utilizzare un codice con una sola lettera, riportato in Tabella 1.1.
Tabella 1.1: I codici ad una e re lettere utilizzati come
abbreviazione per i 20 amminoacidi.
Amminoacido Tre lettere Una lettera
Alanina ALA A
Cisteina CYS C
Acido aspartico ASP D
Acido glutammico GLU E
Fenilalanina PHE F
Glicina GLY G
Istidina HIS H
Isoleucina ILE I
Lisina LYS K
Leucina LEU L
Metionina MET M
Asparagina ASN N
Prolina PRO P
Glutammina GLN Q
Arginina ARG R
Serina SER S
Teronina THR T
Valina VAL V
Triptofano TRP W
Tirosina TYR Y
2Residuo e` il termine che descrive un amminoacido in una catena polipeptidica
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Gli amminoacidi si legano a formare una catena tramite il legame peptidico (fig. 1.3), un
Figura 1.3: Il legame peptidico tra due amminoacidi.
legame covalente tra il carbonio del gruppo carbossilico di un amminoacido (detto carbonio
β) e l’azoto del gruppo amminico del successivo. Come si vede dalla Figura 1.4, questo
Figura 1.4: Gli angoli φ (tra N e Cα) e ψ (tra Cα e Cβ) sono i due gradi di liberta` lasciati
dal legame peptidico.
legame non stabilizza del tutto la forma geometrica della catena, ma lascia due gradi di
liberta`, identificati con gli angoli φ e ψ in figura, attorno a cui possono ruotare i piani
contenenti il legame peptidico. Questo permette alla sequenza formata dagli atomi N −
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Cα−Cβ di ciascun residuo (cioe` il backbone della proteina) di ripiegarsi e formare strutture
non lineari. Ovviamente l’ingombro sterico della catena laterale (fatta eccezione per la
glicina) non permette agli angoli φ, ψ di assumere qualunque valore, ma li limita a certe
regioni nel piano (φ, ψ); un grafico che evidenzi tali regioni e` detto Ramachandran plot, e
in 1.5 e` riportato un esempio. Tale rappresentazione e` doppiamente utile per chi si occupa
Figura 1.5: Il Ramachandran plot: la distribuzione da una statistica di strutture note. a)
residui diversi da prolina e glicina; b) il caso della glicina (si noti la simmetria); c) il caso
della prolina; d) il caso di un residuo subito precedente la prolina.
di biochimica computazionale. Supponiamo infatti di avere a disposizione le coordinate di
una proteina ricavate da un esperimento di cristallografia (come verra` descritto in seguito).
Come possiamo verificare che non ci siano residui posizionati male, oppure catene laterali
ruotate in una posizione non fisica? Avendo a disposizione un Ramachandran plot e` possibile
controllare quali residui cadono dentro le regioni popolate e quali no; un residuo che cade
molto al di fuori delle zone popolate del grafico e` molto improbabile e va controllato per
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verificare che non ci siano errori di posizionamento. Bisogna pero` fare molta attenzione
in questo tipo di valutazioni, poiche´ un residuo puo` avere valori poco probabili di φ e ψ
qualora tale conformazione gli sia imposta dallo stress della struttura, ad esempio nel sito
di legame. In generale e` sempre un’ottima idea fare questo controllo prima di utilizzare
qualunque cristallo3, ed esistono numerosi programmi che permettono di eseguire questo
controllo in maniera semplice ed automatizzata, ad esempio tramite il sito MolProbity4. Un
altro impiego del Ramachandran Plot e` la validazione dei metodi di simulazione dei sistemi
biologici, come ad esempio della dinamica molecolare di cui parleremo piu` diffusamente in
seguito. Come si puo` immaginare, infatti, una proteina anche piccola e` un sistema composto
da migliaia di atomi che interagiscono tramite forze che andrebbero a rigore trattate in modo
quantistico. E` chiaro che per riuscire a simulare l’evoluzione temporale di un tale sistema
e` necessario ricorrere a numerosissime approssimazioni ed accorgimenti su cui non si ha
un facile controllo. E` pero` possibile, tra i vari metodi di validazione a posteriori di cui
parleremo in seguito, fare una statistica degli angoli φ e ψ prodotti nella simulazione per
i vari residui e confrontarli con il plot ricavato da strutture note. Come vedremo, questo
e` un test non banale della bonta` dell’algoritmo di simulazione e soprattutto dei force field
utilizzati.
1.1.2 Il fold proteico
Secondo una bella metafora (tratta da [1]), la conoscenza della sequenza amminoacidica di
una proteina ci dice della sua struttura tridimensionale e sulla sua funzione poco piu` di
quanto l’elenco telefonico di New York non ci dica sulla complessita` e le bellezze della citta`.
Sappiamo infatti che, una volta che la proteina e` stata assemblata da un ribosoma5 essa
non rimarra` una catena lineare, ma si ripieghera` a formare una struttura tridimensionale
in genere molto complessa tramite un processo lungo e ancora poco compreso denominato
folding. In linea di principio la fisica ci insegna che, per quanto complessa siano la proteina
e il suo ambiente, le conformazioni che la proteina assume sono completamente determinate
dalle interazioni tra gli atomi che compongono la proteina e dalle interazioni con il solvente.
In particolare, le interazioni che guidano il folding sono molto meno energetiche del legame
covalente che tiene insieme la catena polipeptidica, e sono dovute principalmente alle inte-
razioni delle catene laterali: legami deboli come il legame a idrogeno o le interazioni di Van
der Waals, anche se occasionalmente in alcuni punti chiave la struttura secondaria della
proteina puo` essere stabilizzata da ponti disolfuro formati da due cisteine situate in zone
diverse della proteina o in due catene differenti. Tali interazioni, all’equilibrio e una volta
fissate le condizioni esterne come temperatura, pressione e pH del solvente, determinano
in maniera univoca la termodinamica della proteina, cioe` quali strutture tridimensionali
esplora e con quale probabilita`; se le condizioni sono quelle che si trovano all’interno della
3Con cristallo si intende la collezione delle posizioni di tutti gli atomi della proteina, meno gli idrogeni la
cui posizione piu` probabile e` pero` determinata dalla posizione degli altri atomi.
4http://molprobity.biochem.duke.edu/
5L’organello della cellula che si occupa della produzione delle proteine a partire dall’RNA messaggero.
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cellula allora la proteina assumera` la sua conformazione nativa. Questo e` stato dimostrato
sperimentalmente da Anfinsen oltre 30 anni fa, in un famoso esperimento [15]. Tuttavia i
primi biochimici che si occuparono della determinazione sperimentale della forma delle pro-
teine si accorsero che cambiando anche in maniera minima le condizioni esterne la proteina
cambiava la sua conformazione, assumendo una forma differente e spesso biologicamente
inattiva. Questo processo prende il nome di denaturazione, ed accade poiche´ le differenze in
energia libera tra diverse configurazioni sono, in condizioni fisiologiche, intorno alla decina
di kcal/mol, molto piccole se si considera che l’energia tipica di un singolo legame a idro-
geno e` tra 2 e 5 kcal/mol. Infatti la differenza di energia libera tra le due conformazioni e`
determinata da due contributi:
∆G = ∆H − T∆S
il contributo entalpico deriva dalle interazioni non covalenti tra residui non consecutivi della
catena e favorisce lo stato nativo, con un contributo dell’ordine delle centinaia di kcal/mol;
il contributo entropico invece favorisce uno stato denaturato, e puo` essere stimato consi-
derando che il numero di possibili configurazioni per lo stato denaturato si aggira intorno
alle Ω ∼ 1015 − 1020 e percio` il contributo kT ln Ω e` di nuovo dell’ordine delle centinaia di
kcal/mol. Dunque la differenza di energia libera e` molto piccola ed e` facile denaturare la
proteina. Questa caratteristica determina una certa flessibilita` delle proteine nel soluto, che
in genere e` d’aiuto, e non di impaccio, alla funzione per la quale sono designate; tuttavia
cio` implica che, quando si vuole utilizzare una proteina, e` necessario studiarne la flessibilita`
per vedere se ci sono importanti cambi strutturali da tenere in considerazione. Cio` puo`
essere ottenuto ad esempio tramite simulazioni di dinamica molecolare, come e` stato fatto
in questa tesi. Vedremo in seguito come considerazioni di energia libera siano essenziali
anche per valutare l’effetto e la stabilita` dell’interazione della proteina con le molecole del
solvente.
Del tutto in generale, poiche´ le proteine sono immerse in acqua, i residui con catene late-
rali idrofobiche (ovvero non polari) tendono ad aggregarsi vicine tra loro e all’interno della
proteina, mentre i residui idrofilici (polari) si localizzano prevalentemente sulla superficie
proteica e interagiscono con il solvente acquoso formando delle shell di idratazione, come
vedremo in seguito.
Esistono due tipi di struttura secondaria particolarmente ricorrenti tra le proteine, la
α−elica e il β−foglietto, mostrate in Figura 1.6. Queste conformazioni, detti elementi di
struttura secondaria, vanno a combinarsi in strutture piu` complesse per determinare la
struttura secondaria della proteina. Quando una struttura secondaria e` ricorrente, cioe`
si presenta con poche variazione in molte proteine, e` detta un motivo; una sezione della
proteina che ha una indipendenza strutturale dal resto, ovvero che acquisisce il suo fold
indipendentemente dal resto della proteina, e` detta dominio. In particolare gli anticorpi,
di cui parleremo in seguito, sono proteine formate essenzialmente da strutture β. Queste
strutture possono formarsi con molti tipi di residui diversi e sono molto rigide: hanno percio`
in genere un ruolo strutturale; i residui che congiungono due elementi secondari (ad esempio
due β-foglietti antiparalleli, vedi Figura 1.7, oppure una α-elica e un beta foglietto) hanno
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Figura 1.6: Le due strutture secondarie delle proteine: a) la α-elica; b) il β-foglietto. Gi
atomi di carbonio sono in nero, quelli di azoto in azzurro e gli ossigeni in rosa.
Figura 1.7: Un esempio de β foglietto antiparallelo, tratto dal file PDB 1OSP; notare che i
loop che collegano i diversi strand possono avere una certa variabilita` di forma.
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in genere una forma molto variabile (sebbene ve ne siano di ricorrenti, come il β−hairpin)
e sono in molti casi i responsabili della funzione della proteina: vedremo come ad esempio
negli anticorpi la specificita` dell’interazione con l’antigene sia completamente determinata
dai sei loop che si trovano all’estremita` del frammento variabile, mentre le strutture β hanno
il solo ruolo di fissare la forma tridimensionale dell’anticorpo.
Ma e` in sostanza possibile predire la struttura tridimensionale di una proteina par-
tendo dalla conoscenza della sua sequenza amminoacidica? Si osservi la struttura della
mioglobina in Figura 1.8, determinata sperimentalmente nel 1958 presso il Medical Resear-
Figura 1.8: La struttura della mioglobina, vista da due direzioni differenti: a sinistra la
superficie molecolare, e a destra la struttura secondaria. Si noti come le α-eliche siano
disposte in modo molto irregolare, ma formino comunque una struttura compatta.
ch Council Laboratory of Molecular Biology, Cambridge, UK, e si considerino le parole di
John Kendrew, l’uomo che la determino`:
“Forse le caratteristiche piu` evidenti della molecola sono la sua complessita`
e la sua mancanza di simmetria. La configurazione sembra mancare completa-
mente delle regolarita` che istintivamente ci si aspetterebbe, ed e` piu` complicata
di quanto predetto dalle teorie sulla struttura delle proteine.”
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La ragione essenziale della complessita` delle macromolecole biologiche6 e` dovuta al fatto
semplice ma poco intuitivo che la natura non progetta le proteine come farebbe un inge-
gnere con un motore. Tali molecole infatti non sono state costruite sulla base di un qualche
schema preordinato, ma sono emerse da innumerevoli mutazioni e selezioni, e la selezione ha
operato esclusivamente sulla funzione della proteina e non sulla sua semplicita` o simmetria.
Questo e` uno degli schemi mentali piu` importanti da tenere a mente quando si studiano
i sistemi biologici, e che determina e in qualche modo definisce la differenza stessa tra il
regno biologico e il resto del mondo fisico. Per queste ragioni i sistemi biologici richiedono
un approccio a volte molto diverso rispetto agli altri sistemi fisici, e se da una parte i loro
meccanismi complessi ed affascinanti rappresentano una sfida, dall’altra possono rappresen-
tare una fonte d’ispirazione per risolvere problemi tecnologici o terapetutici, come risultera`
piu` evidente nella sezione dedicata al protein design.
In genere non e` possibile determinare la struttura tridimensionale delle proteine con un
approccio basato sui principi primi, prima di tutto perche´ un approccio quantistico e` im-
pensabile gia` per molecole molto piu` semplici, e poi perche´, fatte le dovute approssimazioni,
la durata delle simulazioni non puo` comunque arrivare a coprire i lunghi tempi necessari per
il folding. E` comunque possibile utilizzare i dati sperimentali come i cristalli delle proteine
ottenuti finora per attuare un approccio knowledge based, ovvero basato su quanto gia` si sa,
per avere delle predizioni almeno parziali. Uno di questi approcci e` il modeling per omo-
logia, (si veda [3]), che vedremo puo` essere utile nella classificazione dei motivi strutturali
ricorrenti, ad esempio negli anticorpi.
1.1.3 Il Protein Data Bank
Come si e` detto la determinazione teorica della struttura tridimensionale di una proteina e`
a tutt’oggi, e nel prevedibile futuro, un compito proibitivo. Per studiare a livello atomico le
macromolecole biologiche non resta dunque che affidarsi alle strutture determinate sperimen-
talmente. Questa necessita` si e` concretizzata nel Protein Data Bank. Il PDB e` un database
di strutture di proteine e altre macromolecole biologiche contenente, per ciascuna molecola,
una grande quantita` di informazioni: coordinate atomiche, dettagli sulla sequenza, sulla
struttura secondaria e sulla funzione, dettagli sulle condizioni sperimentali in cui il cristallo
e` stato determinato, etc. Tutte queste informazioni sono contenute in un file in formato
pdb, formato standard per la descrizione delle coordinate atomiche di molecole biologiche.
Fondato nel 1971 da Walter Hamilton e Edgar Myers e oggi ospitato presso il Research
Collaboratory for Structural Bioinformatics (http://www.rcsb.org/pdb), all’inizio il PDB
conteneva solo 7 strutture; il database ha conosciuto in tempi recenti un’espansione molto
rapida in concomitanza con l’ampliarsi dei metodi informatici e knowledge based impiegati
in biologia, che richiedono una grande quantita` di dati sperimentali, e spinta dal grande
interesse che suscita la biologia molecolare ora che il sequenziamento del genoma e` realta` e
6E anche dei meccanismi biochimici, che spesso richiedono molti mediatori per arrivare ad un risultato
semplice.
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la grande sfida e` nella predizione delle strutture e della funzione proteica. Se si considera
la difficolta` di determinare sperimentalmente il cristallo di una singola molecola biologica,
che puo` richiedere mesi e in alcuni casi anni, le figure 1.9, che mostrano l’evoluzione del
database dal 1993 ad oggi, risultano ancora piu` impressionanti.
Dal PDB sono state prese tutte le strutture proteiche utilizzate durante questa tesi,
e il PDB fornisce inoltre una base comune a cui far riferimento per avere delle strutture
standard di partenza: ha avuto in questo senso un ruolo cruciale per interfacciare questo
lavoro di tesi con i risultati contenuti nel database di anticorpi [10] che vedremo in seguito.
Ma come vengono ottenuti i cristalli delle proteine? La conoscenza dei metodi speri-
mentali per la determinazione della struttura proteica non e` solo utile cultura generale, ma
e` essenziale ogni volta che, per un lavoro teorico o computazionale, si debbano utilizzare
le strutture sperimentali, ad esempio per valutarne la risoluzione, o per valutarne difetti o
ambiguita`. Vediamo dunque ora una panoramica di tali metodi.
Cristallografia a raggi X
La cristallografia a raggi X e` stata una delle prime tecniche utilizzate per la determinazio-
ne delle posizioni degli atomi in una proteina; il principio base e` lo stesso che si utilizza
per la determinazione delle strutture cristalline nei solidi. La proteina va prima di tutto
cristallizzata, ovvero bisogna produrre una successione di proteine identiche ordinate nello
spazio come se fossero le celle di un solido. Questo cristallo viene fatto crescere con tecniche
di deposizione particolari fino a quando non e` abbastanza grande da generare una figura
di diffrazione abbastanza intensa (fig. 1.10). Ovviamente la struttura della proteina sara`
modificata rispetto alla sua condizione fisiologica sia dalle condizioni esterne differenti sia
dalla imposta periodicita`, e di questo bisogna tener conto quando si va ad utilizzare una
struttura risolta a raggi X. Dalla figura di diffrazione si puo` risalire alla nuvola elettronica
tramite una trasformata di Fourier inversa; a questo punto un computer viene utilizzato per
generare il pattern di diffrazione che verrebbe generato da diverse conformazioni della pro-
teina (la cui sequenza deve essere nota) (fig. 1.11) e viene iterativamente raggiunto il miglior
accordo. Per valutare la bonta` di una struttura ottenuta in questo metodo esistono due
indicatori: il B-factor, che codifica l’incertezza dovuta all’agitazione termica degli atomi, e
la risoluzione (Figura 1.12) che e` influenzata dal potere risolutivo degli strumenti utilizzati
e dalla distanza interplanare nel cristallo e determina il dettaglio con cui la struttura e`
stata risolta; per ottenere risoluzioni inferiori ad 1A˚ e` necessario avere un cristallo molto
ordinato, ottenuto in alcuni esperimenti in ambiente di microgravita` o in missioni spaziali.
E` importante sapere che questo metodo, procedendo attraverso il fit di una nuvola
elettronica, non garantisce il corretto posizionamento degli atomi, tanto piu` che la liberta`
di includere molecole d’acqua per riprodurre meglio il pattern osservato puo` in alcuni casi
produrre struttre completamente errate, come accaduto ad esempio per la ferrodoxina I
(codice PDB 2fd1, depositata nel 1981) che, pur determnata con una risoluzione di 2A˚ , si
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Figura 1.9: L’impressionante evoluzione del Protein Data Bank negli ultimi anni.
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Figura 1.10: Il setup sperimentale per la determinazione del cristallo di una proteina tramite
cristallografia a raggi X.
Figura 1.11: Il pattern viene riprodotto da un computer e la conformazione cambiata finche´
non si raggiunge un buon accordo con quello osservato.
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rivelo` essere completamete sbagliata proprio a caua delle 344 acque incluse nella struttura
(piu` di tre per residuo).
Figura 1.12: Diverse risoluzioni possibili della nuvola elettronica: a) A 3A˚ si risolve il
backbone ma non le catene laterali; b) A 2A˚ si riescono a riconoscere i tipi di catene
laterali e in parte a determinarne l’orientazione; c) A 1A˚ si determinano anche le posizioni
degli atomi di idrogeno.
E` molto difficile con la cristallografia a raggi X identificare la corretta orientazione delle
catene laterali, specialmente le piu` simmetriche come quelle di Asn, His e Gln, poiche` e`
molto difficile risolvere la posizione degli atomi di idrogeno; e` percio` essenziale prestare
particolare attenzione a questo problema e validare la struttura andando a osservare la
plausibilita` dei legami ad idrogeno che si formano nella struttura ottenuta.
Diffrazione di neutroni
La diffrazione di neutroni si basa sugli stessi principi della diffrazione a raggi X, con la fon-
damentale differenza che i neutroni non possedendo carica elettrica non vengono diffratti
dalla nuvola elettronica ma dai nuclei degli atomi della proteina, e cio` rende possibile la
determinazione delle posizioni degli atomi di idrogeno, molto difficile con tecniche a raggi
X. Inoltre per lo stesso motivo, cioe` l’estrema localizzazione dei bersagli rispetto alla nube
elettronica diffusa, la risoluzione che e` possibile ottenere e` molto piu` alta. Tuttavia per
avere un sufficiente numero di neutroni e` necessario avere a disposizione particolari appa-
recchiature, ad esempio un reattore nucleare, e questo rende molto limitato l’impiego di
questa tecnica.
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Risonanza magnetica nucleare
Tecnica molto piu` recente, la risonanza magnetica nucleare (NMR) permette di studiare le
proteine in soluzione. La proteina viene immersa in un campo magnetico costante ed elevato
(generalmente 1 ÷ 20T ) che separa i livelli energetici dei due spin dell’atomo di idrogeno,
in modo (all’ordine piu` basso) lineare nel campo magnetico. Irradiando la proteina con
radiazione elettromagnetica si stimola una transizione dai due stati, e la si osserva pertanto
una risonanza nell’assorbimento ad una frequenza proporzionale alla differenza in energia
tra i due stati, e dunque proporzionale al campo magnetico costante che e` stato applicato.
Tale frequenza e`, per campi di intensita` decine di T , dell’ordine delle centinaia di MHz,
ovvero radiofrequenze.
Chiaramente quanto detto vale solo per un protone libero: per un atomo di idrogeno
inserito in una molecola i livelli saranno modificati dall’intorno chimico, rendendo in ge-
nerale lo spettro di risonanza molto complesso. Proprio dallo spettro e` possibile ricavare
informazioni sulla posizioni degli atomi di idrogeno e sui tipi di legami che essi formano,
rendendo cos`ı possibile la determinazione della struttura tridimensionale della proteina una
volta che ne sia nota la sequenza. Gli effetti dell’intorno chimico sullo spettro di risonanza
possono essere diversi: le linee di assorbimento possono essere spostate o allargate, alcu-
ne degenerazioni possono essere rimosse moltiplicando le linee. Un primo effetto e` dato
dalla nuvola elettronica, che agisce da schermo sul campo magnetico e riduce pertanto la
frequenza di risonanza; gli atomi piu` vicini all’idrogeno (entro 3 legami covalenti) possono
interagire con lo spin del protone tramite un’ interazione diretta spin-spin e provocare cos`ı
uno splitting iperfine delle linee di assorbimento. Entro i 5 A˚ gli atomi possono interagire
tramite un’interazione tra dipoli, che va come 1/r6 e dunque e` molto sensibile alla distanza,
e questo effetto, detto effetto Overhauser nucleare (NOE), e` fondamentale per la determi-
nazione della struttura. Cio` che si fa, dato lo spettro, e` assegnare a ciascun atomo le sue
linee di risonanza, e poi utilizzare questo effetto per determinare la distanza tra i singoli
atomi di idrogeno e dunque la struttura tridimensionale della proteina. Come nel caso della
cristallografia a raggi X, anche in questo caso non e` detto che ci sia una unica struttura che
ben si accorda con i dati sperimentali, ma anzi di solito si ottiene una famiglia di strutture
possibili (fig. 1.13). Un altro problema, molto importante, e` che nel caso della NMR non e`
possibile definire un indicatore affidabile della risoluzione della struttura, e dunque e` molto
difficile valutarne la qualita`. Tuttavia la NMR e` l’unica soluzione praticabile quando non e`
possibile cristallizzare la proteina senza modificarla in modo importante.
Tutti questi metodi ottengono in realta`, a causa della agitazione termica, una struttura
media della proteina. Non vengono percio` registrate le posizioni delle molecole del solvente
che hanno una mobilita` elevata, ad esempio il bulk. Esistono pero` molecole d’acqua che
possono legarsi piu` stabilmente all’interno o sulla superficie della proteina: queste possono
essere rivelate dalla spettrografia a raggi X.
Le proteine si sono evolute in un ambiente acquoso, ed essendo l’acqua un solvente molto
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Figura 1.13: I dati ottenuti da NMR sono in genere in accordo con una famiglia di strutture
diverse. La posizione di un idrogeno e` tanto meglio determinata quanti piu` atomi di idrogeno
ha attorno, di modo che i vincoli imosti dall’effetto NOE siano molti.
polare7 e` naturale aspettarsi che essa partecipi in maniera importante alla loro struttura e al
loro funzionamento. Anzitutto le molecole d’acqua hanno la propensione a formare legami
a idrogeno con le catene laterali dei residui polari, che come abbiamo visto sono situati
perlopiu` sulla superficie proteica. La proteina modifica in effetti la struttura dell’acqua
intorno a se´ creando delle shell di idratazione, ovvero delle zone di solvente ordinate (cioe`
con entropia minore rispetto alle zone di volume, il bulk) tramite i legami a idrogeno; si
vedano a tal proposito gli articoli [6] e [7]. Queste shell di idratazione influenzano anche
il contributo entropico all’energia libera, in quanto le molecole d’acqua nelle shell hanno
un’entropia inferiore rispetto al bulk. Ancora piu` interessanti sono pero` le molecole d’acqua
che interagiscono fortemente con la proteina fino a perdere il loro movimento diffusivo e
localizzarsi per tempi di residenza lunghi8 in una zona specifica della proteina. Queste
molecole d’acqua sono dette acque strutturali e le zone della proteina a cui esse si legano
sono detti siti di idratazione. Queste acque hanno in genere un ruolo importante nella
struttura (si veda [8], trattato piu` in dettaglio nel capitolo seguente) e qualora si collochino
sulla superficie anche nel docking (si veda [9], capitolo successivo) e vanno considerate come
parte integrante della proteina. Vedremo come questo aspetto possa essere trattato a livello
computazionale nel prossimo capitolo.
7E molto particolare: si vedano i sette (!) volumi dell’opera di F. Franks [5].
8In genere dell’ordine delle decine di ps. Per gli aspetti quantitativi e una descrizione dei parametri
d’ordine utili si veda il capitolo successivo.
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1.1.4 Docking
Per svolgere la sua funzione una proteina deve necessariamente interagire con le altre mole-
cole biologiche presenti all’interno di un organismo, legandosi tramite le interazioni generate
dai residui sulla sua superficie, che sono dello stesso tipo di quelle coinvolte nel folding della
proteina. Spesso le parti piu` coinvolte nelle interazioni della proteina sono quelle piu` fles-
sibili, in particolare le zone dei loop, come vedremo in dettaglio nel caso degli anticorpi.
Lo studio del processo tramite il quale una proteina arriva a legarsi con un’altra molecola
biologica e` detto docking. Una proteina puo` legarsi con molecole piu` piccole per trasportarle
(come nel caso dell’emoglobina) o per facilitare alcune reazioni (gli enzimi), puo` legarsi al
DNA per ripararlo, trascriverlo o proteggerlo (DNA ligasi, soppressori tumorali) oppure puo`
legare altre proteine per formare complessi, nel qual caso si parla di protein-protein docking.
Quest’ultimo tipo di interazione e` essenziale ad esempio nei meccanismi di riconoscimento
cellulare, in cui le proteine di membrana9 di una cellula interagiscono con l’esterno chimico e
inviano segnali (tramite cambi di configurazione) alla cellula stessa e all’esterno. Il docking
e` anche, come vedremo, la chiave di volta del funzionamento della risposta immunitaria e
ricopre per questa tesi un ruolo importante.
Come si puo` immaginare, quando due proteine vengono a contatto si producono delle
modificazioni nelle strutture di entrambi, sia nel backbone, nelle sue zone piu` flessibili, che
nelle catene laterali, che hanno una certa liberta` di ruotare attorno al legame con il carbonio
α. L’affinita` tra le due proteine e` prodotta dalle interazioni delle loro catene laterali, tramite
legami ad idrogeno, forze elettrostatiche e di Van der Waals e occasionalmente trasferimenti
di carica. A tutto questo va aggiunto il fatto che le proteine non si trovano nel vuoto, ma sono
immerse in un solvente polare, l’acqua, che come vedremo ha un ruolo non secondario sia nel
foding che nel docking in quanto e` in grado di stabilizzare numerose interazioni e riempire
vuoti. Per tutti questi motivi e` molto difficile predire se e come due proteine legheranno,
e quale sara` l’energia libera di legame. Questo e` un problema di enorme interesse non solo
per comprendere il funzionamento dei macchinari biologici, ma anche, ad esempio, per lo
sviluppo di medicinali. Si consideri infatti che la dipendenza dell’affinita` KD di un farmaco
per un sito di legame su una proteina e` legato alla differenza di energia libera tra i due stati
legato-libero (∆G) dalla relazione ∆G = −RT lnKD, e percio` una variazione dell’energia
libera anche di solo 5 kcal/mol (un legame a idrogeno) puo` diminuire la concentrazione
richiesta per il medicinale anche di un fattore 10.
Il problema fondamentale del docking puo` essere cos`ı formulato: siano date due molecole
biologiche. Esse si legheranno in condizioni fisiologiche? Se s`ı, come? E quale sara` l’energia
libera di legame? Trattare tutti i risvolti di questo affascinante problema va ben oltre i nostri
scopi, e si rimanda percio` al capitolo successivo per una trattazione di come questo problema
possa essere affrontato dal punto di vista computazionale, fornendo una panoramica dei
9Le proteine di membrana sono le proteine situate all’interno della membrana cellulare. Esse svolgono
fondamentali ruoli di interazione della cellula con l’esterno. Un esempio importante sono i canali sodio e
potassio, responsabili del mantenimento della pressione osmotica della cellula.
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metodi sviluppati e identificando quali aspetti sono i piu` importanti per lo scopo della tesi.
Una panoramica su questo argomento e` presente nell’articolo di Halperin et al. [4].
1.2 Gli anticorpi
In questa sezione introdurremo i principi base del funzionamento del sistema immunitario
degli organismi superiori e la struttura degli anticorpi, che saranno l’oggetto principale di
studio in questa tesi. Anche se non tutti i dettagli sono necessari per la comprensione di
questo lavoro di tesi, tuttavia pensiamo che il meccanismo di funzionamento del sistema
immunitario sia cos`ı interessante da meritare uno spazio a se´. Inoltre esso rappresenta
un esempio tipico di quella grande forza motrice dei sistemi biologici che e` l’evoluzione,
meccanismo a cui non e` facile abituarsi per una mente addestrata ai sistemi non biologici,
ma che vedremo ci aiutera` a spiegare alcuni dei risultati ottenuti.
1.2.1 La risposta immunitaria
Tra tutti i meccanismi biochimici che permettono il funzionamento di un organismo com-
plesso come quello di un mammifero uno dei piu` importanti, complessi e affascinanti e` di
certo il sistema immunitario: e` responsabile della difesa dell’organismo da agenti esterni
(come batteri, virus o altre sostanze dannose) ed e` in buona sostanza l’unico responsabile
della definizione di un “se´ biochimico”, avendo il compito di discriminare quali proteine
fanno parte dell’organismo e quali no. Il sistema immunitario entra in azione ogniqualvolta
una sostanza esterna penetra nei tessuti di un organismo superiore, e procede secondo due
meccanismi principali:
• la risposta immunitaria umorale, generata da cellule dette linfociti B, il cui compito e`
quello di sintetizzare proteine dette immunoglobuline che vanno a legarsi alla sostanza
esterna marcandola in modo che sia in seguito distrutta da un altro tipo di globuli
bianchi, i macrofagi ;
• la risposta immunitaria cellulare, generata dai linfociti T, che possiedono direttamente
sulla membrana proteine che riconoscono cellule estranee e si occupano esse stesse
della distruzione della cellula; questo e` il meccanismo principale, ad esempio, dietro
al fenomeno del rigetto di tessuti.
Qui di seguito descriveremo principalmente la risposta immunitaria umorale, l’unica che
produce anticorpi solubili (cioe` non collocati sulla membrana del linfocita) e percio` piu`
rilevante per il lavoro di tesi. Si faccia riferimento alla Figura 1.14.
Una sostanza (come una proteina o un virus) che suscita una risposta immunitaria e`
detto un antigene; le zone specifiche del corpo estraneo a cui si legano le immunoglobuline
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Figura 1.14: Schema del funzionamento della risposta immunitaria umorale. Per la
descrizione si faccia riferimento al testo.
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sono detti determinanti antigenici o epitopi e l’immunoglobulina che si lega ad un determi-
nato antigene e` detta anticorpo. Le caratteristiche della risposta immunitaria sono ben note
ma sorprendenti: come puo` ad esempio il nostro organismo essere in grado di riconoscere
l’enorme numero di differenti sostanze estranee con cui viene a contatto? Riesce infatti a
distinguere (ed attaccare) virus, batteri, cellule di altri organismi (anche di differenti indi-
vidui della stessa specie) e persino sostanze prodotte in laboratorio, con le quali non e` mai
venuto a contatto in passato. Cio` implica che non puo` esistere un “database” di antigeni co-
dificato da qualche parte nel nostro DNA. Un’altra caratteristica fondamentale ma a prima
vista sconcertante e` la capacita` di mantenere una memoria degli antigeni incontrati, come
dimostra il fatto stesso che possano esistere i vaccini. Ma come puo` il sistema immunitario
memorizzare gli antigeni incontrati?
Le prime spiegazioni proposte ipotizzavano che gli anticorpi fossero proteine dotate di
una certa “plasticita`”, e che adattassero una conformazione indotta dall’antigene in modo
da legarlo con maggiore affinita`. Tuttavia cio` contrasta con il principio basilare (descritto in
precedenza) che la struttura tridimensionale di una proteina e` completamente determinata
dalla sua sequenza e dalle caratteristiche chimiche dell’ambiente. Per dimostrare cio` basta-
rono alcuni esperimenti in cui un anticorpo specifico per un antigene veniva denaturato e
poi rinaturato in assenza dell’antigene, mantenendo, si vide, la capacita` di legarlo. Oggi
abbiamo un quadro piu` o meno completo del meccanismo di creazione degli anticorpi, e
siamo in grado di spiegare queste proprieta` sorprendenti del sistema immunitario. Ci sono
fortissime evidenze che il corpo e` naturalmente in grado di produrre una grande varieta`
di anticorpi, in grado di legare una grande varieta` di antigeni differenti. Ecco in modo
schematico il funzionamento di questo meccanismo:
1. Tutto comincia con i linfociti B, particolari globuli bianchi prodotti nel midollo osseo,
che si differenziano durante la maturazione specializzandosi nel produrre un deter-
minato tipo di immunoglobulina. Si stima che in un essere umano esistano piu` di
100 milioni di tipi di linfociti B, e quindi di anticorpi, differenti. E` chiaro che una
tale varieta` non puo` essere codificata direttamente nel DNA, ma deve essere generata
dinamicamente tramite mutazioni localizzate e ricombinazioni di esoni10, un processo
complicato ma in sostanza poco dissimile da quelli coinvolti nella generazione delle
diversita` nei gameti. Il linfocita B trasporta le immunoglobuline sulla sua membrana.
2. Quando uno di questi linfociti B si va a legare con un antigene, ovvero con una
molecola per la quale la sua immunoglobulina ha una elevata affinita`, riceve un segnale
biochimico che ne stimola la replicazione. Questo avviene tramite l’intermediazione
di cellule dette cellule T-helper, che riconoscono un linfocita B legato a un antigene e
gli trasmettono una proteina particolare che stimola la riproduzione cellulare.
3. Tramite meccanismi piu` complessi, vengono prodotte due tipi di cellule:
10Gli esoni sono porzioni del DNA che sono tradotte in RNA e poi espresse; in certi geni sono intervallate
da introni, parti tradotte e poi eliminate; e` possibile che gli esoni vengano ricombinati prima di essere
tradotti, generando variazioni nelle sequenza delle proteine prodotte.
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• i linfociti B effettori, che sono in grado di produrre anticorpi solubili che legano
lo stesso antigene (hanno lo stesso dominio variabile, vedi piu` avanti), che abban-
donano la cellula e sono portati nell’organismo dal sistema circolatorio. Questi
sono gli anticorpi con la tipica forma a Y di cui studieremo la struttura poco
piu` avanti. Quando questi anticorpi si legano, le loro code vengono riconosciute
da cellule dette macrofagi che hanno il compito di ingerire e distruggere il corpo
estraneo;
• le cellule memoria, linfociti B che persistono piu` a lungo nell’organismo. Queste
cellule sono responsabili del gia` menzionato effetto memoria del sistema immu-
nitario, e hanno percio` un ruolo fondamentale; esse sono in grado di scatenare
velocemente una nuova risposta immunitaria qualora nell’organismo si ripresenti
lo stesso antigene.
A questo punto il quadro potrebbe sembrare completo; rimane tuttavia una questione im-
portante. Abbiamo visto che le immunoglobuline sono generate in maniera casuale, e ogni-
qualvolta esse incontrano una molecola a cui si legano con elevata affinita` scatenano una
risposta immunitaria. Allora come mai tale risposta si scatena solo in presenza di sostanze
esterne all’organismo? Come possono distinguere tra le proteine dell’organismo e quelle
estranee? La risposta e` molto interessante e caratteristica del modo di agire dei meccanismi
biochimici. La soluzione sta nel diverso comportamento dei linfociti B nel feto e nell’adulto:
quando, nel feto, i linfociti B incontrano un antigene a cui legarsi esse non vengono stimolate
a riprodursi, bens`ı vengono distrutte, e cos`ı facendo si eliminano tutte le immunoglobuline
che genererebbero una risposta a contatto con molecole dell’organismo stesso (ref, forse...).
Una volta nato, l’individuo possiede solo immunoglobuline che riconoscono agenti estranei,
e il “se´ biochimico” e` completamente stabilito. Nel caso in cui, per problemi durante la
produzione di globuli bianchi, si generino dei linfociti B che attaccano qualche proteina pre-
sente nell’organismo si va incontro a una malattia, detta malattia autoimmune in quanto la
risposta immunitaria e` scatenata contro tessuti appartenenti all’organismo stesso.
1.2.2 La struttura degli anticorpi
Vediamo ora nel dettaglio la struttura di queste importanti proteine, la cui generazione e la
cui importanza sono state illustrate nella sezione precedente. La struttura di base di tutti
gli anticorpi e` il monomero illustrato nella Figura 1.15. Sono composti da quattro catene:
due catene, dette pesanti (H), contenenti quattro domini ciascuna, e due catene dette leggere
(L) che contengono due domini ciascuna. Le catene sono legati da ponti disolfuro e dalla
presenza di due carboidrati; i domini sono composti da circa 110 residui ciascuno, e sono
tutti basati sullo stesso motivo, il cosiddetto immunoglobulin fold, composto da due β
foglietti affacciati l’uno all’altro e legati da un ponte disolfuro (fig. 1.16). Nonostante questo
motivo comune, c’e` comunque una certa variabilita` nelle strutture: per quanto riguarda la
catena leggera, ne esistono due tipi, kappa e lambda. Non e` il caso di addentrarsi nelle
differenze tra i due tipi, basti sapere che nella tesi sono stati considerati solamente gli
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Figura 1.15: A sinistra, un anticorpo IgG in rappresentazione atomica. A destra, rappresen-
tazione schematica dell’anticorpo: in verde la catena pesante con le regioni costanti (CH)
e variabili (VH), in blu quella leggera con le regioni costenti (VH) e variabili (VL); i ponti
disolfuro sono in giallo, in azzurro i carboidrati.
Figura 1.16: Un esempio di immunoglobulin fold, visto da tre direzioni differenti. I loop
che compongono la regione ipervariabile sono disegnati in verde.
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anticorpi con catene di tipo kappa, di gran lunga le piu` comuni (per i particolari, si veda
il libro [11]). C’ e` piu` varieta` per quanto riguarda le catene pesanti, che possono essere
formate anche da dimeri o pentameri basati sul monomero mostrato in Figura 1.15.
Sebbene la struttura principale sia conservata in tutti gli anticorpi, il dominio N-
terminale, quello corrispondenti alla punta dei bracci dell’anticorpo, e` molto variabile per
entrambe le catene, ed e` percio` chiamato dominio variabile; gli altri sono detti domini co-
stanti (Figura 1.15). In particolare la maggiore variabilita` dei domini variabili e` portata da
regioni ipervariabili, tre per ogni dominio, che sono situate sulla punta dei bracci dell’anti-
corpo e sono dette complementarity determining regions (CDR) in quanto sono responsabili
dell’interazione con l’antigene e quindi della affinita` dell’anticorpo. Nei domini costanti,
i β-foglietti che compongono l’immunoglobulin fold consistono, rispettivamente, di tre e
quattro strand, mentre nel dominio variabile sono presenti quattro e cinque strand, in modo
da poter meglio accomodare le CDR. La variabilita` e` espressa in sei loop su ciascun braccio,
tre sulla catena leggera e tre sulla catena pesante (fig. 1.16), che presentano una estrema
variabilita` nel tipo di residui che ospitano e una certa variabilita` anche nella lunghezza.
Vedremo nella prossima sezione che e` possibile in questa diversita` riconoscere alcuni motivi
strutturali comuni, e questo sara` il punto di partenza per il nostro lavoro di tesi; per quanto
ci riguarda, comunque, considereremo principalmente il dominio variabile, e la distinzione
principale sara` tra i loop e la parte conservata, il framework.
1.2.3 Le strutture canoniche
Come si e` detto la specificita` di un anticorpo per un antigene e` determinata da sei loop,
tre per la catena leggera e tre per quella pesante, situati all’estremita` del dominio variabile.
Questi loop vanno a formare il sito di legame con l’antigene. Data l’enorme variabilita` di
queste regioni, essenziale per il buon funzionamento del sistema immunitario, sembrerebbe
che un qualunque tentativo di classificazione dei motivi strutturali degli anticorpi debba
fermarsi alla parte conservata dell’anticorpo. Abbastanza sorprendentemente, numerosi
studi hanno dimostrato che il backbone di cinque dei sei loop (i tre della catena leggera e
due appartenenti alla catena pesante) assume in genere solo una fra un numero ristretto di
forme geometriche, e rende percio` possibile una classificazione di ciascun loop in una serie
di strutture canoniche. Risultati come questo derivano da una lunga sequenza di studi, che
sarebbe difficile citare interamente; ci limitiamo qui a citare due articoli che rappresentano
i limiti temporali entro cui questa classificazione si e` stabilita: l’articolo di Chothia del
1986 [12] e quello di review di Chothia et al., [13], 1997.
Questo risultato e` un’ottima notizia per le possibilita` di impiego degli anticorpi nel
protein design, in quanto permette di formulare l’ipotesi che il processo di ingegnerizzazione
di un anticorpo possa essere suddiviso in due passi: prima la scelta della forma strutturale
migliore, e poi la scelta esplicita dei residui (ovvero della sequenza) che, fissata la geometria,
massimizzano l’affinita`. Lo scopo della tesi, come detto, sara` lo sviluppo di un algoritmo
per trattare il primo di due passi. Qui di seguito, in maniera sintetica, sono riportati
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i dati relativi alle strutture canoniche note. Cio` che distingue una struttura dall’altra e
determina quindi la struttura geometrica del backbone e` la lunghezza del loop e la presenza
di determinati residui conservati in posizioni determinate del loop, che ne fissano la struttura
tramite il loro ingombro sterico, la posizione della loro catena laterale o tramite particolari
legami ad idrogeno. La presenza di questi residui conservati rappresenta percio` la firma
della struttura canonica; questa concezione e` stata messa alla prova con successo riuscendo
a prevedere con grande accuratezza la struttura dei loop di particolari anticorpi solo in
base alla loro sequenza, prima che questi venissero determinati sperimentalmente (ref. [14]).
Come detto, questa classificazione vale solo per cinque loop (L1, L2, L3, H1 e H2), per i
quali sono state identificate rispettivamente 6, 1, 6, 4 e 6 strutture canoniche (Tabella 1.2),
mentre il sesto loop (H3) rappresenta un caso molto particolare, essendo di gran lunga il
loop piu` variabile in lunghezza e struttura. E` stato pero` verificato che per i 10 residui di H3
prossimi al framework e` possibile tracciare una relazione sequenza-struttura simile agli altri
loop, mentre i rimanenti residui presentano strutture simili all’hairpin e percio` puo` essere
tentata una classificazione parziale; il numero delle strutture canoniche cos`ı identificate,
e riportate nella Tabella 1.3 e` ovviamente molto piu` grande (52). Nel corso della tesi, si
e` preferito trattare a parte questo loop, prendendolo in genere in prestito dal framework
scelto. Qui di seguito e` riportata una tabella riassuntiva delle strutture canoniche, tratta dal
database del gruppo di ricerca dell’ Universita` di Roma La Sapienza guidato dalla Prof.ssa
A. Tramontano (ref. articolo?)
Tabella 1.2: Le strutture canoniche. I vincoli sono da inten-
dersi nel seguente modo: 71 AVL significa che in posizione
71 della sequenza deve essere presente uno tra A, V o L.
Loop Struttura canonica Lunghezza Vincoli
H1 1 7 NULL
H1 2 8 NULL
H1 3 9 NULL
H1 4 6 NULL
H2 1 3 71 AVL
H2 2 3 71 RK
H2 3 4 71 AVL
H2 4 4 71 RK
H2 5 6 71 AVL
H2 6 6 71 RK
L1 1 6 29 VIL
L1 2 7 29 VIL
L1 3 13 29 VIL
L1 4 12 29 VIL
L1 5 11 29 VIL
L1 6 8 29 VIL
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Tabella 1.2: Le strutture canoniche. (continua)
Loop Struttura canonica Lunghezza Vincoli
L2 1 3 NULL
L3 1 6 95 P 90 HNQ
L3 2 6 94 P 90 Q
L3 3 5 96 P 90 Q
L3 4 4 90 Q
L3 5 7 95A P 90 Q
L3 6 5 90 Q 94 L
Tabella 1.3: Le strutture canoniche di H3. I vincoli sono da
intendersi come nell’altra tabella.
Loop Struttura canonica Lunghezza Vincoli
H3 1 10 NULL
H3 3 11 94 ACDEFGHILMNPQSTVYW
H3 4 11 94 RK
H3 6 12 94 ACDEFGHILMNPQSTVYW
H3 7 12 94 RK
H3 9 13 94 ACDEFGHILMNPQSTVYW
H3 10 13 94 RK
H3 12 14 94 ACDEFGHILMNPQSTVYW
H3 13 14 94 RK
H3 15 15 94 ACDEFGHILMNPQSTVYW
H3 16 15 94 RK
H3 18 16 94 ACDEFGHILMNPQSTVYW
H3 19 16 94 RK
H3 21 17 94 ACDEFGHILMNPQSTVYW
H3 22 17 94 RK
H3 24 18 94 ACDEFGHILMNPQSTVYW
H3 25 18 94 RK
H3 27 19 94 ACDEFGHILMNPQSTVYW
H3 28 19 94 RK
H3 30 20 94 ACDEFGHILMNPQSTVYW
H3 31 20 94 RK
H3 33 21 94 ACDEFGHILMNPQSTVYW
H3 34 21 94 RK
H3 36 22 94 ACDEFGHILMNPQSTVYW
H3 37 22 94 RK
H3 39 23 94 ACDEFGHILMNPQSTVYW
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Tabella 1.3: Le strutture canoniche. (continua)
Loop Struttura canonica Lunghezza Vincoli
H3 40 23 94 RK
H3 42 24 94 ACDEFGHILMNPQSTVYW
H3 43 24 94 RK
H3 45 25 94 ACDEFGHILMNPQSTVYW
H3 46 25 94 RK
H3 48 26 94 ACDEFGHILMNPQSTVYW
H3 49 26 94 RK
H3 51 27 94 ACDEFGHILMNPQSTVYW
H3 52 27 94 RK
1.3 Il protein design
Abbiamo visto piu` sopra come sia varia ed affascinante la chimica delle proteine e come sia
ampio lo spettro di compiti che esse sanno compiere con una grande efficienza. E` difficile
immaginare quali impressionanti ricadute tecnologiche si avrebbero se fossimo in grado di
progettare e ingegnerizzare proteine a partire da principi primi in modo da ottenere macchi-
ne molecolari che svolgano compiti particolari con una efficienza paragonabile a quella che
si riscontra in biologia; oltretutto sappiamo (dall’esperimento di Anfinsen [15]) la sequenza
della proteina e` tutto cio` che ci serve per costruirla: la sequenza determina infatti in modo
univoco la struttura tridimensionale, e quindi la funzione, della proteina, ed e` sufficiente
percio` farla esprimere11 tramite tecniche di ingegneria genetica. E` importante notare che
non e` vero il viceversa, ovvero non tutti i polipeptidi sono proteine. Infatti, per riuscire a
ripiegarsi e ad assumere una forma tridimensionale stabile, una catena polipeptidica deve
riuscire a creare un numero abbastanza elevato di legami che ne stabilizzino la struttura, e
questo e` possibile solo se i residui lungo la catena sono distribuiti secondo tal scopo.
Riuscire a disegnare una proteina nuova che svolga una certa funzione a partire solo dai
principi primi sarebbe un test fondamentale della nostra conoscenza. Purtroppo, come si e`
detto, questo e` oggi (e nel prevedibile futuro) al di fuori della nostra portata.
Il nodo cruciale della questione e` il problema del folding, di cui si e` trattato piu` sopra. Il
design di proteine infatti e` un problema di folding inverso, ovvero determinare la sequenza
data la struttura, e ancora non e` noto se questo sia possibile senza aver risolto prima il
problema del folding. Esistono tuttavia numerosi metodi parziali, che sono applicabili solo in
casi particolari ma che hanno riportato alcuni successi. Un esempio e` l’ homology modeling,
che si basa sul fatto che proteine differenti che sono nate da mutazioni di un antenato
comune possiedono motivi strutturali simili. In maniera piu` quantitativa, e` possibile legare
11Ovvero farla costruire dai ribosomi di un qualche essere vivente, ad esempio un batterio.
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direttamente la percentuale di differenti amminoacidi nella sequenza e il rmsd12 tra le due
proteine; in realta`, visto che in molte posizioni e` possibile sostituire un amminoacido con
un altro non troppo dissimile senza alterare significativamente la struttura, risultati buoni
si hanno anche quando la percentuale di residui uguali non e` molto alta, tant’e` che due due
sequenze vengono dette omologhe se hanno piu` del 25% di residui identici. Questo metodo
si presta molto bene allo studio delle strutture canoniche degli anticorpi, ove la percentuale
di residui conservata e` grande, e in effetti ha avuto grande rilevanza nella determinazione
delle classi di strutture simili.
Per una review sui vari metodi teorici e sperimentali per il protein design si veda l’articolo
di Steipe [16].
Per quanto detto finora, sappiamo che gli anticorpi:
• sono in grado di legare una enorme varieta` di molecole con elevata affinita`;
• hanno una struttura tridimensionale molto simile, che varia solo in zone specifiche;
• non sono soggetti a grossi cambiamenti di forma a seguito del legame con l’antigene.
Le immunoglobuline sono pertanto candidati ideali per il protein design; il loro ruolo ideale
e` quello del targeting, ovvero del riconoscimento molecolare. Una volta che sia possibile
generare anticorpi artificiali specifici per un antigene le possibili applicazioni sono davvero
molte. Una possibilita` sono gli anticorpi monoclonali, ovvero grosse popolazioni di anticorpi
tutti uguali, il cui sito di legame sia stato ingegnerizzato in modo da legare un determinante
antigenico specifico, che possono essere utilizzati nel trattamento delle malattie, iniettan-
doli ad esempio in un organismo e attendendo che essi scatenino la risposta immunitaria
dell’organismo ospite. E` possibile produrre anticorpi monoclonali ad esempio iniettando
l’antigene che si desidera legare in un topo e attendendo che esso generi i linfociti B specifi-
ci per quell’antigene (generazione in vivo); dopodiche´ e` sufficiente estrarre i linfociti e farli
dividere con metodi particolari per ottenere una popolazione omogenea di linfociti in grado
di creare un anticorpo in grandi quantita`. Un passo successivo a questo punto e` la micro-
ingegnerizzazione di queste proteine, ad esempio per aumentare l’affinita` o per separare i
domini variabili e ottenere cos`ı molecole leganti piu` piccole (∼ 200 residui).
Il metodo sopra descritto presenta pero` alcuni problemi importanti. Innanzitutto gli
anticorpi prodotti non sono umani, e pertanto possono scatenare risposta immunitaria nel
paziente; a questo si puo` porre parziale rimedio sfruttando la natura modulare delle im-
munoglobuline per umanizzare l’anticorpo, ad esempio sostituendo le regioni costanti con
i corrispondenti domini di un anticorpo umano, cosa possibile con particolari tecniche di
laboratorio. Un secondo problema e` che non v’e` alcuna certezza che l’antigene produca
effettivamente risposta immunitaria nell’ospite, in quanto non e` detto che sia presente un
12il rmsd, o root mean square deviation, e` definito come
“
1/N
PN
1 (xi − yi)2
”1/2
ove xi e yi sono le
coordinate atomiche dei carboni α delle due strutture, e N e` il numero i residui.
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anticorpo con affinita` abbastanza elevata da scatenare una risposta immunitaria. Un ul-
timo problema, piu` importante e piu` difficile da risolvere, e` che non e` possibile sapere in
anticipo a quale particolare epitopo dell’antigene questi anticorpi saranno affini, e pertanto
non e` possibile trovare una molecola legante per una zona particolare, scelta a priori, di
una proteina. Questo e` un grosso impedimento in quei casi in cui si vuole discriminare tra
antigeni simili ma con una differenza localizzata, ad esempio proteine mutate generate da
una cellula tumorale, poiche´ e` del tutto possibile che l’immunoglibulina prodotta leghi l’an-
tigene in una zona diversa da quella mutata e leghi percio` indifferentemente le due versioni
dell’antigene. Un tale problema non si presenterebbe se si riuscisse a disegnare dai principi
primi un anticorpo specifico per un epitopo. Questo lavoro di tesi vuole essere un primo
approccio in questa direzione.
Come si e` visto, la struttura del framework e` molto ben conservata, mentre la variabilita`
dei loop, responsabile dell’affinita` dell’anticorpo, e` comunque mitigata dal fatto che cinque
loop su sei sono classificabili in un numero piccolo di strutture canoniche, e l’appartenenza
a una determinata classe determina la forma del backbone. Ovviamente una mutazione
nella struttura geometrica del backbone influisce sull’affinita` molto di piu` che la semplice
sostituzione di un amminoacido, in quanto cambia la superficie di contatto etra le due
molecole. Sembra pertanto una buona idea suddividere il design in due step:
1. Si determina qual’e` la combinazione di strutture canoniche che sembra la piu` pro-
mettente per massimizzare l’affinita` con l’antigene; ovviamente a questo punto non si
hanno informazioni su quali amminoacidi sono presenti sul loop, tranne quelle parziali
che si hanno sulle posizioni conservate, e dunque e` necessario trovare un modo empi-
rico per dare una stima dell’affinita`. Una possibilita` e` la cosiddetta complementarita`
di forma, che vedremo nel prossimo capitolo. Questo primo step e` quello che e` stato
affrontato nel lavoro di tesi.
2. A questo punto si e` determinata la lunghezza del loop e alcuni vincoli a cui deve
sottostare; per ottenere la sequenza dell’anticorpo e` necessario rendere espliciti gli
amminoacidi sui loop. Esistono numerose tecniche per migliorare l’affinita` di un an-
ticorpo tramite sostituzioni; per un esempio di un metodo teorico molto recente si
veda [18].
L’importanza degli anticorpi in terapia e` ben riconosciuta sia a livello teorico che a
livello sperimentale, tanto che non e` possibile per motivi di spazio darne qui una seppur
parziale panoramica. Citiamo qui solo uno dei ruoli fondamentali degli anticorpi nella
terapia, che e` quello di legare le proteine responsabili di qualche processo e impedirne il
corretto funzionamento inibendone le usuali interazioni con il loro ambiente biochimico;
e` il caso ad esempio di due anticorpi monoclonali, il Bevacizumab e il Trastuzumab13,
impiegati commercialmente nella cura dei tumori. Questi anticorpi legano specifici fattori di
crescita: Trastuzumab, impiegato per la cura del cancro al seno, lega HER2/neu, fattore di
13I farmaci il cui nome termina in -MAB indicano appunto Monoclonal AntiBody, anticorpo monoclonale.
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crescita dell’epidermide, mentre Bevacizumab lega il fattore di crescita endoteliale vascolare,
responsabile della crescita dei vasi sanguigni; in questo modo inibiscono la crescita dei
tumori.
Capitolo 2
Strumenti e metodi
Nel capitolo precedente si e` introdotto il problema dell’ingegnerizzazione di anticorpi e si e`
tracciato un percorso di design che passa attraverso due fasi: dapprima la determinazione
delle strutture canoniche alle quali devono appartenere le complementarity determining re-
gion dell’anticorpo per massimizzare la complementarita` di forma, e solo in seguito si decide
in modo esplicito quali amminoacidi posizionare nei loop. Questo lavoro di tesi si concentra
sul primo passo, e in questo capitolo vengono descritti gli strumenti computazionali sui
quali ci si e` basati per sviluppare un metodo che lo affronti.
La prima sezione e` dedicata alla dinamica molecolare, uno strumento molto importante
per la biofisica computazionale ma anche per la chimica computazionale e la fisica statistica.
Nella seconda sezione tratteremo di alcuni metodi per tenere conto delle acque strutturali
nel docking.
Nella terza sezione infine verra` trattato il problema del docking dal punto di vista
computazionale, con particolare riguardo al caso degli anticorpi.
2.1 La dinamica molecolare
Anche il piu` complesso dei sistemi biologici non e` altro che un sistema fisico, composto
da atomi, e deve per tanto essere in linea di principio analizzabile con gli strumenti della
fisica. In particolare, il sistema deve essere descrivibile da un qualche tipo di hamiltoniana,
che a rigore deve essere trattata in modo quantistico, e che permette di determinarne tutte
le proprieta` chimico-fisiche. Tuttavia un trattamento quantistico esatto e` impensabile gia`
per sistemi molto semplici come le piccole molecole (si pensi a tutte le approssimazioni
sottostanti al metodo di Hartree-Fock) e in genere e` sempre necessario fare assunzioni
empiriche, giustificate a posteriori solo sulla bonta` dei risultati raggiunti1. Tutto questo
1Un esempio e` la teoria del funzionale densita`: nonostante l’eleganza della teoria sottostante e` sempre
necessario inserire empiricamente un funzionale per poter svolgere i calcoli.
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e` a maggior ragione vero per un sistema biologico come una proteina, che e` una collezione
di decine di migliaia di atomi. Vedremo in questa sezione come sia possibile effettuare delle
simulazioni di sistemi biologici complessi come proteine e DNA.
2.1.1 Force field empirici
In linea di principio un qualunque sistema fisico composto da n nuclei e Ne elettroni, ivi
compreso un sistema biologico, e` descrivibile da un’hamiltoniana che dipende dalle posizioni
e dalle velocita` dei nuclei e degli elettroni:
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Con ri posizioni degli elettroni, RI posizioni dei nuclei. I primi due termini rappresentano
l’energia cinetica di nuclei ed elettroni, il terzo e` l’interazione tra gli elettroni, il quarto
l’interazione nuclei-elettroni e l’ultimo l’interazione nucleo-nucleo. Il moto dei nuclei e`
molto piu` lento del moto degli elettroni, a causa del fatto che la massa di un nucleone
e` circo 2000 volte maggiore della massa dell’elettrone; pertanto e` possibile separare i due
moti in quella che si chiama approssimazione di Born-Oppenheimer (o approssimazione
adiabatica), risolvendo il problema elettronico considerando i nuclei fermi e utilizzando poi
la nuvola elettronica cos`ı determinata per determinare le forze tra nuclei e quindi il moto
nucleare. Una volta risolto il problema elettronico gli unici gradi di liberta` rimasti sono le
posizioni dei nuclei. Il problema quantistico e` comunque troppo difficile per essere trattato
computazionalmente durante una dinamica e pertanto il moto dei nuclei viene trattato
in modo classico: i nuclei sono punti materiali sottoposti alla repulsione coulombiana e
interagenti tramite la nuvola elettronica, che appare sotto forma di potenziali di interazione
Veff (RI). Il calcolo esatto di questo potenziale e` del tutto impossibile, e si opta percio` per
una sua determinazione empirica.
Per rendere questo processo piu` semplice si considerano come gradi di liberta` quei pa-
rametri fisici che sappiamo essere particolarmente importanti nei legami molecolari, e la cui
variazione influisce in maniera consistente sull’energia: parametri come lunghezze di legame,
angoli di legame e angoli di torsione; il potenziale effettivo espresso in queste variabili avra`
infatti una forma piu` semplice e i vari termini che lo compongono possono essere raffrontati
piu` direttamente con gli esperimenti. Limitarsi ai gradi di liberta` detti e considerare come
rigide le altre strutture permette di descrivere comunque una larga parte dello spazio delle
configurazioni, e poiche´ i termini coinvolgono solo pochi atomi, e non strutture piu` com-
plesse, sono riutilizzabili per tutti i tipi di molecole che coinvolgano lo stesso tipo di atomi.
Questo e` particolarmente vantaggioso nel caso delle molecole biologiche, che ne coinvolgono
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un numero limitato2. Un aspetto importante che viene trascurato da questo tipo di para-
metrizzazione classica e` il fatto che uno stesso legame chimico puo` presentarsi in differenti
conformazioni: ad esempio i cicloesani presenti negli amminoacidi aromatici possono assu-
mere due conformazioni differenti, dette chair e boat ; il potenziale classico sara` dunque una
media di queste differenti conformazioni, e, se i parametri possono e devono essere scelti
in modo da riprodurre le corrette quantita` termodinamiche (ossia le corrette medie di en-
semble), tuttavia non v’e` alcuna garanzia che la dinamica seguita dalla simulazione sia del
tutto realistica.
Vediamo ora brevemente quali sono gli aspetti importanti nella parametrizzazione del-
l’interazione tra atomi in molecole biologiche, sia nel caso di bonded interactions, ovvero di
interazioni covalenti, sia nel caso di non bonded interactions, le interazioni non covalenti.
Per un riferimento piu` competo si veda [19].
Parametrizzazione delle interazioni covalenti
Nel caso di interazioni intermolecolari, come detto, non essendo possibile trattare il legame
covalente in modo classico, si procede con l’identificazione di alcuni gradi di liberta` di
particolare rilevanza fisica in funzione dei quali parametrizzare il potenziale empirico. nella
Figura 2.1 sono rappresentati i tre piu` semplici gradi di liberta` utilizzati nei programmi di
dinamica molecolare:
• La lunghezza di legame e` la distanza di equilibrio tra due atomi legati da un legame
covalente. Se la simulazione non coinvolge reazioni chimiche ed e` effettuata vicino
alla temperatura ambiente3 allora la distanza interatomica sara` vicino al suo valore
di equilibrio e si potra` approssimare l’energia di stretching di un legame b come:
EBi(b) = k
(2) (b− b0)2 + k(3) (b− b0)3 + . . .
Nella maggior parte dei programmi di dinamica molecolare si tronca la serie all’or-
dine piu` basso (armonico), in quanto le oscillazioni con alte frequenze (τ ∼ 1 fs)
sono sostanzialmente disaccoppiate dai movimenti piu` lenti che si vogliono studiare
(folding, cambiamenti conformazionali...), per i quali le distanze di legame restano
sostanzialmente vicino ai valori di equilibrio. Sotto queste ipotesi il contributo per
l’intera molecola e` dato da:
EB({bi}) =
∑
legami
kb,i (bi − b0,i)2 (2.1)
2Essenzialmente solo H, C, N , O, S. Si tenga pero` conto che un atomo di ossigeno in un gruppo
carbossile si comporta in modo differente da un atomo di ossigeno in un gruppo idrossile e percio` ai fini
della parametrizzazione vanno considerati come specie atomiche differenti. Eventuali altri atomi presenti,
ad esempio i metalli, vanno trattati a parte.
3Si consideri che l’energia di un legame covalente e` tipicamente dell’ordine dell’ eV , mentre a temperatura
ambiente T = 300K si ha kBT ∼ 1/40 eV .
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Figura 2.1: I tre gradi di liberta` utilizzati per atomi legati covalentemente: la lunghezza
di legame (bond stretching), l’angolo planare tra tre atomi e l’angolo diedro tra i piani di
legame nel caso di quattro atomi.
I parametri kb,i e b0,i (distanza di equilibrio) si possono calcolare una volta per ciascun
tipo di atomo tramite ad esempio metodi Hartree-Fock. Qualora si volessero consi-
derare oscillazioni di ampiezza particolarmente elevata si possono utilizzare anche i
termini anarmonici, tuttavia si hanno migliori risultati con forme funzionali differenti,
come ad esempio la funzione di Morse:
EMorse({bi}) =
∑
legami
Ab,i exp[αi(bi − b0,i)]
• L’angolo di legame parametrizza parte della direzionalita` del legame covalente; nelle
stesse ipotesi di sopra si puo` pensare che anche l’angolo di legame restera` vicino al suo
valore di equilibrio, ed e` pertanto possibile sviluppare anche questo termine in serie.
Di nuovo fermandosi all’ordine piu` basso si ha un contributo:
Eθ({θi}) =
∑
angoli
kθ,i (θi − θ0,i)2 (2.2)
• L’angolo diedro torsionale specifica la torsione attorno ad un legame rispetto alla po-
sizione di equilibrio. In questo caso le energie in gioco sono molto piu` piccole e inoltre
per indagare i cambiamenti conformazionali e` necessario consentire piena liberta` di
rotazione intorno ai legami, essenziale per consentire ad esempio il ripiegamento del
backbone o il movimento delle catene laterali. Non e` pertanto piu` possibile troncare
l’espansione al primo ordine rilevante in espansione di Taylor, come fatto per i due
termini precedenti, ed e` necessario trovare un’altra forma funzionale. Il potenziale
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deve essere periodico nell’angolo di torsione φ con periodo 2pi e inoltre deve essere
simmetrico intorno ai punti φ = 0, pi, in quanto per tali valori dell’angolo di torsio-
ne i quattro atomi sono coplanari (si faccia riferimento alla Figura 2.1). Si procede
pertanto con una espansione in coseni:
Eφ({φi}) =
∑
diedri
[
k
(1)
φ,i (1− cosφi) + k(2)φ,i (1− cos 2φi) + k(3)φ,i (1− cos 3φi) + . . .
]
(2.3)
Diversi force field troncano la serie 2.3 a diversi ordini; un buon compromesso tra
accuratezza e pesantezza computazionale e` il terzo ordine, che e` la scelta effettuata
dal force field AMBER (si veda http://ambermd.org/), quello utilizzato in questo
lavoro di tesi.
Parametrizzazione delle interazioni non covalenti
Tra le interazioni coinvolgenti atomi non bonded, cioe` non legati covalentemente, vengono
in genere distinte le interazioni coulombiane tra cariche puntiformi e le rimanenti, siano
esse di natura elettrostatica o fenomeni quantomeccanici, che vengono espresse da un unico
termine; queste interazioni vengono considerate attive tra tutti gli atomi tranne che tra le
coppie di atomi legati direttamente da un legame covalente (primi vicini) oppure tramite
un atomo in comune (secondi vicini), per i quali l’interazione e` gia` compresa nei termini
bonded. Per i terzi vicini i diversi force fields prevedono soluzioni differenti; AMBER utilizza
in questo caso una interazione di tipo Van der Waals scalata.
L’interazione non bonded puo` essere semplicisticamente schematizzata come la somma
di forze attrattive dipolo indotto-dipolo indotto (che scala come 1/r6) e di repulsione delle
nuvole elettroniche; per semplicita` computazionale si assume per tutti gli atomi un’intera-
zione di tipo Van der Waals, ovvero la stessa che ha luogo tra due atomi di un gas nobile,
e si parametrizza in genere tramite il potenziale di Lennard-Jones:
VLJ =
Natomi∑
i
Natomi∑
j>i
4ij
[(
rij
σij
)−12
−
(
rij
σij
)−6]
(2.4)
ove σij e ij sono parametri fisici dipendenti dalla coppia di atomi che determinano rispet-
tivamente la distanza di equilibrio tra i due atomi e la profondita` della buca di potenziale.
Ovviamente sono possibili altri modelli, essendo questo un potenziale empirico; il potenziale
di Lennard-Jones pero` e` il piu` usato in quanto accurato e computazionalmente non molto
pesante (il primo addendo e` proporzionale al quadrato del secondo nella 2.4).
L’interazione coulombiana e` invece molto piu` difficile da trattare: le forze elettrostatiche
sono infatti a lungo raggio (∼ 1/r), il che richiederebbe di far interagire tutte le possibili
coppie di atomi. La natura diffusa della nuvola elettronica rende difficile una trattazio-
ne esaustiva della componente coulombiana. Cio` che si fa in genere e` mettere una carica
puntiforme su ciascun atomo, riscalata in modo opportuno in modo da tenere conto del-
la presenza della nuvola elettronica (si veda piu` avanti la discussione circa il programma
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DelPhi). Il potenziale di interazione, una volta stabilite le cariche da assegnare, e` presto
scritto:
VC =
Natomi∑
i
Natomi∑
j>i
1
4pi0
qiqj
rij
(2.5)
Come si vede il computo delle interazioni coulombiane scala come N2, con N numero di
atomi nel sistema, ed e` percio` computazionalmente molto pesante. Questo problema puo`
essere affrontato aggiungendo un cut-off sferico, cioe` trascurando le interazioni al di sopra
di una certa distanza. Questo genera situazioni non fisiche, e pertanto si preferisce adottare
soluzioni piu` raffinate, per le quali si rimanda al libro gia` citato [19]; uno in particolare e`
la somma di Ewald, che e` impiegato dal programma AMBER e viene qui introdotta nelle
sue idee generali. Si parte da un’insieme di cariche puntiformi in una scatola di lato L,
con condizioni periodiche al contorno: vedremo che questa e` una configurazione tipica di
una simulazione di dinamica molecolare. La somma va dunque riscritta tenendo conto delle
cariche ripetute:
VC =
Natomi∑
i
Natomi∑
j>i
∑
n∈Z3
1
4pi0
qiqj
|rij + nL|
Tuttavia non e` facile valutare questa somma, a causa del lungo range delle interazioni
coulombiane tra cariche puntiformi. La situazione sarebbe molto piu` semplice se invece di
cariche puntiformi avessimo cariche schermate, ovvero circondate da una nuvola di carica
di segno opposto che riduce il range delle interazioni (ad esempio schermando il contributo
di monopolo). E` possibile simulare questa situazione riscrivendo:
1
r
=
erfc(βr)
r
+
1− erfc(βr)
r
La funzione erfc(βr) (complementare dell’integrale di una gaussiana) fornisce un taglio al
potenziale sulla lunga distanza determinato dal parametro β e permette cos`ı di separare
la parte a corto range del potenziale da quella a lungo range. (fig. 2.2). Il potenziale a
Figura 2.2: Il decadimento esponenziale della erf(βr) (β determina il cut-off) permette di
separare, nel metodo della somma di Ewald, il contributo coulombiano a corto raggio da
quello a lungo raggio.
questo punto e` scritto come somma di due parti, e il secondo addendo, che rappresenta il
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contributo della nuvola con cui abbiamo schermato le cariche, contiene la componente a
lungo range del potenziale. Si potrebbe pensare che il problema e` stato solo spostato su
questo secondo addendo; tuttavia la nuvola di carica che e` stata aggiunta e` una funzione
liscia (al contrario della distribuzione iniziale di cariche puntiformi) e periodica, e puo` essere
sommata facilmente in trasformata di Fourier. I dettagli di questo processo sono lunghi e
porterebbero fuori strada il nostro discorso, centrato sulla dinamica molecolare; per una
visione piu` completa si rimanda a [20]. L’efficienza del metodo e` O(N2/3); esistono metodi
piu` efficienti (come il particle mesh Ewald, che discretizza le cariche su una griglia e sfrutta
la FFT , [21]) che raggiungono un’efficienza O(N logN), ma che sono considerevolmente
piu` complicati.
Qualunque sia il metodo utilizzato per la somma, un ruolo fondamentale riveste la
scelta delle cariche puntiformi da assegnare ai diversi atomi. Nel tempo sono stati proposti
diversi approcci, dando origine a force field differenti: ad esempio AMBER (il programma
di dinamica molecolare utilizzato in questo lavoro di tesi) utilizza il metodo RESP; per i
dettagli del metodo per la determinazione delle cariche si veda [22]. Come accade spesso
nell’ambito delle simulazioni di molecole biologiche, pero`, l’unico giudice della bonta` di un
metodo e` la capacita` del metodo stesso di generare consistentemente risultati corretti; si e`
visto che la qualita` di ciascun force field dipende dal tipo di molecola che si vuole simulare
(DNA, proteine in soluzione, proteine di membrana , lipidi...) e dunque e` sempre necessario
fare una scelta accurata prima di effettuare una simulazione. Per la maggior parte delle
proteine in soluzione, ad esempio, il force field AMBER99SB e` una buona scelta, come si
vede dai test riportati in Figura 2.3.
Una volta scelto un force field abbiamo a disposizione un potenziale classico secondo
cui il nostro modello di sistema evolve e possiamo pertanto procedere alla simulazione del
sistema, come descritto nella sezione seguente.
2.1.2 L’algoritmo velocity Verlet
Una volta effettuata la scelta del force field siamo di fronte a un sistema classico di punti
materiali sottoposti a un potenziale noto, e possiamo pertanto integrare le equazioni del mo-
to per simulare il comportamento del sistema. Ottenere una simulazione realistica (almeno
sotto certi aspetti) di un sistema complesso apre le porte a molte possibilita`: permette, ad
esempio, di ottenere una stima di quantita` termodinamiche molto importanti come coeffi-
cienti di diffusione o calori specifici, diagrammi di fase e profili di energia libera, permette
di esplorare i diversi fold e stati metastabili di una proteina o di valutare l’elasticita` e del
DNA: tutti risultati che sarebbe molto difficile o addirittura impossibile ottenere sperimen-
talmente o calcolare altrimenti. Per approfondire la dinamica molecolare nei suoi aspetti
sia teorici sia implementativi si rimanda al libro di Frenkel & Smit [23].
Il sistema da simulare in genere e` una collezione di atomi le cui interazioni sono descritte
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Figura 2.3: Test di diversi force field effettuato tramite il confronto tra i Ramachandran
plot sperimentali (a sinistra) e quelli ottenuti da un campione delle configurazioni prodotte
da simulazioni. Si noti che il force field AMBER99SB (ff99SB nella Figura) riproduce ab-
bastanza accuratamente il plot sperimentale, mentre il ff94GS produce delle configurazioni
non fisiche per la glicina (alto a destra), e ff03 non riproduce la piccola isola al centro del
Ramachandran plot dell’alanina.
da una hamiltoniana:
H({q}, {p}) = K({p}) + U({q}) =
∑
i
pi
2
2mi
+ U({q}) (2.6)
Ove {q}, {p} rappresentano le coordinate e gli impulsi degli atomi e U({q}) il potenziale
empirico determinato come nella sezione precedente; da questa seguono immediatamente le
equazioni del moto:
q˙i =
∂H
∂pi
=
pi
mi
p˙i = −∂H
∂qi
= −∂U
∂qi
= fi({q}) (2.7)
Le 2.7 sono 2N equazioni differenziali che, fissate le posizioni e le velocita` iniziali
(q(0), p(0)), possono essere integrate per ottenere le posizioni e le velocita` del sistema per
ogni tempo t. Uno dei problemi della dinamica molecolare e` come riprodurre su computer
differenti ensemble statistici basati su questa hamiltoniana 2.6.
Per poter simulare il moto del sistema su un computer e` inevitabile discretizzare la
variabile temporale e pertanto e` necessario decidere a priori un timestep ∆t che scandisce la
simulazione. E` chiaro che per avere una dinamica accettabile il timestep deve essere inferiore
al piu` piccolo tempo caratteristico del sistema: nel caso delle proteine esso e` determinato
2.1 La dinamica molecolare 41
dalle vibrazioni dei legami degli atomi piu` leggeri, ovvero quelli di idrogeno, che avvengono
su scale di tempi dell’ordine di 3 fs4; e` prassi comune percio` adottare come timestep 1 fs
oppure 0.5 fs. A questo punto si puo` ad esempio evolvere il sistema e determinarne la
configurazione (q, p) e le forze agenti su di esso per tutti i tempi multipli di ∆t; l’algoritmo
di integrazione delle equazioni del moto in genere usato per questo scopo e` il velocity Verlet.
Vediamolo nel dettaglio. Data una qualunque funzione f({q}, {p}) definita nello spazio delle
fasi e non esplicitamente dipendente dal tempo, la sua evoluzione temporale vale:
f˙ =
∂f
∂qi
q˙i +
∂f
∂pi
p˙i = iLf (2.8)
Avendo definito l’operatore di Liouville iL ≡ q˙i ∂∂qi + p˙i ∂∂pi ≡ iLq + iLp. L’equazione del
moto 2.8 puo` essere integrata da 0 a t per trovare l’evoluzione temporale di f :
ft({q}, {p}) = ei(Lq+Lp)tf0({q}, {p}) (2.9)
L’esponenziale nella 2.9 non e` fattorizzabile a causa della non commutativita` degli operatori
Lq e Lp; tuttavia e` possibile utilizzare la formula di Trotter :
eA+B = lim
k→∞
[
e
A
2k e
B
k e
A
2k
]k
(2.10)
Che e` direttamente applicabile all’esponenziale della 2.9. Si ha, con ∆t = t/k:
eiLt = lim
k→∞
[
eiLp
t
2k eiLq
t
k eiLp
t
2k
]k
(2.11)
Si puo` interpretare la 2.11 come un algoritmo che per ogni step (indicizzato da k) prevede
tre passaggi: dapprima si evolvono le p per un tempo ∆t/2, poi le q per un tempo ∆t e
infine le p per un ulteriore tempo ∆t/2. Scrivendo questo esplicitamente in termini delle
q, p si ottiene la forma finale dell’algoritmo velocity-Verlet:
qi(t+ ∆t) = qi(t) +
pi(t)
mi
∆t+
Fi({q(t)})
2mi
∆t2
pi(t+ ∆t) = pi(t) +
1
2
[Fi({q(t)}) + Fi({q(t+ ∆t)})] ∆t (2.12)
che e` ovviamente esatta solo nel limite ∆t→ 0. Le 2.12 permettono di conoscere posizioni (e
dunque forze) e velocita` allo stesso istante lungo tutta la simulazione, e sono esplicitamente
invertibili in (p, q)(t + ∆t), il che garantisce che l’algoritmo e` reversibile; non viene invece
conservata l’energia, se non nel limite ∆t → 0, poiche´ l’uguaglianza 2.11 e` valida solo in
questo limite. Questo non rappresenta un problema per due motivi. Innanzitutto, durante
4Lo si puo` vedere per ordini di grandezza ricordando che la pulsazione di un moto oscillatorio e` data dalla
radice quadrata della forza di richiamo per unita` di massa per unita` di lunghezza; utilizzando ad esempio
l’energia di legame di 4.6 eV della molecola di H2, una lunghezza di legame di 0.74 A˚ e la massa dell’atomo
di idrogeno si ottiene un valore di 3.5 fs.
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una simulazione dinamica molecolare non e` interessante tanto l’integrazione esatta delle
equazioni del moto, come invece sarebbe per la simulazione ad esempio della traiettoria di
un pianeta, quanto le proprieta` medie (ad esempio quantita` termodinamiche) derivate in
un determinato ensemble statistico. Secondariamente l’algoritmo velocity Verlet e` simplet-
tico5, e conserva il volume nello spazio delle fasi, poiche´ ciascuna delle tre operazioni che
portano a un singolo passo lo preserva (sono evoluzioni hamiltoniane per un tempo ∆t/2).
Questa proprieta` garantisce che, scegliendo ∆t abbastanza piccolo si puo` fare in modo che
le fluttuazioni dell’energia durante la simulazione non si discostino troppo dall’hamiltoniana
reale del sistema. Questa proprieta` puo` sembrare sorprendente: perche´, se a breve termine
l’energia non e` conservata, a lungo termine non si discosta comunque troppo? La risposta
sta nel fatto che si puo` mostrare (vedi [24]) che gli algoritmi simplettici seguono traietto-
rie che obbediscono a leggi del moto di tipo hamiltoniano, generate da una hamiltoniana
modificata H˜, detta hamiltoniana ombra, che viene conservata dall’algoritmo. Scegliendo
il timestep abbastanza piccolo e` possibile fare in modo che la differenza tra le due hamil-
toniane sia sufficientemente piccola da non permettere all’energia del sistema simulato di
allontanarsi troppo durante il tempo di simulazione, e anzi e` possibile utilizzare la con-
servazione approssimata dell’energia a lungo termine come uno dei criteri per scegliere il
timestep. E` possibile vedere che deve esistere una tale hamiltoniana ombra se si considera
che:
eiLp
∆t
2 eiLq∆teiLp
∆t
2 = ei(L+(∆t))∆t
Ove  e` un termine correttivo che puo` essere espanso in serie di ∆t utilizzando ad esempio
la formula di Baker-Campbell-Hausdorff. Se si considera l’operatore L +  ≡ L˜ come un
nuovo operatore di Liouville e` chiaro che l’algoritmo velocity Verlet conservera` l’hamilto-
niana H˜(∆t) ad esso associata (che esiste poiche´ l’evoluzione delle 2.12 e` simplettica). Per
∆t abbastanza piccolo le hamiltoniane differiranno poco e dunque l’energia sara` quasi con-
servata a lungo termine. Per rendersi conto che questo ragionamento funziona anche nella
pratica delle simulazioni si faccia riferimento alla Figura 2.4, che mostra l’energia per un
gas di 256 particelle interagenti tramite Lennard-Jones per diversi timestep.
2.1.3 Gli ensemble statistici
L’algoritmo appena descritto ha lo scopo di integrare le equazioni del moto per un sistema
isolato. Tuttavia nella maggior parte dei casi la situazione sperimentale e` ben diversa: il
nostro sistema, ad esempio una proteina, e` accoppiato con un ambiente (solvente, altre
proteine...) con il quale scambia calore o particelle; inoltre le caratteristiche fisiche di un
sistema biofisico (ma vale molto piu` in generale) su cui abbiamo un controllo sono quantita`
termodinamiche come la temperatura la pressione, e l’evoluzione del sistema non conser-
vera` esattamente l’energia. La situazione e` piu` fedelmente rispecchiata dalla figura 2.5. E`
possibile simulare questi casi, o almeno una loro approssimazione con reservoir finito?
5Un algoritmo e` detto simplettico se la matrice di trasformazione M che mescola le p e le q, nel nostro
caso M =
„
1 1/m
0 1
«
(dalla 2.12), soddisfa MJMt = J, con J =
„
0 1
−1 0
«
matrice simplettica.
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Figura 2.4: Fluttuazioni dell’energia durante la simulazione di un sistema LJ256. Si noti
come, sebbene ci le fluttuazioni siano importanti, l’energia della simulazione sia ben con-
servata a lungo termine per tutti i ∆t inferiori a 35 fs. Per questa immagine e le successive
in questa sezione si ringrazia Giovanni Bussi.
Figura 2.5: Un sistema realistico e` in interazione con l’ambiente che lo circonda con cui
scambia calore o particelle. Solo nel sistema totale l’energia e` conservata.
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Del tutto in generale, un ensemble statistico e` determinato una volta che sia stata
assegnata una densita` di probabilita` ρ({q}, {p}) sullo spazio delle fasi. La media di ensemble
di una osservabile A({q}, {p}) e` data da un integrale su tutto lo spazio delle fasi accessibile
Ω:
〈A〉 ≡
∫
Ω
A({q}, {p})ρ({q}, {p}) dΩ (2.13)
e corrisponde al valor medio calcolato su un numero molto grande di sistemi estratti secondo
la probabilita` ρ. Lo scopo dell’algoritmo di dinamica molecolare e` ottenere una sequenza
temporale di configurazioni {q(t), p(t)} su cui misurare una media temporale:
A¯ ≡ lim
T→∞
1
T
∫ T
0
A({q(t)}, {p(t)}) dt (2.14)
integrato sul moto generato dalla dinamica molecolare. Ovviamente il limite di tempo
infinito non ha alcun senso se si sta studiando computazionalmente un sistema: quello che
si intende e` un tempo molto maggiore dei tempi tipici del fenomeno che si sta studiando.
Nel caso delle proteine i tempi tipici del folding sono dell’ordine di 1µs (ma in alcuni casi
anche molto di piu`) e percio` per raggiungere questo obiettivo sono necessari ben ∼ 109
passi di dinamica molecolare. Questo e` uno dei maggiori ostacoli alla simulazione accurata
di sistemi biologici.
A priori nulla ci assicura che le due medie 2.13 e 2.14 siano uguali. Cio` che si verifica e`
che la media temporale 2.14 converge alla 2.13 se asintoticamente per t→∞ sono verificate
due fondamentali ipotesi:
1. le distribuzioni di equilibrio sono corrette e stazionarie:
∂ρ({q(t), p(t)})
∂t
= −
N∑
i=1
∂ (q˙iρ({q, p}))
∂qi
= 0
Questo significa che la dinamica va costruita ad hoc per riprodurre le giuste probabi-
lita`.
2. la dinamica del sistema e` ergodica, ovvero c’e` una probabilita` non nulla di raggiungere
qualunque configurazione accessibile dello spazio delle configurazioni in un tempo
finito. Questa condizione va verificata caso per caso ed e` in genere molto difficile da
provare.
Una volta soddisfatte queste due condizioni possiamo simulare un sistema tramite una
opportuna dinamica e misurare le proprieta` medie lungo la simulazione. Vediamo ora quali
dinamiche sono state sviluppate per riprodurre ensamble di particolare interesse.
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2.1.4 L’ensemble NV E
L’ensemble microcanonico e` definito da:
ρ({q}, {p}) ∝ δ (H({q}, {p})− E)
che corrisponde a un sistema in cui l’energia e` fissata al valore E e tutte le configurazioni
con tale energia sono equiprobabili; il numero delle particelle e` fissato a N e il volume e`
costante (V ), percio` questo ensemble e` detto anche NV E. La temperatura e la pressione
sono invece libere di variare, e costituiscono due osservabili del sistema. L’integrazione
delle equazioni del moto, ad esempio tramite l’algoritmo velocity-Verlet visto nella sezione
precedente, conserva (approssimativamente, come si e` visto) l’energia e puo` dunque essere
utilizzato per campionare questo insieme statistico.
L’ensemble microcanonico descrive solo sistemi isolati e non e` percio` molto interessante,
se non come base per altri ensemble che vedremo in seguito.
2.1.5 L’ensemble NV T
L’ensemble canonico riproduce la condizione di temperatura costante ed e` definito dalla
densita` di probabilita`:
ρ({q}, {p}) ∝ e−βH({q},{p})
ove β = (kBT )−1. Il numero delle particelle e il volume sono mantenuti costanti, e l’insieme e`
anche detto NV T . Questo insieme statistico e` per noi di fondamentale importanza in quanto
nei sistemi biologici la temperatura e` nella maggior parte dei casi la variabile principale su
cui si ha un controllo, e se si vuole studiare il funzionamento di una molecola biologica in
un organismo si avra` temperatura circa costante. Questo ensemble ha ricevuto particolare
attenzione nella letteratura, e verra` trattato piu` approfonditamente anche in questa sede.
Come visto, integrando le equazioni del moto tramite ad esempio le 2.12 si ottiene un
ensemble microcanonico, e dunque e` necessario sviluppare una nuova dinamica che descriva
l’interazione del sistema con il reservoir termodinamico. Vedremo qui di seguito alcuni degli
algoritmi che sono stati sviluppati a tal scopo.
I termostati
I termostati in dinamica molecolare sono tecniche che cercano di imporre correttamente le
condizioni termodinamiche al sistema simulato.
Poiche´ la temperatura e` proporzionale al valor medio dell’energia cinetica K, e fissata
la temperatura T il teorema di equipartizione impone 〈K〉 = 12NfkBT con Nf numero
di gradi di liberta` del sistema, si puo` pensare di partire dal moto hamiltoniano e variare
artificialmente le velocita` delle particelle in modo da portare a intervalli regolari l’energia
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cinetica media al suo valore appropriato (velocity rescaling, figura 2.6):
pnuova =
√
1/2NfkBT
K
pvecchia
E` possibile anche effettuare questo riscalamento ad ogni passo per evitare di introdurre
Figura 2.6: L’algoritmo velocity rescaling (a) genera traiettorie discontinue; l’algoritmo di
Berendsen (b) genera invece traiettorie continue; nessuno dei due genera pero` l’ensemble
canonico.
troppe discontinuita` nel sistema; tuttavia con questo metodo non si ottiene comunque un
ensemble statistico corretto, poiche` non sono consentite le fluttuazioni nella temperatu-
ra che devono invece essere presenti in un sistema che rispecchia l’ensemble. E` possibile
reintrodurre le fluttuazioni andando a riscalare solo parzialmente le velocita` in modo da
portarle a regime solo dopo un certo numero di passi, utilizzando una forza di tipo viscoso
(termostato di Berendsen, vedi [25] e Figura 2.6). Questo termostato e` estremamente effi-
ciente per portare il sistema alla corretta temperatura, tuttavia all’equilibrio non riproduce
le probabilita` dell’insieme canonico, e percio` non e` utilizzabile per misurare quantita` me-
die. Una soluzione alternativa e` il termostato di Nose´-Hoover (ref. [26]), dove si introduce
esplicitamente il bagno termico in cui il sistema e` inserito, rappresentandolo con un grado
di liberta` aggiuntivo s, e si derivano le equazioni del moto da una lagrangiana efficace:
LNose =
N∑
i=1
1
2
mis
2q˙2i − V ({q}) +
1
2
Qs˙2 − L
β
ln s (2.15)
2.1 La dinamica molecolare 47
Ove Q e` un parametro che determina l’inerzia di s e dunque l’inerzia nella risposta del
termostato (massa del termostato), e L verra` definito tra poco. Si puo` considerare il grado
di liberta` s come un riscalamento del tempo secondo dt′ = s dt, come si vede dal fatto che
esso moltiplica le q˙. Il sistema descritto dalla 2.15 possiede come integrale primo del moto
la sua hamiltoniana, e utilizzando quella si puo` mostrare che l’insieme statistico prodotto
e` proprio quello canonico; per comprendere il funzionamento del termostato e` tuttavia piu`
interessante osservare le equazioni del moto:
q¨i =
Fi
mis2
− 2 s˙
s
q˙i (2.16)
s¨ =
1
Qs
(
N∑
i=1
mis
2q˙2i −
L
β
)
La seconda delle 2.16 mostra che il bagno termico (s) e` sottoposto a un’equazione differen-
ziale del secondo ordine che puo` facilmente divenire oscillatoria: questo e` un problema del
metodo, come mostrato dalla figura 2.7, e va affrontato effettuando una opportuna scelta
per il parametro Q. Le variabili nella 2.16 non sono quelle reali: basti vedere che il termine
cinetico della lagrangiana 2.15 ha termini del tipo (sq˙)2. Si possono scrivere le equazioni del
moto in termini delle variabili reali se si riscala il tempo secondo dt′ = dt/s e introducendo
gli impulsi riscalati pi = smiq˙i; introdotto inoltre ξ ≡ 1/s ds/dt′ e fissato infine L = Nf + 1
(numero di gradi di liberta` totali) si ha:
dqi
dt′
=
pi
mi
(2.17)
dpi
dt′
= Fi − ξpi
dξ
dt′
=
1
Q
(
N∑
i=1
p2i
mi
−NfkBT
)
Che dimostrano come l’effetto del grado di liberta` di Nose´ sia quello di aggiungere una
forza di tipo viscoso ξpi che modifica gli impulsi delle particelle portando l’energia cinetica
media vicina a quella dettata dal teorema di equipartizione. Come detto, questo termostato
produce il giusto ensemble e le sue equazioni del moto sono reversibili; l’ergodicita` non
puo` invece essere dimostrata in generale, ma variera` da caso a caso. Come si vede dalla
figura 2.7, la scelta di Q e` cruciale, in quanto se ha un valore troppo alto l’equilibrio viene
raggiunto dalla simulazione solo in tempi molto lunghi, mentre se ha un valore troppo basso
puo` causare oscillazioni periodiche e distruggere l’ergodicita` della simulazione. Per valori
fisicamente plausibili, invece, l’esito delle simulazione e` indipendente da Q.
Esistono poi alcuni modelli di termostati stocastici, che non seguono traiettorie reversibili
ma simulano il processo di termalizzazione tramite l’introduzione di processi casuali. Due
esempi sono il termostato di Andersen e il termostato di Langevin. Nel termostato di
Andersen si simula una dinamica hamiltoniana ma dopo un certo numero di step si scelgono
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Figura 2.7: Traiettorie ottenute con simulazioni effettuate col termostato di Nose´-Hoover
per diversi valori di τ ∝ 1/Q. Si noti che per valori di τ grandi, ovvero Q piccoli, sono
presenti oscillazioni che rovinano l’ergodicita` della simulazione.
a caso una o piu` particelle e si assegna loro un impulso estratto a caso dalla distribuzione
dell’ensemble; cos`ı facendo si simulano le collisioni tra particelle che, fisicamente, sono le
responsabili del processo di termalizzazione. Le traiettorie generate da questo termostato
sono pero` discontinue. Il termostato di Langevin, invece, fa evolvere gli impulsi secondo un
processo stocastico:
dpi = Fi(t) dt− γpi dt+
√
2miγ
β
dW (t) (2.18)
Ove dW (t) e` un white noise. Poiche´ pero` si attua un processo stocastico su ogni particella,
si modificano le proprieta` dinamiche del sistema (come il mean-squared displacement, vedi
figura 2.8) e percio` se si vogliono misurare queste quantita` e` essere meglio ricorrere ad al-
goritmi stocastici globali, vedi fig. 2.9 Infine va ricordato che e` sempre possibile introdurre
dei termostati locali, ovvero accoppiati solo ad una parte del sistema (ad esempio un ter-
mostato per particella, oppure uno per il solvente e uno diverso per il soluto). Sebbene in
genere cos`ı facendo si perturba la dinamica del sistema, questo stratagemma puo` risultare
molto utile quando ci sono sottosistemi caratterizzati da frequenze proprie molto differenti
o che comunque rispondono molto diversamente al termine di inerzia del termostato, e puo`
succedere che la termalizzazione non sia efficace; applicare un diverso termostato (con la
stessa temperatura) a ciascun sottosistema risolve in genere il problema.
Il termostato utilizzato dalla versione 7 del programma AMBER, quella impiegata in
questa tesi, e` il termostato di Berendsen; versioni piu` recenti del programma utilizzano
quello di Langevin.
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Figura 2.8: Termostato di Langevin con accoppiamento locale ai singoli gradi di liberta`. Si
noti che la scelta di diversi valori di γ porta a diversi risultati per le proprieta` dinamiche
come la distanza quadratica media percorsa dal sistema.
Figura 2.9: Termostato di Langevin con accoppiamento globale.In questo caso diversi valori
di γ porta risultati simili per le proprieta` dinamiche del sistema.
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2.1.6 Gli ensemble NPH e NPT
In alcuni casi si puo` voler simulare una dinamica in cui la pressione e` mantenuta costante.
Questo non accade spesso nei sistemi biologici, ma e` molto importante ad esempio se si
vuole studiare un sistema accoppiato meccanicamente con l’esterno. Si parla di un ensemble
isoentalpico NPH con densita` di probabilita`:
ρ({q}, {p}) ∝ δ(C −H({q}, {p}) + ΠV )
con Π pressione esterna; si parla invece di ensemble isobaro e isotermo NPT se pressione e
temperatura sono fissate, definito dalla densita` di probabilita`:
ρ({q}, {p}) ∝ e−β(H({q},{p}+ΠV )
ove Π e` la pressione esterna. Come nel caso dei termostati esistono barostati che riscalano
le variabili del sistema (in questo caso le posizioni) e che pero` non riproducono un ensemble
corretto, e metodi che si basano su una lagrangiana estesa, e che rispettano l’ensemble,
avendo pero` possibili problemi di oscillazioni e la necessita` di regolare un parametro di
inerzia (in questo caso la massa del pistone). Un esempio di questi ultimi e` il barostato di
Andersen, che aggiunge V come variabile al sistema e parte da una lagrangiana:
LAndersen = 12V
2/3
N∑
i=1
miρ˙
2
i − U({V 1/3ρ}) +
1
2
MV˙ 2 −ΠV (2.19)
Ove si usano le coordinate scalate ρi = qi/V 1/3 per rendere esplicito il volume. Da questa
le equazioni del moto:
q˙i =
pi
mi
+
pV
3MV
qi (2.20)
p˙i = Fi − pV3MV pi
V˙ =
pV
M
p˙V = Πinterna −Π (2.21)
Il principio di funzionamento e` del tutto simile al termostato di Nose´-Hoover visto nella
sezione precedente; anche qui e` necessario scegliere la massa del pistone M in modo da
ottenere risposte fisicamente plausibili, non troppo lunghe (lunghi tempi di simulazione) ne´
troppo corti (assenza di ergodicita`, oscillazioni).
Anche per i barostati esistono algoritmi stocastici, sui quali pero` non ci soffermiamo,
esulando dallo scopo di questa tesi.
2.2 Il solvente
Come accennato nel capitolo precedente, il solvente acquoso in cui le macromolecole biolo-
giche si sono evolute riveste grande importanza nel funzionamento e nella struttura delle
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proteine: e` ben noto ad esempio che la presenza di un solvente polare favorisce la struttura
globulare delle proteine spingendo i residui idrofobici all’interno e i residui polari all’ester-
no. L’interazione acqua-proteina, tuttavia, racchiude effetti molto interessanti e importanti
che hanno luogo alla scala della singola molecola d’acqua: ci sono infatti forti evidenze
sia sperimentali che teoriche (si veda [6]) che indicano la presenza, in numerose strutture
proteiche, di acque strutturali, ovvero molecole d’acqua che partecipano attivamente alla
struttura o alla funzione della proteina mediante ponti ad idrogeno (figura 2.10) o tramite
Figura 2.10: Un esempio di molecola d’acqua che ha un ruolo strutturale ben preciso all’in-
terno di una proteina PrP (prione), tratta da [8]. L’acqua lega tramite ponti ad idrogeno un
ossigeno del gruppo carbossilico di S132, l’azoto del gruppo amminico di V 161 e un ossigeno
della catena laterale di Q217. Come indicato nell’articolo citato, la mutazione del residuo
Q217 in R (legata alla malattia di Gerstmann-Straussler-Scheinker) causa l’espulsione della
molecola d’acqua (maggior ingombro sterico della catena laterale dell’arginina); i legami ad
idrogeno di S132 e V 161 non sono piu` protetti e questo genera una cascata di eventi che
porta all’unfolding di parte della proteina.
il loro ingombro sterico. Queste acque prendono il nome di acque strutturali e le zone della
proteina a cui esse si legano sono dette siti di idratazione. Queste zone di stretto legame con
una molecola d’acqua possono formarsi anche sulla superficie proteica (vedi [9]) e rivestono
percio` grande importanza anche nel processo di docking, che e` il proposito di questa tesi.
Vedremo ora una tecnica computazionale per determinare la posizione e la stabilita` dei siti
di idratazione.
2.2.1 Determinazione dei siti di idratazione
Un sito di idratazione e` una zona nelle vicinanza della proteina che presenta:
• Densita` di solvente piu` elevata rispetto alle zone circostanti;
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• Tempo di residenza delle molecole d’acqua maggiore rispetto a un punto nel bulk del
solvente;
• Minore entropia rispetto alla media delle molecole del solvente.
E` chiaro che maggiore e` il tempo di residenza di una molecola d’acqua nei pressi di una
proteina, maggiore sara` la sua importanza nella struttura della proteina e nei processi in cui
e` coinvolta. La determinazione dei siti di idratazione e` possibile sperimentalmente tramite
tecniche di spettroscopia a raggi X o di diffrazione di neutroni proprio in quanto i lunghi
tempi di residenza delle molecole d’acqua permettono l’identificazione della loro posizione;
per questo motivo molte delle strutture presenti nel PDB contengono le coordinate delle
acque strutturali. Tuttavia le proteine utilizzate nelle strutture a raggi X sono cristallizzate
a basse temperature (in genere sui 100K), e percio` nulla ci assicura che la posizione delle
acque conservate sia la stessa anche a temperatura fisiologica (300K); inoltre dal cristallo
non e` possibile ottenere informazioni sui tempi di residenza della molecola e dunque sul-
l’importanza che quel sito di idratazione riveste. Per questo, al fine di ottenere maggiori
informazioni definitive su posizione e stabilita` delle acque strutturali, e` molto importante
la loro determinazione teorica e il successivo confronto con i dati sperimentali. Questo e`
stato il processo seguito in questo lavoro di tesi; il metodo computazionale utilizzato e` stato
adattato da quello utilizzato nell’articolo di De Simone et al. [8] per indagare il ruolo chiave
delle acque nell’unfolding dei prioni, e si basa sui risultati esposti nelle referenze [27] e [28].
Il punto di partenza e` una simulazione di dinamica molecolare che fornisce una traiettoria
del sistema, ovvero una sequenza di posizioni nello spazio delle fasi che il sistema attraversa.
Come spiegato nella sezione precedente, la traiettoria non e` ottenuta dalla integrazione
esatta delle equazioni del moto e non produce percio` una dinamica reale, ma fornisce una
sequenza di configurazioni su cui calcolare quantita` statistiche. Nel caso della tesi, come
verra` discusso nel capitolo successivo, sono state effettuate simulazioni della durata di alcuni
ns, utilizzando il programma Amber 7, nell’ensemble NV T a T = 300K.
Per prima cosa e` necessario identificare i siti di idratazione: cio` puo` essere fatto isolando
quelle zone vicino alla proteina (in genere si considerano tra 1 A˚ e 5 A˚ di distanza da un
atomo appartenente alla proteina) che presentano una densita` di solvente particolarmente
elevata (il valore di soglia e` in genere il 150 % della densita` di bulk). Per fare cio` e` necessario
ottenere una mappa tridimensionale di densita` di solvente a partire dalle coordinate delle
molecole d’acqua durante la simulazione. Questo puo` essere ottenuto cos`ı:
1. Si sovrappongono le posizioni delle proteine nei diversi step della simulazione6 e si
applica alle acque la stessa trasformazione, in modo da avere un riferimento per ogni
step;
6Ovviamente, a cusa della flessibilita` della proteina, la forma non sara` la stessa durante la simulazione;
un metodo efficace per sovrapporre strutture simili ma non identiche e` la minimizzazione dell’RMSD per
una cui descrizione si rimanda il prossimo capitolo.
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2. Si costruisce una griglia tridimensionale, e si assegna a ciascuna cella il numero di
molecole d’acqua che si trovano al suo interno sommando su tutta la traiettoria.
La dimensione delle celle (tipicamente 0.5A˚) va scelta in modo da avere trovato un
numero sufficiente di volte una molecola d’acqua in ciascuna cella lungo la simulazione
(50 e` un buon numero di riferimento), per evitare troppe fluttuazioni statistiche. La
dimensione della cella determina la risoluzione con cui si conoscera` alla fine la densita`
di solvente.
Si noti che si ottiene cos`ı una densita` mediata su tutta la simulazione: questo e` corretto, in
quanto non ci stiamo ancora occupando dei tempi di residenza ma solo della propensione
delle molecole d’acqua a risiedere nel sito. A questo punto si ha una densita` di solvente
(discretizzata), determinata dai centri delle celle sopra descritte, e si possono isolare i siti
di idratazione.
2.2.2 Calcolo dei tempi di residenza
Determinato un sito di idratazione ci si puo` concentrare sulle caratteristiche fisiche che lo
descrivono, come il tempo di residenza delle acque o l’entropia del solvente, per determinarne
la stabilita` e dunque l’importanza. Concentriamoci ora sui tempi di residenza; la definizione
di tempo di residenza non e` univoca: noi useremo quella in [28], qui di seguito esposta.
Calcolare il tempo di residenza di una molecola d’acqua presuppone ovviamente seguire
durante la simulazione la traiettoria delle singole molecole d’acqua, che dunque vanno indi-
cizzate con un numero da 1 a Nw. Per ogni istante della simulazione si considera occupato
il sito di idratazione se il centro di una molecola d’acqua si trova a meno di 1.5A˚ (circa
il raggio medio di Van der Waals di una molecola d’acqua) dal centro del sito; si definisce
poi la funzione N(t) che ad ogni istante associa l’indice della molecola d’acqua presente nel
sito di idratazione, oppure 0 se il sito e` vuoto; a questo punto si puo` scrivere la funzione di
autocorrelazione per il sito:
P (t) =
∫ ∞
0
δ (N(τ), N(τ + t)) dτ (2.22)
con la funzione δ(A,B) che vale 1 se A = B 6= 0, e 0 negli altri casi. La 2.22 misura la
quantita` di tempo che si attende debba passare una molecola d’acqua nel sito; considerando
fissa la probabilita` che la molecola esca dal sito si avra` una distribuzione poissoniana, un
esponenziale decrescente per t→∞:
P (t)→ Ce−t/τr (2.23)
e τr e` la nostra definizione di tempo di residenza (la stessa usata in [8]), mentre C e` il nu-
mero di occupazione. In linea di principio e` sufficiente estrarre la P (t) dai dati sperimentali
ed effettuare un fit su un esponenziale decrescente per determinare il tempo di residenza del
sito. Tuttavia puo` accadere che diverse molecole entrino nel sito di idratazione formando
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legami differenti ed avendo dunque tempi di residenza diversi; in questi casi puo` essere con-
veniente effettuare un fit su una somma di due o piu` esponenziali ([28]). Un altro problema
che si puo` presentare e` che il sito di idratazione sia visitato da poche molecole durante la
simulazione, e quindi che il dato ottenuto abbia poca rilevanza statistica. Una possibile so-
luzione e` aumentare la durata della simulazione; tuttavia spesso questo problema si verifica
quando il tempo di residenza e` molto lungo e percio` la molecola legata molto stabilmente;
da una ispezione dei legami ad idrogeno che essa forma si puo` ottenere comunque una stima
della stabilita`. Nell’articolo citato [28] e nelle referenze in esso contenute questo metodo
viene utilizzato per concludere che il fattore che maggiormente determina la stabilita` del
legame nel sito di idratazione e` la conformazione del sito stesso e la protezione che esso
offre dal bulk del solvente. I tempi di residenza possono essere valutati confrontando con il
fit della 2.22 effettuato in zone di bulk, che danno tempi di residenza di pochi ps [28]: in
genere si classificano come zone ad alta stabilita` se il tempo di residenza e` superire a 500 ps
([8]).
2.2.3 Altri indicatori di stabilita`
Un buon indicatore della stabilita` di un sito di idratazione e` la diminuzione di entropia del
solvente nelle sue vicinanze ([8]). Per la determinazione dell’entropia si puo` procedere come
segue: dapprima si suddivide lo spazio intorno al sito di idratazione in celle (1A˚ il valore di
riferimento per la spaziatura indicato in [8]), e si calcola l’entropia in ciascuna delle celle cos`ı
ottenute. Presa una cella, la si suddivide ulteriormente in sotto-celle (0.2A˚) e si calcolano,
per ogni sotto-cella cos`ı ottenuta (i, j, k), le probabilita` Pijk di occupazione ottenute come
rapporto tra il numero dei passi di dinamica in cui essa e` occupata e il numero totale dei
passi. A questo punto l’entropia e` data da (entropia di Gibbs):
S = −kB
∑
i,j,k
Pijk lnPijk (2.24)
Cio` che si deve osservare e` una zona di bassa entropia all’interno del sito, in genere dell’ordine
del 30 % del valore di bulk (vedi [8]); informazioni interessanti si possono estrarre anche
dal profilo dell’entropia in funzione della distanza dalla superficie proteica: calcolando la
distribuzione di entropia intorno alla superficie proteica e` possibile scoprire in quali zone la
shell di idratazione e` piu` strutturata e in quali zone invece l’acqua si comporta in modo piu`
simile al bulk. In figura 2.11 e` riportato il confronto tra la distribuzione radiale di entropia
in una zona di idratazione e in una zona in cui l’acqua e` molto mobile.
Un’altra possibilita` per valutare la stabilita` del legame tra la molecola d’acqua e il sito
attivo e` il calcolo diretto dell’energia libera di legame G della molecola d’acqua nel suo sito.
Un metodo per calcolarla e` quello dell’integrazione termodinamica, che prevede di produrre
una serie di hamiltoniane H({q}, {p})λ tali che per λ = 0 si abbia la molecola libera, non in
interazione con il sito, mentre per λ = 1 si abbia l’acqua legata. Dalla meccanica statistica
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Figura 2.11: Confronto tra la distribuzione di entropia (in rosso) e la densita` di solvente (in
nero) in funzione della distanza dalla proteina in una zona di idratazione a) e in una zona
in cui c’e` poca interazione proteina-acqua b), con 1 valore di bulk. Si noti come, a sinistra,
l’effetto ordinatore della proteina si faccia sentire anche a 7A˚ di distanza. Immagini tratte
da De Simone et al. [8].
sappiamo che:
dG
dλ
=
〈
∂Hλ
∂λ
〉
λ
(2.25)
ove la media si intende fatta su un opportuno ensemble di sistemi con differenti λ. Da
questa si ha immediatamente:
∆G =
∫ 1
0
〈
∂Hλ
∂λ
〉
λ
dλ (2.26)
I metodi per il calcolo dell’energia libera tramite simulazioni sono molto abbondanti in
letteratura e non verranno trattati qui; per i dettagli su come questo calcolo possa essere
effettuato nel caso di acque strutturali si rimanda all’articolo di Hamelberg et al. [27].
In conclusione dell’articolo di De Simone [8], le acque che presentano tempi di residenza
lunghi (> 500 ps) hanno in genere una ottima corrispondenza con le acque individuate
dalla cristallografia a raggi X, specialmente se sono situate in zone che offrono una qualche
protezione o comunque limitano lo scambio con il solvente. Vedremo nel prossimo capitolo
come le stesse conclusioni valgano per gli antigeni analizzati nel nostro lavoro di tesi.
2.3 Il docking antigene-anticorpo
Per determinare la specificita` di un anticorpo per un dato antigene e` necessario prima di
tutto determinare come essi si legano: questo e` un problema di protein-protein docking.
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Presentiamo ora una rapida panoramica su alcuni metodi che sono stati sviluppati per
trattare computazionalmente questo importante problema. Oltre a rappresentare una utile
introduzione ai temi e ai motivi tipici di questa importante e interessante area di ricerca,
questa presentazione ha lo scopo di illustrare i metodi che sono stati presi in considerazione
per gli scopi che ci siamo prefissi in questa tesi, ovvero l’ingegnerizzazione di anticorpi.
Rispetto a un problema di docking generico, in cui si cerca di predire come avverra` la
formazione di un complesso a partire dalle singole proteine, l’obiettivo che ci prefiggiamo
ha infatti due peculiarita` fondamentali:
• Mentre per l’antigene scegliamo strutture cristallografiche disponibili, nel caso dei loop
nell’anticorpo generiamo informazioni solo sulla forma del backbone, e non abbiamo gli
amminoacidi espliciti. Questo impone che non si possano utilizzare algoritmi che siano
esplicitamente dipendenti dalla struttura atomica dell’anticorpo, e che l’unico termine
che si puo` prendere in considerazione per valutare l’affinita` e` la forma geometrica.
• Come vedremo, la vastita` dello spazio delle possibili configurazioni reciproche che le
proteine coinvolte possono assumere e` un serio ostacolo alla trattazione computaziona-
le del docking. Tuttavia nel caso degli anticorpi il sito di legame e` gia` determinato, ed
essendo il nostro scopo l’ingegnerizzazione di una molecola che leghi un epitopo scelto
abbiamo anche informazione sul sito di legame dalla parte dell’antigene. L’algoritmo
scelto deve permette di sfruttare adeguatamente questa semplificazione.
• Al binding antigene-anticorpo non corrisponde un cambiamento conformazionale rile-
vante, tipo cambio di struttura secondaria (huge movement). Questo e` dovuto al fatto
che antigene e anticorpo non sono co-evoluti per adattarsi l’uno all’altro, come capita
invece alla maggior parte delle coppie di proteine che prendono parte ai meccanismi
biochimici.
Tutti i metodi qui di seguito discussi verranno valutati nell’ottica dei punti sopra esposti.
2.3.1 Algoritmi di docking
Con algoritmo di docking si definisce un metodo computazionale per predire la forma di un
complesso di due proteine a partire dalla conoscenza della struttura delle singole proteine. Se
si considera e il fatto che le proteine sono entita` non rigide ma dinamiche, ovvero soggetti
a fluttuazioni piu` o meno importanti dovute all’agitazione termica e all’interazione con
il solvente, e che l’interazione proteina-proteina puo` modificare in modo rilevante sia la
posizione delle catene laterali sulla superficie proteica che la forma stessa del backbone, si
comprende come il problema del docking sia, se affrontato nella sua interezza, non meno
complicato del problema del folding, e che anzi i due problemi hanno molto in comune, tra
cui la vastita` dello spazio delle configurazioni possibile e la modellizzazione delle interazioni
che sono dello stesso tipo nei due casi. E` possibile rendere piu` trattabile il problema
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facendo ricorso a semplificazioni. Una approssimazione che viene fatta molto spesso e`
considerare in un primo tempo la proteina come un’entita` rigida e solo in seguito, una volta
ottenuto il posizionamento relativo delle due proteine (la posa), considerare le modifiche di
conformazione causate dall’interazione proteina-proteina (induced fit); e` questo il metodo
utilizzato da RosettaDock (si veda [29]), programma di docking della suite Rosetta per
lo studio delle proteine. Altra possibilita` e` esplorare a priori le conformazioni assunte
dalle proteine libere nel solvente ed effettuare poi un docking rigido considerando tutte le
configurazioni rilevanti (selected fit). In entrambi i casi la ricerca della posa di docking viene
fatta con due strutture rigide, e lo spazio delle configurazioni viene ridotto a uno spazio a 6
dimensioni: ponendo infatti fissa nell’origine una delle due proteine restano per l’altra tutti
i gradi di liberta` di un corpo rigido, che sono appunto 6.
Per tenere conto dei cambiamenti strutturali indotti nel legame dalla non rigidita` delle
proteine e` stato proposto un metodo, detto soft docking : i due partner sono considerate
strutture rigide ma si permette nel docking un certo grado di interpenetrazione, in alcuni
casi mirata solo a certi residui (quelli con le catene laterali piu` flessibili). Quello che si fa
nella maggior parte dei casi, come vedremo, e` considerare per ciascuna proteina una zona piu`
interna, detta di core, e una buccia esterna, detta skin, penalizzando fortemente nel docking
le sovrapposizioni tra i core ma consentendo sovrapposizioni di tipo core-skin. La definizione
delle due zone varia molto da implementazione a implementazione ed e` subordinata alla
rappresentazione che si da` delle proteine.
Se si ha a disposizione il cristallo del complesso si possono separare i singoli cristalli
delle due proteine e cercare di ricostruire il complesso a partire da esse; in questo caso si
parla di bound docking. Le proteine estratte dal complesso hanno gia` subito i cambiamenti
strutturali indotti dalla loro interazione e sara` in linea di principio piu` facile individuare la
posa corretta; nel caso invece si considerino proteine cristallizzate separatamente si parla
di unbound docking; lo scopo ultimo degli algoritmi di docking e` proprio quello di riuscire
a predire il complesso dalle strutture unbound.
Gli algoritmi di docking si differenziano su tre aspetti fondamentali:
1. Come vengono rappresentate le proteine. Si possono usare direttamente le informazio-
ni sulle posizioni dei singoli atomi o solo la superficie molecolare della proteina, si puo`
mappare la proteina su una griglia o considerarne solo le zone di concavita`/convessita`,
considerare solo la forma geometrica o anche il contributo elettrostatico... Questa
scelta determina quali delle molte proprieta` chimico-fisiche della proteina verranno
considerate, ed e` percio` il passo che piu` determina la filosofia del metodo;
2. Come esplorano lo spazio delle configurazioni. Spesso questo e` legato al primo punto,
in quanto una rappresentazione particolare del sistema puo` rendere piu` facile l’esplora-
zione di determinati gradi di liberta`: vedremo ad esempio che una rappresentazione su
griglia puo` sfruttare la FFT per avere un guadagno netto in velocita` (ZDOCK, [31]),
o che una rappresentazione su una base di armoniche sferiche rende piu` semplice
l’implementazione delle rotazioni (Hex, [38]). Trattandosi di metodi su calcolatore e`
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spesso necessaria una discretizzazione dello spazio da esplorare, che in genere prevede
l’introduzione di una griglia per i gradi di liberta` lineari mentre per gli angoli si intro-
duce in genere una mesh sferica: suddividere semplicemente gli intervalli di variazione
degli angoli in parti uguali campiona le diverse posizioni sulla sfera in modo molto
diseguale. Vedremo nel dettaglio nel prossimo capitolo come e` stata generata la mesh
utilizzata nella tesi;
3. Il metodo scelto per dare un punteggio alle diverse pose. Formalmente questo av-
viene tramite una funzione, detta funzione di scoring, che ad ogni posa associa un
numero. La funzione di scoring dovrebbe pesare adeguatamente tutti gli aspetti che
intervengono nella determinazione dell’affinita` tra le proteine, come legami ad idro-
geno, complementarita` tra le forme e parziale flessibilita` delle catene laterali. Per
derivare una buona funzione di scoring si puo` ricorrere a considerazioni fisiche (ad
esempio le interazioni elettrostatiche), potenziali empirici o approcci knowledge-based,
come ad esempio la probabilita` di trovare, tra le strutture note, due determinati tipi
di residui a contatto (vedi BiGGER, [30]).
Cio` che si ottiene dopo aver esplorato le configurazioni e assegnato i punteggi e` una
classifica (ranking) delle pose. Per ogni posa in classifica ci si attende che esistano molte
pose ad essa simili che hanno un punteggio simile: per aumentare la significativita` del
risultato puo` essere utile raggrupparle (clustering). Un buon algoritmo di docking posiziona
consistentemente le configurazioni migliori nelle prime posizioni.
La ricerca nello spazio delle configurazioni e lo scoring sono operazioni che devono es-
sere ripetute molte volte nell’esecuzione dell’algoritmo, e determinano in maniera cruciale
l’efficienza: una esplorazione veloce e accurata delle possibili configurazioni e uno scoring
veloce ed efficace sono percio` ingredienti fondamentali.
Per valutare la buona riuscita di un docking, quando e` disponibile il cristallo del com-
plesso, un ottimo indicatore e` la RMSD, o root mean square deviation tra le strutture.
Si considerano le posizioni degli atomi nel complesso sperimentale e in quello predetto, si
sovrappongono i due cristalli in modo da far coincidere una delle proteine e si valuta:
RMSD =
√√√√ 1
N
N∑
i=1
(xi − yi)2
Dove xi e yi sono le posizioni degli atomi del backbone dell’altra proteina nei due cristalli.
Quale valore considerare una buona sovrapposizione dipende dal contesto; per proteine di
medie dimensioni e docking realistico, un RMSD inferiore a 5 A˚ puo` essere considerato un
buon valore.
2.3.2 BiGGER
Il software BiGGER (Bimolecular Complex Generation with Global Evaluation and Ran-
king, referenza: [30]) si inserisce nel novero degli algoritmi di soft docking. La sua partico-
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larita` risiede in una rappresentazione intelligente della proteina che permette l’utilizzo di
operazioni logiche booleane per il calcolo dello scoring, creando dunque un metodo molto
veloce.
Rappresentazione
Si considera la superficie di Van der Waals della proteina, ovvero l’unione delle sfere di Van
der Waals di tutti gli atomi, e la si mappa su una griglia tridimensionale con passo reticolare
1A˚ , assegnando a ciascuna cella il valore booleano 1 se il centro della cella si trova a meno
di 1A˚ dalla superficie e 0 altrimenti (vedi figura 2.12). Bisogna ora distinguere il core della
Figura 2.12: La rappresentazione su griglia di una proteina nell’algoritmo BiGGER. Le
celle piene appartengono alla proteina (quelle riempite con righe alla superficie, quelle con
puntini al core) e hanno valore 1, le altre hanno valore 0.
proteina, ovvero la parte di proteina che deve essere impenetrabile, dalla superficie che viene
definita come l’insieme delle celle che hanno valore 1 ma hanno almeno un primo vicino (tra
le 26 celle che lo circondano) esterno, cioe` con valore 0. Questo puo` essere fatto in maniera
computazionalmente efficiente semplicemente traslando la griglia in tutte le 26 direzioni e
facendo per ciascuna prima uno XOR e poi un AND con la matrice originaria7. Alla fine
dunque ciascuna delle due proteine e` rappresentata da due matrici tridimensionale di valori
booleani che rappresentano core e superficie. Per rendere esplicita la flessibilita` delle catene
laterali degli amminoacidi piu` flessibili (ARG, LYS, ASP, GLU e MET), viene azzerata la
parte della matrice di core corrispondente agli atomi delle catene laterali di questi residui, in
7Lo XOR da` come valore 1 solo se le due celle hanno valori differenti; l’AND successivo impone che la
cella appartenga a quelle inizialmente considerate come appartenenti alla proteina.
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modo che possano penetrare anche nel core del partner di legame. Questa rappresentazione
e` molto economica anche in termini di memoria occupata.
Esplorazione dello spazio delle configurazioni
Fissata una orientazione relativa delle molecole (che coinvolge tre gradi di liberta` angolari), i
tre gradi di liberta` traslazionali vengono esplorati semplicemente traslando le matrici di una
proteina rispetto all’altra; per ogni diversa orientazione il processo di creazione delle matrici
deve essere ripetuto. Lo step adottato per gli angoli e` di 15◦: adottare step piu` piccoli non
sembra generare risultati migliori, e questa e` una conclusione comune a molti algoritmi.
Nonostante lo step angolare elevato la ricerca genera un gran numero di conformazioni
(∼ 109), ed e` pertanto necessaria una preselezione su quali pose sono interessanti e vanno
valutate da una scoring function piu` accurata; questa preselezione e` fatta su base geometrica
(scartando ad esempio le configurazioni con sovrapposizioni core-core) e statistica, valutando
a partire dalle strutture di proteine note se ogni contatto tra due amminoacidi A e B che
avviene nella proteina e` statisticamente favorito. Da questa preselezione emergono 1000
strutture che andranno valutate da una scoring function.
Scoring
Per ciascuna delle 1000 pose selezionate si procede a una valutazione piu` dettagliata utiliz-
zando, oltre alla sovrapposizione tra le superfici e ai contatti favorevoli tra i residui, questi
criteri:
1. L’interazione elettrostatica, valutata su ogni coppia di atomi:
Velec = k
qiqj
(rij + c)
2
La dipendenza dal quadrato di rij e` dovuta all’utilizzo di una costante dielettrica
dipendente dalla distanza  ∝ rij , c = 1.5 A˚ e` una costante aggiunta per masche-
rare l’irrealistica vicinanza degli atomi ottenuta dal metodo di esplorazione, e k va
aggiustata empiricamente per confrontare questo termine con gli altri;
2. L’energia di desolvatazione: dovuta all’espulsione delle acque dalla superficie di inte-
razione, i cui legami vengono sostituiti da legami tra amminoacidi, e che viene em-
piricamente valutata tramite la solvent exlcuded area (SEA), ovvero l’area che viene
esclusa dal solvente dal legame tra le proteine.
Il peso relativo dei quattro termini e` stato ottenuto tramite una rete neurale cercando di
riprodurre 25 complessi noti. I risultati ottenuti dal metodo, come riportato nell’articolo [30]
a cui si rimanda per i dettagli, indicano che l’introduzione della flessibilita` delle catene
(l’approccio di soft docking) e della scoring function migliorano notevolmente i risultati; il
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filtro iniziale trattiene una posa vicina (RMSD< 4 A˚ ) a quella sperimentale in 22 dei 25 casi
testati e tali strutture sono poi posizionate dalla scoring function, in media, alla posizione
28 nella classifica finale, e in cinque casi in prima o seconda posizione. A fronte della vastita`
dello spazio delle configurazioni (∼ 109 configurazioni esplorate), questi sono buoni risultati
e vedremo che sono comparabili con i risultati ottenuti dagli altri algoritmi.
Questo metodo si rivela poco adatto ai nostri scopi per due motivi: innanzitutto la rap-
presentazione geometrica della proteina e` troppo povera (coinvolgendo solo valori binari)
per costruire una scoring function solo geometrica, che e` cio` che ci proponiamo non avendo a
disposizione i residui espliciti sull’anticorpo. Secondariamente, BiGGER effettua una esplo-
razione dello spazio delle configurazioni che va come O(N6) e riduce il tempo di esecuzione
utilizzando un filtro efficace basato anche sui contatti amminoacido-amminoacido, cosa che
non puo` essere fatta nel nostro caso. Senza questo filtro, l’algoritmo risulta troppo lento
per il gran numero di strutture canoniche che andranno testate su ogni antigene.
2.3.3 ZDOCK
L’algoritmo ZDOCK (http://zdock.bu.edu/) e` stato sviluppato con l’idea di poter utiliz-
zare in maniera efficiente la Fast Fourier Transform per l’esplorazione dei gradi di liberta`
traslazionali; la rappresentazione della proteina e l’assegnazione del punteggio sono state
fatte avendo questo in mente. La scoring function sviluppata inizialmente [31] valuta la
complementarita` di forma, l’energia di desolvatazione e l’interazione elettrostatica, men-
tre con una successiva modifica [32] la valutazione della complementarita` di forma avviene
contando le coppie di atomi all’interfaccia, modifica che si e` visto migliora in genere la
predizione dei complessi.
Rappresentazione e scoring
La proteina viene rappresentata su una griglia tridimensionale con passo 1.2A˚, e a ciascun
nodo vengono assegnati dei valori: uno per la complementarita` di forma SC, uno per
l’energia di desolvatazione DS e uno per l’elettrostatica ELEC, diversi a seconda che la
proteina sia il ligando L o il recettore R8. RSC e LSC sono dati da:
R/LSC =

1 se nodo ∈ vdW atomo di superficie di R/L
ρi se nodo ∈ vdW atomo di core di R/L
0 altrimenti.
con i unita` immaginaria. Scelta un’orientazione relativa delle proteine e una traslazio-
ne relativa T il contributo allo scoring di questo termine puo` essere scritto come una
convoluzione:
SSC = <e
(∑˜
RSC · LTSC
)
−=m
(∑˜
RSC · LTSC
)
(2.27)
8Questa distinzione viene fatta di solito quando una molecola e` molto piu` grande dell’altra, nel qual caso
la maggiore e` il recettore; nel caso di dimensioni comparabili la distinzione e` arbitraria.
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ove con
∑˜
si indica una somma su tutta la griglia e con T si indica la griglia traslata;
sviluppando la 2.29 si vede che ρ2 rappresenta la penalita` per sovrapposizioni core-core e ρ
la penalita` per sovrapposizione superficie-core, mentre sovrapposizioni superficie-superficie
vengono valutate con un +1. Nell’articolo e` stato utilizzato ρ = 9.
I termini R/LDS relativi all’energia di desolvatazione sono ottenuti come:
=m (R/LDS) = 1 sui grid point piu` vicini agli atomi di R/L, 0 altrove;
<e (R/LDS) =
∑
atomi d < 6A˚
energie di desolvatazione dei singoli atomi (2.28)
Per dettagli sulle energie libere di desolvatazione dei singol atomi (ACE, atomic contact
energy) si rimanda all’articolo [31]. Il contributo dell’energia di desolvatazione e` ancora
scrivibile come una convoluzione:
SDS =
1
2
=m
(∑˜
RSC · LTSC
)
(2.29)
Infine il contributo elettrostatico, calcolato solo sugli atomi di superficie, e` stato ottenuto
dalle cariche parziali dettate da un force field empirico ed e` stato incluso sotto forma di
prodotto di convoluzione tramite l’interazione coulombiana.
Esplorazione
Il nocciolo del guadagno in velocita` di questo metodo e` legato al fatto che, scelta una confi-
gurazione reciproca dei partner (3 gradi di liberta` angolari, O(N3); e` necessario ricalcolare
le griglie), e` possibile esplorare molto velocemente lo spazio delle traslazioni riscrivendo le
convoluzioni utilizzando le proprieta` trasformata di Fourier diretta (DFT ) e inversa (IFT ):∑˜
R · LT = 1
N3
IFT (IFT (R) ·DFT (L))
E ciascuna trasformata puo` essere valutata con una fast fourier transform in un tempo
O(logN3); l’algoritmo intero avra` dunque un’efficienza O(N3 logN3).
Nel secondo articolo [32] il termine di complementarita` di forma e` stato valutato facendo
ricorso ai singoli atomi invece che alla superficie di van der Waals; tale metodo non e` qui
riportato perche´ non sarebbe comunque adattabile ai nostri scopi.
Un aspetto molto interessante che emerge nell’articolo [31] dall’applicazione di questo
metodo e` che, nel caso di complessi antigene-anticorpo, la complementarita` di forma sembra
essere il contributo principale che guida l’algoritmo verso le configurazioni native, e anzi
in molti casi l’energia di desolvatazione e` sfavorevole per il complesso corretto. Questo e`
confermato nel secondo articolo, dove una valutazione piu` accurata proprio della comple-
mentarita` di forma migliora notevolmente il ranking delle strutture corrette nel caso di
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anticorpi. Cio` ci fa ben sperare che l’introduzione di un metodo basato esclusivamente sulla
geometria possa predire strutture plausibili.
ZDOCK esplora tutte le possibili traslazioni di una proteina rispetto all’altra, e tende
percio` ad esplorare molte piu` configurazioni di quelle che vorremmo valutare nel caso degli
anticorpi, ove il sito di legame e` predeterminato su entrambe le molecole e si vuole quindi
limitare la ricerca ad uno stretto angolo solido per entrambe le proteine. Non e` facile
introdurre questo vincolo in ZDOCK, e per questo motivo si e` preferito utilizzare un altro
approccio.
2.3.4 PatchDock
L’algoritmo PatchDock (http://bioinfo3d.cs.tau.ac.il/PatchDock/, referenze: [33] e [34])
differisce molto nella sua filosofia e nella sua implementazione daquanto visto finora: invece
di mappare tutta la proteina su una griglia, PatchDock si concentra sull’identificazione di
zone di particolare interesse sulle superfici proteica (zone di grandi concavita` o convessita`,
zone di sella o piatte) e utilizza poi un metodo di hashing geometrico per trovare una buo-
na concordanza tra le zone complementari sulle due proteine. Quest’ultima e` una tecnica
utilizzata nella visione artificiale per estrarre da un oggetto le informazioni geometriche
salienti che lo distinguono; vediamo ora un po’ piu` nel dettaglio come queste tecniche sono
state impiegate per il docking.
Il primo passo consiste nella determinazione della superficie molecolare; poiche´ il fine e`
quello di identificare le zone di concavita` e convessita` sulla proteina non e` possibile utilizzare
la superficie di van der Waals: innanzitutto non e` una superficie realistica, in quanto le zone
racchiuse tra due angoli non sono accessibili agli atomi dell’altra proteina (ne´ del solvente)
poiche` anche questi ultimi hanno un raggio finito (figura 2.13); inoltre la superficie di van
Figura 2.13: I due tipi di superficie a confronto per una molecola di triptofane. Si osservi
come la superficie di Connolly b) non presenti i punti di non derivabilita` presenti invece
nella superfiie di van der Waals.
der Waals presenta zone artificiali di grande concavita` laddove si uniscono le sfere di van
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der Waals di due atomi vicini, che non sono realistiche (la nuvola elettronica si distribuisce
in modo uniforme) e rendono la superficie non liscia. La soluzione e` utilizzare la superficie
di Connolly (referenze: [35], [36]). Questa superficie e` ottenuta facendo rotolare una sfera
sonda (il probe, in genere di raggio pari a 1.4A˚, il raggio di van der Waals di una molecola
d’acqua), sulla superficie di van der Waals della proteina in modo che essa sia sempre in
contatto con la superficie di almeno un atomo. La superficie viene cos`ı costruita: quando
la sonda e` in contatto con un solo atomo si considera il punto di contatto, e le due superfici
di van der Waals e di Connolly coincidono; dove invece la sonda e` in contatto con due o tre
atomi si considera l’arco compreso tra i due punti di contatto (due atomi) o la calotta sferica
compresa tra i tre punti di contatto nel caso di tre atomi 2.14). Si puo` dimostrare [35] che
Figura 2.14: La superficie di Connolly b) e` ottenuta dalla superficie di van der Waals a),
come descritto nel testo, come la parte.
la superficie cos`ı ottenuta e` di classe C1, ed e` una unione (liscia) di calotte sferiche e sezioni
di tori nelle zone di sella.
La superficie viene analizzata e vengono determinati i punti critici, ovvero i centri geo-
metrici delle zone di convessita`, concavita` e sella; poi l’intera superficie viene suddivisa in
zone di area circa eguale contenenti ciascuna un punto critico, dette patch (figura 2.15). Per
descrivere ogni patch in modo indipendente dall’orientazione della molecola si costruisce un
sistema di riferimento locale utilizzando due punti critici vicini e la media delle normali
nelle due posizioni; le informazioni cos`ı ottenute sono mappate in una hash table9.
Al contrario dei metodi visti finora PatchDock non effettua una ricerca sistematica dello
spazio configurazionale, ma va a ricercare nella hash table di una proteina quali pose hanno
almeno due voci simili, in modo da avere candidate pose con due buone corrispondenze
convesso/concavo. Solo queste pose vengono valutate dalla successiva scoring function, che
e` basata su criteri geomerici.
9Cio` significa che le caratteristiche geometriche sono tradotte in un numero, la firma, e che geometrie
simili produrranno firme simili; e` questo numero che e` memorizzato.
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Figura 2.15: La rappresentazione finale della proteina nell’algoritmo PatchDock.
2.3.5 Hex
Questo algoritmo viene trattato in particolare dettaglio poiche´ e` quello cui ci si e` maggior-
mente ispirati nella tesi. Vedremo quali caratteristiche hanno spinto per la sua adozione nel
nostro lavoro.
La particolarita` dell’algoritmo Hex (http://www.csd.abdn.ac.uk/hex/, referenza: [38])
e` nel metodo che utilizza per rappresentare le proteine, con uno sviluppo in armoniche sfe-
riche per la parte angolare che permette un buon controllo sull’approssimazione (anche
dal punto di vista teorico) e soprattutto una trattazione eccellente delle rotazioni, come
vedremo.
Le armoniche sferiche sono state utilizzate spesso per descrivere superfici: se una super-
ficie e` star shaped, ovvero ogni raggio emergente dal suo centro buca la superficie in un solo
punto, allora e` possibile descrivere la superficie tramite una funzione r = r(θ, φ). Poiche´ co-
me ben noto le armoniche sferiche Y ml (θ, φ) formano una base completa ortonormale sullo
spazio delle funzioni L2(S2) definite sulla sfera unitaria, e` possibile espandere la funzione
r(θ, φ), supposta in L2(S2), sulla base delle armoniche sferiche:
r(θ, φ) =
∞∑
l=0
l∑
m=−l
AlmY
l
m(θ, φ) (2.30)
Con
Alm =
∫
S2
r(θ, φ)Y ml (θ, φ) dΩ (2.31)
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Nota importante: da qui in avanti considereremo armoniche sferiche reali. Per la loro
definizione e proprieta` si veda l’appendice A. Troncando questa espansione a un determinato
ordine si ha una approssimazione della superficie (con una risoluzione angolare determinata
dall’ordine piu` alto mantenuto). Questo metodo per la rappresentazione delle superfici
molecolari e` noto da tempo (per un punto di vista aggiornato si faccia riferimento a [37]),
e ha il vantaggio di codificare la complessita` della superficie molecolare nei pochi numeri
reali Alm. Un altro vantaggio, per noi cruciale, e` che, una volta ottenuti i coefficienti della
superficie, se si desidera ruotare la superfici non e` necessario ricalcolare gli integrali 2.35, ma
e` possibile ottenere i coefficienti di espansione della superficie ruotata direttamente come
combinazione lineare dei coefficienti iniziali sfruttando la rappresentazione delle rotazioni
nelle armoniche sferiche:
R(α, β, γ)Y ml (θ, φ) =
l∑
m′=−l
R
(l)
mm′(α, β, γ)Y
m′
l (θ, φ)
(α, β, γ sono gli angoli di Eulero che parametrizzano la rotazione, e le matrici R(l)mm′ possono
essere derivate dalle matrici di Wigner, come mostrato nel capitolo successivo). I coefficienti
trasformati si possono ottenere dunque come:
A′lm =
l∑
m′=−l
R
(l)
mm′(α, β, γ)Alm′ (2.32)
Tuttavia non e` semplice implementare in questo modo un algoritmo di docking, in quanto
la descrizione della sola superficie e` un’informazione troppo limitata.
Rappresentazione
La soluzione e` rappresentare la proteina non piu` come una superficie, ma come una funzione
definita su R3; un modo ingenuo potrebbe ad esempio essere
f(x) =
{
1 se x ∈ proteina;
0 fuori.
(2.33)
Tuttavia una rappresentazione piu` utile e` la seguente: si definiscono due funzioni associate
alla proteina, una rappresentante la skin esterna, ovvero il volume compreso tra la superficie
proteica e una superficie poco piu` esterna, e una la skin interna, definita analogamente
all’interno; si veda per riferimento la figura 2.16; nel prossimo capitolo vedremo come sono
state generate nel presente lavoro di tesi. Si definiscono cos`ı due funzioni, σ(x) per la skin
esterna e τ(x) per quella esterna, definite ad esempio come la 2.33 ma con valore 1 solo
all’interno della skin appropriata. Vedremo che questo aspetto e` suscettibile di modifiche.
Il soft docking viene implementato favorendo la sovrapposizione tra skin esterna di una
proteina e skin interna dell’altra, mentre vengono ovviamente sfavorite le sovrapposizioni
tra le skin interne, vedi figura 2.16. Le funzioni σ(x) e τ(x) (supposte in L2(R3)) possono
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Figura 2.16: a) La rappresentazione della proteina effettuata in Hex e nel nostro lavoro di
tesi: si definiscono due skin, una interna alla proteina e una esterna. Per i dettagli su come
definire e ottenere le skin, si veda il prossimo capitolo. b) Nel docking si favorisce la sovrap-
posizione skin interna-skin esterna in modo da massimizzare la superficie di interazione; si
penalizzano invece le interazioni skin interna-skin interna.
essere espanse in una base di funzioni ortonormali, che puo` essere ottenuta aggiungendo
alle armoniche sferiche una componente radiale:
σ/τ(x) =
∞∑
n=0
n∑
l=0
l∑
m=−l
A
σ/τ
nlmSnl(r)Y
l
m(θ, φ) (2.34)
Con
A
σ/τ
nlm =
∫
R3
σ/τ(x)Snl(r)Y ml (θ, φ) dx (2.35)
Sulla scelta delle funzioni radiali c’e` arbitrarieta`; due richieste importanti sono che tali fun-
zioni decadano a zero abbastanza velocemente per r grandi in modo da poter approssimare
una funzione a supporto compatto come σ e τ con pochi termini; la seconda richiesta deriva
dalla implementazione delle trasformazioni: se le rotazioni riguardano solo la parte angolare
e sono percio` esattamente le stesse di 2.32, ovvero
A′nlm =
l∑
m′=−l
R
(l)
mm′(α, β, γ)Anlm′ (2.36)
l’implementazione delle traslazioni dipende invece dalle funzioni radiali utilizzate, e in ge-
nerale non e` detto che sia esprimibile in una forma semplice. La scelta di Ritchie in [38]
per la base radiale e` stata:
Snl(r) = C e−ρ
2/2ρlL
l+1/2
n−l−1(ρ
2) (2.37)
ove ρ = r/R e` un raggio riscalato, Lab (x) e` un polinomio associato di Laguerre e C opportuno
termine di normalizzazione.Queste funzioni vanno a zero come exp[−r2] ed e` percio` spesso
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necessario includere molti termini nell’espansione per ottenere una buona approssimazione
delle funzioni di skin. Nell’articolo [40] viene suggerita un’alternativa basata sui polinomi
di Legendre Pn(x):
Sn(r) =
√
6n+ 3
a3
Pn(
2
a3
r3 − 1) , r ∈ [0, a] (2.38)
indipendente da l. Dato che i polinomi di Legendre sono definiti nell’intervallo [−1, 1], la
Sn(r) e` definita tra 0 e a, e dunque a deve essere scelto maggiore del raggio piu` grande che
si vuole trattare. Queste funzioni sembrano dare una approssimazione migliore con meno
termini, in quanto non hanno decadimento nell’intervallo di interesse.
Tuttavia in entrambi i casi non e` possibile implementare le traslazioni in un modo
analitico semplice, ed e` percio` necessario precalcolare un certo numero di integrali. In
questo lavoro di tesi le funzioni di base sono state sostituite, come vedremo meglio nel
prossimo capitolo, da una base di funzioni di Bessel, che ha il grande vantaggio di poter
implementare le traslazioni in un modo analitico semplice, pur avendo un decadimento a
potenza, dunque piu` lento delle 2.37 e percio` permettono di ottenere buoni risultati con un
numero non eccessivo di termini.
Esplorazione dello spazio delle configurazioni
Poiche´ e` molto semplice implementare le rotazioni e` utile esprimere i 6 gradi di liberta` dello
spazio delle configurazioni come 5 gradi di liberta` angolari e 1 traslazionale, nel seguente
modo:
1. Si posizionano entrambe le molecole nell’origine, e si ruotano entrambe usando due
angoli di Eulero: (0, β1, γ1) e (0, β2, γ2). Questa operazione ha 4 gradi di liberta`;
2. Si trasla una delle due proteine lungo l’asse z in direzione delle z crescenti, 1 grado di
liberta`;
3. L’ultimo grado di liberta` rimasto e` una torsione relativa corrispondente all’angolo di
Eulero α.
Cos`ı facendo l’unica parte non banale e` la traslazione lungo l’asse z. Negli articoli citati
vengono calcolati numericamente e salvati su disco gli integrali di sovrapposizione:∫
R3
Snl(x)Y ml (xˆ)Sn′l′(x
T)Y m
′
l′ (xˆ
T) dx = I(m)nn′ll′(∆z)δmm′ (2.39)
ove xT sono le coordinate traslate di ∆z lungo z; l’angolo φ e` presente solo nelle armoniche
sferiche e puo` essere percio` fattorizzato dando una δmm′ . In [38] questi integrali sono
stati calcolati numericamente e memorizzati per intervalli di 1A˚ ; tuttavia si tratta di una
integrazione multipla, che computazionalmente non e` un processo semplice ne´ accurato.
Per questo abbiamo ritenuto utile, nell’implementazione del metodo, cambiare le funzioni
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di base in modo che gli integrali 2.39 fossero esprimibili in forma analitica semplice (vedi
capitolo successivo). I coefficienti vengono cos`ı modificati da una traslazione:
A′nlm =
∞∑
n′=0
n′∑
l′=0
I
(m)
nn′ll′An′l′m (2.40)
In applicazioni realistiche la somma 2.40 va comunque troncata; un controllo analitico sulle
matrici I(m)nn′ll′ e` un vantaggio anche perche´ permette di valutare l’errore commesso troncando
la serie. Per quanto riguarda gli angoli, sebbene si abbia semplicemente una espressione
analitica, per esplorare lo spazio delle configurazioni e` necessario discretizzare; questo e`
fatto scegliendo un insieme di punti equidistribuiti su una sfera e utilizzando rotazioni che
portano l’asse z su quei punti. Questo e` molto utile per restringere la ricerca ai soli siti di
legame: basta, nell’algoritmo descritto sopra, porre una restrizione su punti che vengono
esplorati. Questo e` un aspetto molto importante per il nostro lavoro.
Scoring
Date le funzioni σA/B(x) e τA/B(x) delle due proteine A e B, il punteggio puo` essere scritto
come un integrale di sovrapposizione:
S =
∫
R3
σA(x)τB(x′) dx +
∫
R3
τA(x)σB(x′) dx−Q
∫
R3
τA(x)τB(x′) dx (2.41)
Con x′ coordinate trasformate e Q che parametrizza la penalita` skin interna-skin interna
(Q = 12 in [38]). Avendo pero` ottenuto i coefficienti trasformati, gli integrali si possono
riscrivere sulla base come:
S =
∑
nlm
(
AσnlmB˜
τ
nlm +A
τ
nlmB˜
σ
nlm −QAτnlmB˜τnlm
)
(2.42)
(A/Bσ/τ sono i coefficienti di espansione delle skin delle due proteine, la tilde indica che i
coefficienti sono quelli trasformati) molto veloce da calcolare, e quindi molto adatto ad un
algoritmo di docking.
in conclusione questo sembra un algoritmo ideale per i nostri scopi, poiche´:
• Permette un soft docking solo geometrico che non richiede la posizione degli atomi
ma solo la superficie molecolare;
• Dal termine a cui si tronca l’espansione si sceglie la risoluzione del metodo; vi-
sto che noi non considereremo atomi espliciti sara` possibile avere una risoluzione
minore di quella atomistica (e un guadagno in prestazioni: l’efficienza scala come
O(NmaxL2max));
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• Le rotazioni e le traslazioni sono implementate in modo veloce e, cosa ancora piu`
importante, e` molto facile restringere la ricerca a un sito di legame specifico per
entrambi i partner;
Per questi motivi l’algoritmo e` stato scelto e, con opportune modifiche volte sia ad
adattarlo ai nostri scopi che a migliorarne alcuni aspetti, e` stato implementato; vedremo
nel prossimo capitolo come.
Capitolo 3
Sviluppi e Risultati
Nello scorso capitolo sono stati analizzati in dettaglio i principali metodi computazionali
utili per il raggiungimento dell’obiettivo di questa tesi; particolare rilievo e` stato dato alla
scelta dell’algoritmo di docking. Vedremo qui come tale algoritmo e` stato implementato e
modificato ai fini del lavoro di tesi.
3.1 Implementazione e modifica dell’algoritmo di docking
Nel capitolo precedente e` stata affrontata la scelta dell’algoritmo di docking sul quale basarsi
per il prosieguo del lavoro di tesi, e la scelta e` ricaduta su Hex, un algoritmo che rappresenta
le proteine come funzioni in R3 e le espande in una serie di armoniche sferiche e funzioni
radiali. In questo lavoro, come anche in Ritchie et al. [38], le armoniche sferiche utilizzate
sono quelle reali. Per i rapporti tra queste e le armoniche sferiche complesse, cos`ı come per
altre formule utili, si rimanda all’appendice A.
Le armoniche sferiche formano una base ortonormale per L2(S2), sono infatti ortonor-
mali: ∫ 2pi
0
dφ
∫ pi
0
sin θ dθ Y ml (θ, φ)Y
j
i (θ, φ) = δliδmj
Aggiungendo alle armoniche sferiche una base di funzioni radiali Snl(r) completa e ortonor-
male nel senso di: ∫ ∞
0
r2dr Snl(r)Sij(r) = δniδlj
SI puo` ottenere una base di Fourier per R3. Il motivo del doppio indice n, l nelle funzioni
radiali e` dovuto al fatto che spesso, e il nostro sara` uno di questi casi, queste basi sono
determinate a partire dalla soluzione dell’equazione di Schro¨dinger con un determinato
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potenziale. A questo punto una qualunque funzione in L2(R3) puo` essere espansa secondo:
f(x) =
∞∑
n=0
∞∑
l=0
l∑
m=−l
AnlmSnl(r)Y lm(θ, φ) (3.1)
Con:
Anlm =
∫
R3
f(x)Snl(r)Y ml (θ, φ) dx (3.2)
L’errore nella serie 3.1, asintoticamente in n, l, ha una convergenza monotona a zero e
percio` mantenendo i primi termini della serie si devono riuscire a catturare le caratteristiche
essenziali della funzione; e` possibile scegliere nella 3.1 indipendentemente l’n massimo e l’l
massimo a cui arrivare: cio` determina la massima risoluzione radiale (nmax) e angolare
(lmax) che viene considerata. Poiche´ considereremo, come detto nel capitolo precedente,
funzioni di skin che non hanno oscillazioni a frequenza alta non sara` necessario avere un
nmax troppo alto; cio` dipende tuttavia dalla scelta per la base radiale. Maggiore invece
il valore di lmax, migliore e` la descrizione della proteina; si tenga comunque conto che
l’algoritmo scala come l2max.
Per ottenere i coefficienti della proteina ruotata da una rotazione R(α, β, γ) parame-
trizzata dai tre angoli di Eulero (si veda l’appendice A) e` sufficiente applicare le matrici di
rotazione delle armoniche sferiche, in quanto le funzioni radiali sono invarianti per rotazioni.
Si ha dunque:
A′nlm =
l∑
m′=−l
R
(l)
mm′(α, β, γ)Anlm′ (3.3)
Come si vede, i coefficienti che vengono mescolati sono solo quelli con gli stessi n e l; il
numero di termini coinvolti scala come l; nell’appendice A e` data la forma esplicita delle
matrici di rotazione R(α, β, γ)(l)mm′ , qui basti ricordare che nel caso particolare β = 0, γ = 0
la 3.3 si riduce a:
A′nlm = Anl,m cosmα−Anl,−m sinmα (3.4)
Come descritto nel capitolo precedente, per quanto riguarda le traslazioni e` sufficiente
determinare come trasformano i coefficienti a seguito di una traslazione lungo l’asse z.
Questo coinvolge in maniera essenziale le funzioni radiali.
3.1.1 Modifica della base radiale
Come detto in precedenza, la scelta della base radiale entra nell’algoritmo in due aspetti:
determina quanti termini sono necessari per ottenere una buona approssimazione della pro-
teina, e determina le matrici di traslazione. Le funzioni di base utilizzate da Ritchie [38],
basate su polinomi di Laguerre (Figura 3.1), permettono di determinare la forma analiti-
ca delle matrici di traslazione utilizzando il fatto che possono essere scritte come somma
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Figura 3.1: Le prime funzioni radiali utilizzate come base nell’articolo di Ritchie [38]; sono
qui raffigurate a sinistra l = 0 e n = 1, 2, 3, a destra l = 1 e n = 2, 3, 4. Si noti il decadimento
esponenziale delle funzioni.
di autofunzioni della trasformata di Bessel, come mostrato in [39]. Tuttavia, come nota-
to nell’articolo di Sumikoshi et al. [40], il decadimento esponenziale di queste funzioni di
base impone l’utilizzo di un numero elevato di termini per ottenere una approssimazione
accettabile. La proposta di questo articolo e` di utilizzare come base radiale i polinomi di
Legendre definiti per r < a, con a un raggio massimo scelto in modo da comprendere tutte
le proteine trattate; basta in genere a = 40A˚ (vedi Figura 3.2). All’interno dell’intervallo
Figura 3.2: Le prime 4 funzioni radiali proposte come base nell’articolo [40], basate su
polinomi di Lagrange. Sono definite solo sull’intervallo r ∈ [0, a] e pertanto a va scelto
maggiore del piu` grande raggio proteico che si vuole rappresentare. Si noti che le funzioni
non hanno decadimento nell’intervallo.
[0, a] i polinomi di Legendre non presentano decadimento, e possono dunque approssimare
bene con pochi termini (Nmax = 10, Lmax = 10 e` sufficiente, secondo [40]). Tuttavia non e`
possibile ottenere in maniera semplice le matrici di traslazione in questo caso.
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Nel lavoro di tesi si e` deciso di effettuare una scelta differente per le funzioni di base, e
utilizzare per la coordinata radiale una espansione di Fourier-Bessel.
Determinazione delle nuove funzioni radiali
Le funzioni di Bessel sferiche di prima specie si trovano in meccanica quantistica come le
soluzioni dell’equazione di Scro¨dinger per una particella in una buca sferica di potenziale:
V (r) =
{
0 se r ≤ Rmax
∞ per r > Rmax
l’equazione per questo potenziale e` l’equazione di Schro¨dinger libera con la condizione che
la funzione d’onda ψ(x) si annulli per r = Rmax, che e` il raggio della buca infinitamente
profonda. Come ben noto, separando moltiplicativamente parte radiale e parte angolare:
ψ(x) = Snl(r)Y ml (θ, φ)
si ottiene per la parte radiale l’equazione:[
d2
dz2
+
2
z
d
dz
+
(
1− l(l + 1)
z2
)]
Snl(r) = 0 (3.5)
con la condizione Snl(Rmax) = 0 e avendo utilizzato il raggio riscalato z = 2mE/~2 r ≡ kr.
Come noto le uniche soluzioni di questa equazione che sono anche a quadrato integrabile
nell’origine sono le funzioni di Bessel sferiche di prima specie:
jl(z) ≡ zl
(
−1
z
d
dz
)l sin z
z
(3.6)
le prime quattro funzioni di Bessel sono riportate in Figura 3.3. La condizione Snl(kRmax) =
Figura 3.3: Le funzioni di Bessel sferiche di prima specie jl(z) per l = 0, 1, 2, 3. Si noti che
sono tutte nulle nell’origine tranne j0(z) ≡ sinc(z).
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0 impone che kRmax sia uno zero della l-esima funzione di Bessel sferica; come si evince
dalla definizione 3.6 ciascuna funzione jl(z) ha infiniti zeri. Denotando con znl lo zero n-
esimo di jl si ha la condizione kRmax = znl e percio` le funzioni che generano le soluzioni
dell’equazione differenziale 3.5 sono:
Snl(r) = Cnl jl
(
znl
r
Rmax
)
I primi zeri delle prime funzioni di Bessel sferiche sono riportati in tabella 3.1. La costante
n = 1 2 3 4 5
j0 3.14159 6.28319 9.42478 12.5664 15.7080
j1 4.49341 7.72525 10.9041 14.0662 17.2208
j2 5.76346 9.09501 12.3229 15.5146 18.6890
j3 6.98793 10.4171 13.6980 16.9236 20.1218
j4 8.18256 11.7049 15.0397 18.3013 21.5254
Tabella 3.1: I primi 5 zeri delle prime 5 funzioni di Bessel. Possono essere calcolati e tabulati
molto facilmente con precisione arbitraria. Gli zeri di j0 = sinc sono i multipli di pi tranne
0.
di normalizzazione Cnl puo` essere facilmente determinata imponendo:∫ Rmax
0
r2dr Snl(r)Sml(r) = δnm
Notare che non e` necessaria l’ortogonalita` nel secondo indice, in quanto e` garantita dalle
armoniche sferiche per cui si moltiplica la funzione radiale per ottenere la base completa.
L’ortogonalita` nel primo indice e` garantita dalla forma delle funzioni, mentre utilizzando∫ 1
0
r2dr j2l (ar) =
1
2a
(jl(a)− jl−1(a)jl+1(a))
si ottiene:
Cnl =
√
−2
jl−1(znl)jl+1(znl)R3max
Si noti che jl+1 e jl−1 hanno sempre segni opposti in znl e percio` la radice e` sempre
reale. Questa formula e` adatta anche al caso l = 0 se si tiene conto della definizio-
ne j−1(z) ≡ cos z/z. Abbiamo quindi la forma finale delle funzioni di base utilizzate
nell’implementazione dell’algoritmo:
Snl(r) =
√
−2
jl−1(znl)jl+1(znl)R3max
jl
(
znl
r
Rmax
)
(3.7)
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Le funzioni 3.7 forniscono una base di Fourier per lo spazio r < Rmax e, se si sceglie
Rmax maggiore del raggio della proteina piu` grande che si vuole trattare, possono essere
utilizzate come base per il nostro algoritmo. Nella tesi e` stato utilizzato Rmax = 40A˚,
sufficiente, come vedremo, per trattare tutte le molecole a nostra disposizione; poiche´ per
noi l’interesse e` focalizzato sul sito di legame, e` possibile troncare comunque una proteina
eliminando le parti non interessanti per farla rientrare nel raggio consentito, come e` stato
fatto per parecchi antigeni troppo voluminosi. Notare che queste funzioni di base non sono
soggette alla restrizione l < n che si avrebbe utilizzando ad esempio le funzioni di base
dell’atomo di idrogeno [38], ma siamo liberi di scegliere indipendentemente nmax e lmax, e
le somme correranno per n da 0 a nmax, per l da 0 a lmax e per m da −l a l.
Derivazione delle matrici di traslazione
Al fine dello scoring sara` necessario valutare integrali del tipo:
S =
∫
R3
A(x)B(x′) dx
Con x′ = T−1x coordinate traslate di ∆z lungo l’asse z. Espandendo entrambe le funzioni
nella base, con coefficienti Anlm e Bnlm, si ha:
S =
∑
nlm
∑
n′l′m′
AnlmBn′l′m′Inn′ll′mm′(∆z) (3.8)
con
Inn′ll′mm′(∆z) =
∫
R3
Snl(r)Y ml (θ, φ)Sn′l′(r
′)Y m
′
l′ (θ
′, φ) dx
La coordinata φ non viene cambiata da una traslazione lungo z e pertanto si puo` gia` integrare
su φ e ottenere un fattore δmm′ . La somma 3.8 puo` dunque essere calcolata una volta note
le matrici di trasformazione della base a seguito di traslazioni:
Snl(r)Y ml (θ, φ) =
∞∑
n′=0
∞∑
l′=0
Sn′l′(r′)Y ml′ (θ
′, φ) · T |m|nn′ll′(∆z) (3.9)
Per la nostra scelta di funzioni di base si puo` trovare una forma analitica per le T |m|nn′ll′ .
Consederiamo le coordinate iniziali r = (r, θ, φ) e quelle traslate r′ = (r′, θ′, φ′) con r =
r′ + T, e T = (∆z, 0, 0). E` ben nota l’espansione di un’onda piana in armoniche sferiche:
eik·r = 4pi
∞∑
l=0
l∑
m=−l
iljl(βr)Y ∗ml (Θ,Φ)Y
m
l (θ, φ) (3.10)
Con k = (β,Θ,Φ). Partendo da questa e` possibile ottenere, seguendo Ritchie in [39], la
formula seguente:
jl(βr)Y ml (θ, φ) =
∞∑
L=0
l+L∑
k=|l−L|
A
lL|m|
k jk(β∆z)jL(βr
′)Y mL (θ
′, φ) (3.11)
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con Y ml armoniche sferiche reali e
A
lL|m|
k = (−1)(k+L−l)/2+m(2k + 1)
√
(2l + 1)(2L+ 1)
(
l L k
0 0 0
)(
l L k
m −m 0
)
coefficiente combinatorio che coinvolge i simboli 3-j di Wigner per i quali si rimanda a un
testo di meccanica quantistica. Per i dettagli della derivazione si rimanda all’articolo [39].
Da qui in poi ci discostiamo dalla derivazione di Ritchie, dunque vedremo un po’ piu` nel
dettaglio i passaggi che portano alla determinazione delle matrici di traslazione. Ponendo
nella 3.11 β = znl/Rmax e moltiplicando per Cnl si ottiene al primo membro la nostra
funzione di base Snl(r); basta ora moltiplicare ambo i membri per Cn′l′Sn′l′(r′)Y ml′ (θ
′, φ) e
integrare sulle coordinate primate per ottenere al primo membro le matrici di traslazione:
T
|m|
nn′ll′(∆z) = CnlCn′l′
∞∑
L
l+L∑
k=|l−L|
A
lL|m|
k jk(β∆z)
∫
R3
jL(βr′)jl′(β′r′)Y mL (θ
′, φ)Y ml′ (θ
′, φ)︸ ︷︷ ︸
→δLl′
dx′
(3.12)
E sfruttando l’ortogonalita` tra Y mL (θ
′, φ) e Y ml′ (θ
′, φ) si ottiene:
T
|m|
nn′ll′(∆z) = CnlCn′l′
 l+l′∑
k=|l−l′|
A
ll′|m|
k jk(znl
∆z
Rmax
)
∫ Rmax
0
jl′(znl
r′
Rmax
)jl′(zn′l′
r′
Rmax
) r′2 dr′
(3.13)
l’integrale con le due funzioni di Bessel puo` essere valutato analiticamente a dare
R3max
zn′l′jl′−1(zn′l′)jl′(znl)
z2nl − z2n′l′
Esplicitando i coefficienti Cnl e Cn′l′ si puo` dare una forma finale per le matrici di traslazione:
T
|m|
nn′ll′(∆z) = Knn′ll′
l+l′∑
k=|l−l′|
A
ll′|m|
k jk(znl
∆z
Rmax
) (3.14)
Ove le costanti Knn′ll′ non dipendono ne´ da m ne´ soprattutto da ∆z:
Knn′ll′ = 2zn′l′
√
jl′−1(zn′l′)
jl′+1(zn′l′)jl−1(znl)jl+1(znl)
jl′(znl)
z2n′l′ − z2nl
e i coefficienti combinatori All
′|m|
k sono dati, come visto, da:
A
ll′|m|
k = (−1)(k+l
′−l)/2+m(2k + 1)
√
(2l + 1)(2l′ + 1)
(
l l′ k
0 0 0
)(
l l′ k
m −m 0
)
La forma qui ottenuta e`, per quanto ne sappiamo, nuova, e va percio` verificata. Oltre
a un controllo visivo, ottenuto una volta implementato il metodo traslando i coefficienti
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di strutture note e visualizzando la forma ottenuta, si puo` controllare l’importante limite
∆z → 0. Si ha jk(0) = δk0 percio` la somma in 3.14 e` nulla a meno che l = l′. In tal caso il
coefficiente All|m|0 = 1. Il numeratore del termine
jl′(znl)
z2n′l′ − z2nl
contenuto nelle Knn′ll′ per l = l′ e` nullo a meno che non sia anche n = n′, nel qual caso e`
necessario fare il limite n→ n′ e l→ l′, che da`, per le proprieta` delle funzioni di Bessel:
jl′(znl)
zn′l′ − znl → −j
′
l(znl) = jl+1(znl)
da cui, semplificando, si ottiene Knn′ll = δnn′ . Mettendo tutto insieme, si ha
lim
∆z→0
T
|m|
mm′ll′(∆z) = δnn′δll′
che e` un importante controllo di consistenza.
Se si confronta la forma 3.14 con le matrici di traslazione ottenute in [39] si vede che
quelle presentate in questo lavoro sono molto piu` semplici: i coefficienti combinatoriali sono
meno complessi, e` possibile calcolare e memorizzare in anticipo le Knn′ll′ e A
ll′|m|
k che non
dipendono da ∆z e, una volta assegnato ∆z, l’unica cosa da valutare sono le funzioni di
Bessel nella somma, per cui pero` esistono metodi veloci; la somma e` poi una sola (al contrario
del caso delle matrici ottenute per le basi considerate da Ritchie, in cui si hanno due o
tre somme nidificate, si veda [39]) ed e` composta da un numero molto limitato di termini
(1+l+l′−|l − l′|). In linea di principio il controllo analitico sia delle matrici di traslazione che
di rotazione (vedi appendice A) permette di ottenere anche la scoring function per una posa
arbitraria in modo analitico (l’unica approssimazione coinvolta sarebbe la rappresentazione
della proteina), il che renderebbe il problema affrontabile con metodi di ottimizzazione: si
tratta di minimizzare una funzione (complicata, ossia non valutabile in modo veloce) definita
sullo spazio sei-dimensionale delle pose; si potrebbe ad esempio utilizzare un metodo Monte
Carlo. Anche se per motivi di tempo questo non e` stato provato nella tesi, questa potrebbe
rivelarsi una strada promettente, come verra` accennato nelle conclusioni. Nella frigura 3.4
sotto riportata sono raffigurate le prime funzioni di base qui derivate.
Per raggio Rmax e` stato scelto un valore di 40A˚, che ha permesso di accomodare sia i
domini ipervariabili di un anticorpo che una parte sostanziale dell’antigene in tutti i casi
affrontati. Per quanto riguarda la proiezione della proteina nella 3.1, lo sviluppo e` stato
fermato a nmax = 9, lmax = 9, che si e` rivelato un buon compromesso tra velocita` e
rappresentazione fedele delle caratteristiche geometriche della proteina.
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Figura 3.4: Le prime funzioni radiali utilizzate come base in questa tesi; sono qui raffigurate
per n = 1, 2, 3, 4 e l = 0 (a sinistra) o l = 1 (a sinistra). Tutte le funzioni si annullano per
r = Rmax (40 nella figura), e solo quelle con l = 0 sono non nulle nell’origine. Si raffronti il
decadimento polinomiale di queste funzioni con quello esponenziale della Figura 3.1.
3.1.2 Operazioni preliminari
Discretizzazione delle pose
Nonostante si abbia la possibilita` di ruotare e traslare i coefficienti che descrivono le proteine
in modo analitico, si e` deciso comunque di discretizzare queste trasformazioni, essenzialmen-
te per motivi di velocita`: sara` infatti necessario ottenere la migliore posa dell’antigene con
tutto il database di anticorpi, e questo richiede un docking molto veloce. Discretizzare lo
spazio delle configurazioni permette di calcolare in anticipo le matrici di rotazione e trasla-
zione e memorizzarle su disco, riutilizzandole molto velocemente. Va infatti ricordato che
tali matrici, una volta scelta la discretizzazione da mettere in atto, sono le stesse per tutte
le molecole.
Il metodo di esplorazione dello spazio delle configurazioni e` stato implementato rical-
cando quello di Ritchie [38].
Per quanto riguarda le traslazioni, che devono essere effettuate solo lungo l’asse z, sono
stati precalcolati e salvati su disco i valori delle matrici di traslazione T |m|nn′ll′(∆z) ottenuti
dalla 3.14 per i valori di ∆z da 0 a 40A˚, e per n, n′ da 1 a 10 e per |m| , l, l′ da 0 a 9.
Le rotazioni sono state discretizzate utilizzando punti equidistribuiti sulla sfera: la sem-
plice discretizzazione degli intervalli di variazione degli angoli genera infatti una distribu-
zione molto diseguale dei punti. I punti sono stati ottenuti da una sfera geodesica ottenuta
a partire da un icosaedro; tale struttura (Figura 3.5) e` ottenuta partendo da un icosaedro,
effettuando una tassellazione regolare (noi abbiamo utilizzato una tassellazione di ordine 4
per avere piu` punti) e poi proiettando i triangoli cos`ı ottenuti sulla sfera circoscritta all’i-
cosaedro. Il risultato e` un insieme di punti ben distribuiti sulla sfera. A ciascun punto cos`ı
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Figura 3.5: L’insieme dei punti utilizzato per discretizzare le rotazioni: una sfera geodesica
ottenuta a partire da un icosaedro.
costruito si associa la rotazione che porta quel punto sull’asse z, e si ottiene cos`ı un insieme
discreto di rotazioni. Gli angoli di Eulero (βi, γi) associati a ciascun punto1 di coordinate
xi sono stati cos`ı ottenuti:
βi = atan

√
x2i + y
2
i
zi
 (3.15)
γi = atan
(
yi
xi
)
(3.16)
Fatto questo le matrici R(l)mm′(α = 0, β, γ) sono state calcolate e salvate su disco per
tutti i valori di βi e γi corrispondenti ai 92 punti della sfera geodesica.
Infine, per quanto riguarda l’angolo di torsione α, sono stati salvati i valori di sinmα e
cosmα per m da 0 a 9, e α da 0 a 2pi con un passo di pi/25. La risoluzione angolare cos`ı
ottenuta e` comparabile con quella dei due altri angoli di Eulero.
Preparazione delle strutture
Effettuare un docking tra proteine in cui il sito di legame e` determinato a priori su entrambe
le molecole implica che non e` necessario esplorare l’intero spazio delle configurazioni reci-
proche, ma solo la parte in cui i due siti di legame sono rivolti l’uno verso l’altro; per fare
cio` si posizionano inizialmente le molecole con i siti di legame affacciati e poi si valutano
1L’angolo α rappresenterebbe una rotazione intorno alla direzione del punto.
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solo le rotazioni con angoli piccoli. Ecco il metodo utilizzato per posizionare inizialmente
le proteine:
1. Si determinano i siti di legame su entrambe le molecole, e si salvano le coordinate dei
residui che compongono i siti. Nel caso le proteine vengano prese da complessi e` suffi-
ciente determinare quali sono i residui coinvolti nell’interfaccia; nel caso del complesso
anticorpo-antigene, il sito di legame sull’anticorpo e` composto dalle complementarity
determining region, mentre sull’antigene va selezionato l’epitopo da legare.
2. Si determina una normale media dell’interfaccia a partire dalle coordinate che la com-
pongono. Per fare questo in modo automatizzato abbiamo utilizzato una particolare
matrice di inerzia:
Iij =
1
Natomi
Natomi∑
a=1
(
x2aδij − xa,ixa,j
)
(3.17)
ove xa sono le coordinate dell’atomo a−esimo dell’interfaccia. L’autovettore corri-
spondente all’autovalore maggiore di questa matrice fornisce una normale media che
puo` essere utilizzata per orientare la proteina. Se si applicasse questo metodo a una
struttura planare, infatti, si otterrebbe la normale esatta; per una struttura circa pla-
nare come ci aspettiamo debba essere un’interfaccia tra proteine la direzione ottenuta
e` quella di una “normale media”. Cio` e` stato ovviamente verificato nei vari casi, cos`ı
come si e` verificato che considerando solo le posizioni dei carboni α e non di tutti gli
atomi la direzione ottenuta fosse sostanzialmente la stessa (Figura 3.6).
3. Una volta ottenute le normali medie, si orientano le due proteine in modo che le
normali dell’interfaccia siano orientate lungo l’asse z in versi opposti.
Le interfacce delle due proteine sono ora affacciate, e questa sara` la posizione iniziale per il
nostro docking.
Per quanto riguarda il docking antigene-anticorpo, al fine di ridurre la dimensione della
proteina preservando l’informazione sul sito di legame, sono stati considerati solo i domi-
ni variabili dell’anticorpo e nell’antigene solo il dominio direttamente coinvolto nel lega-
me, come mostrato in Figura 3.7 nel caso del complesso anticorpo-tissue factor III con
identificativo PDB 1JPS.
3.1.3 Rappresentazione
La superficie geometrica
Una volta posizionate le molecole e` necessario ottenere una rappresentazione spaziale delle
proteine; si e` scelto di usare la superficie molecolare. Per fare questo e` stato utilizzato
il programma DelPhi (http://wiki.c2b2.columbia.edu/honiglab_public/index.php/
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Figura 3.6: Il confronto tra gli autovettori delle matrici di inerzia ottenute utilizzando le
coordinate di tutti gli atomi e solo quelle dei carboni α nel caso di una delle interfacce
utilizzate. Si noti come la differenza sia minima e come in entrambi i casi l’autovalore
maggiore (il cui autovettore e` rappresentato in rosso nella figura) fornisce una buona normale
media.
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Figura 3.7: Per contenere le dimensioni della proteina entro i 40A˚ e poter utilizzare cos`ı una
risoluzione maggiore nelle proteine sono stati selezionati solo i domini direttamente convolti
nel docking. Sopra, in blu, il caso dell’antigene del complesso 1JPS; sotto, in rosso, il caso
degli anticorpi, in cui viene selezionato solo il dominio variabile.
Software:DelPhi), che e` un risolutore dell’equazione di Poisson-Boltzmann utile per trat-
tare l’elettrostatica delle macromolecole biologiche. Non ci addentriamo qui nel funziona-
mento di tale programma, per il quale si rimanda a [41], anche perche´ l’utilizzo fatto del
programma in questa tesi e` stato molto parziale. Basti sapere che DelPhi proietta la pro-
teina su una griglia e restituisce un insieme di punti (dell’ordine delle decine di migliaia)
sulla superficie molecolare, calcolati a partire dalle coordinate dei centri e dai raggi atomici.
Proiezione sulla base
Ricalcando l’algoritmo di Ritchie, per una proteina vengono definite due funzioni, la skin
interna τ e la skin esterna σ. Lo spessore delle skin e` stato fissato a 2A˚, in accordo con
quanto trovato in letteratura ([38]); la definizione adottata per le skin, se d e` la distanza
del punto x dalla superficie proteica, con segno positivo se il punto e` esterno alla proteina
e negativo se interno, e` stata la seguente:
σ(x) =
{
0 se d > 2A˚
αd se d > 0, d < 2A˚
(3.18)
τ(x) =
{
0 se d < −2A˚
1 se d < 0, d > −2A˚ (3.19)
84 Sviluppi e Risultati
Per la skin interna si e` scelto una forma a step, per quella interna invece e` stata scelta
una forma lineare αd (con α =
√
3/4 per mantenere la stessa norma L2 per entrambe
le funzioni), poiche´ in questo modo le skin, una volta proiettate sullo funzioni di base,
risultano piu` separate(Figura 3.8). Questa decisione e` stata dettata dal presentarsi, in fase
Figura 3.8: Il confronto tra le skin ottenute utilizzando per la skin esterna una forma a step
(a sinistra) e lineare (a destra).
di test dell’algoritmo di docking, di configurazioni in cui le proteine si interpenetravano.
Per proiettare le funzioni di skin sulla base di funzioni e` necessario valutare numericamente
gli integrali:
A
σ/τ
nlm =
∫
R3
σ/τ(x)Snl(r)Y ml (θ, φ) dx (3.20)
Discretizzando sia le funzioni di base che le skin su una griglia di step ∆x l’integrazione
numerica puo` essere valutata semplicemente come:
A
σ/τ
nlm '
∑
xi∈griglia
σ/τ(xi)Snl(ri)Y ml (θi, φi) (∆x)
3 (3.21)
Lo step e` stato scelto ∆x = 0.5A˚. Al fine di valutare la somma 3.21 i valori delle funzioni
di base sui punti della griglia sono stati precalcolati e salvati su disco2. Poiche´ le skin
sono nulle ovunque tranne che a meno di 2A˚ dalla superficie molecolare, per il calcolo della
somma 3.21 sono stati considerati solo i punti nelle vicinanze della superficie molecolare,
cosa possibile dato che DelPhi fornisce un insieme di punti di superficie. Questo ha permesso
di risparmiare risorse ed utilizzare cos`ı uno step piu` piccolo rispetto a quelli utilizzati in
letteratura (1A˚).
Una volta ottenuti i coefficienti Anlm e Bnlm per le skin, la rappresentazione e` completa,
e non sara` piu` necessario fare riferimento ne´ al cristallo ne´ alla superficie molecolare.
2Facendo uso delle simmetrie: ad esempio Snl dipende solo da r, e pertanto, su una griglia indicizzata
da i, j e k, gli unici punti che danno valori di r diversi tra loro sono i punti k ≤ j ≤ i.
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Esplorazione e scoring
L’esplorazione delle pose e` fatta ricalcando Ritchie [38], ma tenendo conto che a noi inte-
ressano solo le configurazioni in cui il contatto tra le proteine avviene nei siti di legame
predefiniti. I coefficienti ricavati sopra si riferiscono, come detto, alle proteine centrate
entrambe nell’origine e con i siti di legame lungo l’asse z, in versi opposti. Da questa
configurazione:
1. Per ognuna delle rotazioni R(l)mm′(α = 0, βi, γi) che portano l’asse z su uno dei punti
in Figura 3.5, si ruotano i coefficienti Anlm di entrambe le skin della prima proteina
secondo:
A′nlm =
l∑
m′=−l
R
(l)
mm′(0, βi, γi)Anlm′
2. Per ognuna di queste rotazioni, si trasla la prima proteina da ∆z = 0 a ∆z = 40A˚ a
step di 1A˚, secondo:
A′′nlm =
nmax∑
n′=0
lmax∑
l′=0
T
|m|
nn′ll′(∆z)A
′
n′l′m
in linea di principio nella struttura traslata sono diversi da zero anche i coefficienti
A′′nlm con n > nmax e l > lmax, e andrebbero dunque calcolati; tuttavia quando si va a
fare il prodotto scalare con i coefficienti dell’altra proteina per il calcolo dello scoring
essi non contribuiscono;
3. Si ruota anche la seconda proteina, con le stesse matrici viste sopra, ottenendo i
coefficienti B′nlm;
4. Si effettua infine la torsione relativa delle due strutture ruotando la seconda proteina
di un angolo di Eulero α utilizzando la 3.4:
B′′nlm = B′nl,m cosmα−B′nl,−m sinmα
5. Si calcola infine lo scoring della posa:
S =
nmax∑
n=0
lmax∑
l=0
l∑
m=−l
(
A′′σnlmB
′′τ
nlm +A
′′τ
nlmB
′′σ
nlm −QA′′τnlmB′′τnlm
)
La penalita` skin interna-skin interna Q e` stata valutata in modo da riprodurre la corretta
distanza di contatto nel caso fittizio di due sfere rigide; in linea di principio se il meccanismo
di scoring e` efficace allora la posa migliore ottenuta sara` indipendente dal valore di Q scelto
entro un opportuno intervallo; questo e` stato verificato nel nostro caso per Q da circa 5 a
circa 30, come si vedra` anche a proposito dell’inclusione delle acque strutturali nel docking,
piu` avanti. Il valore utilizzato durante i docking e` variato da 10 a 30.
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Implementazione e validazione
L’algoritmo e` stato implementato nel linguaggio C++, che permette di ottenere buone
prestazioni pur permettendo una certa facilita` di progettazione tramite l’utilizzo delle classi ;
le funzioni speciali sono state implementate utilizzando la libreria GSL (Gnu Scientific
Library).
Una raffigurazione delle proteine come sono rappresentate dalla proiezione sulla base
di funzioni e` in Figura 3.9; come si vede, l’approssimazione tramite armoniche sferiche e
Figura 3.9: La superficie molecolare della proteina (a sinistra) viene rappresentata tramite
la proiezione sulla funzioni di base (a destra) per nmax = 5, lmax = 5. Come si vede, solo le
caratteristiche geometriche primarie della superficie sono rappresentate, mentre viene persa
informazione sui particolari; spingendo la proiezione a nmax e lmax piu` alti si ottiene una
approssimazione via via piu` dettagliata.
funzioni radiali riesce a cogliere gli aspetti essenziali della forma geometrica della proteina
pur trascurando i dettagli piu` fini. Generalmente la validazione di un algoritmo di docking
prevede l’esplorazione di tutte le possibili pose e il loro ordinamento secondo lo scoring;
l’algoritmo e` giudicato tanto migliore tanto piu` in alto sono classificate le pose native; dal
nostro algoritmo pero` vogliamo ottenere un risultato differente sotto due aspetti. Innanzi-
tutto dobbiamo esplorare solo un insieme ristretto di configurazioni, tanto piu` che nel caso
dell’anticorpo abbiamo a disposizione solo una porzione della proteina, e dunque una ricerca
su tutte le posizioni reciproche non avrebbe senso; in secondo luogo dobbiamo confrontare
le pose ottenute con tutto un database di anticorpi, e percio` considereremo, per ciascuno di
essi, solo la posa migliore. Per questo la validazione dell’algoritmo di docking effettuata a
questo punto del lavoro di tesi e` stata fatta su alcune coppie anticorpo-antigene i cui com-
plessi erano noti (si e` effettuato un bound docking) limitando l’esplorazione alle rotazioni che
lasciano le proteine affacciate, ovvero le rotazioni nella semisfera superiore nella Figura 3.5,
e osservando l’RMSD ottenuto per la posa con lo scoring piu` alto; la validazione qui effet-
tuata non e` percio` direttamente confrontabile con le verifiche, molto piu` dettagliate, fatte
negli articoli di riferimento degli algoritmi discussi nel capitolo precedente [30–34, 38, 40].
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In Tabella 3.2 sono riportati i risultati per i tre complessi utilizzati nel seguito della tesi.
Come si vede, i valori di RMSD sono sotto i 10A˚, piu` di quanto ci si aspetterebbe per
PDB RMSD (A˚) Q
1JPS 5.471 5.0
1V7M 9.095 12.0
1MLC 8.371 12.0
Tabella 3.2: Gli RMSD ottenuti per la miglior posa nella validazione dell’algoritmo di
docking.
una posa realistica ma sufficienti a garantire che la posa selezionata e` molto vicina a quella
nativa e dunque l’algoritmo coglie le caratteristiche geometriche essenziali che determinano
la complementarita` nel docking.
3.2 Generazione del database di regioni di complementarieta`
Il fine del nostro lavoro e` riuscire a dare informazioni utili su quale delle strutture canoniche
e` la piu` promettente per legare un determinato antigene; come detto nell’introduzione non
verra` indagato il ruolo di H3, che, come si vede dalla Tabella 1.3, presenta una variabilita`
troppo alta. Per quanto riguarda gli altri loop, facendo riferimento alla Tabella 1.2, ci sono
un totale di 6×1×6×4×6 = 864 possibili combinazioni di strutture canoniche, e ciascuna di
esse andra` testata in un docking con l’antigene per determinare quale combinazione offre la
maggiore complementarieta`; questo aggiunge un fattore 103 al tempo che sarebbe richiesto
per valutare un singolo docking, e rende ragione della necessita` di un algoritmo di docking
molto veloce.
3.2.1 Creazione del database
La generazione del database e` stata eseguita tramite programmi realizzati in Python. Questo
linguaggio e` stato scelto poiche´ presenta una gestione piu` semplice delle stringhe, molto
utile al fine di maneggiare file PDB, e poiche´ cos`ı facendo e` stato possibile implementare
molto semplicemente gli algoritmi per il calcolo dell’RMSD sviluppati da Bosco Ho (http:
//boscoh.com/protein/matchpy), che sono appunto realizzati in Python.
Il database da cui si e` attinto per la generazione e` quello realizzato dal gruppo della
Prof.ssa Tramontano presso l’universita` La Sapienza di Roma (descritto in [10]), che con-
tiene, oltre alle informazioni nelle tabelle 1.2 e 1.3, una grande quantita` di codici PDB
di anticorpi classificati secondo le strutture canoniche a cui appartengono i loro loop, e la
loro sequenza. Poiche´ tra le strutture classificate in questo database e` presente almeno un
PDB per ogni struttura canonica di ogni loop, e` stato possibile ottenere una libreria di
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loop semplicemente scaricando i PDB relativi dal Protein Data Bank ed estraendo dalle
strutture le coordinate dei loop, identificati tramite allineamento della sequenza, scartando
poi le strutture che non rispettavano i vincoli riportati nella Tabella 1.2. Per ogni loop sono
state salvate anche le coordinate dei quattro residui precedenti e dei quattro seguenti. Per
ogni struttura canonica di ogni loop si sono ottenute in questo modo decine di candidati, e
per L2, per il quale e` presente una sola struttura canonica, erano presenti addirittura 188
cristalli.
A questo punto, una volta scelto un anticorpo da cui prelevare la struttura di base,
detta framework, per ciascun loop si e` effettuato un best fit minimizzando l’RMSD degli otto
residui intorno al loop (quattro precedenti e quattro seguenti) tra il framework e la libreria;
per ogni struttura canonica e` stato scelto il candidato loop con il minor RMSD. Durante
la minimizzazione e` stato dato un peso maggiore ai residui piu` lontani dal loop; gli RMSD
ottenuti sono stati in tutti i casi inferiori a 1A˚, il che indica una buona sovrapposizione,
come ci si aspettava data la natura conservata della struttura delle immunoglobuline3. In
figura 3.10 sono riporati alcuni esempi di anticorpi ottenuti con questo metodo.
Figura 3.10: Alcuni anticorpi del database combinatoriale ottenuti utilizzando l’algoritmo
descritto qui sopra a partire da un framework comune, preso dal PDB 1MLC.
Poiche´ il loop H3 del framework non viene sostituito, il database di anticorpi ottenuto
eredita quello del framework. Questo puo` essere sfruttato a proprio favore: quando si vuole
trattare un antigene di cui e` disponibile il complesso con un anticorpo e` possibile utilizzare
come framework proprio l’anticorpo preso dal complesso, in modo che tale loop non presenti
ingombri sterici particolari e non sia percio` di intralcio.
Per indicare una particolare combinazione di strutture canoniche si utilizzera` la nota-
zione L1.L2.L3.H1.H2.
3La buona sovrapposizione e` stata verificata anche visivamente tramite il porgramma VMD, che inter-
pretava correttamente i legami tra i residui del framework e dei loop incollati. Cio` indica che non ci sono
distanza di legame innaturali nelle strutture finali.
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3.2.2 Coarse-graining dei loop
I loop ottenuti nella sezione precedente sono presi direttamente dai file PDB di originale
appartenenza, e contengono le coordinate esplicite di tutti gli atomi di ogni residuo. Noi non
vogliamo questo livello di dettaglio, poiche´ per ora siamo interessati a fare una previsione
solo sulla struttura geometrica del backbone e non sull’esplicita sequenza amminoacidica.
Per fare cio` si e` deciso di sostituire gli amminoacidi sui loop con sfere aventi un raggio medio.
Quale raggio bisogna assegnare? Qual e` il raggio medio di un amminoacido? Ovviamente
la domanda, posta in questi termini, non ha senso: il raggio di un amminoacido non e` ben
definito, anche perche´ le catene laterali sono molto flessibili.
Ai fini dell’algoritmo, tuttavia, cio` che interessa e` solo la superficie molecolare: e` su
tale base che la nostra rappresentazione piu` grezza (coarse grained) va valutata. Per fare
cio` abbiamo sostituito tutti gli amminoacidi sui loop del database di anticorpi con delle
sfere centrate sul carbonio α, per raggi di alcuni A˚ a passi di 0.1A˚, e abbiamo calcolato la
superficie molecolare, ottenuta con DelPhi, discretizzata come detto su una griglia di passo
0.5A˚. Il risultato e` sorprendentemente omogeneo: il raggio che minimizza la differenza tra
la superficie con gli atomi espliciti e quella coarse-grained e` quasi in ogni caso r = 2.5A˚
(Fig. 3.11), con percentuali di identita` intorno al 99.5%.
Figura 3.11: L’istogramma dei raggi che massimizzano l’identita` tra le superfici molecolari:
in ascissa il raggio, in ordinata il numero di strutture. Non e` stato necessario rifinire la
ricerca, perche´ a causa delle approssimazioni coinvolte nella parte successiva del programma
di docking anche un passo di 0.1A˚ e` sufficientemente fine.
Questo ci fornisce buone ragioni per assumere che questa approssimazione non sia troppo
drastica. Gli amminoacidi sui loop sono stati dunque sostituiti con sfere di raggio r = 2.5A˚,
e` stata calcolata la superficie molecolare e sono stati calcolati i coefficienti di proiezione
(Eq. 3.2) del database di anticorpi col metodo descritto nella sezione precedente; a questo
punto il database e` pronto per essere utilizzato nell’algoritmo di docking.
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3.3 Ruolo del solvente
Prima di discutere la nostra implementazione vogliamo presentare il metodo per l’analisi
dei cambiamenti strutturali e del ruolo delle acque cristallografiche utilizzato nel lavoro di
tesi. Questa analisi e` stata portata avanti su un solo antigene, un fattore di coagulazio-
ne, la tromboplastina, il cui cristallo ha codice PDB 1JPS, poiche´ richiede l’impiego di
simulazioni di dinamica molecolare e dunque un tempo macchina molto lungo; in linea di
principio pero` questa analisi e` molto importante perche´ puo` modificare gli esiti del docking
indicando i cambiamenti conformazionali a cui l’antigene va incontro in un ambiente rea-
listico e determinando e la posizione delle acque piu` stabili sulla superficie della proteina.
Per fortuna sappiamo che, come detto in precedenza, nel caso degli anticorpi non ci sono
cambiamenti strutturali importanti indotti dal legame tra i partner; sara` dunque sufficiente
osservare la flessibilita` dell’antigene nel solvente per determinare se e` necessario considerare
conformazioni alternative dell’antigene (selected fit, vedi la Sezione 2.3.1).
Il punto di partenza per la nostra analisi e` una simulazione di dinamica molecolare
effettuata sull’antigene corrispondente alla catena T nel PDB 1JPS. Il programma utilizzato
per la simulazione e` AMBER 7; particolari sul suo force field sono gia` stati discussi nel
capitolo 2. E` interessante vedere un po’ nel dettaglio i passaggi necessari ad ottenere una
buona simulazione, che come vedremo non sono affatto banali.
3.3.1 Preparazione della struttura
Come e` comune nei cristalli prelevati dal PDB nella catena T mancano le coordinate di
alcuni residui che non sono stati risolti durante l’esperimento (Figura 3.12 a). Per fortuna
tali mancanze sono lontane dal sito di legame, e percio` l’unico accorgimento necessario e`
neutralizzare l’effetto di tali zone tagliate inserendo un terminale (Figura 3.12 b), ovve-
ro degli atomi di idrogeno che saturino i legami dell’azoto (2 idrogeni) o del carbonio (3
idrogeni) terminali. Questo viene fatto durante la fase di protonazione, ovvero di aggiunta
degli idrogeni che, come detto nel capitolo 2, non vengono risolti da tecniche a raggi X. Il
posizionamento degli idrogeni e` immediato e puo` essere fatto in automatico; noi abbiamo
utilizzato il programma LEaP del package AMBER.
Fatto questo viene aggiunto il box, ovvero la scatola con condizioni periodiche al con-
torno in cui far evolvere il sistema. Le dimensioni devono essere sufficienti a garantire che,
ruotando a causa delle fluttuazioni termiche, la proteina non esca dalla scatola e interagisca
con la copia di se´ stessa. Per questo motivo, anche se la proteina da simulare e` molto allun-
gata (vedi Fig. 3.12), e` stato scelto un contenitore cubico in grado di contenere la proteina
in una qualunque orientazione.
Il solvente e` stato aggiunto in maniera esplicita, introducendo cioe` le esplicite molecole
d’acqua. L’aggiunta e` stata fatta tramite AMBER secondo il modello WATBOX216, che
inserisce molecole d’acqua gia` equilibrate alla temperatura scelta e posizionate in modo da
evitare contatti innaturali con la proteina immersa.
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Figura 3.12: a) Le zone con residui mancanti nella catena T del PDB 1JPS. Come si vede,
sono situate lontane dal sito di legame e non danno percio` problemi. b) La protonazione,
ovvero l’aggiunta degli atomi di idrogeno, e` utilizzata anche per terminare la catena; in
questo caso i terminali sono stati aggiunti anche nei punti della catena tagliati.
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3.3.2 Simulazione e analisi
Tutti i passi di simulazione sono stati effettuati con sander, il programma di AMBER dedi-
cato a minimizzazioni e dinamica molecolare. Dopo una prima minimizzazione locale, utile
a risolvere posizionamenti innaturali nel cristallo, la proteina e` stata scaldata facendo tre
simulazioni successive della durata di 20 ps ciascuna a temperature di 50K,150K e 300K.
La proteina e` stata poi fatta evolvere per 100 ps a 300K senza alcun vincolo, in modo da
completare la termalizzazione.
Equilibrato il sistema e` stata effettuata la simulazione piu` lunga da cui sono stati tratti
i dati. La proteina e` stata centrata nuovamente e sono stati introdotti tre vincoli posizionali
su tre terminali della proteina (uno dei tre in corrispondenza dei residui mancanti), in modo
da fissarne la posizione ma lasciare libere le fluttuazioni; si e` quindi fatta una simulazione
a 300K per 5ns. Alcune immagini della simulazione sono in Figura 3.13. Osservando la
traiettoria della proteina si e` verificato che non sono presenti grossi cambiamenti conforma-
zionali a parte piccole fluttuazioni nei loop; se fossero state presenti si sarebbero salvate le
conformazioni attraversate dalla proteina nel corso della simulazione e si sarebbe effettuato
un con ciascuna di esse, in maniera coerente con la filosofia del selected fit. Tramite il pro-
Figura 3.13: Sei immagini della traiettoria della proteina presi lungo una simulazione di
500 ps a 300K della catena T del PDB 1JPS. Come si vede le variazioni maggiori si hanno
nelle zone di loop, come accennato nella Sezione 1.1.4; non sono presenti pero` in questo
caso grossi cambiamenti strutturali. Questa immagine puo` comunque essere utile al fine di
valutare l’entita` delle fluttuazioni indotte dalla temperatura e dal solvente.
gramma ptraj e` stato implementato l’algoritmo di De Simone discusso nella sezione 2.2, al
fine di identificare i siti di idratazione e confrontarli con quelli presenti nel PDB. I risultati
sono in Figura 3.14 a.
Come si vede, molte zone di idratazione ritrovate nella simulazione corrispondono ad
acque cristallografiche presenti nel PDB, anche se non tutte le acque presenti nel cristallo
sono state ritrovate dalla nella simulazione: in particolare nelle zone con maggiore flessibilita`
(ad esempio il loop in basso a destra nella Figura 3.14 a) e` ovviamente molto difficile
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Figura 3.14: Studio dei siti di idratazione nel tissue factor ottenuto dal PDB 1JPS, catena
T. a) Le zone di idratazione trovate nella nostra dinamica molecolare (in arancione) a
confronto con le acque presenti nel cristallo (in rosso). Non tutti i siti idi idratazione sono
stati ritrovati nella dinamica, ma quelli trovati hanno una buona corrispondenza con le
acque cristallografiche. A meno che non siano espliciti i legami a idrogeno che stabilizzano
una molecola d’acqua, non c’e` a priori alcun motivo per fidarsi della posizione delle acque
nel file PDB, in quanto possono essere dovute ad artifici di cristallizzazione. b) Un esempio
di un’acqua ben conservata (color bronzo nella figura), ritrovata sia nel cristallo (sfera) che
nella simulazione (il wireframe indica i limiti della zona di idratazione trovata). Sono stati
evidenziati gli atomi della proteina piu` vicini e le loro distanze, che indicano la probabile
formazione di legami a idrogeno e dunque un ruolo strutturale importante per quest’acqua,
che lega tre residui appartenenti a zone lontane della proteina.
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trovare zone di idratazionie stabili. Nulla garantisce comunque che tutte le acque presenti
nel cristallo siano effettivamente conservate e non un effetto della cristallizzazione della
proteina. In alcuni casi e` stato possibile ritrovare nella simulazione la posizione di vere
e proprie acque conservate (Figura 3.14 b) in cui erano ben visibili i possibili ponti a
idrogeno formati dalla molecola d’acqua; in questi casi c’e` sempre corrispondenza con le
acque cristallografiche, una conferma della bonta` del metodo.
Questa importante verifica ci permettera` di includere le acque ricavate dal PDB e dalla
simulazione nel il nostro docking e, come vedremo, cio` influenzera` i risultati.
3.4 Risultati
Una volta sviluppato l’algoritmo di docking e creato il database di strutture canoniche
abbiamo tutti gli ingredienti necessari per testare un antigene con tutte le combinazioni di
strutture canoniche: per fare cio` effettuiamo un docking con ciascuna delle 864 combinazioni
ottenute come descritto poco sopra, e per ciascuna combinazione manteniamo la posa che
ha lo score migliore. Si classificano cos`ı le combinazioni di strutture canoniche in ordine di
scoring.
Il tempo necessario per effettuare un docking dipende da quanto si restringe l’esplorazio-
ne nello spazio delle configurazioni; restringendosi alle rotazioni per cui β < 40◦ la durata
di un singolo docking e` di circa 30 s e percio` la durata complessiva del confronto con tutto
il database e` di circa 7 ore.
Il metodo e` stato testato su alcuni antigeni di cui e` disponibile un cristallo in complesso
con un antigene di cui siano classificabili i loop. Ecco alcuni risultati.
3.4.1 1JPS
Uno degli antigeni testati e` stato il fattore di coagulazione III, o tromboplastina, preso dal
PDB 1JPS e riportato in Figura 3.12 a, lo stesso su cui e` stata effettuata la simulazione di
dinamica molecolare descritta nella sezione precedente. L’anticorpo che lega il tissue factor
in 1JPS non e` presente nel database da cui sono stati estratti i loop, e pertanto non era
disponibile la classificazione dei suoi loop; tuttavia dalla sequenza e dalla conoscenza dei
vincoli in Tabella 1.2 e` stato possibile classificarli in maniera non ambigua come 2.1.1.1.34.
Dall’antigene (catena T) sono stati estratti i residui da 107 a 211 che comprendono l’intero
sito di legame (Fig. 3.7), in modo da farne rientrare le dimensioni entro 40A˚, ed e` stato
effettuato un docking con tutte le strutture del database di anticorpi.
Le 15 strutture che hanno ottenuto uno score piu` alto sono riportate in Tabella 3.3.
Quello che si nota subito e` che alcune strutture canoniche, la 4 per L3 e la 2 per L1, sono
predette per la maggior parte delle strutture nei primi posti (11/15 per L1 e addirittura
4Nella notazione L1.L2.L3.H1.H2 introdotta in precedenza.
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# score L1 L2 L3 H1 H2
1 3483.34 2 1 4 1 5
2 3439.25 2 1 4 2 5
3 3379.43 1 1 4 1 5
4 3342.90 1 1 4 2 5
5 3341.09 2 1 4 1 6
6 3324.66 6 1 4 1 5
7 3323.99 2 1 4 3 5
8 3316.24 2 1 4 4 5
9 3313.36 1 1 4 3 5
10 3310.12 2 1 4 1 2
11 3301.13 2 1 4 1 1
12 3290.99 2 1 4 2 2
13 3289.34 2 1 4 1 3
14 3288.29 2 1 6 1 5
15 3287.12 2 1 4 2 6
Tabella 3.3: Le 15 strutture con score piu` alto per l’antigene 1JPS. Il valore di L2 non e`
chiaramente indicativo in quanto per questo loop e` presente solo una struttura canonica.
Figura 3.15: La posizione dei loop in 1JPS rispetto all’antigene. Si noti che il loop L3 e` in
una posizione importante per determinare l’affinita` con l’antigene.
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14/15), mentre c’e` molta piu` variabilita` nei loop H1 e H2. Questo e` comprensibile se
si osserva il posizionamento dei loop in 1JPS in Figura 3.15: il loop L3 e` infatti in una
posizione cruciale per determinare la complementarieta`, situandosi proprio sotto l’antigene,
mentre i loop H1 e H2 sembrano essere in una posizione piu` periferica e meno di contatto.
Il loop L1 e` correttamente predetto essere appartenente alla struttura canonica 2, e per il
loop H1 c’e` una forte indicazione per la struttura canonica 1 (8 tra le prime 15, e il fatto che
a parita` di altri loop ha consistentemente score maggiore), la stessa del PDB. Per il loop L3
invece la predizione della struttura canonica 4 non corrisponde a quanto trovato nel cristallo
del complesso. Osservando da vicino i due loop (Figura 3.16) si nota che in effetti, sebbene
Figura 3.16: I loop L3 per le strutture canoniche 1 (in rosso) e 4 (in verde). Si noti
l’ingombro sterico maggiore della 1.
non ci siano grosse differenze di forma, la struttura canonica 1 ha un ingombro sterico
maggiore e riempe di piu` il sito di legame, essendo posta proprio al centro (Figura 3.15); la
struttura canonica 4 e` invece la piu` corta tra tutte le strutture canoniche per il loop L3 (Tab.
1.2) ed e` percio` quella che ingombra meno il sito di legame: questo spiega perche´ nel nostro
algoritmo sia la preferita. Ma perche´ la natura ne ha scelta una differente? Ci sono due
spiegazioni plausibili. Le specifiche catene laterali nell’anticorpo del complesso potrebbero
dare origine a interazioni elettrostatiche che compensano l’ingombro sterico e dunque il
posizionamento leggermente differente dell’antigene (compatibile con i 5A˚ in Tabella 3.2,
che ricordiamo sono stati sufficienti a validare l’algoritmo di docking perche´ nel nostro caso
non cerchiamo tanto una posa molto realistica quanto un docking veloce). Una seconda
possibilita` e` che, molto semplicemente, l’affinita` indotta dalla struttura canonica 1, sebbene
inferiore alla 4, sia comunque sufficiente ad attivare la risposta immunitaria. L’evoluzione in
effetti seleziona le soluzioni biochimiche che funzionano, non necessariamente quelle ottimali:
anche per questo la biologia e` un mondo pieno di eccezioni!
Per valutare il ruolo delle acque strutturali e` stato poi provato l’antigene con le acque
strutturali sul sito di legame, ottenute dal cristallo e verificate secondo l’algoritmo descritto
nella sezione precedente. In Tabella 3.4 sono riportati i risultati. Quello che si nota, oltre
a un maggior valore assoluto degli score, dovuto probabilmente a una maggiore superficie
di interazione, e` la comparsa in classifica per il loop L1 delle strutture canoniche 6 (lunga 5
residui) e 1 (6 residui, quella presente nel cristallo). Cio` indica probabilmente che la presenza
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delle acque strutturali determina una posa piu` vicina a quella del cristallo e permette
pertanto la presenza di un loop L3 piu` lungo al centro del sito di legame.
Per confermare questa ipotesi abbiamo ordinato le 6 strutture canoniche del loop L3 a
seconda della loro lunghezza e abbiamo contato quante volte ciascuna di esse appare tra le
prime 100. Gli istogrammi riportati in Figura 3.17 mostrano che l’introduzione delle acque
strutturali permette in effetti la presenza di loop piu` lunghi.
3.4.2 1V7M
Un test e` stato fatto anche sul PDB 1V7M, che e` presente nel database e dunque e` nota la
classificazione dei suoi loop: 1.1.1.1.6. I risultati sono riportati in Tabella 3.5. Come si vede
dalla Figura 3.18 e come discusso in [10], la differenza tra le strutture canoniche 5 e 6 per
il loop H2 e` molto piccola, ed e` percio` plausibile che il nostro algoritmo, in seguito anche
al coarse-graninig, abbia molte difficolta` a distinguerle; cio` e` evidente nella piccolissima
differenza in score tra le strutture #1 e la #2 oppure tra le #10 e la #11 nella Tabella 3.5.
Ai fini dell’analisi dei risultati esse verranno dunque considerate come un’unica struttura,
che vediamo essere la favorita per il loop H2: 12 tra le prime 15 strutture la presentano.
Questo e` in accordo con il PDB, e cio` e` confortante vista l’importanza di H2 nel docking per
l’antigene 1V7M. Anche il loop L1, che tuttavia partecipa poco al legame, sembra essere
ben caratterizzato e in accordo col PDB (11 tra i primi 15 anticorpi hanno la struttura
canonica 1) mentre per L3 la struttura 4 continua a essere favorita sulla 1, probabilmente
per motivi analoghi a quelli discussi in precedenza. Per quanto riguarda H1 invece e` difficile
dare un giudizio, anche se la struttura 3 sembra essere costantemente favorita rispetto alla
1, quella presente nel cristallo. Una congettura e` che la presenza di un loop L3 piu` corto
permetta una lieve rotazione dell’antigene all’interno del sito di legame e la presenza di un
loop H1 piu` lungo.
3.4.3 1MLC
L’ultimo antigene su cui si e` effettuato un test e` stato un lisozima tratto dal PDB 1MLC.
Questo antigene e` stato scelto poiche´ nel PDB il lisozima e` in complesso con l’anticorpo
monoclonale D44.1, lo stesso che e` stato trattato nell’articolo di Lippow et al. [18] al fine
di produrre computazionalmente mutazioni che aumentano l’affinita`. Nel database a nostra
disposizione e` presente il PDB 1MLB, che presenta l’anticorpo non in complesso, e pertanto
conosciamo la combinazione di strutture canoniche dei loop: 2.1.1.1.3, la stessa di 1JPS. I
risultati che abbiamo ottenuto sono in Tabella 3.6.
La predizione per i loop L1 e H1 sembra buona; per L3 c’e` piu` variabilita`, anche se il
fatto che non sia presente la struttura canonica 4, che e` la piu` corta, indica che in questa
posizione un loop piu` lungo e` favorito. Per quanto riguarda il loop H2 invece sono favorite
le strutture canoniche 1 e 2 rispetto alla 3 presente nel cristallo. Osservando la Figura 3.20
si nota che nel docking il loop H2 e` situato proprio al di sotto dell’antigene, come capitava
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# score L1 L2 L3 H1 H2
1 4125.98 2 1 4 4 5
2 4104.94 2 1 6 4 5
3 4071.27 2 1 4 4 6
4 4093.11 2 1 1 4 5
5 3976.43 2 1 6 4 6
6 3973.66 2 1 3 4 5
7 3971.50 2 1 4 1 5
8 3969.82 2 1 1 4 6
9 3946.38 2 1 6 1 5
10 3935.94 2 1 3 4 6
11 3919.52 2 1 4 1 6
12 3906.00 2 1 1 1 5
13 3905.45 2 1 6 1 6
14 3888.19 2 1 4 2 5
15 3881.32 2 1 4 2 6
Tabella 3.4: Le 15 strutture con score piu` alto per l’antigene 1JPS comprendente le acque
strutturali vicino al sito di legame.
Figura 3.17: Le 6 strutture canoniche del loop L3 sono ordinate da 1 a 6 in ordine di
lunghezza (struttura 4, l = 4; strutture 3 e 6, l = 5; strutture 1 e 2, l = 6 e struttura 5, l = 7)
e si e` contato quante volte ciascuna di esse e` presente tra le prime 100 strutture classificate,
a sinistra per l’antigene 1JPS senza acque e a destra includendo le acque strutturali. Si noti
come nel secondo caso siano favoriti anche i loop piu` lunghi.
3.4 Risultati 99
Figura 3.18: I loop corrispondenti alle strutture canoniche 5 (verde) e 6 (rosso) di H2. A
causa della loro somiglianza il nostro algoritmo non e` in grado di distinguerle con efficacia.
al loop L3 nel caso di 1JPS: e` percio` possibile che sia in atto un fenomeno simile, che spinge
il nostro algoritmo a prediligere le strutture piu` corte.
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# score L1 L2 L3 H1 H2
1 2906.16 1 1 4 3 5
2 2903.30 1 1 4 3 6
3 2891.72 1 1 4 3 4
4 2888.05 1 1 4 3 3
5 2795.19 1 1 4 1 6
6 2794.50 1 1 4 3 1
7 2783.14 1 1 4 1 5
8 2780.17 1 1 4 4 5
9 2776.72 1 1 4 2 5
10 2774.82 4 1 2 1 6
11 2769.98 4 1 2 1 5
12 2769.53 1 1 4 4 6
13 2761.43 1 1 4 2 6
14 2743.57 5 1 2 1 5
15 2743.33 4 1 2 3 6
Tabella 3.5: Le 15 strutture con score piu` alto per l’antigene 1V7M.
Figura 3.19: La posizione dei loop in 1V7M rispetto all’antigene. Come si vede i loop L1,
L2 ed L3 partecipano solo marginalmente all’interazione con l’antigene.
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# score L1 L2 L3 H1 H2
1 3405.43 2 1 1 1 2
2 3342.75 2 1 5 1 2
3 3261.48 2 1 3 1 2
4 3237.84 2 1 1 2 2
5 3298.21 1 1 1 1 2
6 3180.44 2 1 1 1 1
7 3176.87 2 1 5 2 2
8 3140.60 2 1 6 1 2
9 3118.84 1 1 5 1 2
10 3099.29 2 1 5 1 1
11 3079.92 2 1 3 2 2
12 3078.12 2 1 2 1 2
13 3045.71 1 1 3 1 2
14 2974.28 2 1 1 3 2
15 2973.35 2 1 3 1 1
Tabella 3.6: Le 15 strutture con score piu` alto per l’antigene 1MLC.
Figura 3.20: La posizione dei loop in 1MLC rispetto all’antigene.
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Conclusioni e sviluppi futuri
In questo lavoro di tesi e` stato presentato lo sviluppo di un algoritmo di docking pensato
specificamente per l’interazione antigene-anticorpo, finalizzato alla progettazione di moleco-
le con elevata affinita` per un antigene dato; una progettazione al calcolatore di tali molecole
avrebbe importanti applicazioni e non presenterebbe le controindicazioni dei metodi oggi in
uso, discusse nell’introduzione al presente lavoro. La conoscenza degli elementi strutturali
conservati nelle regioni ipervariabili degli anticorpi (le strutture canoniche) ci ha spinto a
formulare l’ipotesi che fosse possibile individuare quali combinazioni di strutture caratteriz-
zassero gli anticorpi ad elevata affinita` nei confronti di un target dato, prima di assegnare la
sequenza amminoacidica. Per la parte di assegnazione esistono metodi computazionali che
hanno dato risultati incoraggianti, si veda ad esempio [18]; nella presente tesi ci si e` invece
concentrati sulla validazione della ipotesi nella realizzazione di un algoritmo che implementa
il primo passo di progettazione.
A tal fine si e` utilizzato il database di strutture canoniche ottenuto dal gruppo di ri-
cerca della Prof.ssa Tramontano presso l’Universita` La Sapienza di Roma (si veda [10]),
da cui e` stato estratta una libreria di loop appartenenti a tutte le strutture canoniche. I
loop sono stati poi collocati sulla parte conservata (i framework) del dominio variabile di
tre anticorpi, in modo da ottenere in maniera combinatoriale tutte le possibili regioni di
complementarieta`. E` stato quindi eliminato il riferimento alla sequenza amminoacidica di
origine tramite un coarse graining, ovvero sostituendo ogni amminoacido con una sfera; il
raggio e` stato determinato in modo da ottenere una superficie molecolare il piu` possibile
simile alla struttura di partenza.
E` stato poi implementato un algoritmo di docking. Dopo aver vagliato la letteratura per
trovare tra i metodi esistenti uno particolarmente adatto alle particolarita` dell’interazione
antigene-anticorpo (come la posizione predeterminata dei siti di legame) la scelta e` ricaduta
su Hex (vedi [38]), che permette un controllo delle rotazioni particolarmente veloce. A
tale algoritmo ci si e` ispirati, apportando modifiche dove necessario; in particolare e` stata
introdotta una nuova rappresentazione della superficie molecolare che permette di trattare le
traslazione in modo analitico, velocizzando l’esplorazione dello spazio delle mutue posizioni
(le pose). Oltre a fornire un maggior controllo sull’errore numerico, tale approccio permette
l’applicazione di metodi alternativi per la determinazione della miglior posa di docking: si ha
infatti un controllo analitico (seppure computazionalmente oneroso) sull’esplorazione dello
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spazio delle configurazioni reciproche delle due proteine consentendo di utilizzare metodi di
minimizzazione, ad esempio Monte Carlo, in alternativa alla discretizzazione ed esplorazione
esaustiva. Questo rappresenta un promettente sviluppo di questo lavoro di tesi. Una volta
implementato, l’algoritmo e` stato validato su alcune strutture note di complessi antigene-
anticorpo.
Parallelamente allo sviluppo dell’algoritmo di docking sono state svolte alcune simula-
zioni di dinamica molecolare al fine di determinare eventuali cambiamenti strutturali del-
l’antigene una volta posto nel solvente, e di determinare la presenza di acque strutturali
conservate sul sito di legame, che possono rivestire una certa importanza nel docking (ve-
dere [9]). Per la determinazione delle acque strutturali e` stato in parte utilizzato il metodo
esposto nell’articolo di De Simone et al. [8]. Uno studio che utilizzi tutte le tecniche esposte
nell’articolo, tra cui lo studio della distribuzione di entropia nelle vicinanze dei siti di idra-
tazione, potrebbe fornire un metodo piu` selettivo per determinare quali acque trattenere
nel docking; indagare questo aspetto e` una possibile evoluzione di questo lavoro di tesi. Le
posizioni dei siti di idratazione trovate nella dinamica molecolare sono state confrontate con
le acque presenti nel cristallo sperimentale, ed e` stata trovata una buona corrispondenza
soprattutto nelle regioni di minore flessibilita`.
E` stato quindi sviluppato un metodo che, utilizzando l’algoritmo di docking su tutto
il database, possa predire le strutture canoniche che offrono maggiore complementarieta` di
forma per un dato antigene; tale metodo e` stato testato su tre antigeni di cui sono disponibili
i complessi con anticorpi che possono essere caratterizzati per strutture canoniche. I risultati
dettagliati sono riportati nella Sezione 3.4. Non tutti i loop sono ugualmente coinvolti nel
legame, come risulta dalle figure l`ı riportate, e per i loop meno coinvolti non si riesce
ovviamente ad ottenere una predizione significativa; e` il caso ad esempio del loop H2 nel
docking della tromboplastina (PDB 1JPS). Per i loop direttamente coinvolti nel legame si
sono avute invece in genere predizioni ben piu` definite; in alcuni casi, ad esempio il loop L1
per il complesso anticorpo/lisozima, la predizione si e` rivelata in accordo con il cristallo; in
altri casi, come il loop L3 di 1JPS, invece, la struttura predetta era differente. L’inclusione
delle acque cristallografiche nei probabili siti di idratazione sull’antigene, determinati come
discusso nel paragrafo precedente, ha tuttavia migliorato i risultati (Sez. 3.4). Le predizioni
non corrette sono state esaminate e sono state utili per esporre alcune possibili debolezze
del metodo o della sua validazione.
La naturale evoluzione di questo lavoro di tesi e` l’esplicitazione della sequenza am-
minoacidica sui loop dell’anticorpo e l’ottimizzazione dell’affinita` tramite mutazioni locali
che preservino la struttura geometrica dei loop; ci sono indicazioni che questo e` un obiet-
tivo raggiungibile tramite metodi computazionali (si veda ad esempio [18] e le referenze
ivi contenute) e questo passo completerebbe la progettazione dell’anticorpo. Una volta resi
espliciti gli amminoacidi anche per l’anticorpo e` possibile integrare il programma di docking
con le informazioni riguardanti l’interazione elettrostatica e il contributo di desolvatazione
analogamente a quanto fatto in questo lavoro per la complementarita` di forma (si vedano
gli articoli [38, 40]); sarebbe quindi in linea di principio possibile mantenere con minime
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modifiche l’algoritmo di docking sviluppato in questa tesi anche per questa seconda fase.
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Appendice A
Formule utili per l’algoritmo di
docking
A.1 Le armoniche sferiche
Le armoniche sferiche complesse sono definite come:
cY ml (θ, φ) = C
m
l P
m
l (cos θ)e
imφ (A.1)
con Pml (x) polinomio associato di Legendre. e
Cml =
1√
2pi
[
(2l + 1)
2
(l −m)!
(l +m)!
]1/2
(A.2)
Le armoniche sferiche reali sono definite a partire da queste come:
Y ml =

1√
2
(cY ml +
cY ml
∗) se m > 0
cY 0l se m = 0
−i√
2
(
cY ml − cY ml ∗
)
se m < 0
(A.3)
con, qui e d’ora in poi, m ≡ −m. Esplicitamente:
Y ml (θ, φ) =

Cml P
m
l (cos θ)
√
2 cos(mφ) se m > 0
C0l P
0
l (cos θ) se m = 0
Cml P
m
l (cos θ)
√
2 sin(mφ) se m < 0
(A.4)
A.2 Matrici di rotazione
La forma delle matrici di rotazione per le armoniche sferiche complesse e` ben nota e puo`
essere trovata ad esempio in [42]. Per le armoniche reali definite da A.3 si ottengono le
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matrici di rotazione, per angoli di Eulero (α, β, γ):
R
(l)
m′m(α, β, γ) =
=

d
(l)
m′m(β) cos(mγ +m
′α) + (−1)m′d(l)
m′m(β) cos(mγ −m′α) m′ > 0, m > 0
d
(l)
0m(β)
√
2 cos(mγ) m′ = 0, m > 0
(−1)m′+1d(l)m′m(β) sin(mγ +m′α) + d(l)m′m(β) sin(mγ −m′α) m′ < 0, m > 0
d
(l)
m′0(β)
√
2 cos(m′α) m′ > 0, m = 0
d
(l)
00(β) m
′ = 0, m = 0
(−1)m′+1d(l)m′0(β)
√
2 sin(m′α) m′ < 0, m = 0
(−1)md(l)m′m(β) sin(mγ +m′α) + (−1)m+m
′
d
(l)
m′m(β) sin(mγ −m′α) m′ > 0, m < 0
(−1)md(l)0m(β)
√
2 sin(mγ) m′ = 0, m < 0
(−1)m+m′d(l)m′m(β) cos(mγ +m′α) + (−1)m+1d(l)m′m(β) cos(mγ −m′α) m′ < 0, m < 0
(A.5)
con le matrici di Wigner definite da:
d
(l)
m′m(β) = B
(l)
m′m
min(l−m′,l+m)∑
k=max(0,m−m′)
b
(l)
m′m,k [cos(β/2)]
2l+m−m′−2k [sin(β/2)]2k+m
′−m (A.6)
con
B
(l)
m′m =
[
(l +m′)!
(l +m)!
(l −m′)!
(l −m)!
]1/2
(A.7)
e
b
(l)
m′m,k = (−1)k+m
′−m
(
l +m
k
)(
l −m
l −m′ − k
)
(A.8)
Riportiamo qui per comodita` anche le matrici di traslazione:
T
|m|
nn′ll′(∆z) = Knn′ll′
l+l′∑
k=|l−l′|
A
ll′|m|
k jk(znl
∆z
Rmax
) (A.9)
con
Knn′ll′ = 2zn′l′
√
jl′−1(zn′l′)
jl′+1(zn′l′)jl−1(znl)jl+1(znl)
jl′(znl)
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(A.10)
e
A
ll′|m|
k = (−1)(k+l
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√
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(
l l′ k
0 0 0
)(
l l′ k
m −m 0
)
(A.11)
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A.3 Gi angoli di Eulero
Gli angoli di Eulero (α, β, γ) Possono essere definiti in molti modi; la definizione adottata
in questa tesi e a cui si riferiscono le matrici di rotazione riportate nella sezione precedente
e` la seguente (convenzione z-y-z):
Rˆ(α, β, γ) = Rz(α)Ry(β)Rz(γ)
ovvero:
1. Dapprima si compie una rotazione di angolo γ intorno all’asse z;
2. Si effettua una rotazione di angolo β intorno all’asse y;
3. Infine si fa una rotazione di angolo α intorno all’asse z.
L’angolo α varia in [0, 2pi], β in [0, pi] e γ in [0, 2pi]. In figura A.1 sono rappresentati i
tre angoli di Eulero.
Figura A.1: Gli angoli di Eulero (α, β, γ) nella convenzione zyz.
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