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Abstract. We present an approach for verifying dynamic systems spec-
ified in rewriting logic, a formal specification language implemented in
the Maude system. Our approach is tailored for invariants, i.e., prop-
erties that hold on all states reachable from a given class of initial
states. The approach consists in encoding invariance properties into in-
ductive properties written in membership equational logic, a sublogic of
rewriting logic also implemented in Maude. The invariants can then be
verified using an inductive theorem prover available for membership
equational logic, possibly in interaction with narrowing-based symbolic
analysis tools for rewriting-logic specifications also available in the Maude
environment. We show that it is possible, and useful, to automatically
test invariants by symbolic analysis before interactively proving them.
1 Introduction
Rewriting logic [1], abbreviated as rl in this paper, is a formal specification lan-
guage, in which a system’s dynamics can be expressed by means of rewrite rules
over a system’s state defined in some version of equational logic. The adequacy of
rewriting logic for specifying dynamic systems has been demonstrated by many
practical applications, including programming language semantics [2], security
protocols [3], and bioinformatics [4]. There are several systems which implement
different variants of this logic, including Maude [5], Elan [6], and cafeObj [7].
Membership equational logic [8], hereafter called mel in this paper, is the logic
implemented in Maude as rl’s underlying equational logic.
The Maude system [5] consists of a language for expressing rl and mel spec-
ifications, and a set of tools for analysing such specifications and verifying them
against user-defined properties. The automatic tools provided by the Maude
system include an enumerative, finite state-space searching tool and an enumer-
ative, finite-state model checker for linear temporal logic properties [9] and also
for an extension of it called linear temporal logic of rewriting [10]. A symbolic
state exploration tool based on narrowing techniques has also recently been made
available in Maude [11], and narrowing-based symbolic model checking for linear
temporal logic has also been studied [12]. Infinite-state rewriting logic specifica-
tions can be verified in Maude with respect to temporal-logic properties, using
equations to reduce infinite-state spaces to finite-state ones [13].
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Our contribution is an approach for verifying invariants of infinite-state rl
specifications. Intuitively, an invariant is a predicate that holds in all states
that are reachable from a given class of initial states. Our approach consists
in encoding the verification of invariance properties on the reachable model of
rl theories, into the verification of mel properties on the initial model of mel
theories. As a consequence, invariance properties can be proved using inductive
theorem provers for mel, such as the itp tool [14]. Since our formalisation is con-
sistent with that underlying Maude’s narrowing-based symbolic analysis tools,
our theorem-proving approach can be used in interaction with them.
Specifically, we demonstrate in this paper the usefulness of symbolic simula-
tion in helping the interactive proofs of invariants. Such proofs are performed by
induction in the theorem prover, and when the induction step fails, the user must
provide the theorem prover with state predicates that (1) are invariants and (2)
imply the induction step. While proving (2) is typically automatic - it amounts
to proving an implication, the proof of (1) typically has to be performed, again,
by induction. Then, assume the user poses a “wrong” state predicate, for which
(1) is not provable. Unaware of her error, she will try to prove the invariance of
her predicate, also by induction in the theorem prover. The failing induction will
lead her to attempt to pose yet other additional auxiliary invariants. . . in a proof
effort that cannot succeed. By contrast, symbolic simulation can automatically
falsify invariants by symbolically exploring the system’s reachable states up to a
given depth, thereby preventing the user from entering dead ends in her proofs.
The rest of the paper is organised as follows. In Section 2 we provide back-
ground on mel and on rl. In Section 3 we recall results about narrowing in the
context of rl: the soundness and (under some conditions) the completeness of
narrowing for solving reachability problems for rewriting-logic specifications [3].
A class of rl systems satisfying those conditions is identified, and we argue that
the class is expressive enough to express many communication protocols. Hence,
for systems in that class, narrowing can find all their reachable states starting
from a possibly infinite set of initial states, up to a bounded depth; this property
is important for our goals - testing invariants before trying to prove them.
In Section 4 we define the notion of a mel invariant ϕ of a rl specification
R starting from an initial (possibly, infinite) set of states denoted by a (possi-
bly, non-ground) term t0, as follows: ϕ is provable in the initial model of the
underlying mel theory E of R, for all states reachable in R from initial states.
The core of the approach is presented in Section 5. First, we define an auto-
matic translation that takes a rl theory R and a (possibly, non-ground) term t0,
and generates a mel theory M(R, t0), which enriches the mel subtheory of R
with a new sort, called Reachable , and with the membership axioms that in-
ductively define this sort. We then show (†) if R is topmost, then, for ground
terms t, and up to equality modulo the equations E of R, the statements “being
of sort Reachable in M(R, t0)” and “being reachable in the reachability model of
R from ground instances of t0” are equivalent. Next, we use the M(R, t0) theory
to give an alternative definition of an invariant ϕ of a rl theory R starting from
a possibly non-ground term t0, as follows: ϕ(t) is provable in the initial model
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of the mel subtheory of R, for all ground terms t that have sort Reachable in
M(R, t0) (again, up to equality modulo E). That the two given definitions of
invariance are equivalent follows from (†). The advantage of the second defini-
tion is that it allows us to prove invariants of rl specifications by induction on
the sort Reachable, using existing inductive theorem provers for mel such as
Maude’s itp. Section 6 illustrates the theorem-proving of invariants integrated
with narrowing-based symbolic falsification of invariants on a Bakery mutual-
exclusion algorithm. Section 7 discusses related and future work, and concludes.
2 Membership Equational Logic and Rewriting Logic
We briefly present membership equational logic and rewriting logic [1,8,11].
A membership equational logic (mel) signature is a tuple (K, Σ, S) where
K is a set of kinds, Σ is a K∗ × K indexed family of function symbols Σ =
{Σw,k}(w,k)∈K∗×K , and S = {Sk}k∈K is a pairwise disjoint K-indexed family
of sets of sorts - where Sk is the set of sorts of kind k. A signature (K, Σ, S)
is often denoted simply by Σ; then, TΣ denotes the set of ground terms over
signature Σ. Given a set X = {x1 : k1, . . . , xn : kn} of kinded variables, TΣ(X)
denotes the set of terms with free variables in the set X . Similarly, TΣ,k and
TΣ,k(X) denote, respectively, the set of ground terms of kind k and the set of
terms of kind k with free variables in the set X . A mel atomic formula over
(K, Σ, S) is either an equality t = t′, where t and t′ are terms in TΣ,k(X), for
some kind k ∈ K, or a membership assertion t : s, where t is a term in TΣ,k(X)
and s is a sort in Sk, for some kind k ∈ K. A mel sentence is a Horn clause
(∀X)t = t′ if C, or (1)
(∀X)t : s if C (2)




j∈J (wj : sj), for some finite
sets of indices I, J . Sentences of the form (1) are called conditional equations,
and sentences of the form (2) are called conditional memberships. A sentence is
unconditional when it does not have a condition.
A mel theory is a tuple M = (Σ, E) that consists of a mel signature Σ and
a set of mel sentences over Σ. mel has a complete deduction system [8], in the
sense that a formula ϕ is provable from the sentences of a theory (Σ, E), denoted
as (Σ, E) ⊢ ϕ (or simply E ⊢ ϕ), if and only ϕ is semantically valid, i.e., it holds
in all the models of that theory. The standard model of a specification is called
its initial model [8]. In the initial model, sorts are sets of equivalence classes
of ground terms modulo the equations E, where two ground terms t, t′ are in
the same equivalence class, denoted by t =E t
′, iff E ⊢ (∀∅)t = t′. We write
E ⊢ind (∀X)ϕ to say that the sentence ϕ holds in the initial model of (Σ, E).
Example 1. The specification NAT in Figure 1 defines natural numbers with
addition. In the initial model of NAT , the natural number n ≥ 1 is represented
by the “sum” 1 + · · · + 1 of length n, and the term 0 represents the number 0.
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KNAT = {Nat?} with SNat? = {Nat}.
ΣNAT (λ,Nat?) = {0, 1}.
ΣNAT (Nat?Nat?,Nat?) = {+}.









0 : Nat ,
1 : Nat ,
(∀N) 0 + N = N
(∀N,M) N + M = M + N
(∀N,M, P ) (N + M) + P = N + (M + P )
Fig. 1. A specification of natural numbers
Note the three equations for associativity, communitativity, and unity (ACU).
These axioms can either be declared explicitly, or they can be attached to the
”+” operator as so-called equational attributes. For our purposes we use the for-
mer solution with theorem proving, and the latter one with narrowing. The main
reason is that Maude’s itp theorem prover that we use does not handle ACU
operators. In contrast, unification (an essential part of the narrowing-based sym-
bolic analysis, which we also use) is finitary and complete for ACU operators,
provided they are not defined by other equations (or provided the remaining
equations have certain technical properties) [15]. The finiteness and complete-
ness of ACU-unification are important for the completeness of narrowing as a
symbolic simulation technique for a class of rewriting-logic specifications expres-
sive enough to encode typical communication protocols. We shall come back to
this issue at the end of Section 3 after we present rewriting logic and narrowing.
A rewriting logic (rl) theory is a tuple R = (K, Σ, S, E, R), - often abbrevi-
ated as (Σ, E, R) - where (K, Σ, S, E) is a mel theory and R is a set of rewrite
rules (ρ) (∀X) l → r if C where l, r ∈ TΣ,k(X) for some kind k that de-




j∈J (wj : sj)
for some finite sets of indices I and J ; that is, like for mel sentences, we consider
that only equations and memberships are allowed in the conditions of the rules.
Note that in its most general form [16] rewriting logic also allows for rewrites
in conditions and frozen arguments, which we do not consider here. Moreover,
we shall only consider topmost theories [3]: a theory is topmost if there exists
a certain kind k ∈ K such that (i) for all rewrite rules of the above form,
l, r ∈ TΣ,k(X), and (ii) no operation in Σ takes arguments of the kind k. Many
authors have shown the adequacy of rl for specifying dynamic systems (includ-
ing the restricted topmost theories [3] - ”almost” all distributed systems can be
so described). The idea is to specify the system’s state kind by equations and
membership axioms, and the system’s dynamics by (topmost) rewrite rules over
the kind of states.
Example 2. Mutual exclusion of two processes to a resource can be ensured
by the so-called Bakery algorithm. The processes can be in modes Sleep (not
interested in obtaining the resource), Try (when they are trying to obtain the
resource) and Critical (when they have the resource). To control transitions
between these modes, each process has a ticket, which is a natural number. The
main idea is that a process gets the resource when it has the smallest ticket
(because that process has been trying to get the resource for the longest time),
or, alternatively, when the other process is not interested in getting the resource.
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To specify the system as a rl theory BAK we use the specification NAT of
natural numbers with addition in Figure 1, as well as a (trivial) specification of
the kind Mode? with the only sort Mode, and the three constants S, T, and C of
the sort Mode. The states of the system are built using a constructor 〈. . .〉 that
takes two modes and two natural numbers and returns a term in the sort State.
The evolution of the system is described by the rewrite rules in Figure 2.
Here, l1 and l2 are variables of the sort Mode and t1, t2, x are variables of
the sort Nat. We describe the evolution of the first process (the left-hand side
column); the evolution of the second process, in the right-hand side column, is
similar.
〈S , l2, t1, t2〉→〈T , l2, t2 +1, t2〉
〈T , l2, t1, 0〉→〈C , l2, t1, 0〉
〈T , l2, t1, t1+x+1〉→〈C , l2, t1, t1+x+1〉
〈C , l2, t1, t2〉→〈S , l2, 0, t2〉
〈l1,S , t1, t2〉→〈l1, T , t1, t1 +1〉
〈l1,T , 0, t2〉→〈l1,C , 0, t2〉
〈l1,T , t2+x+1, t2〉→〈l1,C , t2+x+1, t2〉
〈l1,C , t1, t2〉→〈l1,S , t1, 0〉
Fig. 2. BAK: Bakery algorithm. We only use unconditional rewrite rules, since condi-
tional narrowing is outside the scope of Maude’s current implementation of narrowing.
The first rule moves the process from the Sleep to the Try mode, and changes
the value of its ticket t1, by ”assigning” to it the term t2 + 1. Then, the first
process may move to the Critical mode if (a) the other process has its ticket
equal to 0, or (b) the first process has the smallest ticket. The latter condition is
obtained by having the ticket of the second process denoted by the term t1+x+1,
for some x of the sort Nat, where t1 is the ticket of the first process. Finally, the
first process goes back to the Sleep mode and sets its ticket back to zero.
Assume that we want to simulate the behaviours of the BAK starting from a
possibly infinite class of initial states. Let the initial states be denoted by the
term 〈S, S, t, t〉, in which both processes are in the Sleep modes and have the
same initial value t for their tickets, where t is a variable of the sort Nat - the
actual initial value of the tickets is left unspecified. The desired simulation cannot
be performed using Maude’s enumerative state-exploration tools, because those
tools require a unique initial state, i.e., a ground term. By contrast, narrowing
can simulate the executions of our system, starting from a non-ground term.
Reachability. The notation R ⊢ (∀X)t0 → t expresses the fact that the term
t ∈ TΣ(X) is provable from the term t0 ∈ TΣ(X) in the deduction system of R
(which amounts to applying the rewrite rules of R modulo the equations E
of R). The reachability model [16] of R is a transition system whose states are
equivalence classes of ground terms modulo E. For all states [t]E , [t
′]E , there is
a transition [t]E →R [t′]E in this model iff there exists a proof R ⊢ (∀∅)t → t′
using exactly one rewrite rule of R. We denote by [t]E →∗R [t
′]E the fact that
the state [t′]E is reachable from the state [t]E in the reachability model of R.
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3 Narrowing, and a Class of Systems It Can Analyse
In the context of rewriting logic, narrowing is used for symbolically solving reach-
ability problems [3,11] (and more generally, for symbolically model checking lin-
ear temporal-logic properties [12]). We consider reachability problems of the form
”given terms t0 ∈ TΣ(X) and t ∈ TΣ does there exist a (ground) substitution
σ : X → TΣ such that [t0σ]E →∗R [t]E holds” for topmost theories R, whose
rewrite rules are unconditional and do not have supplementary variables in their
right-hand sides wth respect to their left-hand sides - to simplify matters and to
be consistent with the current implementation of narrowing in Maude.
Given a substitution σ : X → TΣ(X), we write t1
σ
❀R t2 if there exists in R
a rule (ρ) (∀X) l → r such that the variables occuring in t1 and l are disjoint
and such that E ⊢ t1σ = lσ and E ⊢ rσ = t2. That is, it is provable in the mel
subtheory (Σ, E) of R that σ is a unifier for t1 and the left-hand side l of the















❀R t2 =E t
′
2. The
narrowing relation ❀R,E⊆ TΣ(X)×TΣ(X) is defined by t1 ❀R,E t2 iff t1
σ
❀R,E
t2 for some substitution σ. Let ❀
∗
R,E be the reflexive transitive closure of ❀R,E .
The soundness of narrowing for solving reachability problems in Maude [11] says
essentially that for all terms t0 ∈ TΣ(X) and t ∈ TΣ, if t0❀∗R,Et then there
exists a ground substitution σ : X → TΣ such that [t0σ]E→∗R[t]E .
On the other hand, completeness of narrowing, meaning that narrowing
t0❀
∗
R,Et ”finds” in some sense all solutions σ such that [t0σ]E→
∗
R[t]E , does
not hold in general, but only under some technical conditions [3]. The most
important condition is that unification modulo E be finitary and complete; that
is, for any equation of the form t1=Et2, for t1, t2 ∈ TΣ(X), the algorithm returns
a finite set of substitutions, which are all the solutions of the equation1.
And this is precisely the case when E consists of ACU axioms for some oper-
ations in Σ, such as those defined for the ”+” operation in our specification of
natural numbers (Figure 1), or the encoding of sets in mel based on an ACU
”union” operation. These observations are important because they suggest a
class of systems that can be effectively symbolically simulated by narrowing, in
the sense that narrowing eventually ”reaches” all reachable states. The Bakery
algorithm in Figure 2 is one such system, thanks to the ACU-based definition
of natural numbers given in Figure 1. More generally, finite control and possibly
unbounded counters, typically encountered in such protocols, can be encoded
using our ACU-based encoding of natural numbers. Even more generally, com-
munication protocols with unordered channels also fall in this class - by encoding
unordered channels using sets constructed with an ACU definition of union.
One limitation remaining is that such communication protocols often require
conditions on the counters: such as, e.g., the conditions on the tickets in the
1 The other conditions are (in addition to those posed at the beginning of this section)
that the theory (Σ, E) is in the order-sorted fragment of mel and that that the
equations be regular and sort-preserving : left-hand and right-hand sides have the
same variables, and left-hand side does not have a greater sort than right-hand side.
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Bakery algorithm. However, we can encode such affine conditions - comparisons
of linear-arithmetic terms with constants - by unconditional rules, as follows.
Assume a system endoded in rl having one conditional topmost rule of the
form 〈l〉 → 〈r〉 if Σni=1aixi > b (and possibly other rules). We enrich the sort
State with two integer components. The initial states will now have the form
〈I, Σni=1aixi, b〉, where I is the expression denoting initial the states of the origi-
nal system. Each rule except the one we are encoding, of the form 〈l′〉 ⇒ 〈r′〉 if C′,
becomes 〈l′, x, y〉 ⇒ 〈r′, x, y〉 if C′ - that is, all the rules except the one we are
encoding leaves the ”new” components of the State unchanged. Our rule of in-
terest becomes 〈l, x, x+n+1〉 ⇒ 〈r, x, x+n+1〉, where the effect of checking the
condition to ”see” if the rule can be applied on a term is achieved by unifying
the left-hand side of our rule: 〈l, x, x+n+1〉 with that term. By generalising this
encoding to several linear-arithmetic conditions and to several rules, we obtain
an unconditional system equivalent to a conditional one.
Thus, narrowing can effectively simulate a class of systems expressive enough
to encode communication protocols with finite control, counters, and channels.
4 Invariants of Rewrite Theories
We continue by discussing in this section the notion of invariant for a rewrite
theory. In general, a predicate over the states of a dynamic system is an invariant
if the predicate holds in all the states of the system that are reachable from a
given class of initial states. To formalize this notion in the case of a system
specified in a (topmost) rl theory R, we have to answer the following questions:
1. how are the states and the dynamics to be specified?
2. how are the state predicates to be formalized?
3. when are the predicates to be considered as holding in a state?
For item (1) we adopt the usual rl representations: states are equivalence classes
(modulo the equations E of R) of ground terms of a certain kind [State]. There
is a possibly infinite set of initial states denoted by a term t0, possibly with
variables, of the kind [State]; then, initial states are equivalence classes of ground
instances of t0. Regarding the dynamics of the system, it shall naturally be
defined by reachability in the reachability model of R.
With regards to item (2): state predicates shall be formalised by Horn sen-
tences of the form (∀x : [State])(∀Y )ϕ having a free variable x of the kind [State]
(and possibly other free variables in the set Y , with x /∈ Y ). Finally, for item (3),
a state predicate ϕ shall be considered to hold in a state t when the predicate
ϕ(t/x), obtained from ϕ by substituting the variable x with the term t, holds in
the initial model of the mel subtheory of the rl theory: E ⊢ind (∀Y )ϕ(t/x).
In summary, when a system is specified as a topmost rl theory R, we formalize
the intuitive notion of an invariant as a state predicate ϕ holding in all states
are reachable from an initial state - denoted by 〈R, t0〉 ⊢ind ✷ϕ - as follows.
Definition 1. 〈R, t0〉 ⊢ind ✷ϕ if for all ground terms t ∈ TΣ, and all ground
substitutions σ : X → TΣ, [t0σ]E →
∗
R [t]E implies E ⊢ind (∀Y )ϕ(t/x).
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Example 3. Consider the rl specification BAK from Example 2. We have seen
that the states of the system are quadruples consisting of two modes and two
natural numbers built using the constructor 〈. . . 〉 of the sort State. The mutual
exclusion between readers and writers is encoded as the state predicate mutex :
(∀x : [State])(∀ t1, t2 : Nat). mutex(〈C, C, t1, t2〉) = false
(∀x : [State])(∀ t1, t2 : Nat, l1, l2 : Mode). l1 = C ⇒ mutex(〈l1, l2, t1, t2〉) = true
(∀x : [State])(∀ t1, t2 : Nat, l1, l2 : Mode). l2 = C ⇒ mutex(〈l1, l2, t1, t2〉) = true
The invariance of mutex on the BAK system starting from all states denoted by
the term 〈S, S, t, t〉 with the variable t : Nat, is written 〈BAK, 〈S, S, t, t〉〉 ⊢ind
✷mutex and defined by: for all ground terms t of kind [State], and for each
ground term n : Nat, 〈S, S, n, n〉 →∗BAK [t]EBAK implies NAT ⊢ind mutex(t/x).
Before we proceed to verifying invariants by theorem proving, we show how
invariants can be disproved using Maude’s narrowing-based symbolic analysis.
Disproving invariants. Disproving an invariance statement 〈R, t0〉 ⊢ind ✷ϕ
amounts to finding a ground substitution σ and a sequence [t0σ]E →∗R [t]E
such that E ⊢ind ϕ(t/x). If we find a narrowing sequence t0 ❀∗R,E t such
that E ⊢ind ϕ(t/x), then, by soundness of narrowing there exists a sequence
[t0σ]E →∗R [t]E such that E ⊢ind ϕ(t/x), hence, 〈R, t0〉 ⊢ind ✷ϕ is disproved.
The completeness of narrowing says that all such ”disproofs” will eventually
be found by narrowing. Concretely, such sequences t0 ❀
∗
R,E t can be found by
Maude’s search command. Consider a variant BAK′ of our running example, in
which the term 1 is replaced everywhere by the term 0. The invariance statement
〈BAK′, 〈S, S, t, t〉〉 ⊢ind ✷mutex can be disproved (falsified) by Maude’s following
command: search〈S, S, t, t〉 ❀∗ 〈C, C, t1, t2〉, which immediately finds the term
〈C, C, 0, 0〉 violating the mutex predicate. A more involved use of the search
command to check auxiliary invariants that are needed in an inductive proof of
the ”main” mutual-exclusion invariant of the BAK system is shown in Section 6.
5 Theorem Proving for Invariance Properties
The previous section discussed the falsification of invariants. In this section we
propose an approach for proving invariants. The structure of the section is as
follows. We first define an automatic translation that takes a topmost rl theory
R and a term t0, possibly with variables, and generates a mel theory M(R, t0),
which enriches R with a sort called Reachable and with memberships defining
this sort. We show that for all ground terms t, the state [t]E is reachable in the
initial model of R from an initial state [t0σ] if and only if the term t has the sort
Reachable in the initial model of M(R, t0σ). Then, we prove that, for any state
predicate (∀x : [State])(∀Y )ϕ, the statements 〈R, t0〉 ⊢ind ✷ϕ and M(R, t0) ⊢ind
(∀x : [State])(∀Y )(x : Reachable ⇒ ϕ) are equivalent. This equivalence is the
basis for proving invariants using inductive theorem provers, such as the itp tool.
In the following definition, we “encode” reachability in a rl theory R (start-
ing from a possibly non-ground term t0) in a mel theory M(R, t0) using a
membership axiom for t0 and a membership axiom µ(ρ) for each rule ρ in R.
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Definition 2. Consider a rl theory R = (K, Σ, S, E, R), a sort State ∈ S,
and a term t0 ∈ TΣ,[State](X). We denote by M(R, t0) the following mel theory
(KM(R,t0), ΣM(R,t0), SM(R,t0), EM(R,t0)) constructed as follows:
– KM(R,t0) = K





[State] =S[State]∪{Reachable} and Reachable /∈ S
– EM(R,t0) = E ∪ {(∀X)t0 : Reachable} ∪ {µ(ρ)|ρ ∈ R}, with µ((∀X) l →
r if C)) being the membership (∀X) r : Reachable if l : Reachable ∧ C. ✷
Example 4. Consider the Bakery system given in Example 2. The mel theory
M(BAK, 〈S, S, t, t〉) consists of the following elements:
– KM(BAK,〈S,S,t,t〉) = KBAK.
– ΣM(BAK,〈S,S,t,t〉) = ΣBAK.




[State] = SBAK[State] ∪ {Reachable}
– EM(BAK,〈S,S,t,t〉) = EBAK ∪ E
′, where E′ is the set of memberships axioms
shown in Figure 3.
〈S,S, t, t〉 : Reachable
〈T , l2, t2 +1, t2〉 : Reachable if 〈S , l2, t1, t2〉 : Reachable
〈C , l2, t1, 0〉 : Reachable if 〈T , l2, t1, 0〉 : Reachable
〈C , l2, t1, t1+x+1〉 : Reachable if 〈T , l2, t1, t1+x+1〉 : Reachable
〈S , l2, 0, t2〉 : Reachable if 〈C , l2, t1, t2〉 : Reachable
〈l1,T , t1, t1 +1〉 : Reachable if 〈l1, S , t1, t2〉 : Reachable
〈l1,C , 0, t2〉 : Reachable if 〈l1,T , 0, t2〉 : Reachable
〈l1,C , t2+x+1, t2〉 : Reachable if 〈l1, T , t2+x+1, t2〉 : Reachable
〈l1,S , t1, 0〉 : Reachable if 〈l1,C , t1, t2〉 : Reachable
Fig. 3. Membership axioms for M(BAK, 〈S, S, t, t〉)
Lemma 1. Consider a rl theory R = (K, Σ, S, E, R), with State ∈ S and
t ∈ TΣ,[State]. For all t
′ ∈ TΣ,[State], [t]E →
∗
R [t
′]E iff M(R, t) ⊢ t′ : Reachable.
Proof. The idea of the proof is that each transition in the reachability model of
R, generated by using a rule (ρ) of R, can be emulated by an deduction in the
proof system of M(R, t), using the membership µ(ρ) given in Definition 2.
(⇒) By induction on the length of the sequence [t]E →∗R [t
′]E .
If the length is 0 then E ⊢ (∀∅)t = t′. The membership t : Reachable in
M(R, t) implies M(R, t) ⊢ t : Reachable, hence, M(R, t) ⊢ t′ : Reachable.
Assume the statement holds for sequence of length n. Any sequence [t]E →
n+1
R
[t′]E of length n + 1 can be decomposed into [t]E →nR [t
′′]E→R[t′]E , such that
the last step uses a rule (ρ) (∀X)l → r if C with a ground substitution σ.
1. then, t′′ ≡ t′′σ =E lσ because t′′ is ground (and ≡ denotes syntactical
equality), t′ =E rσ, and E ⊢ Cσ. The latter implies a fortiori M(R, t) ⊢ Cσ;
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2. by induction, M(R, t) ⊢ t′′ : Reachable, hence, M(R, t) ⊢ lσ : Reachable;
3. hence, using the membership (µ(ρ)) r : Reachable if l : Reachable ∧ C from
Definition 2 with σ, M(R, t) ⊢ rσ : Reachable, i.e., M(R, t) ⊢ t′ : Reachable.
(⇐) By induction on the length of the proof M(R, t) ⊢ t′ : Reachable, where
by length we here mean the number of applications of memberships of the form
(µ(ρ)) r : Reachable if l : Reachable∧C generated from rules (ρ) (∀X)l → r if C.
If the length is 0 then t′ : Reachable has been proved using the membership
t : Reachable for the initial term, hence, t =E t
′ and [t]E →∗R [t
′]E follows.
Assume the statement holds for sequence of length n. Any proof M(R, t) ⊢
t′ : Reachable of length n + 1 can be decomposed into a proof M(R, t) ⊢ t′′ :
Reachable of length n, for some t′′ ∈ TΣ , followed by an application of a mem-
bership (µ(ρ)) r : Reachable if l : Reachable ∧ C with a ground substitution σ
such that t′ =E rσ, t
′′ =E lσ, and M(R, t) ⊢ Cσ. Since the sort Reachable is
“new” in M(R, t), it does not occur in the condition C, hence, E ⊢ Cσ. Since
t′′ is ground, t′′ ≡ t′′σ =E lσ. Hence, the rule (ρ) (∀X)l → r if C can be ap-
plied on t′′ and generates the transition [t′′]E→R[t′]E . By induction hypothesis,
[t]E →∗R [t
′′]E . The transitivity of the →∗R relation concludes. ✷
We have proved the equivalence between [t]E →
∗
R [t
′]E and M(R, t) ⊢ t
′ :
Reachable for ground terms t, t′. In particular, in our setting where the terms t are
ground instances of the (possibly, non-ground) term t0, we obtain the equivalence
between for all ground substitutions σ, [t0σ] →∗R [t]E and for all ground substitu-
tions σ, M(R, t0σ) ⊢ t : Reachable. However, in order to reason by induction on
Reachable, we need a different hypothesis, namely, M(R, t0) ⊢ind t : Reachable.
The following lemma bridges the gap between those statements.
Lemma 2. For t0 ∈ TΣ(X) and t ∈ TΣ, M(R, t0) ⊢ind t : Reachable if and
only if M(R, t0σ) ⊢ t : Reachable for all ground substitutions σ : X → TΣ.
Proof. Let us denote by M(R) the mel theory obtained by removing the mem-
bership (∀X)t0 : Reachable from the theory M(R, t0) in Definition 2. Then,
M(R, t0) ⊢ind t : Reachable iff M(R) ⊢ind ((∀X)t0 : Reachable ⇒ t : Reachable).
Since truth in the initial model for a statement is equivalent to deduction of all
ground instances of that statement, we obtain that the last entailment is equiva-
lent to M(R) ⊢ (t0σ : Reachable ⇒ t : Reachable) for all ground substitutions σ,
itself equivalent to M(R, t0σ) ⊢ t : Reachable for all ground substitutions σ. ✷
Theorem 1. Consider a rl theory R = (K, Σ, S, E, R), with State ∈ S, a term
t0 ∈ TΣ,[State](X), and a state predicate (∀x : [State], ∀Y )ϕ. Then 〈R, t0〉 ⊢ind ✷ϕ
if and only if M(R, t0) ⊢ind (∀x : [State])(∀Y )(x : Reachable ⇒ ϕ).
Proof. Since x /∈ Y , M(R, t0) ⊢ind (∀x : [State])(∀Y )(x : Reachable ⇒ ϕ)
is equivalent to M(R, t0) ⊢ind (∀x : [State])(x : Reachable ⇒ (∀Y )ϕ), and
using the fact that truth in the initial model for a statement is equivalent
to deduction of ground instances of that statement, we obtain equivalently
∀t ∈ TΣ,[State].M(R, t0) ⊢ind (t : Reachable ⇒ (∀Y )ϕ(t/x)). Then, using the
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equivalence A ⊢ (B ⇒ C) iff (A ⊢ B implies A ⊢ C) we obtain equivalently
∀t ∈ TΣ,[State]. ([M(R, t0)⊢ind t : Reachable] implies
[M(R, t0)⊢ind (∀Y )ϕ(t/x)]) (3)
By using Lemmas 1 and 2, the left-hand side of the above implication is equiv-
alent to for all ground substitutions σ, [t0σ]E →∗R [t]E . Then, the implica-
tion (3) is equivalent to (‡) for all t ∈ TΣ,[State] and all ground substitutions
σ, [t0σ]E →∗R [t]E implies M(R, t0) ⊢ind (∀Y )ϕ(t/x). Finally, we note that
truth in the initial model of M(R, t0) and truth in the initial model of E are
equivalent, for all statements that do not refer to the “new” sort Reachable,
because, for, the truth of such statements, the memberships defining Reachable
in M(R, t0) are irrelevant. And ϕ does not refer to this sort, precisely because
it is “new”. Hence, the last statement (‡) in our chain of equivalences is itself
equivalent to for all t ∈ TΣ,[State] and all ground substitutions σ, [t0σ]E →
∗
R
[t]E implies E ⊢ind (∀Y )ϕ(t/x), which by Definition 1 is 〈R, t0〉 ⊢ind ✷ϕ. ✷
6 Testing Invariants before Proving Them
The results in the previous section show that proving invariants is equiva-
lent to proving inductive theorems in the initial model of a mel theory, thus,
invariants can be proved by induction. Consider the specification BAK and
its mutex predicate. To prove the statement 〈BAK, 〈S, S, t, t〉〉 ⊢ind ✷mutex ,
we prove (∀x)(x : Reachable =⇒ mutex(x) = true) in the initial model of
M(BAK, 〈S, S, t, t〉) using the itp tool. We describe that proof in some detail,
and show that narrowing-based symbolic simulation is really useful in preventing
the user from taking a wrong direction in the proof.
The proof goes by induction on the sort Reachable. This generates nine sub-
goals: one for the membership defining the initial state, and eight for the eight
other memberships defining the sort Reachable (all memberships shown in Fig. 3).
The subgoal for the initial states is automatically proved by the itp. Out
of the eight remaining subgoals, four are also automatically proved by the itp.
Those are the subgoals corresponding to the memberships whose left-hand sides
are states where at least one process is not in the Critical mode. These are,
for the first process: 〈T , l2, t2+1, t2〉 : Reachable if 〈S , l2, t1, t2〉 : Reachable and
〈S , l2, 0, t2〉 : Reachable if 〈C , l2, t1, t2〉 : Reachable, and the symmetrical ones
for the second process. In the left-hand sides of these memberships, the mutex
predicate obviously holds, and the itp tool “realises” this.
The remaining subgoals cannot be automatically proved by the itp, because
it needs additional information that only the user can provide.
Corresponding to the following membership of the first process:
〈C , l2, t1, t1 + x + 1〉 : Reachable if 〈T , l2, t1, t1 + x + 1〉 : Reachable
the itp presents us with essentially the following subgoal, written as a sequent :
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〈T , l2, t1, t1 + x + 1〉:Reachable
mutex(〈T , l2, t1, t1 + x + 1〉)
mutex(〈C , l2, t1, t1 + x + 1〉)
That is, using the hypotheses “above” the line, one has to prove the conclusion
“below” the line. In order to simplify her proof, the user performs a case splitting
on the variable l2, which generates three sub-subgoals for the given subgoal.
Two of them are automatically proved by the itp, because their conlusions are
mutex(C , T, t1, t1 + x + 1〉) and mutex(C , S, t1, t1 + x + 1〉), which obviously
hold. However, the third sub-subgoal is not proved by the itp: it has the form
〈T , C, t1, t1 + x + 1〉:Reachable
mutex(〈T , C, t1, t1 + x + 1〉)
mutex(〈C , C, t1, t1 + x + 1〉)
(4)
By examining the hypotheses in the subgoal (4), the user realises that the second
one is trivially true, hence, it is useless; and that the conclusion is trivially false.
The only remaining possibility for proving the subgoal is therefore to prove that
the first hypothesis: 〈T , C, t1, t1 + x + 1〉 : Reachable does not hold. After some
thinking, the user realises that indeed, states of the form 〈T , C, t1, t1 + x + 1〉
should not be reachable, because the very basic principle of the Bakery algorithm
is that the process that is in the critical section should have the smallest ticket ;
but that is precisely not the case in the states of the above form.
Happy with her reasoning, the user poses the following lemma to the itp:
〈l1, l2, t1, t1 + x〉 : Reachable
l2 = C
(5)
She postpones proving (5), and confidently uses it to sucessfully prove the sub-
goal (4). Eventually, she completes the proof of the main invariant mutex, and
returns to proving (5). However, no matter how hard she tries, she does not
succeed. . . of course, because the lemma is not true! Indeed, had the user tried
to falsify (5) using Maude’s narrowing-based search command, she would have
realised her error: search 〈S, S, t, t〉 ❀∗ 〈l1, C, x, x + y〉 immediately finds the
solution x = 0, l1 = S, y = 1+w for some w : Nat, which contradicts Lemma (5).
Fixing the error in the lemma amounts to adding the hypothesis t1 > 0.
The fixed lemma is indeed provable, but now, the new lemma does not solve
by itself the subgoal (4), for which it was posed in the first place! To deal with
this problem, the whole proof has to be re-thought, and a possible solution is
to prove that states of the form 〈T , C, t1, t1 + x + 1〉 such that t1 > 0 are not
reachable. The proof eventually succeeds, but with more effort than if the error
in the lemma had been found using Maude’s narrowing-based search command.
7 Conclusion, Related Work, and Future Work
State-space exploration and model checking, both enumerative and symbolic,
abstraction for reducing infinite-state systems to finite ones, and interactive the-
orem proving for infinite-state systems are well-known verification techniques.













Fig. 4. Our approach in the context of Maude’s verification tools
For rewriting-logic specifications, all but the last one are currently supported in
the Maude environment. Our contribution adds a part currently missing. The
approach is based on an automatic translation of invariance properties of a signif-
icant fragment of rewriting logic (topmost, without rules in conditions or frozen
arguments) into inductive properties of membership equational logic. The pro-
posed approach can then be used in conjunction with those other tools (Figure 4)
thanks to the “semantical consistency” between the definition of invariance in
reachable models of rl theories and the definition of narrowing. We illustrate
on a simple Bakery algorithm the combination of theorem proving with narrow-
ing for “testing” lemmas before proving them. The results are encouraging. We
expect the benefits to be even more substantial for more complex systems and
proofs. This statement has to be assessed by experiments. We have identified a
class of systems that can be effectively symbolically simulated by narrowing, and
can encode communication protocols; these are our natural future case studies.
Related Work. Unification and narrowing are features introduced in the latest
version of Maude [11]. A tool built around Maude - the Maude NRL Analyser [17]
has been used for verifying security protocols, a topic also present in [3]. We are
users of (the Maude implementation of) narrowing in combination with our
theorem-proving approach, and plan to use them on communication protocols.
Regarding theorem proving, our work is inspired by Bruni and Meseguer, who
proposed in [16] a different encoding of rl into mel. Their translation handles
rl in its full generality, and their goal is to define the semantics and proof theory
of rl in terms of those of mel. By contrast, our encoding only captures a subset
of rl, which has been shown in [3] to be expressive enough for specifying many
classes of systems. But, in addition to [16] we also encode invariance proper-
ties for the given subset of rl as inductive properties in mel, which provides
us with an effective way of verifying invariants by theorem proving, possibly in
interaction with Maude’s other symbolic analysis tools. Moreover, our encod-
ing is much simpler than that proposed in [16]2. A simple encoding is essen-
tial in theorem-proving, for users to “recognise” the properties they are trying
to prove.
2 We encode reachability using only one additional sort, without any new operations.
By contrast, [16] requires to double the number of kinds in the rl specification, and






















Fig. 5. Observational Transition Systems: representation in CafeOBJ and other tools
The present paper improves our own earlier, French version of this work [18].
The notions of dynamics and invariance that we use in the present paper are
standard for systems specified in rl. Hence, our theorem-proving approach for
invariants, and narrowing-based symbolic simulation for invariant falsification
”talk about” the same notion of invariant, i.e., we have a semantical consistency.
By contrast, the notions of dynamics and invariance in [18] are ad-hoc: we de-
fined there a “ground top-level rewriting” and defined the dynamics of systems
specified in rl and the notion of invariance based on that notion. Hence, in [18]
we used enumerative state-space exploration for invariant falsification, without
certainty that the falsification procedure deals with the same notion of invari-
ant as the theorem-proving approach. Moreover, enumerative exploration can
only deal with systems with finitely many initial states (expressed using finitely
many ground terms). By contrast, symbolic analysis can deal with systems with
possibly infinitely many initial states (expressed using a non-ground term). This
is also the case of our theorem-proving approach. On the other hand, we ver-
ify in [18] a more involved, n-processes version of the Bakery Algorithm, where
nontrivial auxiliary invariants are required for proving the mutual-exclusion goal.
There is a huge body of work dedicated to proving and disproving invariants,
and it is impossible to cite all references. We limit ourselves to the approach prob-
ably closest to ours, proposed by the CafeOBJ group from Japan’s Advanced In-
stitute of Science and Technology. Their approach consists in encoding the system
under verification as an Observational Transition System (ots), and invariants as
state predicates over the states of otss. The ots can be represented into several
formalisms (Figure 5): CafeOBJ and Coq, for theorem proving [19,20]; Maude,
for invariant falsification using enumerative techniques [21]; and smv, for model
checking [22]. Closest to our work is the theorem-proving approach in CafeOBJ.
The fundamental difference between our approach and theirs lies in the fact that
we remain within one single, integrated environment and formalism (that of Maude
and of rewriting logic/membership equational logic), which allows us to rely on
a common semantics for the various verification activities (Figure 4). By con-
trast, the CafeOBJ group use several tools, with different formalisms and different
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underlying semantics (Figure 5). This naturally raises the question of semanti-
cal consistency. On the other hand, by not ”bothering” with semantical consis-
tency, the CafeOBJ approach can be more efficient than ours, because they can
use highly-specialised tools, which are typically more efficient than Maude’s (sym-
bolic) model checker and theorem prover that we are using.
In the future we are planning to explore the integration of our theorem prov-
ing approach with Maude’s symbolic model checker for temporal logic [12]. The
model checker builds and analyses a symbolic graph encoding the reachable
states of the system. An invariant established by theorem proving may help
the symbolic model checker, by showing that certain nodes of a symbolic graph
are unreachable and can be safely removed from it; thereby enabling the model
checker to prove certain temporal-logic properties that could not be proved be-
fore. For example, consider a version of the Bakery algorithm containing the
additional rule 〈C, C, t1, t2〉 ⇒ 〈C, C, t1, t2〉, which says that if the protocol en-
ters the critical section, it stays there forever in the same state. Assume that the
symbolic graph ”has” a symbolic state of the form 〈C, C, t1 +1, t2 +1〉. Then, on
this graph, the temporal-logic property ✷((t1 > 0∧t2 > 0) ⇒ ✸(t1 = 0∨t2 = 0)),
which says that, from all reachable states state where both tickets are nonzero,
a state where at least one ticket is 0 will eventually be reached, is not provable.
The reason is the self-loop on 〈C, C, t1 + 1, t2 + 1〉. By proving mutual exclusion
we can safely remove that state (and the loop responsible for the model checker’s
failure) from the graph, thereby possibly enabling the model checker to succeed.
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de réécriture. In: JFLA. Studia Informatica Universalis, vol. 7.2, pp. 317–350
(2009), http://www.irisa.fr/vertecs/Equipe/Rusu/rc09.pdf
19. Futatsugi, K.: Verifying specifications with proof scores in CafeOBJ. In: ASE, pp.
3–10. IEEE Comp. Soc., Los Alamitos (2006)
20. Ogata, K., Futatsugi, K.: State machines as inductive types. IEICE Transac-
tions 90-A(12), 2985–2988 (2007)
21. Kong, W., Seino, T., Futatsugi, K., Ogata, K.: A lightweight integration of theorem
proving and model checking for system verification. In: APSEC, pp. 59–66. IEEE
Comp. Soc., Los Alamitos (2005)
22. Ogata, K., Nakano, M., Nakamura, M., Futatsugi, K.: Chocolat/SMV: a translator
from CafeOBJ to SMV. In: PDCAT, pp. 416–420. IEEE Comp. Soc., Los Alamitos
(2005)
