We show that if a second order partial di erential equation: L[u] := Auxx + 2Buxy + Cuyy + Dux + Euy = nu has orthogonal polynomial solutions, then the di erential operator L[·] must be symmetrizable and can not be parabolic in any nonempty open subset of the plane. We also ÿnd Rodrigues type formula for orthogonal polynomial solutions of such di erential equations.
Introduction
As a natural generalization of classical orthogonal polynomials of one variable, Krall and She er [5] considered orthogonal polynomials in two variables satisfying a second order partial di erential equation with polynomial coe cients:
L[u] = Au xx + 2Bu xy + Cu yy + Du x + Eu y = n u:
(1.1)
Krall and She er ÿrst ÿnd necessary and su cient conditions in order for orthogonal polynomials to satisfy the di erential equation (1.1) and then classify such di erential equations, up to a complex linear change of variables, which have at least weak orthogonal polynomials as solutions.
Later, Littlejohn [8] noted that all di erential equations found in [5] are elliptic in the region of orthogonality in case the orthogonalizing weight is known. However, the type of di erential operators cannot be determined properly from the speciÿc forms of the equations given in [5] since the type of a di erential operator is not preserved under a complex change of variables. In fact, Krall and She er found at least one di erential equation (see Example 3.3), which is hyperbolic everywhere and has orthogonal polynomials as solutions.
In this work, using the functional calculus on moment functionals developed in [6, 8] , we ÿrst prove that if the di erential equation (1.1) has orthogonal polynomials as solutions, then L[·] cannot be parabolic in any nonempty open subset of the plane and must be symmetrizable. We also establish Rodrigues type formula for orthogonal polynomial solutions to the di erential equation (1.1).
Preliminaries
For any integer n ¿ 0, let P n be the space of real polynomials in two variables of (total) degree 6 n and P = n¿0 P n . By a polynomial system (PS), we mean a sequence of polynomials { n−j; j } ∞ n n=0; j=0 such that deg( n−j; j ) = n; 0 6 j 6 n and { n−j; j } n j=0 are linearly independent modulo P n−1 for n ¿ 0 (P −1 = {0}).
We let n :=[ n; 0 ; n−1; 1 ; : : : ; 0; n ] T and denote the PS { n−j; j } ∞ n n=0; j=0 by { n } ∞ n=0 . A PS {P n } ∞ n=0 ; P n = [P n; 0 ; P n−1; 1 ; : : : ; P 0; n ] T , where P n−k; k (x; y) = x n−k y k modulo P n−1 ; 0 6 k 6 n;
is called a monic PS. For any PS { n } ∞ n=0 , where n−j; j (x; y) = n k=0 a n jk x n−k y k modulo P n−1 ; 0 6 j 6 n;
the matrix A n = [a n jk ] n j; k=0 ; n ¿ 0; is nonsingular. Then, the monic PS {P n } ∞ n=0 deÿned by P n = A 
, there is a unique moment functional , called the canonical moment functional of { n } ∞ n=0 , deÿned by the conditions ; 1 = 1 and ; n = 0; n ¿ 1:
is called a weak orthogonal polynomial system (WOPS) if there is a nonzero moment functional such that ; m T n = 0; m = n. If moreover H n := ; n T n ; n ¿ 0, is a nonsingular diagonal matrix, we call { n } ∞ n=0 an orthogonal polynomial system(OPS). In this case, we say that { n } ∞ n=0 is a WOPS or an OPS relative to :
is a WOPS relative to , then must be a nonzero constant multiple of the canonical moment functional of
is an OPS relative to , then the normalization
is a WOPS, but not necessarily an OPS relative to :
The following is proved in [5] (see also [11] ). Proposition 2.2. For a moment functional ; the following statements are equivalent.
(i) is quasi-deÿnite; (ii) there is an OPS { n } ∞ n=0 relative to ; (iii) there is a unique monic WOPS {P n } ∞ n=0 relative to ; (iv) there is a monic WOPS {P n } ∞ n=0 relative to such that H n := ; P n P T n ; n ¿ 0; is nonsingular.
is a WOPS relative to such that ; n T n ; n ¿ 0, are nonsingular, then there are orthogonal matrices O n : (n + 1) × (n + 1); n ¿ 0, such that
, is an OPS relative to . In fact, for a quasi-deÿnite moment functional , let V n ; n ¿ 0, be the vector space of polynomials of degree n, which are orthogonal to any polynomial of degree ¡ n relative to . Then, { n } ∞ n=0 , where n is a basis (respectively, an orthogonal basis) of V n , forms a WOPS (respectively, an OPS) relative to and H n := ; n T n ; n ¿ 0, are nonsingular (respectively, nonsingular diagonal). For any moment functional and any polynomial (x; y), we let Proof. See Lemma 2.3 in [6] .
Di erential operator L[·]
We now consider the di erential equation (1.1). Krall and She er [5] showed that if the di erential equation (1.1) has a PS as solutions, then it must be of the form In order to prove Theorem 3.1, we ÿrst need the following fact: ; D = ; E = ; A + xD = ; C + yE = ; B + yD = ; B + xE = 0;
Proof. See Lemma 3.1 in [6] .
Proof of Theorem 3. 
in some nonempty open subset of the plane. Then, all the coe cients of B 2 − AC must be 0. We now consider the following three cases separately.
Case 1: a + g = 0 and g = 0: Then, we may assume that g = 1 and h 1 = h 2 = 0 so that ( which is a contradiction since 1 = 0 when is quasi-deÿnite.
Case 2: a + g = 0 and g = 0: Then we may assume that a = 1 so that (3.5) gives
: Hence the di erential equation (3.1) becomes, after replacing x + 
Then we have by (3.3), 20 = 02 = 11 = 0 so that 1 = 0, which is a contradiction. Case 3: a+g = 0 and g = 0: Then we may assume that a = −1; g = 1, and h 1 = h 2 = 0. In this case, it is easy to see that if the di erential equation (3.1) has a PS as solutions, then f 1 = f 2 = f 3 = 0. We then have from (3.5) d 1 = e 1 = d 2 = e 2 = d 3 = e 3 = 0 so that the di erential equation (3.1) becomes
Then we have from (3.2)
Hence mn = 0 for m + n ¿ 3 so that 2 = 0, which is a contradiction.
While Krall and She er considered only admissible di erential equations, we do not assume the admissibility of L[·] in Theorem 3.1 since we do not know whether L[·] must be admissible or not when the di erential equation (3.1) has an OPS as solutions.
When L[·] is not admissible, the di erential equation (3.1) may have either no PS as solutions or inÿnitely many distinct monic PS's as solutions. For example, the di erential equation (3.6) has inÿnitely many monic PS's {P n } ∞ n=0 as solutions; P mn (x; y) = x m y n for m + n = 1 and P 10 = x + ; P 01 = y + ÿ;
where and ÿ are arbitrary constants. Note that for any choice of and ÿ; {P n } ∞ n=0 can not be an OPS but for = ÿ = 0; {x m y n } ∞ m; n=0 is a WOPS relative to (x; y):
Example 3.3. Krall and She er [5] showed that the di erential equation
has an OPS as solutions. Since
is hyperbolic everywhere.
Littlejohn [8] observed that all di erential equations found by Krall and She er [5] , that have orthogonal polynomial solutions whose weight functions are known, are elliptic in the region of orthogonality.
However, since Krall and She er used a complex linear change of variables in their classiÿcation, the type of the di erential equation cannot be properly determined from the speciÿc forms of the equations given in [5] .
For example, Krall and She er obtained the following di erential equation (see the equation (5.13) in [5] ) by a complex linear change of variables u xx + u yy − xu x − yu y = −nu (3.8) from the equation (see Eq. (5.12) in [5] )
Note that since f 2 ( = 0) is real, the di erential equation (3.9) is hyperbolic everywhere while Eq. (3.8) is elliptic everywhere.
is at least a WOPS; then the canonical moment functional of
Proof. See Corollary 3.3 in [6] .
Lemma 3.5. For the di erential operator L[·] in (3.1) and any moment functional ; the following statements are equivalent.
is formally symmetric on polynomials; that is;
; P ; P and Q in P:
Proof. See Lemma 3.6 in [6] .
We call the functional equations Proof. See Corollary 3.5 in [6] .
As a consequence of Theorem 3.1 and Lemma 3.5, we can now prove: 
Hence we have by Lemma 2.3(ii) by Proposition 2.2 since is quasi-deÿnite. Corollary 3.7 provides a unique existence of orthogonal polynomial solutions to the di erential equation (3.1) in the monic level whether L[·] is admissible or not. However, the di erential equation (3.1) may have inÿnitely many distinct OPS's, which are not monic, as solutions if it has at least one.
We say that L[·] is symmetrizable if there is a non-trivial function s(x; y) such that s(x; y) is C 2 in some open set and sL[·] is symmetric.
In this case, we call s(x; y) a symmetry factor of L[·]:
It is easy to see (cf. [8] ) that a function s(x; y) is a symmetry factor of L[·] if and only if s(x; y) satisÿes We call the simultaneous equations (3.12) and (3.13) the symmetry equations for L[·]. We ÿrst see by an example that not every di erential operator L[·] is symmetrizable.
Example 3.9 (Littlejohn [8] ). Consider the di erential equation
(3.14)
Note ÿrst that the di erential (3.14) is parabolic everywhere so that it cannot have an OPS as solutions by Theorem 3.1. The corresponding symmetry equations are 
is not symmetrizable since the compatibility condition (3.15) is not satisÿed. The symmetrizability of ordinary di erential equations of arbitrary order having OPS's in one variable as solutions is recently proved in [7] .
Rodrigues type formula
From now on, we may and shall assume (see Note that deg( ) 6 3; deg(ÿ) 6 2 and deg( ) 6 2: Decompose A; B, and C into
where Note that p ≡ 0; q ≡ 0 and deg(p) 6 3; deg(q) 6 3; deg(ÿ 0 ) 6 2; deg( 0 ) 6 2: However, in general, mn need not satisfy the di erential equation (3.1) and we cannot say anything on orthogonality of { mn }, unless w(x; y) is an orthogonalizing weight function for an OPS satisfying the di erential equation (3.1).
Hence we now formalize Lemma 4.1 by using, instead of a symmetry factor w(x), a moment functional solution of the moment equations where mn (x; y) is a polynomial of degree 6 2(m + n); and ; x k y l mn (x; y) = 0; 0 6 k + l 6 m + n and (k; l) = (m; n): (4.10)
(ii) If the conditions (4.5) and (4.7) hold; then deg( mn ) 6 m + n.
(iii) If is quasi-deÿnite and the conditions (4.5) and (4.7) hold; then { n } ∞ n=0 ; where n = { n0 ; n−1;1 ; : : : ; 0n }; is a WOPS relative to and satisÿes the di erential equation ( from which (4.10) follows. Finally, we further assume that is quasi-deÿnite. We ÿrst claim that deg( mn ) = m + n and ; x m y n mn = 0 for m and n ¿ 0. Assume that deg( mn ) 6 m + n − 1 for some m + n ¿ 1: Then mn ≡ 0 since ; mn = 0 for any (x; y) in P m+n−1 by (4.10) and is quasideÿnite. Hence @ m x @ n y (p m q n ) = 0 so that either p(x; y) ≡ 0 or q(x; y) ≡ 0, which is a contradiction. Hence deg( mn ) = m + n and ; x m y n mn = 0 for all m and n ¿ 0 by (4.10). We now claim that for each n ¿ 0; { n−j; j } n j=0 are linearly independent modulo P n−1 so that { n } ∞ n=0 is a PS. For any integer n ¿ 1, let C 0 ; C 1 ; : : : ; C n be constants such that (x; y) = n j=0 C j n−j; j is of degree 6 n−1. Then (x; y) ≡ 0 since ; (x; y) (x; y) = 0 for any ∈ P n−1 by (4.10). Then where A(x) = d 1 x + f 1 ; C(y) = e 3 y + f 3 ; D(x) = gx + h 1 ; E(y) = gy + h 2 and g = 0: Then it is shown in [6] that • the di erential equation (4.11) has a unique monic PS {P n } ∞ n=0 as solutions; • P n0 (x; y) = P n0 (x); P 0n (x; y) = P 0n (y), and P mn (x; y) = P m0 (x)P 0n (y) for m and n ¿ 0;
is a WOPS; • P n0 (x) and P 0n (y); n ¿ 0, satisfy A(x)P n0 (x) + D(x)P n0 (x) = n P n0 (x) (4.12) and C(y)P 0n (y) + E(y)P 0n (y) = n P 0n (y): (4.13)
In decomposition (4.3), we take A 2 = C 2 = −1 and B 1 = 0. Then where { mn } is a WOPS relative to . In fact, we have mn (x; y) = g m+n P m0 (x)P 0n (y); m;n¿ 0; so that the Rodrigues type formula (4.14) is nothing but the tensor product of one dimensional Rodrigues formulas for {P n0 (x)} ∞ n=0 and {P 0n (y)} ∞ n=0 (see [1, 2, 10] for Rodrigues formula for classical orthogonal polynomials of one variable).
We may, of course, replace by a symmetry factor w(x; y) = w 1 (x)w 2 (y) of the di erential equation (4.11) , where w 1 (x) and w 2 (y) are symmetry factors of the di erential equations (4.12) and (4.13), respectively. ;
Hence, we have
which is nonsingular but not diagonal. is a polynomial of degree 6 m + n, where w(x; y) = x a y b (x + y − 1) c is a symmetry factor of the di erential equation (4.16). We now assume that a; b; c ¿ −1 so that the di erential equation We ÿnally give a negative example for which Rodrigues type formula (4.6) does not hold.
Example 4.7. Krall and She er [5] showed that the di erential equation 
