Abstract. The rooted tree is an important data structure, and the height, depth and subtree size are naturally defined attributes of every node. We consider the problem of the realization of a tree given a sequence of one of these attributes. We also consider the problem of the existence of a tree when multiple sequences of attributes are given or when a sequence of tuples of attributes is given. Our most significant results are the NP-Completeness of problems related to subtree size sequences, which we prove by non-trivial reductions from Numerical Matching with Target Sums. By contrast we give polynomial time algorithms for depth and height sequences. Even for the subtree size problem, we show that the realization of some classes of trees can be solved in O(log(n)) time.
Introduction
Rooted trees are important data structures that are encountered extensively in Computer Science, especially in the form of self-balancing binary trees. Finding the heights, depths and subtree sizes of every node in a rooted tree are simple problems that can be solved in linear time. These attributes are commonly used for various purposes in self-balancing trees (AVL [1] or Red-Black [2] ). These attributes are present ubiquitously in the study of data structures and algorithms. Heights are the basis of the definition of self-balancing trees and are important metrics to determine the efficiency of insertions, deletions and searches in these trees. Depths are used in understanding the complexity of many problems whose solutions are modeled as trees such as computation trees, recursion trees, decision trees, etc. Subtree sizes are used to find order statistics in dynamic data sets [3] and find extensive use in computer networks as well.
The problems that we address are similar in flavor to the well studied graph realization problem [4] . In the graph realization problem, the input is a sequence of natural numbers and the goal is to determine whether there exists a graph whose degree sequence is the same as the input. Efficient polynomial time algorithms are known for this problem [5] [6] . In one sense we are restricting the graph realization problem by dealing with trees but at the same time we are looking at a more general problem by considering other attributes of the nodes.
In this paper we consider the problem of determining the existence of trees given a sequence of attribute values. We also consider problems where sequences consisting of tuples of these attributes are given. These tuples contain values of attributes all corresponding to a single node (Eg. 1). Further, we look at problems where multiple sequences are given each corresponding to different attributes. Here the attribute values for nodes are not given in a synchronised manner (Eg. 2). Example 1. : Given a sequence of tuples of the form (subtree size, depth): {(1, 5), (2, 4) , (3, 2) , (1, 3) , (1, 3) , (3, 2) , (7, 1) , (1, 1) , (9, 0)}, does there exist any tree such that the sequence of such tuples is equal to the input sequence? Example 2. : Consider sequences of subtree sizes {1, 2, 3, 1, 1, 3, 7, 1, 9} and that of depth {5, 4, 2, 3, 3, 2, 1, 1, 0}, does there exist a tree such that the subtree size sequence and the depth sequence are equal to the input sequences?
We prove the NP-Completeness of the subtree size problem by making a non-trivial reduction from Numerical Matching with Target Sums (NMTS) to problems involving the subtree sizes sequence for K-ary trees. The reduction is based on the observation that the relation between the subtree sizes of nodes in two consecutive levels in a tree is very similar to the matching problem in NMTS. We then give sub-classes of trees, which can be realized in O(n log(n)) time. The reduction and the sub-classes immensely enhance the understanding of the structure of subtree sizes for rooted trees and help in isolating the difficulty in solving the problem.
The height and depth sequences all allow the realiztion of a tree in polynomial time. The study of height and depth sequences helps us to better understand how changing the attribute drastically changes the difficulty of the problem. This gives insight into where the difficulty in the problem lies.
Section 2 contains the basic definitions, notation and conventions that are used throughout the paper. The most important results are presented in Section 3, which contains the proofs for NP-Completeness of problems related to subtree sizes. Section 4 continues the discussion on subtree sizes and contains algorithms for some sub-classes of trees for which the problem can be solved in polynomial time. This is followed by the Section 5, detailing the analyses of the height and depth sequences. Section 6 has conlcuding remarks and possible directions for future work.
Preliminaries
Definition 1 (K-ary Tree). A rooted tree in which every node can have at most K children.
Definition 2 (Subtree size). The number of nodes in the subtree rooted at a node (including itself ) is known as the subtree size of that node.
Definition 3 (Height of a node). The height of a leaf node is zero. The height of every other node is one more than the maximum of the heights of its children.
Definition 4 (Depth of a node). The depth of a node is the number of edges in the path from that node to the root.
Definition 5 (Levels in a tree). The set of nodes at a particular depth forms the level at that depth.
Definition 6 (Complete Trees). K-ary trees in which every level except possibly the last are filled.
Definition 7 (Full Trees). K-ary trees in which every node has exactly K or 0 children.
Problem Statements
We take local attributes of nodes of trees, namely the depth, the height and the subtree size of a node and consider the problem of the existence of trees which has a sequence 1 of attributes that corresponds exactly to the given input. Further, we also study cases where more than one of these attributes are provided in combination. We look at two cases while combining attributes.
Definition 8 (Synchronised sequence)
. When a sequence of tuples made up of more than one attribute of the same node is given, then such a sequence is called a synchronised sequence. Refer Eg. 1.
Definition 9 (Unsynchronised sequences). When multiple sequences are given, each corresponding to a different attribute of a node, then those sequences are called as unsynchronised sequences. Refer Eg. 2.
Problems will be identified either simply as the height sequence problem or as a(n) synchonised/unsynchronised problem. For example: Synchronised subtree size and depth problem would mean we have a sequence containing of 2-tuples of the form (subtree size, depth) as input.
Subtree Sizes Sequence
The subtree sizes sequence problem has been found to be difficult to solve for binary trees [7] . Top-down, bottom-up and dynamic programming approaches were tried but all yielded exponential time algorithms. This difficulty prompted a search for an NP-Completeness reduction.
It is trivial to see that every problem being discussed is in NP since given a tree any of the three sequences for that tree can be computed in O(n) time and comparison can be done by sorting the two sequences and performing a single pass requiring O(n log(n)) time.
Reduction from NMTS for K-ary Trees
We use the Numerical Matching with Target Sums(NMTS) problem in reductions for NP-completeness proofs for K-ary trees. 
The strong NP-Completeness [9] that Garey and Johnson prove is used during the reduction to get polynomial bounds on elements in the sets.
For ease of exposition a proof is presented for binary trees and the K-ary variant is given as a corollary. The NMTS problem is referred to as the source problem and the subtree sizes problem as the target problem. The basic idea behind the reduction to the target problem for binary trees is that the relation existing between subtree sizes of nodes in two consecutive levels of a tree is similar to the matching problem of NMTS. The matching problem asks whether we can match the elements in the two sets to the targets. This is similar to how nodes at a lower level are matched to those at the immediately upper (parent) level. To prove the NP-Completeness of the target problem we need to transform the NMTS problem to target problem in such a way that a matching exists iff a tree exists. We do this by transforming to an instance of the target problem that has a particular structure which ensures that the existence of the tree only depends on the local edge assignments between two levels.
To make the reduction we need to transform every instance of the NMTS problem into an arbitrary instance of the target problem. But because of the strong NP-Completeness of NMTS, we can assume that the numbers in X, Y and B are bounded by a polynomial in the length of the input. We later use this bound to show that the reduction is a polynomial reduction.
The required instance of the target problem is constructed by making 4 components from the source instance. These components are the "child level", the "parent level", the "ancestor component" and the "descendant component". We construct the parent and child levels in such a way that a mapping exists for the source problem iff a tree exists (Fig. 1) . The ancestor and descendant components are constructed so as to always have edge connections made. These components help us to make a full instance of the target problem.
The reduction is made on the basis that the matching has a one to one correspondence between the edge connections of two consecutive levels (the child and parent levels). For such a reduction to work, we need to ensure two things. Firstly, we will need a mechanism to reflect the condition that one element from X and one from Y has to be selected. Secondly, the nodes in the child and parent level should stay in their corresponding levels so that the existence of a tree always provides a matching. , 13} is constructed by adding 1 to every element of B. The right panel shows how there is a tree iff there is a matching. The difficulty in the proof stems from the need to prevent nodes from migrating to different levels and in ensuring that one element from X and one from Y is chosen as children of a particular node.
Proof. We enforce both these conditions by adding multiples of a big number to different elements in the instance of the target problem to be constructed. M is defined to be the smallest power of 2 greater than the sum of all the elements in sets X, Y and B. A key property of M is that no proper subset of the set of all numbers from the source instance can add up to M .
Where x i ∈ X, y i ∈ Y , b i ∈ target vector. Adding multiples of M is a mechanism that is used to tackle both the issues mentioned in making a straightforward reduction. Define d = ⌈log 2 m⌉ and m ′ = 2 d − m. These values are mainly used to simplify the process of reduction by ensuring that the number of elements in each level is a power of 2.
The sets X ′ and Y ′ make up the "child level" in the tree. X ′ has elements from X with 2M added to them while y ′ has elements from Y with 3M added to them. There are also sets added that are used to "pad" each set till its cardinality reaches a power of 2.
The "parent level" in the tree is constructed by adding 5M + 1 to the targets present in the target vector. The 5M is to account for the 2M and 3M that were added while making the child level.The 1 is to account for the increment of one present in the definition of subtree sizes. We use a padding set here as well.
Since the additions are made uniformly to each set, X ′ , Y ′ and P d have a one-to-one-correspondence with X, Y and B. Since every value in the parent level is at least 5M , two elements from X ′ will not be big enough to reach the required sum. Two values taken from Y ′ will overshoot the required sum since they will be at least 6M . Thus, the only option is to use one element from X ′ and one from Y ′ to make children of nodes in the parent level. Now we construct the "ancestor component". This is done by arbitrarily pairing up the nodes in the parent level to get the "grandparent level". The values in the grandparent level are arbitrarily paired up as children of the "greatgrandparent level" and so on until we get a single element set which would be the root. Here, the padding becomes useful in simplifying the pairing up till we reach the root. We refer to the set at level i as P i similar to the set P d that was constructed in Eq. 6.
To construct the "descendant component" we use the fact that given the number of nodes n in a tree, finding the subtree sizes of the complete tree on n nodes is a polynomial time exercise (Refer Sect. 4).
Let W i be the multisets for complete trees on x 
There were two problems with a straightforward reduction. The issue of having to select an element from both X ′ and Y ′ was handled using the 2M and 3M mechanism. The same mechanism also handles the issue of elements moving between levels.
Everything at the child level lies between 2M and 4M . Every node at the parent level is between 5M and 6M . Everything in the ancestor component is at least 10M . Everything in the descendant component is less than 2M . These restrictions are imposed implicitly by the way the instance has been constructed and they ensure that no nodes from any component can move to another component.
2 Hence, no tree would be possible with any node in the wrong component.
Also, by construction the ancestor and descendant components always have a valid edge connection. Thus, the only place where an edge connection needs to be made is between the child and parent levels. We have already shown that if a edge connection can be made, then one element would be from X ′ and one from Y ′ . That means that if a tree can be constructed then it also provides a matching for the NMTS problems. Since every connection except those between the child and parent levels have been made, if a matching exists that gives us a tree as well.
Thus, we have shown that the NMTS problem has a matching iff a tree exists corresponding to the target problem. Now we show that this is a polynomial reduction. The sets X ′ , Y ′ , and P d are all of size 2 d but d is logarithmic in m. So each of these sets is polynomially bounded by m. Each element from X and Y is also bounded by m because of the strong NP-Completeness of NMTS, so every set in the descendant component can also be computed polynomially (Refer Sect. 4). The number of levels in the ancestor component is O log(m) each level contains O(m) elements 3 and computing them can be done with simple additions. Thus, each component set can be computed in polynomial time and thus the whole instance can be computed in polynomial time.
Thus subtree sizes sequence problem is NP-Complete. ⊓ ⊔ Corollary 1. Both the synchronised and unsynchronised sequences of subtree sizes and depths are NP-Complete. This is easy to see, since we know that depths were implicity enforced during the reduction from NMTS to the subtree sizes sequence problem. From there, modifying the reduction to get these variants is a simple process.
To know the height of a node, the heights of the children need to be known. When the structure of the tree is not fixed, knowing the heights of nodes would not be possible. But the way in which we have defined our big number M and added coefficients ensures that every node in the child level lies between 2 k and 2 k+2 (Refer Eq. 1 and Eq. 3). Further, everything in the descendant component has a fixed structure. Hence the height of the subtrees rooted at the child level are fixed at k + 1. These things allow us to choose fix the height values along with the other attributes. This gives us the next corollary. Proof. We change all powers of 2 to powers of K. At the onset, we also pad the child level with K − 2 sets, numbered 1 to K − 2, each containing K d elements. Each padding set K i , contains elements of the form (i + 3)M . Similar arguments as in the proof of the main theorem suffice to show that such a polynomial reduction proves the NP-Completeness for K-ary trees.
⊓ ⊔ Corollary 5. All three of these problems are NP-Complete for full K-ary trees as well.
Proof. In each of these proofs, the instance that we are constructing is that of a full K-ary tree except possibly in the descendant component. We make the descendant component also consist of full K-ary subtrees by making all elements in the child level to all be of the form Kl + 1, where l is any positive integer. ⊓ ⊔
Some Positive Results
We now discuss some variants and sub-classes of trees which can be realized in polynomial time. Realizing these classes of trees for other variants that have subtree sizes in the input, either synchronised or unsynchronised require only minor modifications to these algorithms.
Complete Trees:
The complete tree on a given number of nodes n has a fixed structure. We just construct such a tree and then find the sequence. If on comparison they match, then we have a YES answer.
Degenerate Trees
4 : For a sequence to correspond to that of a degenerate tree there should be exactly one instance of every number from 1 to n. 3. Subtree Sizes synchronised with rank: Suppose we are given the rank of the element as it would be in a binary search tree. This would allow trivial partitioning of the elements into either the left or the right subtree. That would divide the problem into two smaller problems. A divide and conquer method would then enable solving the problem polynomially.
Each of these variants (especially the synchronised rank variant) throw light into how knowing the structure helps in solving the problem. Knowing how to partition into the left and right subtree in the case of binary trees is of crucial importance in solving that variant. This combined with the evidence of the reduction for NP-Completeness shows that the difficulty in solving the subtree size problems stems from our inability to partition the elements into their correct subtrees, effectively. As soon as we have a way of doing that, as in the synchronised rank variant, we see that the problem becomes trivial.
Height and Depth
Depths, heights and subtree sizes can be recursively defined on the basis of the attribute values of some neighour nodes. Realizing trees given the subtree sizes sequence is NP-Complete but when we consider sequences of other attributes, we see that they are much easier to solve. We now provide O(n log(n)) algorithms for determining the existence of trees given height or depth sequences.
Depth
By definition, depth values give the level at which a node is present. Hence, the number of times a particular value occurs in the given sequence will be the number of nodes that will be present in a particular level.
We know that in K-ary trees, every node can have at most K children. If we have built a tree up to d levels then the next level can accomodate at most K × count(d) nodes 5 . Hence, if for every d from 0 to n − 1, the condition count(d + 1) ≤ count(d) holds, then a tree can be constructed. If the condition fails at any point then we get a proof that no tree exists.
It is easy to see that this will result in a single pass algorithm once we have sorted the sequence and thus its running time is of the order of O(n log(n)) where n is the number of elements in the input sequence.
Sub-classes
We now modify the problem to ask whether trees exist belonging to certain sub-classes. Conditions to be checked: present. -General Tree: At least one count of each value less than the maximum must be present.
Height
Given a height sequence, to solve the realization problem, we use the fact that if a particular value exists in the sequence then so would at least one instance of each value less than that. This is because for a node to have height h one of its children must have been h − 1. The way this is applied to the problem is by using what we define as "strands".
Definition 10 (Strand). The strand of a node is a maximal path from the node to a leaf.
We divide the given sequence into maximal strands by choosing greedily from the given sequence. We ensure that the maximum length strands are made before we make any of the smaller strands. So, first the root will get a strand of its Fig. 2. Dividing the sequence {5, 4, 4, 3, 3, 2, 2, 2, 1, 1, 1, 1, 1, 0 , 0, 0, 0, 0} into strands.
own. Then, the next biggest remaining height value will get a strand and so on until no elements remain in the sequence.
This division is going to be unique because for a node to get a height value of h, it has to have have at least one child whose height is h − 1. Thus, it gives us a necessary condition for the existence of a tree: if while making these strands, we get stuck at some point then no tree can be constructed.
Once these strands are constructed, then we connect them together to get a tree, if possible. Any strand with its root's value as h can only be attached as a child of a node whose height value is at least h + 1. Thus if we just check if there are enough places where strands can be joined then we could answer whether a tree exists.
This idea can be easily converted into an algorithm. Make an array of the count of each value in the sequence in descending order. Then start computing
The places variable essentially tells us how many places are left at higher levels after this has been added. If at some point, this places becomes less than zero then the last strand we added was an invalid addition. Hence there would be no tree possible. If it is non-negative throughout then a tree would be possible.
Sub-classes
We now modify the problem to ask whether trees exist belonging to certain sub-classes.
-Complete K-ary: Here we can just make the unique complete tree on n nodes, make corresponding sequences and compare the two sequences. -Full K-ary tree: If places is zero at the end of the loop, then a full K-ary tree is possible. -Degenerate Tree (Refer Foot. 4): Exactly one count of each value must be present. -General Tree: At least one count of each value less than the maximum must be present.
Synchronised Height and Depth
The algorithm for solving the synchronised height and depth problem combines ideas from the methods to solve the height and depth problems and is easy to verify.
1. Find the strands ensuring that the depth values are assigned in order.
2. Put the roots of the strands at the correct depth. 3. At every level check if dedicated possible parent exists for every strand that is rooted at that level. Do this in descending order of the root's height values. 4. If one gets stuck at any point, then no tree exists, otherwise, a tree exists.
Conclusion
We looked at the realization of trees in the context of sequences of values relating to attributes of nodes like depths, heights and subtree sizes. The aim was to get polynomial time algorithms or get proofs of NP-Completeness.
Every problem relating to the subtree size sequence has been proven NPComplete. We also gave a few sub-classes whose existence can be answered in polynomial time. These diminished the gap between the tractable and intractable variants helping us to isolate the difficulty to the partitioning part of the problem. Future work can be done on understanding where the exact difficulty lies. The problem of the realization of general trees could be studied for efficient algorithms or for NP-Completeness proof. These problems could also be studied with the aim of finding exact exponential algorithms or other such strategies that would enable us to solve the subtree size sequence problem more efficiently.
We also studied sequences containing only the height and depth of nodes and found them to have polynomial time algorithms. This shows how different attributes can have highly contrasting effect in terms of realization of trees. We were unable to prove the NP-Completeness or to find efficient algorithms for the unsynchronised height and depth sequence. Studying this problem could help us understand how the height and depth sequences of a tree are correlated.
In the future, relaxed variants of the NP-Complete problems could be studied for algorithms. The problem of finding minimal super-sequences or maximal subsequences that allow realization of trees could also be studied for algorithms. This could have potential applications in the area of networking where classless inter domain routing [11] is used.
