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Abstract
We discuss gauge background independence at the example of the
charged Dirac field. We show that a perturbative version of background
independence, termed perturbative agreement by Hollands and Wald,
can be fulfilled, and discuss some of its consequences.
1 Introduction
The framework of locally covariant field theory [1] has proved very fruitful
for quantum field theory (QFT) on curved spacetimes. The central idea is to
define a quantum field theory simultaneously on all spacetimes, in a coherent
way. Given a locally covariant field theory specified by a Lagrangean L, one
may then wonder about background independence, i.e., is the field theory
on a spacetime M for the Lagrangean L in some sense equivalent to a field
theory defined on M ′, if one adds LM − LM ′ as an interaction term to the
latter. This question was investigated for the scalar field in [2], and the
requirement of background independence was formulated as the principle of
perturbative agreement. It takes the form of a renormalization condition,
and it was shown that this principle can indeed be fulfilled for spacetime
dimension n > 2.
Recently, it was proposed to generalize the framework of locally covari-
ant field theory to also accommodate for fields charged under a gauge group,
in the presence of a background connection [3]. In this setting, the back-
ground connection and gauge transformations are treated on equal footing
with the background metric and its isometries. It is then natural to ask
for background independence w.r.t. changes in the background connection.1
1I am very grateful to K. Rejzner for proposing this question and helpful discussions
on this topic.
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The main result of the present work is that this background independence
can indeed be fulfilled for the Dirac field for spacetime dimesion n ≤ 4.2 As
a byproduct, we formulate the principle of perturbative agreement in the
framework of locally covariant field theory, combined with that of perturba-
tive algebraic QFT [4], i.e., in terms of functionals and natural transforma-
tions. Most of our results are in close analogy to those of [2], but we correct
some minor mistakes in the proofs given there. We also present an appli-
cation of perturbative agreement: We show that the fermionic contribution
to the one-loop renormalization group flow of Yang–Mills theories can be
obtained from the nontrivial scaling of Wick squares, i.e., of the parametrix.
This is in the spirit of the background field method and shows the connection
to heat kernel methods.
The article is structured as follows: In the next section, we introduce
the setup. We review the definition of the charged locally covariant Dirac
field given in [3]. Subsection 2.4 deals with the question of how to relate
functionals defined on different backgrounds, an issue that is crucial for
our discussion. In Section 3, we first formulate the principle of perturba-
tive agreement. Then, in Subsection 3.1, we show that if the principle of
perturbative agreement for variations of the background connection is ful-
filled, then the current is conserved, for semisimple gauge groups. We also
show that current conservation can be ensured by a suitable choice of the
parametrix. The background field method is discussed in Subsection 3.2.
Finally, in Subsection 3.3 we show that the principle of perturbative agree-
ment can be fulfilled by a suitable redefinition of time-ordered products. In
an appendix, we prove a technical lemma used in the proof of the fulfillment
of perturbative agreement.
2 Setup
We review the definition of the charged locally covariant Dirac field given
in [3]. For further details, we refer to this reference and the ones cited
therein, especially [5] for a detailed description of the definition of the spinor
and Dirac bundles.
In the following, G is a compact Lie group with Lie algebra g. The
symbol
.
= stands for the definition of the left hand side by the right hand
side. Γ∞(c)(M,B) denotes the space of (compactly supported) smooth section
of the bundle B over M . The causal future/past of a region K is denoted
by J±(K). The total diagonal of Mk is denoted by Dk.
We use the following categories:
Vec(i): The objects are locally convex vector spaces over C. The morphisms
are continuous linear (injective) maps.
2We do not expect obstructions to generalize this to arbitrary dimensions.
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Alg: The objects are topological unital ∗-algebras. The morphisms are
continuous injective ∗-algebra homomorphisms.
GSpMan: The objects are quintuples (SM,P, g¯, A¯, m¯), where SM is a
spin structure over (M, g¯), which is an oriented, time-oriented glob-
ally hyperbolic n-dimensional manifold. P is a principal G bundle
over M , A¯ a connection on P , and m¯ ∈ C∞(M). A morphism
χ : (SM,P, g¯, A¯, m¯) → (SM ′, P ′, g¯′, A¯′, m¯′) is given by (χSM , χP ),
where χSM(P ) is a principal Spin0 (G) bundle morphism. χSM and χP
cover the same orientation, time-orientation and causality preserving
isometric embedding ψ : (M, g¯)→ (M ′, g¯′), which is a diffeomorphism
on its range. Furthermore, π′S ◦ χSM = ψ∗ ◦ πS , where πS is the spin
projection from SM to the (time-) oriented frame bundle FM , and
A¯ = χ∗P A¯
′, m¯ = ψ∗m¯′.
In the following, the background fields (g¯, A¯, m¯) are often subsumed in
the symbol X¯.
We recall that the spin connection on SM and the connection A¯ on P
induce a unique connection on the principal Spin0×G bundle SM +P over
M , which is obtained by taking the direct product bundle SM × P and
restricting to the diagonal [6].
Given a finite-dimensional representation ρ of G on a C vector space V ,
we define the Dirac bundle
DρM
.
= (SM + P )×(σ,ρ) (C
2[n/2] ⊗ V ),
where σ is the spinor representation. The dual bundle is denoted by D∗ρM
and the double Dirac bundle is the direct sum
D⊕ρ M
.
= DρM ⊕D
∗
ρM.
Then we have a contravariant functor E⊕ from GSpMan to Vec, by as-
signing to (SM,P ) the vector space of smooth sections,
E⊕(SM,P )
.
= Γ∞(M,D⊕ρ M),
and to a morphism of GSpMan the pullback. Similarly, we define D⊕ as
a covariant functor GSpMan to Veci, by assigning to (SM,P ) the vector
space of compactly supported smooth sections,
D⊕(SM,P )
.
= Γ∞c (M,D
⊕
ρ M),
and to a morphism ofGSpMan the pushforward. Introducing a sesquilinear
form on V such that ρ is unitary, one obtains a conjugation + : V → V ∗.
Together with the Dirac conjugation, this induces conjugations + : DρM →
D∗ρM ,
+ : D∗ρM → DρM , which in turn yields a conjugation of D
⊕
ρ M by
(u, v)∗ = (v+, u+),
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where u ∈ DρM |x, v ∈ D
∗
ρM |x for some x ∈ M . Using this pointwise
definition, one defines the involution ∗ on D⊕(SM,P ) and E⊕(SM,P ).
On the vector bundle D⊕ρ M , there is a bundle metric, induced by the
pairing
〈[p, (y ⊗ v, y′ ⊗ v′)], [p, (z ⊗w, z′ ⊗ w′)]〉
.
= 〈y′, z〉〈v′, w〉+ 〈z′, y〉〈w′, v〉,
where p ∈ SM + P , v,w ∈ V , y, z ∈ C2
[n/2]
and the primed elements in the
corresponding duals. As usual, the square brackets denote the equivalence
class. This induces a pairing E⊕(SM,P )× E⊕(SM,P )→ C∞(M).
The connection on SM + P induces a covariant derivative ∇¯⊕ = ∇¯ ⊕
∇¯∗ on the associated vector bundle E⊕(SM,P ), which in turn induces the
double Dirac operator
D⊕
.
= D ⊕−D∗
.
= (−γµ∇¯µ + m¯)⊕ (−γ
µ∇¯∗µ − m¯),
where m¯ is the smooth function specified in the object of GSpMan. There
is a corresponding causal propagator S⊕ = S⊕ret−S
⊕
adv, where S
⊕
ret/adv is the
retarded/advanced propagator. The double Dirac operator D⊕, and hence
also S⊕ret/adv, anticommutes with the involution.
In order to describe the coupling of Dirac fields to gauge fields, we also
introduce the following vector bundles over M :
E0
.
= (SM + P )×(1,ad) g, E
k .= E0 ⊗ Ωk(M).
Here 1 denotes the trivial representation of Spin0 and in the definition of
Ek, we take the tensor product of vector bundles. The representation ρ and
the spin projection induces an action of E0 and E1 on sections of the Dirac
bundle (and hence also on the double Dirac bundle), fiberwisely given by
([p, ξ], [p, z ⊗ v]) 7→ [p, z ⊗ ρ(ξ)v],
([p, ξ] ⊗ ω, [p, z ⊗ v]) 7→ [p, ωµγ
µz ⊗ ρ(ξ)v].
There is also a product ∧ : Γ∞(M,Ek)×Γ∞(M,El)→ Γ∞(M,Ek+l), fiber-
wisely defined by
[p, ξ]⊗ ω ∧ [p, η] ⊗ ν
.
= [p, [ξ, η]] ⊗ ω ∧ ν,
p ∈ SM + P, ξ, η ∈ g, ω ∈ Ωkπ(p), ν ∈ Ω
l
π(p).
Finally, there is map d¯ : Γ∞(M,Ek)→ Γ∞(M,Ek+1) given by
d¯(aΞ) = ∇¯µadx
µ ∧ Ξ+ adΞ, a ∈ Γ∞(M,E0),Ξ ∈ Γ∞(M,Ωk),
where ∇¯ is the covariant derivative induced by the background connection
on E0, cf. [7] for more details on the construction.
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The vector space of test tensors is now defined as (this is a generalization
of the definition used in [3])
Tc(SM,P )
.
= Γ∞c (M,
⊗
D⊕ρ M ⊗
⊗
TM ⊗
⊗
E0 ⊗
⊗
E1), (1)
where
⊗
denotes the direct sum of the tensor product bundles of all orders.
This defines a covariant functor from GSpMan to Veci.
2.1 Functionals
In the functional approach [4, 8, 9], one considers the algebra of functionals
on a vector space of configurations, in the present case
∧E⊕(SM,P )
.
=
∞⊕
k=0
∧kE⊕(SM,P ),
with
∧kE⊕(SM,P )
.
= {B ∈ Γ∞(Mk, (D⊕ρ M)
k)|B antisymmetric}.
This space is equipped with its natural topology (uniform convergence of
all derivatives on compact subsets). For an element B ∈ ∧E⊕(SM,P ),
we denote by Bk its component in ∧
kE⊕(SM,P ). On ∧E⊕(SM,P ), the
conjugation ∗ acts by fiberwise conjugation and reversal of the order of the
arguments.
We now consider functionals on ∧E⊕(SM,P ), i.e., linear maps from
this space into the complex numbers. The restriction of a functional F to
∧kE⊕(SM,P ) is denoted by Fk, and the grade |Fk| of Fk is k. The regular
functionals, Freg(SM,P ), are those of the form
Fk(B) =
∫
〈fk, Bk〉(x1, . . . , xk)dg¯x1 . . . dg¯xk, (2)
with fk ∈ Γ
∞
c (M
k,D⊕ρ M
k), fk antisymmetric. Here dg¯x is the volume
element corresponding to the background metric. fk is called the kernel of
Fk. Here we used the obvious generalization of the pairing of sections of the
double Dirac bundle. The support of a functional is defined as the support
of its kernel,
suppFk
.
= suppM fk
.
= {x ∈M |(x, x2, . . . , xk) ∈ supp fk for some xi}.
On Freg(SM,P ), one introduces an antisymmetric product ∧, by defining
the kernel of the product F ∧H as
(f ∧ h)k(x1, . . . , xk)
.
=
1
k!
k∑
l=0
∑
π∈Sk
(−1)|π|fl(xπ(1), . . . , xπ(l))hk−l(xπ(l+1), . . . , xπ(k)).
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An involution on Freg(SM,P ) is defined as
F ∗(B)
.
= F (B∗).
Finally, we equip Freg(SM,P ) with the topology induced from the stan-
dard locally convex topology on Γ∞c (M
k,D⊕ρ M
k) (uniform convergence of
all derivatives on compact sets), the space of the kernels. The assignment
(SM,P ) 7→ Freg(SM,P ) is then a covariant functor from GSpMan to Alg,
where
Freg(χ)(F )(B)
.
= F (χ∗B) (3)
for a morphism χ.
The regular functionals do not allow for the description of local interac-
tions or nonlinear observables, such as the current. In order to cure this,
one allows for more general kernels fk, namely compactly supported distri-
butions fulfilling the wave front set condition
WF(fk) ∩ (V¯
k
+ ∪ V¯
k
−) = ∅, (4)
where V¯± is the closure of the dual of the forward/backward light cone.
These are called the microcausal functionals. They also form an algebra
F(SM,P ). It can be equipped with a topology such that it is a nuclear,
locally convex vector space [4, 10], see also [11] for a detailed discussion of
this topology. F is then also a covariant functor from GSpMan to Alg,
with the action on morphisms as in (3).
The subspace Floc(SM,P ) of F(SM,P ) in which the fk’s are localized on
the total diagonal Dk with WF(fk) ⊥ TDk is the space of local functionals.
It is a covariant functor from GSpMan to Veci. We note that by [12,
Thm. 2.3.5], the kernels are then of the form
fk(x1, . . . , xk) =
∫
f(x)δα1(x, x1) . . . δ
αk (x, xk)dg¯x, (5)
where f is a compactly supported smooth section and the αi are multiindices.
We denote by F0(SM,P, X¯) the ideal of functionals that vanish on all
on-shell configurations, i.e., on configurations fulfilling D⊕B = 0, where
D⊕ acts on an arbitrary coordinate. We define the on-shell functionals as
Fo.s.(SM,P, X¯)
.
= F(SM,P )/F0(SM,P, X¯). This amounts to identifying
two functionals if they agree on all on-shell configurations. This is also a
covariant functor from GSpMan to Alg.
Remark 2.1. F ∈ F0(SM,P, X¯) implies that fk =
∑
jD
⊕
j g
j
k, where the
gjk are compactly supported distributional sections on M
k fulfilling the
wave front set condition (4) and D⊕j acts on the jth coordinate. To see
this for k = 1, choose a compactly supported smooth function χ such
that χ = 1 on supp f1. Given B1, define B˜1
.
= S⊕ret(χD
⊕B1). Then
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D⊕(B1 − B˜1)|supp f1 = 0, so that F (B) = F (B˜). It follows that f1 can
be written as f1 = D
⊕(χS⊕adv(f1)). This straightforwardly generalizes to
k > 1.
Functional derivatives are defined as follows [9]:
F (1)(B)(u)
.
= F (u ∧B), B ∈ ∧E⊕(SM,P ), u ∈ E⊕(SM,P ).
Hence, F (1)(B) can be interpreted as a compactly supported distributional
section of D⊕ρ M . We denote its integral kernel by F
(1)(B)(x). For F ∈ Freg,
this is even a smooth section. The functional B 7→ F (1)(B)(u) will in the
following be denoted by F (1)(u).
2.2 Quantization
Quantization in the sense of deformation quantization [8] is straightforward
for regular functionals, by defining the ⋆ product via functional derivatives
and convolution with S⊕. In order to proceed to microcausal functionals,
one uses Hadamard two-point functions:
Definition 2.2. A Hadamard two-point function is a distributional section
ω ∈ Γ∞c (M
2,D⊕ρ M
2)′ fulfilling
ω(D⊕u, v) = 0, (6)
ω(u, v) + ω(v, u) = iS⊕(u, v), (7)
ω(u, v) = ω(v∗, u∗), (8)
WF(ω) ⊂ C+, (9)
where u, v ∈ Γ∞c (M,D
⊕
ρ M) and
C± = {(x1, x2; k1,−k2) ∈ T
∗M2 \ {0}|(x1; k1) ∼ (x2; k2), k1 ∈ V¯
±
x1}.
Here (x1; k1) ∼ (x2; k2) if there is a lightlike geodesic joining x1 and x2 to
which k1 and k2 are co-parallel and co-tangent. For x1 = x2, k1, k2 are
lightlike and coinciding.
Note that (6) and (7) imply that ω is in fact a bi-solution.
The existence of Hadamard two-point functions for arbitrary backgrounds
was proven in [3]. For a Hadamard two-point function ω, one defines
F ⋆ω G
.
= ∧ exp(~Γ⊗ω )F ⊗G, (10)
where F,G ∈ F(SM,P ), the wedge denotes the wedge product, ∧(F ⊗G)
.
=
F ∧G, and
Γ⊗ω (F ⊗G)
.
= (−1)|F |+1
∫
F (1)(x)⊗G(1)(y)ω(x, y)dg¯xdg¯y.
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Due to Remark 2.1 and the fact that ω is a bi-solution, this is well-defined
also on Fo.s.(SM,P, X¯). In order to make covariance explicit, consider the
set Had(SM,P, X¯) of all Hadamard two-point functions on the background
(SM,P, X¯), and define the space A(SM,P, X¯) of quantum functionals as
the space of families
F = {Fω}ω∈Had(SM,P,X¯), Fω ∈ F(SM,P )[[~]]
fulfilling
Fω′ = exp(~Γω′−ω)Fω, (11)
where
ΓωF
.
=
∫
ω(x, y)F (2)(x, y)dg¯xdg¯y. (12)
An element F of A(SM,P, X¯) is entirely specified by (11) and Fω for a single
ω ∈ Had(SM,P, X¯). We equip A(SM,P, X¯) with the product
(F ⋆ G)ω = Fω ⋆ω Gω,
and the involution
(F ∗)ω = (Fω)
∗.
The condition (8) ensures that this is consistent.
The assignment (SM,P, X¯) 7→ (A(SM,P, X¯), ⋆) is a covariant functor
from GSpMan to Alg, with
(A(χ)F )ω′
.
= F[[~]](χ)(Fχ∗ω′),
with F(χ) defined by (3). We define the algebra Ao.s.(SM,P, X¯) of on-shell
functionals analogously to Fo.s.(SM,P, X¯). The local elements Aloc(SM,P, X¯)
of A(SM,P, X¯) are defined as those for which Fω ∈ Floc(SM,P )[[~]] for one
(and hence all) ω. Again, Aloc is a covariant functor from GSpMan to
Veci.
By evaluating a state on Ao.s.(SM,P, X¯) on products of linear func-
tionals, i.e., functionals of the form (2) with k = 1, multiplied with the
⋆ product, one obtains the n-point functions of the state. The truncated
n-point functions are defined as usual.
Definition 2.3. A Hadamard state is a state whose two-point function is
a Hadamard two-point function and whose truncated n-point functions are
smooth.
The importance of Hadamard states is that the set of all Hadamard states
is identical to the set of continuous functionals on Ao.s.(SM,P, X¯) [13].
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2.3 Fields
In the framework of locally covariant field theory [1], fields allow to define
functionals on different backgrounds in a coherent way. A field Φ is a nat-
ural transformation from Tc to Floc, i.e., to each background (SM,P, X¯) it
associates a linear map Φ(SM,P,X¯) : Tc(SM,P ) → Floc(SM,P ), such that,
for a morphism χ : (SM,P, X¯)→ (SM ′, P ′, X¯ ′),
F(χ)Φ(SM,P,X¯)(t) = Φ(SM ′,P ′,X¯′)(Tc(χ)t). (13)
Leaving the test tensor open, we can then interpret the kernel of Φ(SM,P,X¯)(·)k
as a distributional section on Mk+1. We require that it is supported on the
diagonal Dk+1, has finite order, and fulfills
WF(Φ(SM,P,X¯)(·)k) ⊥ TDk+1.
Hence, it can be written in a form analogous to (5), but with f not compactly
supported.3 A further condition implying a smooth and (if applicable) ana-
lytic dependence on the background data will be given in Section 2.4 below.
A k-local field is a natural transformation from the functor T⊗kc to the
functor F (interpreted as a functor from GSpMan to Veci), preserving
the support. k-local fields for k > 1 are also called multilocal. A quantum
field is a natural transformation from the functor Tc to the functor Aloc,
which preserves the support, and analogously for multilocal quantum fields.
Similarly, on-shell (quantum) (multilocal) fields are natural transformations
to the corresponding on-shell functors.
Examples for fields are the monomials that map a test section tk ∈
Γ∞c (M,∧
k(D⊕ρ M ⊗
⊗
TM)) to the functional
Φ(SM,P,X¯)(tk)(B) =
∫
〈t
µ1...µk
k , ∇¯
⊕1
µ1 . . . ∇¯
⊕k
µk
Bk〉(x, . . . , x)dg¯x,
where µi is the multiindex corresponding to the
⊗
TM part of the ith factor
of ∧k(D⊕ρ M ⊗
⊗
TM), and ∇¯⊕i denotes the covariant derivative w.r.t. the
ith coordinate. One can thus generate all local functionals by fields. Hence,
when aiming at proving a statement for local functionals, one can equivently
prove it for fields.
An example for a field that we will encounter in the following is, for
A ∈ Γ∞c (M,E
1),
j(SM,P,X¯)(A)(B)
.
=
∫
(γµ)αβρ(Aµ(x))
a
b (B2)
bβ
aα (x, x)dg¯x. (14)
Here α, β are double spinor indices, a, b are gauge indices, and we pick the
component of B2, whose first entry is in the dual Dirac bundle and the
3Note that here one has to generalize [12, Thm. 2.3.5] to non-compactly supported
distributions, which is possible.
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second in the Dirac bundle. This is nothing but the Lie algebra valued
current of Yang-Mills theories. In a succinct notation, we may write it as
jµI = ψ
+γµTIψ, (15)
where I is a Lie algebra index and TI the corresponding generator in the
representation ρ. As we will show below, the current can be obtained by
differentiating the free Dirac Lagrangean S, defined by
S(SM,P,X¯)(f)(B)
.
=
∫
f(x)(D2(SM,P,X¯))
aα
bβ(B2)
bβ
aα (x, x)dg¯x,
w.r.t. the background connection. Here f ∈ C∞c (M) and D
2 denotes the
Dirac operator acting on the second coordinate.
Remark 2.4. It follows from (3) that, for a multilocal (quantum) field Φ and
a morphism χ : (SM,P, X¯ ′)→ (SM,P, X¯), we have
Φ(SM,P,X¯)(χ∗t1, . . . , χ∗tk)(B) = Φ(SM,P,X¯′)(t1, . . . , tk)(χ
∗B).
As we have seen, the construction of fields is straightforward. However,
the construction of quantum fields requires a parametrix:
Definition 2.5. A parametrix H is a quasi-covariant assignment (SM,P, X¯)→
H ∈ Γ∞c (U,D
⊕
ρ M
2)′, where U is a neighborhood of the diagonal of M2,
such that (7), (8), (9) hold. Quasi-covariance means that for χ : D⊕ρ M →
D⊕ρ M
′ the bundle morphism corresponding to a morphism (SM,P, X¯) →
(SM ′, P ′, X¯ ′) we have that H−χ∗H ′ is smooth on the common domain and
vanishing at the diagonal, together with all the derivatives.
A construction prescription for parametrices was given in [3].
Given a parametrix H, we may associate to a local functional F ∈ Floc
an element of Aloc by
(αH(F ))ω
.
= exp(~Γω−H)F, (16)
where the operator Γ was defined in (12). This is well-defined as H −
ω is smooth [3] and the values of all its derivatives on the diagonal are
unambiguous. As we only act on local functionals, the expression is well-
defined even though H is only defined in a neighborhood of the diagonal.
Let us now discuss scaling properties. One notices that on a scaled
background, X¯λ
.
= (λ−2g, A¯, λm¯), the Dirac operator also scales. It follows
that there is a ∗-isomorphism σλ : A(SM,P, X¯λ)→ A(SM,P, X¯), acting on
linear fields as
σλ(ψ(u))ω = λ
−n+1
2 ψ(f)ωλ , (17)
where ωλ(u, v) = λ
−n−1ω(u, v), cf. [14, Lemma 4.2] for a proof in the scalar
case. For a multilocal (on-shell) quantum field Φ, one defines another mul-
tilocal (on-shell) quantum field SλΦ by
(SλΦ)(SM,P,X¯)(t1, . . . , tk)
.
= λnkσλ(Φ(SM,P,X¯λ)(t1, . . . , tk)). (18)
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The scaling dimension of a field Φ is defined as n−12 times the grade plus the
scaling dimension of the geometric factors in Φ under the scaling X¯ → X¯λ.
2.4 Background variation
In the following, we will need a means to compare functionals defined on dif-
ferent backgrounds. Consider an object (SM,P, X¯) of GSpMan. We may
obtain another object (SM,P, X¯ +X) by considering compactly supported
perturbations X = (g,A,m) ∈ P(SM,P ), where
P(SM,P )
.
= Γ∞c (M,Sym
2 TM ⊕ E1 ⊕ (M × R)).
Here g denotes the perturbation of the metric (which has to be chosen small
enough in order to preserve the signature), A denotes the variation of the
gauge connection, and m denotes the variation of the Yukawa potential.
Note that the space of connections is an affine space, so indeed the deviations
from a given connection can be parametrized by a vector space, the sections
of E1.
We will need to identify configurations or test tensors on (SM,P, X¯)
and (SM,P, X¯ + X). For test tensors, i.e., elements of Tc(SM,P ), this is
no problem for tangent vectors and one-forms, as they do not depend on
the background structure. Only spinors may be problematic, as the spin
structure depends on the metric. To deal with this, we proceed as follows:
When changing (SM,P, X¯) to (SM,P, X¯ +X), we keep the spin and Dirac
bundle, and just change the projection from the spin bundle SM to the
orthonormal frame bundle FM . For that, identify FM with a principal
SO0(n − 1, 1) bundle LM . To construct (SM,P, X¯ + X), keep LM and
the projection from SM to LM , but change the identification of FM and
LM . Fix a trivialization, so that LM |U ≃ U × SO0(n − 1, 1), i.e., we are
dealing with matrices B such that BηBt = η, where η = diag(−1, 1, . . . , 1).
The identification of LM and FM for a metric h is then a map πh such
that πh(B)hπh(B)
t = η, i.e., it is given by a vielbein, πh(B)
µ
a = Bbae
µ
b , with
hµν = eµaηabeνb . Changing the background metric then amounts to changing
the vielbein. Infinitesimally, this change is given by δeµa = −
1
2e
ν
ah
µλδhνλ.
This provides an identification of sections of the Dirac bundle on (SM,P, X¯)
and (SM,P, X¯ ′). This also gives an identification of the corresponding test
tensor spaces Tc and configuration spaces ∧E
⊕. This procedure is the one
used in [15] to compute the stress-energy tensor for Dirac fermions.
In the following, we will need to consider families of backgrounds X¯s,
s ∈ I, where I is an interval of R. We will require that the modifications
only affect a compact subset, i.e., X¯s = X¯s′ outside a compact set K and for
all s, s′. The family is assumed to be smooth in the sense that for any fixed
s0, X¯s− X¯s0 is jointly smooth in s and the spacetime point x. A compatible
family of functionals is a family Fs, s ∈ I such that Fs ∈ F(SM,P, X¯s). The
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definition of compatible families of on-shell and/or quantum functionals is
completely analogous.
Definition 2.6. Given F ∈ F(SM,P, X¯s0),
Fˇs(B)
.
= iX¯s,X¯s0
F (B)
.
= F (iX¯s0 ,X¯s
B)
defines a compatible family of functionals, where iX¯s0 ,X¯s
is the bijection from
∧E⊗(SM,P, X¯s) and ∧E
⊗(SM,P, X¯s0) described above.
Note that this construction is not possible for on-shell or quantum func-
tionals.
In order to have an identification of functionals on different backgrounds
that is applicable also for on-shell or quantum functionals, we use Møller op-
erators [16]. Consider two backgrounds (SM,P, X¯) and (SM,P, X¯ ′), where
the background fields X¯ and X¯ ′ differ in some compact region K. On
E⊕(SM,P ), we define the retarded Møller operator as
rX¯,X¯
′
u
.
= iX¯,X¯′u+ S
⊕
ret([iX¯,X¯′ ◦D
′⊕ −D⊕ ◦ iX¯,X¯′ ]u).
This is well defined, as the expression in square brackets is compactly sup-
ported. We have
D⊕(rX¯,X¯
′
u) = iX¯,X¯′D
′⊕u, supp(rX¯,X¯
′
u− iX¯,X¯′u) ⊂ J
+(K). (19)
Obviously, this map is continuous, and commutes with the conjugation ∗.
It is invertible, the inverse being given by rX¯
′,X¯ . We denote its transpose
w.r.t. the pairing 〈·, ·〉 : D⊕(SM,P ) × E⊕(SM,P )→ C by rX¯,X¯
′ t
.
On ∧kE⊕(SM,P ), the Møller operator is defined as the continuous linear
operator which acts on elements u1 ∧ · · · ∧ uk, ui ∈ E
⊕(SM,P ) as
rX¯,X¯
′
(u1 ∧ · · · ∧ uk) = (r
X¯,X¯′u1) ∧ · · · ∧ (r
X¯,X¯′uk).
The retarded Møller operator can be used to construct a ∗-isomorphism
of the algebras A(SM,P, X¯ ′) and A(SM,P, X¯):
Definition 2.7. For F ∈ A(SM,P, X¯ ′) we set
(τ X¯,X¯
′
ret F )ω(B)
.
= Fω′(r
X¯′,X¯B),
where ω′(·, ·)
.
= ω(rX¯
′,X¯ t·, rX¯
′,X¯ t·).
On elements of F(SM,P, X¯ ′), τret is defined in complete analogy.
Remark 2.8. To see that ω′ as defined in Definition 2.7 is a Hadamard two-
point function, we first note that rX¯
′,X¯ t ◦D′⊕ = D⊕ ◦ iX¯,X¯′ , so that ω
′ is
a bi-solution. As the Møller operator commutes with the conjugation, also
(8) holds. Furthermore, ω′ and ω coincide outside the causal future of K.
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In particular, they coincide when restricted to a neighborhood of a Cauchy
surface in the past of K, so that ω′ fulfills (7) and (9) there. As ω′ is a
bisolution and has the correct Cauchy data, it fulfills (7) everywhere. That
(9) holds everywhere follows from arguments given in [5, Sec. 4.2].
Proposition 2.9. The map τ X¯,X¯
′
ret is a ∗-isomorphism, which restricts to a
∗-isomorphism of the algebras of on-shell (quantum) functionals.
Proof. The homomorphism property follows from the form (10) of the ⋆ω
product and the definition of ω′. The isomorphism property follows from the
invertibility of the Møller operator, and the ∗ property by the fact that the
involution ∗ commutes with the Møller operator. Continuity follows from
the Møller operator being continuous. The last statement follows from the
fact that D′⊕(rX¯
′,X¯u) = 0 if and only if D⊕u = 0.
The restriction of τret to on-shell quantum functionals coincides with the
retarded variation employed in [2].
Proposition 2.10. If (SM,P, X¯) and (SM,P, X¯ ′) as above are related by a
morphism χ : (SM,P, X¯ ′)→ (SM,P, X¯) of GSpMan and Φ is a multilocal
on-shell (quantum) field, then
τ X¯,X¯
′
ret (Φ(SM,P,X¯′)(t1, . . . , tk)) = Φ(SM,P,X¯)(χ∗t1, . . . , χ∗tk).
Proof. As a straightforward consequence of (19) and the uniqueness of the
Cauchy problem, rX¯
′,X¯u = χ∗u for D⊕u = 0. Hence, also ω′ = χ∗ω. The
claim then follows from Remark 2.4.
It is convenient to have an infinitesimal version of τret:
Definition 2.11. Let X ∈ P(SM,P ). Choose a smooth family X¯s such
that X¯0 = X¯ and ∂sX¯s|s=0 = X. Given a compatible family Fs of (on-shell)
(quantum) functionals, define
δXretF
.
=
d
ds
τ X¯,X¯sFs|s=0.
As a straightforward consequence of Proposition 2.9, it follows that δret
fulfills, for compatible families F,G of quantum functionals,
δXret(F ⋆ G) = δ
X
retF ⋆ G+ F ⋆ δ
X
retG, (20)
δXretF
∗ = (δXretF )
∗, (21)
where
(F ⋆ G)s
.
= Fs ⋆s Gs, (F
∗)s
.
= F ∗s .
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For fields, yet another way to construct a compatible family of function-
als is possible: Given a k-local (on-shell) (quantum) field Φ and a set of
corresponding test tensors tk ∈ Tc(SM,P, X¯s0), we may define
Φ˜(t1, . . . , tk)s
.
= Φ(SM,P,X¯s)(iX¯s,X¯s0
t1, . . . , iX¯s,X¯s0
tk). (22)
A straightforward consequence of Proposition 2.10 is then:
Lemma 2.12. Let Φ be a multilocal on-shell (quantum) field and χs be a
family of morphisms (SM,P, X¯s)→ (SM,P, X¯) with X¯ = X¯0 and X¯s − X¯
compactly supported. Let X = ∂sX¯s|s=0. Then
δXretΦ˜(t1, . . . , tk) =
∑
j
Φ(SM,P,X¯)(t1, . . . ,LX tj, . . . tk),
where LXt
.
= ddsχs∗(iX¯s,X¯t)|s=0.
In the following, we require a smooth dependence of fields on the back-
ground. Denoting by Φ˜(x)s the distributional kernel of Φ(·)s, consider the
kernel of (iX¯s0 ,X¯s
Φ˜(x)s)k as a distributional section on I×M
k+1. We require
that its wave front set is contained in{
(s, x, x1, . . . , xk;σ, ξ, ξ1, . . . , ξk) ∈ T˙
∗(I ×Mk+1) |
x = x1 = · · · = xk, ξ +
∑
i
ξi = 0, (ξ, ξ1, . . . , ξk) 6= 0
}
.
In the case of an analytic family of analytic backgrounds, the same should
be true for the analytic wave front set, cf. [12, 17].
Knowing that our fields are smooth w.r.t. variations of the background,
we may consider the derivative of fields w.r.t. to such variations:
Definition 2.13. Let X ∈ P(SM,P ). Choose a smooth family X¯s such
that X¯0 = X¯ and ∂sX¯s|s=0 = X. Then the functional differentiation of a
field Φ w.r.t. the background is defined as
Φ
(1)
(SM,P,X¯)
(X, t)
.
= ∂s(iX¯,X¯sΦ˜(t)s)|s=0. (23)
By definition we have that ∂s(iX¯,X¯sΦˇ(SM,P,X¯)(t)s) = 0, cf. Definition 2.6.
An obvious consequence is that
∂s
(
iX¯,X¯s
(
Φ˜(t)s − Φˇ(SM,P,X¯)(t)s
))
|s=0 = Φ
(1)
(SM,P,X¯)
(X, t). (24)
We will impose one more condition on the smoothness of fields: Leav-
ing the two slots for test tensors open, we may consider the kernel of
Φ
(1)
(SM,P,X¯)
(·, ·)k as a distributional section on M
k+2. From (13), it is clear
that it has support on the total diagonal Dk+2. We also require it to have
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finite order and wave front set orthogonal to TDk+2. In particular, Φ
(1)
can be seen as a field, where the test tensor is some linear combination of
∇¯(λ1 . . . ∇¯λr)X ⊗ ∇¯(ρ1 . . . ∇¯ρs)t. We denote this new test tensor by X ∗ t in
the following, so that, when we wish to emphasize that Φ(1) is a field, we
write Φ
(1)
(SM,P,X¯)
(X ∗ t) instead of Φ
(1)
(SM,P,X¯)
(X, t).
Definition 2.14. The current is given by
j(SM,P,X¯)(A)
.
= S
(1)
(SM,P,X¯)
(A, f), (25)
with f chosen to be identical to 1 on the support of A. By the above, this
defines a field. This coincides with (14).
Finally, we want to consider how δXret behaves under scaling, cf. (17).
From the definition of rX¯,X¯
′
and the fact that the Dirac operator scales
under the scaling transformation X¯ → X¯λ = (λ
−2g¯, A¯, λm¯), we conclude
that rX¯,X¯
′
= rX¯λ,X¯
′
λ, and hence
δXretσλ = σλδ
Xλ
ret (26)
on a family of (on-shell) (quantum) functionals compatible with a family of
backgrounds X¯s with X¯0 = X¯λ and ∂sX¯s|s=0 = Xλ = (λ
−2g,A, λm).
2.5 Time-ordered products
In order to describe interacting fields, one has to introduce time-ordered
products. These are natural transformations from F⊗kloc to A
o.s., interpreted
as functors fromGSpMan toVeci, for arbitrary k, fulfilling certain axioms.
By concatenation with fields, the time-ordered products are thus multilocal
on-shell quantum fields.4 The axioms for time-ordered products are [17]:
Starting element: On a c-number functional, i.e., a functional satisfying
F (B) = F0 for all B ∈ ∧E
⊕, T acts as the identity.
Symmetry: Time-ordered products are graded symmetric, i.e.,
T (F1, . . . , Fi, Fi+1, . . . , Fk) = (−1)
|Fi||Fi+1|T (F1, . . . , Fi+1, Fi, . . . , Fk).
Support: suppT (F1, . . . , Fk) ⊂ ∪i suppFi.
Causal factorization: Let Fi, Gj be such that suppFi ∩ J
−(suppGj) = ∅
for all i, j. Then
T (F1, . . . , Fk, G1, . . . Gl) = T (F1, . . . Fk) ⋆ T (G1, . . . Gl).
4For some purposes, it is conventient to consider time-ordered products that map into
the off-shell quantum fields, cf. [4,18], for example. For our purposes, the on-shell quantum
fields are sufficient.
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Scaling: The time-ordered products scale almost homogeneously, i.e., if ap-
plied to fields Φi we have
λ−dΦSλT (Φ1(t1), . . .Φk(tk)) =∑
I0⊔···⊔Ij
(−1)ΠT (ΦI0(tI0), rλ(ΦI1(tI1)), . . . , rλ(ΦIj(tIj ))). (27)
Here the sum is over all partitions of {1, . . . , k} into disjoint subsets,
with Ii 6= ∅ for all i ≥ 1. ΦI stands for the collection of Φi with
i ∈ I, and Π is a combinatorial factor which takes the grades and
permutations of the Φi into account. dΦ is the sum of the scaling
dimensions of the Φi. Finally, rλ are natural transformations from F
⊗m
loc
to Floc, which fulfill the properties of renormalization maps discussed
in Remark 2.15 below, and which are polynomials in log λ.
Microlocal spectrum condition: Let ω be a Hadamard state. Then for
all fields Φi the distributional section ω(T (Φ1(x1), . . . ,Φk(xk)) has a
wave front set contained in CkT ⊂ T
∗Mk, defined through decorated
graphs, cf. [17, 19].
Smoothness: The time-ordered products depend smoothly on the back-
ground fields [17]. Thus, let X¯s depend smoothly on a parameter
s ∈ R. Let ω(s) be a family of Hadamard states on A(SM,P, X¯s),
smoothly depending on s. One then requires that, for all fields Φi,
WF
(
ω(s)
(
T (s)(Φ˜1(x1)s, . . . , Φ˜k(xk)s)
))
⊂
{
(s, σ; {xi, ξi}) ∈ T˙
∗(R×Mk)|({xi, ξi}) ∈ C
k,(s)
T
}
,
where we used (22).
Analyticity: In the case of an analytic spacetime, the time-ordered prod-
ucts depend analytically on the background fields. This is made precise
by a condition analogous to the one for smoothness, cf. [17].
Expansion: The time ordered product commutes with functional differen-
tiation, i.e.,
T (F1, . . . , Fk)
(1)(x) =
k∑
i=1
(−1)
∑i−1
l=1 |Fl|T (F1, . . . , F
(1)
i (x), . . . , Fk).
(28)
Unitarity: We have
T (F1, . . . , Fk)
∗ =
∑
I1⊔···⊔Ij
(−1)k+j+ΠT (F ∗I1) ⋆ · · · ⋆ T (F
∗
Ij ), (29)
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where I1 ⊔ · · · ⊔ Ij denotes all partitions of {1, . . . , k} into nonempty,
pairwise disjoint subsets. T (F ∗I ) stands for T (F
∗
I(i), . . . , F
∗
I(1)) and Π
denotes a combinatorial factor, depending on the grades of the Fi and
the partition, which accounts for the reordering of the Fi on the right
hand side.
Source term: For a linear functional F (B) =
∫
〈f,B1〉(x)dg¯x, with f ∈
D⊕ρ (SM,P ), we have
T (F,F1, . . . , Fk) = F ⋆ T (F1, . . . , Fk)
+ i~
∑
j
(−1)
∑j−1
l=1 |Fl|T (F1, . . . , F
(1)
j (S
⊕
retf), . . . , Fk). (30)
Given a parametrix H, the map αH defined in (16) defines time-ordered
products for k = 1.
We note that condition (30) corresponds to axiom T11a of [2]. It implies
the axiom of the field equation, which was used in [3]. The proof that it can
be fulfilled by a redefinition of the time-ordered products proceeds as in the
scalar case, cf. [2, Section 6.1].
Remark 2.15. The time-ordered products are not unique. Given time-
ordered products T , one can define new ones, T ′, by
T ′(F1, . . . , Fk) =
∑
I0⊔···⊔Ij
(−1)ΠT (FI0 , r
|I1|(FI1), . . . , r
|Ij|(FIj )),
where we used the same notation as in (27) and rk, k ≤ 1 are natural
transformations from F⊗kloc to Floc. They are at least of first order in ~,
lower the degree in the total grade by even numbers, and fulfill Symmetry,
Support, Scaling, Expansion. As we can see a local functional as a field,
we may write, for arbitrary fields Φi,
rk(Φ1(x1), . . . ,Φk(xk)) =
∫
Ck(x, x1, . . . xk)Φ(x)dg¯x,
where Φ is a field and C a distributional section on Mk+1, supported on
Dk+1. Of course both C and Φ depend on the Φi. In order to ensure the
Microlocal spectrum condition, we require
WF(Ck) ⊥ TDk+1.
In order to ensure Smoothness, one requires that for smooth variations X¯s
of the background field,
WF(Csk(x, x1, . . . , xk)) ⊥ T (I ×Dk+1),
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where I is the interval on which s is varied. Analogously, one defines the
Analyticity condition. To ensure Starting element, r1 has to vanish on
c-number functionals, and to ensure Unitarity one requires
rk(F1, . . . , Fk)
∗ = (−1)k+1rk(F ∗k , . . . F
∗
1 ).
Finally, to preserve Source term, one requires rk to vanish if one of its
entries is a linear functional. This exhausts the renormalization freedom of
time-ordered products [14].
Given an interaction Lagrangean Sint, i.e., a field Sint
(SM,P,X¯)
(f) for f ∈
C∞c (M), one can define interacting (multilocal) quantum fields as follows:
One first restricts attention to an open causally convex region O ⊂ M and
to test sections t supported inside O. One then chooses a test function h,
which is identical to 1 on the closure of O, and sets, for arbitrary fields Φ,
(ΦSint(h))(SM,P,X¯)(t)
.
=
∞∑
k=0
ik
~kk!
R(Φ(SM,P,X¯)(t);S
int
(SM,P,X¯)(h), . . . , S
int
(SM,P,X¯)(h)︸ ︷︷ ︸
k times
),
where the retarded product R is defined by
R(eiF ; eiG)
.
= T (eiG)⋆−1 ⋆ T (ei(F+G)), T (eiF )
.
=
∞∑
k=0
ik
k!
T (F, . . . , F︸ ︷︷ ︸
k times
). (31)
The definition (31) has to be understood in the sense of formal power series
in F and G. The interacting quantum field is a formal power series in Sint
(and also ~). The algebra ASint(O) generated by the (ΦSint(h))(SM,P,X¯)(t)’s
does not depend on the choice of the cut-off function h. By taking the
inductive limit O →M , one obtains the full interacting algebra, cf. [19] for
details. This is the algebraic adiabatic limit. Time-ordered products taking
values in ASint(O) can be defined by
TSint(F1, . . . , Fk)
.
=
∞∑
j=0
ij
~jj!
R(F1, . . . , Fk;S
int(h), . . . , Sint(h)︸ ︷︷ ︸
j times
),
where the Fi are supported in O.
3 The principle of perturbative agreement
The principle of perturbative agreement requires that it does not matter
whether one puts parts of the free Lagrangean into the interaction La-
grangean. This means that, for arbitrary local functionals Fi ∈ Floc(SM,P, X¯),
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and arbitrary background fields X¯ , X¯ ′, differing in a compactly supported
region, one has
τ X¯,X¯
′
ret T(SM,P,X¯′)(iX¯′,X¯F1, . . . , iX¯′,X¯Fk)
= R(SM,P,X¯)(F1, . . . , Fk; e
i(SX¯′−SX¯)/~). (32)
Here we used the identification of elements of F(SM,P, X¯ ′) and F(SM,P, X¯)
introduced in Section 2.4.
As such, the above equation is not meaningful, as the r.h.s. is a formal
power series in SX¯′−SX¯ , whereas the l.h.s. is not. To cure this, we consider
the infinitesimal version:
δXretT (Fˇ1, . . . , Fˇk) = i~
−1R(F1, . . . , Fk;S
(1)(X, f)),
where on the r.h.s. one chooses an arbitrary f which is equal to 1 on suppX.
Using (24), we may write this for fields in a form similar to the one used
in [2]:
δXretT (Φ˜1(t1), . . . , Φ˜k(tk)) = i~
−1R(Φ1(t1), . . . ,Φk(tk);S
(1)(X, f))
+
∑
j
T (Φ1(t1), . . . ,Φ
(1)
j (X, tj), . . . ,Φk(tk)).
For variations of the gauge background, this means
δAretT (Φ˜1(t1), . . . , Φ˜k(tk)) = i~
−1R(Φ1(t1), . . . ,Φk(tk); j(A))
+
∑
j
T (Φ1(t1), . . . ,Φ
(1)
j (A, tj), . . . ,Φk(tk)). (33)
Remark 3.1. Often, we will be considering gauge transformations, i.e., A =
d¯c, c ∈ Γ∞c (M,E
0), and make use of Lemma 2.12. In that case, the family
of morphisms maps the background connection5 A¯+ sd¯c to the background
connection A¯, i.e., χs performs the gauge transformation A¯+ sd¯c→ A¯. The
corresponding push-forward action on test tensors is χs∗t = t+ sρ(c)t, i.e.,
we define Lct
.
= ρ(c)t. For a k-local field Φ we define
∂cΦ(t1, . . . , tk)
.
= Φ(1)(d¯c, t1, . . . , tk), (34)
which is a k + 1-local field.
5For nonabelian gauge groups, the family χs of gauge transformations generated by A =
d¯c is not affine linear in s. However, for the present purposes only the linear component
matters, so we stick to this inaccurate notation.
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3.1 Current conservation
In [2] it was shown that the principle of perturbative agreement for variations
of the metric background implies the conservation of the stress-energy ten-
sor. We want to perform the corresponding analysis for the gauge current.
We define the field
(δ¯j)(SM,P,X¯)(c)
.
= j(SM,P,X¯)(d¯c), c ∈ Γ
∞
c (M,E
0). (35)
It is easily checked that as an element of F(SM,P, X¯), this vanishes on
all on-shell configurations. As the grade of this functional is 2, it follows
that its image under T , i.e., αH , cf. (16), is a c-number. The principle of
perturbative agreement implies a Ward identity for δ¯j:
Proposition 3.2. If G is semisimple and (33) holds, then for arbitrary
fields Φi,
i~−1T (Φ1(t1), . . . ,Φk(tk), (δ¯j)(c)) =∑
j
T (Φ1(t1), . . . , (Φj(Lctj)− Φ
(1)
j (d¯c, tj)), . . .Φk(tk)). (36)
This also holds if G is not semisimple but
T ((δ¯j)(c)) = 0, (37)
for all c ∈ Γ∞c (M,E
0).
Proof. The proof closely follows the proof of [2, Thm 5.1]. We begin by
showing (37) for semisimple G. We consider an infinitesimal gauge trans-
formation A = d¯c′, with c′ ∈ Γ∞c (M,E
0). It follows from Lemma 2.12,
Remark 3.1 and the fact that T applied to a field yields a quantum field
that
δd¯c
′
retT ((
˜¯δj)(c)) = T ((δ¯j)(c′ ∧ c)).
On the other hand, from (33), we have
δd¯c
′
retT ((
˜¯δj)(c)) = i~−1R((δ¯j)(c); (δ¯j)(c′)) + T ((δ¯j)(1)(d¯c′, c))
We now interchange the role of c and c′ and subtract the resulting identity.
We obtain
2T ((δ¯j)(c′ ∧ c)) = i~−1R((δ¯j)(c); (δ¯j)(c′))− i~−1R((δ¯j)(c′); (δ¯j)(c))
+ T ((δ¯j)(1)(d¯c′, c)) − T ((δ¯j)(1)(d¯c, c′)) (38)
For the first two terms on the r.h.s., we get
i~−1[T ((δ¯j)(c)),T ((δ¯j)(c′))]⋆.
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This is a commutator of c-numbers, so it vanishes. The last two terms in
(38) yield
T (∂c′∂cS(f)− ∂c∂c′S(f)) = T (∂c′∧cS(f)),
where we choose f to be equal to one on the intersection of the supports of
c and c′. We used the notation (34) and computed, for some functional F
of the background connection, in local coordinates,
∂c′∂cF [A¯µ] = ∂c′
d
dtF [A¯µ + t∂µc+ t[A¯µ, c]]|t=0
= dds
d
dtF [A¯µ + s∂µc
′ + s[A¯µ, c
′] + t∂µc+ t[A¯µ + s∂µc
′ + s[Aµ, c
′], c]]|s=t=0.
Taking the difference with ∂c∂c′F [A¯] yields [∂c′ , ∂c] = ∂c′∧c. Hence, (38)
gives
T ((δ¯j)(c′ ∧ c)) = 0.
As by assumption g is semisimple, (37) follows.
It remains to prove (36). Using Lemma 2.12, Remark 3.1, and (33) for
A = d¯c, we obtain∑
j
T (Φ1(t1), . . . , (Φj(Lctj)− Φ
(1)
j (d¯c, tj)), . . .Φk(tk))
= i~−1R(Φ1(t1), . . . ,Φk(tk); (δ¯j)(c)),
so that, using
R(Φ1(t1), . . . ,Φk(tk);Ψ(t)) = T (Φ1(t1), . . . ,Φk(tk),Ψ(t))
− T (Ψ(t)) ⋆ T (Φ1(t1), . . . ,Φk(tk)) (39)
and (37), we obtain (36).
Remark 3.3. We may define the gauge transformation on a functional F by
(LcF )(B)
.
= F (LcB),
where, as in Remark 3.1, LcB = ρ(c)B. For a field Φ, we have
Φ(Lct) + Lc(Φ(t))− Φ
(1)(d¯c, t) = 0.
Hence, we may write (36) in a form more similar to [2, Thm. 5.1] as
i~−1T (Φ1(t1), . . . ,Φk(tk), (δ¯j)(c)) =
−
∑
j
T (Φ1(t1), . . . ,Lc(Φj(tj)), . . .Φk(tk)).
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As shown in [3], the parametrix can be chosen such that (37) holds.
Then the remaining ambiguity in the parametrix consists of changes that
modify j by adding a locally and covariantly constructed covector j′ that is
conserved, δ¯j′ = 0. The only such covector is the current j¯ responsible for
the background field. In particular, the current is unique in the absence of
background currents.
Analogously to the metric variations [2, Thm. 5.3], there is also a Ward
identity for the interacting field. One defines the current as
jint(SM,P,X¯)(A)
.
= (S + Sint)(1)(A, f)
with A ∈ Γ∞c (M,E
1) and f = 1 on suppA. Its divergence δ¯jint is defined
as in (35). Then we have:
Proposition 3.4. If (33) and (37) holds, then for arbitrary fields Φi,
i~−1TSint(Φ1(t1), . . . ,Φk(tk), (δ¯j
int)(c)) =
−
∑
j
TSint(Φ1(t1), . . . ,LcΦj(tj), . . .Φk(tk)). (40)
Proof. We proceed as in [2, Thm. 5.3]. We first show the result for the case
k = 0. However, to facililate the proof for other k, we allow for localized
sources in the interaction Lagrangean, i.e., we allow for
Sˆint(f, t1, . . . , tk) = S
int(f) + Φ1(t1) + · · ·+Φk(tk),
where Sint is as before and the test tensors ti are arbitrary. Note that
Sˆint is a sum of fields. Let us for simplicity assume that Sint and the Φi
have even grade. The changes necessary to account for generic grades are
straightforward. By Proposition 3.2, we have
i~−1T (Sˆint(f, t), . . . , Sˆint(f, t)︸ ︷︷ ︸
l times
, (δ¯j)(c)) =
− lT
((δ¯jint)(c)− (δ¯j)(c) +∑
i
LcΦi(ti)
)
, Sˆint(f, t), . . . , Sˆint(f, t)︸ ︷︷ ︸
l−1 times
 ,
where Sˆint(f, t) stands for Sˆint(f, t1, . . . , tk). It follows that
∞∑
l=0
il
l!~l
T ((δ¯jint)(c), Sˆint(f, t), . . . , Sˆint(f, t)︸ ︷︷ ︸
l times
)
= −
∞∑
l=0
il
l!~l
∑
i
T (LcΦi(ti), Sˆ
int(f, t), . . . , Sˆint(f, t)︸ ︷︷ ︸
l times
).
With k = 0, this proves (40) for k = 0, namely the vanishing of the diver-
gence of the interacting current. The general result follows from replacing
Φi(ti) by λiΦi(ti) and evaluating the derivatives w.r.t. all λi at zero.
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3.2 The background field method
Let us now discuss an application of perturbative agreement, namely the
background field method. In [3] it was already used to compute the fermion
contribution6 to the renormalization group flow at the one-loop level. Con-
cretely, we split the gauge connection into a background A¯ and a pertur-
bation A. The Dirac Lagrangean at first order in A is just j(A), which is
now seen as an interaction term for A. However, as we are only interested
in the fermion contribution, we may consider A as parameter, instead of a
field. We compute the renormalization group flow of this term by the scaling
behavior, cf. [20]. This gives the renormalization group flow at first order in
A, which was computed to be [3]
rλ(j(A)) ∝ ~
∫
〈d¯A, F¯ 〉(x)dg¯x. (41)
Here F¯ is the curvature of the background connection, and the pairing on
sections of Ek is fiberwisely defined by
〈[p, ξ]⊗ω, [p, η]⊗ ν〉 = κ(ξ, η)〈ω, ν〉g¯ , p ∈ SM +P, ξ, η ∈ g, ω, ν ∈ Ω
k
π(p).
Here κ is the Killing form and 〈·, ·〉g¯ is the pairing of forms induced by the
metric g¯. Assuming that the flow does not depend on the splitting into A¯
and A, i.e., only depends on A¯ + A, this gives the renormalization group
flow to all orders of A, namely the Yang–Mills action. It remains to show
that this assumption is justified. Not surprisingly, it is a consequence of
perturbative agreement. To see this, we recall [20] that the renormalization
group flow of the S matrix for an interaction term Sint is determined by
rλ(e
iSint/~), where rλ are the renormalization maps appearing in (27). We
now have the following:
Proposition 3.5. rλ(j(A)
k) is a c-number field, which, if (33) is fulfilled,
satisfies
rλ(e
ij(A)/~)(1)(A′) = i~−1
(
rλ(e
ij(A)/~, j(A′))− rλ(j(A
′))
)
. (42)
Proof. To see that rλ(j(A)
k) is a c-number field, recall that rλ fulfills the
requirements discussed in Remark 2.15. In particular, it vanishes if one of
the arguments is a linear field and fulfills Expansion. As j(A) is quadratic,
it follows that the functional derivative of rλ(j(A)
k) vanishes, i.e., it is a
c-number.
In order to prove the second statement, we note that, as a consequence
of the scaling formula (27), we have, with Aλ
.
= λnA,
SλT
(
eij(A)/~
)
= T
(
exp
(
ij(Aλ)/~+ rλ(e
ij(Aλ)/~)
))
. (43)
6By this we mean, in the usual Feynman graph notation, that all internal lines are
fermions.
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Furthermore, by (33),
δA
′
retT
(
ei˜(A)/~
)
= i~−1R
(
exp (ij(A)/~) ; j(A′)
)
,
where we used that the j(A) are independent of the background connection.
Using (39) and
T
(
eij(A)/~, j(A′)
)
= −i~
d
ds
T
(
eij(A+sA
′)/~
)
|s=0,
we obtain
SλR
(
eij(A)/~; j(A′)
)
= T
(
exp
(
ij(Aλ)/~+ rλ(e
ij(Aλ)/~)
)
, j(A′λ)
)
+ T
(
exp
(
ij(Aλ)/~+ rλ(e
ij(Aλ)/~)
)
, rλ(e
ij(Aλ)/~, j(A′λ))
)
−
(
T (j(A′λ)) + rλ(j(A
′
λ))
)
⋆ T
(
exp
(
ij(Aλ)/~+ rλ(e
ij(Aλ)/~)
))
,
and hence
− i~Sλδ
A′
retT
(
ei˜(A)/~
)
= R
(
exp
(
ij(Aλ)/~+ rλ(e
ij(Aλ)/~)
)
, j(A′λ)
)
+
(
rλ(e
ij(Aλ)/~, j(A′λ))− rλ(j(A
′
λ))
)
T
(
exp
(
ij(Aλ)/~+ rλ(e
ij(Aλ)/~)
))
.
(44)
On the other hand, due to (33) and (43), we have
δ
A′λ
retSλT
(
ei˜(A)/~
)
= i~−1R
(
exp
(
ij(Aλ)/~+ rλ(e
ij(Aλ)/~)
)
, j(A′λ)
)
+ rλ(e
ij(Aλ)/~)(1)(A′λ)T
(
exp
(
ij(Aλ)/~ + rλ(e
ij(Aλ)/~)
))
. (45)
It follows from (18) and (26) that
δAλretSλ = Sλδ
A
ret,
which proves (42) upon comparison of (44) and (45).
Using the definition (23) of the derivative of a field w.r.t. the background
geometry, we may write (42) as
d
ds iX¯,X¯−sA′ r˜λ(e
ij(A+sA′)/~)|s=0 = i~
−1rλ(j(A
′)).
Hence, we may compute the renormalization group flow of the interaction
term j(A) due to the fermions as
rλ,A¯(e
ij(A)/~) =
∫ 1
0
d
dt iX¯,X¯+(1−t)Ar˜λ,A¯+(1−t)A(e
ij(tA)/~)|t=sds
= i
∫ 1
0
〈(d¯ + sA∧)A, F¯ + sd¯A+ s
2
2 A ∧A〉ds,
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where we used (41) and F [A¯ + A] = F¯ + d¯A + 12A ∧ A. Carrying out
the integration, we obtain 12(〈F [A¯+A], F [A¯+A]〉 − 〈F¯ , F¯ 〉), i.e., the Yang-
Mills action, up to an A-independent term. Hence, one can infer the fermion
contribution to the renormalization group flow from the flow at first order in
A. We note that the latter is given by a coinciding point limit of Hadamard
coefficients [3]. These also appear in the heat kernel expansion (as Seeley-de
Witt coefficients), which establishes a relation to the heat kernel method.
3.3 Fulfillment of perturbative agreement
We now want to investigate whether the principle of perturbative agreement
can be satisfied. We proceed analogously to [2]. There, one defines the
deviation
Dk(A, t1, . . . , tk)
.
= δAretT (Φ˜1(t1), . . . , Φ˜k(tk)) (46)
− i~−1R(Φ1(t1), . . . ,Φk(tk); j(A))
−
∑
j
T (Φ1(t1), . . . ,Φ
(1)
j (A, tj), . . . ,Φk(tk)).
and then proceeds inductively in the total grade N of the fields Φi. For
N = 0, only k = 0 is nontrivial, but D0 = 0 identically. One assumes that
Dk = 0 for all fields with total grade smaller than N . The idea is then to
modify the time-ordered product T (Φ1(t1), . . . ,Φk(tk), j(A)) appearing in
the second term on the r.h.s. such that the modified Dk vanishes. Such a
modification is only possible if the Dk fulfill a couple of properties, cf. the
discussion of the renormalization freedom in Remark 2.15. We proceed in
close analogy to [2], only highlighting the differences.
As in [2], one shows that Dk is a c-number supported on the total di-
agonal Dk+1. It is local and covariant, scales almost homogeneously, and
vanishes if one of the Φi is a linear field. We also have
Dk(A, t1, . . . , tk) = (−1)
k+1D∗k(A, t
∗
k, . . . , t
∗
1),
where D∗k(A, t
∗
k, . . . , t
∗
1) is defined as in (46), but with Φ1(t1), . . . ,Φk(tk)
replaced by Φk(tk)
∗, . . . ,Φ1(t1)
∗. This follows from the commutation of
δAret with the adjoint, cf. Proposition 2.9, Unitarity of the time-ordered
products, and the fact that for lower total grade we have Dk = 0.
The next step is to show that
WF(Dk)|Dk+1 ⊥ TDk+1. (47)
Furthermore, Dk depends smoothly and (if applicable) analytically on the
background fields, i.e., for a smooth (analytic) family P ∋ s 7→ X¯s of back-
grounds, with P a finite dimensional parameter space, we have
WF(Dsk)|P×Dk+1 ⊥ T (P ×Dk+1). (48)
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For the second and third term in Dk, this follows from the properties of
the retarded product. For the first term, one restricts to a sufficiently small
neighborhood of Dk+1, where one can write
T (Φ1(t1), . . . ,Φk(tk)) =∫
w(y1, . . . , yk;x1, . . . xN ) :Ψ(x1) . . .Ψ(xN ):H
∏
i
dg¯xi
∏
j
t(yj)dg¯yj,
where :·:H denotes Hadamard normal ordering [2, 3], and w is a distribu-
tional section. Ψ stands for either ψ or ψ+ in the notation used in (15).
The dependence on the background resides in w and the Hadamard normal
ordered product. The variation w.r.t. the background thus gives two terms,
one from the variation of w and one from the variation of the normal ordered
product.7 Both fulfill the conditions (47) and (48) independently. Let us
first discuss the variation of the normal ordered product. As the treatment
in [2, Section 6.2.5] contains a few mistakes, we sketch how to correct these
and how to implement the changes necessary to treat Dirac spinors. For the
wave front set of w, one knows from theMicrolocal spectrum condition
that
WF(w)|Dk ⊂
{(y, p1; . . . y, pk;x1, k1; . . . xN , kN )|xi = y ∀i,
∑
pi +
∑
kj = 0}. (49)
In order to treat the variation of the Hadamard normal ordered product,
one evaluates it in a suitable family ωs of quasi-free Hadamard states (whose
two-point functions will be denoted by the same symbol). Pick a Hadamard
two-point function ω for s = 0 and define the corresponding family ωs as in
Definition 2.7. Define
ds
.
= ωs −Hs,
where Hs is the parametrix for the background X¯s. Then
ω
(
τ X¯,X¯sret :Ψ(x1) . . .Ψ(xN ):Hs
)
=
∏
pairs ij
ds(xi, xj),
so that the part of the variation of ω(T (Φ1(t1), . . . ,Φk(tk))) that comes from
the variation of the Hadamard ordered products can be written as∫
w0(y1, . . . , yk;x1, . . . xr)∂s
∏
pairs ij
ds(xi, xj)|s=0
∏
i
dg¯xi
∏
j
t(yj)dg¯yj.
7For metric variations, also the volume elements have to be varied, leading to δ(yj , y)
or δ(xi, y) above. Knowing the wave front set of w and the Hadamard ordered product,
this fulfills (47) and (48).
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If X is the infinitesimal variation corresponding to X¯s, then one defines
(δd)(X,u1 , u2)
.
= ∂sds(u1, u2)|s=0.
According to the above, the wave front set of δd at the diagonal is crucial
for the determination of the wave front set of Dk. It is characterized by the
following lemma, which corresponds to [2, Lemma 6.2]:
Lemma 3.6. For a sufficiently small causal domain U ⊂M , with the sup-
port K of the background variation contained in U , ds(x1, x2) is jointly
smooth in (s, x1, x2) for xi ∈ U . Furthermore,
WF(δd)|D3 ⊂ {(y, p;x1, k1;x2, k2)|y = x1 = x2, p+ k1 + k2 = 0}. (50)
A causal domain is a globally hyperbolic open subset, whose closure is
contained in a geodesically convex region. As the proof given in [2] contains
a mistake, we provide a corrected proof in Appendix A. It also includes the
changes that are necessary to treat the Dirac equation instead of the Klein-
Gordon equation. With this lemma and the knowledge about the wave front
set of w0, cf. (49), it is then straightforward to prove (47) and (48). For the
treatment of the variation of w, we refer to [2, Section 6.2.5], noting however
that there equation (238) has to be corrected, analogously to the correction
of equation (230) that we give in (72).
The next step is to show that the Dk are symmetric if one of the fields
is the current, i.e., for Φ1 = j,
Dk(A1, A2, t2, . . . , tk)−Dk(A2, A1, t2, . . . , tk) = 0. (51)
In fact, it will turn out that the problem can be reduced to the case k = 1.
We denote the l.h.s. of this equation for k = 1 by E(A1, A2). We have
E(A1, A2) = δ
A1
retT (˜(A2))− δ
A2
retT (˜(A1)) + i~
−1[T (j(A1)),T (j(A2))], (52)
where we used that S(2)(A1, A2, f) is symmetric in A1, A2 (in fact, for the
Dirac field S is linear in the connection, so the second derivative vanishes
anyway).
Proposition 3.7. If E vanishes and Dj vanishes for all j and all total
grades N ≤
∑k
i=2 |Φi|, then (51) is fulfilled for all k.
Proof. The statement is only nontrivial for k ≥ 2. In that case, we have
(51) = δA1retT (˜(A2), Φ˜2(t2), . . . , Φ˜k(tk))− (1↔ 2) (53)
− i~−1R(j(A2),Φ2(t2), . . . ,Φk(tk); j(A1))− (1↔ 2) (54)
−
k∑
j=2
T (j(A2),Φ2(t2), . . . ,Φ
(1)
j (A1 ∗ tj), . . . ,Φk(tk))− (1↔ 2), (55)
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where we again used that S(2)(A1, A2, f) is symmetric in A1, A2. We may
replace the second line by
(54) = i~−1T (j(A1)) ⋆ T (j(A2),Φ2(t2), . . . ,Φk(tk))− (1↔ 2). (56)
The first line may be rewritten as
(53) = δA1retR(Φ˜2(t2), . . . , Φ˜k(tk); ˜(A2))− (1↔ 2) (57)
+ δA1ret(T (˜(A2)) ⋆ T (Φ˜2(tk), . . . , Φ˜k(tk)))− (1↔ 2). (58)
Due to the assumption on the vanishing of Dj , (57) can be rewritten as
(57) = −i~δA1retδ
A2
retT (
˜˜Φ2(t2), . . . ,
˜˜Φk(tk))− (1↔ 2) (59)
+ i~
k∑
j=2
δA1retT (Φ˜2(t2), . . . , Φ˜
(1)
j (A2 ∗ tj), . . . , Φ˜k(tk))− (1↔ 2). (60)
Here ˜˜Φ denotes the two-parameter family corresponding to variations along
A1 and A2. The retarded variations commute, so that the first line (59)
vanishes. The line (58) may be expanded by the Leibniz rule (20) to
(58) = δA1retT (˜(A2)) ⋆ T (Φ2(t2), . . . ,Φk(tk))− (1↔ 2) (61)
+ T (j(A2)) ⋆ δ
A1
retT (Φ˜2(t2), . . . , Φ˜k(tk))− (1↔ 2). (62)
Using again the assumption on the Dj , (62) can be written as
(62) = i~−1T (j(A2)) ⋆R(Φ2(t2), . . . ,Φk(tk); j(A1))− (1↔ 2) (63)
+ T (j(A2)) ⋆
k∑
j=2
T (Φ2(t2), . . . ,Φ
(1)
j (A1 ∗ tj), . . .Φk(tk))− (1↔ 2).
(64)
Now (56) and (63) add up to
(56) + (63) = −i~−1[T (j(A2)),T (j(A1))] ⋆ T (Φ2(t2), . . . ,Φk(tk)). (65)
Again using the vanishing of the Dj, (60) is
(60) = −
k∑
j=2
R(Φ2(t2), . . . ,Φ
(1)
j (A2 ∗ tj), . . . ,Φk(tk); j(A1))− (1↔ 2),
(66)
where we used the commutativity of the derivative w.r.t. the background
field. Now (66) and (64) add up to
(66)+(64) = −
k∑
j=2
T (j(A1),Φ2(t2), . . . ,Φ
(1)
j (A2 ∗ tj), . . . ,Φk(tk))− (1↔ 2),
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which cancels (55). The remaining terms (61) and (65) give
(51) = E(A1, A2) ⋆ T (Φ2(t2), . . . ,Φk(tk)),
which vanishes by the hypothesis.
Hence, it remains to show that E = 0, which turns out to be a conse-
quence of current conservation:
Proposition 3.8. For n ≤ 4, if T ((δ¯j)(c)) = 0, then E = 0.
Proof. Set A1 = A, A2 = d¯c. By Lemma 2.12, we have
δd¯cretT (˜(A)) = T (j(c ∧A)).
Furthermore,8
δAretT (˜(d¯c)) = δ
A
retT ((
˜¯δj)(c)) − T (j(A ∧ c)).
If T ((δ¯j)(c)) = 0, then the first term on the r.h.s. vanishes. Also the com-
mutator term in (52) vanishes, so that
E(A, d¯c) = 0 ∀A ∈ Γ∞c (M,E
1), c ∈ Γ∞c (M,E
0). (67)
On the other hand, from the above we know that E is given by
E(A1, A2) =
R∑
r=0
∫
A1
I
µ(x)∇¯(λ1 . . . ∇¯λr)A2
J
ν (x)C
µνλ1...λr
IJ (x)dg¯x− (1↔ 2)
(68)
for some locally and covariantly constructed Cµνλ1...λrIJ of scaling dimension
n and a finite R. Here I, J are indices labelling a basis of g. Without loss of
generality, we may assume that Cµνλ1...λrIJ is symmetric in the λi and that
Cµνλ1...λrIJ = −(−1)
rCνµλ1...λrJI , (69)
as, by starting at r = R, we may recursively cancel the (anti-) symmetric
component for even (odd) r by partial integration. And for r = 0, the
symmetric part cancels anyway. Using (69), differentiation of (67) w.r.t.
AIµ(x) yields
R∑
r=0
∇¯(λ1 . . . ∇¯λr)∇¯νc
J(x)Cµνλ1...λrIJ (x)
+ ∇¯(λ1 . . . ∇¯λr)(∇¯νc
J (x)Cµνλ1...λrIJ (x)) = 0.
8Note that on the l.h.s. the background connection in δ¯ is not varied, contrary to the
first term on the r.h.s. This is corrected for by the second term on the r.h.s.
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We may choose cJ such that ∇¯ρ1 . . . ∇¯ρlc
J(x) = 0 for all l ≤ R, and the
symmetric parts of ∇¯ρ1 . . . ∇¯ρR+1c
J (x) can be chosen independently. Hence,
C
µ(νλ1...λR)
IJ = 0. (70)
In particular, this already excludes R = 0.
Let us discuss the possibility to construct such tensors C for dimensions
n ≤ 4. As we have 2 + r upper indices, we need at least 1 + ⌈r/2⌉ inverse
metrics9 (⌈m⌉ denoting the smallest number greater or equal to m). These
have at least scaling dimension 2(1 + ⌈r/2⌉). Hence, for n = 2, only R = 0
is possible, which we already excluded. The same applies to n = 3. For
n = 4, R = 0 is already excluded, and R = 1 would require the existence of
a covariant tensor of rank 3 and scaling dimension 4, which does not exist.
Hence, R = 2 remains. But due to the scaling condition, only the Killing
form κIJ and g
µν can be used. Hence, the most general form of C is
Cµνλ1λ2IJ = κIJ
(
c1g
µνgλ1λ2 + c2g
µλ1gνλ2 + c3g
µλ2gνλ1
)
.
Now (69) requires c1 = 0 and c2 = −c3. On the other hand, symmetry in
the λ’s requires c2 = c3, so C = 0.
Remark 3.9. In the case of metric variations, it is claimed in [2, Section 6.2.6]
that the analogous statement is true independently of the dimension. How-
ever, the proof seems to contain a gap,10 related to the fact that in (70), we
can only make statements about the symmetrization in (νλ1 . . . λR) instead
of symmetrization in (λ1 . . . λR). A thorough investigation of the “back-
ground cohomology” introduced in [2] might be helpful in overcoming the
restriction on the dimension.
It now remains to redefine the time-ordered product in order to achieve
Dk = 0. Assume that G is simple. We may also assume that ρ is non-
trivial, as otherwise all requirements are trivially fulfilled. In that case, the
quadratic form 〈λ, λ′〉 = trV (ρ(λ)ρ(λ
′)) on g is a multiple of the Killing form
κ. Hence, we may set
rk+1[ψ+αaψ
βb,Φ1, . . . ,Φk] = ic
′
ρ,nDk(Φ1, . . . ,Φk)µIκ
IJTJ
b
aγ
µβ
α,
where α, β are spinor indices, a, b gauge indices, I, J Lie algebra indices, TJ
the generator in the representation ρ, and κIJ is the inverse of the Killing
form. c′ρ,n is an appropriate normalization factor which depends on the
representation ρ and the dimension n. Here we used the symbolic nota-
tion employed in (15). By the above, we have fulfilled Starting element,
9As the model is parity even, we exclude the completely antisymmetric tensor.
10In the absence of coupling constants of negative mass dimension, one can invoke
dimensional arguments to fix this gap for n ≤ 4, analogously to the above.
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Symmetry, Support, Scaling, Source term, Unitarity, Microlocal
spectrum condition, Smoothness, and Analyticity, cf. Remark 2.15.
Expansion can be fulfilled by adapting the rk+1 for higher grades, cf. [2].
The same procedure applies for G = U(1), where κ above is replaced by
κ(λ, λ′) = λλ′ with λ, λ′ ∈ iR. Hence, we have shown the following:
Proposition 3.10. Let n ≤ 4 and G = G1 × · · · × Gr × U(1)
l, where the
Gi are simple. Then the time-ordered products can be defined such that (33)
holds.
Remark 3.11. For chiral models, this does in general not hold, as it may not
be possible to define the parametrix such that (37) holds, cf. [3]. If, however,
the gauge group and representation is such that (37) can be fulfilled, then
also the principle of perturbative agreement can be fulfilled, as at no other
place we made any use of the fact that we were dealing with Dirac instead
of chiral fields.11
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A A smoothness result
Proof of Lemma 3.6. As ωs is a bi-solution, we have
ds(D
⊕
s u1, u2) = −Hs(D
⊕
s u1, u2) = G
1
s(u1, u2),
ds(u1,D
⊕
s u2) = −Hs(u1,D
⊕
s u2) = G
2
s(u1, u2),
ds(D
⊕
s u1,D
⊕
s u2) = −Hs(D
⊕
s u1,D
⊕
s u2) = G
3
s(u1, u2).
As Hs is a bi-solution modulo C
∞, the Gis are smooth in x1, x2. From the
Hadamard recursion relations that determine H up to smooth terms, cf. [3],
it follows that they are jointly smooth in (s, x1, x2). Furthermore, if K is the
11In the proof of Lemma 3.6, we used the Dirac equation, but a similar argument should
hold for any wave equation with a well-posed Cauchy problem. Furthermore, in the proof
of Proposition 3.8, we excluded the antisymmetric tensor for simplicity, but at least for
n ≤ 4 its inclusion would not change the conclusion.
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support of the perturbation, then ds is independent of s on any geodesically
convex open set which does not intersect J+(K), by construction. Now
choose two Cauchy surfaces S± of U such that J
±(K) ∩ S∓ = ∅. For
ui ∈ D
⊕, supported in N
.
= J+(S−) ∩ J−(S+), consider
d(u1, u2) = d(χNu1, χNu2) = d(χND
⊕S⊕advu1, χND
⊕S⊕advu2),
where χN is the characteristic function of N and d,D
⊕, S⊕adv depend on s.
Using integration by parts, we obtain
d(u1, u2) = G
3(χNS
⊕
advu1, χNS
⊕
advu2) +G
1(χNS
⊕
advu1, δS−n · γS
⊕
advu2)
+G2(δS−n · γS
⊕
advu1, χNS
⊕
advu2) + d(δS−n · γS
⊕
advu1, δS−n · γS
⊕
advu2),
(71)
where δS− denotes the restriction of the integration to S
−, and n is the
corresponding normal vector. As ds is jointly smooth in (x1, x2) for fixed
s and independent of s in a neighborhood of S− × S−, the wave front set
of d (as a function of (s, x1, x2)) has no intersection with S
− × S−. It now
follows from
WF(S⊕,sadv) ⊂ {(s, t;x1, k1;x2, k2)|(x1, k1) ∼s (x2,−k2), x1 ∈ J
−
s (x2)}
that WF(χN (x1)S
⊕
adv(x1, x2)) does not contain elements with k1 = 0, so
with the smoothness of Gi and the wave front set calculus [12] we conclude
that WF(d) is empty, so d is jointly smooth in (s, x1, x2).
In order to restrict the wave front set of δd, we first determine the wave
front set of δGi (which is defined analogously to δd). Explicit calculation
shows that Gi(x1, x2) is a series in Hadamard coefficients Vk(x1, x2), possibly
acted upon with D⊕1 or D
⊕
2 , and multiplied with nonnegative powers of the
squared geodesic distance Γ(x1, x2). For both Vk and Γ, one has to integrate
the geometric data along the unique geodesic connecting x1 and x2. Hence,
for the wave front set of δΓ, δVk, we have to determine the wave front set of∫ 1
0
δ(y, zx1 ,x2(s))ds,
where zx1,x2 : [0, 1] → M is the unique geodesic from x1 to x2. To do so,
consider the wave front set of δ(y, zx1,x2(s)) as a distribution in (s, y, x1, x2)
and then use the wave front set calculus to determine the wave front set of
its convolution with ϑ(s)ϑ(1 − s), ϑ being the Heaviside distribution. We
obtain, by employing Riemannian normal coordinates,
WF(δVk) ⊂W, WF(δΓ) ⊂W,
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with
W
.
= {(y, p;x1, k1;x2, k2)|y = zx1,x2(s), 0 ≤ s ≤ 1, p(z˙x1,x2(s)) = 0,
k1 = (s− 1)Πzp, k2 = −sΠzp}
∪ {(y, p;x1, k1;x2, k2)|y = x1, p = −k1, k2 = 0}
∪ {(y, p;x1, k1;x2, k2)|y = x2, p = −k2, k1 = 0},
where Πz denotes the parallel transport of the cotangent vector along z. The
wave front set of the δ distribution δ(y−xi) that is implied by δD
⊕
i Vk(x1, x2)
(as the geometric data at xi is contained in D
⊕
i ) is already contained in W
(as the second and the third component), so that12
WF(δGi) ⊂W. (72)
Furthermore, from δS⊕adv = −S
⊕
adv ◦ δD
⊕ ◦ S⊕adv, we have
WF(δS⊕adv) ⊂ {(y, p;x1, k1;x2, k2)|y ∈ J
+(x1) ∩ J
−(x2),
∃qi ∈ T
∗
yM such that (y, qi) ∼ (xi,−ki), p = q1 + q2}.
Combining this with (72) and (71), noting that δd = 0 on S− × S−, and
using the wave front set calculus, we obtain (50).
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