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Abstract
Gaussian process modulated Poisson processes provide a flexible frame-
work for modelling spatiotemporal point patterns. So far this had been
restricted to one dimension, binning to a pre-determined grid, or small
data sets of up to a few thousand data points. Here we introduce Cox
process inference based on Fourier features. This sparse representation
induces global rather than local constraints on the function space and is
computationally efficient. This allows us to formulate a grid-free approxi-
mation that scales well with the number of data points and the size of the
domain. We demonstrate that this allows MCMC approximations to the
non-Gaussian posterior. We also find that, in practice, Fourier features
have more consistent optimization behavior than previous approaches. Our
approximate Bayesian method can fit over 100 000 events with complex
spatiotemporal patterns in three dimensions on a single GPU.
1 Introduction
Modelling spatiotemporal point patterns is a common task in geostatistics, for
example in ecology and epidemiology (Diggle et al., 2013; Vanhatalo & Vehtari,
2007). We are further motivated by modelling events occurring in a city, e.g.,
taxi pickups or crime incidents (Flaxman et al., 2018).
Gaussian process (GP) modulated Poisson processes provide a flexible Bayesian
model for such data. The model includes a GP prior over a latent function f(·),
which is related to the rate λ(·) of an inhomogenous Poisson process through a
link function. This is usually taken to be f(·) = log(λ(·)), resulting in the Log
Gaussian Cox process (Møller et al., 1998). These models are computationally
challenging because they are doubly intractable (Murray, 2007). The likelihood
involves an integral of the process over the spatiotemporal domain, which cannot
be computed in general. There are three potential remedies to this issue. First,
the classic approach is to grid the input domain (see, e.g., Taylor et al., 2015),
assuming that the rate is constant over each grid cell. This can be solved with,
e.g., MCMC. However, this imposes a discretised structure and scales poorly
with the number of grid cells. A second approach is to use a thinning strat-
egy to construct an exact MCMC sampler (Adams et al., 2009; Gunter et al.,
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2014), which demands that the inverse link function be bounded, e.g., sigmoidal.
However, this is prohibitively expensive for more than a few thousand points.
Finally, we can use a square-root link function λ(·) = f(·)2, as proposed by Lloyd
et al. (2015). Combined with variational inference for the latent function, this
can make the integral tractable. Though their approach scales linearly with the
number of events, it scales poorly with the size of the domain, especially if the
rate has high variance. Flaxman et al. (2016) make use of the same link function
with a frequentist approach.
In this work we build on Lloyd et al’s proposal. We similarly make use of
the square-root link function for tractability, but introduce several innovations
which greatly improve the applicability of the method.
First, we extend the derivation to be able to use the Fourier representation
of the Gaussian process proposed by Hensman et al. (2016). This allows a choice
of kernels in the Mate´rn family. Additionally, we show how the posterior process
can be approximated using standard MCMC methods (Hensman et al., 2015).
This allows flexible representations of the posterior over functions f(·), and a
Bayesian treatment of the hyperparameters, whereas Lloyd et al’s approach
was restricted to a Gaussian approximation for f(·) and point estimates of the
hyperparameters.
Second, we deliver insights and improvements to the model. The use of a
square-root link function can result in nodal lines : where the latent function f(·)
crosses zero, the rate function λ(·) must approach zero on both sides, resulting
in regions of the posterior that have unsatisfactory artifacts. In addition, these
nodal lines create multiple modes in the posterior that are hard to sample and
difficult to approximate well with a Gaussian approach. We investigate these
effects and demonstrate how they can be mitigated by suitable specification of
the prior parameters.
Third, motivated by spatiotemporal problems where a periodic function is
expected a priori, we construct a periodic kernel that can be combined with the
Fourier features approach to Mate´rn kernels under our inference scheme. We
also show how to obtain a closed-form confidence interval for the rate λ under a
Gaussian approximation.
The key result of our work is that we can now scale Bayesian point process
inference on a single GPU to hundreds of thousands of events from multiple
observations with complex spatiotemporal patterns. We demonstrate this on the
Porto taxi data set (Moreira-Matias et al., 2013).
In short, the contributions of this paper are 1) extending the model to include
a constant mean function that mitigates the effect of nodal lines; 2) derivations
to enable Mate´rn family kernels, their sums and products to be combined
with variational Fourier features, both for variational inference and MCMC; 3)
constructing parametric periodic kernels that can be used in this framework;
4) showing how we predict uncertainty in the inferred rate; 5) applying this to
large-scale models with complex three-dimensional patterns.
2
2 Cox process inference
A Cox process is an inhomogeneous Poisson process, where the rate λ is itself a
stochastic process, hence also called “doubly stochastic Poisson process”. The
probability of the data D = {xn}Nn=1 under an inhomogeneous Poisson process
with known rate function λ(·) is given by
p(D |λ(·)) = exp
(
−
∫
T
λ(x) dx
)∏
n
λ(xn)
nxn
nxn !
, (1)
where T is the domain of the observation and nxn is the multiplicity of events at
location xn. In the following, we assume that all events are distinct and nxn = 1.
We want to infer the posterior distribution of the rate function given an
observation D, which is given by
p(λ(·) | D) = p(λ(·))p(D |λ(·))∫
p(λ(·))p(D |λ(·)) dλ(·) .
The marginal likelihood in the denominator involves a double integral, which
gives rise to the so-called “double intractability” (Murray, 2007).
2.1 Multiple observations
We can also consider multiple observations corresponding to several draws from
the same distribution. For example, when considering the rate of taxi pickups
in a city, we may have separate observations Do = {x(o)no }Nono=1 from several
days, o = 1, . . . , Nobs, each containing No events. Instead of modelling each day
independently, we may want to model the pickup rate of the average day, while
still making use of all available data. Assuming that observations are i.i.d. with
the same rate function λ(·), the likelihood is the product of eq. (1) for each
observation:
p(D1, . . . ,DNobs |λ(·)) =
∏Nobs
o=1 p(Do |λ(·)). (2)
2.2 Cox process constructions using Gaussian processes
We model the intensity function λ(·) using a Gaussian process, f(·) ∼ GP.
Whereas f(·) is unbounded between −∞ and +∞, the rate λ(·) needs to be
non-negative everywhere. This is achieved by an inverse link function ρ(·) that
ensures λ(·) = ρ(f(·)) ≥ 0 for any value of f . Lloyd et al. (2015) used λ(·) = f(·)2,
which has the advantage of tractable analytic derivations and linear scaling in
the number of data.
However, the lack of injectivity of f2 can lead to nodal lines that will be
discussed in more detail in section 4.5. To mitigate this disadvantage, we extend
the link function to include a constant offset β, so that λ(·) = (f(·) + β)2. Our
model is
p(D, f(·),Θ) = p(D |λ = (f(·) + β)2)p(f(·) |Θ)p(Θ), (3)
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where Θ contains β and the kernel hyperparameters. We make this tractable by
approximating the exact GP posterior p(f(·),Θ | D) by q(f(·) |Θ)q(Θ), where
q(f(·) |Θ) = GP(f ; µ˜(·), Σ˜(·, ·)). In expectation, the inferred rate is then
Eq(f(·))λ(·) = µ˜(·)2 + Σ˜(·). We now derive the inference objective, and later
discuss our choices for q.
2.3 Objective
Due to our extended model specification, we rederive the Evidence Lower Bound
Objective (ELBO) from Lloyd et al. (2015). We optimize q(f(·)) by minimizing
the KL divergence to the true posterior, where we leave the dependence on the
hyperparameters implicit:1
K = KL[q(f(·)) ‖ p(f(·) | D)]
= −Eq(f(·))
[
log
p(f(·),D)/p(D)
q(f(·))
]
= −Eq
[
log
p(f(·))
q(f(·))
]
− Eq
[
log p(D | f(·))]+ log p(D)
= KL[q(f(·)) ‖ p(f(·))]− LD + log p(D)
= log p(D)− L, (4)
where L is the ELBO from Lloyd et al. (2015). Minimizing K with respect to a
variational distribution q(f(·)) is equivalent to maximizing the ELBO L. We use
the result from Matthews et al. (2016) that the KL between the approximate
posterior and prior processes is a KL divergence at the inducing points. For
details, see Matthews (2016).
For our Cox process model, the likelihood term LD is
LD = Eq(f(·))[log p({Do}Nobso=1 } | f(·))]
= −Nobs Eq(f(·))
[ ∫
T
λ(x) dx
]
+
∑Nobs
o=1
∑No
no=1
Eq(f(·))[log λ(x(o)no )]
= −NobsLfx + Lfn , (5)
where we allow for multiple observations, and the sum in Lfn extends over
the N =
∑Nobs
o=1 No events in all observations. We now consider these terms
separately for our choice of link function, λ(x) = (f(x) + β)2.
The data term Lfn aims to increase λ at the event locations:
Lfn =
∑N
n=1
Eq(f(·))[log[(f(xn) + β)2]]. (6)
Each summand in the Lfn term corresponds to an integral∫ ∞
−∞
log[(fn + β)
2]N (fn; µ˜(xn), Σ˜(xn,xn) dfn,
1The full derivation is given in the Supplementary Material.
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where fn = f(xn). With a change of variables f = fn + β, this becomes
equivalent to the one-dimensional integral that Lloyd et al. (2015) showed can
be evaluated in closed form:∫ ∞
−∞
log(f2)N (f ; µ˜, σ˜2) df = −G˜(− µ˜2
2σ˜2
)
+ log
( σ˜2
2
)− C,
where G˜(·) can be represented by a lookup table.
The area term Lfx aims to minimize the overall rate, which ensures that λ
becomes small where there are fewer events:
Lfx = Eq(f(·))
[ ∫
T
(f(x) + β)2 dx
]
=
∫
T
Eq[f(x)2] dx + 2β
∫
T
Eq[f(x)] dx + β2|T |. (7)
These integrals over the moments of f(·) are similar to the “Ψ statistics” that
show up in GPs with uncertain input (Titsias & Lawrence, 2010), but over a
uniform rather than Gaussian distribution. They depend on the form of q(f(·)),
which we discuss in the following for a Gaussian variational approximation and
variationally sparse MCMC.
3 Approximations
3.1 Variational Gaussian approximation
To keep the GP tractable, we use a sparse approximation to the full posterior.
We consider a set of inducing points Z = {zm}Mm=1, and we collect the inducing
variables um = f(zm) in a vector u = f(Z). Our approximation matches the
prior conditioned on the values at the inducing points: q(f(·) |u) = p(f(·) |u).
We define ku(·) = cov(u, f(·)) = k(Z, ·) and Kuu = cov(u,u) = k(Z,Z).
Assuming a Gaussian form for the variational approximate distribution,
q(u) = N (m,S), then
q(f(·)) =
∫
p(f(·) |u)q(u) du = GP(f ; µ˜(·), Σ˜(·, ·)), where
µ˜(·) = ku(·)ᵀK−1uum,
Σ˜(·, ·) = k(·, ·)− ku(·)ᵀ(K−1uu −K−1uuSK−1uu)ku(·).
(8)
Similar to the derivation by Lloyd et al. (2015), we have
Lfx = mᵀK−1uuΨK−1uum + σ2|T | − tr(K−1uuΨ)
+ tr(K−1uuSK
−1
uuΨ) + 2βΦ
ᵀK−1uum + β
2|T |, (9)
where σ2 = k(x, x) is the variance of the kernel (assuming stationarity), Ψ =∫
T ku(x)ku(x)
ᵀ dx, and Φ =
∫
T ku(x) dx. Note that the terms involving β in
eq. (9) are missing in Lloyd et al. (2015). The expectation integrals Ψ and Φ
for Fourier features will be derived in section 3.4. We can now optimize L with
respect to m, S, and Θ, which takes O(NM2) operations per gradient step.
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3.2 Sparse MCMC
Though the variational Gaussian approximation often works well in practice,
in some cases it may be important to determine the posterior distribution of
the hyperparameters instead of using point estimates, and not restrict the form
of q(f(·)). Hensman et al. (2015) introduced MCMC for variationally sparse
GPs. This approach still relies on a sparse set of inducing features to describe
the function, but does not restrict q(u) to be Gaussian. They demonstrate by
rearranging the objective K that the optimal variational distribution is
log qˆ(u,Θ) = L′D + log p(u |Θ) + log p(Θ)− logZ, (10)
where L′D = Ep(f(·) |u,Θ)[log p(D | f(·))], and the constant Z normalizes the
distribution. We can sample from this distribution using MCMC. Here, we use
Hamiltonian MC.
In each step, we need to evaluate log qˆ(u,Θ) up to a constant: log pi(u,Θ) =
L′D+log p(u |Θ)+log p(Θ), where the expectation in L′D is under the conditional
distribution
p(f(·) |u,Θ) = GP(f ; ku(·)ᵀK−1uuu, k(·, ·)− ku(·)ᵀK−1uuku(·)). (11)
For our Cox process model, the L′fx term is now a function of u, as opposed to
m and S in eq. (9):
L′fx = uᵀK−1uuΨK−1uuu + σ2|T | − tr(K−1uuΨ) + 2βΦᵀK−1uuu + β2|T |. (12)
The L′fn term is similar to eq. (6), with the mean and variance of the Gaussian
distribution now given by eq. (11). This MCMC approach requires O(NM)
computations in each step for the evaluation of log pi(u,Θ).
3.3 Fourier features
Point process models need to accurately describe the rate function across the
entire domain, not just where events are occurring. For this reason, it is benefi-
cial to use an approximation that has support everywhere, instead of at a fixed
number of inducing points.
When data are contained in a smaller submanifold of the domain, inducing
points are an effective way of approximating the GP. However, for modelling
point processes we need to be able to describe the entire domain, as the rate
depends on both mean and variance of the underlying GP. Not observing any
events in a region is also informative (in that it suggests a lower rate): we need
inducing points everywhere in the domain, even where there are no observations.
The Fourier features introduced by Hensman et al. (2016) have support
across the entire domain. They are based on a spectral representation of the
GP, related to random Fourier features (Rahimi & Recht, 2008), but with fixed
frequencies. The random variables corresponding to these features are given by2
2Where 〈g(·), h(·)〉H represents the inner product in the Reproducing Kernel Hilbert Space
H associated with the kernel k(·, ·).
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um = 〈φm(·), f(·)〉H, where
φ(x) = [1, cos(ω1(x− a)), . . . , cos(ωM (x− a)),
sin(ω1(x− a)), . . . , sin(ωM (x− a))]ᵀ. (13)
The features are parametrized by the frequencies (we choose ωm = 2pim/(b− a)
for m = 1, . . . ,M) and the bounding box [a, b]. The bounding box is part of the
approximation and should be chosen somewhat larger than the domain T .
It can be proved that this choice of u leads to ku(·) = φ(·). Note that the
features do not depend on the kernel parameters. This allows us to calculate
the Ψ matrix very efficiently, as it does not change within each iteration of
the optimization. The covariance between features, cov(um, um′) = 〈φm, φm′〉H,
turns out to have low rank: Kuu = diag(α) + WW
ᵀ, where the rank of W
depends on the kernel (one for Mate´rn-1/2, two for Mate´rn-3/2, and three for
Mate´rn-5/2). This means that we can evaluate K−1uuku(·) in O(NM) operations
rather than O(NM2).
The Fourier features can only be applied to one-dimensional kernels. How-
ever, we can apply this framework to higher-dimensional domains by using
additive (sum) and/or separable (product) kernels. For a sum kernel, k(x,x′) =∑D
d=1 kd(xd, x
′
d), the feature matrix is given by the stacking of the one-dimensional
feature matrices. Features in different dimensions do not interact, and Kuu is
block-diagonal. For a product kernel, k(x,x′) =
∏D
d=1 kd(xd, x
′
d), the features are
given by φ(x) = ⊗Dd=1[φ1(xd), . . . , φM (xd)]ᵀ. Again, this is independent of the
kernel parameters. Kuu has Kronecker structure: cov(u,u) = Kuu = ⊗Dd=1Kduu.
We follow Hensman et al. (2016)’s recommendation in using a sum-of-Kronecker
structure for S.
3.4 Ψ statistics for Fourier features
To implement Fourier features for the Cox process model discussed in this paper,
we also need Ψ and Φ, which we derive in this section.
For Fourier features, ku(·) only consists of cosine and sine functions, inde-
pendent of the kernel, so Ψ and Φ are just integrals over (products of) cosine
functions. As they do not depend on any hyperparameters, we can simply pre-
compute ku(·), Ψ, and Φ outside the optimization loop. In 1D, with T = [c, d],
we derive (cf. Supplementary Material)
Ψ =
∫ d
c
ku(x)ku(x)
ᵀ dx =
 |T | Ψ(1,i) Ψ(1,j)Ψᵀ(1,i) Ψ(i,i) Ψ(i,j)
Ψᵀ(1,j) Ψ
ᵀ
(i,j) Ψ(j,j)
, (14)
with Cxm = cos(ωmx) and Sxm = sin(ωmx) and
Ψ(1,i)m = ω
−1
m [Sdm − Scm],
Ψ(1,j)m = −ω−1m [Cdm − Ccm],
Ψ(i,i)m=n = |T |/2 + ω−14m(Sd2m − Sc2m),
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Ψ
(i,i)
m 6=n =
n(CdmSdn − CcmScn)−m(SdmCdn − ScmCcn)
2pi(n2 −m2)/(b− a) ,
Ψ(j,j)m=n = |T |/2− ω−14m(Sd2m − Sc2m),
Ψ
(j,j)
m 6=n =
m(CdmSdn − CcmScn)− n(SdmCcn − ScmCcn)
2pi(n2 −m2)/(b− a) ,
Ψ(i,j)m=n = ω
−1
4m[Cd2m − Cc2m],
Ψ
(i,j)
m 6=n =
n(SdmSdn − ScmScn) +m(CdmCdn − CcmCcn)
2pi(n2 −m2)/(b− a) .
For multi-dimensional sum and product kernels, the Ψ matrix can be constructed
from the 1D cases. For a product kernel, Ψ is the Kronecker product of the 1D Ψ
matrices for each dimension. For a sum kernel, Ψ is block-diagonal; the diagonal
blocks are equivalent to the 1D Ψ matrices scaled by the total volume divided
by the length of that dimension. The off-diagonal blocks are the outer product
of the first rows of the 1D Ψ matrices scaled by the total volume divided by the
lengths of the two involved dimensions.
The first Fourier feature is the constant 1, so in 1D the Φ vector is equal
to the first row of Ψ. For multiple dimensions using a product kernel, Φ is the
Kronecker-vector-stack of the first rows of the component matrices of Ψ. For
a sum kernel, Φ in each dimension is equivalent to the corresponding 1D case,
scaled by the total volume divided by the length of that dimension.
4 Methods
4.1 Parametric periodic kernels
When we have more explicit prior knowledge about the behavior of our data,
we can encode this in parametric kernels. For example, in spatiotemporal point
processes, we may want to model periodic components such as time-of-day,
where we want an explicitly periodic behavior on the time dimension to avoid
discontinuities at the “roll-over point”.
Given a vector of features φ(·), we can define a parametric kernel as
k(·, ·) = φ(·)ᵀG−1φ(·) using a positive-definite Gram matrix G. With um =
〈φm(·), f(·)〉H, this results in Kuu = G and ku(·) = φ(·).3
To obtain a periodic kernel, we can use sines and cosines with the right
periodicity, i.e., sin(ωm·) and cos(ωm·) with ωm = 2pim/T , where m ∈ N and
T = d − c is the period. Note that these features fit neatly into the Fourier
feature framework, which means that the calculation of Ψ and Φ remains the
same as before (now with [a, b] = [c, d]).
If we choose a matrix G with non-zero off-diagonal elements, the correlations
between different basis functions lead to a dependence on the start of the domain
(i.e., the results are no longer invariant under translation of the data along the
3This is similar to the VFF method, except that the process is completely determined by
u, in the sense that the conditional variance f |u is zero.
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periodic dimension). We avoid this by setting G = diag(s(ωm)
−1), where s(ω)
is the spectral density of a Mate´rn kernel. This results in the same kernel as
the sparse spectrum GP (La´zaro-Gredilla et al., 2010), but whilst periodicity
was avoided in that work by randomizing the frequencies, we have deliberately
selected the frequencies to capture a suitable prior over periodic functions.
There is a non-identifiability issue between variance and lengthscale: in-
creasing the lengthscale reduces the overall mass
∑M
m=1 s(ωm), and mimics a
reduction in variance. This makes it hard to optimize or do inference on the
hyperparameters. This issue can be avoided by normalizing the discrete spectrum
and only introducing the variance σ2 at the end as a multiplicative scaling factor:
s′(ωi) = σ2s(ωi)/
(∑M
m=1 s(ωm)
)
.
4.2 Uncertainty prediction in variational inference
Beyond inferring a mean intensity function, we can also compute an uncertainty
interval for the intensity function, given the data.
Due to the highly skewed likelihood of the Poisson process, it does not
make sense to consider the variance of λ directly. However, we can evaluate
the percentiles numerically. We have f(x∗) ∼ N (µ˜, σ˜2) (cf. eq. (8)). First, we
normalize, g = f/σ˜, so that g ∼ N (µ˜/σ˜, 1). Then g2 = f2/σ˜2 is distributed
according to a non-central χ2 distribution, g2 ∼ χ2(k = 1, λ = µ˜2/σ˜2), for
which there exist standard library functions to evaluate the percentiles. We can
backtransform these by f2 = g2σ˜2. We evaluate this using the conditional mean
and variance of the posterior GP at each point for which we want to compute
the percentiles.
4.3 Test set likelihood
To compare models and evaluate their performance, we need to calculate the
test set likelihood. This is difficult in a point process model due to the double
intractability. The probability density for a test set D∗ = {x∗n}N
∗
n=1 given our
model trained on the training set D is exactly given by
p(D∗ | D) = ∫ p(D∗ | f(·))p(f(·) | D) df(·), (15)
where p(D∗ | f(·)) = exp(− ∫T λ(x) dx)∏N∗n=1 λ(x∗n) (assuming Nobs = 1) with
λ(·) = (f(·) + β)2. We generally want to calculate log densities:
L∗exact = log p(D∗ | D) ≈ log
∫
q(f(·))p(D∗ | f(·)) df(·), (16)
where we approximated the true posterior by q(f). Lloyd et al. (2015) further
approximate this using Jensen’s inequality, similar to the ELBO:
L∗ELBO =
∫
q(f(·)) log p(D∗ | f(·)) df(·) ≤ L∗exact. (17)
However, there is no guarantee that L∗ELBO ≈ L∗exact. Instead, we consider
the mean likelihood that assumes an inhomogeneous Poisson process with a
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deterministic rate function that is given by the mean λˆ(·) = µ˜(·)2 + σ˜2(·):
L∗mean = log p(D∗ | λˆ) = −
∫
T
λˆ(x) dx +
N∗∑
n=1
λˆ(x∗n). (18)
We can approximate the integral in the exact test set log density by drawing
samples from the posterior, fs ∼ q(f(·)):
L∗exact ≈ L∗sample = log 1Ns
∑Ns
s=1 p(D∗ | fs(·)). (19)
In practice, the samples need to be evaluated on a fine grid, which is infeasible
in multiple dimensions. We show for the 1D case that eq. (18) and eq. (19)
generally correlate well (cf. Figure S2 in the Supplementary Material). If not
specified otherwise, in this paper we use eq. (18) to calculate test set likelihoods.
4.4 Initialization
When optimizing non-convex objective functions, a reasonable starting value for
the unknown variables can help to avoid bad local optima. Here we discuss our
approaches to initializing hyperparameters and variational distribution.
Constant offset. We can estimate β from the events count. This is the
correct answer if the rate is completely uniform: λ¯ = 〈No〉/|T |, where 〈No〉 =∑Nobs
o=1 No/Nobs. We then initialize β =
√
λ¯. This is generally an overestimate;
due to the square-root link function, positive f will influence the mean more
strongly than negative f . We can account for this empirically by adjusting β
downwards, e.g., β = 2/3λ¯1/2.
Kernel lengthscale. We can obtain a good starting point for the lengthscale
hyperparameters by visually inspecting the spatial distribution of data or using
the estimated bandwidth from kernel intensity smoothing (KIS).
Kernel variance. For a “wiggly” rate, the magnitude scale of the GP f(·)
should be on the order of β to be able to describe regions of low intensity. In
this case, we can initialize the variance σ2 ≈ β2 ≈ λ¯. Again, this is generally an
overestimate, and for more even distributions of events the variance will be lower.
This can be determined through visual inspection, based on KIS or otherwise.
For MCMC, we put Gamma priors on the hyperparameters, with shape
and scale chosen such that mean of the prior corresponds to the point estimate
discussed before, and the standard deviation of the prior is sufficiently smaller
than the mean. This gives the MCMC the freedom to explore but ensures that
there is zero mass at zero.
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Variational approximate distribution. In variational inference, we also
need to initialize the mean m and covariance S of the approximating Gaussian
distribution. When using an appropriate initial value for β, in practice, it works
well to simply initialize with a zero mean, m = 0. To obtain different starting
conditions, we can draw m ∼ p(u) = N (0,Kuu).
In order for the KL term in the ELBO not to swamp the other terms (which
would make optimization difficult), it is advantageous to initialize with the
covariance matrix of the prior, S = Kuu. When using product kernels with
Fourier features in two or more dimensions, we want S to be a sum of two
Kronecker-structured matrices; in this case it is not possible to simply set
S = Kuu, but we can approximate it. Note that the two summands need to be
different to break the symmetry. Ensuring that the summands are not related
by a simple scale factor is crucial to avoid duplicate eigenvalues. We choose
Si1 = 0.2K
i
uu and S
i
2 = K
i
uu + 0.2.
4.5 Nodal lines
Since the inverse link function λ(·) = f(·)2 is not injective, different f(·)s can
lead to similar rates. For example, ±f(·) have the same associated rate. A
pathological case can arise when a rate is low but not zero around some location
x0 of the input space. Consider a 1D example, in which a function f1(·) is
positive in some regions and negative in others, with a zero crossing at x0. This
may be a good initial guess early on in the optimization, especially if there are
regions with low intensity, and, hence, no direct penalty at the zero crossing.
However, this leads to a nodal line4 at x0, where the rate is forced to be zero. A
better candidate f2(·) would be positive everywhere and low around x0. Both
f1 and f2 constitute local optima, but stepping from one to the other is almost
impossible because of the high energy barrier that separates the two (half of
f1(·) would need to change sign, and the intermediate steps would be highly
penalized). Once a zero crossing exists, it is unlikely to ever disappear again,
which severely restricts the optimization. One example is shown in Figure 1.
This is particularly an issue in higher dimensions, and when regions with large
numbers of events alternate with low-event regions. When using MCMC, this
leads to many local modes, with no mixing between them. For the chains to be
able to explore, we need to end up in the mode with f(·) positive everywhere.
We mitigate this problem by including the constant offset term β, as (f + β)
is less likely to cross zero. It is also important to choose a sufficiently large
number of inducing features (frequencies or points). If there are not enough
inducing features to represent small-scale variations, we are more likely to end
up with nodal lines, as they make it easier for the intensity to quickly go to zero
and back up again.
4We refer to these artifacts as nodal lines because of their resemblance to that effect in
wave interference.
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Figure 1: A close-up of the result for λ2 and Nobs = 10 in Figure 2, showing the
effect of nodal lines in a model fit (orange) and a better model fit without zero
crossings (blue). Where f crosses zero, λ also collapses to zero (black circles).
This is even the case at a point where the actual rate is high. The nodal lines
lead to a short lengthscale estimation and oscillations throughout the domain.
5 Empirical results
We compare variational Fourier features (VFF) with the inducing point approach
using the radial basis function (RBF) kernel5 (denoted RBF+IP). For VFF
we use the Mate´rn-5/2 kernel, as its behavior is similar to the RBF kernel.
As the inducing features need to provide support across the entire domain,
we put inducing points on a regular D-dimensional grid, without optimizing
their positions. As a baseline, we include KIS with edge correction (Diggle,
1985), optimized using the leave-one-out objective. For MCMC we make use of
whitening, representing u = Rv, where RRᵀ = Kuu and v ∼ N (0, I).
5.1 1D comparison
We use synthetic 1D examples to show that Fourier features have the same
expressive power as RBF+IP and to demonstrate our methods: uncertainty
prediction, MCMC, and sampled vs. mean test set likelihood. We use the three
example intensity functions from Adams et al. (2009) as shown in Figure 2 and
described in the Supplementary Material.
For variational inference, hyperparameters are initialized as in section 4.4. We
train VFF, RBF+IP, and KIS on training sets containing 1, 10, and 100 draws
from the ground truth. The mean inferred intensity and the 5/95 percentiles are
shown in Figure 2. We calculate test set likelihoods both using L∗sample and L∗mean.
5Also known as squared exponential, Gaussian, or exponentiated quadratic kernel.
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Figure 2: Inferred rate function for the 1D systems λ1, λ2, and λ3 from Adams
et al. (2009) (rows from top to bottom), based on 1, 10, or 100 draws from the
distribution (columns from left to right). We compare the optimized results for
VFF (blue) and RBF+IP (orange) with KIS (dotted) and VFF+MCMC (green).
VFF and RBF+IP give comparable results, and we show the 5/95 percentile
interval. With an increased number of observations, the inferred mean gets closer
to the ground truth (black), and the confidence interval becomes tighter. Models
are based on M = 40 frequencies and M = 40 inducing points.
Figure S2 in the Supplementary Material shows that they correlate well with
each other. For each, the likelihoods for VFF and RBF+IP differ by less than 1%,
demonstrating that both approaches have the same capability of modelling these
simple data. The resulting point estimates for the hyperparameters are compared
with the initial values in Figure S3 in the Supplementary Material. For MCMC,
the posterior distributions for the hyperparameters are shown in Figure S4 in
the Supplementary Material. For 22400 data points and 20 frequencies, MCMC
takes about 3.5 s per sample; it scales linearly in N and M .
5.2 Real world data: Porto taxi pickups
The real advantage of VFF is in modelling complex, large-scale data in higher
dimensions. Here we apply our model to real-world data from the Porto taxi
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LELBO = 7089 Lmean = 7563 L∗mean = 6017 LELBO = 7148 Lmean = 7612 L∗mean = 6042 LELBO = 7127 Lmean = 7780 L∗mean = 6099
LELBO = 6978 Lmean = 7890 L∗mean = 6085
LELBO = 7086 Lmean = 7498 L∗mean = 5987 LELBO = 7094 Lmean = 7579 L∗mean = 6024 LELBO = 6720 Lmean = 6919 L∗mean = 5645
Lmean = 7890 L∗mean = 6041
Figure 3: Inferred rate function for a 2D model trained on one day of the Porto
taxi data set. We compare KIS, VFF and RBF+IP for different numbers of
inducing frequencies/points (all figures have the same color scale). We give
ELBO and the mean likelihoods for training set, Lmean, and test set, L∗mean.
Including more frequencies leads to a better-resolved rate function, and nodal
lines (black contours) disappear. RBF+IP takes a long time and is very hard
to optimize; after 48 core-hours the 50 × 50 model still shows a very flat rate
function. At the example of VFF with 50× 50 frequencies, we show how fixing
β = 0 leads to many nodal lines. The KIS model overfits.
trajectory data set (Moreira-Matias et al., 2013). This contains 1.7× 106 trajec-
tories covering the entire year from 1 July 2013 to 30 June 2014. We selected
only the pickup locations of the trajectories to model. We left the taxi ranks
aside (these can be modeled separately, when needed) and focus on the pickups
scattered throughout the downtown area.6 This results in a data set with 462k
pickups across 365 days. We focus on two separate regimes, a spatial model
trained on a single day and a spatiotemporal model trained on 100 days.
In each case, we consider multiple optimizations from different initial values
for kernel variance, σ2 ∈ {λ¯, 1/2λ¯}, and constant offset, β ∈ {λ¯1/2, 2/3λ¯1/2}. We
initialize the mean of the variational appromixate distribution both to m = 0
and to random draws m ∼ N (0,Kuu).
6We manually removed the area around Cais da Estiva and Cais da Ribeira from the
analysis; this has a very sharp peak due to the density of bars, and is more appropriately
modeled as another “taxi rank”.
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2D comparison. Here we show the benefit of Bayesian inference when the
data are sparse. The training data are the 1089 pickups in the downtown area
from Monday 1 July 2013. We compare variational inference using VFF and
RBF+IP and KIS. Figure 3 shows that by using a product kernel and VFF we
can resolve features better than RBF+IP. Moreover, optimization was much
faster. VFF took about one second per gradient step, resulting in run times
on a single core of 15–30 min for 30× 30 frequencies, 1 h for 40× 40, and 2–4 h
for 50× 50. RBF+IP took 50–500 s per gradient step, depending on the size of
the grid, and the optimization run times were 12 h (30 × 30 inducing points),
39 h (40× 40), and for 50× 50 inducing points, the optimization still had not
converged after 48 h. Moreover, we found that for the RBF+IP model, many
optimization runs failed due to numerical instabilities. Without the constant
offset (fixing β = 0), the model ends up with nodal lines. This is shown for one
example fit in Figure 3.
The model fit with the highest ELBO does not necessarily describe the best fit
overall. For example, for the 50× 50 VFF model, the fit with the highest ELBO
had larger lengthscales and both lower training and lower test set likelihoods
than other fits of the same model with a slightly lower ELBO. For the RBF
model, we found a model fit that has a very low ELBO, but very high likelihood
(both training and test set), though with a severe amount of nodal lines. For
different hyperparameters, the gap (given by the KL term) may be different.
This results in a bias towards a different lengthscale. For this reason, we chose
model fits manually from the different runs based on crossvalidation – comparing
the training set likelihoods and inferred mean intensity for those model fits
that had the highest ELBO values. This indicates that point estimates of the
hyperparameters are a bad idea. We need good priors to find the local minimum
that best describes the data.
Large-scale demonstration. Here we demonstrate that our method can
scale to very large data sets using variational inference. We consider a 3D
spatiotemporal model where we include time-of-day. As the training set we chose
the first 100 odd weekdays. This results in a data set with 113 020 events.
We chose 35×35 frequencies for the spatial dimensions, and a periodic kernel
based on the Mate´rn-5/2 spectrum as described in section 4.1 with 25 frequencies
for the time dimension. Optimizing the model for 20 000 gradient steps took ca.
24–28 h on a Tesla P100 GPU. We are mainly limited by the amount of GPU
memory; the memory requirements grow linearly with the number of data points
(and linearly with the number of frequencies in any one dimension, or cubically
with the number of frequencies for all three dimensions).
In Figure 4 we show time slices through the resulting 3D model at every three
hours. Note that it shows improved spatial resolution compared to the 2D model.
Without the periodic kernel on the time dimension, the inferred rate for 00:00
would not match up with that for 24:00, see Figure S5 in the Supplementary
Material.
We model the rate of events with large spatial and temporal variation across
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Figure 4: Time slices through the 3D spatiotemporal model of the rate of taxi
pickups, trained on 113k events from the Porto taxi data set. A video is available
as part of the Supplementary Material.
a large city area. Our model is continuous in space and time, does not rely on a
pre-determined grid, and we can encode the periodicity inherent in the temporal
domain. To the best of our knowledge, this is the first time a principled Bayesian
model of this scale has been made possible.
6 Discussion and Conclusions
We have presented two variational approaches to inference in Gaussian process
modulated Poisson processes, using Gaussian approximations and MCMC. We
have shown that our Fourier-based approximations are effective and robust, and
scale to huge datasets.
We have discussed the effect of nodal lines in the model which are due to the
square-root link function: we showed how to mitigate these effects by selecting
suitable hyperparameter initial conditions (for optimization) and priors (for
MCMC). We found empirically that the choice of optimizer and initial condition
can have a huge effect on the resulting model, and discussed the use of the ELBO
for selecting between different local optima.
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Supplementary Material
A Example rate functions
The three example functions in Figure 2 are
λ1(s) = 2 exp(−s/15) + exp(−((s− 25)/10)2), (20)
λ2(s) = 5 sin(s
2) + 6, (21)
λ3(s) = piecewise linear, (22)
where λ3 goes through the following points: (0, 2), (25, 3), (50, 1), (75, 2.5), (100, 3).
The domains are T1 = [0, 50], T2 = [0, 5], and T3 = [0, 100]. The average number
of events per draw are λ¯1 = 46.92, λ¯2 = 33.49, and λ¯3 = 224.37.
B Derivation of objective
We arrive at the our objective by considering the KL divergence between the
true posterior p(f(·) | D) and our sparse approximation q(f(·)):
p(f∗ | y) =
∫ ∫
p(f∗ | f,Θ)p(f,Θ | D) dΘ df (23)
q(f∗) =
∫ ∫
p(f∗ |u,Θ)q(u,Θ) dΘ df (24)
We want to minimize their KL divergence, writing out the full probability
distribution of everything:
K = KL[q(f∗, f, u,Θ) ‖ p(f∗, f, u,Θ | D)] (25)
= −Eq(f∗,f,u,Θ)
[
log
p(f∗ |u, f,Θ)p(u | f,Θ)p(f,Θ | D)
p(f∗ |u, f,Θ)p(f |u,Θ)q(u,Θ)
]
(26)
(a)
= −Eq(f,u,Θ)
[
log
p(u | f,Θ)p(D | f,Θ)p(f |Θ)p(Θ)/p(D)
p(f |u,Θ)q(u,Θ)
]
(27)
= −Eq(f,u,Θ)
[
log
p(u | f,Θ)p(f |Θ)p(D | f,Θ)p(Θ)/p(D)
p(f |u,Θ)q(u,Θ)
]
(28)
(b)
= −Eq(f,u,Θ)
[
log
p(f |u,Θ)p(u |Θ)p(D | f,Θ)p(Θ)/p(D)
p(f |u,Θ)q(u,Θ)
]
(29)
= −Eq(f,u,Θ)
[
log
p(u |Θ)p(D | f,Θ)p(Θ)/p(D)
q(u,Θ)
]
(30)
= −Eq(f,u,Θ)
[
log
p(u |Θ)p(D | f,Θ)p(Θ)
q(u,Θ)
]
+ log p(D) (31)
where we made use of (a)
p(f,Θ | D) = p(f,Θ,D)/p(D) = p(D | f,Θ)p(f |Θ)p(Θ)/p(D) (32)
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and (b)
p(u | f,Θ)p(f |Θ) = p(u, f |Θ) = p(f |u,Θ)p(u |Θ) (33)
K = −Eq(f,u,Θ) log p(u |Θ)p(Θ)
q(u,Θ)
− Eq(f,u,Θ) log p(D | f,Θ) + log p(D) (34)
= −Eq(u,Θ) log p(u,Θ)
q(u,Θ)
− Eq(f,Θ) log p(D | f,Θ) + log p(D) (35)
= KL[q(u,Θ) ‖ p(u,Θ)]− LD + log p(D) (36)
= log p(D)− L (37)
So with respect to a variational distribution q(u), maximizing the ELBO L is
equivalent to minimizing the KL divergence K.
C Derivation of Ψ matrix for Fourier features
We want to calculate the matrix
Ψ =
∫
T
ku(x)
ᵀku(x) dx, (38)
where ku(·) = φ(·). We first calculate the elements of Ψ for a one-dimensional
kernel, Ψij =
∫
φi(x)φj(x) dx.
C.1 Notation
We use the following short-hand notation:
cosωm = cos
(
ωm(x− a)
)
, where ωm =
2pim
b− a (39)
where m is an integer and ωm is the corresponding natural frequency on the
interval [a, b]. and equivalently cosωn , sinωm , and sinωn . The Fourier features
can then be written as
φi(x) =
{
cosωi for 0 ≤ i ≤M
sinωi−M for M < i ≤ 2M
(40)
C.2 One-dimensional kernel
For Fourier features with M frequencies, the first element in the feature vector
is the constant 1, then there are M cosine functions, then M sine functions.
This leads to six types of integrals: 1× 1, 1× cos, 1× sin, cos× cos, cos× sin,
sin× sin, and we have to distinguish between features with the same frequency
(m = n) or different frequencies (m 6= n).
For a domain T = [c, d] in one dimension, we need to evaluate the integrals
Ψi,j =
∫ d
c
φi(x)φj(x) dx. (41)
This can be split into the following cases:
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φ0φ0 = 1× 1
Ψ0,0 =
∫ d
c
1dx = d− c (42)
φ0φi[1 ≤ i ≤M ] = 1× cosωm , m ≥ 1 1 ≤ i ≤M :
Ψ0,i =
∫ d
c
cosωm dx =
b− a
2pim
sinωm |dc (43)
=
b− a
2pim
(
sin(ωm(d− a))− sin(ωm(c− a))
)
(44)
φ0φi[M < i ≤ 2M ] = 1× sinωm , m ≥ 1 M < i ≤ 2M :
Ψ0,i =
∫ d
c
sinωm dx = −
b− a
2pim
cosωm |dc (45)
= −b− a
2pim
(
cos(ωm(d− a))− cos(ωm(c− a))
)
(46)
φiφi[M < i ≤ 2M ] = sinωm sinωm , m = n M < i ≤ 2M :
Ψi,i =
∫ d
c
sinωm sinωm dx =
∫ d
c
sin2ωm dx (47)
=
∫ d
c
1
2
(1− cosω2m) (48)
=
1
2
(d− c)− b− a
2× 2pi × 2m sinω2m |
d
c (49)
=
1
2
(d− c)− b− a
8pim
sinω2m |dc (50)
φiφj [M < i, j ≤ 2M ] = sinωm sinωn , m 6= n M < i, j ≤ 2M :
Ψi,j =
∫ d
c
sinωm︸ ︷︷ ︸
u
sinωn︸ ︷︷ ︸
v′
dx (51)
|u′ = 2pim
b− a cosωm , v = −
b− a
2pin
cosωn (52)
= −b− a
2pin
sinωm cosωn |dc +
m
n
∫ d
c
cosωm︸ ︷︷ ︸
u
cosωn︸ ︷︷ ︸
v′
dx (53)
|u′ = 2pim
b− a (− sinωm), v = −
b− a
2pin
sinωn (54)
= −b− a
2pin
sinωm cosωn |dc +
m
n
[
b− a
2pin
cosωm sinωn |dc +
m
n
∫ d
c
sinωm sinωn dx
]
(55)
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(1− m
2
n2
)
∫
. . . = −b− a
2pin
sinωm cosωn |dc +
b− a
2pin
m
n
cosωm sinωn |dc (56)∫
. . . =
n2
n2 −m2
b− a
2pi
(− 1
n
sinωm cosωn |dc +
m
n2
cosωm sinωn |dc
)
(57)
=
1
n2 −m2
b− a
2pi
(
m cosωm sinωn |dc − n sinωm cosωn |dc
)
(58)
φiφj [1 ≤ j ≤ M,M < i ≤ 2M ] = sinωm cosωn , m 6= n 1 ≤ j ≤ M,M < i ≤
2M :
Ψi,j =
∫ d
c
sinωm︸ ︷︷ ︸
u
cosωn︸ ︷︷ ︸
v′
dx (59)
|u′ = 2pim
b− a cosωm , v =
b− a
2pin
sinωn (60)
=
b− a
2pin
sinωm sinωn |dc −
m
n
∫ d
c
cosωm sinωn dx (61)
∫ d
c
cosωm︸ ︷︷ ︸
u
sinωn︸ ︷︷ ︸
v′
(62)
|u′ = − 2pim
b− a sinωm , v = −
b− a
2pin
cosωn (63)
= −b− a
2pin
cosωm cosωn |dc −
m
n
∫ d
c
sinωm cosωn dx (64)
Ψi,j =
b− a
2pin
sinωm sinωn |dc −
m
n
[
− b− a
2pin
cosωm cosωn |dc −
m
n
∫ d
c
sinωm cosωn dx
]
(65)
=
b− a
2pin
sinωm sinωn |dc +
m
n
b− a
2pin
cosωm cosωn |dc +
(m
n
)2 ∫ d
c
sinωm cosωn dx
(66)
(1− (m
n
)2)
∫
. . . =
b− a
2pin
(sinωm sinωn +
m
n
cosωm cosωn)|dc (67)∫
. . . =
1
1− m2n2
b− a
2pin
(
sinωm sinωn |dc +
m
n
cosωm cosωn |dc
)
(68)
=
1
n2 −m2
b− a
2pi
(
n sinωm sinωn |dc +m cosωm cosωn |dc
)
(69)
φiφj [1 ≤ j ≤M, i = j +M ] = sinωm cosωm , m = n 1 ≤ j ≤M, i = j +M :
Ψi,i+M =
∫ d
c
sinωm cosωm dx =
1
2
∫ d
c
sinω2m dx (70)
22
=
1
2
(− b− a
2pi × 2m cosω2m |
d
c) (71)
= −b− a
8pim
cosω2m |dc (72)
φiφi[1 ≤ i ≤M ] = cosωm cosωm , m = n 1 ≤ i ≤M :
Ψi,i =
∫ d
c
cosωm cosωm dx =
∫ d
c
cos2ωm dx =
∫ d
c
(1− sin2ωm)dx (73)
=
∫ d
c
1
2
(1 + cosω2m) (74)
=
1
2
(d− c) + b− a
2× 2pi × 2m sinω2m |
d
c (75)
=
1
2
(d− c) + b− a
8pim
sinω2m |dc (76)
φiφj [1 ≤ i, j ≤M ] = cosωm cosωn , m 6= n 1 ≤ i, j ≤M :
Ψi,j =
∫ d
c
cosωm︸ ︷︷ ︸
u
cosωn︸ ︷︷ ︸
v′
(77)
|u′ = 2pim
b− a (− sinωm), v =
b− a
2pin
sinωn (78)
=
b− a
2pin
cosωm sinωn |dc +
m
n
∫ d
c
sinωm sinωn dx (79)
=
b− a
2pi
( 1
n
cosωm sinωn |dc +
m
n
1
n2 −m2m cosωm sinωn |
d
c −
m
n
1
n2 −m2n sinωm cosωn |
d
c
)
(80)
=
b− a
2pi
(
cosωm sinωn |dc ×
( 1
n
+
m
n
1
n2 −m2︸ ︷︷ ︸
(n2−m2+m)/n
)
− . . . ) (81)
=
b− a
2pi(n2 −m2)
(
(n2 −m2) 1
n
cosωm sinωn +
m
n
m cosωm sinωn −
m
n
n sinωm cosωn
)|dc
(82)
=
b− a
2pi(n2 −m2)
(
cosωm sinωn
[n2 −m2
n
+
m2
n
]−m sinωm cosωn )|dc (83)
=
b− a
2pi(n2 −m2)
(
n cosωm sinωn −m sinωm cosωn
)|dc (84)
(85)
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C.3 Sum kernel
For a multi-dimensional sum kernel, the resulting Ψ matrix has block structure.
The diagonal blocks Ψ(i,i) are equivalent to the one-dimensional case Ψ
(i), except
as we integrate over all dimensions, we get a factor (dj − cj) for each dimension
j 6= i. The off-diagonal blocks Ψ(i,j), i 6= j, correspond to the integrals∫ di
ci
φm(xi)dxi
∫ dj
cj
φn(xj)dxj
which are the outer product of the first rows of the corresponding one-dimensional
Ψ matrices, except again we get a factor (dk − ck) for each dimension k /∈ i, j.
The calculation can be simplified by constructing diagonal blocks Ψ(i)/(di − ci)
and off-diagonal blocks
Ψ
(i)
1,· ⊗Ψ(j)1,·
1
(di − ci)(dj − cj)
and finally scaling the overall matrix by the volume V =
∏
i(di − ci).
C.4 Product kernel
For a product kernel in D dimensions, the different dimensions do not interact
with each other, and the full Ψ matrix is given by the Kronecker product of the
one-dimensional matrices:
Ψ =
D⊗
d=1
Ψd. (86)
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Figure S2: Test set likelihoods for the 1D examples λ1, λ2, and λ3, comparing
L∗sample and L∗mean. We show results for VFF, RBF+IP, MCMC, and KIS, for
different training set sizes and for different number of features (frequencies or
points, numbers next to each dot). The test set contains 100 observations; the
error bars show the error of the mean across observations. For KIS, the confidence
interval is denoted by the thinner lines. This shows that using the mean rate
instead of the full samples is generally a good approximation. Exceptions to this
are when the uncertainty in the posterior is large; this is more relevant for small
numbers of observations in the training set.
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Figure S3: Optimized hyperparameters in variational inference for VFF and
RBF+IP for the 1D examples λ1, λ2, and λ3, for different numbers of observations
Nobs in the training set. Horizontal lines denote the initial values. This shows
how the point estimates converge with increasing number of features. VFF
tends to converge faster. Note that an insufficient number of inducing features
is generally associated with a too large lengthscale. The constant offset β can
be estimated well using our heuristics, whereas it is more difficult to estimate
the variance a priori.
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Figure S4: Histograms of the hyperparameter posterior distributions obtained
through MCMC, for the same observations as in Figure S3. Dots denote corre-
sponding VB point estimate. In most cases, M = 20 and M = 40 frequencies
cannot be distinguished. The exception is λ2 with Nobs = 100 observations,
where a larger number of frequencies allows us to resolve the oscillations with
a slightly smaller lengthscale. For the comparatively smooth λ1 and λ3 the
lengthscale increases with the number of observations, as the data becomes
more even and less affected by the shot noise. For λ2, with less observations
the inference smoothes over the oscillations. In all cases, larger numbers of
observations result in tighter and more peaked distributions.
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Figure S5: Inferred rate for midnight 00:00 (left) and 24:00 (right) for a spa-
tiotemporal model including day-of-time but without a non-periodic kernel for
the time dimension. With a periodic kernel, the rates for both cases would be
equal.
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