Abstract. For various proper inclusions of classes of groups C D, we nd a group H 2 D and a rst{order sentence ' such that H j = ' but no G 2 C satis es '. The classes we consider include the classes of nite, nitely presented, nitely generated with and without solvable word problem, and all countable groups. For one separation, we give an exampleof a f.g. group, namely ZpoZfor some prime p, which is the only f.g. group satisfying an appropriate rst{order sentence. A further example of such a group, the free step-2 nilpotent group of rank 2, is used to show that true arithmetic Th(N;+; ) can be interpreted in the theory of the class nitely presented groups and other classes of groups.
Introduction
To what extent are properties of a group expressible by a sentence in the rst{order language for groups? While some properties, like being abelian or nilpotent of step 2, are rst{order by their very de nition, most properties cannot even be described by an axiom system (including none ective ones). Examples of properties of the second kind are: being a torsion group, being nitely generated and being free. Throughout this paper we restrict our attention to countable groups. The latter three properties are easily seen to be non-axiomatizable (even within the countable groups) using the compactness theorem from mathematical logic. However, the following problem could still have a solution: given a \natural" class of groups C and a particular group H 6 2 C, nd a rst{order sentence ' such that H j = ', but no group in C satis es '. (If this is possible for each countable H 6 2 C, then C is axiomatizable within the countable groups.) In our results, H will be a member of a larger natural class of groups D, so the existence of ' implies that rst{order logic can distinguish between C and D, i.e. Th(D) is a proper subset of Th(C). (Recall that the theory Th(E) of a class E of groups is the set of rst{order sentences which hold in all members of E.) We illustrate this by giving an example of such a separation, where C is the class of nite groups, and D is the class of nitely presented (f.p.) groups with solvable word problem. Proposition 1.1. There is an existential sentence ' 1 which holds in a nitely presented group H 1 with solvable word problem, but fails in all nite groups.
Proof. Higman (see 17 , Prop. I.6]) found an example of an in nite f.p. group which has no nontrivial nite quotients: let H 1 = ha 0 ; a 1 ; a 2 ; a 3 j r 0 ; r 1 ; r 2 ; r 3 i, where r i = a a i+1 i a ?2 i (i = 0; 1; 2; 3), and i + 1 is computed modulo 4. It is easy to show that H has solvable word problem Let ' 1 be the existential sentence 9x 0 : : :9x 3 
}
In this article we show such separation results for most natural classes of countable groups which have been considered in group theoretical investigations with a view on logic. This is part of a more general endeavor to understand the expressive power of rst{order logic in group theory. Here are some results in this direction. First a de nition. Let us say a f.g. group H is quasi-axiomatizable if, whenever G is a f.g. group which has the same theory as H, then G = H. The restriction to nitely generated G is essential, since the theory of any in nite n{generated group H has a countable model not isomorphic to H (i.e. the theory of H is not !{categorical).
Using a basic result of model theory 5, Thm 7.3.1], this follows from the the fact the theory has in nitely many n + 1{types. One can verify that all f.g. abelian groups are quasi-axiomatizable. Moreover, Szmielew 18 ] characterized pairs of (not necessarily f.g.) abelian groups which have the same theory. Oger 13] proved that two f.g. nilpotent groups G; H have the same theory i G Z = H Z. Earlier, Hirshon 3] had considered the question for which groups A Zcan be cancelled from a direct product A Zin the sense that if A Z = B Z, then A = B. He proved that this is the case for any group A which is f.g. torsion free step-2 nilpotent, but gave a counterexample where A is f.g. torsion free step-3 nilpotent. Then, by Oger's result, torsion free step-2 nilpotent groups are quasi-axiomatizable, but there exists a f.g. torsion free step-3 nilpotent group which is not. Kharlampovich and Myasnikov 9] proved that all nonabelian free groups have the same rst{order theory, thereby answering a long{open question of Tarski. (Thus, f.g. free groups are not quasi-axiomatizable). While these results, especially the last one, expose a weakness in the expressiveness of rst{order logic, our separation and quasi-axiomatizability results go in the other direction. We introduce the classes to be separated. Recall that a group is recursively presented if it has a presentation hx 0 ; x 1 ; : : :jRi where R is a recursively enumerable set of relators (and x 1 ; x 2 ; : : : is a nite or in nite list of generators). The word problem for such presentation is the normal closure of R in F(x 0 ; x 1 ; : : :), which is also recursively enumerable. If the set of generators is nite, then the word problem is independent of the particular presentation (up to recursive isomorphism). In the following list, for 0 i < j 5 a class included under (i) is a proper subclass of a class under (j). Moreover the classes C 2a ; C 2b are incomparable. C 2a = nitely presented groups C 2b = nitely generated groups with solvable word problem 3. C 3 = f.g. and recursively presented groups 4. C 4 = nitely generated groups 5. C 5 = countable groups. For each class C x , x 6 = 3, we will explicitly describe a sentence ' x and a group H x j = ' x such that no group in a class from List 1.2 not containing C x satis es ' x . (3) is the complexity of true arithmetic Th(N; +; ). Using the fact that UT 3 3 (Z) is quasi-nitely axiomatizable and encodes a copy of the ring of integers, we will show in Section 5 that this upper bound is the actual complexity. Th(C 0 ) is co{recursively enumerable, and Th(C 5 ) is recursively enumerable. From the usual undecidability proofs, one can derive that the complexity of the rst theory is the same as the complexity of the complement of halting problem from recursion theory, and the complexity of the second theory is the same as the one of the halting problem. We conclude the introduction by describing a further relatively easy example, the group H 2a . The argument generalizes the one used in the proof of Proposition 1.1. 
For, after conjugating this set of relators with a power of d, we can assume hat m = 0. Let G = Z n+1 p be generated by fa 0 ; : : : ; a n g, and consider the HNN ex- (ii) We rst show H 0 6 = A. Let a be a generator of a cyclic group P of order p. The map f : F(a; d) ! P C given by a 7 ! a; d 7 ! d maps all relators in (1) to 1, and therefore induces a map f : H ! P C. Since the kernel of this map is properly included in A and P C is abelian, H 0 is properly included in A. In the following we assume G is a f.g. group satisfying ' 2b via witnesses a; d 2 G, and we write A = G 0 hai and C = C G (d). We refer to this situation as the general case.
Lemma 2.6. C is in nite cyclic. Proof. Since G is f.g., so is C. Let C = T D, where the nite group T is the torsion part of C and D is free abelian. We rst prove that the torsion part is trivial. If t 2 T ? f1g has order r, then all the orbits in A under the action of t have size r, for if some orbit has size s < r, then t s 2 C ? f1g has a x point. Let U be the ( nite) T-invariant subspace of A generated by a. Then U 6 G 0 . Since jA : G 0 j = p, this implies jU : U \ G 0 j = jUG 0 : G 0 j = p. Let n be the dimension of U as a Z p -vector space and consider the action of T on U. If t 2 T ? f1g has order r, then U ?f0g is partitioned into orbits of the same length r, so rjp n ?1. We show r < p. We can assume n > 1. Since G 0 \ U is T{invariant and has dimension n ? 1, rjp n?1 ? 1. But p(p n?1 ? 1) + (p ? 1) = p n ? 1, and therefore(p n ? 1; p n?1 ? 1) = (p n?1 ? 1; p ? 1), so the order of t is < p. Since we assume that G j = 3 (a; d), this implies t = 1, contradiction. For a f.g. torsion free abelian group C, the rank of C is the dimension of C=2C as a Z 2 { vector space. Since G j = 4 (a; d) we may conclude that C is in nite cyclic. } In the general case, d may not generate C. So choose a generator c 2 C. Recall that the group ring Z p C consists of expressions P = P s i=r i c i , where i 2 Z p and r; s 2 Z; r s. Because this ring is the ring of fractions of the usual polynomial ring Z p c] by the multiplicative subset fc n : n 0g, it is a principal entire ring (see Lang 10 , Section II.3 and Exercise 4]). The action of C on A makes A a Z p C{module (C{module for short), where the scalar multiplication is given by u P = P s i=r i u c i . We will show that this C{module is f.g. free. By Lang 10, Thm XV.2.2], for modules over principal entire rings, the following su ces (the rst part is well{known).
Lemma 2.7.
(i) A is nitely generated as a C{module.
(ii) The C{module A is torsion free, i.e. for each nonzero P 2 Z p C and u 2 A, u P = 0 implies u = 0. (ii) Suppose u 2 A?f0g; P = P s i=r i c i 2 Z p C ?f0g and u P = 0. Then r < s. We can assume that the leading coe cient in P is ?1, so that, for some s 2 Z; r s, 
F.g. versus recursively presented
In this section we obtain H 4 and ' 4 . We use notions from e ective model theory. H 4 turns out to have a 0 2 {copy. Theorem 3.1. There is a 3 {sentence ' 4 which holds in some nitely generated group H 4 but fails in all recursively presented groups. Proof. We make use of undirected irre exive graphs, simply called graphs here.
Usually the structures encountered in this proof have the integers Zor a nite interval 0; : : : ; n] as their domains. Such a structure in a nite relational language is recursive if those relations are computable. We rst describe a sentence which holds in some graph (Z; E), but fails in all recursive graphs. Thereafter we encode (Z;E) in a f.g. group H 4 , using for the coding only equations with constants in H 4 , but coding both the edge relation and its complement. The sentence ' 4 expressing that, via some list of constants, a graph satisfying is coded, holds in H 4 but fails in all recursively presented groups. It will matter that the sentence does not contain the equality symbol. Lemma 3.2. There is a 3 {sentence in the language of graphs without equality which holds in some graph (Z; E) but fails in all recursive graphs.
Proof. We obtain in two steps. 1. Let be the signature consisting of a ternary relation symbol R and an equality symbol . We obtain a {structure satisfying a 3 {sentence which fails in each recursive {structure. We could work with Tennenbaum's Theorem (see 8] ). However, we prefer to reconsider Miller's group M from Proposition 1.4, now viewed as a {structure, where R is interpreted as the graph of the group operation (and is the usual equality). Sentences in the restricted rst{order language with only one binary function symbol for the group operation can directly be translated into sentences in the rst{order language over . Then M j = , but no recursive structure (Z; R) is a model of : otherwise it would be a group G, and we would obtain a presentation of G with computable word problem, contrary to Proposition 1.4.
2. We use the coding by 1 {formulas of a structure A in a nite relational language with equality in a graph (V; E) given in the proof of Nies 12, Thm 4.2]. (There, the coding is used to show that the 2 {theory of the class of nite undirected graphs in the language without equality is undecidable.) Here, the nite relational language is L( ). The coding in 12] uses 1 formulas in the language L ? (E) with a binary relation symbol E, but without equality. The domain of A is represented by all elements satisfying a formula Cyc 3;4 (x) (saying that x is in the intersection of a 3-cycle and a 4-cycle), which we will denote here by Cyc(x). For each n{ ary relation symbol S in (i.e. R and ), there are 1 {formulas ' S (x 1 ; : : : ; x n ) and ' :S (x 1 ; : : :x n ) intended to code the relation S A and its complement on fx :
Cyc(x)g. A \correctness condition" expresses that { the formulas ' S , ' :S de ne complementary relations on the nonempty set fx : Cyc(x)g, for S 2 fR; g Moreover, if Q is recursive, then this structure has a recursive copy: since all the coding formulas are 1 , all the relevant sets and relations are recursively enumerable. Let X be Zor an initial segment of N, and choose a computable f : X ! D whose image is a system of representatives for P. Since Q j = , the preimage under f of fha; bi : a; b 2 D & Q j = ' R (a; b)g is computable.
Now let be the conjunction of and the sentence saying that the {structure encoded on D= P via ' R satis es . Then Q j = , but no recursive graph satis es . Moreover, translating the same way as in 12, Thm 4.2], is 3 . }
We code an arbitrary undirected graph Q = (Z;E) into an appropriate group L Q , using for the coding only equations with constants in L Q . The group will be an HNN{extension of F(a; b; c; d) by two stable letters r; s.
We think of a z as representing z 2 Z. Let to code the domain of Q, E, and the complement of E, respectively (this will ensure that Q is recursive if L Q is recursively presented).
We need to show that we did not extend the centralizer of a when passing from F(a; b; c; d) to L Q , so that ' U encodes the intended domain. We employ results about H from Hodges 4] to prove a lemma which enables us to quantify over nite subsets of H in the rst{order language of groups. Proof. We give an axiom system consisting of sentences 1 ; : : : ; 4 . Let 1 express that the group is step-2 nilpotent and that its center equals the set of commutators. The main problem is to nd a single sentence 2 which holds in U and implies that the center is torsion free. Our sentence in fact implies the center is linearly orderable. Recall Lagrange's Theorem: an integer is nonnegative i it is the sum of four squares of integers. We use this in the de nition of P r;s below. Since 
