Abstract. We study a robot finger model based on a discrete linear control system involving Fibonacci sequence and closely related to the theory of expansions in non-integer bases. The present paper includes an investigation of the reachable workspace, a more general analysis of the control system underlying our model, its reachability and local controllability properties and the relation with expansions in non-integer bases and with iterated function systems.
Introduction
Aim of this paper is to give a model of a robot's figer based on a discrete linear dynamical system involving Fibonacci sequence and closely related to the theory of expansions in noninteger bases. Self-similarity of configurations and an arbitrarily large number of phalanxes and phalanxes are the main features. A discrete dynamical system models the position of the extremal junction of every finger. Our model includes two binary control parameters on every phalanx. The first control parameter rules the length of the phalanx. The length of the n-th phalanx that can be either 0 or f n q −n , where f n is the n-th Fibonacci number and q is a constant scaling ratio. The other control rules the angle between the current phalanx and the previous one. Such an angle can be either π, namely the phalanx is consecutive to the previous, or a fixed angle π − ω ∈ (0, π).
The dynamical systems modeling the total length of the finger and the position of the joints in particular configurations (that we call full-rotation configurations) are an extension of the linear system generating the expansions in non-integer bases and in complex base, respectively. We then generalize the techniques used for the analysis of the set of representable numbers with expansions in non-integer bases in order to investigate the reachable workspace of our finger.
1.1. Motivations and previous work. The finger proposed in present paper is a planar manipulator with rigid links and with a (arbitrarily) large number of degrees of freedom, that is it belongs to the class of so-called macroscopically-serial hyper-redundant manipulators (the term was first introduced in [CB90] ).
Hyper-redundant architecture was intensively studied back to the late 60's, when the first prototype of hyper-redundant robot arm was built [AH67] . The interest of researchers in devices with redundant controls was motivated, among others, by the ability to avoid obstacles and the ability to perform new forms of robot locomotion and grasping (see for instance [Bai86] , [Bur88] and [CB95] ).
A large number of papers were devoted in the literature to both continuously and discretely controlled hyper-redundant manipulators. Our approach, based on discrete actuators, is motivated by their precision with low cost compared to actuators with continuous range-of-motion. Moreover the resulting discrete space of configurations reduces the cost of position sensors and feedbacks.
We recall that the reachable workspace W of a robot is defined as the volume or space that can be reached by a reference point of the mechanism. Reachable workspace estimation is a fundamental problem in robotics as workspace properties can represent important criteria in the evaluation and design of "artifact", from complex humanoid robots to simpler mechanical manipulators. To give a specific example of the task, consider the problem of evaluating the accessibility of an environment for a user in a wheelchair. For an environment to be suitable for wheelchair should be sufficiently clear of obstacles, so that the wheelchair can navigate the environment. The process of evaluation of an environment for wheelchair accessibility requires the involvement of qualified doctors detailed and prescriptive in many countries provide mechanisms to guide this process. By reformulating this task as the problem of establishing W for a user conned to a wheelchair it is possible to develop algorithmic solutions to the problem.
In [IC96] the inverse kinematics of discrete hyper-redundant manipulators is investigated. Throughout the analysis of the reachable workspace (and in particular of the density of its points) an algorithm solving the inverse kinematics problem in linear time with respect the number of actuators is introduced. In general the number of points of the reachable workspace increases exponentially, the computational cost on the optimization of the density distribution of the workspace is investigated in [LSD02] .
Other approaches to the investigation of the reachable workspace include those based on harmonic analysis [Chr96] , and Fast Fourier Transform [WC04] . We refer to [Chr00] for a description of the geometry of the reachable workspace.
We develop several theoretical tools that are extensions or generalizations of results coming from the theory of non-integer bases. The relation between expansions in non-integer bases and planar manipulator is investigated in [LL11] , [LL11a] and [LL12] . For an overview on expansions in non-integer bases we refer to [Rén57] , [Par60] , [EK98] and to the book [DK02] . In particular, expansions in non-integer bases were introduced in [Rén57] . For the geometrical aspects of the expansions in complex base namely the arguments that are more related to our problem, we refer to [Knu60] , [Pen65] , [GG79] , [Gil81] , [Gil87] , [ABB+04] , [AT04] and to [IKR92] .
1.2. Organization of the paper. In Section 2 we introduce our model and we state our main results on the density of the reachable workspace. The remaining part of the paper is devoted to the analysis of the dynamical system underlying our model. Section 3 is devoted to the introduction of such Fibonacci control system and to its preliminary properties. In Section 4 and Section 5 we establish some properties of reachability and local controllability. In the terminology of the theory of expansions in non-integer bases these notion are respectively equivalent to representability in non-integer and complex bases. Finally in Section 6 we establish a relation with the theory of Iterated Function Systems and we point out some parallelisms with classical expansions in non-integer bases.
A model for a robot finger
Throughtout this section we introduce a model for a robot finger. We assume phalanxes and junctions to be thin, so to be respectively approximate with their middle axes and barycentres. We also assume axes and barycentres to be coplanar and, by employing the isometry between R 2 , we use the symbols x 0 , x 1 , ..., x n ∈ C to denote the position of the barycentres of the junctions, therefore the length l n of the n-th phalanx is
We assume l n to be ruled by a binary control c n , and in particular,
(2) l n= c n f n q n . where {f n } is Fibonacci sequence, namely
Now, consider the quantity
with c ∈ {0, 1} N .
Remark 1. In order to simplify subsequent notations we shall fix as the base of the manipulator the point x −1 = 0, so that the 0-th phalanx is well defined and it may be of length either 0 or 1.
L(c) is the total length of the configuration of the finger corresponding to the control c. Denote by ϕ the Golden Mean. We shall also use the quantity
In what follows we show that if the scaling ratio q belongs to a fixed interval and if we allow the number of phalanxes to be infinite, then we may constraint the total length of the finger L(c) to be any value in the interval [0, S(q)].
Remark 4. The proof of Theorem 3 is postponed to Section 4.1 below.
We now continue the building of our model. In view of (1), if x 0 = 0 one has for every n
where ω k is the argument of x k − x k−1 and, consequently, it represents the orientation of the k-th phalanx with respect to the global reference system given by the real and imaginary axes.
Example 5. If the angle between two consecutive phalanxes is constantly equal to ω ∈ [0, 2π) then ω k = kω.
So far we introduced a control sequence ruling the length of each phalanx. We now endowe our model with another binary control sequence v = (v k ), ruling the angle between two consecutive phalanxes. In our model, the angle between two consecutive phalanxes is either π or a fixed ω ∈ (0, π). If v k = 0 then the angle between the k − 1-th phalanx and the k-th phalanx is π, while if v k = 1 then the angle between the k − 1-th phalanx and the k-phalanx is π − ω so that (6) v k = 1 rotation of the angle ω; 0 no rotation.
We notice that, under these assumptions, (5) is indeed a controlled quantity, while L(c) is yet independent from v. Next result explicitely describes ω k .
Proposition 6. Let n ≥ 0 and v j ∈ {0, 1} for j = 1, ..., n. Then
Proof. In view of (5) (8)
On the other hand, x n is the vertex of the angle between the n-th phalanx and the n + 1-th phalanx, therefore we have the relations
By a comparison between (8) and (9) we get (10)
and, consequently, the claim.
In view of Proposition 6 we may write the complete control system for the joints of our robot finger:
Our second main result describes the topology of the asymptotic reachable workspace when the rotation angle ω rational with respect to π, namely it satisfies ω = d p 2π for some d, p ∈ N. One has a local controllability result when the scaling ratio q is lower than a treshold depending on p, that we denote q(p). In particular q(p) is defined as the greatest real solution of the equation
In Section 5.2 below we give a closed formula for q(p).
N contains a neighborhood of the origin.
The proof of Theorem 7 is postponed to Section 5.1 below.
A Fibonacci control system
We remark that for every c
Then both Theorem 3 and Theorem 7 are related to the study of the set
. In view of above reasoning, in what follows we shall focus on the study of R ∞ (z), by constructing the theoretical background necessary to prove Theorem 3 and Theorem 7 and by investigating further properties of R ∞ (z). We get started by discussing the real case, namely we give a characterization of R ∞ (q) as the asymptotic reachable set of the system
Denote by x n (c) the (discrete) trajectory corresponding to the control c ∈ {0, 1}. Proof. It suffices to show, by induction on n, the equality
The case n = 0 follows by direct computation. Assume now as inductive hypothesis
and, finally,
Reachability
Throughtout this section we show that R ∞ = [0, S(q)] if and only if q ≤ 1 + √ 3 (namely we prove Theorem 3) and we give a greedy algorithm steering any reachable point of (F) to the origin. To this end we introduce the following notation
Last equality can be proved by a simple inductive argument. We also shall use the following recursive relation
Finally note that S(q, 0) = S(q).
Lemma 9. Let q > ϕ. For every h
Proof. First of all note that for every
and consequently q ≤ 1 + √ 3 if and only if
This, together with q > ϕ > 0 implies that q ≤ 1 + √ 3 is equivalent to
Theorem 10. Let q ≤ 1 + √ 3 and x ∈ [0, S(0, q)] and consider the sequences (r h ) and (c h ) defined by
Proof of Theorem 10. Fix x ∈ [0, S(q, 0)] and first of all note that
Indeed above equality can be shown by induction on h. For h = 0 one has r 1 = q(x − c 0 f 0 ) and consequently x = f 0 c 0 + r 1 /q. Assume now (16) as inductive hypothesis. Then
and, consequently,
We show the above inclusion by induction. If h = 0 then the claim follows by the definition of r 0 and by the fact that x ∈ [0, S(0, q)]. Assume now (17) as inductive hypothesis. One has
-where the last inclusion follows by Lemma 9. If otherwise
On the other hand Finally assume q > 1 + √ 3. By Lemma 9 there exists x ∈ (S(1, q)/q, f 1 ). In order to find a contradiction, assume x ∈ R ∞ . Then
Note that c 0 = 1 because x < f 1 = 1. Then c 0 = 0 and
but this contradicts x ∈ (S(1, q)/q, f 1 ). Then x ∈ [0, S(0, q)] \ R ∞ and this concludes the proof.
4.1. Proof of Theorem 3. The claim immediately follows by recalling the equality {L(c) | c ∈ {0, 1} N } = R ∞ (q) and by Theorem 10.
Local controllability in complex base
Throughtout this section we investigate R ∞ (z) with z = qe iω and ω
First of all we notice that z p = q p and consequently
Above equality implies that if p ≥ 2 and if
is an interval (and not a disconnected set) then
is a polygon containing the origin in its interior -note that min R h ∞ = 0. In what follows we show that if q is small enough, then such a local controllability condition is satisfied. Now, recall the definitions
and let us extend the function S to
] for every h = 0, . . . , p − 1. By simple inductive arguments we have the following recursive relation
Moreover one has and, more generally,
Finally let us define q(p) as the greatest solution of the equation
Example 11. q(1) = 1 + √ 3, q(2) = Remark 12. The value q(p) is explicitely calculated in Section 5.2 below.
Proof. The case h = 0 follows by the definition of q(p) and by (20). If h = 1 then
Fix now h ≥ 2 and now (23) as inductive hypothesis for every integer lower than h. It follows by (19) S(q, p, p + h) = f h−1 S(q, 1, p) + f h−2 S(q, 0, p) ≥ 2(f h−1 + f h−2 ) = 2f h therefore, by (22), we finally get
Lemma 14. Let p, h ∈ N and let q ≤ q(p). For x ∈ [0, S(q, h, p)] consider the sequences (r n ) and (c n ) defined by f pk+h q pk c k + r n+1 q p(n+1 for all n.
Indeed for h = 0 one has r 1 = q p (x − c 0 f h ) and consequently x = f h c 0 + r 1 /q p . Assume now (26) as inductive hypothesis. Then
Now, we claim that for every n if q ≤ q(p) then (27) r n ∈ [0, S(q, pn + h, p)].
We show the above inclusion by induction. If h = 0 then the claim follows by the definition of r 0 and by the fact that x ∈ [0, S(q, h, p)]. Assume now (27) as inductive hypothesis. One has r n ∈ [0, S(q, pn
] -where the last inclusion follows by Lemma 13. If
On the other hand
and this proves (25). It follows by the arbitrariety of x that if q ≤ q(p) then R h ∞ = [0, S(q, 0, p)]. Finally assume q > q(p). By Lemma 9 there exists x ∈ (S(q, h, p)/q p , f h ). In order to find a contradiction, assume x ∈ R h ∞ . Then
Note that c 0 = 1 because x < f h . Then c 0 = 0 and
but this contradicts x ∈ (S(q, h, p)/q p , f h ). Then x ∈ [0, S(q, 0, p)] \ R h ∞ and this concludes the proof.
Theorem 15. If ϕ < |z| ≤ q(p) then R ∞ (z) is a polygon on the complex plane containing the origin.
Proof. It follows by Lemma 14 and by
5.1. Proof of Theorem 7. Theorem 7 immediately follows by
and by Theorem 15.
Explicit calculus of q(p). By a comparison between (19)
, (20) and (21), S(q, 0, p) and S(q, 1, p) are solution of the following system of equations
We now show that the solutions in (30) and (31) are well defined.
Proposition 16. Let
and the real roots of ∆ p (q) are ±ϕ and ±(ϕ − 1) if p is even and −ϕ and ϕ − 1 if p is odd.
In particular if q > ϕ then ∆ p = 0.
Proof. The equality in (32) follows by Cassini identity for p ≥ 2
Now, we notice that ∆ p (q) = 0 if and only if
We first discuss the case of an even p. When p is even then ∆ p (q) has exactly 4 real solutions
Now, for every p ∈ N one has that the Golden Mean ϕ satisfies
. This, together with ∆(q) = ∆(−q) and Cassini identity, implies
Moreover, since ϕ − 1 = 1/ϕ and ∆(q) = ∆(−q),
This concludes the proof for the even case. Now, if p is odd then ∆ p (q) = 0 has exactly 2 real solutions
Again by Cassini identity
Since 1 − ϕ = −1/ϕ we finally obtain
By Proposition 16
Example 17. For p = 1 we already showed
S(q, 1, 2) = q 2 q 4 − 3q 2 + 1 For p = 3, namely when z is a rescaled cubic root of unity,
We now give a closed formula for q(p)
Proof. We recall that q(p) is defined as the greatest solution of
Solving above equation one gets
and finally (33).
A characterization of the reachable set via Iterated Function Systems
Let q > φ, v ∈ R 2 and consider the linear map from R 2 onto itself
where
We now introduce the concept at the base of the symbolic dynamics, which is a particular application from c ∈ {0, 1} N into itself that iterates in a natural way. it is said unit shift.
Proposition 20. For every q > φ c∈{0,1}
Proof. Let c = (c 0 , c 1 , . . . ) ∈ {0, 1}. One has 
and this implies the inclusion c∈{0,1} F q,(c,0
Note that in general F q,v is not a contractive map. However the spectral radius of A(q), say ρ(q), satisfies ρ(q) = ϕ q < 1 for every q > ϕ
In particular there exists k(q) such that for every k ≥ k(q)
Example 21. Let k = 2. One has
-see Section 6.1 below for a detailed computation of ||A k (q)||. Therefore ||A 2 (q)|| < 1 if and only if q 6 − q 4 − 5q 2 − 1 > 0, namely k(q) = 2 for every q >q ∼ 1.69299 whereq is the unique positive solution of equation
Now, for every binary sequence of length k, say c k , define the vector
Then for every k let
One has that for k = 1
and, more generally,
and for every c k ∈ {0, 1} k the map G q,c k is a contraction and
Proof. By the definition of k(q), G is a contractive map. The equality (38) follows by Proposition 20 and by (37).
Remark 23. It follows from Theorem 22 that Q ∞ is the attractor of a two-dimensional linear Iterated Function System (IFS)
Note that the G q,c k 's share the same scaling factor, A k (q), and they differ for the translation component v(c k ). A similar structure also emerges for the one-step recursion case, generating power series with coefficients in {0, 1}. Indeed
and setting
where G 1 q,c (x) = c + x q . The differences and analogies between the two systems can be summarized as follows
• both systems converge to power series;
• R 1 ∞ can be generated by a one-step recursive algorithm and it is the attractor of a onedimensional IFS, the radius of convergence is 1. The buffer needed (i.e. the number of digits the IFS depends on) is constantly equal to 1; • R ∞ can be generated by a two-steps recursive algorithm and it is the attractor of a two-dimensional IFS, the radius of convergence is φ. The buffer needed, k(q), depends on q and it goes to infinity as q tends to φ from above.
An upper estimate for k(q).
Proposition 24 (An upper estimate for the Fibonacci sequence). For every n ∈ N
Proof. By induction on n. First, as base cases, we will consider the cases when n = 1 and n = 2. Note that 1 < ϕ < 2. By adding 1 to each term in the inequality, we obtain 2 < ϕ + 1 < 3. The two inequalities together yield 1 < ϕ < 2 < ϕ + 1 < 3 Using the relation ϕ + 1 = ϕ 2 and the first few Fibonacci numbers, we can rewrite this as
which shows that the statement is true for n = 1 and n = 2. Now, as the induction hypothesis, suppose that F i+1 < ϕ i < F i+2 for all i such that 0 ≤ i ≤ k + 1.
Adding each term of the two inequalities, we obtain
Using the relation ϕ k+1 + ϕ k = ϕ k+2 and the first few Fibonacci numbers, we can rewrite this inequality as
which shows that the inequality holds for n = k + 2.
Lemma 25 (Explicit computation of A k (q)). For every q > φ and for every k ∈ N (40)
Proof. By induction on k. Base step, k = 1, is trivially satisfied. Assume now (40) as inductive hypothesis. For k + 1 we have
and this concludes the proof.
Proposition 26. For every q > φ
Proof. Fix k and set
Denote by λ max (A) the greatest eigenvalue of A in modulus. One has that the matrix norm consistent with euclidean norm satisfies the following identity ||A||= max
. The product matrix B T (q)B(q) has the form:
The characteristic polynomial p(λ) associated to B T (q)B(q) is hence
The free term of characteristic polynomial is linked to algebraic identities involving the Fibonacci numbers, f Consequently if ϕ 2k−2 q 2k+2 (q 4 + 3q 2 + 1) < 1 then ||A k (q)|| < 1. To solve above inequality with respect to k we apply the logarithm, requiring that the final report is less than 0:
2k ln ϕ q + ln 1 ϕ 2 q 2 (q 4 + 3q 2 + 1) < 0
We finally obtain that if k > ln 1 ϕ 2 q 2 (q 4 + 3q 2 + 1) 2 (ln q − ln ϕ) then ||A k (q)|| < 1 and hence the claim.
F n is the closest integer to ϕ n √ 5
Therefore it can be found by rounding in terms of the nearest integer function:
That gives a very sharp inequality. In fact, if n is an even number, then
i.e.
. Observe that for k even, k = 2n.
Remark 27. Now we want to compare the values of k(q), and suppose that k(q) of (42) is greater than (41). .
