The lookup table option, as an alternative to analytical calculation for evaluating the nonlinear heterogeneous soil characteristics, is introduced and compared for both the Picard and Newton iterative schemes in the numerical solution of Richards' equation. The lookup table method can be a cost-effective alternative to analytical evaluation in the case of heterogeneous soils, but it has not been examined in detail in the hydrological modeling literature. Three layered soil test problems are considered, and the robustness and accuracy of the lookup table approach are assessed for uniform and non-uniform distributions of lookup points in the soil moisture retention curves. Results from the three one-dimensional test simulations show that the uniform distributed option gives improved convergence and robustness for the drainage problem compared to the non-uniform strategy. On the other hand, the non-uniform technique can be chosen for test problems involving flow into initially dry layered soils.
Introduction
Richards' equation is a standard, commonly-used approach for describing flow in partially-saturated porous media. The highly nonlinear nature of Richards' equation, due to the dependence of the hydraulic conductivity and diffusivity on the moisture content, in combination with the non-trivial forcing conditions that are often encountered in engineering practice, makes Richards' equation practically impossible to solve using analytical approaches except for a few special cases [1] [2] [3] . One of the numerous varieties of Richards' equation is based on the pressure head (ψ) formulation, which is the most commonly-used because it has the advantage of being applicable to both saturated and unsaturated conditions and accommodating heterogeneous soils. In this approach, mass balance is guaranteed by evaluating the moisture content change in a time step directly from the change in the water pressure head [4] . In modeling unsaturated flow problems involving sharp wetting fronts, it has been shown to offer excellent mass balance [5] . This technique is simple to employ in head-based codes, requiring only an additional source term. However, this approach may encounter difficulties in stability and convergence for a sharp wetting front [6] [7] [8] [9] . Other methods such as the switching algorithm are also proposed for better mass balance in simulating transitions between saturated and unsaturated conditions [10, 11] , and the predictor-corrector method [10, 12] can also be used to simulate variably-saturated flow problems. A computationally-economic convergence approach based on using the pressure head as the primary variable has been proposed [13] . The pressure head form of Richards' equation with the small change of ψ throughout a time step is able to attain good mass balance.
Soil water characteristic functions, which are required to solve Richards' equation, are difficult to measure adequately for soils with heterogeneous pore systems. Capturing the moisture content profile across boundaries between materials with different hydraulic properties implies simulation of the flow problem in heterogeneous media. This has proven to be a challenging task for numerical modellers. Several numerical algorithms have been proposed to handle the discontinuity of fluid content in layered soils [14] [15] [16] . Severe difficulties are encountered when the analytical expression for the derivative of moisture content is used in the numerical simulation of fluid flow problem [17] . This is due to the shape of the soil water capacity function and the relative hydraulic conductivity near saturation [9] . As a result, numerical accuracy can be affected significantly, as can the stability and rate of convergence of the numerical scheme. Therefore, to circumvent such difficulties, a proper choice of the estimation method of soil characteristic functions for heterogeneous porous media is required. In this study, we adopted the lookup table technique, which is an alternative to the analytical calculation of moisture curves.
In the numerical procedures for the solution of flow problems in variably-saturated porous media, much effort has been devoted to overcoming mass conservation errors, numerical diffusion and other inaccuracies that can be generated. The numerical solution of Richards' equation is very challenging due to the nonlinear dependency of the moisture content on the pressure head, and it requires sophisticated numerical techniques to overcome convergence difficulties and poor computational efficiency [17] [18] [19] . For the numerical solution of Richards' equation, it is convenient to decouple the issues of temporal and spatial accuracy. A variety of numerical models have been proposed on the basis of the finite difference, finite element and finite volume methods to simulate saturated-unsaturated flow [4, 8, 11, [20] [21] [22] [23] . In addition, most variably-saturated flow simulators currently in use are based on fixed spatial grids and either fixed time steps or an empirically-based adaptive time stepping method [4, 24] . The numerical stability of the finite element models is improved by mass lumping since previous findings indicate that consistent mass formulation can cause numerical oscillations [4, 25, 26] . The importance of proper treatment of the time derivative for reliable numerical simulations has also been shown [4, 27] . Typically-used time stepping schemes are the backward Euler and Crank-Nicolson schemes, and it has been demonstrated that the second order schemes are generally more effective than first-order schemes [28] . Other time stepping schemes used for Richards' equation include the three-level Lees' and implicit factored schemes [28] .
In linearization schemes, the Picard and Newton iterative methods represent the most common approaches to solve numerically the nonlinear Richards' equation, with the simpler Picard technique being the more popular of the two [14, [29] [30] [31] [32] [33] [34] [35] . It has been shown that the iterative Newton scheme is quadratically convergent, while Picard converges linearly [28] . Moreover, the implementation of the Picard scheme is easier, computationally inexpensive and preserves symmetry of the discrete system of equations, whereas the Newton scheme generates a nonsymmetric system matrix. This factor is important in assessing the relative efficiency of the two schemes, since different storage and linear solver algorithms can be used to exploit these structural differences. In many cases, the Picard scheme converges well and more efficiently, but for cases of gravity drainage, complex time-varying boundary conditions, strongly nonlinear characteristic equations and saturated/unsaturated interfaces, it can fail to converge or it may converge very slowly [19] .
In this paper, we investigate the lookup table approach to enhance the performance of the Picard and Newton iterative methods for cases where convergence difficulties are met, in particular for heterogeneous soils. The lookup table method can be a cost-effective alternative to analytical evaluation of the soil moisture retention curves, but its performance has not been examined in detail in the hydrological modeling literature. Numerical results for three test problems illustrate the circumstances under which the two iterative schemes can be expected to perform poorly and, thus, provide useful cases for investigating alternative schemes, such as lookup table evaluation of heterogeneous soil characteristics.
Richards' Equation for Flow in Variably-Saturated Porous Media
Richards' equation may be written in three standard forms, with either pressure head or moisture content as dependent variables. These three forms of the saturated-unsaturated flow equation are the "ψ-based" form, "θ-based" form and the "mixed (ψ − θ)" form. We assume that the porous media and water are incompressible and that the air phase is infinitely mobile, so that the air pressure remains constant. Finally, in our formulation, any source or sink terms are handled as boundary conditions.
For one-dimensional vertical flow in unsaturated soils, the pressure head-based Richards' equation is written as: Usually, the ψ-based form is used for heterogeneous soils of both saturated and unsaturated flow conditions. However, this formulation generally exhibits very poor preservation of mass balance, unacceptable time-step limitations [26] and relatively slow convergence [36] .
In contrast, the θ-based form is a conservation form by construction, i.e., it follows the mass conservation law. In this form, mass balance is improved significantly, and rapidly convergent solutions can be obtained. However, unfortunately, they are strictly limited to unsaturated conditions, since in a saturated condition, the water content becomes constant and D = K C(ψ) = K dψ dθ approaches infinity. Furthermore, for multi-layered soils, θ cannot be guaranteed to be continuous across interfaces separating the layers. Thus, this form is useful only for homogeneous media [37] .
Constitutive Relationship
To complete the model formulation of Richards' equation, we must specify the constitutive relationship to describe the interdependence among fluid pressures, saturations and relative permeabilities. There are several mathematical relationships for the constitutive or soil water retention curves that are used in modeling. The most commonly-used relationships are the Brooks-Corey [38] and the van Genuchten [39] equations. These two models are described as follows:
The Brooks-Corey Model
The constitutive relationships proposed by Brooks and Corey [38] are given by:
where θ s is the saturated moisture content [
α is the bubbling or air entry pressure head [L] and is equal to the pressure head to desaturate the largest pores in the medium and m = 1 − 1 n is a pore-size distribution index (dimensionless). 
The Van Genuchten Model
Perhaps the most widely-used constitutive relations for moisture content and hydraulic conductivity are those of van Genuchten [39] . The model is given by:
Spatial Discretization
For the numerical solution of Richards' equation (1), we discretize the spatial domain using the finite element Galerkin scheme and the time derivative term using a finite difference scheme. To develop the finite element model, there are M − 1 discretized elements for M global nodes in the problem domain.
The approximating function is:
where N J (z) and ψ J (t) are linear Lagrange basis functions and nodal values of ψ at time t, respectively. The method of weighted residuals is used to set the criteria to solve for the unknown coefficients.
In local coordinate space −1 ≤ ξ ≤ 1, the approximating function for each element (e) iŝ
2 (t), which we can write in vector form asψ (e) = (N (e) (ξ)) T Ψ (e) (t). The global function (14) becomes:
The symmetric weak formulation of Galerkin's method applied to (1) yields the system of ordinary differential equations [18] :
where Ψ is the vector of undetermined coefficients corresponding to the values of pressure head at each node, A is the stiffness matrix, F is the storage or mass matrix, q contains the specified Darcy flux boundary conditions and b contains the gravitational gradient component. Over local subdomain element Ω (e) , we have:
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Here, N T denotes the transpose of N.
Time Differencing
Equation (16) can be integrated by the weighted finite difference scheme. We obtain:
where
λ is a weighting parameter) and k and k + 1 denote the previous and current time levels. The time step size to ensure a stable solution will be dependent on the spatial discretization, and for nonlinear equations, there will in general also be a dependency on the form of the solution itself at any given time. Equation (20) is O(∆t) accurate, except for λ = 1 2 . When λ = 1 2 , the discretized scheme (20) corresponds to the Crank-Nicolson scheme.
The system of equations (20) is nonlinear in ψ k+1 , except when λ = 0, which corresponds to an explicit Euler scheme. When λ > 0, the scheme becomes implicit. Some iteration or linearization strategy is thus needed to solve the system of nonlinear equations for the implicit case. For λ = 1, the scheme corresponds to the backward Euler scheme.
Consider:
To linearize the nonlinear System (21), the most common iterative schemes are Picard and Newton. The Picard iterative scheme is more popular than Newton because the formulation of Picard is simple, and it preserves the symmetry of the finite element matrices. On the other hand, the Newton method requires the evaluation of Jacobian matrices and yields a nonsymmetric system. Because of this, the Picard method is less costly, on a per iteration basis, than the Newton method. The Picard method converges linearly, whereas Newton converges quadratically. Therefore, for some problems or under certain accuracy constraints, Newton gives better convergence behavior than Picard [19] .
Newton Scheme
Applied to (21) , the Newton scheme [28] can be written as:
where the superscripts m and m + 1 denote the previous and current iteration levels. The Jacobian for the system is:
expressed here in terms of ij-th component of the Jacobian matrix f (Ψ k + 1 ).
Picard Scheme
The Picard scheme has a simple formulation that can be obtained directly from (20) by iterating with all linear occurrences of ψ k + 1 taken at the current iteration level m + 1 and all nonlinear occurrences at the previous level m [28] . We get:
If we compare Equations (22) and (24), it can be seen that the Picard scheme is an approximation of Newton's method. The linearization of Newton produces a nonsymmetric system matrix, whereas Picard yields a symmetric system. Since different storage and linear solver algorithms can be used to exploit these structural differences, this factor is very important to assess the relative efficiency of the two schemes. For the Newton scheme, we need to evaluate three derivative terms in the Jacobian, implying that the Newton scheme is more costly and algebraically complex than Picard.
Methodology
To investigate the performance of the lookup table option of the subsurface flow model used in this study [19] , we consider three one-dimensional numerical test problems, the first two involving vertical drainage through a layered soil from initially-saturated conditions and the third involving one-dimensional flow into an initially very dry layered soil of sand and clay. There is a sharp region produced in the moisture capacity and relative hydraulic conductivity curves for these test problems. We examined the performance of the lookup table scheme in two ways: uniform and non-uniform distributions of lookup points in the domain of the constitutive relationship curves for both the Newton and Picard iterative schemes. Simple equally-spaced discretization of the moisture capacity, water saturation, relative hydraulic conductivity and other retention curves is defined for the uniform distributions of lookup table points. We have taken many points where the retention curves are very sharp, and fewer points are used where the curves are varying less for the non-uniform distribution case.
Dynamic time step sizes are adjusted according to the convergence behavior of the nonlinear iteration scheme. During any time step, a nonlinear convergence tolerance Tol (= 10 −3 ) is specified, along with a maximum number of iterations, maxit (= 10). The starting simulation time step size is ∆t 0 and continues until we reach the simulation time T max . If the convergence is achieved in a fewer number of iterations than another pre-assigned number of iterations maxit 1 (= 8), then the current time step size is increased by a specified magnification factor, denoted by ∆t mag (= 1.20) , and this is repeated until we reach the maximum time step size ∆t max . It remains unchanged if the convergence required falls between maxit 1 and maxit 2 (= 5) iterations. The time step size is decreased by a reduction factor ∆t red (= 0.5) to a minimum step size ∆t min if the convergence required less than maxit 2 . If convergence is not achieved within the maximum number of iterations, then back-stepping occurs, that is the solution is recomputed at the current time level using a smaller time step, reduced by the factor ∆t red to a minimum size of ∆t min . The infinity norm (l ∞ ) is used as the convergence termination criterion for both the Newton and Picard methods, that is when
then convergence is achieved. All simulations were performed with the CATHY (CATchment HYdrology) model [19, 40] , which is a physically-based hydrological model where the surface module resolves the one-dimensional diffusion wave equation and the subsurface module solves the three-dimensional Richards' equation. All runs were executed on a Dell Inspiron 2.56-GHz laptop computer.
Results

Test Problem 1
The main purposes of this first test case are: (i) to verify that we have correctly implemented the lookup table method (i.e., that it produces the same solutions as analytical evaluation of the nonlinear soil characteristics); (ii) to assess whether the lookup table method is robust (i.e., that it produces accurate solutions over a range of discretizations, as well as for varying numbers and distributions of lookup points); and (iii) to compare the computational efficiency and accuracy (mass balance error) of the lookup table approach against the analytical approach. This assessment is carried out by considering a one-dimensional vertical drainage through a layered soil of 2 m in depth from initially saturated conditions. Initially, the pressure head at the base of the column is reduced from 200 cm to 0 cm. During the subsequent drainage, for a duration of 12.15 d (1,050,000 s), a no flow boundary condition is imposed at the top, and a Dirichlet boundary condition is imposed at the base of the column. The domain of the soil column is parameterized by the van Genuchten relationships. The hydraulic properties of the soils are given in Table 1 . The soil layers have different saturated hydraulic conductivity (K s ), but the same values for the van Genuchten parameters (θ s , θ r , α and n). The soil profile is Soil 1 for 0 < z < 80 cm and 140 cm < z < 200 cm and Soil 2 for 80 cm < z < 140 cm. To obtain the analytical and lookup numerical solutions, the flow domain is discretized using two uniform grids consisting of 50 and 150 layers. The time discretizations are performed in a simple manner using a constant value ∆t = 100 s and 1000 s. The numerical results for this problem are obtained using Picard iteration and with 31 and 151 as the number of lookup points (NLKP) distributed both uniformly and non-uniformly for each set of layer and time step discretizations. Figure 1 shows the saturation profiles at four different times, at the start of drainage (0 s), at 250,000 s (2.9 d), at 550,000 s (6.4 d) and at 1,050,000 s (12.15 d), for both the analytical and lookup table approaches for the 150-layer, ∆t = 100 s discretization case. A very good agreement is exhibited between the analytical and lookup table results for both NLKP values, showing the accuracy of the lookup table approach even for a relatively small number of lookup points. Table 2 shows that the lookup table approach performs consistently (high accuracy) for all combinations of temporal and grid discretization and the number and distribution of lookup points. It is also of the same order of efficiency as the analytical approach (slightly better than analytical for NLKP = 31 and slightly worse for NLKP = 151). 
Test Problem 2
For Test Cases 2 and 3, we will focus solely on the lookup table approach in order to examine its performance under different configurations. Unlike the first test case, Test Problems 2 and 3 will feature heterogeneity not only in K s , but also in the retention curve parameters. Indeed, Test Problem 2 is identical to Test Problem 1, but with different layer thicknesses and with the addition of heterogeneity in the soil moisture retention curves, represented this time with the Brooks-Corey model. This problem is considered to be a challenging test for numerical methods because a sharp discontinuity in the moisture content occurs at the interface between two material layers [41] [42] [43] . During downward draining, the middle coarse soil tends to restrict drainage from the upper fine soil, and high saturation levels are maintained in the upper fine soil for a considerable period of time. The hydraulic properties of the soils are given in Table 3 . The soil profile is Soil 1 for 0 < z < 60 cm and 120 cm < z < 200 cm and Soil 2 for 60 cm < z < 120 cm. To compare the performance between the uniform and non-uniform distributions of lookup points, a fine mesh of 150 elements and a coarser mesh of 50 elements with two time step sizes (∆t max = 100 s and 1000 s) and two sets of lookup table points (NLKP = 31 and 151) in the domain of the moisture curves are considered. Eight runs were performed for each of the iteration schemes (Picard and Newton).
The soil moisture curves of the moisture content (θ) and specific moisture capacity (C) for the uniform and non-uniform distribution of lookup points evaluated by the Brooks-Corey model are presented in Figure 2 moisture curves are considered. Eight runs were performed for each of the iteration schemes (Picard and Newton).
The soil moisture curves of the moisture content ( ) and specific moisture capacity ( ) for the uniform and non-uniform distribution of lookup points evaluated by the Brooks-Corey model are presented in Figure 2 (Soil 1) and Figure 3 (Soil 2). Highly nonlinear natures are clearly shown in the illustrated figures and make good challenges for a numerical algorithm. moisture curves are considered. Eight runs were performed for each of the iteration schemes (Picard and Newton). The soil moisture curves of the moisture content ( ) and specific moisture capacity ( ) for the uniform and non-uniform distribution of lookup points evaluated by the Brooks-Corey model are presented in Figure 2 (Soil 1) and Figure 3 (Soil 2). Highly nonlinear natures are clearly shown in the illustrated figures and make good challenges for a numerical algorithm. Figure 4 shows the saturation profiles at time 12.15 days for the various combinations simulated with the Picard scheme. It is shown that the solutions for 31 and 151 uniform and non-uniform lookup table points coincide very well. This implies that for the soil moisture retention curves, 31 lookup points are sufficient to obtain an efficient numerical solution of Richards' equation. The time stepping, nonlinear convergence and cumulative mass balance error behavior for 150 layers with a step size of 1000 s of uniform and non-uniform NLKP are illustrated in Figures 5-7 , respectively. Graphs for the 150 layer simulation with 100 s and for the 50 layer cases are not presented here, but the observed results are discussed.
The graphical representation of time stepping ( Figure 5 ) for NLKP = 31 shows that the nonuniform case never achieved the assigned maximum time step size of 1000 s for 150 layers except at The time stepping, nonlinear convergence and cumulative mass balance error behavior for 150 layers with a step size of 1000 s of uniform and non-uniform NLKP are illustrated in Figures 5-7 , respectively. Graphs for the 150 layer simulation with 100 s and for the 50 layer cases are not presented here, but the observed results are discussed.
The graphical representation of time stepping ( Figure 5 ) for NLKP = 31 shows that the non-uniform case never achieved the assigned maximum time step size of 1000 s for 150 layers except at the beginning and end time and that the uniform distribution shows the same behavior during the simulation period 1.0 × 10 5 s to 2 × 10 5 s. On the other hand, for NLKP = 151, both uniform and non-uniform cases of 150 layers achieved a maximum step size 1000 s. The performance of 50 layers with 31 lookup points is similar to 150 layers. Furthermore, it is found that the simulation is completed with the maximum step size 1000 s, except at the time near about 2 × 10 5 s for 50 layers in the case of the uniform distribution.
For the Newton scheme, after 2.122 × 10 5 s the uniform and non-uniform cases for all of the vertical layers with NLKP = 31 were unable to achieve the maximum step size 100 s throughout the simulation. Better performance is shown for the 1000 s case of 50 and 150 layers with NLKP = 31. For NLKP = 151, the time stepping behavior of the uniform and non-uniform cases is almost the same for both vertical discretizations.
In Figure 6 , the top two plots show the nonlinear iterations per time step of the Picard technique. Here, it is clear that the non-uniform distribution has difficulty meeting the convergence criterion for 150 layers with NLKP = 31 (similar results were obtained for 50 layers), whereas the uniform distribution needed only one iteration per time step for time step sizes of 1000 s. For 150 layers (as well as 50 layers) with NLKP = 151, both the uniform and non-uniform cases give almost the same behavior. The Newton scheme (bottom two plots of Figure 6 ) shows similar behaviors as we found in the Picard case. In this case, the uniform distribution of NLKP = 31 performs better than NLKP = 151. Figure 7 shows the profiles of total volumetric mass balance error obtained from the uniform and non-uniform case of Picard and Newton techniques of 150 layers. The uniform distribution of NLKP = 31 and NLKP = 151 shows smaller errors for both the Picard and Newton schemes.
The comparison of the computational performance of the lookup table tests is summarized in Table 4 for the Picard and Newton schemes for the runs with and ∆t = 100 s. Efficiency analysis of performance indicators for the Picard and Newton schemes is discussed as follows. The time stepping, nonlinear convergence and cumulative mass balance error behavior for 150 layers with a step size of 1000 s of uniform and non-uniform NLKP are illustrated in Figures 5-7 , respectively. Graphs for the 150 layer simulation with 100 s and for the 50 layer cases are not presented here, but the observed results are discussed.
The graphical representation of time stepping ( Figure 5 ) for NLKP = 31 shows that the nonuniform case never achieved the assigned maximum time step size of 1000 s for 150 layers except at the beginning and end time and that the uniform distribution shows the same behavior during the simulation period 1.0 × 10 5 s to 2 × 10 5 s. On the other hand, for NLKP = 151, both uniform and nonuniform cases of 150 layers achieved a maximum step size 1000 s. The performance of 50 layers with 31 lookup points is similar to 150 layers. Furthermore, it is found that the simulation is completed with the maximum step size 1000 s, except at the time near about 2 × 10 5 s for 50 layers in the case of the uniform distribution.
For the Newton scheme, after 2.122 × 10 5 s the uniform and non-uniform cases for all of the vertical layers with NLKP = 31 were unable to achieve the maximum step size 100 s throughout the simulation. Better performance is shown for the 1000 s case of 50 and 150 layers with NLKP = 31. For NLKP = 151, the time stepping behavior of the uniform and non-uniform cases is almost the same for both vertical discretizations. In Figure 6 , the top two plots show the nonlinear iterations per time step of the Picard technique. Here, it is clear that the non-uniform distribution has difficulty meeting the convergence criterion for 150 layers with NLKP = 31 (similar results were obtained for 50 layers), whereas the uniform distribution needed only one iteration per time step for time step sizes of 1000 s. For 150 layers (as well as 50 layers) with NLKP = 151, both the uniform and non-uniform cases give almost the same behavior. The Newton scheme (bottom two plots of Figure 6 ) shows similar behaviors as we found in the Picard case. In this case, the uniform distribution of NLKP = 31 performs better than NLKP = 151. In Figure 6 , the top two plots show the nonlinear iterations per time step of the Picard technique. Here, it is clear that the non-uniform distribution has difficulty meeting the convergence criterion for 150 layers with NLKP = 31 (similar results were obtained for 50 layers), whereas the uniform distribution needed only one iteration per time step for time step sizes of 1000 s. For 150 layers (as well as 50 layers) with NLKP = 151, both the uniform and non-uniform cases give almost the same behavior. The Newton scheme (bottom two plots of Figure 6 ) shows similar behaviors as we found in the Picard case. In this case, the uniform distribution of NLKP = 31 performs better than NLKP = 151. For the Picard scheme, the case of 50 layers, uniform distributions give better results for all criteria except CPU with ∆t = 100 s for both sets (31 and 151) of lookup points; however, for the ∆t = 1000 s case (results not shown), the non-uniform distribution gives better results on the basis of mass balance error and linear iterations per nonlinear iteration, and for 150 layers of NLKP = 31 with the 100 s and 1000 s cases, the performance of uniform distribution is better than non-uniform on the basis of volumetric mass balance error. On the other hand, for 151 lookup points, the non-uniform case results are better than the uniform case for both time step sizes. For 50 layers and NLKP = 31, in terms of mass balance in percentage error, the uniform case performs better than the non-uniform for the 100 s time step size, but for the 1000 s case, the performance is reversed. Non-uniform performs better than uniform for both time step sizes with NLKP = 151. For the 150 layers case, the uniform distribution is the better strategy for all of the investigated cases (100 s and 1000 s and NLKP = 31 and 151). For both the 50 and 150 layer cases, when 100 s is considered, the uniform distribution takes fewer time steps for every set of NLKP. For 150 layers with NLKP = 31, the uniform case needs only 10,558 time steps to complete the simulation, whereas the non-uniform lookup distribution takes many more time steps (28, 699) . For both layer discretizations with NLKP = 151, the uniform and non-uniform cases take a comparable number of time steps for the time step size of 1000 s, but for the 31 lookup point case (with 100 s), uniform is much better than non-uniform. The uniform distribution is better at achieving the maximum time step size for 100 s for both vertical layers with 31 and 151 NLKP. For 1000 s and NLKP = 151, the non-uniform distribution case is better than the uniform distribution. On the overall assessment of this case, the uniform distribution points need fewer iterations to achieve convergence for all of the cases. The results show that the uniform distribution needs fewer linear iterations per nonlinear iteration to satisfy the termination criteria, except for the case of NLKP = 151 with 1000 s of 150 layers. Very little back stepping (only 17) occurs in the case of uniform distribution, but for the non-uniform case, this happened 6969 times for 150 layers with NLKP = 31. Thus, a back stepping assessment implies uniform distributions are preferable. The comparison of the computational performance of the lookup table tests is summarized in Table 4 for the Picard and Newton schemes for the runs with and ∆ = 100 s. Efficiency analysis of performance indicators for the Picard and Newton schemes is discussed as follows. For the Newton scheme, the findings are: for the 100 s case, at 50 layers, the non-uniform distribution gives better results than the uniform distribution for NLKP = 31 for both cumulative mass balance error in m 3 and also in percentage, but completely opposite results are found for NLKP = 151. Uniform distributions of 150 layers clearly show superior performance for both NLKP with 100 s. For the 1000 s case, it is the non-uniform distributions that perform better. For the NLKP = 151 case, uniform is better than non-uniform for both grid discretizations, but for NLKP = 31, non-uniform takes fewer time steps than the uniform distribution for 100 s. Except for NLKP = 31 of 50 layers for the 1000 s case, uniform needs fewer time steps than non-uniform. The uniform distribution with 151 lookup points of both spatial discretizations achieved bigger average time step sizes for 100 s and 1000 s, but for 31 lookup points, the non-uniform case achieves a larger average time step size. For all of the cases, uniform distributions take fewer nonlinear iterations per time step to meet the convergence criterion. For the 50 layer case, non-uniform needs fewer linear iterations per nonlinear iteration to satisfy the termination criteria for all of the cases. For the 150 layers case, the uniform distribution leads to advanced performance except for NLKP = 151 with 100 s. For 50 layers, the uniform distribution of lookup points does more back stepping than the non-uniform case for NLKP = 31, but when NLKP = 151, it does less back stepping for both step sizes. For 150 layers with NLKP = 151, the uniform distribution does less back stepping than the non-uniform, but with 31 points, the opposite occurred. The number of solver failures is less for all of the cases of uniform distributions with 150 layers, but it is more for 50 layers. The root mean squared error (RMSE) behavior for the lookup tests under Picard and Newton iterations is shown in Figure 8 for the case 100 s, and the results are summarized in Table 5 . The RMSEs are evaluated using the generated reference solution (301 nodes in the vertical soil column, 301 lookup points, step size 1 s and specified nonlinear tolerance 10 −3 . The results from these figures show that the uniform distribution scheme is as efficient as the non-uniform distribution method for all cases. Similar performance is observed for the step size of 1000 s of 50 and 150 layers.
convergence criterion. For the 50 layer case, non-uniform needs fewer linear iterations per nonlinear iteration to satisfy the termination criteria for all of the cases. For the 150 layers case, the uniform distribution leads to advanced performance except for NLKP = 151 with 100 s. For 50 layers, the uniform distribution of lookup points does more back stepping than the non-uniform case for NLKP = 31, but when NLKP = 151, it does less back stepping for both step sizes. For 150 layers with NLKP = 151, the uniform distribution does less back stepping than the non-uniform, but with 31 points, the opposite occurred. The number of solver failures is less for all of the cases of uniform distributions with 150 layers, but it is more for 50 layers.
The root mean squared error (RMSE) behavior for the lookup tests under Picard and Newton iterations is shown in Figure 8 for the case 100 s, and the results are summarized in Table 5 . The RMSEs are evaluated using the generated reference solution (301 nodes in the vertical soil column, 301 lookup points, step size 1 s and specified nonlinear tolerance 10 −3 . The results from these figures show that the uniform distribution scheme is as efficient as the non-uniform distribution method for all cases. Similar performance is observed for the step size of 1000 s of 50 and 150 layers. 
Test Problem 3
The present test problem involves one-dimensional flow into an initially dry, 3 m deep, layered soil of sand and clay. The van Genuchten model is used to describe the soil moisture retention curves. The hydraulic properties of the sand and clay are given in Table 6 , and the initial pressure head is set to −480 cm. The soil profile is sand for 0 < z < 100 cm and 200 cm < z < 300 cm and clay for 100 cm < z < 200 cm. A no-flow boundary condition is applied everywhere except for a water flux rate of 50 cm/day that is applied to the top of the vertical soil column, and the simulation period is one day. This problem was specifically devised for testing the numerical algorithm's ability to survive both very dry conditions and transitions to a saturated state. To explore the behavior of lookup table points for solving Richards' equation, two levels of spatial grid sizes, ∆z = 5 cm (60 layers) and ∆z = 2.5 cm (120 layers), three different time step sizes, 10 s, 800 s and 1600 s, and two sets of lookup points (31 and 151) in the soil moisture retention curves were used in the simulation. This kind of test problem is very complicated to simulate. The lookup points are concentrated in the sharp region of the moisture curves for the non-uniform distribution case. There are 24 runs in total for the iteration schemes (Picard and Newton).
The van Genuchten soil moisture curves for the uniform and non-uniform distribution of lookup points are presented in Figures 9 and 10 . The computed water saturation after one day is illustrated in Figure 11 for all cases of uniform and non-uniform distribution strategies. All solutions obtained using both grid discretizations are in good agreement. Although numerical solutions to hydrological models are known to be quite sensitive to grid resolution [44] [45] [46] , both of the grid sizes used in this test problem (60 layers and 120 layers) are sufficient to capture accurately the dynamics of this infiltration test case. (a) (b) Figure 9 . Sandy soil moisture curves for the uniform and non-uniform lookup table point cases.
(a) (b) Figure 10 . Clay soil moisture curves for the uniform and non-uniform lookup table point cases. The time stepping, nonlinear convergence and cumulative mass balance error plots for the 120 layers case of uniform and non-uniform NLKP are presented in Figures 12-14 for the Picard and Newton schemes. From the Picard time stepping graph (top two of Figure 12 ), the uniform distribution takes bigger time steps for the two sets of lookup points with 800 s and 1600 s from the beginning to 40,000 s, after which, there is little difference between the behavior of the uniform and non-uniform distributions. For 10 s, both the uniform and non-uniform cases run with the maximum step size until the end of the simulation. For the Newton case, after 40,000 s, the non-uniform case performs better for all runs with 1600 s. Before this time, the uniform and non-uniform cases behave comparably for all runs. The evolution of nonlinear Picard iterations ( Figure 13) shows that the non-uniform case needs fewer iterations per time step compared to the uniform distribution of 800 s and 1600 s step sizes for each NLKP. Better performance is shown for the case of 10 s. On the other (a) (b) Figure 9 . Sandy soil moisture curves for the uniform and non-uniform lookup table point cases.
(a) (b) Figure 10 . Clay soil moisture curves for the uniform and non-uniform lookup table point cases. The time stepping, nonlinear convergence and cumulative mass balance error plots for the 120 layers case of uniform and non-uniform NLKP are presented in Figures 12-14 for the Picard and Newton schemes. From the Picard time stepping graph (top two of Figure 12 ), the uniform distribution takes bigger time steps for the two sets of lookup points with 800 s and 1600 s from the beginning to 40,000 s, after which, there is little difference between the behavior of the uniform and non-uniform distributions. For 10 s, both the uniform and non-uniform cases run with the maximum step size until the end of the simulation. For the Newton case, after 40,000 s, the non-uniform case performs better for all runs with 1600 s. Before this time, the uniform and non-uniform cases behave comparably for all runs. The evolution of nonlinear Picard iterations ( Figure 13) shows that the non-uniform case needs fewer iterations per time step compared to the uniform distribution of 800 s and 1600 s step sizes for each NLKP. Better performance is shown for the case of 10 s. On the other The time stepping, nonlinear convergence and cumulative mass balance error plots for the 120 layers case of uniform and non-uniform NLKP are presented in Figures 12-14 for the Picard and Newton schemes. From the Picard time stepping graph (top two of Figure 12 ), the uniform distribution takes bigger time steps for the two sets of lookup points with 800 s and 1600 s from the beginning to 40,000 s, after which, there is little difference between the behavior of the uniform and non-uniform distributions. For 10 s, both the uniform and non-uniform cases run with the maximum step size until the end of the simulation. For the Newton case, after 40,000 s, the non-uniform case performs better for all runs with 1600 s. Before this time, the uniform and non-uniform cases behave comparably for all runs. The evolution of nonlinear Picard iterations ( Figure 13) shows that the non-uniform case needs fewer iterations per time step compared to the uniform distribution of 800 s and 1600 s step sizes for each NLKP. Better performance is shown for the case of 10 s. On the other hand, converse results are obtained for the Newton run. The dissimilarity in performance of the two iterative schemes on account of convergence behavior is exhibited for this test problem compared to the previous problem. The cumulative mass balance error graphs for Picard and Newton (Figure 14) show that Picard performs better with uniformly-distributed lookup points, while Newton does better in the non-uniform case.
hand, converse results are obtained for the Newton run. The dissimilarity in performance of the two iterative schemes on account of convergence behavior is exhibited for this test problem compared to the previous problem. The cumulative mass balance error graphs for Picard and Newton (Figure 14) show that Picard performs better with uniformly-distributed lookup points, while Newton does better in the non-uniform case. hand, converse results are obtained for the Newton run. The dissimilarity in performance of the two iterative schemes on account of convergence behavior is exhibited for this test problem compared to the previous problem. The cumulative mass balance error graphs for Picard and Newton (Figure 14) show that Picard performs better with uniformly-distributed lookup points, while Newton does better in the non-uniform case. Table 7 summarizes the results of the lookup table tests of the numerical model for the Picard and Newton iterative schemes. The computational performances are discussed one by one for the Picard and Newton schemes as follows. Non-uniform spatial discretizations in the retention curves give smaller volumetric mass balance errors for all layers and step sizes of the Picard iterative technique. According to the results in percentage mass balance error, the non-uniform case again performs better. For all combinations of NLKP and step sizes, the uniform allocation approach required a smaller number of time steps than the non-uniform case to complete the one-day simulation. On the basis of average time step size per time step, for all categories, the uniform distribution attained a larger value than the non-uniform case. Except for the time step size 1600 s case, non-uniform meshes needed fewer nonlinear iterations per time step to meet the convergence criteria. For each selection of NLKP with every time step size, less back stepping occurred for the uniform case.
For the Newton scheme, observations are: uniformly distributed lookup points produce smaller volumetric mass balance errors than the non-uniform case for 800 s and 1600 s and for both settings of NLKP and vertical layer discretization. On the other hand, for the 10 s time step size, very close values are obtained for the uniform and non-uniform approaches. On the basis of percentage error of volumetric mass balance outcomes, the same behavior is found for uniform and non-uniform cases, as we saw for total volumetric mass balance error. The uniform strategy needs many more time steps to complete the simulation for the cases of time step size 800 s and 1600 s for 120 layers. For NLKP = 31 of 60 layers, the average time step for uniform distributions is larger than for non-uniform in the case of 10 s and 800 s, but for the 1600 s, the non-uniform case is larger. In the case of NLKP = 31 of 120 layers, the non-uniform achieves bigger step sizes for 10 s and 800 s, but not for the 1600 s case. For NLKP = 151 of 120 layers, in the 800 s and 1600 s cases, uniform distributions perform better, but not for the 10 s case. For the 60 layers case, the non-uniform distribution takes fewer nonlinear iterations per time step except for the 1600 s case. In the case of 10 s with NLKP = 151 of 120 layers, the uniform and non-uniform runs achieve a very close value of nonlinear iterations per time step (4.06 and 4.07, respectively). Fewer back steps occur for all of the uniform distribution cases compared to the non-uniform distribution of lookup points. There is little difference between uniform and non-uniform distributions in terms of linear solver failures.
The RMSE performance for uniform and non-uniform distributions of lookup points is shown in Figure 15 for the Picard (top two) and Newton (bottom two) schemes. The numerically-generated reference solution is made with a dense grid, ∆z = 1.25 cm (240 layers), NLKP = 301, time step size is 1 s, convergence tolerance of 10 −3 . The comparison of calculated RMSE at three different times (32,000 s, 56,000 s and 86,400 s) for both cases are presented in Table 8 . For the Picard method, for NLKP = 31 with 10 s, the uniform case shows smaller error only at time 32,000 s, while at times 56,000 s and 86,400 s, the non-uniform case performs better. Note that, for 800 s and 1600 s, the non-uniform case gives smaller values than the uniform case for both layers, except at time 56,000 s. For NLKP = 151 and 60 layers, the uniform case shows smaller root mean squared errors than non-uniform, but for 120 layers, the values are same at the three time levels for 10 s. For 800 s and 1600 s, the non-uniform distribution performs better for each of the layers at the three indicated simulation time levels. For the Newton iterative scheme, we found that the RMSE values at the three different times for the uniform distribution are smaller than for the non-uniform distribution for all cases except 10 s. 
Conclusions
We have shown that the lookup table method for evaluating the soil moisture retention curves in Richards' equation-based models is an accurate and efficient alternative to analytical evaluation that can be useful for dealing with heterogeneous problems. The comparative performance between the uniform and non-uniform distribution options for the lookup table points depends on the indicators being examined. If we focus on the number of time steps, average time step size, nonlinear iterations per time step, linear iterations per nonlinear iteration, back stepping and solver failures, we can say that the uniform distribution is the better strategy. In terms of total volumetric and percentage mass balance errors, the two options give similar results. In terms of the RMSE, the uniform option again appears to have an edge over the non-uniform choice. For other configurations of layers, NLKP and other parameters, the relative performances vary, and it is difficult to draw a general conclusion concerning the best choice between the uniform and non-uniform distributions.
The objectives of our modeling included the development and implementation of a numerical procedure for the effective simulation of flow through porous media under variably-saturated conditions within complex geometries, using uniform and non-uniform distributions of lookup table points for evaluating the soil hydraulic characteristics and the derivatives of these strongly nonlinear relationships. This contribution describes the implementation, testing and evaluation of an effective procedure for the simulation of variably-saturated flow in porous media with spatially-varying properties, e.g., by taking many points in the sharp region of soil moisture curves. We have solved accurately and with high computational efficiency some discriminating tests cases involving relatively extreme conditions with regard to vertical drainage through a layered soil from initiallysaturated conditions and sharp boundaries between the unsaturated and saturated conditions. The various factors affecting the performance of the Picard and Newton schemes are illustrated and summarized for two test cases and numerous combinations of grid size, time step size and number of lookup points. We have shown that the uniform distribution is the better strategy to solve Richards' equation for drainage problems, while the non-uniform discretizations can be chosen for layered soil 
The objectives of our modeling included the development and implementation of a numerical procedure for the effective simulation of flow through porous media under variably-saturated conditions within complex geometries, using uniform and non-uniform distributions of lookup table points for evaluating the soil hydraulic characteristics and the derivatives of these strongly nonlinear relationships. This contribution describes the implementation, testing and evaluation of an effective procedure for the simulation of variably-saturated flow in porous media with spatially-varying properties, e.g., by taking many points in the sharp region of soil moisture curves. We have solved accurately and with high computational efficiency some discriminating tests cases involving relatively extreme conditions with regard to vertical drainage through a layered soil from initially-saturated conditions and sharp boundaries between the unsaturated and saturated conditions. The various factors affecting the performance of the Picard and Newton schemes are illustrated and summarized for two test cases and numerous combinations of grid size, time step size and number of lookup points. We have shown that the uniform distribution is the better strategy to solve Richards' equation for drainage problems, while the non-uniform discretizations can be chosen for layered soil problems. Further research will investigate 2D and 3D flow domains.
