Abstract. The classification of mathematical structures plays an important role for research in pure mathematics. It is, however, a meticulous task that can be aided by using automated techniques. Many automated methods concentrate on the quantitative side of classification, like counting isomorphism classes for certain structures with given cardinality. In contrast, we have devised a bootstrapping algorithm that performs qualitative classification by producing classification theorems that describe unique distinguishing properties for isomorphism classes. In order to fully verify the classification it is essential to prove a range of problems, which can become quite challenging for classical automated theorem provers even in the case of relatively small algebraic structures. But since the problems are in a finite domain, employing Boolean satisfiability solving is possible. In this paper we present the application of satisfiability solvers to generate fully verified classification theorems in finite algebra. We explore diverse methods to efficiently encode the arising problems both for Boolean SAT solvers as well as for solvers with built-in equational theory. We give experimental evidence for their effectiveness, which leads to an improvement of the overall bootstrapping algorithm.
Introduction
The classification of finite algebraic structures is an important task in research in pure mathematics. Often, the first step toward full classification is to determine how many structures exist up to isomorphism for each cardinality. In particular, in domains where many structures have to be considered, this is an laborious task, which can be supported by automated techniques. For instance, isomorphism-free enumeration techniques can be applied to count isomorphism classes for quasigroups and loops up to order 11 [14, 15] . While quantitative results of this type already give some insight into the size and complexity of an algebraic domains, classification theorems of a more qualitative nature are often more interesting. Their information can sometimes allow one to use properties of relatively small structures to help classify larger structures.
Automated techniques such as constraint solving and the Davis-Putnam method have been used extensively to determine the number of algebras of a given In Section 3 we present a formalization of our problems in propositional logic that builds on aspects of the work done by Zhang in [26] . In particular, we use Zhang's techniques for eliminating universal quantifications over finite domains and for encoding simple equations and inequations as propositional variables. We extend his work by two approaches to deal with existential quantifications as well as by equations that contain nested operator applications. We furthermore adapt the clause normalization procedure of Nonnengart and Weidenbach [17] to produce small clausal normal forms that are suitable both for pure SAT and for solvers with built-in equational theories.
When constructing classification theorems for quasiqroups the most challenging problems are concerned with showing that all structures with certain properties are isomorphic. In Section 4 we present three encodings for isomorphisms inside satisfiability problems we have developed: a naïve way of enumerating all isomorphisms, and two more refined approaches that take advantage of computer algebra computations to reduce the number of isomorphisms by considering generating systems for the structures involved. These two approaches are particularly well suited for the domain of quasigroups.
We have tested our approaches by experimenting with three different SAT solvers: (1) zChaff [16] , a Boolean SAT solver combining the Davis-Putnam procedure with Boolean constraint propagation; (2) CVClite [3] , a validity checker that accepts full first-order formulas with equality as input but that reasons on propositional problems with an efficient internal SAT solver; (3) DPLLT [7] , a satisfiability solver with built-in procedures and equational theory that accepts ground clauses with equations.
j The results of these experiments Y given in detail in Section 5 Y show not only that employing satisfiability checking instead of theorem proving can greatly improve the power of our classification algorithm but also that the more elaborate isomorphism encodings significantly increase the solvability horizon of the single solvers.
Problem Domain
The problem domain for classification in finite algebra has been introduced in detail in [5] . Here we only briefly present the problem of generating classification theorems in finite algebra and illustrate it with a concrete example, to which we shall refer throughout this article. We then sketch the bootstrapping algorithm that we have designed to solve the problem and focus, in particular, on the proof problems that occur during the bootstrapping procedure.
BOOTSTRAPPING ALGORITHM
The bootstrapping algorithm to generate classification theorems takes a set of properties P and a cardinality n as input. It returns a decision tree that contains the classification theorem for the algebraic structures of order n that satisfy P, as well as a set of representants for each isomorphism class.
The algorithm itself works as follows: Given a set of properties P and a cardinality n it initializes a decision tree with the root node N labeled with the properties P. We denote the properties a node is labeled with by P N . The algorithm then constructs an example of an algebraic structure of order n satisfying P N . If no example can be produced, the algorithm will show that indeed no structure of size n with properties P N can exist. If an example exists, the algorithm does either of the following two things: (1) It shows that the node represents an isomorphism class; that is, it proves that all structures of order n that satisfy the properties P N are isomorphic to each other, or, (2) it constructs another algebraic structure satisfying P N that is not isomorphic to the first one.
In case (2) the algorithm computes discriminating properties for the two structures. Either it computes one discriminating property P such that P holds for one structure and KP holds for the other structure, or it computes two discriminating properties P 1 and P 2 , one for each structure. These properties are then used to further expand the decision tree: For one property P two new nodes N 0 and N 00 are added, with labels P N 0 ¼ P N [ P f g and P N 00 ¼ P N [ :P f g, respectively. For two properties, P 1 and P 2 , four new nodes have to be created: one for each of the possible combinations of discriminants, namely, P 1 $ P 2 , KP 1 $ P 2 , P 1 $ KP 2 , and KP 1 $ KP 2 .
After new nodes have been created for each of these nodes, the above steps are carried out again. The algorithm terminates once no more expansions can be applied. The leaf nodes then either represent isomorphism classes or are empty, that is, no structure exists with the properties given in the node. We generally call the former isoclass nodes and the latter dead-end nodes, and we refer to all nonleaf nodes as branching nodes. The final classification theorem corresponds then to the disjunction of the properties given as labels of the isoclass nodes.
An example of a fully constructed decision tree is given in Figure 2 . The three represents the classification theorem for quasigroups of order 3. The leaves 2, 4, 6, 7, and 8 are isoclass nodes, whereas leaf 9 is a dead-end node. The representants of the isoclass nodes correspond, from left to right, to the quasigroups given in Figure 1 (i.e., Q 1 is the representant of node 2, and so on). To preserve space, the properties have been denoted at the edges rather than at the vertices in the tree. Thus, the properties of a node correspond to the conjunction of the properties given on a path from the vertex to the root. In addition, the basic properties of quasigroups have been omitted.
The bootstrapping algorithm itself coordinates only the construction of the decision tree, while the occurring challenging deductive problems are outsourced to specialized systems:
Y model generators (Finder [19] , Sem [29] , and Mace [13] ) to generate example structures in each node, Y the machine learning program HR [4] to find discriminants, and Y automated theorem proving to solve the occurring proof problems.
PROOF PROBLEMS
The decision tree constructed by the bootstrapping algorithm represents a classification theorem and is thus the mathematical result of the classification process. For instance, the tree in Figure 2 represents the classification theorem that there are five isomorphism classes of quasigroups of order 3, which can be uniquely described by the properties associated with the isoclass nodes. The proof of the overall classification theorem is done stepwise by showing the correctness of the decision tree in each step of its construction. The proof problems resulting from these correctness checks are therefore essentially artefacts of our bootstrapping approach. In this article we concern ourselves mainly with these proof problems and describe them in more detail in the remainder of this section. The two subsequent sections discuss their encoding in propositional logic.
The proof problems can be roughly divided into two categories:
1. Checking the correctness of computations in branching nodes. 2. Establishing properties of the final classification theorem.
Problems of type 1 are mainly concerned with verifying computations from systems external to the bootstrapping algorithm, that is, model generation and machine learning. They are not strictly necessary for the construction of the decision tree but are required if we want to generate a fully verified classification theorem.
Let A, A 1 , A 2 be algebraic structures, let P, P 1 , P 2 be properties, and let P be the algebraic properties given as input to the bootstrapping algorithm. Then we can formulate the following theorems that need to be proved during the decision tree construction:
1. Representant Theorem: A satisfies the properties P and P: we write formally P A ð Þ^P A ð Þ. 2. Nonisomorphic Theorem: A 1 and A 2 , both satisfying P and P, are not isomorphic A 1 . A 2 . 3. Discriminant Theorem: P is a discriminant, i.e., if P holds for one algebra but does not hold for another algebra, then the two algebras are not isomorphic:
. Isomorphism-Class Theorem: All algebras of cardinality n that satisfy P and P are isomorphic:
No algebra of cardinality n satisfies P and P:
:
Theorems 1Y3 belong to the first of the above categories, while Theorems 4 and 5 belong to the second. In detail, the representant and nonisomorphic theorems verify the model generation: the former checks that a constructed model has indeed the desired properties. The latter verifies that the two models are indeed nonisomorphic and thus guarantees against the construction of too many isomorphism classes. Theorem 3 verifies that the constructed property is indeed a valid discriminant.
Finally, the Isomorphism-Class and the Dead-End Theorem are used to establish that the algorithm has reached a leaf of the decision tree. The Isomorphism-Class Theorem verifies that all algebras satisfying the property given by the node's label form an isomorphism class. The Dead-End Theorem, on the other hand, establishes that a leaf node is indeed empty. Both theorems can also be regarded as a verification of failed model generation attempts, either to generate a nonisomorphic model or to construct a model at all.
As an example we examine the theorems proved in the first steps of the construction of the decision tree for quasigroups of order 3 given in Figure 2 . In node 1 the only property to consider is the unique solvability property for quasigroups. Q 1 from Figure 1 is generated as representant that satisfies this property. This leads to the Representant Theorem:
Then Q 2 is generated as a second model, not isomorphic to Q 1 , which is shown with the Nonisomorphic Theorem
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Given Q 1 and Q 2 the algorithm constructs the discriminant P 1 , which is verified with the Discriminant Theorem and leads to the construction to two child nodes 2 and 3:
In node 2 no further nonisomorphic model can be constructed, but instead we can show that all structures with the properties P and KP 1 are isomorphic to each other. Since with Q 1 we already have a representant of the isomorphism class, for which we have shown that the properties holds, it suffices to prove that all structures satisfying these properties are isomorphic to Q 1 :
Finally, in order to give also an example of a Dead-End Theorem we have to shift our attention to node 9 in the decision tree for quasigroups of order 3. The assertion to prove is the following lengthy theorem:
Although the formulation of some of the above theorems is second order, all theorems can be formulated in propositional logic and passed to a SAT solver, since we work in a finite domain. We omit a transformation to propositional logic for Discriminant Theorems, since these theorems hold in general and not only for algebras of a certain size. Indeed in our experiments in [5] the first-order theorem prover Spass proved those theorems generally without problems.
The Representant and Nonisomorphic Theorems are relatively simple to prove, even for structures of large cardinality, since they make statements about concrete structures (e.g., Q 1 and Q 2 in our example). Spass was also successful on these theorems in the experiments described in [5] but struggled and quite often failed to show Isomorphism-Class Theorems and Dead-End Theorems for quasigroups of order greater than 4 and loops of order greater than 5.
j We shall therefore concentrate on Theorems 4 and 5 in the remainder of this article.
j In fact, Spass was the only prover that managed to show any of the Isomorphism-Class and Dead-End Theorems for structures of order greater than 4, which is documented by the results of the 2004 CASC system competition [21] , where these theorems were given as new entries for the TPTP [22] .
Specifying Theorems in Propositional Logic
In this section, we present an encoding of the theorems given in the previous section in propositional logic. While basic ideas for the encoding are taken from Zhang's article on the specification of Latin square existence problems in propositional logic [26] , we extended his work in order to deal with more general and complex properties. We first discuss Zhang's approach and then generalize it for our domain. Finally, we explain the generation of different input formats for the different SAT solvers under consideration.
AN ENCODING OF LATIN SQUARE PROBLEMS
In [26] , Zhang describes the encoding of Latin square existence problems in propositional logic. That is, his problems are concerned with the question of whether a Latin square A of a certain cardinality n exists that satisfies particular properties P 1 , . . . , P l , where the properties P i are of the form
with x i 1 ; x i 2 ; x i 3 2 x 1 ; . . . ; x n f g for i ¼ 1; . . . ; l; r. Thus, the properties are restricted to the use of universal quantifiers only. They consist of simple equations without nested application of the operation ) and always have only a simple element on the right-hand side of the equations. In addition, Zhang expresses the Latin square property in this form by
This formulation is equivalent to our mathematical formalization of the quasigroup property for finite cardinalities.
To specify a Latin square existence problem of the above type in propositional logic, Zhang uses the following transformation steps:
1. The second-order quantifier over a structure A is replaced by using an arbitrary structure of cardinality n, A = {e 1 , . . . , e n } together with a binary operation ), where the e i are new constants. In order to make sure that the structure is indeed of order n, the n elements are explicitly stated to be distinct by adding the assumption e 1 6 ¼ e 2^e1 6 ¼ e 3^. . .^e nÀ1 6 ¼ e n :
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Moreover, for each constant an instance of the reflexivity axiom is added:
2. To the list of required properties P 1 , . . . , P l which include the formalization of the Latin square property, the following properties are explicitly added:
The former property is called the unique image property, whereas the latter is called the closure property. Note that these additional properties also have only universal quantifiers and consist of simple equations without nested ) operations.
3. All ground instances of the properties P 1 , . . . , P l and the additional properties with the constants e 1 , . . . , e n of the instantiation of the algebra A are constructed.
This creates clauses with ground equality, which can already be passed to a satisfiability solver with a built-in equational theory. In order to obtain a purely propositional logic formula, the following additional step is necessary:
4. Replace each ground equation e i ) e j = e k by a Boolean variable p ijk with i, j, k = 1 . . . n and replace each occurrence of e i = e k by a Boolean variable q ij with i, j = 1 . . . n.
This results in a Boolean satisfiability problem containing altogether n 3 + n 2 Boolean variables. In contrast to the properties and formulas considered by Zhang, the properties constructed during our classification procedure can be of a more complex nature. In particular, they can contain Y (nested) universal and existential quantifiers, Y terms containing nested ) operations, Y complex terms, containing applications of ), on the right-hand sides of equations, and Y further interpreted symbols such as a special unit element unit.
While we can directly adopt the first two steps of Zhang's transformations for our properties, we need to extend steps three and four in order to cope with the above complications. Moreover, as opposed to the properties considered by Zhang, our properties do not necessarily result immediately in clausal normal form after transformation to propositional logic. Hence, we must also explicitly consider efficient methods of clause normalization.
ELIMINATION OF QUANTIFIERS
In our properties, the first-order quantifiers ranging over elements of the instantiated algebra A = {e 1 , . . . , e n } can be both universal and existential. Moreover, the quantifiers can be arbitrarily nested. In order to eliminate the quantifiers to obtain ground instances, we have the choice between two different procedures, which differ wrt. the handling of the existential quantifiers.
The first approach replaces existentially quantified formulas by disjunctions over the finite set of elements. Universally quantified formulas are replaced by conjunctions over the finite set of elements. That is, for a given property all quantified subformulas in P are processed recursively: An existentially quantified formula 9x 2 A Í F[x] results in a disjunction of the instantiations,
We illustrate the extended quantifier elimination procedure by its application to property P 3 = 9b 2 A Í 8c 2 A Í b ) c m c from the decision tree in Figure 2 , where A = {e 1 , e 2 , e 3 }. The procedure first tackles the outside existential quantifier of P 3 , which results in the disjunction
Afterwards, the three resulting universal quantifiers are tackled, yielding the following fully grounded formula:
e 1 e 1 6 ¼ e 1^e1 e 2 6 ¼ e 2^e1 e 3 6 ¼ e 3 ð Þ _ e 2 e 1 6 ¼ e 1^e2 e 2 6 ¼ e 2^e2 e 3 6 ¼ e 3 ð Þ _ e 3 e 1 6 ¼ e 1^e3 e 2 6 ¼ e 2^e3 e 3 6 ¼ e 3 ð Þ :
An alternative approach to deal with existential quantifiers is Skolemization. The Skolemization transformation consists of three steps: (1) push all negations to the literals, (2) replace existential quantifiers by Skolem-functions, and (3) add formulas expressing the closure of the introduced Skolem-functions. The result is a formula, which contains only universal quantifiers, which can be replaced by conjunctions as described above. In the example of property P 3 , Skolemization yields
The described procedure introduces Skolem-functions whose arity depends on the number of universal quantifiers in whose range the original existential quantifier was. An alternative is the recursive intertwined elimination of universal quantifiers and Skolemization such that only Skolem-constants, that is, 0-arity functions, have to be introduced.
where sk b is the Skolem-function introduced for the variable b. The elimination of the universal quantifier then yields
The use of Skolemization instead of a disjunctive treatment of existential quantifiers generally results in formulas with fewer and less-nested disjunctions and conjunctions. This is beneficial for the clause normalization described in Section 3.5 and is indeed helpful for SAT solvers with equational theory such as CVClite (see results of our experiments in Section 5). However, Skolemization is counterproductive for purely Boolean satisfiability solvers such as zChaff for reasons we will explain in Section 3.4.
FLATTENING
Equations containing terms with nested applications of the operation ) as well as occurrences of ) operations on right-hand sides of equations can be simplified by a process, which we call flattening. The idea of flattening is to recursively replace subexpressions like x ) y by new existentially quantified variables r with x ) y = r until all occurring equations are of the form x ) y = z.
We demonstrate the flattening procedure with the property of associativity
The following stepwise transformation fully flattens the occurring equations:
Quantifiers introduced by flattening can then be eliminated as described in Section 3.2.
AXIOMATIZATION OF EQUATIONAL THEORY
For systems such as zChaff that provide no built-in equational theory, the necessary equational theory has to be stated explicitly. Zhang's approach already contains the encoding of a basic equational theory: step 1 adds the reflexibility of the new constants e i as well as the condition that they are pairwise distinct.
Step 2 introduces the unique image property. These axioms suffice in the general case, which deals only with fully quantified formulas without interpreted symbols. In the case of interpreted symbols, however, we have to enrich the formalization by axioms explicitly specifying further properties of equality with respect to the given symbol.
For instance, if we are dealing with loops we have to axiomatize equality for the unit element unit explicitly, by adding the following axioms to our problem formalization:
With the introduction of the unit symbol, ground equations of the form e i ) e j = unit, e i ) unit = e j , unit ) e i = e j for i, j = 1 . . . n and unit = e i and e i = unit for i = 1 . . . n and unit = unit can be created. Hence, to replace the equations by Boolean variables additional corresponding variables are necessary. Altogether these are 3n 2 + 2n + 1 additional Boolean variables. In consequence, introducing interpreted symbols adds considerably to the complexity of the theorem. This increase in complexity is the reason why the Skolemization approach described in Section 3.2 is not feasible to construct Boolean satisfiability problems since each new Skolem-function would have to be fully axiomatized as above. On the other hand, since introduced interpreted symbols can be used to construct discriminants, they can improve the bootstrapping algorithm by allowing for further discriminants (see Section 5 for an example of a discriminant with unit). However, since the discriminants computed in the bootstrapping algorithm never introduce new interpreted symbols, we restrict the algorithm to the symbols explicity given in the domain theory, which in our case is only unit.
CONSTRUCTING CLAUSAL NORMAL FORMS
The properties we are dealing with can contain an arbitrary composition of logical connectives and quantifiers. This means that the quantifier elimination of nested universal and existential quantifiers can result in lengthy and nested disjunctions and conjunctions of equational literals. In other words, our formulas Y contrary to the restricted properties considered in [26] Y are generally not in clausal normal form after quantifier elimination. Hence, when working with systems that require normal form as input, such as zChaff or DPLLT, we have to explicitly perform clause normalization. Because of the nested disjunctions and conjuctions of equational literals, a naïve clause normalization approach would suffer from a combinatorial explosion of the number and the length of the resulting clauses. For our implementation, we adopted clause normalization techniques from [17] that aim to create small clausal normal forms. The basic technique is the introduction of additional Boolean variables to suitably break formulas. This avoids combinatorial explosion but extends the theorem formalization by additional propositional variables.
For instance, consider the formula F 1 ¦F 2 . A naïve clause normalization would compute the clause set C 1 for F 1 and the clause set C 2 for F 2 . The clause set of We can further simplify clause normalization by using Skolemization as discussed in Section 3.2, which reduces the complexity of the formulas resulting from the quantifier elimination. However, as discussed in the previous subsection, Skolemization is inappropriate for use with purely Boolean satisfiability solvers.
GENERATING DIFFERENT INPUT FORMATS
Since the aim of our formalization is to produce input for different types of SAT solvers, we conclude the section with a brief description of the transformations required to produce the different input formats we need. The three systems we are concerned with Y CVClite, DPLLT, and zChaff Y accept ground first-order formulas with equality, ground first-order clauses with equality, and purely Boolean formulas in clausal normal form, respectively. Therefore, all three systems require the transformation step 1 from Section 3.1, which replaces the quantifiers over algebras A by arbitrary instances of the required cardinality. All three systems also require the explicit statement of the cardinality of A, that is, that all elements of the instance of A are distinct, which corresponds to the first part of step 2 in Section 3.1. From there on, however, CVClite and DPLLT strongly differ from zChaff with respect to which further transformations are necessary.
Both CVClite and DPLLT have built-in equational theory and accept ground first-order terms as input. Thus they do not require flattening or axiomatization of the equational theory or the replacement of ground equations by Boolean variables. They require only quantifier elimination applied to the properties. For the elimination of existentially quantified variables, both treatments are possible since the equational theory for Skolem-functions does not have to be explicity axiomatized. While DPLLT needs its input in clausal form, and we therefore have to perform clause normalization, this step can be omitted for CVClite, as it accepts full formulas as input.
zChaff accepts as input Boolean satisfiability problems in the DIMACS format, which requires clauses. Hence, to create input for zChaff, the full set of transformations has to be applied in the following order: flattening, axiomatization of equational theory for additional symbols, quantifier elimination (without the option of Skolemization), replacement of ground equations by Boolean variables, and clause normalization.
Dealing with Isomorphisms
The formalization discussed so far can essentially deal with all properties on quasigroups that are potentially constructed during the classification process. However, it is not yet sufficient to fully deal with the most challenging problems of our domain, the Isomorphism-Class Theorems. As an example of such a problem, consider again the theorem for node 2 in the decision tree in Figure 2 already given in formula (4):
The theorem states that all structures of order 3 satisfying the quasi-group property and the property KP 1 given in Figure 2 are isomorphic to the structure Q 1 (see Figure 1) .
Following the transformations introduced in the preceding section we can start rewriting the theorem by eliminating the universal quantifier on A with an arbitrary set A = {e 1 , e 2 , e 3 } and adding an explicit encoding of the representant structure Q 1 as additional assumption. This results in the assumptions g and a conclusion of the form
Observe that, unlike in Figure 2 , we have denoted the elements of Q 1 as {e 1 0 , e 2 0 , e 3 0 } to avoid confusion with the elements introduced for A. In a similar manner, ) 0 denotes the operation on Q 1 , in order to distinguish it from ), the operation on A. Note also that the conclusion now states explicitly that there has to exist a mapping h from the represent Q 1 to A that is a bijective homomorphism.
While we can transform all the assumptions into propositional logic using the techniques discussed in Section 3, translating the conclusion is not that straightforward. We have developed three encodings for isomorphisms inside satisfiability problems that we describe in this section. We first present the naïve approach of enumerating all possible isomorphisms, followed by two more refined approaches that take advantage of computer algebra computations to reduce the number of isomorphisms.
NAÏVE APPROACH
The conclusion of the Isomorphism-Class Theorem existentially quantifies over a mapping h from Q 1 to A. Since the structures involved are finite, we can eliminate the quantifier by considering all possible mappings between the two structures. In the general case of structures with cardinality n, there are n n possible mappings. We can, however, reduce this number immediately by taking into account that we only have to consider bijective mappings in the first place, which leaves n! possible mappings. For our example theorem there are six possible bijections h 1 , . . . , h 6 from Q 1 to A:
Given these six functions the original conclusion can be replaced by
Here homomorphism (h i ) for i = 1, . . . , 6 is an abbreviation for the homomorphism property 8x,y 2
. Note that we can omit the bijective property for each h i , since they are bijective by construction. The quantified variables x and y ranging over Q 1 can be eliminated as explained in Section 3.2, which results in the following conjunction of equations: Since the results of expressions such as e j 0 ) 0 e k 0 are given by the multiplication table of Q 1 we can simplify the left hand sides of the above equations to Note that in the above formula there is no reference to the homomorphisms h i anymore. And indeed the h i were intermediate concepts only, and the final conclusion no longer contains them anymore. Similarly, while the final conclusion describes the structures that are isomorphic to Q 1 , there is no mention of the actual elements of Q 1 anymore. We can therefore also remove the encoding for the representant Q 1 from the assumptions.
Since the resulting formula contains only flat equations, it can be directly translated into a Boolean satisfiability problem. Thus the naïve approach is suitable for all the input formats we are interested in generating. It suffers, however, from combinatorial explosion. For structures of cardinality n there are n! possible bijective mappings, and each mapping finally results in a conjunction of n 2 equations e i ) e j = e k with i, j, k = 1 . . . n. Hence, altogether the conclusion results in n!n 2 equation literals.
REPRESENTANT GENERATING SYSTEMS
In order to reduce the complexity of the conclusion for the Isomorphism-Class Theorems we have developed two encodings that generally result in smaller encodings. Both are based on the computation of sets of generators and factorisations to decrease the number of potential isomorphism mappings. A structure A with binary operation ) is said to be generated by as set of elements {a 1 , . . . , a m } A if every element of A can be expressed as a combination Y usually called a factorisation or word Y of the a i under the operation ). For example, Q 1 in Figure 1 , can be generated by element e 1 0 2 Q 1 , as both e 2 0 = e 1 0 ) 0 e 1 0 and e 3 0 = (e 1 0 ) 0 e 1 0 )) 0 (e 1 0 ) 0 e 1 0 ) can be expressed as factorisations in e 1 0 . We call a set of generators together with the corresponding factorisations a generating system.
Given a generating system, we can exploit the fact that each isomorphism is uniquely determined by the images of the generators in order to reduce the total number of isomorphisms we need to consider. If we again consider our example theorem and the generating system for Q 1 we have only three potential mappings for the generator e 1 0 to the elements of A = {e 1 , e 2 , e 3 }, namely, h 1 (e 1 0 ) = e 1 , h 2 (e 1 0 ) = e 2 , h 3 (e 1 0 ) = e 3 . Taking the factorizations for e 2 0 and e 3 0 together with the homomorphism property, one can complete the mappings as follows: For h 2 and h 3 we get the analogous result, where e 1 is replaced by e 2 and e 3 , respectively. Taking these three potential mappings, one can replace the original conclusion of the Isomorphism-Class Theorem by the disjunction
Here it is necessary to show bijectivity for each mapping, since it is no longer guaranteed by the construction. Naturally, it suffices to prove injectivity as the mapping is between finite structures. In other words we have to add that h i (e j 0 ) m h i (e k 0 ) for all j m k, or in the concrete case of h 1 we add: h 1 (e 1 0 ) m h 1 (e 2 0 ) $ h 1 (e 1 0 ) m h 1 (e 3 0 )$ h 1 (e 2 0 ) m h 1 (e 3 0 ). These inequalities together with the grounded homomorphism properties can then be simplified analogously to the naïve approach in Section 3.2; that is, we simplify the left-hand sides of the equations and replace all occurrences of h 1 (e j 0 ) by their respective images. This approach eventually yields the following lenghty conjunction for h 1 , which has already been simplified by removing redundant conjuncts: We have implemented an algorithm to compute a minimal generating system for a given structure in the computer algebra system Gap [8] (see [5] for more details on the algorithm). Calls to the algorithm are integrated into the overall bootstrapping algorithm, which employs it to compute generating systems for the representants of potential isomorphism classes. Once a generating system is computed, the bootstrapping algorithm verifies its correctness by showing an additional theorem that simply checks that the representant in question actually complies with the generating system. We call this theorem Representant GensysVerification Theorem, but since it is fairly easy to check, we will not go into details here.
Employing the verified generating system of the representant can reduce the number of mappings that are candidates for isomorphisms. If n is the cardinality of the structures and m is the number of generators, then, instead of n!, there are only n! nÀm ð Þ! possible mappings, since only the m generators have to be mapped explicitly. However, this reduction is only effective when we produce input for solvers such as CVClite and DPLLT that can deal with the complex terms on both sides of the ground equations. For the generation of a purely Boolean encoding for a SAT solver like zChaff, flattening of the equations (see Section 3.3) is required. This, however, introduces new quantifiers, which have to be eliminated again later. For instance, to flatten the conjunct above, we need two additional quantified variables x 1 and x 2 that replace x 1 = e 1 ) e 1 and x 2 = x 1 ) x 1 = (e 1 ) e 1 ) ) (e 1 ) e 1 ) and whose scope is the complete conjunct. Their subsequent elimination would result in a disjunction with nine parts, which are the different instantiations of the variables x 1 and x 2 in the conjunct. Indeed, we found that the factor by which the encoding is enlarged is related to the number m of generators in the computed generating system. When there are m generators, then there are n À m factorized elements. These n À m factorized elements result in n À m different terms in the ground equations, which require n À m variables for flattening. The elimination of these n À m variables leads to a disjunction with (n À m) n parts, that is, flattening and quantifier elimination enlarges the encoding by a factor of (n À m)
n . This factor clearly outweighs the benefits of the reduction of isomorphisms, and indeed experiments confirmed that zChaff's performance was worse for this encoding as opposed to the naïve approach. Thus, employing representant generating systems is not suitable when creating Boolean satisfialbility problems.
The use of generating systems is particularly suitable for structures like quasigroups. In our experiments the algorithm could generally come up with generating systems of at most two generators, even for quasigroup structures of cardinality 7. This subsequently led to at most n(n À 1) possible mappings as opposed to the n! mappings created by the naïve approach. For algebraic structures that tend to have large generating systems, this approach might be counterproductive. As an example, consider a semi-group A whose operation maps every pair of inputs x, y to one element c only. Its only generating system is AÀ{c}, which does not decrease the number of possible mappings to consider, but introduces the additional burden of proving the Representant GensysVerification Theorem. Thus, in theory the computation and usage of generating systems is generally applicable; however, its practical impact is limited depending on the type of structures considered.
GENERAL GENERATING SYSTEMS
We will now generalize our notion of generating systems to further simplify Isomorphism-Class Theorems. The idea is based on the observation that generating systems are invariants under isomorphism. That is, isomorphic structures have similar generating systems.
We can exploit this fact in our context as follows. To verify that a node in the classification tree represents an isomorphism class, we first show that every structure satisfying the properties of the node also has a generating system similar to the one for the representant of the node.
j We call this the General Gensys-Verification Theorem, and, having successfully proved it, we can express the Isomorphism-Class Theorem using the general generating system. Let's consider again our representant Q 1 together with its generating system consisting of e 1 0 as generator and factorizations e 2 0 =e 1 0 ) 0 e 1 0 and e 3 0 = (e 1 0 ) 0 e 1 0 ) ) (e 1 0 ) 0 e 1 0 ). From the proof of the General Gensys-Verification Theorem we know that all structures of the form A = {e 1 , e 2 , e 3 } with operation ) that exhibit the properties given by the node 2 in the decision tree contain a similar generating system. Without loss of generality we can fix it as follows. Let e 1 be the generator and let e 2 = e 1 ) e 1 and e 3 = (e 1 ) e 1 ) ) (e 1 ) e 1 ). Since an isomorphism is determined by its actions on the generators, we only have to consider the 3 possible mappings of the single generator. However, as opposed to the two preceding approaches, this time we consider the possible mappings from A to the representant Q 1 :
We can now replace the right-hand sides of the equations by the values determined by the multiplication table for Q 1 
We then remove all mappings that are not bijective. While in our example all mappings are bijective, when dealing with structures of larger cardinality this step often reduces the number of mappings considerably. For the remaining mappings it suffices to show that one of them is a homomorphism to assure that there is indeed an isomorphism between A and Q 1 . In other words the Isomorphism-Class Theorem is replaced by the disjunction
As in the previous two approaches we now replace each occurrence of homomorphism(h i ) for i = 1, . . . , 3 with the actual homomorphism property, eliminate the quantifiers and simplify as far as possible. In the case of the mapping h 1 this yields the following conjunction of equations:
Since the resulting equations are of the form h 1 (e i ) e j ) = e k 0 , the left-hand sides e i ) e j cannot be simplified. However, we can exploit the fact that h 1 is bijective and that the pre-image for each e k 0 is uniquely determined by h 1 (e l ) = e k 0 . Hence, we can replace the right-hand sides of the equations and then drop the function application of h 1 :
APPLYING SAT SOLVING IN CLASSIFICATION OF FINITE ALGEBRAS
This final formalization of the isomorphism contains only expressions of the form e i ) e j = e k , which are a priori flat and are therefore suitable for the translation into Boolean SAT problems as well. And, as there are at most n! nÀm ð Þ! Y in most cases even fewer Y possible mappings to consider, where m is the number of generators, the complexity is generally better than in either of the previous approaches. However, some of the complexity of general generating systems is actually hidden in the proof of the General Gensys-Verification Theorem, which we have ignored so far.
In the case of our example the theorem states that any structure A satisfying the quasigroup property and KP 1 has the same generating system as the representant Q 1 . The conclusion of the theorem is therefore
We can now rearrange and shrink the equations by using the fact that x 2 = x 1 ) x 1 holds, and therefore (x 1 ) x 1 ) can be replaced by x 2 in the equation for x 3 . The formula then has the form
For the expansion of the quantifiers we can exploit the information from the inequalities to immediately eliminate inconsistent instantations, which gives us the following six cases.
Our computer algebra algorithm always returns generating systems that can be shrunk such that we always have a fully flat formalization. This makes formalization of the General Gensys-Verification Theorem well suited for purely Boolean SAT solvers. Both formalization of the General Gensys-Verification Theorem and the naïve isoclass transformation consist of n! cases. However, the complexity of the former is generally better since a case consists of a conjunction of n À m equations of the form e i ) e j = e k , where n À m is the number of factorizations. On the contrary, the cases for the naïve transformation consist of n 2 equations of that form. While this means that, when using general generating systems, the General Gensys-Verification Theorem is the bottleneck, in practice the approach still behaves better than the naïve approach, as described in the next section.
Experiments and Results
In order to test the usefulness of the different encodings, we have developed, we have conducted a number of experiments. We were particularly interested in the following three main question:
How do the different systems compare? We are interested in comparing the performance of CVClite, DPLLT, and zChaff in order to see whether the additional effort to transform our theorems from full formulas to clausal normal form and further to Boolean satisfiability problems is justified. And since our original motivation to develop encodings for SAT solvers was the limitation of first-order automated theorem provers in our domain, we are also interested in comparing the performance of the SAT approach to the first-order theorem prover Spass.
How do the different encodings compare? Here we want to test how useful the elaborate encodings for Isomorphism-Class Theorems including the computation of generating systems as opposed to the naïve encoding are. Morerover, we want to test whether the Skolemization of existential variables has an advantage over the disjunctive existential quantifier elimination for the systems CVClite and DPLLT.
How does our approach scale up? This question can be investigated along two dimensions: On the one hand, the problem size increases with increasing cardinality of the structures. On the other hand, within the same domain, problems become increasingly difficult as more and more properties are added during the classification.
In the remainder of this section we describe the general experimental setup and then discuss the results. The tables containing the actual results are given in the Appendix.
EXPERIMENTAL SETUP
In our experiments we used the solvers DPLLT, CVClite, and zChaff. The input was prepared in the format of the respective systems as described in full in Section 3.6. For a comparison with our experiments in [5] we also used Spass, where Spass received the same specification as input as CVClite.
We applied the systems to satisfiability problems from the following classification trees:
1. Quasigroups of order 5 (abbreviated as Q5) containing 1,283 isoclass nodes, 66 dead-end nodes and 1,327 branching nodes.
2. Loops of order 6 (Loops6): 109 isoclass nodes, 18 dead-end nodes, and 106 branching nodes. 3. Quasigroups of order 6 (Q6+) with additional property 9x Í 8y Í (y ) x) ) (x ) y) = x: 13 isoclass nodes, 2 dead-end nodes and 17 branching nodes. j 4. Quasigroups of order 7 (Q7-qg9) with the additional property QG9 8x Í 8y Í (((y ) x) ) x) ) x) = y : 7 isoclass and 55 branching nodes.
Except for Loops6, the above classification trees are intermediate decision trees, since the classifications were still running when we started the experiments with the SAT solvers. Hence, the number of isomorphism classes used in the experiments in this article is smaller than the actual number. Meanwhile, we have completed the classification of Q5 and Q6+. While we have also completed other classifications, for instance, the QG3YQG8 quasigroups of order 6 and 7; the resulting decision trees were too small to conduct meaningful experiments. The classifications above, on the other hand, provide a large number of challenging problems.
To answer our three main questions, we conducted a number of experiments with different settings. The experiments can roughly be divided into (1) main experiments applying the systems to the problems of all four classification trees wrt. a common encoding and (2) additional experiments applying the systems wrt. alternative encodings to problems from selected classification trees.
(1) In the main experiments we applied zChaff, DPPLT, and CVClite to all problems of the four classification trees and Spass to the Loops6 and Q6+ problems. As common encoding we took one that is suitable for all systems, namely the non-Skolemized version of the Isomorphism-Class Theorem formalization with general generating systems from Section 4.3. The results of these experiments are given in the Tables IIIYV in the Appendix. For the nodes in the classification trees, we generated and checked the following problems: for dead-end nodes the Dead-end Theorems (abbreviated by Deadend-Th in the result tables), for isoclass nodes the general GensysVerification Theorems (Gensys-Th) and the Isomorphism-Class Theorems (IsoTh). For branching nodes either the General Gensys-Verification Theorem or the Isomorphism-Class Theorem does not hold. Hence, there are both General Gensys-Verification Theorems (BrGsys-Th) and nontheorems (BrGsys-Nth) as well as Isomorphism-Class Theorems (BrIso-Th) and nontheorems (BrIsoNTh).
(2) For the comparison of different encodings we applied DPLLT and CVClite to the Skolemized problems from Q6+ and Q7-qg9. The results are given in Tables VI and VII . Moreover, we also applied DPLLT, zChaff, and CVClite to problems from Q6+ and Q7-qg9 using different formalizations for the Isomorphism-Class Theorems; these results are given in the Tables VIIIYX. In these experiments, DPLLT and CVClite were applied to both the formalization using no generating system, that is, using the naïve isomorphism encoding described in Section 4.1 (indicated by Withoutgensys in the result tables) and the formalization with representant generating system as introduced on Section 4.2 (Withrepgensys). zChaff was applied to the Withoutgensys problems only. For DPLLT and CVClite we also compared the Skolemized and non-Skolemized versions of these problems.
All experiments were conducted on a cluster of 140 identical Pentium IV machines, each with 1 GB of main memory, using SUN GridEngine to distribute the experiments. We ran the systems in a mode that would not record proof objects or traces in a file. For each single problem in each problem suite the systems got a time limit of 5 days pure CPU time and a 512 MB memory limit. While this seems to make for a very long overall time for the experiments considering the large number of problems and the relatively high failure rate in the experiments, this can be relativized by the fact that the majority of failed runs were when experimenting with CVClite, which generally failed because of reaching the memory limit after just a few hours.
The Tables IIIYX in the Appendix detail the results of the experiments. They are structured as follows: The first three columns state the problem domain and the name and number of theorems or non-theorems considered. The subsequent four columns give timing information in seconds; the minimum and maximum time needed to successfully solve a problem for the considered problem suite, the average run time taken only over successful runs in the problem suite, and the median run time over all runs in the problem suite, including the failed funs that received the full five day runtime (i.e., 432,000 s) as penalty. The last column gives the number of problems a system failed to solve for the considered problem set.
RESULTS

Comparison of Systems
When comparing the systems_ performances in the main experiments (Tables IIIYV) we can observe that zChaff was, on average, the fastest system. DPLLT occasionally outperformed zChaff in minimum run-time (i.e., the fastest solution to a problem of a given category) but was slower overall. Finally CVClite and Spass clearly performed worse, in particular considering that they failed to solve a substantial number of problems. Thus, the results indicate that zChaff shows the best performance in our domain, followed, with some distance, by DPLLT. Hence, the encoding of Boolean satisfiability problems for zChaff pays off to push the solvability horizon in our domain. Moreover, the SAT solver zChaff and DPLLT clearly outperform the first-order theorem prover Spass.
Comparison of Encodings
When looking at different formalizations of the Isomorphism-Class Theorems we have to first consider which theorems we have to compare. For the formalization with general generating systems we are required to prove the Isomorphism-Class Theorems as well as the corresponding general Gensys-Verification Theorems, where the latter are clearly more difficult. However, for the other two formalizations, the naïve and the representant generating system formalization, the Isomorphism-Class Theorem is shown independently and essentially contains the complexity of the problem. Hence we have to compare the performance of the systems on the Iso-Th problems for these two formalizations with the Gensys-Th problems of the main experiments.
For the naïve formalization, DPLLT and CVClite performed worse than for the other two formalizations: they failed for more problems and for the problems they solved they needed considerably more time. This result is only partially true for zChaff. For the Q6+ problems zChaff's performance was on average exactly as good for the naïve formalization as for the formalization with general generating systems. For the Q7-qg9 problems it performs on average worse for the naïve formalization. This indicates that the disadvantages of the naïve formalization will have more impact for higher cardinalities.
For DPLLT the formalization with representant generating systems clearly outperforms the formalization with general generating systems wrt. to runtime. However, for Q7-qg9, DPLLT failed for more Iso-Th problems of this formalization. Since CVClite fails for almost all Iso-Th and Gensys-Th problems of Q6+ and Q7-qg9, a substantiated analysis of its performance is not possible.
Overall these results indicate that the elaborate Isomorphism-Class Theorem formalizations based on the computation of generating systems outperform the naïve formalization. A comparison of the formalization with representant Time   Q5  5  1  150  2055  <1  Q5  5  23  352  4531  132  Q6+  6  1  257  5925  286  Q6+  6  7  405  6975  4877  Q7-qg9  7  1  2401  20,594  <1  Q7-qg9  7  8  4044  24,907  6345 generating systems as opposed to the formalization with general generating systems, which is possible for DPLLT and CVClite only, shows no clear result. In order to test the impact of Skolemization, CVClite and DPLLT were applied to Skolemized problems of Q6+ and Q7-qg9. The results are quite different for the two systems, see Tables VI and VII. On the one hand, CVClite can solve considerably more problems with Skolemization than without and is also faster. On the other hand, DPLLT fails on more Skolemized problems and it needs more time for the problems it solves. The same behavior can also be observed for Skolemized and non-Skolemized versions of different Isomorphism-Class Theorem formalizations. Hence, there is no clear result for the impact of Skolemization for the employed SAT solvers in our domain.
Scalability
The tables in the Appendix do not give a clear scalability result wrt. to run-times and solved problems such as Bthe higher the cardinality of the classification tree the more difficult the problems, i.e., the longer the SAT solvers take and the less problems can be solved.^Indeed, none of the three SAT solvers shows a definite increase in maximal, average, and median run-times or in the number or percentage of failed attempts with increasing cardinality of the tackled problems.
Instead we can observe a generally very high variance within the set of problems of a classification tree. For instance, consider the minimal run-time of less than one second as opposed to the maximal run-time of 266,359 seconds for DPLLT on Q7-qg9 gensys-Th problems (see Table III ). There are essentially two reasons for this large variance:
Y Some properties introduced during the classification are particularly well suited for the search procedures of the systems, for instance, the idempotency property 8x Í x ) x = x. This effect can also be observed by a comparison of the average results of Loops6 and Q6+. Although both classifications are concerned with quasigroups of order 6, the performance of the systems on the problems of these two classes varies considerably. Whereas the unit property prunes the search rather well, the special property of Q6+ turned out to be particularly difficult.
Y The deeper a node is in the classification tree, the more properties it is associated with. For instance, in the Q5 tree there are isoclass nodes at depth 5 associated with five additional properties and at depth 23 with 23 additional properties. And indeed showing theorems for the latter takes considerably longer than for the former. Moreover, the properties can become more complex than in our example classification in Figure 2 , adding to the complexity of the resulting problems. As examples consider the following properties from the Q5 and Loops6 trees:
To illustrate the impact of the properties on the complexity of the resulting satisfiability problems, consider the figures characterizing Gensys-Th problems in zChaff input in Table I . Both the number of Boolean variables and the number of clauses of the satisfiability problems increase for larger cardinalities and for nodes deeper in the decision tree. With the increase in complexity the time necessary to solve the problems also increases. However, we can again observe that there is not necessarily an increase in time needed wrt. to the cardinality of the structures involved.
Conclusion
We have presented the application of satisfiability solving in the challenging problem of classification in finite algebra. We have extended existing approaches to encode quasigroup existence problems for SAT solvers in order to deal with the more complex properties of our domain. Our developed techniques are not restricted to our problem domain but are applicable in the general case of transforming equality problems over finite domains to Boolean satisfiability problems.
The most challenging problem for our particular domain was to efficiently encode isomorphism problems by reducing the number of possible isomorphisms that have to be considered. We solved this by developing two formalizations employing the concept of generating systems that significantly improve over a naïve encoding and that are particularly effective in our domain of quasigroups. This enables us to substitute the first-order theorem provers so far used in our bootstrapping algorithm for constructing classification theorems by SAT solvers. The developed encodings are not geared toward only one particular type of solver but can be used to produce several input formats, which enables us to employ and experiment with diverse systems, such as zChaff, DPLLT, and CVClite.
The results of our experiments lead us to three conclusions. (1) SAT solvers can successfully extend the solvability horizon of our bootstrapping algorithm; that is, they clearly outperformed the first-order theorem prover Spass. Indeed, employing SAT solvers instead of Spass has led to new mathematical classification results such as a full classification theorem for quasigroups of order 5. (2) Moreover, the developed elaborate formalizations of isomorphism problems also help to push the solvability horizon of the bootsrapping algorithm even further, since for the classification of quasigroups the SAT solvers clearly perform better for the elaborate formalizations than for a naïve formalization. (3) Overall, the results indicate that zChaff shows the best performance, followed, with some distance, by DPLLT. Hence, the encoding in the less intuitive input format of zChaff pays off in our domain. Another advantage of zChaff as opposed to DPLLT is that it creates a proof trace output for unsatisfiable problems, which can be checked as a resolution proof by independent proof checkers. This is an important issue considering that we are interested in fully verifiable classification theorems.
Future work could include investigating the use of further solvers, for instance one with integrated computations for specialized mathematical domains [2] . Besides classification wrt. isomorphism it is also worthwhile to consider other equivalence relations. For instance, in terms of quantitative classifications for quasigroups and loops representatives for every isomorphism and isotopy class have been generated up to order 10 [14] . Investigating isotopism classes is even more interesting from a mathematical viewpoint than isomorphism classes; however, it might present an even greater challenge from the automated reasoning side; firstly, because finding appropriate properties strong enough to discriminate structures with respect to isotopy presents a hard problem for HR, and second, an easy transfer of our techniques to reduce the number of mappings between structures to the case of showing isotopy class theorems is not obvious. 
