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Abstract
This article presents a continuously diﬀerentiable modiﬁcation of the commonly used Jensen wake model. This property is con-
served in the wake combination model and, by formulating the turbine’s power curve as a set of constraints, also in the computation
of a turbine’s power output. The resulting objective function, maximizing the total power production, and optimizing the turbine
positions, is thus continuously diﬀerentiable, and gradient based solution methods can be applied. Numerical experiments are
conducted with simulated wind data of six oﬀshore wind farm locations.
c© 2016 The Authors. Published by Elsevier Ltd.
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1. Introduction
With the trend of the annually installed oﬀshore wind energy continuously growing in the last 10 years, and oﬀshore
wind farms becoming bigger than ever before [1], the importance of optimizing the turbine locations within a wind
farm for an optimal power production are increasing. While there was only a total installed capacity of approximately
2GW in 2009 in Europe, an additional 2.3GW were installed in the ﬁrst half of 2015, which was an increase of 200%
compared to the same period of the previous year. An additional 100GW of installed capacity are currently in the
planning phase [2].
Several wake models calculating the wind velocity deﬁcits created by wind turbines, the so called turbine wake,
are available in diﬀerent levels of detail. They range from kinetic wake models, which have a closed formulation and
allow a fast computation, to computationally expensive computational ﬂuid dynamics (CFD) models which are able
to model the wind ﬂow on a small scale.
The wake eﬀect of a turbine reduces the power generated by turbines further downstream. This eﬀect increases with
increasing wind farm size, as there can be more upstream turbines reducing the wind velocity. The optimization of the
turbine layout, i.e. the optimization of the single turbine locations within a wind farm, to obtain a maximum annual
energy production (AEP) thus becomes more relevant for larger wind farms. The main input for this optimization
∗ Corresponding author
E-mail address: arne.klein@uib.no
Available online at www.sciencedirect.com
 2016 Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons. rg/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of SINTEF Energi AS
498   Arne Klein /  Energy Procedia  94 ( 2016 )  497 – 503 
problem, when only including the wake eﬀects in the optimization process, is the wind rose. It is possible to use more
complex cost models which possibly include foundation costs, operation and maintenance, structural loads and more.
This is for example done in TOPFARM [3].
Advanced wake models have the disadvantage of no usable or unknown mathematical properties, and thus only
allow the application of metaheuristics or black-box optimization. These methods generally require a higher number of
function evaluations than gradient based optimization methods. This can lead to computationally infeasible problems,
especially if combined with detailed, computationally expensive wake models.
As optimization requires a high number of function evaluations, computationally cheap wake models are most
suitable. It is in addition desirable to use models with known mathematical properties like smoothness and diﬀerentia-
bility. The kinetic wake models fulﬁl these desired properties well. While they only provide an approximation of the
wake deﬁcits on the scale of turbine diameters, this is suﬃcient for an approximate calculation of a turbine’s power
generation.
The wake model by Jensen and Katic has become the most widely used model for wind farm layout optimization
in recent years [4]. While the model is non-smooth, several modiﬁcations have been suggested to make it suitable for
gradient-based optimization methods. Haugland [5] and Park and Law [6] suggest modiﬁcations to the Jensen model
which increase its area of deﬁnition to the downwind half-plane by applying a Gaussian function normal to the wind
direction.
In this article we introduce an additional extension of the wake model. This yields a smooth wake function on
R
2 which we use to formulate a diﬀerentiable optimization model, optimizing the turbine locations for a maximum
annual energy production. We conduct numerical experiments with the wind data of six real wind farm locations in
northern Europe.
Section 2 starts with an explanation of the extended wake model, continues with the wake combination model, the
turbines’ power curve and the computation of the annual energy production, and ﬁnally states the full optimization
model in a concise form in 2.5. In section 3 the implementation, turbine speciﬁcation and wind data is explained
before showing our numerical experimental results in 3.4.
2. Optimization model
The optimization model in this work is set up to maximize the energy production of the wind farm, using the local
wind data and valid turbine placement area as parameters and optimizing the turbines’ position vectors.
A wake model as well as a wake combination model are required for the computation of the wind velocities at the
turbine locations. The so called power curve of the turbines is used to determine the power production of a turbine as
a function of the wind velocity at its location.
The combined power productions of all turbines for each wind vector are weighted with the frequency of occurrence
of the corresponding wind vector in the objective function.
The variables deﬁned in the following will be used in the next sections. Assume that a set of wind data W is given
with wind velocities vw and wind angles φw, w ∈ W. The set of turbines T has turbine coordinates rt = (xt, yt) ∈ R2,
t ∈ T . The coordinates of all turbines t ∈ T are bounded by the same polyhedral constraint
Art ≤ b (1)
with A ∈ Rn×|T |, b ∈ Rn, n ∈ N+. A minimum inter-turbine distance is enforced by the constraint
(xi − x j)2 + (yi − y j)2 ≥ (6R)2 (2)
for i, j ∈ T , i > j with turbine radius R, ensuring a minimal distance of 3 turbine diameters between turbines. This is
a requirement due to safety regulations.
2.1. Wake model
The Jensen wake model is widely used in science and industry. In addition to having a simple formulation and
being eﬃcient to calculate, it performs well in predicting wake eﬀects. It is, however, only deﬁned in the wake region,
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Fig. 1. Visualization of wake model gˆ(d, 0) with R = 0.5, κ = 0.04
and thus not continuous. This makes it impossible to use the model in its original formulation in combination with
gradient based solvers.
We propose an approximation of the Jensen wake model, which extends the domain of deﬁnition to R2 and ap-
proximates the transition between the upstream and downstream half-planes in a continuously diﬀerentiable way.
We start from the modiﬁed Jensen model presented in [6] and [5]. The relative wind velocity deﬁcit at a distance
d parallel to the wind direction downwind of a turbine, and a distance s normal to the wind direction from the turbine
location, is given by
g¯(d, s) =
2
3
( R
R + κd
)2
exp
(
−
( s
R + κd
)2)
(3)
for d >= 0, and g¯(d, s) = 0 for d < 0. The parameter R is the turbine radius, and we choose the wake decay parameter
κ = 0.04 according to the recommendation in [7].
We suggest to introduce a smooth approximation in d direction, parallel to the wind direction, by multiplying the
function with an approximation of the Heaviside step function. This leads to
gˆ(d, s) =
2
3
( R
R + κd
)2
exp
(
−
( s
R + κd
)2) 1
1 + exp
(
−1.75
(
d
R + 1.7
)) (4)
which is deﬁned on R2. The parameters of the approximation have been chosen such that the function has its maximum
close to the origin, and the velocity deﬁcit is below 0.1 at a distance of 3 turbine diameters, the minimum inter-turbine
distance used. A comparison of the two wake models (3) and (4) is visualized in ﬁgure 1.
Using a projection of the turbine vector rt on the wind angle φw, the wind velocity deﬁcit gi jw caused by turbine
i ∈ T at the position of turbine j ∈ T for wind vector w ∈ W can be expressed as
di jw =
(
x j − xi
y j − yi
) (
sin(φw)
cos(φw)
)
= sin(φw)(x j − xi) + cos(φw)(y j − yi) (5)
si jw =
(
x j − xi
y j − yi
) (
sin(φw − π2 )
cos(φw − π2 )
)
= − cos(φw)(x j − xi) + sin(φw)(y j − yi) (6)
gi jw =
2
3
(
R
R + κdi jw
)2
exp
⎛⎜⎜⎜⎜⎜⎝−
(
si jw
R + κdi jw
)2⎞⎟⎟⎟⎟⎟⎠ 1
1 + exp
(
−1.75
( di jw
R + 1.7
)) (7)
2.2. Wake combination model
A wake combination model is required for the computation of the total wind velocity deﬁcit at a turbine’s location,
created by the wake of all other upstream turbines. The “Sum of squares of velocity deﬁcit” method, introduced by
Katic et al. [8], is often used for this computation, especially in combination with the Jensen wake model. By using
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this model, the wind velocity at turbine t ∈ T for wind vector w ∈ W is given by
utw = vw
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝1 −
√ ∑
k∈T,kt
(gktw)2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ . (8)
2.3. Power curve
A turbine’s power curve describes its power production as a function of the wind velocity. It is a characteristic of
the type of turbine, but has the same structure for all commonly used wind turbines.
The cut-in wind speed ucut−in describes the minimum required wind velocity for power production. For increasing
wind velocities u the power production scales proportionally to u3 up to the rated power Prated and corresponding wind
velocity urated. The cut-oﬀ wind speed ucut−o f f is the maximum allowed velocity, and the turbine has to be switched
oﬀ if stronger winds occur.
The power curve can thus be formulated as
p¯(u) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 if u < ucut-in
α(u − ucut-in)3 if ucut-in ≤ u < urated
Prated if urated ≤ u < ucut-oﬀ
0 if ucut-oﬀ ≤ u
(9)
α =
Prated
urated − ucut−in (10)
which is non-diﬀerentiable at urated and non-continuous at ucut−o f f , and therefore incompatible with a diﬀerentiable
optimization model without modiﬁcations.
To tackle this problem, it is possible to remove all wind velocities higher than the cut-oﬀ speed from the wind data.
As the turbines have to be switched oﬀ during these wind speeds, which results in a power production of 0, the data
will not contribute to the total power production and thus have no inﬂuence on the optimization problem. The same
method can be applied for undisturbed wind speeds below the cut-in speed. Even though we remove all undisturbed
wind data with velocities below ucut−in, velocities below this value occur through the wake eﬀect and thus have to be
accounted for in the power curve.
The above formulation of the power curve can be split up into two sets of constraints
Ptw ≤
⎧⎪⎪⎨⎪⎪⎩0 if utw < u
cut−in
α(utw − ucut−in)3 if utw ≥ ucut−in (11)
Ptw ≤ Prated (12)
for each turbine t ∈ T and wind vector w ∈ W. Note that both constraints are continuously diﬀerentiable, even though
(11) is deﬁned piecewise.
2.4. Total power production
The aim of this work is the maximization of the wind farm’s expected power output. Other possible objectives
could include a minimization of the frequency of power production below a given threshold or a minimization of the
deviation from the average power generation.
The total power production can be directly calculated by computing the sum of the power production Ptw for each
turbine t ∈ T and wind vector w ∈ W. The wind vectors have to be weighted by their frequency of occurrence fw.
This results in the objective function
ξ =
∑
w∈W
⎛⎜⎜⎜⎜⎜⎝ fw ∑
t∈T
Ptw
⎞⎟⎟⎟⎟⎟⎠ (13)
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2.5. Optimization model
The full optimization model can thus be stated as the following, with the variables and parameters as deﬁned above
max
∑
w∈W
⎛⎜⎜⎜⎜⎜⎝ fw ∑
t∈T
Ptw
⎞⎟⎟⎟⎟⎟⎠
s.t. di jw = sin(φw)(x j − xi) + cos(φw)(y j − yi) ∀i ∈ T, j ∈ T,w ∈ W, i  j
si jw = − cos(φw)(x j − xi) + sin(φw)(y j − yi) ∀i ∈ T, j ∈ T,w ∈ W, i  j
gi jw =
2
3
(
R
R+κdi jw
)2
exp
(
−
(
si jw
R+κdi jw
)2)
1 + exp
(
−1.75
( di jw
R + 1.7
)) ∀i ∈ T, j ∈ T,w ∈ W, i  j
utw = vw
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝1 −
√ ∑
k∈T,kt
(gktw)2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ ∀t ∈ T,w ∈ W, i  j
Ptw ≤
⎧⎪⎪⎨⎪⎪⎩0 if utw < u
cut−in
α(utw − ucut−in)3 if utw ≥ ucut−in ∀t ∈ T,w ∈ W
Ptw ≤ Prated ∀t ∈ T,w ∈ W
Art ≤ b ∀t ∈ T
(6R)2 ≤ (xi − x j)2 + (yi − y j)2 ∀i ∈ T, j ∈ T, i > j
3. Numerical experiments
3.1. Wind turbines
We use the 5MW reference oﬀshore wind turbine deﬁned in [9] as the source for the turbine speciﬁcations. The
parameters used as input for our model are are ucut−in = 3m/s, urated = 11.3m/s, ucut−o f f = 25m/s and Prated = 5MW.
As mentioned in section 2, we assume a cubic power proﬁle between ucut−in and urated. The hub height of the turbine
is 90m.
3.2. Wind data
The wind data was obtained from a dynamical downscaling of the ERA-Interim reanalysis using the mesoscale
WRF model with a grid spacing of 3 km by Lorenz and Barstad [10]. It contains time series of wind vectors at several
heights in 5-10 minute steps from July 1999 to December 2009. We extract the data at a height of 87.5 ± 2m which
is close to the hub height of the used turbine. We collect the frequency of occurrence in hours of wind velocities and
wind angles over the full 10.5 year period into discrete 2m/s and 5◦ bins w ∈ W. Data with wind velocities below
ucut−in and above ucut−o f f is removed, as it does not contribute to the power production. We also remove data with a
frequency of occurrence fw below of 1 hour in the 10.5 year period. The wind data from the following six oﬀshore
wind farm locations is used in our experiments: Dogger Bank, Dudgeon, Greater Gabbard, Gunﬂeet Sands, Horns
Rev and Sheringham Shoal.
3.3. Implementation
The model is implemented in the modelling language AMPL, using the nonlinear solver Ipopt (Interior Point
OPTimizer) [11]. All experiments are carried out on a Intel Xenon E5-2699 CPU with 72 logical cores and 256 GB
of RAM. Parallel runs of the model as well as the extraction of wind data described in the previous subsection have
been implemented in the Go programming language.
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Dogger B. Dudgeon G. Gabbard Gunﬂeet S. Horns Rev S. Shoal
Grid reference 3617820 3421960 3381330 3059640 3461730 3305490
Optimum IV grid 3619561 3423726 3383914 3063095 3463685 3308127
rel. change [%] 0.048 0.051 0.076 0.112 0.056 0.079
Optimum IV random 3599693 3413989 3377983 3070610 3463249 3287820
rel. change [%] -0.501 -0.232 -0.098 0.358 0.043 -0.534
Table 1. Energy production values for 16 turbines, xmax = 21, all values in MWh produced in the 10.5 year period of wind data. In addition to
the reference values from the grid layout, the solution from using the grid positions as IVs as well as the best solution from random IVs is given.
Relative changes are in relation to the reference value.
3.4. Numerical results
We choose a square area with edge length x¯max for valid turbine placement by setting constraint (1) to
xt ≥ 0 (14)
yt ≥ 0 (15)
xt ≤ x¯max (16)
yt ≤ x¯max (17)
for each t ∈ T . The square’s edges are oriented in North-South and West-East directions, independently of the wind
data being used. We choose a layout with the turbines placed in an equidistant square grid as reference, with a turbine
spacing of 5 and 7 turbine diameters. All calculations are done with the turbine diameter as length scale by setting
R = 0.5 in the wake model.
The ﬁrst series of experiments is conducted by setting the number of turbines to 16 and xmax = 21. This allows for
a regular grid layout with 4 turbines per row and column and a grid spacing of 7 turbine diameters. For each of the six
sets of wind data, 35 numerical experiments are carried out by setting the initial locations xt and yt to uniform random
values in the interval [0, xmax] for each turbine separately. An additional experiment is done setting the initial values
(IV) of the turbine locations to the regular grid layout. We compute the energy production of the regular grid layout
as a reference point for the values obtained in the experiments. Each computation takes up to 2 hours computational
time of a single CPU core. The results are shown in table 1. In all cases but one the optimal value is obtained from
using the grid layout as the initial value. The optimum value for the best starting point with random initial values is
given in addition.
For each set of wind data the relative diﬀerence between the energy production of the reference grid layout and
the optimal layout is below approximately 0.5%, which is most likely close to the accuracy of our wake and wake
combination model in combination with the wind discretization. This means that the regular grid layout, possibly
with very slight perturbations to the turbine locations, is close to optimal according to our model. The optimal values
Fig. 2. Left: Optimal layout for Gunﬂeet Sands, see table 1; Right: Optimal layout for triangular turbine boundary area, unit of axes is turbine
diameters.
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were in 5 out of 6 cases obtained from the grid locations as IVs, but for Gunﬂeet Sands a layout with random starting
points obtains a better solution. This layout is signiﬁcantly diﬀerent from a regular grid, as can be seen in ﬁgure 2.
The same experiment is done for Dogger Bank with 9 turbines, xmax = 10 and a grid spacing of 5 turbine diameters.
The regular grid layout as IV has the best solution, even though 400 model runs with random initial turbine locations
are performed.
When choosing diﬀerent shapes of the valid turbine location area, the model behaves well in placing the turbines
spaced out over the whole area. By choosing the upper bounds of x and y as xt + yt = 16 instead of constraints (16)
and (17), the layout pictured in ﬁgure 2 is computed as optimal for the Dogger Bank wind data.
4. Conclusion
Our numerical experiments show that the arrangement of wind turbines in a regular grid is within 0.4% of the
optimal layout according to our model, if a square area and a number of turbines are given in a way that such a layout
is possible. The model also performs well in placing turbines in other wind farm shapes. Solving the problem with a
large number of initial values seems to be required. Using the grid layout as IVs does not always lead to the best result,
as seen in the Gunﬂeet Sands computation. Increasing the number of random IVs for the examined cases could further
improve the resulting layouts. Another possibility would be using turbine locations spread along the boundaries of
the domain.
An interesting open question is how the model performs for diﬀerent wind park shapes, possibly including the real
shapes of the wind farms corresponding to the wind data. It is also a possibility to optimize the rotation of the square
shaped area of valid turbine positions. In addition a more in depth study and result veriﬁcation with diﬀerent wake
models, taking into account more ﬁne grained discretizations of the wind data, as well as varying numbers of turbines,
is of interest. These further studies will be addressed in a more extensive article in the near future.
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