Abstract-We study the problem of dividing the 2 lattice into partitions so that minimal intra-partition distance between the points is maximized. We show that this problem is analogous to the problem of sphere packing. An upper bound on the achievable intra-partition distances for a given number of partitions follows naturally from this observation, since the optimal sphere packing in two dimensions is achieved by the hexagonal lattice. Specific instances of this problem, when the number of partitions is 2 , were treated in trellis-coded modulation (TCM) code design by Ungerboeck and others. It will be seen that methods previously used for set partitioning in TCM code design are asymptotically suboptimal as the number of partitions increases. We propose an algorithm for solving the 2 lattice partitioning problem for an arbitrary number of partitions.
I. INTRODUCTION
T HE need for partitioning sets of lattice points arises in several applications. The famous example is the design of trellis codes, introduced in [1] and later extended in [2] - [4] , among others. Here, the set of lattice points, called the signal constellation, is divided into partitions, with the objective of maximizing the minimal distance between the points in each partition. Maximization of minimal intra-partition distance is important for reduction of the probability of erroneous decoding. Ungerboeck proposed a simple heuristic scheme for successive partitioning of the initial set of points, where at each stage the number of partitions is doubled, and the minimal intrapartition distance grows by a factor of for the lattice. More recently, a similar partitioning found applications in domain-based multiple description coding [5] . Here, the signal domain is divided into partitions and each partition is considered as a description of the signal. In this case, maximization of minimal intra-partition distance is important for improving the quality of the received signal under unfavorable channel conditions. As an example, consider the following situation. Suppose we partition the domain of the signal into partitions and send each partition separately. Assume one of the partitions is lost or corrupted by noise. Then, signal values will be missing from certain re- gions in the domain. At the receiver we can attempt to estimate the missing signal values from those that are available. In general, the quality of the estimate can be improved by making the size of the missing regions small, and by increasing the size of the available neighborhood of any missing region. In the case of signals whose domain is the lattice (e.g., digital images or video frames), this is equivalent to taking the "regions" to be individual points (pixels) in the domain, and maximizing the minimal intra-partition distance between the points.
As opposed to designing a trellis code with binary codewords, where the number of required partitions is for some integer , in the latter problem the number of partitions may be arbitrary. In this paper, we first analyze the problem of maximum minimal distance partitioning of the lattice, restricting our attention to regular partitions that are themselves lattices. This problem is analogous to the sphere packing problem. From this observation, we derive the upper bound on the achievable minimal intra-partition distance for the given number of partitions and show that the bound is tight, in the sense that there are infinitely many possible solutions near the bound. Finally, we propose a partitioning algorithm for producing optimal partitions. It should be pointed out that our goal here is not to design trellis-coded modulation (TCM) codes. We treat the general case, when may be arbitrary, not just . But we demonstrate that when our algorithm is restricted to the case, we are able to design better partitions than was previously reported.
The paper is organized as follows. In Section II, we introduce notation used in the paper and review some relevant previous work on this topic. Section III contains the main results on maximal minimum distance (MMD) partitioning of the lattice. In Section IV, we state the MMD problem in an optimization framework and propose the algorithm for its solution. Sections V and VI contain results and conclusions, respectively.
II. PRELIMINARIES

A. Notation and Problem Statement
There is a variety of parameters that may be used to characterize geometrical properties of lattices [6] , but we only define or recall those that are used in this text. The lattice is a Cartesian product of the set of integers with itself, i.e., , and may be visualized as a set of points with integer coordinates in the Euclidean plane. We define the minimum intra-partition distance of as where is the Euclidean distance between and . The overall minimum intra-partition distance is the minimum of all , that is,
We will focus on the case where the partitions are themselves lattices. There are two reasons for this: 1) this case is easier to analyze than the more general case, and 2) it is more practically relevant. In all cases considered here, intra-partition distances will be uniform across partitions, i.e.,
The problems we have in mind are the following:
• given the number of partitions , construct the partitioning function which achieves the largest possible value of ;
• given some minimal distance , construct the partitioning function with minimal number of partitions , such that .
In practice, we are really interested in partitioning a finite subset of . It may then be tempting to use an exhaustive search method to find the partition that achieves maximal . However, the number of possible partitions grows exponentially with the size of the set, so exhaustive search becomes increasingly expensive in terms of computations for any sizable set. Further, different sets may, in general, yield different optimal solutions, so knowing the optimal solution for a particular set will not necessarily help us find the solution for other sets.
This problem will not occur in our case. The idea is to partition the entire lattice first, and then cut out the required set from it. That is, we construct a partitioning function with domain , which achieves some . Partitioning function for the set is then given by the restriction of to , i.e., by a function such that , . Restricting the domain of to does not reduce , so we are guaranteed the minimal intra-partition distance of at least for any subset of .
B. Review of Relevant Previous Work
The famous example where the lattice partitioning problem is of interest is TCM. In his 1982 paper [1] , Ungerboeck introduced a new class of codes designed jointly with modulation. One of the key components of his discovery was the introduction of signal mapping functions that maximize the minimum Euclidean distance between transmitted signals. In this way, he achieved greater Euclidean distance between transmitted codewords and, hence, reduced the probability of erroneous decoding. He used a simple heuristic procedure to divide several two-dimensional signal constellations into subsets so that the minimal distance between the points in any one subset is maximized. An illustration of the method used in [1] is given in Fig. 1 , for the 16-QASK signal set. The figure shows two stages of partitioning of the original set of 16 points. At each stage, the number of partitions doubles, and the minimal intra-partition distance increases by a factor of in each partition. The algorithm can be summarized in the following few steps.
Step 1: Start from a single partition ( lattice itself) with .
Step 2: Split every partition from the previous stage into two child-partitions so that the new minimal distance becomes times larger than the minimal distance of the parent-partition. This can be achieved by putting each point together with the second tier of its nearest neighbors into a common child-partition.
Step 3: Repeat Step 2 until the required number of partitions or the required minimal distance is reached.
This method was formalized and extended by Forney in [3] , [4] . He developed a class of methods called squaring constructions. For the lattice, when the number of partitions is , this method achieves . This is taught as the best method for lattice partitioning which maximizes the minimal intra-partition distance for the given partition size [7] and gives rise to the best known TCM schemes [8] . We are unaware of any partitioning algorithm that has achieved . In the remainder of the paper, we will demonstrate that this is possible and will describe a practical algorithm that achieves this.
III. MAIN RESULTS
A. MMD Lattice Partitioning is a Sphere Packing Problem
In our case, partitions of the lattice will themselves be translation-equivalent lattices, i.e., each sublattice can be obtained from any other sublattice by translation. Hence, they are all generated by the same set of basis vectors and (where each is an integer) and a different choice of origin. If point belongs to a certain partition (sublattice), so do points and .
Hence, the partitioning function exhibits the so-called generalized periodicity (in other words, it is doubly periodic [9] )
Let us define the periodicity matrix as is typical in the signal processing literature [9] (1)
The matrix as defined above is the transpose of the sublattice generator matrix (in lattice theory [6] , basis vectors are usually written as row vectors). Throughout the paper, we will use the term "periodicity matrix" bearing in mind that this is just the short way of saying "transpose of the generator matrix." Basis vectors define a fundamental parallelotope [6] (or fundamental period, as we shall call it here), which is a parallelogram whose sides are and . The area of such a parallelogram is . When s are integers, is also equal to the number of lattice points inside the parallelogram [10] . Since this parallelogram is the period of the partitioning function, we have . Partitions (sublattices) are translation equivalent and they are all effectively generated by the same periodicity matrix and different choices of the origin. Hence, the minimal intra-partition distance is the same for each partition and is given by
If we were to draw spheres centered at sublattice points that just touch each other, we must choose the radius of the spheres to be . Maximizing for a given number of partitions is then equivalent to maximizing for a given . The sphere packing problem [6] is usually posed as maximization of the ratio of the volume of the sphere to . In two dimensions, then, we seek to maximize
For a fixed (as it is in our case), maximizing the ratio in (3) means maximizing . (Alternatively, for a fixed , we want to minimize .) Hence, MMD lattice partitioning is a sphere packing problem in . Essentially all the results of this paper follow from this observation and the fact that the hexagonal lattice solves the sphere packing problem in [6] . As an illustration, let us compare the Cartesian lattice and the hexagonal lattice that has the same area of the fundamental period. The periodicity matrix for the lattice is (the two-dimensional identity matrix), so the area of its fundamental period is . The periodicity matrix of the hexagonal lattice with the same fundamental period area is Note that the minimal distance between points in the Cartesian lattice is , while in the hexagonal lattice it is . For a given area of the fundamental period, hexagonal lattice achieves largest , as can be expected from the sphere packing argument. The situation is depicted in Fig. 2 , where we show basis vectors and the fundamental periods of hexagonal and Cartesian lattices with the same area of the fundamental period. In general, if is the length of the basis vectors of the hexagonal lattice, then for this lattice and fundamental period has an area of . Obviously, we cannot partition the lattice into sublattices that are exactly hexagonal, since a hexagonal lattice must contain points with irrational coordinate(s), while contains points with integer coordinates. However, we can find sublattices that are approximately hexagonal. This is the idea behind practical MMD partitioning, as will be seen later in the paper. Partitioning of the lattice into translation-equivalent sublattices is completely specified by the periodicity matrix , since and as given by (2) . Hence, the search for MMD partitions is the search for an integer matrix that maximizes in (2) for a given .
B. Bound on MMD Partitioning
Lemma 1: If is the number of translation-equivalent sublattices of the lattice with minimal distance between points, then (4) Proof: The proof follows directly from the fact that the hexagonal lattice is optimal in terms of sphere packing in two dimensions. Let be the periodicity matrix of the hexagonal lattice. From the discussion in the previous section, we know that area of the fundamental period for this lattice is . Now let be a periodicity matrix for any lattice which satisfies . In other words, a lattice defined by can pack spheres of the same size as the hexagonal lattice defined by . Then, by the optimality of the hexagonal lattice, we must have (because maximizes the ratio in (3)). The required result is then obtained by considering only matrices with integer coordinates (these define sublattices of ), for then Remarks: 1) The entire Lemma 1 (as well as the proof) can be summarized in the following sentence: no sublattice of can be more efficient than the hexagonal lattice in terms of sphere packing.
2) Observe that equality in (4) can only be achieved with the hexagonal lattice. So is there a sublattice of that is exactly hexagonal? The answer is no, because the periodicity matrix of the hexagonal lattice must have at least one irrational coordinate, while periodicity matrices of sublattices of must have integer coordinates. Hence, for any finite number of sublattices, we may replace by in (4) and still have a valid result. However, this will not necessarily be true when (or ), since limits do not preserve strict inequalities.
3) Having in mind that in our case is the number of sublattices of , and hence an integer, we may also write where is the smallest integer not smaller than . 4) The result may essentially be derived from the theorems in [2] . However, we believe that the proof above is simpler and more illustrative.
So far, we have given a lower bound on for a given or, equivalently, an upper bound on for a given . Let us define the achievable region for arbitrary (two-dimensional) MMD partitioning problem as where varies over all possible periodicity matrices. Lemma 1 effectively says that the line bounds the achievable region in the plane, as shown in Fig. 3 . In our case, where must be an integer matrix, we have and Hence, not all points of the continuous plane for which are achievable in partitioning. But all achievable points lie on or above the line . Next we examine the tightness of the bound. We will show that there are infinitely many possible sublattices of that approach the bound closely. Consider two sets of matrices and , such that and where and are arbitrary positive integers. Each is a periodicity matrix for some hexagonal lattice. Each is an integer matrix with nonzero determinant, which makes it a valid periodicity matrix for a sublattice of . Further, they only differ in one coordinate, so if we make , we can effectively approximate the hexagonal lattice by a sublattice of . Obviously, this can be done in many different ways, so for large and we expect to be able to find sublattices of that are almost exactly hexagonal. Following a few lemmas, we use this observation to formally show that the achievable region for our problem extends all the way up to the bound derived in Lemma 1, hence showing that the bound is tight. First, we recall one result from the number theory. 
Lemma 2:
For any irrational number , we can find infinitely many different rational numbers such that (5) This result appears as [11, Theorem 193] . The proof can be found in [11, Sec. 11.9] . At first, it may seem that the result in (5) is somewhat trivial. After all, rationals are dense in , so we can approximate arbitrarily well any irrational number by a rational. Note, however, that appears on both sides of the inequality, and this is what makes the situation complicated. (In fact, [11] shows that this is the "best possible" result, in the sense that if is an arbitrary irrational, there are only finitely many rationals such that , if .)
Lemma 3: Let vary over the set of all periodicity matrices that define hexagonal lattices and vary over the set of all periodicity matrices that define sublattices of . Then, there are infinitely many pairs such that (6) Proof: Consider the sets and , as defined earlier. It is sufficient to show that (6) is satisfied for infinitely many pairs , . By Lemma 2, there are infinitely many rationals for which For each such pair we have
Remark: In the proof we have used the fact that there are infinitely many rationals that approximate in the sense of (5). If we find one pair of integers such that in the sense of (5), then, of course, , so we may generate infinitely many pairs of integers , , which give us the desired approximation. Then matrices approximate periodicity matrices of hexagonal lattices. Further, , so such sublattices of are scaling equivalent (can be obtained from each other by scaling). But all of these sublattices correspond to the same rational number , and Lemma 2 guarantees the existence of infinitely many different rationals that give us the de-sired approximation. Hence, there are infinitely many nonequivalent sublattices of which approximate the hexagonal lattice. This is a much stronger result than just saying that there are infinitely many sublattices of which approximate the hexagonal lattice.
Integer matrix that approximates will only have an error in one coordinate, where we approximate . Lemma 3 gives an upper bound on the error in determinant induced by the error in this one coordinate. Next we examine the effect of this error on . Let us define and as and for some . is a periodicity matrix of a hexagonal lattice (with ), and is obtained from by perturbing by for some . This situation is depicted in Fig. 4, which In fact, for (which is essentially always satisfied), we can drop the absolute value on the right-hand side of the inequality to get (7) We will use this to prove the following result.
Lemma 4:
For all pairs of matrices , which satisfy Lemma 3, we have (8) Proof: Recall that . By Lemma 3, each , for some . Then by (7) we have since is a positive integer, i.e., . For the same reason . Also, since is a sublattice of , it must be that (the minimal distance between the points in the sublattice of cannot be smaller than the minimal distance between the points in , which is ). Hence, . Finally Lemmas 3 and 4 effectively give us the size of the region close to the boundary line where we have infinitely many achievable solutions to our problem. Lemma 3 gives a bound on the error in the vertical coordinate, while Lemma 4 bounds the error in the horizontal coordinate. Illustration is given in Fig. 5 . Consider one of infinitely many pairs of matrices , which satisfy Lemmas 3 and 4. In the plane, matrix corresponds to a point on the boundary line with coordinates and , as shown in the figure, since it is a periodicity matrix of a hexagonal lattice. Lemmas 3 and 4 then say that the integer matrix corresponds to a point inside the shaded rectangle. As we slide the rectangle along the boundary line, the area of the rectangle defines a narrow stripe close to the boundary line. Lemmas 3 and 4 then say that there are infinitely many integer matrices corresponding to some points inside this stripe. Note that the bounds on the size of the shaded rectangle are hard-its size does not change as increases. Hence, we may say that the bound is tight. By this we do not mean that for every we can find a solution close to the boundary, but that such solution exists for infinitely many different values of .
IV. PRACTICAL MMD PARTITIONING
A. Problem Statement
Based on discussion in the previous section, the problem of MMD partitioning of the lattice can be stated as follows: given the number of partitions , find the matrix so as to maximize subject to and is an integer matrix (9) where the objective function is given by (2) . In words, we are searching for an integer matrix with a given absolute value of determinant, that achieves the best . This is a nonlinear integer programming (IP) problem. Most IPs are NP-hard [12] , especially those with nonlinear objective functions and nonlinear constraints as in our case. In practice, the only algorithm that is guaranteed to find the optimal solution of such a problem is exhaustive search. We want to avoid this and to come up with a computationally efficient method which finds solutions that, if not optimal, are at least very close to optimal. In our case, the problem can be considerably simplified through relaxation, and the solution of the relaxed problem is already known-hexagonal lattice. We make use of this fact in designing an optimization algorithm. Hence, to solve (9) we will do the following: 1) find the solution of the relaxed problem, and then 2) search for the best integer solution in the neighborhood of the solution of the relaxed problem.
As noted before, there is no guarantee that this approach will indeed find the optimal solution. The best integer solution in the neighborhood of the solution of the relaxed problem need not be the best integer solution overall. Optimality can be guaranteed if we allow the size of the search region to increase toward infinity, but this leads us to exhaustive search. Since we want to reduce the amount of computation, we will choose a small search region and hope that a near-optimal (if not optimal) solution for our problem exists within this region. Theory from the previous section tells us that in many cases we will find a good feasible solution close to the optimal solution of the relaxed problem, which is a hexagonal lattice. Results in Section V seem to confirm the success of this approach.
B. Relaxation
First we relax the problem, i.e., drop the requirement that the matrix be an integer matrix. Then, by replacing by , (9) becomes: find so as to maximize subject to (10) But this is the sphere packing problem in , and the solution is known. It is any matrix which is a periodicity matrix of a hexagonal lattice with the area of the fundamental period . In particular (11) is a solution of (10) provided , that is,
Further, if the basis vectors and are rotated by some angle , we also get the solution to the problem, because such rotated versions of and also define a hexagonal lattice. Defining the rotation matrix as we get that any matrix is also a solution of (10). These are not all the possible solutions since, for example is also a solution, but cannot be obtained from by rotation. However, this causes no difficulty, since it is easily seen that and define the same lattice and differ only in the choice of the basis vectors. So the set of all possible hexagonal lattices that solve (10) corresponds to the following set of matrices:
At this point, we have effectively solved the relaxed problem (10). If we treat matrices as points in the four-dimensional space, then for any given , represents a curve in this space, since it is parameterized by a single parameter . What remains to be done is to search the neighborhood of and find the best feasible solution (point) which has integer coordinates.
C. Search for the Best Feasible Solution Near
We choose our search neighborhood to be a unit cube in the four-dimensional space. If a point of the curve is within for some integers , then we search through the vertices of such cube-there are 16 of them. Each vertex corresponds to an integer matrix. Among them, some may be feasible, and some may not be feasible. We consider only the feasible ones, compute their value of , and move on to the next point of . In the end, we choose the best feasible integer matrix that we found along the way. Obviously, the search region can be chosen to be larger, at the expense of having to do more computations. But results indicate that even such a small search region is sufficient to give us a good integer matrix with large . Formally, we proceed in the following way.
Let us define the set as the set of all integer matrices obtained from by replacing its coordinates by either of the two nearest integers. If is a coordinate of , it can be replaced by either or . Since has four coordinates, has at most 16 elements for each value of . (If some coordinates of happen to be integers, then they are already rounded, so in this case would have less than 16 elements. Later, we show that none of the coordinates of can be an integer, so in fact will always have 16 elements). All of the elements of are integer matrices in the "vicinity" of . Further, let be a subset of containing all matrices in which satisfy the determinant constraint, i.e., , . Note that can have at most 16 elements, since it is a subset of , but may also be empty (this happens when none of the matrices has ). Finally, let us define the function as if if .
In words, is the maximum value of for integer matrices which satisfy the constraint on the determinant and are in the vicinity of . It is now easily seen that through this relaxation the original problem (9) is transformed into the sequence of two simpler problems. First, we find as (13) Then we find as
Note that when is found, solving (14) is trivial, since can have at most 16 elements-we simply check the value of for every possible and choose the best one. We now argue that (13) is also relatively easy to solve. In particular, we will show that is piecewise constant over the intervals of finite length. Fig. 6 helps to illustrate this.
Vectors and in the figure are the column vectors of . They are obtained by rotating the column vectors of by the angle . The tips of the vectors show the location of the points of a hexagonal lattice which is a solution of the relaxed problem (10). As we rotate the vectors, their tips describe a circle of radius , since . This circle cannot pass through any of the points of the lattice-if it did pass through a point , we would have which is impossible (the left-hand side is an integer number, while the right-hand side is irrational). Hence, none of the coordinates of can be integers. The circle passes through a set of unit squares of the lattice, as shown in the figure. Each unit square is for some integers and . When the tip of the vector is in one such unit square, each coordinate of the vector can be rounded to the two nearest integers. For example, if the tip of is in , meaning and , then can be rounded to or , while can be rounded to or . Similarly, there would be four possible choices for rounding , hence in total we have choices for rounding the matrix (i.e., there are 16 integer matrices in the vicinity of . These 16 integer matrices constitute the set . The set consists of all those integer which satisfy . These matrices are potential candidates for the solution of our original problem (9) . Then, we find for all and the maximum such value of becomes . From the symmetry, it can be seen that is actually periodic with period , so we only need to consider the interval . Note that and are completely specified by the pair of unit squares which contain the tips of and . One such pair is indicated in the figure by darker shading. If we rotate the vectors from their current position (say, ) to the new position (say, ) by a sufficiently small angle , their tips remain in the same set of squares. Hence, , , and, most importantly, . Also, for any . Hence, is constant over the interval . It is not difficult to see that is a piecewise-constant function, such as the function shown in Fig. 7 . The fact that the circle passes through finitely many squares and that it does not pass through any lattice point ensures that there are finitely many intervals over which is constant, and that the size of the smallest such interval, , is finite (positive), i.e., . Finding the maximum of a function with such properties is very simple. We can just sample at points , for some , and take the maximum of . Choice of the sampling interval (step size) of will ensure that we do not "miss" any value of . This effectively means that we will not "miss" any of the rectangles through which the circle passes.
D. Algorithm for MMD Partitioning
The algorithm for MMD partitioning of the lattice based on the previous discussion is shown in Fig. 8 . The search region is set to be a unit cube in the four-dimensional space. At the expense of more computation, one can choose larger search region as discussed before. MATLAB implementation of the algorithm is available on-line [13] .
Inputs to the algorithm are the number of partitions and step size (in the previous subsection, step size was denoted ). All examples and results in this paper were generated with step sizes in the range . It is generally necessary to reduce the step size as the number of partitions increases, since the radius of the circle in Fig. 6 increases accordingly. However, even for (which is certainly quite large) we have produced a very good partition (see the results section) with , which corresponds to only about 3000 iterations of the main loop in Fig. 8 .
E. Some Examples
Example 1: Suppose we want to partition the lattice into partitions so that resulting . What is the minimal value of for which this can be done? We know that using the squaring construction (or the original Ungerboeck's partitioning method for 16-QASK) this can be done with partitions. These methods would achieve . But can we do any better? The answer is yes-the algorithm described in the previous section solves the problem with , and achieves . This is illustrated in Fig. 9 , where we show the points in the fundamental period (labeled 0-14) in black. Basis vectors and are also shown, as is the parallelogram that bounds the fundamental period. The periodicity matrix in this case is Hence, and the angle between and is
We can see why this is a very efficient partitioningdefines 15 approximately hexagonal sublattices of . To achieve , an ideal hexagonal lattice would need "partitions." On the other hand, to The fundamental period is illustrated in Fig. 10 . In this case, we have , , and . Maximal theoretically possible value for (which would be achieved by an ideal hexagonal lattice) in this case is V. SUMMARY OF RESULTS A summary of periodicity matrices and associated values for are given in Table I for partitions. Plot of versus of the data from Table I is shown in Fig. 11 . The figure also shows the theoretical limit, which is the line . As we can see from the plot, the algorithm indeed finds sublattices of which approach the theoretical bound. Sublattices are approximately hexagonal and hence very efficient in terms of MMD partitioning. Note that for , the achieved point is very close to the theoretical limit. This is the case shown in Example 1 in the previous section. We have seen there that sublattices found in this case are almost exactly hexagonal.
A. Applications in TCM Code Design
We have pointed out that our goal here is not to design TCM codes. We have simply proposed a method for MMD partitioning of the lattice into an arbitrary number of partitions. But it seems natural to compare our method to the currently best known method for lattice partitioning, which is, as far as we know, Forney's squaring construction. In this section, we re- Table I ). Data from Table II is plotted in Fig. 12 . As can be seen from the figure, partitions produced by our algorithm are fairly close to the theoretical bound.
In Fig. 13 , we plot the expected coding gain improvement over the code designed using the squaring construction. In the plane, points achieved by squaring construction lie on the line . Points corresponding to the hexagonal lattice correspond to the line . The largest theoretically possible coding gain over the TCM code based on squaring construction applied to the lattice is 0.625 dB We could possibly achieve this by starting from the hexagonal lattice and then partitioning the signal constellation from . Calderbank and Sloane [2] argue that it usually does not pay to do this since it is more difficult to find good signal constellations in than in . But from Fig. 13 , we see that, for example, gain of 0.541 dB over the squaring construction is practically achievable with , by applying better partitioning schemes to the lattice. As increases, we get closer to the theoretical limit.
We can now explain why is our method able to produce partitions with larger than minimal distance; the squaring construction. The squaring construction applied to the lattice produces partitions as , , where is some endomorphism. Here is a sublattice of which is equivalent to (it can be obtained from by a combination of rotation, reflection, and change of scale [6] ), while denotes the choice of the origin. Hence, all these sublattices are generated by a pair of orthogonal basis vectors of the same length. But ideal partitioning (which maximizes the minimal distance), requires basis vectors that are of the same length and 60 apart. This is exactly what our method attempts to achieve. We produce partitions as ,
, where is a sublattice of which is "similar" to a lattice obtained by applying some endomorphism to the hexagonal lattice .
VI. CONCLUSION
In this paper, we have proposed an algorithm for MMD partitioning of the lattice. The problem was posed as an IP problem and the proposed solution is based on relaxing the integer constraint. The main observation that led to such a solution was that MMD partitioning of the lattice is the sphere packing problem in , and that the hexagonal lattice solves the problem in (relaxed version). The algorithm effectively attempts to find patterns (sublattices) in which are similar to the hexagonal lattice.
Results indicate that the proposed algorithm performs fairly well. Partitions obtained through the algorithm are close to the theoretical limit. It was also demonstrated that when restricted to the case where the number of partitions is for some integer , the proposed algorithm constructs partitions with larger minimal distance than the squaring construction, for . The TCM code based on this type of partitioning could potentially provide 0.541-dB gain over the code which is based on the squaring construction.
The proposed method for lattice partitioning can be extended to higher dimensions. It seems that a good way for MMD partitioning of an -dimensional lattice would be to look for sublattices which are similar to the "best" lattice in dimensions. For example, MMD partitioning of the lattice could proceed by finding sublattices which are similar to the face-centered cubic (FCC) lattice, since this lattice solves the sphere packing problem in three dimensions [6] . These are topics for future research.
