In this paper we propose a semiring-theoretic approach to MV-algebras based on the connection between such algebras and idempotent semirings established in [11] and improved in [4] -such an approach naturally imposing the introduction and study of a suitable corresponding class of semimodules, called MV-semimodules.
Introduction
The main objective of this paper is to continue and deepen the study of MV-algebras as a special class of idempotent semirings proposed in [11] by applying classical ringtheoretic constructions and techniques whose adaptability to semiring theory is either known or established here.
MV-algebras arose in the literature as the algebraic semantics of Lukasiewicz propositional logic, one of the longest-known many-valued logics. MV-algebras can be seen in one of their facets as a non-idempotent generalization of Boolean algebras and, among the various many-valued logics and corresponding algebraic semantics, jects in the categories of semimodules, we shall focus our attention on idempotent semirings and particularly on MV-semirings. Our main results can be briefly summarized as follows.
• We present a representation for homomorphisms of free semimodules (Theorem 2.15) which, for finitely generated ones, is completely analogous to the matrix representation of homomorphisms between free ring modules. Such a representation is then suitably extended to all semimodule homomorphisms (Theorem 2.16).
• A matrix-based characterization of finitely generated projective semimodules over any semiring is proved in Theorem 3.3. Also in this case the result is a plain generalization of the corresponding one in ring module theory.
• In Proposition 4.12 we characterize cyclic projective MV-semimodules as direct summands of the free cyclic one. It is worth to underline that such a characterization does not hold in general for idempotent semirings. Moreover, it is not known so far whether it can be extended to non-cyclic MV-semimodules.
• Corollary 5.5 is a representation of any MV-algebra as a subsemiring of a semiring of endomorphisms. An interesting aspect of this result is the fact that the non-idempotent MV-algebraic operations ⊕ and ⊙, which are commutative, are represented as composition of endomorphisms, an operation which is typically non-commutative.
• In Section 6, we construct the Grothendieck groups of semirings and MValgebras following the classical ring-theoretic construction; such a construction is easily proven, also thanks to Theorem 3.3, to be functorial (Theorems 6.4 and 6.6).
• Last, in Section 7 we discuss the relationship between MV-semimodules and semimodules over idempotent u-semifields as a consequence both of Mundici categorical equivalence and of constructions and results, of more general interest for idempotent semirings, that we present and/or recall in the same section.
In particular, we shall see that the category of semimodules over a given MValgebra A is basically a full subcategory of the one of semimodules over the idempotent u-semifield corresponding to A via Mundici functor (Corollary 7.12). Moreover, we shall see that any MV-semimodule is in a suitable sense a sort of interval of a semimodule over an idempotent u-semifield in analogy with the construction via Mundici functor of any MV-algebra as an interval of an Abelian uℓ-group with suitably defined operations. Consequently, MV-semimodules can be seen as "truncated" semimodules over idempotent semifields, and global properties of the former as local ones of the latter.
Many different categories are mentioned and used in this paper; although objects and morphisms of some of them shall be explicitly defined later we introduce the notations we use throughout the work in the following 
Semirings and Semimodules
In this section we recall some basic definitions and properties of semirings and semimodules over them. Most of this material can be found in [16] .
Definition 2.1. A semiring is an algebraic structure S, +, ·, 0, 1 such that (S1) S, +, 0 is a commutative monoid;
(S2) S, ·, 1 is a monoid;
(S3) · distributes over + from either side;
(S4) 0 · a = 0 = a · 0 for all a ∈ S.
A semiring S is called
• commutative if so is the multiplication,
• idempotent if so is the sum, i. e. if it satisfies the equation x + x = x,
• a semifield if S \ {0}, ·, 1 is an Abelian group.
Many relevant examples of semirings are known, among which we recall the (commutative) one of natural numbers N0, +, ·, 0, 1 and the following ones, whose relevance will be clear in next sections.
Example 2.2. Let M, +, 0 be a commutative monoid and EndM(M ) the set of its endomorphisms. Obviously EndM(M ), •, id is a monoid and EndM(M ), +, 0 , with the pointwise sum and the zero-constant map, is a commutative monoid. Now, if we consider three endomorphisms f, g and h of M , for all x ∈ M we have:
(h • (f + g))(x) = h(f (x) + g(x)) = h(f (x)) + h(g(x)) = ((h • f ) + (h • g))(x), hence h • (f + g) = (h • f ) + (h • g); ((f + g) • h)(x) = (f + g)(h(x)) = f (h(x)) + g(h(x)) = ((f • h) + (g • h))(x), that is (f + g) • h = (f • h) + (g • h).
Therefore EndM(M ), +, •, 0, id is a semiring, for any commutative monoid M . It can be shown analogously that also EndM(M ), +, ·, 0, id , with f · g := g • f , is a semiring. Example 2.3. A partially ordered group G, ·, −1 , 1, ≤ is a group endowed with an order relation which is compatible with the binary operation, i. e., such that a ≤ b implies ca ≤ cb and ac ≤ bc for all a, b, c ∈ G. If the order relation defines a lattice structure, then the group is called a lattice-ordered group, ℓ-group for short.
Let G, ·, −1 , 1, ∨, ∧ be an ℓ-group and let us add a bottom element ⊥ to G. If we set x · ⊥ = ⊥ = ⊥ · x for all x ∈ G = G ∪ {⊥}, then the structure G, ∨, ·, −1 , ⊥, 1 is an idempotent division semiring. The same can be done by adding a top element and setting ∧ instead of ∨ as the semiring sum; in this case we obtain the idempotent semifield G ∪ {⊤}, ∧, ·, −1 , ⊤, 1 . Conversely, let F, ∨, ·, −1 , ⊥, 1 be an idempotent division semiring. So F \ {⊥}, ·, −1 , 1 is a group and the semilattice order defined by ∨ is compatible with ·. Moreover, it is immediate to verify that, for all x, y ∈ F \ {⊥}, x ∧ y = −((−x) ∨ (−y)) and, therefore, F \ {⊥}, ·, −1 , 1, ∨, ∧ is a lattice-ordered group. We notice that the constructions above actually define a categorical isomorphism, and its inverse, between ℓ-groups, with ℓ-group homomorphisms, and idempotent division semirings with semiring homomorphisms.
Example 2.4. Let R = R∪{−∞}. The structure R, max, +, −∞, 0 is an idempotent semifield, sometimes called the tropical semiring.
According to the previous example, it is possible to define also the semifield R ∪ {∞}, min, +, ∞, 0 . Indeed, in the literature of tropical geometry and idempotent semirings, both these structures are referred to as "tropical semiring." Moreover, some authors call tropical semiring also the non-negative part of R. Actually, apart from notational convenience, there are no major differences among the theories which can be developed on all of these semirings. Definition 2.5. Let S be a semiring. A (left) S-semimodule is a commutative monoid M, +, 0 with an external operation with coefficients in S, called scalar multiplication, · : (a, x) ∈ S × M −→ a · x ∈ M , such that the following conditions hold for all a, b ∈ S and x, y ∈ M :
Example 2.6. Let S be a semiring and X be an arbitrary non-empty set. We can consider the monoid S X , +, 0 , where 0 is the 0S-constant function from X to S and
for all x ∈ X and f, g ∈ S X .
Then we can define a scalar multiplication in S X as follows:
The definition and properties of right S-semimodules are completely analogous. If S is commutative, the concepts of right and left S-semimodules coincide and we will say simply S-semimodules. If a monoid M is both a left S-semimodule and a right T -semimodule -over two given semirings S and T -we will say that M is an (S, T )-bisemimodule if the following associative law holds:
where · l and ·r are -respectively -the left and right scalar multiplications.
Definition 2.7. Let S be a semiring and M, N be two left S-semimodules. A map
, for all a ∈ S and x ∈ M .
Thus, given a semiring S, the categories S- Remark 2.8. Henceforth, in all the definitions and results that can be stated both for left and right semimodules, we will refer generically to "semimodules" -without specifying left or right -and we will use the notations of left semimodules.
Example 2.9. Any commutative monoid M is naturally an N0-semimodule with the scalar multiplication defined as nx = x + . . . + x n times and 0x = 0, for all n ∈ N and x ∈ M .
Moreover, it is immediate to verify that the categories of N0-semimodules and commutative monoids actually coincide for they have the same objects and morphisms.
Example 2.10. With reference to Example 2.2, any commutative monoid M is trivially a right EndM(M )-semimodule with the action defined simply as the action of the endomorphisms on the elements of the monoid. But we can say more, as the next result shows. Proposition 2.11. Let M be a commutative monoid and S be a semiring. Then M can be endowed with an S-semimodule structure if and only if there exists a semiring homomorphism from S to the semiring EndM(M ) of the monoid endomorphisms of M .
Proof. First suppose that M is a left S-semimodule and, for a ∈ S, let ha : x ∈ M −→ a · x ∈ M . By (SM2) and (SM5) of Definition 2.5, ha is a monoid homomorphism, hence we have a map
By (SM4) of Definition 2.5, ξ(0S) = 0, by (SM5) ξ(1) = id, and the fact that ξ preserves sums comes immediately from (SM3). Last, by (SM1), if M is a left semimodule, we have h ab (x) = (ab)·x = a·(b·x) = ha(h b (x)) = (ha •h b )(x), for all a, b ∈ S and x ∈ M . So ξ is a semiring homomorphism from S to EndM(M ), +, •, 0, idM . The proof for right semimodules is similar but the multiplication in EndM(M ) is the composition in the reverse order.
The converse implication is trivial. Indeed it is true in general that, if h : S −→ T is a semiring homomorphism and M is an T -semimodule, then h induces an Ssemimodule structure on M defined by a · h x = h(a) · x for all a ∈ S and x ∈ M .
1
Here we have precisely this situation, with T = EndM(M ).
Corollary 2.12. Let S be a semiring and S + = S, +, 0S its additive monoid reduct. Then S can be embedded in the semiring EndM(S + ).
Proof. S is the free one-generated S-semimodule, hence there exists the semiring homomorphism ξ defined by (1) .
Let S be a semiring and M an S-semimodule. An S-subsemimodule N of M is a submonoid of M which is stable with respect to the scalar multiplication. It is easy to verify that, for any family {Ni}i∈I of S-subsemimodules of M , i∈I Ni, +, 0 is still a subsemimodule of M . Thus, given an arbitrary subset X of M , we define the S-subsemimodule X generated by X as the intersection of all the S-subsemimodules of M containing X. Conversely, given a subsemimodule N of M , we will say that a subset X of M is a system of generators for N -or that X generates N -if
If {Mi} is a family of S-semimodules, M is an S-semimodule and X is a nonempty set, the product i∈I Mi, +, (0i)i∈I of the family {Mi}i∈I , and M X , +, 0 are clearly S-semimodules with the operations defined pointwise. M X is also called the power semimodule of M by X.
As in the case of ring modules, given a semiring S, an S-semimodule M and a finite family {xi} n i=1 of elements of M , we call a linear combination of the family {xi} any sum n i=1 ai · xi with ai ∈ S for all i = 1, . . . , n. It is obvious that, for any semiring S, if M is an S-semimodule and ∅ = X ⊆ M , then X = S · X = n i=1 ai · xi ai ∈ S, xi ∈ X, n ∈ N , i. e. X is the set of all the linear combinations of elements of X. Therefore, recalling that an S-semimodule is called cyclic if it is generated by a single element v, such a semimodule shall be denoted also by S · v.
We now investigate several basic constructions and properties of the categories of semimodules over semirings. For the general categorical definitions of the concepts involved (such as free and projective objects, products and coproducts etc.), we refer the reader to [1] . According to Remark 2.8, in all the definitions and statements regarding semimodules on a non-commutative semiring S, whenever we say simply S-semimodule or write Ss Mod , we mean that the definition or the result holds for both left and right semimodules (suitably reformulated, where necessary).
Recalling that, if S is a semiring and X is a set, the support of a map f : X −→ S is the set supp f = {x ∈ X | f (x) = 0S}, we have Proposition 2.13. For any set X, the free S-semimodule FreeS(X) generated by X is the set -denoted by S (X) -of functions from X to S with finite support, equipped with pointwise sum and scalar multiplication, and with the map χ : x ∈ X −→ χx ∈ S (X) , where χx is defined, for all x ∈ X, by
Proof. Let M, +, 0M be any S-semimodule and f : X −→ M be an arbitrary map. We shall prove that there exists a unique S-semimodule morphism h f :
, let us set A = supp α, and observe that α = x∈A α(x) · χx; then let us set
For any fixed
The proof of the fact that h f is a semimodule homomorphism is straightforward. Moreover, if h :
Obviously, every S-semimodule is homomorphic image of a free one. Indeed, if M is an S-semimodule, we can consider the free S-semimodule S (M ) and the S-semimodule (3) by replacing f with idM . It is immediate to verify that h id M is onto; moreover, by Proposition 2.13,
Definition 2.14. Given S-semimodules M and N , we define, on homS(M, N ), the following operations and constants:
-0 is the 0-constant homomorphism, and, if S is commutative, -for all a ∈ S and f ∈ homS(M, N ), a · f is the map defined by
It is easy to see that homS(M, N ), +, 0 is a commutative monoid and, if S is a commutative semiring, it is an S-semimodule with scalar multiplication ·. If N = M , the monoid (or, in case, the semimodule) of the endomorphisms homS(M, M ) will be denoted by EndS(M ).
In order to show next result, we introduce the following notation. Given a semiring S and two non-empty sets X and Y , let S X×(Y ) be the commutative monoid of functions from X × Y to S -equipped with pointwise sum -with finite support in the second variable, namely,
It is easy to see that S X×(Y ) also enjoys a structure of S-bisemimodule in an obvious way. Theorem 2.15. Let S be a semiring and S (X) and S (Y ) free S-semimodules. The two commutative monoids homS(S (X) , S (Y ) ) and S X×(Y ) are isomorphic and, if S is commutative, they are isomorphic as S-semimodules.
Since f has finite support it is easy to check that h k is a welldefined semimodule homomorphism.
Conversely, let us observe that, for any f ∈ S (X) , f = x∈X f (x)χx, with the maps χx defined by (2) . Then, for all h ∈ homS(S (X) , S (Y ) ),
It is easy to see that k h has finite support in the second variable -that is k ∈ S X×(Y ) -and
we shall now prove that η is bijective. The fact that η is surjective has just been proved.
whence η is injective.
The fact that η is a monoid homomorphism and, if S is commutative, also a semimodule homomorphism is trivial.
Notice that Theorem 2.15 yields a matrix representation of homomorphisms between finitely generated free semimodules:
Theorem 2.16. Let M and N be S-semimodules, X and Y be two sets of generators for M and N respectively, and π :
Then, for any homomorphism
Proof. Consider the following diagram
First observe that in any construct (namely, a category which is concrete over the one of sets) free objects are projective; then the existence of the morphism h closing such a diagram follows immediately from the fact that S (X) is free. Moreover we know by Theorem 2.15 that h = h k for some k ∈ S X×(Y ) . Nonetheless it is interesting to notice that, since each element m of M can be written as x∈X axπ(χx), with the ax's in S, then
This shows how "concretely" k determines h.
Projective semimodules
In this section we will show some results about projective semimodules and, in particular, we shall characterize finitely generated projective semimodules. Such a characterization will play a prominent role in the proof of the functorial nature of the construction of the Grothendieck group of a semiring. Let S be a semiring and, for all n ∈ N, let Mn(S) be the set of all n × n square matrices of elements of S. It is easy to verify that the structure Mn(S), +, ⋆, o, ι , where
• o is the 0S-constant matrix,
• ι is the matrix whose components are defined by idij = 1 if i = j 0S otherwise ,
• + is the componentwise sum,
• the operation ⋆ is defined by (aij) ⋆ (bij ) = n k=1 a ik b kj , is a semiring, called the semiring of n × n square matrices over S; moreover, such a semiring is isomorphic to a familiar one, as we are going to show. Theorem 3.2. The semirings Mn(S) and EndS(S n ) are isomorphic, for any semiring S and any natural number n.
Proof. By Theorem 2.15, there exists an isomorphism η : a ∈ Mn(S) −→ ha ∈ EndS(S n ) between the additive monoid reducts of the two semirings; we shall prove that η is actually a semiring isomorphism, with the product in EndS(S n ) defined as the composition in the reverse order.
First, it can be immediately observed that η(ι) = id. Now, given a matrix a = (aij),
, for all a, b ∈ Mn(S) and v ∈ S n . Therefore η is a semiring isomorphism. Theorem 3.3. An n-generated S-semimodule M is projective if and only if there exist u1, . . . , un ∈ S n such that M ∼ = S · {ui} n i=1 and the matrix (uij ) is a multiplicatively idempotent element of the semiring Mn(S).
Proof. Let M be a projective S-semimodule, {vi} n i=1 a generating set for M and, for all i = 1, . . . , n, let ei be the n-tuple of elements of S whose entries are all equal to 0S except the i-th which is equal to 1. Since S n is free over {ei} n i=1 , the map sending each ei to vi can be extended to a unique homomorphism π : S n −→ M which is obviously onto. Then the projectivity of M implies the existence of a morphism µ : M −→ S n such that π • µ = idM , and µ is injective. So, if we set ui = µ(vi), for all i = 1, . . . , n, we have M ∼ = S · {ui} n i=1 and we can identify the two semimodules and π with the morphism extending the map which sends ei to ui for each i.
Now we have that
(uij ) is a multiplicatively idempotent element of Mn(S).
The converse implication is obtained by proving that S · {ui} n i=1 is a retract of the free S-semimodule S n , and therefore it is projective by Proposition 3.1. Indeed, if (uij ) is a multiplicatively idempotent element of Mn(S), for any element 
MV-semirings and MV-semimodules
In [4] and [11] semirings were studied in connection with MV-algebras -the algebraic semantics of Lukasiewicz infinite-valued propositional logic. In this section we recall the definition of MV-algebra and, briefly, some of the contents of the aforementioned papers; for a comprehensive study of MV-algebras we refer the reader to [7] .
Definition 4.
1. An MV-algebra is an algebra A, ⊕, * , ∼ 0 of type (2, 1, 0) such that A, ⊕, ∼ 0 is a commutative monoid, and, for all x, y ∈ A,
Since Definition 4.1 can be formulated in the language of Universal Algebra by means of equations, MV-algebras form a variety. Congruences and homomorphisms are defined in an obvious way, namely, as equivalence relations that are compatible with ⊕ and * and functions that preserve the operations and the constant ∼ 0 respectively. On every MV-algebra A it is possible to define another constant ∼ 1 = ∼ 0 * and the operation ⊙ by x ⊙ y = (x * ⊕ y * ) * ; moreover, for all x, y ∈ A, the following well-known properties hold:
Lemma 4.2.
[7] Let A be an MV-algebra and x, y ∈ A. The following conditions are equivalent:
For any MV-algebra A and x, y ∈ A, we write x ≤ y if and only if x and y satisfy the equivalent conditions of Lemma 4.2. It is well-known that ≤ is a partial order on A, called the natural order of A. Moreover, the natural order determines a structure of bounded distributive lattice on A [7, Propositions 1.1.5 and 1.5.1], with ∼ 0 and ∼ 1 respectively bottom and top element, and ∨ and ∧ defined by
A subset I of an MV-algebra A is called an ideal if it is a downward closed submonoid of A, ⊕, ∼ 0 , i. e. if it satisfies the following properties:
• I is downward closed, that is, b ≤ a implies b ∈ I for all a ∈ I and b ∈ A;
• a ⊕ b ∈ I for all a, b ∈ I.
The following proposition shows that MV-algebraic congruences are in one-one correspondence with MV-ideals. 
In the light of Proposition 4.3, for any MV-algebra A and any ideal I of A, we shall denote by I also the congruence ∼I , by A/I the corresponding quotient MV-algebra and by a/I the congruence class of any given element a ∈ A.
Example 4.4. Consider the interval [0, 1] of R with the operations ⊕ and * defined, respectively, by x ⊕ y := min{x + y, 1} and x * := 1 − x. Then structure [0, 1], ⊕, * , 0 is an MV-algebra, often called the standard MV-algebra. The reason for such a name is the fact (which is perfectly equivalent to Theorem 4.5 below) that the algebra [0, 1] generates the whole variety of MV-algebras, namely, every MV-algebra can be obtained as a quotient of a subalgebra of a Cartesian power [0, 1] κ (with pointwise defined operations) for some cardinal κ.
In the standard MV-algebra the order relation (and therefore the lattice structure) is the usual one of real numbers; the product ⊙ is defined by x⊙y := max{0, x+y −1}. Then it is easy to check that the structure [0, u], ⊕, * , 0 is an MV-algebra. So, according to Example 2.3, given an idempotent semifield F, ∧, +, −, ⊤, 0 , for any fixed u ∈ F , with 0 < u < ⊤, it is possible to build the MV-algebra [0, u], ⊕, * , 0 as above. Remark 4.9. Thanks to Proposition 4.8, we can limit our attention to one of the two semiring reducts of A; therefore, whenever not differently specified, we will refer only to A ∨⊙ , all the results holding also for A ∧⊕ up to the application of * .
We recall the following definition from [4] .
10. An MV-semiring is a commutative, additively idempotent semiring A, ∨, ·, 0, 1 for which there exists a map * : A −→ A -called the negationsatisfying, for all a, b ∈ A, the following conditions:
The following result is basically a reformulation of [4, Proposition 2.2]. 
is an MV-algebra.
We now start considering semimodules over MV-semirings (MV-semimodules for short). Recalling that a semilattice is a commutative idempotent semigroup, we observe that, if M, +, 0 is a semimodule over an additively idempotent semiring (hence, in particular, over an MV-semiring), then it is necessarily a semilattice with neutral element 0. Indeed the sum, besides being commutative by definition, is also idempotent since x = 1x = (1 ∨ 1)x = 1x + 1x = x + x. In what follows, for an MV-algebra A, we will use the notation of join-semilattices M, ∨, ⊥ for the A ∨⊙ -semimodules and the one of meet-semilattices M, ∧, ⊤ for the A ∧⊕ -semimodules. We also recall that we denote by s L the category whose objects are idempotent monoids or, that is the same, semilattices with identity, and morphisms are monoid homomorphisms; whenever we refer to an order relation in such structures it is understood that such an order is the one naturally induced by the semilattice operation.
We shall now enforce the characterization of cyclic projective semimodules in the case of MV-algebras. For the role that the idempotent elements of MV-algebras play in this context, we briefly recall some basic facts about them [7, Section 1.5], most of which are very easy to check.
• An element a of an MV-algebra A is called idempotent or Boolean if a ⊕ a = a.
• For any a ∈ A, a ⊕ a = a iff a ⊙ a = a.
• An element a is Boolean iff a * is Boolean.
• If a and b are idempotent, then a ⊕ b and a ⊙ b are idempotent as well; moreover we have a ⊕ b = a ∨ b, a ⊙ b = a ∧ b, a ∨ a * = ∼ 1 and a ∧ a * = ∼ 0 .
• The set B(A) = {a ∈ A | a ⊕ a = a} is a Boolean algebra, usually called the Boolean center of the MV-algebra A.
• For any a ∈ A and u ∈ B(A), 
The fact that h is an A-semimodule homomorphism is obvious. Now for any b ∈ M , we may write b = a ⊙ u for some a ∈ A, so h(
If k : A −→ P is another morphism such that k • i = f and k • i * = g, for any a ∈ A, since u is idempotent, a can be decomposed as (a ⊙ u) ∨ (a ⊙ u * ), and we have:
So any sink with domain {M, N } induces a unique morphism, with the same codomain and with domain A, such that the compositions of the inclusion maps with it coincide with the morphisms of the sink. In other words A is the coproduct, i. e. the direct sum, of M and N . Now assume that (c) holds and consider the sink {idM : M −→ M, ⊥ : N −→ M }, ⊥ being the ⊥-constant morphism. Since A ∼ = M ⊕ N , there exists a unique morphism π : A −→ M extending such a sink. In particular π • i = idM , so M is a retract of A, hence it is projective. Remark 4.13. It is worth to underline that, for the ∧-⊕ reduct A, ∧, ⊕, ∼ 1 , ∼ 0 of an MV-algebra and for an idempotent semifield F, ∧, +, −, ⊤, 0 , ∼ 0 and 0 are the respective identities of the semiring product, the neutral elements for the semiring sum being, respectively, ∼ 1 and ⊤. So, for any set X and functions f : X −→ A and g : X −→ F , we have
Analogously, equation (2) becomes, respectively,
5 Strong MV-semimodules
In this section we introduce the class of "strong" MV-semimodules and present some relevant examples. The defining property of such semimodules is basically a good behaviour of the scalar multiplication with respect to the MV-algebraic involution * . Moreover, strong semimodules allow us to specialize Proposition 2.11 and Corollary 2.12 to MV-semirings as shown respectively in Proposition 5.4 and Corollary 5.5.
Definition 5.1. Let A be an MV-semiring and M an A-semimodule. M is said to be a strong A-semimodule provided it fulfils, for all a, b ∈ A, the following additional condition:
Example 5.2. For any MV-algebra A, A, ∨, ∼ 0 is a strong A ∨⊙ -semimodule as well as A, ∧, ∼ 1 is a strong A ∧⊕ -semimodule. It is easy to see also that any free MVsemimodule is strong. 
i. e. ξ(a)ξ(b) = 0 implies ξ(b) ≤ ξ(a) * , the other implication being obvious. Conversely, if ξ[A] is an MV-semiring and ξ preserves the * , then condition (6) is trivially verified for the action · : (a, x) ∈ A × M −→ (ξ(a))(x) ∈ M hence M is a strong A-semimodule.
The following result is an immediate consequence of Proposition 5.4, Example 5.2 and Corollary 2.12.
Corollary 5.5. Any MV-semiring A can be embedded in the endomorphism semiring EndsL A ∨(X) of a join-semilattice of functions with finite support from a non-empty set X to A, with pointwise join. In particular A is embeddable in the semiring EndsL(A ∨ ) of the endomorphisms of its join-semilattice reduct.
The proof of the following proposition is trivial.
Proposition 5.6. The following hold for any MV-algebra A.
(i) For any MV-ideal I, the semilattice reduct of the quotient MV-algebra A/I is a strong semimodule over A with
(ii) If B is an MV-algebra and h ∈ homMV (A, B), every strong B-semimodule N is a strong A-semimodule with
The Grothendieck group of an MV-algebra
In this section we shall construct, for any MV-algebra A, its Grothendieck group K0A, and we will prove that such a construction defines a functor between the categories MV of MV-algebras and G Ab of Abelian groups.
Definition 6.1. Let S be a semiring, PF(S), ⊕, [{0}] the Abelian monoid of isomorphism classes of finitely generated projective left S-semimodules and let J = Free G Ab (PF(S)) the free Abelian group generated by such isomorphism classes. For any finitely generated projective left S-semimodule P , we denote by [P ] its isomorphism class. Let H be the subgroup of J generated by all the expressions
We define the Grothendieck group of a semiring S to be the factor group J/H and denote this by K0S. Since the two semiring reducts of an MV-algebra A are isomorphic, we may define the Grothendieck group K0A up to isomorphism as the Grothendieck group of either of its semiring reducts.
Lemma 6.2. For any semiring S, if we consider G
Ab as a concrete category over the one -M Ab -of Abelian monoids, K0S is M Ab -free over PF(S), ⊕, [{0}] , with associated monoid morphism
Proof. We need to prove the following universal property: for any Abelian group W and any monoid homomorphism f : PF(S) −→ W , there exists a unique group homomorphism g : K0S −→ W such that g • kS = f . So let W be an Abelian group, f : PF(S) −→ W a monoid homomorphism, and i : PF(S) −→ Free G Ab (PF(S)) the inclusion map. Then there exists a unique group homomorphism f ′ : Free G Ab (PF(S)) −→ W such that f ′ • i = f . On the other hand, since f is a monoid homomorphism, the kernel of f ′ obviously contains H and, therefore, f ′ induces a unique group homomorphism g : K0S −→ W such that g • π = f ′ , where π : Free G Ab (PF(S)) −→ K0S is the canonical projection. So we have g • π • i = f ′ • i = f but, clearly, π • i = kS, hence g • kS = f and g is unique with such a property, i. e., K0S is M Ab -free over PF(S).
Lemma 6.3. Let A and B be two MV-algebras. Any MV-homomorphism f : A −→ B induces a monoid homomorphism from PF(A) to PF(B).
Proof. By Theorem 3.3, finitely generated projective semimodules over a semiring can be identified with multiplicatively idempotent square matrices with values in the same semiring. It is immediate to verify that, if
are finitely generated projective A-semimodules, the finitely generated projective A-
Moreover, if M and N are isomorphic, we can assume the corresponding matrices to have the same size. Indeed, suppose m < n, M ∼ = M ⊕ {0} ⊕ · · · ⊕ {0}
n−m times , hence the m × m matrix (uij) generates a semimodule isomorphic to the one generated by the n × n matrix (u ′ ij ) which coincides with (uij ) on every entry ij such that i, j ≤ m and is constantly equal to zero elsewhere.
Let now (uij) be an idempotent n×n A-matrix and consider the B-matrix (f (uij )). Since f is an MV-homomorphism, it preserves all the MV-algebraic operations and the lattice structure, hence it is also a semiring homomorphism. So we have
whence (f (uij )) ⋆ (f (uij )) = (f (uij )) and (f (uij )) is an idempotent n × n B-matrix. Now assume that M ∼ = A · (uij ) n i,j=1 and N ∼ = A · (vij ) n i,j=1 are isomorphic finitely generated projective A-semimodules. Then, for all i = 1, . . . , n, there exist ai1, . . . , ain, bi1, . . . , bin ∈ A such that (ui1, . . . , uin) = n k=1 a ik · (v k1 , . . . , v kn ) and (vi1, . . . , vin) = n k=1 b ik · (u k1 , . . . , u kn ). So each vector f (ui) = (f (ui1), . . . , f (uin)) can be expressed as a linear combination of the vectors {f (vi)} n i=1 with the scalars f (ai1), . . . , f (ain) ∈ B and, conversely, each f (vi) can be expressed as a linear combination of the vectors {f (ui)} n i=1 with the scalars f (bi1), . . . , f (bin) ∈ B; this means that the subsemimodules of B n generated respectively by {f (ui)}
are isomorphic. The above guarantees that
is a well-defined map 
and the assertion is proved.
Thanks to Lemma 6.3, we can now prove the following Theorem 6.4. K0 is a functor from MV to G Ab .
Proof. Let A and B be two MV-algebras, f a homomorphism between them, and kB : PF(B) −→ K0B the monoid homomorphism defined by (7) . By Lemma 6.3, we may define the monoid homomorphismf : PF(A) −→ PF(B) as in (9) . Then kB •f : PF(A) −→ K0B is a monoid homomorphism and, by Lemma 6.2, it can be extended in a unique way to a group homomorphism K0f : K0A −→ K0B. The fact that K0 preserves identity morphisms and morphism composition is a trivial consequence of (9) . The theorem is proved.
As immediate generalizations of Lemma 6.3 and Theorem 6.4, we have the following results.
Lemma 6.5. Let S and T be two semirings. Any semiring homomorphism f : S −→ T induces a monoid homomorphism from PF(S) to PF(T ). Theorem 6.6. K0 is a functor from the category s R of (unital) semirings to G Ab .
Proof. It is immediate to verify that Lemma 6.3 can be stated and proved for semirings in a completely analogous way. Then the argument of the proof of Theorem 6.4 can be applied straightforwardly.
MV-semimodules and semimodules over idempotent semifields with strong unit
For a lattice-ordered Abelian group G, an element u > 0 is called a strong order unit if, for all x ∈ G, x > 0, there exists n ∈ N such that nu > x. In the category ℓG Ab u of Abelian ℓ-groups with a distinguished strong order unit the morphisms are ℓ-group homomorphisms which send the distinguished strong unit of the domain to the one of the codomain. In [31] a categorical equivalence between the category ℓG Ab u and the one -MV -of MV-algebras was established. On the other hand, we already discussed the relationship between Abelian ℓ-groups and idempotent semifields in Example 2.3.
In this section we shall see how semimodules over idempotent semifields with a distinguished strong order unit (henceforth we shall call them idempotent u-semifields) are related to the ones over the semiring reducts of MV-algebras. Even if so far we have preferred the ∨-⊙ notation for MV-semirings, in this section we shall use the ∧-⊕ semiring reduct of MV-algebras for simplicity. Indeed, the results and constructions we are going to present in the present section are better presented and more clearly visualized using the ∧-⊕ notation; on the other hand, according to Remark 4.9, the two notations are equivalent up to the application of * . The main ingredients of this section are some standard constructions and results involving tensor products of semimodules. The definition we recall below and all the results from Theorem 7.2 to Theorem 7.8 can be also derived as instances of some more general ones presented in [21, 22, 24] ; however, technical reasons suggest us to present them along with their specific proofs. Definition 7.1. Let S be a semiring, M a right S-semimodule, N a left S-semimodule and L a commutative monoid. A map f : M × N −→ L is called an S-bimorphism if, for all x, x1, x2 ∈ M , y, y1, y2 ∈ N , a ∈ S, the following conditions hold:
The S-tensor product M ⊗S N is the codomain of the universal bimorphism with domain M × N .
It is known (see [16] ) how to construct the tensor product of a right and a left semimodule over the same semiring: it is the quotient, under a suitable monoid congruence, of the free commutative monoid over the Cartesian product of the two given semimodules. In [30] an alternative construction for semimodules over commmutative idempotent semirings -which is proved to be equivalent [30, Section 4, Theorem 1] -is presented together with several results about the preservation of order completeness under tensor product.
Obviously, the constructions of [16, 21, 22, 24] hold also in the case of semimodules on idempotent semirings, and the one presented in [30] would apply to MV-semirings since they are commutative and idempotent; nonetheless, since semimodules over idempotent semirings are semilattices with identity, it is possible to show yet another equivalent construction of their tensor products (see also Section 2 and Definition 3.1 of [22] ). Before we present it we recall that, given a set X, the free semilattice with identity over X is up to isomorphisms the set PF (X) of the finite subsets of X equipped with set-theoretic union and the bottom element ∅. Theorem 7.2. Let A be an idempotent semiring, M a right A-semimodule and N a left A-semimodule. Then the tensor product M ⊗A N is, up to isomorphisms, the quotient PF (M × N )/ ≡R of the free semilattice generated by M × N with respect to the semilattice congruence generated by the set R:
Proof. Let L = L, +, 0L be any commutative monoid and f : M × N −→ L be an A-bimorphism. Since M and N are semilattices, the image of f is an idempotent submonoid of L, i. e. a semilattice; hence we can extend f to a monoid homomorphism
On the other hand, the fact that f is an A-bimorphism implies f ( X, y) = (N ) and a ∈ A. Then, since h f acts as a semilattice homomorphism, we have h f ({( X, y)}) = h f x∈X {(x, y)} and h f ({(x, Y )}) = h f y∈Y {(x, y)} . Moreover, we have
The above means that the kernel of h f contains R. Let P denote the quotient semilattice PF (M × N )/ ≡R and let π be the canonical projection of PF (M × N ) onto P . Then the map
we have extended the A-bimorphism f to a monoid homomorphism k f , and it is easy to verify that the map τ = π • σ from M × N to P is indeed an A-bimorphism.
The following commutative diagram should clarify the constructions above.
It is self-evident that P and τ do not depend either on the monoid L or on the A-bimorphism f . Therefore τ is the universal A-bimorphism whose domain is M × N , and P is its codomain, i. e. P ∼ = M ⊗A N . If x ∈ M and y ∈ N , we will denote by x ⊗ y the image of the pair (x, y) under τ , i. e. the congruence class [{(x, y)}]≡ R , and we will call it an A-tensor or, if there will not be danger of confusion, simply a tensor. It is clear, then, that every element of M ⊗A N is the join of a finite set of tensors, so
Let now A and B be two idempotent semirings, if M is a B-A-bisemimodule and N is a left A-semimodule, then the tensor product M ⊗A N naturally inherits a structure of left B-semimodule from the one defined on M :
Indeed it is trivial that ⋆ distributes over finite joins in both coordinates; on the other hand, the external associative law comes straightforwardly from the fact that M is a left B-semimodule. Analogously, if M is a right A-semimodule and N is an A-Bbisemimodule, then the tensor product M ⊗A N is a right B-semimodule with the scalar multiplication defined, obviously, as ⋆r :
Therefore, it also follows that, if C is another idempotent semiring such that M is a B-A-bisemimodule and N is an A-C-bisemimodule, then M ⊗AN is a B-C-bisemimodule.
In particular, if A is a commutative idempotent semiring, any tensor product of Asemimodules is an A-semimodule itself.
All these properties of the tensor product of semimodules will allow us to show some relations between tensor products and hom-sets. First we need the following lemma.
Lemma 7.3. Let A and B be idempotent semirings, M an A-B-bisemimodule and N a left A-semimodule. Then homA(M, N ) is a left B-semimodule with the external product • l defined, for b ∈ B, h ∈ homA(M, N ) and x ∈ M , by
·B denoting the right external product of M .
Analogously, if M is a B-A-bisemimodule and N is a right A-semimodule, then homA(M, N ) is a right B-semimodule with the external product •r defined, for b ∈ B, h ∈ homA(M, N ) and x ∈ M , by
·B denoting the left external product of M .
Proof. We will consider only the first case, the latter being completely analogous. Given a scalar b ∈ B and an A-semimodule homomorphism h, it is immediate to verify that the map b • l h sends the bottom element to the bottom element and preserves finite joins. The fact that b • l h preserves also the right multiplication comes from the fact that M is bisemimodule; indeed, for any a ∈ A and x ∈ M , we have
, and x ∈ M . Conditions (SM4) and (SM5) of Definition 2.5 are obviously verified while, for (SM1-SM3), we have:
The assertion is proved. 
Proof. For any B-semimodule homomorphism h from M ⊗A N to P and any x ∈ M , h defines a map hx :
Since h is a B-semimodule homomorphism, for all y, y1, y2 ∈ N and b ∈ B, we have
so hx ∈ homB(N, P ), for any fixed x. Hence we have a map h− : x ∈ M −→ hx ∈ homB(N, P ). Since h is also a semimodule homomorphism it is, in particular, also a semilattice homomorphism and therefore h− is a semilattice homomorphism as well:
, for all x1, x2 ∈ M and y ∈ N . Moreover, if a ∈ A, by (10) and (11),
for all x ∈ M , y ∈ N , a ∈ A, so h− is an A-semimodule homomorphism. Besides, we also have
for any h, g ∈ homB(M ⊗A N, P ), for all x ∈ M , for all y ∈ N . Therefore we have a semilattice homomorphism
Let us show that ζ has an inverse. If f ∈ homA(M, homB(N, P )), then the map f ′ : (x, y) ∈ M ×N −→ (f (x))(y) ∈ P is clearly an A-bimorphism. Hence there exists a unique homomorphism h f ′ : M ⊗AN −→ P such that h f ′ (x⊗y) = f ′ (x, y) = (f (x))(y), for all x ∈ M and y ∈ N , and clearly ζ(h f ′ ) = f . On the other hand, if f = ζ(h) with f ∈ homA(M, homB(N, P ) and h ∈ homB(M ⊗A N, P ), then the uniqueness of the homomorphism extending the map f ′ to M ⊗A N ensures us that h f ′ = h. Then we have the inverse semilattice homomorphism
and the theorem is proved.
With a completely analogous proof, we have Theorem 7.5. Let A and B be idempotent semirings, M a B-A-bisemimodule, N a left A-semimodule and P a left B-semimodule. Then, if we consider the left Bsemimodule M ⊗A N and the left A-semimodule homB(M, P ), we have
Lemma 7.6. Let A be an idempotent semiring and M be an A-semimodule. Then, considering A as a left A-semimodule, we have
Proof. First of all we observe that, for any fixed x ∈ M , the map gx : a ∈ A −→ a · x ∈ M is trivially an A-semimodule homomorphism. Then we can consider the map ϕ : x ∈ M −→ gx ∈ homA(A, M ), which is clearly a semilattice homomorphism.
Let us consider also the map ψ : f ∈ homA(A, M ) −→ f (1) ∈ M . Again, it is immediate to verify that ψ is a semilattice homomorphism. But we also have:
for all f ∈ homA(A, M ) and a ∈ A, and
Thus ϕ•ψ = id hom A (A,M ) and ψ •ϕ = idM , i. e. ϕ is an isomorphism whose inverse is ψ, and the thesis follows.
As a consequence of the previous result, the A-semimodule structure defined on homA(A, M ) by Lemma 7.3 is isomorphic to M . Lemma 7.7. Let A and B be idempotent semirings and h : A −→ B a semiring homomorphism. Then h induces a structure of A-semimodule on any B-semimodule.
In particular, h induces structures of A-bisemimodule, B-A-bisemimodule and A-B-bisemimodule on B itself.
Proof. Let N be a B-semimodule with scalar multiplication ·. It is easy to verify that
makes N into an A-semimodule, henceforth denoted by N h . Since B is a bisemimodule over itself, the second part of the assertion follows immediately.
The operation performed in (12) is well-known in the theory of ring modules as restricting the scalars along h. In fact it defines a functor
having both a right and a left adjoint, as shown by the following result.
Theorem 7.8. The functor H defined in (13) is an embedding and has both a left and a right adjoint.
Proof. The fact that H is an embedding, namely, that H is injective on morphisms is obvious. Indeed H neither affects the underlying set of each object, nor the underlying map of each morphism, hence different morphisms in B- Mod , viewing B as a B-A-bisemimodule, we can construct the tensor product B ⊗A M which is a left B-semimodule. We claim that
is the left adjoint of H. In order to prove our claim, we need to show that, for any A-semimodule M and any B-semimodule N , there exists a natural bijection between homB(B ⊗A M, N ) and homA(M, N h ). The first hom-set is isomorphic, as a semilattice, to homA(M, homB(B, N )), by Theorem 7.5; on the other hand, by Lemma 7.6, homB(B, N ) ∼ = s L N and such an isomorphism is an A-semimodule isomorphism (with N h instead of N ) for how the A-semimodule structure is induced on homB(B, N ). Hence the two hom-sets are isomorphic semilattices, and H l is the left adjoint of H. The right adjoint of H is defined by
where the left B-semimodule structure on homA(B h , M ) is the one introduced in Lemma 7.3. This part of the proof is analogous to the case of H l . Indeed, for any A-semimodule M and any B-semimodule N , by Theorem 7.5, homB(N, Hr(M )) -namely homB(N, homA(B h , M )) -is isomorphic, as a semilattice, to homA((B ⊗B N ) h , M ); on the other hand, since every tensor b ⊗ y ∈ B ⊗B N can be rewritten in the form 1 ⊗ b · y, such a tensor product is easily seen to be isomorphic to N h . Therefore homB(N, Hr(M )) is a semilattice isomorphic to homA(N h , M ) and the theorem is proved.
We recall the following category-theoretic concepts from [1, Definitions 6.1, 6.5].
Definition 7.9. Let C and C ′ be categories, and F, G : C −→ C ′ be functors. A natural transformation τ from F to G is a function that assigns to each C-object X a C ′ -morphism τX : F X −→ GX in such a way that, for each C-morphism f :
A natural transformation τ such that τX is a C ′ -isomorphism for each C-object X is called a natural isomorphism. Theorem 7.10. Let A and B be idempotent semirings and h : A −→ B an onto semiring homomorphism. Then the functor H defined in (13) is a full embedding.
Moreover the left adjoint H l is, up to a natural isomorphism, the left inverse of H, that is, H l • H and the identity functor Id B-s Mod are naturally isomorphic.
Proof. We want to prove that the hom-set restrictions of H are surjective, namely, that for any M, N ∈ Bs Mod and g ∈ homA(M h , N h ) there exists f ∈ homB(M, N ) such that F f = g. Actually, since F f = f for all f ∈ homB(M, N ), what we need to prove is that g is also a B-semimodule homomorphism and, since g is in particular a semilattice homomorphism, we just need to prove that the it preserves the scalar multiplication with coefficients in B. So let b ∈ B; by the surjectivity of h there exists a ∈ A such that h(a) = b.
, for all x ∈ M , and therefore g ∈ homB(M, N ).
It is immediate to verify that, under the hypothesis that h is onto, the map x ∈ M h −→ e ⊗ x ∈ B ⊗A M h is a B-semimodule isomorphism for all M ∈ Bs Mod, hence H l • H is naturally isomorphic to the identity functor Id B-s Mod .
Before showing an interesting application of the previous results of this section to MV-semimodules, we recall that the category MV of MV-algebras, with MV-algebra homomorphisms, is equivalent to ℓG Ab u , namely, the category of lattice-ordered Abelian groups with a distinguished strong order unit whose morphisms are lattice-ordered group homomorphisms that preserve the distinguished strong unit [31] . The two functors that form such an equivalence are usually denoted by Γ : ℓG Ab u −→ MV and Ξ : MV −→ ℓG Ab u ; while the former is very easy to present (basically it is the construction presented in Example 4.6 where u is the distinguished strong unit) and shall be recall hereafter, the latter requires more work and the details of its construction are not really relevant to our discussion. However, a detailed yet relatively concise presentation of Mundici categorical equivalence is presented in [7, Chapter 2] .
Let G, +, −, 0, ∨, ∧, u be an Abelian uℓ-group with distinguished strong order unit u. Then the MV-algebra Γ(G) is [0, u], ⊕, * , 0 with x ⊕ y := (x + y) ∧ u and
∈ MV is a full, faithful and isomorphism-dense functor.
As we observed in Example 2.3 the category ℓG Ab is isomorphic to the one of idempotent semifields; therefore, for any idempotent u-semifield F, ∧, +, −, ⊤, 0, u , we obtain an MV-algebra by applying the Γ functor to the Abelian uℓ-group F \ {⊤}, +, −, 0, ∨, ∧, u , with ∨ defined by means of ∧ and −. In what follows, given an idempotent u-semifield F, ∧, +, −, ⊤, 0, u , with a slight abuse of notation we shall denote by Γ(F ) the MV-algebra [0, u], ⊕, * , 0 . Now, using the results we proved so far in the present section, we will show that, for any idempotent u-semifield F , the Γ functor induces a full embedding of the category Γ(F )-s Mod into the category Fs Mod . As a first step, let us show that the functor Γ defines a canonical onto semiring homomorphism from any idempotent usemifield to its corresponding MV-algebra. Recalling that, for an idempotent semifield F, ∧, +, −, ⊤, 0 , the joinis defined by x ∨ y := −((−x) ∧ (−y)), we have Lemma 7.11. Let F be an idempotent u-semifield. Then the function
is a semiring onto homomorphism.
Proof. It is immediate to verify that γ(0) = 0 and γ(⊤) = u. Since F is obtained from a lattice-ordered Abelian group with the addition of the top element, its lattice reduct is distributive, hence γ preserves the ∧ operation: for all a, b ∈ F , γ(a
On the other hand, according to [31] , the sum in Γ(F ) is defined by a⊕b = (a+b)∧u for all a, b ∈ [0, u]. Therefore the compatibility of + with the lattice structure of F yields, for all a, b ∈ F , γ(a + b) = ((a + b) ∨ 0) ∧ u = ((a ∨ 0) + (b ∨ 0)) ∧ u ∧ u = (((a∨0)+(b∨0))∧u)∧u = (((a∨0)∧u)+((b∨0)∧u))∧u = (γ(a)+γ(b))∧u = γ(a)⊕γ(b).
The fact that the map γ is surjective is obvious since a ∈ γ −1 (a) for all a ∈ [0, u].
By Lemmas 7.7 and 7.11 and Theorem 7.8 the homomorphism γ defines an adjoint and coadjoint functor G : Γ(F )-
for any idempotent u-semifield F . Combining Theorem 7.10 with Lemma 7.11 we obtain the following immediate result.
Corollary 7.12. The functor G defined in (14) is a full embedding and its left adjoint G l is its left inverse.
It is interesting to notice that the functor G l somehow "truncates" F -semimodules to Γ(F )-semimodules similarly to how Γ truncates idempotent u-semifields to MValgebras. We explain this statement starting from free semimodules.
Let F be an idempotent u-semifield, A = Γ(F ) and F (X) be the free F -semimodule over a given set X. Moreover, let us denote by χx and χ ′ x the maps defined, respectively, in (4) and (5) .
Let us consider the function
and let α, α ′ ∈ F (X) and a, a ′ ∈ A. We have: (a ⊕ γ(α(x))) ⊗ χx, whence ψ • ϕ = id A⊗ F F (X) . It follows that A (X) and A ⊗F F (X) are isomorphic. In the general case, if M is an F -semimodule and X is a set of generators for it, then M is homomorphic image of F (X) , that is there exists an onto homomorphism f : F (X) −→ M . So, as in the previous case, we can define the map f ′ : (a, α) ∈ A×F (X) −→ a⊗f (α) ∈ A⊗F M which is easily seen to be an onto F -bimorphism and, therefore, induces an onto A-semimodule homomorphism ϕ ′ : A ⊗F F (X) −→ A ⊗F M . Hence ϕ ′ • ψ is an A-semimodule onto homomorphism and A ⊗F M turns out to be homomorphic image of the free A-semimodule over the same set of generators X via a sort of truncation of the original morphism f : F (X) −→ M .
Concluding remarks
The results presented in this work broaden the already wide variety of connections between MV-algebras and other theories. As we anticipated, our intention was mainly to establish such new links so as to open new research lines and motivations for future works on this matter. Indeed, such a semiring-theoretic perspective on MV-algebras naturally suggests many questions and ideas. For example, one may ask if it is possible to define tropical algebraic varieties on MV-algebras as a "truncated" version of the ones defined on the tropical semifield of the reals. Moreover, if such a question has a positive answer, it would be reasonable to ask whether there would be any connection between such a theory and the wellestablished geometric theory of MV-algebras developed mainly by Aguzzoli, Mundici and Panti (see, for instance, [2, [32] [33] [34] ).
Another issue that naturally arises is related to the functor K0 associating an Abelian group to every MV-algebra. Obviously, such a functor immediately suggests the development of an algebraic K-theory of MV-algebras which, however, needs to be strongly motivated, i. e. is expected to advance the knowledge of MV-algebras rather than being a purely speculative exercise.
Besides all these possible advances, it is unquestionable that the strong tie between semiring and semimodule theories of MV-algebras and idempotent u-semifields -whose common DNA lies on Mundici categorical equivalence -is worth to be investigated as deeply as possible. As a matter of fact, such an equivalence directly relates the tropical semifield R, min, +, ∞, 0 , which is the basis for the most important concrete model of tropical geometry, with the MV-algebra [0, 1] , that generates the variety of MV-algebras and with respect to which Lukasiewicz propositional calculus is standard complete.
