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Abstract. This paper is devoted to the proof of the convergence properties of a class of ﬁnite
diﬀerence schemes applied to nonlinear complex reaction-diﬀusion equations. We investigate the
accuracy of the numerical solution considering implicit and semi-implicit discretizations. To illustrate
the theoretical results we present some numerical examples computed with a semi-implicit scheme
applied to a nonlinear equation.
Key words. ﬁnite diﬀerences, complex reaction-diﬀusion, convergence
AMS subject classifications. 65M12, 65M06
DOI. 10.1137/130933642
1. Introduction. Let Ω be a bounded open set in Rd, d ∈ {1, 2}, with boundary
Γ = ∂Ω. Here we consider Ω¯ = Ω∪ ∂Ω an interval for d = 1 and a union of rectangles
for d = 2. Let Q = Ω × (0, T ], with T > 0, and v : Q¯ = Ω¯× [0, T ] −→ C. We con-
sider a reaction-diﬀusion process with a nonconstant complex coeﬃcient D(x, t, v) =
DR(x, t, v) + iDI(x, t, v) and nonconstant complex reaction term F (x, t, v) =
FR(x, t, v) + iFI(x, t, v), where DR(x, t, v), DI(x, t, v), FR(x, t, v), FI(x, t, v) are real
functions dependent on v. We need to assume that
(1.1) DR(x, t, v) ≥ ξ > 0, (x, t) ∈ Q¯,
and that there exists a constant L > 0 such that
(1.2) |D(x, t, v)| ≤ L, (x, t) ∈ Q¯.
Inequalities (1.1) and (1.2) can easily be shown to hold for the diﬀusion coeﬃcient in
[2, 6, 20].
We deﬁne the initial boundary value problem for the unknown complex function
u = uR + iuI ,
(1.3)
∂u
∂t
(x, t) = ∇ · (D(x, t, u)∇u(x, t)) + F (x, t, u), (x, t) ∈ Q,
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under the initial condition
(1.4) u(x, 0) = u0(x), x ∈ Ω,
with either the Dirichlet boundary condition
(1.5) u(x, t) = 0, x ∈ Γ, t ∈ [0, T ],
or the Neumann boundary condition
(1.6)
∂u
∂ν
(x, t) = 0, x ∈ Γ, t ∈ [0, T ],
where ∂u∂ν denotes the derivative in the direction of the exterior normal to Γ. For the
reaction term we will consider the decomposition
(1.7) F (x, t, v) = FL(x, t, v) + FNL(x, t, v),
where FL is a linear operator with respect to v,
FL(x, t, v) = f(x, t) +A(x, t)v(x, t).
We assume that the problem is well posed, in the sense that it admits a unique
solution (in the classical or the weak sense) and it depends continuously on the data.
The present paper focuses on deriving convergence results for a class of ﬁnite
diﬀerence schemes for (1.3)–(1.4), with (1.5) or (1.6), in one and two dimensions. We
ﬁrst note that expression (1.3) involves both Schro¨dinger type equations and parabolic
equations and includes the possibility of having a source term, a linear reaction term,
a nonlinear reaction term, or none of them (see (1.7)).
In the theory of heat conduction and chemical diﬀusion processes, if the thermal
conductivity depends on the unknown function, the temperature distribution in a
bounded medium is governed by this initial-boundary value problem, where F rep-
resents the reaction mechanisms [28]. Diﬀusion processes are also commonly used
in image processing as, for example, in noise removal, inpainting, stereo vision, or
optical ﬂow (see, e.g., [6, 9, 20, 21, 25, 27, 30, 31, 34]). In particular, nonlinear com-
plex diﬀusion proved to be successfully applied in medical imaging despeckling and
denoising [17, 27]. Although diverse numerical schemes have been implemented to ap-
proximately solve the resulting mathematical model, no formal mathematical analysis
has been yet carried out in order to gather the properties of approximate solutions
such as error estimates and rates of convergence.
In [2] the authors studied the stability of a one parameter class of ﬁnite diﬀerence
schemes for the nonlinear complex diﬀusion equation. Both explicit and implicit
schemes were considered. In [3] the authors analyzed the stability of implicit and semi-
implicit ﬁnite diﬀerence schemes for nonlinear complex reaction-diﬀusion processes.
In image denoising, the stability proof in [2] is important for the cases where the
resolution of the used image is ﬁxed. However, in the cases where it is possible to
increase the resolution of the image from previously acquired ones, it is also important
to establish convergence results for the ﬁltering process.
The numerical analysis of ﬁnite diﬀerence schemes for nonlinear diﬀusion and
reaction-diﬀusion equations has been investigated extensively and is widely docu-
mented in the literature (see, e.g., [23, 28]). The convergence of ﬁnite diﬀerence
methods for systems of nonlinear reaction-diﬀusion equations with real variables was
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studied in [22]. For the complex case, we mention [29], where the authors consider the
analysis of conservative schemes for a coupled nonlinear Schro¨dinger system. To the
best of our knowledge there is no rigorous proof of the convergence of ﬁnite diﬀerence
schemes for (1.3). Writing this equation as a system in the variables uR and uI , we
obtain a particular reaction-diﬀusion system of real variables. We did not ﬁnd in the
literature convergence estimates for similar systems. This paper ﬁlls this gap in the
theory of ﬁnite diﬀerence schemes applied to the considered problem.
For the sake of clarity, we restrict the approach to the case of domains which in
two dimensions are a union of rectangles. It is well known that numerical schemes
applied to boundary value problems on domains with re-entrance corners may suﬀer
from a global loss of accuracy caused by the inﬂuence of corner singularities. In order
to regain the full order of convergence, one common strategy is to use a systematic
mesh reﬁnement near the corner points [10, 11]. Alternative strategies can be found
in, e.g., [7, 13, 19, 33]. In this paper we assume that the exact solution is smooth
enough, and so this pollution eﬀect is not an issue.
The paper is organized as follows. In section 2 we describe the implicit and semi-
implicit numerical methods simultaneously by embedding them into a one-parameter
family of ﬁnite diﬀerence schemes. The core section of this paper is section 3, where
the rigorous proof of convergence is presented, taking into account the inﬂuence of the
regularity of the solution on the error estimate. In the last section some numerical
experiments are shown to illustrate the theoretical analysis. The paper ends with an
appendix with the proof of some technical lemmata.
2. Numerical method. Let us construct a nonequidistant rectangular grid,
Rh, on Q. Let R =
∏d
k=1(xk,0, xk,Nk) such that Ω ⊆ R. We deﬁne the space grid by
Rh =
d∏
k=1
Rhk ,
where Rhk = {xk,0 < xk,1 < · · · < xk,Nk}. We associate each grid point xj with
the coordinate j = (j1, . . . , jd). Let (hk,jk)0≤jk≤Nk−1 be a vector of mesh-sizes (i.e.,
positive numbers) in the kth spatial coordinate direction, k = 1, . . . , d. We denote by h
the maximal mesh-size. Points halfway between two adjacent grid points are denoted
by xj+(1/2)ek = xj + (1/2)hk,jkek and xj−(1/2)ek = xj − (1/2)hk,jk−1ek, where ek
is the unit vector in the kth direction. We will also use the notation hk,jk−1/2 =
(hk,jk−1 + hk,jk)/2. We deﬁne Ωh = Ω ∩ Rh, Γh = Γ ∩ Rh, and Ω¯h = Ωh ∪ Γh. The
grid Rh is assumed to be such that the vertices of Ω¯ are in Γh.
For the temporal interval we consider the mesh
0 = t0 < t1 < · · · < tM−1 < tM = T,
where M ≥ 1 is an integer and Δtm = tm+1 − tm, m = 0, . . . ,M − 1. We denote
by Q
Δt
h the mesh in Q deﬁned by the Cartesian product of the space grid Ωh and
a grid in the temporal domain. Let QΔth = Q
Δt
h ∩ Q and ΓΔth = Q
Δt
h ∩ Γ × [0, T ].
We associate the coordinate (j,m) = (j1, . . . , jd,m) to the point (xj , t
m) ∈ QΔth and
associate (j + (1/2)ek,m) and (j − (1/2)ek,m) to the midpoints (xj+(1/2)ek , tm) and
(xj−(1/2)ek , t
m), respectively.
We consider the notation V mj = V (xj , t
m), Vmj+(1/2)ek = V (xj+(1/2)ek , t
m), and
V mj−(1/2)ek = V (xj−(1/2)ek , t
m) for a function V deﬁned on Q. For the formulation of
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the ﬁnite diﬀerence approximations, we use the centered ﬁnite diﬀerence quotients in
the kth spatial direction,
δkV
m
j =
Vmj+(1/2)ek − V mj−(1/2)ek
hk,jk−1/2
, δkV
m
j−(1/2)ek =
V mj − V mj−ek
hk,jk−1
, k = 1, 2.
If d = 1, these deﬁnitions are simpliﬁed for the case of one spatial coordinate instead
of two.
We use the notation Q˜Δth for the set Q
Δt
h or Q
Δt
h , in the case of Dirichlet or
Neumann boundary conditions. On Q
Δt
h we approximate (1.3)–(1.4) by the one-
parameter family of ﬁnite diﬀerence schemes: ﬁnd Umj ≈ u(xj , tm) such that
Um+1j − Umj
Δtm
=
d∑
k=1
δk(D
m,μ
j δkU
m+1
j ) + F
m,μ
j in Q˜
Δt
h ,(2.1)
with
(2.2) U0j = u
0(xj) in Ωh,
and either
(2.3) Umj = 0 in Γ
Δt
h ,
in the case of homogeneous Dirichlet boundary conditions (1.5), or
(2.4)
d∑
k=1
(
hk,jk−ekδkU
m
j+(1/2)ek
+ hk,jk+ekδkU
m
j−(1/2)ek
)
νk = 0 in Γ
Δt
h ,
in the case of homogeneous Neumann boundary conditions (1.6), where νk represents
the kth component of the normal vector ν. In (2.1) we consider
Dm,μj+(1/2)ek =
D(xj , t
m+1, Um+μj ) +D(xj+ek , t
m+1, Um+μj+ek )
2
, μ ∈ {0, 1},
where
(2.5) Um+μj = μU
m+1
j + (1− μ)Umj , μ ∈ {0, 1},
and
Fm,μj = F
m+1
Lj + F
m,μ
NLj = f
m+1
xj +A(xj , t
m+1)Um+1j + F
m,μ
NLj ,
where, as, e.g., in [24],
fm+1xj =
1
|ωj |
∫
ωj
f(x, tm+1) dx,(2.6)
with ωj =
∏d
k=1(xj−(1/2)ek , xj+(1/2)ek ) ⊂ Ω and |ωj| the measure of ωj , and
(2.7) Fm,μNLj = FNL(xj , t
m+1, Um+μj ), μ ∈ {0, 1}.
Note that the cases μ = 0 and μ = 1 correspond to a semi-implicit and an implicit
discretization, respectively. In the semi-implicit case, the diﬀusion coeﬃcient and the
nonlinear part of the reaction term are treated explicitly.
232 A. ARAU´JO, S. BARBEIRO, AND P. SERRANHO
3. Convergence. The main result of this paper is Theorem 3.1. Estimates
for the diﬀerence between the pointwise restriction of the exact solution on the dis-
cretization nodes and the ﬁnite diﬀerence solution are proved. The key idea is to
start by ﬁnding a variational system for the error. We obtain error estimates using
the Bramble–Hilbert lemma (see Lemma A.1 in the appendix) in order to derive the
highest possible accuracy assuming the minimum hypothesis on the smoothness of
the exact solution.
To provide a proper functional setting, we need to deﬁne spaces involving time-
dependent functions [16]. Let X denote a Banach space with norm ‖.‖X . In what
follows, X is shorthand for any of the usual Sobolev spacesW s,p(Ω) (which we also de-
note by Hs(Ω) in the case p = 2) or the Banach space L∞(Ω). The space L∞(0, T ;X)
consists of all measurable functions v : [0, T ] → X with
‖v‖L∞(0,T ;X) = ess sup
0≤t≤T
‖v(t)‖X < ∞,
and C([0, T ];X) is the space of continuous functions v : [0, T ] → X with
‖v‖C([0,T ];X) = max
0≤t≤T
‖v(t)‖X < ∞.
In what follows, ‖ · ‖h will denote the discrete L2 norm, which will be speciﬁed
later in this section. In the next theorem, D(u) and FNL(u) denote the functions on
the variables x and t, D(x, t, u(x, t)) and FNL(x, t, u(x, t)).
Theorem 3.1. Let the weak solution u of (1.3)–(1.4), with (1.5) or (1.6), lie in
C([0, T ]; H1+r(Ω) ∩W 1,∞(Ω)), r ∈ {1, 2}, where Ω is an interval (in the case d = 1)
or a union of rectangles (in the case d = 2). Let us assume that D and FNL are
Lipschitz continuous with respect to the third component, with Lipschitz constant CD
and CF , respectively, in the sense that
(3.1) |D(x, t, v) −D(x, t, w)| ≤ CD|v(x, t)− w(x, t)| ∀(x, t) ∈ Q¯,
(3.2) |FNL(x, t, v)− FNL(x, t, w)| ≤ CF |v(x, t) − w(x, t)| ∀(x, t) ∈ Q¯,
and D(u) ∈ C([0, T ];W 2,∞(Ω)), FNL(u), Au ∈ C([0, T ];H2(Ω)), f ∈ C([0, T ];L2(Ω)).
If (1.1) and (1.2) hold, and ∂u∂t ∈ C([0, T ];H2(Ω)), ∂
2u
∂t2 ∈ L∞(0, T ; H1(Ω)), then the
numerical solution U of (2.1)–(2.2), with (2.3) or (2.4), satisfies the error estimate
max
1≤m≤M
‖Rhu(tm)− Um‖h ≤ O(hr) +O(Δt),(3.3)
where Rhu denotes the pointwise restriction of the function u to the space grid Ωh.
We will prove the convergence for the bidimensional case. For the proof we follow
some arguments taken from [4, 5, 15, 18]. In what follows, C denotes a generic positive
constant.
We ﬁrst note that, as a result of Taylor expansion about tm+1,
u(x, tm+1)− u(x, tm)
Δtm
=
∂u
∂t
(x, tm+1) + Δtmρmu (x) ∀x ∈ Ω,(3.4)
with
‖ρmu ‖L2(Ω) ≤ C
∥∥∥∥∂2u∂t2
∥∥∥∥
L∞(tm,tm+1;L2(Ω))
,
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and, for any suﬃciently smooth function g(t),
(3.5) g(tm+1) = g(tm) + Δtmρmg , with |ρmg | ≤
∥∥∥∥dgdt
∥∥∥∥
L∞(tm,tm+1)
.
Let us consider the numerical method (2.1)–(2.2) assuming Neumann boundary
conditions. For Dirichlet boundary conditions the proof follows the same steps.
We rewrite (2.1)–(2.2), (2.4) as a system by separating the real and imaginary
parts, UR and UI , respectively, of the main variable U = (U0, . . . , UN ). We shall then
study the convergence of the family of ﬁnite diﬀerence schemes: ﬁnd Umj ≈ u(xj , tm)
such that
(3.6)⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Um+1Rj − UmRj
Δtm
=
2∑
k=1
(
δk(D
m,μ
Rj δxU
m+1
Rj )− δk(Dm,μIj δxUm+1Ij )
)
+ Fm,μRj in Q˜
Δt
h ,
Um+1Ij − UmIj
Δtm
=
2∑
k=1
(
δk(D
m,μ
Ij δxU
m+1
Rj ) + δk(D
m,μ
Rj δxU
m+1
Ij )
)
+ Fm,μIj in Q˜
Δt
h ,
with initial condition
U0Rj = u
0
R(xj), U
0
Ij = u
0
I(xj) in Ωh,
and homogeneous Neumann boundary conditions
d∑
k=1
(
hk,jk−ekδkU
m
Rj+(1/2)ek
+ hk,jk+ekδkU
m
Rj−(1/2)ek
)
νk = 0 in Γ
Δt
h ,
d∑
k=1
(
hk,jk−ekδkU
m
Ij+(1/2)ek
+ hk,jk+ekδkU
m
Ij−(1/2)ek
)
νk = 0 in Γ
Δt
h .
We start by introducing some notation related to the space domain. For each
xj = (xj1 , xj2) ∈ Ω¯h, we deﬁne the rectangle j = (xj1 , xj1+1)× (xj2 , xj2+1) and |j |
the measure of j. The discrete inner products, for the two-dimensional (2D) case,
are
(U, V )h =
∑
j⊂Ω
|j |
4
(
Uj1,j2V j1,j2 + Uj1+1,j2V j1+1,j2
+ Uj1,j2+1V j1,j2+1 + Uj1+1,j2+1V j1+1,j2+1
)
,
(U, V )h∗1 =
∑
j⊂Ω
|j |
2
(
Uj1+1/2,j2V j1+1/2,j2 + Uj1+1/2,j2+1V j1+1/2,j2+1
)
,
and
(U, V )h∗2 =
∑
j⊂Ω
|j |
2
(
Uj1,j2+1/2V j1,j2+1/2 + Uj1+1,j2+1/2V j1+1,j2+1/2
)
.
Their correspondent norms are denoted by ‖.‖h, ‖.‖h∗1 , and ‖.‖h∗2 , respectively.
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Let E = Rhu − U , ER = RhuR − UR, and EI = RhuI − UI . Multiplying both
members of the ﬁrst and second equations of (3.6) by Em+1R and E
m+1
I , respectively,
according to the discrete inner product (3.7), using (3.4), and taking into account the
boundary conditions, we obtain
(
Em+1R − EmR
Δtm
, Em+1R
)
h
+
2∑
k=1
‖(Dm,μR+(1/2)ek)1/2δkE
m+1
R ‖2h∗k
=
(
Rh
∂uR
∂t
(tm+1), Em+1R
)
h
+Δtm
(
ρmuR , E
m+1
R
)
h
+
2∑
k=1
(
Dm,μR+(1/2)ekδ
+
k Rhu
m+1
R , δkE
m+1
R
)
h∗k
−
2∑
k=1
(
Dm,μI+(1/2)ekδkRhu
m+1
I , δkE
m+1
R
)
h∗k
+
2∑
k=1
(
Dm,μI+(1/2)ekδkE
m+1
I , δkE
m+1
R
)
h∗k
− (Fm,μR , Em+1R )h(3.7)
and (
Em+1I − EmI
Δtm
, Em+1I
)
h
+
2∑
k=1
‖(Dm,μR+(1/2)ek)1/2δkE
m+1
I ‖2h∗k
=
(
Rh
∂uI
∂t
(tm+1), Em+1I
)
h
+Δtm
(
ρmuI , E
m+1
I
)
h
+
2∑
k=1
(
Dm,μI+(1/2)ekδkRhu
m+1
R , δkE
m+1
I
)
h∗k
−
2∑
k=1
(
Dm,μR+(1/2)ekδkRhu
m+1
I , δkE
m+1
I
)
h∗k
+
2∑
k=1
(
Dm,μI+(1/2)ekδkE
m+1
R , δkE
m+1
I
)
h∗k
− (Fm,μI , Em+1I )h .(3.8)
In order to provide the desired bounds, we start by deducing that(
Em+1R − EmR
Δtm
, Em+1R
)
h
=
1
Δtm
(
Em+1R , E
m+1
R
)
h
− 1
Δtm
(
EmR , E
m+1
R
)
h
=
1
2Δtm
‖Em+1R ‖2h −
1
2Δtm
‖EmR ‖2h +
1
2Δtm
‖Em+1R − EmR ‖2h.
Then (
Em+1R − EmR
Δtm
, Em+1R
)
h
≥ 1
2Δtm
(‖Em+1R ‖2h − ‖EmR ‖2h) .(3.9)
Likewise (
Em+1I − EmI
Δtm
, Em+1I
)
h
≥ 1
2Δtm
(‖Em+1I ‖2h − ‖EmI ‖2h) .(3.10)
CONVERGENCE ANALYSIS 235
Let x = (x1, x2) and xj = (xj1 , xj2). We will consider the contribution of each
rectangle j , which we subdivide into four congruent subrectangles R1, R2, R3, R4
such that Pi is the common vertex of the region j and Ri, i = 1, . . . , 4, respectively,
that is, P1 = (xj1 , xj2 ), P2 = (xj1+1, xj2), P3 = (xj1+1, xj2+1), P4 = (xj1 , xj2+1).
Integrating both sides of (1.3) over |j |, multiplying in both members the con-
tribution of Ri by E(Pi, t
m+1), and using integration and a summation by parts, we
may conclude that
(3.11)
|EMR ‖2h + ‖EMI ‖2h
+ 2
M−1∑
m=0
Δtm
2∑
k=1
(
‖(Dm,μR+(1/2)ek)1/2δkE
m+1
R ‖2h∗k + ‖(D
m,μ
R+(1/2)ek
)1/2δkE
m+1
I ‖2h∗k
)
≤ 2
M−1∑
m=0
Δtm(|T1|+ |T2|+ |T3|+ |T4|+ |T5|+ |T6|+ |T7|+ |T8|+ |T9|),
where the expressions for T1, . . . , T9 are deﬁned in what follows. In the previous bound
we took into account the boundary conditions, the fact that ‖E0‖h = 0, and (3.9)
and (3.10).
In (3.12)
T1 =
∑
j⊂Ω
T1(j) and T2 =
∑
j⊂Ω
T2(j),
which is the contribution of the region j to T1 and T2, given, respectively, by
T1(j) =
h1,j1h2,j2
4
4∑
i=1
∂uR
∂t
(Pi, t
m+1)
(
Em+1R
)
Pi
−
4∑
i=1
∫
Ri
∂uR
∂t
(x, tm+1) dx(Em+1R )Pi
and
T2(j) =
h1,j1h2,j2
4
4∑
i=1
∂uI
∂t
(Pi, t
m+1)
(
Em+1I
)
Pi
−
4∑
i=1
∫
Ri
∂uI
∂t
(x, tm+1) dx(Em+1I )Pi ,
where (Em+1R )Pi denotes ER(Pi, t
m+1) and (Em+1I )Pi denotes EI(Pi, t
m+1).
We set
T3 = Δt
m
(
ρmuR , E
m+1
R
)
h
+Δtm
(
ρmuI , E
m+1
I
)
h
.
In order to introduce T4, we start by deﬁning the line segments S
a
j1+1/2
=
{xj1+1/2} × (xj2 , xj2+1/2), Sbj1+1/2 = {xj1+1/2} × (xj2+1/2, xj2+1), Saj2+1/2 =
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(xj1 , xj1+1/2)× {xj2+1/2}, and Sbj2+1/2 = (xj1+1/2, xj1+1)× {xj2+1/2}. Then we set
T4 =
∑
j⊂Ω
h1,j1
(∫
Sa
j1+1/2
DR(xj1+1/2, x2, t
m+1, u)
∂uR
∂x1
(xj1+1/2, x2, t
m+1) dx2
×(δ1Em+1R )j1+1/2,j2
)
+
∑
j⊂Ω
h1,j1
(∫
Sb
j1+1/2
DR(xj1+1/2, x2, t
m+1, u)
∂uR
∂x1
(xj1+1/2, x2, t
m+1) dx2
×(δ1Em+1R )j1+1/2,j2+1
)
+
∑
j⊂Ω
h2,j2
(∫
Sa
j2+1/2
DR(x1, xj2+1/2, t
m+1, u)
∂uR
∂x2
(x1, xj2+1/2, t
m+1) dx1
×(δ2Em+1R )j1,j2+1/2
)
+
∑
j⊂Ω
h2,j2
(∫
Sb
j2+1/2
DR(x1, xj2+1/2, t
m+1, u)
∂uR
∂x2
(x1, xj2+1/2, t
m+1) dx1
×(δ2Em+1R )j1+1,j2+1/2
)
−
(
Dm,μR+(1/2)e1δ1Rhu
m+1
R , δ1E
m+1
R
)
h∗1
−
(
Dm,μR+(1/2)e2δ2Rhu
m+1
R , δ2E
m+1
R
)
h∗2
.
The terms T5, T6, and T7 are analogous to T4 replacing DR, uR, and ER by DI ,
uI , and ER for T5; by DI , uR, and EI for T6; and by DR, uI , and EI for T7.
Finally,
T8 =
∑
j⊂Ω
(
h1,j1h2,j2
4
4∑
i=1
(Fm,μR )Pi
(
Em+1R
)
Pi
−
4∑
i=1
∫
Ri
FR(x, t
m+1, u) dx(Em+1R )Pi
)
and
T9 =
∑
j⊂Ω
(
h1,j1h2,j2
4
4∑
i=1
(Fm,μI )Pi
(
Em+1I
)
Pi
−
4∑
i=1
∫
Ii
FI(x, t
m+1, u) dx(Em+1I )Pi
)
.
Let us start by estimating T1. First, note the equality
4
4∑
i=1
cidi =
4∑
i=1
ci
4∑
i=1
di + (c1 + c2 − c3 − c4)(d1 + d2 − d3 − d4)
+(c1 − c2 + c3 − c4)(d1 − d2 + d3 − d4)
+(c1 − c2 − c3 + c4)(d1 − d2 − d3 + d4),
with
ci =
h1,j1h2,j2
4
∂uR
∂t
(Pi, t
m+1)−
∫
Ri
∂uR
∂t
(x, tm+1) dx
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and di = (E
m+1
R )Pi . We apply this equality to 4T1(j) and study the behavior of
the four resulting sums T1a(j), T1b(j), T1c(j), and T1d(j). Using the inequality
(A.1) of Lemma A.2, we obtain∣∣∣∣∣h1,j1h2,j24
4∑
i=1
∂uR
∂t
(Pi, t
m+1)−
∫
j
∂uR
∂t
(x, tm+1) dx
∣∣∣∣∣
≤ C(h21,j1 + h22,j2) maxs1+s2=2
s1,s2∈{0,1,2}
∥∥∥∥ ∂3uR∂t∂xs11 ∂xs22 (tm+1)
∥∥∥∥
L1(j)
,
and then
|T1a(j)| ≤ C(h21,j1 + h22,j2) maxs1+s2=2
∥∥∥∥ ∂3uR∂t∂xs11 ∂xs22 (tm+1)
∥∥∥∥
L1(j)
4∑
i=1
∣∣(Em+1R )Pi ∣∣ .
We can write T1b(j) in the form
(c1 + c2 − c3 − c4)(d1 + d2 − d3 − d4)
= (c1 + c2 − c3 − c4)h2,j2(−(δ2Em+1R )P4−(1/2)e2 − (δ2Em+1R )P3−(1/2)e2),
and we obtain
|T1b(j)| ≤ |c1 + c2 − c3 − c4|h2,j2
(∣∣(δ2Em+1R )P4−(1/2)e2 ∣∣ + ∣∣(δ2Em+1R )P3−(1/2)e2 ∣∣) .
Using inequality (A.2) of Lemma A.2, we get
|ci| ≤ C(h1,j1 + h2,j2) max
s=1,2
∥∥∥∥ ∂2uR∂t∂xs (tm+1)
∥∥∥∥
L1(j)
, i = 1, 2, 3, 4,
and then
|T1b(j)| ≤ C(h21,j1 + h22,j2) maxs=1,2
∥∥∥∥ ∂2uR∂t∂xs (tm+1)
∥∥∥∥
L1(j)
× (∣∣(δ2Em+1R )P4−(1/2)e2 ∣∣+ ∣∣(δ2Em+1R )P3−(1/2)e2 ∣∣) .
The other sums, T1c(j) and T1d(j), can be bounded in the same way as T1b(j).
Summing the contribution of all the rectangles in the domain, we obtain
|T1| ≤ C
⎛
⎝ ∑
j⊂Ω¯
(h21,j1 + h
2
2,j2)
2
∥∥∥∥∂uR∂t (tm+1)
∥∥∥∥
2
H2(j)
⎞
⎠
1/2
× (‖Em+1R ‖h + ‖δ1Em+1R ‖h∗1 + ‖δ2Em+1R ‖h∗2) ,
and then using the inequality ab ≤ εa2 + 14εb2 for all a, b ∈ R and ε > 0, we get
|T1| ≤ Ch4
(
1 +
1
	
)∥∥∥∥∂uR∂t (tm+1)
∥∥∥∥
2
H2(Ω)
+ ‖Em+1R ‖2h + 	
(
‖δ1Em+1R ‖2h∗1 + ‖δ2E
m+1
R ‖2h∗2
)
,
where 	 is an arbitrary positive constant. Likewise we obtain an analogous estimate
for T2.
238 A. ARAU´JO, S. BARBEIRO, AND P. SERRANHO
For T3 we have
|T3| ≤ CΔtm
(‖ρmuR‖H1(Ω)‖Em+1R ‖h +‖ρmuI‖H1(Ω)‖Em+1I ‖h) ,
≤ C (Δt
m)2
4
∥∥∥∥∂2uR∂t2
∥∥∥∥
2
L∞(tm,tm+1;H1(Ω))
+ ‖Em+1R ‖2h
+ C
(Δtm)2
4
∥∥∥∥∂2uI∂t2
∥∥∥∥
2
L∞(tm,tm+1;H1(Ω))
+ ‖Em+1I ‖2h.(3.12)
Let us now obtain an estimate for T4. We split T4 into several terms, |T4| =
|T4a1 + T4a2 + T4b1 + T4b2 |, where
T4a1 =
∑
j⊂Ω
h1,j1
(∫
Sa
j1+1/2
(
DR(xj1+1/2, x2, t
m+1, u)−DR(xj1+1/2, x2, tm+1, um+μ)
)
×∂uR
∂x1
(xj1+1/2, x2, t
m+1) dx2(δ1E
m+1
R )j1+1/2,j2
)
+
∑
j⊂Ω
h1,j1
(∫
Sb
j1+1/2
(
DR(xj1+1/2, x2, t
m+1, u)−DR(xj1+1/2, x2, tm+1, um+μ)
)
×∂uR
∂x1
(xj1+1/2, x2, t
m+1) dx2(δ1E
m+1
R )j1+1/2,j2+1
)
,
T4b1 =
∑
j⊂Ω
h1,j1
(∫
Sa
j1+1/2
DR(xj1+1/2, x2, t
m+1, um+μ)
∂uR
∂x1
(xj1+1/2, x2, t
m+1) dx2
×(δ1Em+1R )j1+1/2,j2
)
+
∑
j⊂Ω
h1,j1
(∫
Sb
j1+1/2
DR(xj1+1/2, x2, t
m+1, um+μ)
∂uR
∂x1
(xj1+1/2, x2, t
m+1) dx2
×(δ1Em+1R )j1+1/2,j2+1
)
−
(
Dm,μR+(1/2)e1δ1Rhu
m+1
R , δ1E
m+1
R
)
h∗1
,
where we used the notation
um+μ(x, tm+1) = u(x, tm+μ).
Analogously, we deﬁne T4a2 and T4b2 which have the natural correspondence to T4a1
and T4b1 with respect to the space variable x2.
Next, we will derive in detail the bounds for T4a1 and T4b1 . Provided the assump-
tion u(t) ∈ H3(Ω) holds, we can use the Sobolev embedding theorem [1] to conclude
that the norm ‖u(t)‖W 1,∞(Ω) is bounded and that the embedding H3(Ω) ↪→ C1(Ω) is
continuous. If we only assume the regularity u(t) ∈ H2(Ω), this argument does not
hold in two dimensions. In this case we use L2-embedding theorems for traces [1].
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In the case μ = 1, T4a1 = 0. In the case μ = 0, by (3.1) and (3.5), we get
|T4a1 |≤CDΔtm
∥∥∥∥∂u∂t
∥∥∥∥
L∞(tm,tm+1;L∞(Ω))
∑
j⊂Ω
h1,j1
(∫
Sa
j1+1/2
∣∣∣∣∂uR∂x1 (xj1+1/2, x2, tm+1)
∣∣∣∣dx2
× ∣∣(δ1Em+1R )j1+1/2,j2 ∣∣
)
+ CDΔt
m
∥∥∥∥∂u∂t
∥∥∥∥
L∞(tm,tm+1;L∞(Ω))
∑
j⊂Ω
h1,j1
(∫
Sb
j1+1/2
∣∣∣∣∂uR∂x1 (xj1+1/2, x2, tm+1)dx2
∣∣∣∣
× ∣∣(δ1Em+1R )j1+1/2,j2+1∣∣
)
.
The trace theorems (see, e.g., section 2.1.3 of [26]) provide the bound
(∫
Sa
j1+1/2
∣∣∣∣∂uR∂x1 (xj1+1/2, x2, tm+1)
∣∣∣∣
2
dx2
)1/2
≤ Ch1/22,j2 |j|−1/2
(∥∥∥∥∂uR∂x1 (tm+1)
∥∥∥∥
L2(j)
+ diam(j)
∥∥∥∥∂uR∂x1 (tm+1)
∥∥∥∥
H1(j)
)
.(3.13)
By the Cauchy–Schwarz inequality, it follows that
|T4a1 | ≤ CΔtm
∥∥∥∥∂u∂t
∥∥∥∥
L∞(tm,tm+1;L∞(Ω))
‖uR(tm+1)‖H2(Ω)‖δ1Em+1R ‖h∗1
≤ C (Δt
m)2
4	
∥∥∥∥∂u∂t
∥∥∥∥
2
L∞(tm,tm+1;L∞(Ω))
‖uR(tm+1)‖2H2(Ω) + 	‖δ1Em+1R ‖2h∗1 .
In order to estimate T4b1 , we ﬁrst consider that u(t) ∈ H2(Ω) ∩W 1,∞(Ω). Using
the inequality (A.3) of Lemma A.2, we deduce that
∣∣∣∣DR(xj1+1/2, x2, tm+1, um+μ)−DR(xj1+1, xj2 , tm+1, um+μ)+DR(xj1 , xj2 , tm+1, um+μ)2
∣∣∣∣
≤ C|j |−1/2(h1,j1 + h2,j2)
∥∥DR(tm+1, um+μ)∥∥H1(j),(3.14)
and, since DR is Lipschitz continuous with respect to the third component, from (3.1)
we obtain
∣∣∣∣DR(xj1+1, xj2 , tm+1, um+μ) +DR(xj1 , xj2 , tm+1, um+μ)2 −Dm,μRj+(1/2)e1
∣∣∣∣
≤ CD |(E
m+1
R )j1,j2 |+ |(Em+1R )j1+1,j2 |
2
.(3.15)
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From the inequality (A.4) of Lemma A.2 and (1.2) we get
∑
j⊂Ω
h1,j1
(∫
Sa
j1+1/2
Dm,μRj+(1/2)e1
∂uR
∂x1
(xj1+1/2, x2, t
m+1) dx2(δ1E
m+1
R )j1+1/2,j2
)
−
∑
j⊂Ω
|j |
2
(
Dm,μRj+(1/2)e1δ1u
m+1
R (xj1+1/2, xj2)(δ1E
m+1
R )j1+1/2,j2
)
≤ C
∑
j⊂Ω
(
(h1,j1 + h2,j2)|j |1/2
∥∥∥∥∂uR∂x1 (tm+1)
∥∥∥∥
H1(j)
(δ1E
m+1
R )j1+1/2,j2
)
.(3.16)
Collecting the estimates (3.14), (3.15), and (3.16) and applying the Cauchy–Schwarz
inequality, we get
|T4b1 | ≤ Ch
∥∥DR(tm+1, um+μ)∥∥H1(Ω) ‖uR(tm+1)‖W 1,∞(Ω)‖δ1Em+1R ‖h∗1
+ C‖uR(tm+1)‖W 1,∞(Ω)‖Em+1R ‖h‖δ1Em+1R ‖h∗1
+ Ch
∥∥∥∥∂uR∂x1 (tm+1)
∥∥∥∥
H1(Ω)
‖δ1Em+1R ‖h∗1
≤ Ch
2
4	
∥∥DR(tm+1, um+μ)∥∥2H1(Ω) ‖uR(tm+1)‖2W 1,∞(Ω) + 	‖δ1Em+1R ‖2h∗1
+
C
4	
‖uR(tm+1)‖2W 1,∞(Ω)‖Em+1R ‖2h + 	‖δ1Em+1R ‖2h∗1
+ C
h2
	
‖uR(tm+1)‖2H2(Ω) + 	‖δ1Em+1R ‖2h∗1 .
Let us now assume that u(t) ∈ H3(Ω). The estimates (3.14) and (3.16) do not
recover the desired order of convergence. Hence we have to exploit the alternating
behavior in the x2-direction using the approach from [15, Lemma 5.2]. With the aid
of inequality (A.5) of Lemma A.2, we get
|T4b1 | ≤ C
h2
4	
∥∥DR(tm+1, um+μ)∥∥2W 2,∞(Ω) ‖uR(tm+1)‖2H3(Ω) + 	‖δ1Em+1R ‖2h∗1
+
C
4	
‖uR(tm+1)‖2W 1,∞(Ω)‖Em+1R ‖2h + 	‖δ1Em+1R ‖2h∗1 .
The estimates for T5, T6, and T7 are obtained in an analogous way.
We write T8 in the form |T8| = |T8a + T8b|, with
T8a =
∑
j⊂Ω
(
|j |
4
4∑
i=1
(Fm,μLR )Pi
(
Em+1R
)
Pi
−
4∑
i=1
∫
Ri
FLR(x, t
m+1, u) dx(Em+1R )Pi
)
and
T8b =
∑
j⊂Ω
(
|j|
4
4∑
i=1
(Fm,μNLR)Pi
(
Em+1R
)
Pi
−
4∑
i=1
∫
Ri
FNLR(x, t
m+1, u) dx(Em+1R )Pi
)
.
According to (2.6),
∑
j⊂Ω
(
|j|
4
4∑
i=1
fm+1Pi
(
Em+1R
)
Pi
−
4∑
i=1
∫
Ri
f(x, tm+1) dx(Em+1R )Pi
)
= 0.
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To estimate T8a note that∣∣(RhAR(tm+1)Em+1R − RhAI(tm+1)Em+1I , Em+1R )h∣∣
≤ 1
4
‖A(tm+1)‖2L∞(Ω)‖Em+1‖2h + ‖Em+1R ‖2h,
and, using the same type of analysis as for T1,∣∣∣∣∣∣
∑
j⊂Ω
(
|j |
4
4∑
i=1
(
AR(Pi, t
m+1)uR(Pi, t
m+1) +AI(Pi, t
m+1)uI(Pi, t
m+1)
) (
Em+1R
)
Pi
−
4∑
i=1
∫
Ri
AR(x, t
m+1)uR(x, t
m+1)+AI(x, t
m+1)uI(x, t
m+1) dx(Em+1R )Pi
)∣∣∣∣∣
≤ Ch4
(
1 +
1
	
)∥∥A(tm+1)u(tm+1)∥∥2
H2(Ω)
+‖Em+1R ‖2h+	
(
‖δ1Em+1R ‖2h∗1 + ‖δ2E
m+1
R ‖2h∗2
)
.
From the previous inequalities we conclude that
|T8a| ≤ 1
4
‖A(tm+1)‖2L∞(Ω)‖Em+1‖2h + 2‖Em+1R ‖2h
+ Ch4
(
1 +
1
	
)∥∥A(tm+1)u(tm+1)∥∥2
H2(Ω)
+ 	
(
‖δ1Em+1R ‖2h∗1 + ‖δ2E
m+1
R ‖2h∗2
)
.
We write T8b in the form
T8b =
(
Fm,μNLR, E
m+1
R
)
h
− (RhFNLR(tm+1, um+μ), Em+1R )h
+
(
RhFNLR(t
m+1, um+μ), Em+1R
)
h
−
∑
j⊂Ω
(
4∑
i=1
∫
Ri
FNLR(x, t
m+1, u) dx(Em+1R )Pi
)
.
Using (3.2), we have∣∣(Fm,μNLR, Em+1R )h − (RhFNLR(tm+1, um+μ), Em+1R )h∣∣ ≤ CF ‖Em+μ‖h‖Em+1R ‖h
≤ C
2
F
2
‖Em+μ‖2h +
1
2
‖Em+1R ‖2h.(3.17)
In the case μ = 1,
N∑
j=0
∫ xj+1/2
xj−1/2
(
FNLR(x, t
m+1, um+μ)− FNLR(x, tm+1, u)
)
dx(Em+1R )j = 0,
and, in the case μ = 0, by (3.2) and (3.5),
∑
j⊂Ω
(
4∑
i=1
∫
Ri
FNLR(x, t
m+1, um+μ)− FNLR(x, tm+1, u) dx(Em+1R )Pi
)
≤ CFΔtm
∥∥∥∥∂u∂t
∥∥∥∥
L∞(tm,tm+1;L∞(Ω))
‖Em+1R ‖h
≤ C
2
F
2
(Δtm)2
∥∥∥∥∂u∂t
∥∥∥∥
2
L∞(tm,tm+1;L∞(Ω))
+
1
2
‖Em+1R ‖2h.(3.18)
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From (3.17) and (3.18) and using the same type of analysis as for T1, we get
|T8b| ≤ C
2
F
2
‖Em+μ‖2h + 2‖Em+1R ‖2h + Ch4
(
1 +
1
	
)∥∥FNLR(tm+1, um+μ)∥∥2H2(Ω)
+	
(
‖δ1Em+1R ‖2h∗1 + ‖δ2E
m+1
R ‖2h∗2
)
+
C2F
2
(Δtm)2
∥∥∥∥∂u∂t
∥∥∥∥
2
L∞(tm,tm+1;L∞(Ω))
.
For T9 we use the same type of analysis as for T8.
Considering all the contributions, we apply the discrete version of Gronwall’s
lemma (see, e.g., [14, 32]) to obtain the convergence estimate (3.3) for the 2D case.
Remark 1. If we consider, in the numerical method, (2.6) replaced by
fm+1xj = f(xj , t
m+1),(3.19)
we must assume that the source f has the same regularity restrictions as the linear part
of the reactive term A to obtain the order of convergence established in Theorem 3.1.
4. Numerical results. In this section, we will illustrate the theoretical results
for convergence for the semi-implicit method (that is, m = 1 and μ = 0) for both
Dirichlet and Neumann boundary conditions and also considering reactive and non-
reactive source terms. We will discritize the reactive term using (3.19) instead of
(2.6).
4.1. Dirichlet case without reactive term. Let us consider the equation
∂u
∂t
= ∇ · (D∇u) + f, x1, x2 ∈ (0, π)× (0, π), t ∈ (0, 1],
with initial condition given by
u(x1, x2, 0) = sin(x1) sin(x2)
and homogeneous Dirichlet boundary conditions. Given two constants α, β ∈ C, for
f(x1, x2, t) = (α+ 2β) sin(x1) sin(x2)e
αt
+
(
2 sin2(x1) sin
2(x2)− cos2(x1) sin2(x2)− sin2(x1) cos2(x2)
)
e2αt
and D(x1, x2, t, u) = β + u, the exact solution is u(x1, x2, t) = sin(x1) sin(x2)e
αt. For
the following, we will consider α = −2−2i, β = 1+1i.We also note that in this case f
does not depend on u. In the following examples we will consider reactive terms, that
is, source terms f that depend on the solution u.
To illustrate the linear numerical order of convergence in time, we will consider
constant spatial step sizes h1 = h2 and step in time Δt. Moreover, we will suc-
cessively halve the spatial step sizes h1, h2 and step in time Δt. One gets the ap-
proximations UMN1+1
2 ,
N2+1
2
for u(π/2, π/2, T ) = −0.05632 − 0.12306i on the central
point (π/2, π/2) of the spatial domain at the ﬁnal time T = 1, given in Table 1. We
note that
EMN1+1
2 ,
N2+1
2
= u(π/2, π/2, T )− UMN1+1
2 ,
N2+1
2
.
Moreover, the order of convergence p can be approximated by
(4.1) p ≈ log2(|En|/|En+1|),
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Table 1
Approximation, error, and numerical estimate on the order of convergence p for the Dirichlet
case, obtained by halving the step in time and the spatial step sizes.
h1 = h2 Δt UMN1+1
2
,
N2+1
2
EMN1+1
2
,
N2+1
2
∣
∣
∣
∣
EMN1+1
2
,
N2+1
2
∣
∣
∣
∣
p
π/2 1 0.23565-0.10324i 0.29197+0.01982i 0.29264 0.79414
π/4 1/2 0.11239-0.11884i 0.16871+0.00422i 0.16876 0.76446
π/8 1/4 0.04300-0.12548i 0.09932–0.00242i 0.09935 0.83094
π/16 1/8 –0.00056-0.12628i 0.05576–0.00322i 0.05585 0.89736
π/32 1/16 –0.02642-0.12535i 0.02990–0.00229i 0.02998 0.94333
π/64 1/32 –0.04078-0.12440i 0.01553–0.00134i 0.01559 0.97023
π/128 1/64 –0.04839-0.12378i 0.00793–0.00072i 0.00796 0.98474
π/256 1/128 –0.05232-0.12343i 0.00400–0.00037i 0.00402 -
Table 2
Discrete L2 norm of the error and numerical estimate on the order of convergence p for the
Dirichlet case, obtained by halving the step in time and the spatial step sizes.
h1 = h2 Δt ‖u(., ., T )− UM‖h p
π/2 1 0.45968 0.78001
π/4 1/2 0.26770 0.81094
π/8 1/4 0.15259 0.85691
π/16 1/8 0.08425 0.90866
π/32 1/16 0.04488 0.94786
π/64 1/32 0.02327 0.97208
π/128 1/64 0.01186 0.98554
π/256 1/128 0.00599 -
where En and En+1 are the errors considering Δt = 1/2
n, h1 = h2 = π/2
n+1,
n = 0, 1, . . . . Similar results are obtained for the numerical convergence using the
discrete L2 norm of the error ‖u(., ., T )−UM‖h, as presented in Table 2. As expected,
the numerical orders of convergence tend to 1.
To illustrate the quadratic numerical order of convergence in space, we will again
consider constant spatial step sizes h1 = h2 and step in time Δt. Moreover, we will
successively halve the spatial step sizes h1, h2, while we will successively divide by
4 the step in time Δt. The results are shown in Table 3 for pointwise convergence
and in Table 4 for the error measured with the discrete L2 norm. As expected, the
numerical order of convergence tends to 2.
4.2. Neumann case with reactive term in L-shaped domain. Let us con-
sider the equation
∂u
∂t
= ∇ · (D∇u) + f, x1, x2 ∈ (−π, π)× (0, π) ∪ (0, π)× (−π, 0], t ∈ (0, 1],
with initial condition given by
u(x1, x2, 0) = cos(x1) cos(x2)
and homogeneous Neumann boundary conditions. Again, given two constants α, β ∈
C, for
f(x1, x2, t, u) = (α+ 2β) cos(x1) cos(x2)e
αt + 2u2
− (sin2(x1) cos2(x2) + cos2(x1) sin2(x2)) e2αt
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Table 3
Approximation, error, and numerical estimate on the order of convergence p for the Dirichlet
case, obtained by halving the spatial step sizes and dividing by 4 the step in time.
h1 = h2 Δt UMN1+1
2
,
N2+1
2
EMN1+1
2
,
N2+1
2
∣
∣
∣
∣
EMN1+1
2
,
N2+1
2
∣
∣
∣
∣
p
π/2 1 0.05703–0.16807i 0.11335–0.04501i 0.12196 1.62845
π/4 1/4 –0.02090–0.14042i 0.03542–0.01736i 0.03945 1.89815
π/8 1/16 –0.04714–0.12833i 0.00918–0.00527i 0.01058 1.97857
π/16 1/64 –0.05402–0.12444i 0.00230–0.00138i 0.00269 1.99486
π/32 1/256 –0.05574–0.12341i 0.00058–0.00035i 0.00067 1.99873
π/64 1/1024 –0.05618–0.12315i 0.00014–0.00009i 0.00017 -
Table 4
Discrete L2 norm of the error and numerical estimate on the order of convergence p for the
Dirichlet case, obtained by halving the spatial step sizes and dividing by 4 the step in time.
h1 = h2 Δt ‖u(., ., T )− UM‖h p
π/2 1 0.19157 1.65693
π/4 1/4 0.06075 1.92837
π/8 1/16 0.01596 1.98124
π/16 1/64 0.00404 1.99522
π/32 1/256 0.00101 1.99880
π/64 1/1024 0.00025 -
and D(x1, x2, t, u) = β + u, the exact solution is u(x1, x2, t) = cos(x1) cos(x2)e
αt.
Again, we will consider α = −2− 2i, β = 1 + 1i.
To illustrate the linear numerical order of convergence in time, we will consider
constant spatial step sizes h1 = h2 and step in time Δt. Moreover, we will halve
the spatial step sizes h1, h2 and step in time Δt. The results are shown in Table 5
for pointwise convergence. Similar results are obtained for the numerical convergence
using the discrete norm, as presented in Table 6. The numerical orders of convergence
tend to 1.
To illustrate the quadratic numerical order of convergence in space, we will con-
sider constant spatial step sizes h1 = h2 and step in time Δt. Moreover, we will halve
the spatial step sizes h1, h2, while we will divide by 4 the step in time Δt. The results
are shown in Table 7 for pointwise convergence and in Table 8 for the discrete norm.
The numerical order of convergence is approximately 2, as expected. In Figure 1 we
show the approximation and its errors at T = 1, with the last considered set of step
sizes h1 = h2 = π/64 and step in time Δt = 1/4096.
4.3. Neumann case with reactive Lipschitz term and nonuniform mesh.
Let us consider the equation
∂u
∂t
= ∇ · (D∇u) + f, x1, x2 ∈ (0, π)× (0, π), t ∈ (0, 1],
with initial condition given by
u(x1, x2, 0) = cos
2(x1) cos
2(x2)
and homogeneous Neumann boundary conditions. Given two constants α, β ∈ C for
f(x1, x2, t, u) =(α+ 4β)|u| − 2|u|
(
cos2(x1)
(
3 sin2(x2)− cos2(x2)
)
+cos2(x2)
(
3 sin2(x1)− cos2(x1)
))
eαt
− 2B (sin2(x1) cos2(x2) + cos2(x1) sin2(x2)) e2αt
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Table 5
Approximation, error, and numerical estimate on the order of convergence p for the Neumann
case with reactive term, obtained by halving the step in time and the spatial step sizes.
h1 = h2 Δt EM3N1+1
4
,
3N2+1
4
∣
∣
∣
∣
EM3N1+1
4
,
3N2+1
4
∣
∣
∣
∣
p
π/2 1/4 –0.15826–0.07603i 0.17557 0.78530
π/4 1/8 –0.10155–0.00809i 0.10187 1.07784
π/8 1/16 –0.04826+0.00047i 0.04826 1.05809
π/16 1/32 –0.02316+0.00089i 0.02318 1.03151
π/32 1/64 –0.01133+0.00056i 0.01134 1.01606
π/64 1/128 –0.00560+0.00030i 0.00561 1.00806
π/128 1/256 –0.00278+0.00016i 0.00279 1.00403
π/256 1/512 –0.00139+0.00008i 0.00139 -
Table 6
Discrete L2 norm of the error and numerical estimate on the order of convergence p for the
Neumann case with reactive term, obtained by halving the step in time and the spatial step sizes.
h1 = h2 Δt ‖u(., ., T )− UM‖h p
π/2 1/4 1.24288 1.14767
π/4 1/8 0.56098 1.09666
π/8 1/16 0.26231 1.05930
π/16 1/32 0.12587 1.03198
π/32 1/64 0.06156 1.01651
π/64 1/128 0.03043 1.00838
π/128 1/256 0.01513 1.00422
π/256 1/512 0.00754 -
and D(x1, x2, t, u) = β + |u|, the exact solution is u(x1, x2, t) = cos2(x1) cos2(x2)eαt.
Again, we will consider α = −4− 4i, β = 1 + 1i.
In order to numerically illustrate the linear convergence order in time, we ran-
domly choose M in the set {20,21, . . . ,100} with uniform distribution. We then de-
ﬁne N1 and N2 randomly and independently, with normal distribution of mean M
and standard deviation 2. N1 and N2 are then rounded to the closest integer greater
than or equal to 2. In this way, N1 and N2 vary (almost) linearly with respect to M .
Then, we randomly and independently deﬁne the points
0 = xk,0 < xk,1 < xk,2 < · · · < xk,Nk = π, k = 1, 2,
by a uniform distribution in [0, π]. We proceed similarly with time, randomly deﬁning
the instants by a uniform distribution in [0, 1]. We then solve the problem with the
deﬁned mesh and calculate the error in the discrete L2 norm. The plot of the logarithm
of this error depending on the logarithm of the maximum step in time considered for
300 diﬀerent meshes is given in Figure 2 (left). The numerical convergence rate is
approximated by the slope of the linear regression line, which is 1.0047. As expected,
it is close to 1.
In order to numerically illustrate the quadratic convergence order in space, we
randomly choose N1 in the set {15,16, . . . ,60} with uniform distribution. We then
set N2 randomly with a normal distribution with mean N1 and standard deviation
2. We set N2 to the closest integer greater than or equal to 2. In order to show the
quadratic order, we force M to grow by a factor of 4 each time that the minimum
of N1 and N2 doubles. In this way, we choose M randomly by a normal distribution
with mean
min{N21 ,N22}
4 and standard variation 2. We then solve the problem with
the deﬁned mesh and calculate the error in the discrete L2 norm. The plot of the
246 A. ARAU´JO, S. BARBEIRO, AND P. SERRANHO
Table 7
Approximation, error, and numerical estimate on the order of convergence p for the Neumann
case with reactive term, obtained by halving the spatial step sizes and dividing by 4 the step in time.
h1 = h2 Δt EM3N1+1
4
,
3N2+1
4
∣
∣
∣
∣
EM3N1+1
4
,
3N2+1
4
∣
∣
∣
∣
p
π/2 1/4 –0.15826–0.07603i 0.17557 1.69909
π/4 1/16 –0.05407–0.00037i 0.05407 2.06101
π/8 1/64 –0.01286+0.00162i 0.01296 2.02298
π/16 1/256 –0.00315+0.00051i 0.00319 2.00339
π/32 1/1024 –0.00078+0.00014i 0.00080 1.99916
π/64 1/4096 –0.00020+0.00003i 0.00020 -
Table 8
Discrete L2 norm of the error and numerical estimate on the order of convergence p for the
Neumann case with reactive term, obtained by halving the spatial step sizes and dividing by 4 the
step in time.
h1 = h2 Δt ‖u(., ., T )− UM‖h p
π/2 1/4 1.24288 2.11550
π/4 1/16 0.28681 2.03747
π/8 1/64 0.06987 2.00528
π/16 1/256 0.01740 1.99892
π/32 1/1024 0.00435 1.99850
π/64 1/4096 0.00109 -
Fig. 1. Real (top) and imaginary (bottom) parts of the exact solution (left), numerical solution
(center), and error (right) for the example of section 4.2 at T = 1.
logarithm of this error depending on the logarithm of the maximum spatial step sizes
for 300 diﬀerent meshes is given in Figure 2 (right). The numerical convergence rate is
approximated by the slope of the linear regression line, which is 1.9540. As expected,
it is close to 2. This example shows that the numerical orders of convergence are not
aﬀected by either a Lipschitz reactive term or nonuniform meshes, as already shown
theoretically.
Appendix A. Technical lemmata. The following lemmata are technical tools
needed to derive the convergence estimates. They are a consequence of the Bramble–
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Fig. 2. Left: Density plot and linear regression line (with slope 1.0047) of the logarithm of the
discrete L2 norm of the error depending on the logarithm of maximum of the steps in time Δtm.
Right: Density plot and linear regression line (with slope 1.9540) of the logarithm of the discrete L2
norm of the error depending on the logarithm of maximum of the spatial step sizes hk,jk .
Hilbert lemma (see, e.g., [8, 12]).
Lemma A.1 (Bramble–Hilbert). Suppose that Ω is a bounded open set in Rd with
Lipschitz continuous boundary. Let λ be a bounded linear functional on the Sobolev
space W r,p(Ω), r ≥ 1, 1 ≤ p ≤ ∞, such that λ(Q) = 0 for any polynomial Q of degree
less than or equal than r − 1. Then there exists a positive constant C = C(Ω, r, p)
such that
|λ(v)| ≤ C|v|W r,p(Ω) ∀v ∈ W r,p(Ω).
Let j = (xj1 , xj1+1) × (xj2 , xj2+1), P1 = (xj1 , xj2 ), P2 = (xj1+1, xj2), P3 =
(xj1+1, xj2+1), P4 = (xj1 , xj2+1), and S
a
j1+1/2
= {xj1+1/2} × (xj2 , xj2+1/2).
Lemma A.2. For v ∈ H2(j), the following estimate holds:
(A.1)∣∣∣∣∣h1,j1h2,j24
4∑
i=1
v(Pi)−
∫
j
v(x) dx
∣∣∣∣∣ ≤ C(h21,j1 + h22,j2) maxs1+s2=2
s1,s2∈{0,1,2}
∥∥∥∥ ∂2v∂xs11 ∂xs22
∥∥∥∥
L1(j)
,
(A.2)∣∣∣∣∣h1,j1h2,j2 v(Pi)−
∫
j
v(x) dx
∣∣∣∣∣ ≤ C(h1,j1 + h2,j2) maxs=1,2
∥∥∥∥ ∂v∂xs
∥∥∥∥
L1(j)
, i = 1, 2, 3, 4,
∣∣∣∣v(xj1+1/2, x2)− v(xj1+1/2, xj2) + v(xj1+1/2, xj2+1)2
∣∣∣∣
≤ C(h1,j1 + h2,j2)|j |−1/2‖v‖H1(j), x2 ∈ [xj2 , xj2+1],(A.3)
∣∣∣∣∣
∫
Sa
j1+1/2
∂v
∂x1
(xj1+1/2, x2) dx2 −
h2,j2
2
δ1v(xj1+1/2, xj2 )
∣∣∣∣∣
≤ C(h1,j1 + h2,j2)
(
h2,j2
h1,j1
)1/2 ∥∥∥∥ ∂v∂x1
∥∥∥∥
H1(j)
,(A.4)
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and∣∣∣∣∣h1,j1
∫ xj2+1
xj2
v(xj1+1/2, x2) dx2 −
h1,j1h2,j2
2
(
v(xj1+1/2, xj2) + v(xj1+1/2, xj2+1)
)∣∣∣∣∣
≤ C(h1,j1 + h2,j2)|j |1/2‖v‖H2(j).(A.5)
Proof. Let the function w be deﬁned by
w(ξ, η) = v(xj1 + ξh1,j1 , xj2 + ηh2,j2), (ξ, η) ∈ [0, 1]× [0, 1].
Then
h1,j1h2,j2
4
4∑
i=1
v(Pi)−
∫
j
v(x) dx = h1,j1h2,j2λ(w)
with
λ(g) =
g(0, 0) + g(1, 0) + g(0, 1) + g(1, 1)
4
−
∫ 1
0
∫ 1
0
g(ξ, η) dξ dη,
g ∈ W 2,1((0, 1) × (0, 1)). This functional is bounded in W 2,1((0, 1) × (0, 1)) and
vanishes for polynomials (in ξ and η) of degree 1. By the Bramble–Hilbert lemma the
estimate |λ(g)| ≤ C|g|W 2,1((0,1)×(0,1)) holds and we obtain the bound (A.1). To prove
(A.2) we consider
h1,j1h2,j2 v(P1)−
∫
j
v(x) dx = h1,j1h2,j2λ(w)
with
λ(g) = g(0, 0)−
∫ 1
0
∫ 1
0
g(ξ, η) dξ dη,
g ∈ W 1,1((0, 1)× (0, 1)). This functional is bounded and vanishes for polynomials of
degree zero. By the Bramble–Hilbert lemma we obtain |λ(g)| ≤ C|g|W 1,1((0,1)×(0,1)).
The proof using the points P2, P3, and P4 follows the same steps.
We obtain the estimates (A.3), (A.4), and (A.5) in a similar way, deﬁning func-
tionals λ that vanish for polynomials of degree 0, for (A.3) and (A.4), and polynomials
of degree 1, for (A.5). We transform j into the unit square and apply the Bramble–
Hilbert lemma.
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