Abstract. Given martingales W and Z such that W is differentially subordinate to Z, Burkholder obtained the sharp martingale inequality E|W | p ≤ (p
, where z p is the smallest positive zero of a certain solution of the Laguerre ODE. We also prove the sharpness of this estimate, and an analogous one in the dual case for 1 < p < 2. Finally, we give an application of our results. Previous estimates on the L p norm of the Beurling-Ahlfors transform give at best B p √ 2 p as p → ∞. We improve this to B p 1.3922 p as p → ∞.
Introduction
In this paper we address the question of finding the best L p -norm constant for martingale transforms with one-sided conformality. Let O = (Ω, B, P ) be a probability space with filtration B generated by a two-dimensional Brownian motion B(t). Let X(t) = t 0 ∇X(s) · dB(s) and Y (t) = t 0 ∇Y (s) · dB(s) be two R 2 -valued martingales on this probability space, such that the quadratic variation of Y runs slower than the quadratic variation of X, i. The research of the first author was partially supported by the ANR grants DYNOP and FRAB; the research of the second and the third authors was partially supported by the NSF grants DMS-0758552 and DMS-0605166. 1 where X = (X 1 , X 2 ), Y = (Y 1 , Y 2 ). By definition, Y is said to be differentially subordinate to X or to be a martingale transform of X. If, for 1 < p < ∞, we have E|X(t)| p < ∞, then the Burkholder-DavisGundy and Doob inequalities (see [39] ) imply that E|Y (t)| p < ∞ and there exists a universal constant C p such that Y (t) p ≤ C p X(t) p . We use the notation X p = X(t) p = (E|X(t)| p ) 1/p . An evident problem then is to find the best constant C p .
Burkholder solved this problem completely in a series of papers in the 1980's, see in particular [9] and [11] . He proved that
His approach (used also in the present paper) is as follows (see [9, Section 5] for a more general viewpoint). Consider the function V (x, y) = |y| p − C p p |x| p , where |·| is the Euclidean norm in R 2 ; we wish to find C p such that for martingales X and Y as above, we always have E V (X, Y ) ≤ 0. Now find (if it exists) a majorant function U(x, y) ≥ V (x, y) such that U(0, 0) = 0 and U(X, Y ) is a supermartingale; such a function must exist for the optimal C p , see Section 2. Then we have
Burkholder shows that when C p = p * − 1 such a majorant exists and equals U(x, y) = p 1 − 1 p * p−1 |y| − (p * − 1)|x|)(|x| + |y| p−1 , and he finds extremal functions (extremals) to show that p * −1 is in fact the best (least) possible constant. Generally, to show that U(X, Y ) is a supermartingale we need to verify that U is a supersolution for a family of PDEs; in this case, it suffices to show that U is a biconcave function. Thus Burkholder translates martingale L p problems to the calculusof-variations setting and solves the corresponding obstacle problems. In other work [16] , he also shows that this martingale problem and its solutions are related to the special nature of the range space of the martingales, and obtains specific geometric characterization of all Banach spaces that have finite martingale-transform constant.
Burkholder, Bellman and Beurling-Ahlfors
One of the primary applications for Burkholder's theorem has come in Fourier analysis in estimating the L p norm of the Beurling-Ahlfors transform.
The Beurling-Ahlfors transform is a singular integral operator acting on L p (C) and defined by
This self-adjoint operator arises naturally in the quasiconformal mapping theory due to the way it relates the complex derivative operators.
An alternative representation in terms of the second order Riesz transforms [23] is particularly important for us:
One of the fundamental open problems for this operator is the computation of its L p norm B p . This question gains prominence due to the information it would yield regarding the Beltrami equation (see [34] ) and for the proof of the former Gehring-Reich conjecture (and presently Astala's theorem) [1] . Presently the quest for B p attracts mathematicians in different areas of analysis and probability. It remains unsolved.
It is a conjecture by Iwaniec [25] that the norm constant is B p = p * − 1, the same constant as in Burkholder's theorem for martingales; by duality it is known that B p = B p ′ . The lower bound (first found by Lehto [29] ) can be proved by finding a suitable sequence of functions {ϕ j } such that lim j→∞ Bϕ j p ϕ j p = p * − 1. The upper bound is still an open problem. Estimates have been obtained and gradually improved upon, relying on some critical theorems of Burkholder in the martingale theory, see [9, 10, 7, 34, 5] .
The first major breakthrough in finding the connection between martingale estimates and the Beurling-Ahlfors operator came in [7] where Bañuelos and Wang show that if a function f ∈ L p (R 2 ) is extended harmonically as U f (x, t) to the upper half-space R 3 + , then for the martingale X t = U f (B t ) there exists a martingale transform Y t satisfying (essentially)
Here B t is 3-dimensional Brownian motion, τ is its exit time from R 3 + , and the conditional expectation E [Y τ |B τ = x] is the average value of Y τ over paths that exit at x. This then implies (essentially)
The first inequality follows from Jensen's and the second one follows from Burkholder's theorem. Thus we have B p ≤ 4(p * − 1). In a series of papers starting in the late 1990's ( [30, 34, 32, 20, 36, 35] ) it is shown that the martingale/obstacle problem treated by Burkholder fits within a general framework derived from Stochastic Control theory, which also works with other questions in harmonic analysis. Here again, a special function B called the Bellman function is found in relation to the problem, and it usually satisfies certain concavity and boundedness conditions. Burkholder's function is an example of a Bellman function. In fact, the Bellman function theory establishes that such a function B necessarily exists for the corresponding optimization problem, and its concavity and boundedness properties are sharp on the extremals. Using the Bellman function approach, Nazarov and Volberg [34] obtain a better estimate B p ≤ 2(p * − 1). We describe how this was done. Given f ∈ L p and g ∈ L p ′ , denote their heat extensions to the upper half-space by f and g again; we can show that
We wish to bound this integral from above by c(p
However, we do not know how to integrate terms like |∂ x f ||∂ x g|, so the idea is to find another function above it which can be integrated and whose integral has the required upper bound. Now construct (for p > 2) the Bellman function B defined on the domain
that satisfies (essentially)
The actual construction of (or an existence proof for) B involves taking supremum of appropriate functions over certain families of martingales, similar to how Burkholder defines his function in [9] . For more details on Bellman function constructions see [32] , [46] , [45] . 
Some clever analysis shows that 4πR
By the concavity condition on B, the latter expression is bounded below by
Thus we conclude that for p ≥ 2 we have | Bf ·g| ≤ 2(p−1) f p g q . The result for 1 < p < 2 follows by duality. Following [34] , Bañuelos and Méndez [5] redo the work done in [7] but this time with heat extensions and space-time Brownian motion and also obtain B p ≤ 2(p * − 1).
Conformal martingales and the Beurling-Ahlfors transform
A complex-valued martingale Y = Y 1 + iY 2 is said to be conformal if the quadratic variations of the coordinate martingales are equal and their mutual covariation is 0:
In [4] , Bañuelos and Janakiraman make the observation that the martingale associated with the Beurling-Ahlfors transform is in fact a conformal one. They show that Burkholder's proof in [11] naturally accommodates for this property and leads to an improvement in the estimate of B p . (1) (Left hand side conformality) Suppose that 2 ≤ p < ∞. If Y is a conformal martingale and X is any martingale such that
(2) (Right hand side conformality) Suppose that 1 < p ≤ 2. If X is a conformal martingale and Y is any martingale such that
It is not known whether these estimates are optimal. The result for the right hand side conformality is actually stated in [8] . It follows the same lines of proof as that for the left hand side conformality. If X and Y are the martingales associated with f and Bf respectively, then Y is conformal, d Y ≤ 4d X and, hence, by (1) we obtain
Interpolating between this estimate 2(p 2 − p) and the known one B 2 = 1, Bañuelos and Janakiraman [4] establish the present best published estimate:
At the end of the paper we prove a slightly better asymptotic estimate (Theorem 10. 
New Questions and Main Results
Since B is associated with the left hand side conformality and since we know that B p = B p ′ , two important questions are (1) If 2 < p < ∞, what is the best constant C p in the left hand side conformality problem:
what is the best constant C p ′ in the left hand side conformality problem? We have separated these two questions since Burkholder's proof (and his function) already gives an improvement in the conformal case when p ≥ 2. However, no estimate (better than p − 1) follows from analyzing Burkholder's function when 1 < p ′ < 2 in the conformal case. One
< 2. This paper "answers" this hope in the negative by finding C p ′ ; see Theorem 4.1. We also pose and answer the analogous question of right hand side conformality when 2 < p < ∞. In the spirit of Burkholder [16] , we believe that these questions are of independent interest in the martingale theory and may have deeper connections with other areas of mathematics.
Given p > 1, denote by z p is the least positive root in (0, 1) of the bounded Laguerre function L p .
be a conformal martingale and X = (X 1 , X 2 ) be an arbitrary martingale.
The Laguerre function L p solves the ODE
These functions are discussed further on and their properties are reviewed in Section 6.2; see also [8] , [17] , [18] .
For asymptotics of z p , C p , C p ′ as p → ∞ see Section 9. In particular,
Before we embark on the proof of Theorem 4.1, let us mention that there is also the question of two sided conformality: what is the best constant when both X and Y are conformal martingales? This problem is solved by the authors for 2 < p < ∞ in [8] (and, recently, by Bañuelos and Osekowski for 0 < p < 2 in [6] ), and the answer is C p = 
5. Proof of Theorem 4.1: Right hand side conformality, 2 < p < ∞ Let X = (X 1 , X 2 ) be an arbitrary martingale, and let
LetṼ (x, y) = |x| p − c p |y| p . Our objective is to find the best constant c for which there exists a minimal majorantŨ (x, y) ≥Ṽ (x, y), U(0, 0) ≤ 0, such that for X and Y as above, the processŨ (X, Y ) is a supermartingale. It follows then that
Furthermore, this supermartingality condition onŨ (X, Y ) is equivalent (by appealing to Itô's formula) to the property that the quadratic form generated byŨ is negative (in the distribution sense), i.e. 
As in the Legendre case [8] , the functionsŨ ,Ṽ only depend on |x| and |y|, hencẽ
Let us introduce the vectors:
It is an easy but important remark that because of orthogonality of ∇Y 1 and ∇Y 2 and the fact that
Using the identities
8 and the property (5.2), we can rewrite the condition (5.1) (for x, y > 0) as
for all vectors h 1 , h 2 and k satisfying
or, equivalently, as
, and consider three cases:
Case (1): A < 0 and β 0 := |U xy /A| ≤ 1. Let
Then we can rewrite our expression (5.4) (for |k| > 0, which is the only interesting case) as
To maximize this expression we need to minimize the expression in the square brackets. If β ∈ [β 0 , 1], we can always choose k, h 1 , h 2 such that
which minimizes the expression in the square brackets. If β ∈ [0, β 0 ), we should make |h 1 |/|k| as close as possible to β 0 under the restriction
The best we can do is to put h 2 = 0. Conclusion: in case (1) the negativity of the expression in (5.4) under the condition (5.3) is equivalent to
Case (2): A < 0 and β 0 > 1. We still need the minimum for the expression in the brackets above. This means that we should make |h 1 |/|k| as close as possible to β 0 under the restriction
. The best we can do is to put h 2 = 0.
Conclusion: in case (2) the negativity of the expression in (5.4) under the condition (5.3) is equivalent to
Case (3): A ≥ 0. Our expression becomes
Now we maximize the expression in the brackets under the restriction
. The best we can do is to put h 2 = 0. Conclusion: in case (3) the negativity of the expression in (5.4) under the condition (5.3) is equivalent to
Now we see that condition (5.4) can be split into the following two. For every 0 ≤ β ≤ 1, if A < 0 and |U xy | ≤ β|A|, then
otherwise, U xx β 2 + 2|U xy |β + B ≤ 0. (5.6) These two conditions are equivalent when A < 0 and |U xy | = β|A|. Let us look at (5.5) first. If U x < 0, then the maximum value is attained for the smallest possible β which is |U xy /A|, hence (5.5) is contained in (5.6) in this case. When U x ≥ 0, the maximum value is attained for the largest possible β which is 1. Thus, (5.5) can be replaced by
The left hand side of inequality (5.6) is the quadratic function in β:
If . Hence, inequality (5.6) is equivalent to the following conditions:
Thus, the expression in ( In the previous section, we worked with the case when both ∇X 1 , ∇X 2 ∈ R 2 and β ∈ [0, 1]. Let us assume now that ∇X 2 = 0, |∇X 1 | = |∇Y 1 |; we can restrict ourselves to the case x 2 = 0. Then |h 1 | = |k|, h 2 = 0, and condition (5.4) reduces to
1)
In many similar situations (see [11] , [4] and [8] ), the best majorant in the simplified setting is also the best one in the general case. Hence, we may hope for the same effect in our problem and look first for functions U satisfying (6.1) and (6.2). We will proceed as follows.
(1) Use the homogeneity of U(x, y) to reduce the partial differential inequalities to ordinary differential inequalities for a one variable function g(r). (2) Assume that the optimal U (and g) will solve (with equality) one of the two differential equations, wherever it is above the boundary V . Then solve the easier looking equation, which will be the one with −U xy . (3) We will find the smallest constant c for which there exists a majorant satisfying (6.2). It will turn out that U xy ≤ 0 for this solution, and hence (6.1) holds as well.
Homogeneity and reduction in variables.
The function U satisfies the same homogeneity condition as V : for all t ∈ R, U(tx, ty) = t p U(x, y).
To see this, suppose that U is a suitable majorant of V . Then U t (x, y) = easily checked, satisfies (6.1) and (6.2). Therefore U t is also a suitable majorant for each t > 0. Now take the infimum over all t to get a suitable majorant satisfying the homogeneity condition. Define g(r) = U(1 − r, r), 0 ≤ r ≤ 1. Then
Substituting (6.3) into (6.1) and (6.2) gives the following equivalent conditions on g:
The operator L p is the Laguerre operator, the equation L p f = 0 is the Laguerre equation and its solutions are the Laguerre functions. The function g should also majorize the obstacle function v c :
Finally note that for 0 ≤ r ≤ 1,
Since v(0) = 1 for all c, we have g(0) ≥ 1. As g is the minimal possible function, it is likely that it solves either L p g = 0 or L p g(r)+4rH p g(r) = 0 wherever g > v. We consider first the simpler equation L p g = 0 and attempt to construct g using its solutions.
6.2. The Laguerre functions. Just as for the Legendre case in [8] , solutions to the Laguerre equation
are linear combinations of two independent solutions L p andL p . 
. By (6.9), we have
which is strictly negative for x close to 0. Since
W (x), W preserves sign in [0, 1] and is strictly negative. Since L p changes sign at z p from positive to negative, we have L ′ p (z p ) < 0 and, hence,
Then f (z p ) < 0 and f (x) > 0 for x close to 0. Therefore f has a zero in (0, z p ). The same arguments work for c 2 < 0.
Lemma 6.2. The function L p is strictly convex on (0, z p ] for 1 < p < ∞; it is strictly concave on (0, z p ] for 0 < p < 1.
Proof. First consider the case 1 < p < ∞. Starting with the Laguerre equation and then differentiating it, we get
is strictly increasing at x 1 which is not possible. Therefore x 1 > z p and L p is strictly convex on (0, z p ]. A similar argument shows that L p is strictly concave on (0, z p ] for 0 < p < 1.
gives us (sL
13 Multiply this by s and differentiate again to get
Thus, (sL From now on in this subsection we assume that p > 1.
, and it follows that z p−1 > z p .
The following results improves the assertion of Lemma 6.1.
Then T (0) = 0,
Proof. By Lemma 6.3, for s > 0 we have
and then L p−1 (y) < 0 which is impossible. Proof. By Lemma 6.4, it suffices to verify that L p (1) < 0, 1 < p ≤ 2. By (6.8), we have
Lemma 6.9. z p ≤ 2/(p + 1).
Proof. By (6.12), we have
and hence,
then by (6.6) we have
Proof. We start with the identities (sL
. It remains to use (6.14).
′ is strictly concave in [0, z p−1 ], and by Lemma 6.10, H p L p < 0 in (0, z p−1 ]. Similarly, the case 1 < p < 2 follows from the fact that L p−1 is strictly concave in [0, z p−1 ].
Thus, for 2 < p < ∞, L p satisfies both (6.4) and (6.5) on [0, z p ]. Therefore, by (6.13), U satisfies (6.1) and (6.2) on {(x, y) :
Then v cp (z p ) = 0,
and
Proof. It suffices to verify that
First, suppose that 2 < p < 3. Estimate (6.15) is equivalent to
By (6.8) , it suffices to check that
This follows from the estimate
or equivalently, for 2 < p < 3,
Second, if p ≥ 3, then we use that by Lemma 6.9, z p ≤ 2/(p + 1).
In a similar way we have
6.5. The touching points. For large a, we have 16) or, equivalently,
Next we differentiate the function F and, by Proposition 6.11, obtain that
we obtain that the case (i) is impossible. Thus we have Theorem 6.14. For c p =
1−zp zp
and for some a p > 1, the function v cp touches a p L p at z p and v cp < a p L p on [0, z p ).
Let us define
Furthermore, by Proposition 6.11 we have H p g ≤ 0. Therefore, g majorizes the obstacle function v cp and satisfies (6.4) and (6.5). Thus, the majorant U(x, y) = (x + y) p g( y x+y
) satisfies (6.1) and (6.2).
6.6. Sharpness of the constant. It remains to indicate that for any c <
1−zp zp
, the function v c has no majorant satisfying (6.4) and (6.5).
Note that for c <
, v c (z p ) > 0. So any possible supersolution f of the Laguerre equation, such that f ≥ v c satisfies the inequality f (z p ) > 0. However, this contradicts to Lemma 6.5. Since the Bellman function (which has the best constant) satisfies the corresponding quadratic form inequalities, it follows that our constant is sharp. 
where z p is the smallest root of the bounded on (0, 1) Laguerre function L p . We started with V (x, y) = x p − c p p y p and found a majorant U(x, y) satisfying the required quadratic-form inequalities (6.1) and (6.2). Now we turn to the general case where X is a complex valued martingale and d X ≤ d Y i . The function U should satisfy (5.7) and (5.9), in addition to (6.1) and (6.2) (or more precisely, in addition to (5.8) ). We will show that the function U obtained in the simple setting in Section 6 works also in the general case. Henceforth, U will denote this function, and g will be its corresponding one-dimensional function defined in (6.17) .
Recall conditions (5.7) and (5.9):
2)
The following lemma shows that both these implications are trivially satisfied.
This lemma implies that the 'if' parts of (7.1) and (7.2) do not hold for x > 0. The special case when x = 0 is also simple. Since x corresponds to 1 − r, x = 0 corresponds to r = 1, where g = v cp and hence U = V . Both V xx and Vx x are 0 when x = 0, and (7.1) and (7.2) follow.
Proof of Lemma 7.1. When U = V , we have V x = px p−1 > 0 and
From now on we assume that U corresponds to the Laguerre function g = a p L p ,
A simple computation shows that
′ are strictly positive in (0, z p ). It remains to show that
By (6.13) and Propositon 6.11, U xy (1 − s, s) = H p g(s) < 0 in (0, z p ), and hence |U xy | = −U xy . Therefore, (7.3) is equivalent to
Furthermore, by the Laguerre equation, we have
By (7.5), (7.6) and (7.7), condition (7.4) is equivalent to
The latter inequality holds because H p g and sg ′ (s) − pg(s) are strictly negative on (0, z p ).
Note that (8.1) is similar to (6.16) . Arguing as in Subsection 6.5, we havec
. By Proposition 6.11, H p L p > 0, and hence, F ′ > 0 in (0, z p ). Since
we obtain that the case (i) is impossible. Thus, in the case 1 < p < 2, for c p = , the function v c has no majorant satisfying (6.5). Indeed, v c (z p ) > 0, and any supersolution f of the Laguerre equation such that f ≥ v c satisfies the inequality f (z p ) > 0. However, this contradicts to Lemma 6.5. Since the Bellman function (which has the best constant) satisfies the corresponding quadratic form inequalities, it follows that our constant is sharp. When U = V c , we have U xx = −c p p(p − 1)x p−2 < 0, U xy = 0, and therefore the maximum value in the left hand side is attained for minimal β = 1. Thus, (8.4) follows from (6.1), (6.2) which hold for U as shown above.
Let us assume now that U corresponds to the Laguerre function g = a p L p . Then U(x, y) = (x + y) p g( and we obtain that the maximum value in the left hand side of (8.4) is attained at β = 1 which is the special case considered in the previous section, so (8.4 ) is satisfied in this case. Thus, U always satisfies (8.4) . This completes the argument for the case when X is real-valued, d Y i ≤ d X , and h 2 = 0.
8.2.2.
The case when X is complex-valued. Now we deal with (8.3) in full generality.
If
Ux x
− U xx ≤ 0, then the maximal value of the expression in the left hand side of (8.3) for a ≤ β and for fixed β occurs when a = β, and we return to (8.4) . Therefore, from now on we assume that 
