Single-phase turbulent flow in a 0.4-scale water model of a continuous steel caster is investigated using large eddy simulations (LES) and particle image velocimetry (PIV). The computational domain includes the entire submerged entry nozzle (SEN) starting from the tundish exit and the complete mold region. The results show a large, elongated recirculation zone in the SEN below the slide gate. The simulation also shows that the flow exiting the nozzle ports has a complex time-evolving pattern with strong cross-stream velocities, which is also seen in the experiments. With a few exceptions, which are probably due to uncertainties in the measurements, the computed flow field agrees with the measurements. The instantaneous jet is seen to have two typical patterns: a wobbling "stair-step" downward jet and a jet that bends upward midway between the SEN and the narrow face. A 51-second time average suppressed the asymmetries between the two halves of the upper mold region. However, the instantaneous velocity fields can be very different in the two halves. Long-term flow asymmetry is observed in the lower region. Interactions between the two halves cause large velocity fluctuations near the top surface. The effects of simplifying the computational domain and approximating the inlet conditions are presented.
I. INTRODUCTION
TURBULENT flow in the mold region of continuous steel casters is associated with costly failures (e.g., shell-thinning breakout) and the formation of many defects (e.g., slivers) by affecting important phenomena such as top-surface-levelfluctuations and the transport of impurity particles and superheat. [1] [2] [3] [4] Understanding the unsteady flow structures in this process is an important step in avoiding failures and decreasing defects. Unfortunately, because of the high temperature (ϳ1800 K) of superheated steel, it is difficult to conduct velocity measurements directly in molten steel. [5] However, due to the nearly equal kinematic viscosities of molten steel and water, water models have been extensively used to investigate the flow in steel casters. [6] [7] [8] [9] [10] [11] The dimensions and operating conditions of a water model are usually chosen to have geometry and Froude number (or sometimes Reynolds number) similarities [12] with the actual steel caster. Figure 1(a) shows an example of a scaled water model. [9, 13] The walls of the tundish, the nozzle, and the mold of a water model are usually made of transparent plastic plates. The mold side walls are sometimes curved to represent the tapering shape of the internal liquid cavity within the solidifying steel shell. A slide gate (Figure 1(a) ) or stopper rod is used to control the flow rate by adjusting the opening area in order to achieve the desired casting speed (defined as the downward withdrawal speed of the shell in an actual steel caster). Water flows downward from the tundish, passes through the nozzle, enters the mold cavity, and exits from outlet ports near the bottom. It should be mentioned that two main differences exist between a water model and its corresponding steel caster. First, in the mold region, the no-slip solid wall of a water model does not represent the solidification occurring at the shell front. Second, a water model has a horizontal bottom plate with outlet ports, while in a continuous steel caster, molten steel flows into a tapering section resulting from the solidification. Despite these differences, however, our recent studies have confirmed that the velocity field in a water model generally agrees with that in a steel caster, especially in the top region. [14] One of the advantages of a water model is that its transparent walls allow flow visualization such as dye injection [14, 15] ( Figure 19 ) and the penetration of laser light. This enables the use of accurate and nonintrusive optical laser velocimetry techniques. [16] Two typical methods are laser-doppler velocimetry (LDV) [16, 17] and particle image velocimetry (PIV). [16, 18] The LDV technique measures instantaneous flow velocities at single or multiple points by detecting the Doppler frequency shift of the laser light, [16] while PIV is a method designed for measuring an instantaneous planar velocity field. [16] During PIV measurements, a pulsed laser sheet is used to illuminate a desired planar section through the flow field, where small particles (usually 1 to 20 m) are seeded into and well mixed with the fluid. A charge coupled device (CCD) camera is used to record the images of the illuminated particles in the flow field. The time interval between two consecutive laser pulses, which produce a pair of exposures, is only a few microseconds. The particle images are then discretized into rectangular interrogation areas and the particle positions are correlated to produce a spatially averaged displacement vector. By dividing the displacement vector by the laser pulse time interval for each interrogation area, an instantaneous velocity field is obtained. This procedure is repeated at ϳ1-second time intervals to measure the evolution of a flow field. Computers have so improved the simplicity and speed of this method that it is now often called digital PIV (DPIV). [19] Details on PIV can be found elsewhere.
Numerical simulation is another powerful tool used to study turbulent flow in continuous casting. Models of turbulent flow can be classified into the Reynolds-averaged approach, large eddy simulation (LES) and direct numerical simulation (DNS). [20] Because of its low computational cost, the Reynolds-averaged approach, typically with the two-equation (k-) turbulence model, has been extensively adopted in previous studies and has produced valuable insights about the flow in continuous casting nozzles [21] [22] [23] [24] and molds. [10, [25] [26] [27] [28] [29] However, this approach, limited by its nature, is not suited for studying the time evolution of unsteady flow structures triggered by flow instabilities. Plant observations suggest that flow transients under the nominally steady operating conditions are very important. [30] The LES and DNS approaches are better for solving the timedependent flow of the continuous casting process, in which the Reynolds number is of the order of 10
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. Due to the prohibitive computational cost of DNS at high Reynolds numbers, LES is a more feasible way for solving this complex flow problem. Recently, a few attempts have been made to apply it to the continuous casting process. [13, 14, 31] The principal idea of LES is that during the simulation, the time evolution of the large-scale (energy-containing) eddies is resolved and the small energy-dissipative eddies are "filtered." The filtering of the small eddies generates a residual stress tensor [20] in the Navier-Stokes momentum transport equation, which is included using a subgrid scale (SGS) model. Although LES is less expensive than DNS, it still requires considerable computational effort. In this article, the transient flow structures in a 0.4-scale water model are investigated using LES computations and PIV measurements. Figure 1 (a) depicts the schematics and dimensions of a 0.4-scale water model constructed from transparent plastic plates at the former LTV Steel Technology Center (Cleveland, OH). [9, 13] The flow rate in this water model is controlled by a 968-VOLUME 35B, OCTOBER 2004 METALLURGICAL AND MATERIALS TRANSACTIONS B slide gate that moves in the mold thickness (y) direction. The bifurcated submerged entry nozzle (SEN) shown in the figure has two downward-angled square nozzle ports, with top and bottom edges angled downward at 40 and 15 deg, respectively.
II. WATER MODEL
No gas is injected. The Reynolds number at the nozzle port, based on its hydrodynamic diameter, is ϳ12,000. It is also shown in the figure that the mold thickness tapers from the top (95 mm) to the bottom (65 mm), so that the mold cavity represents only the liquid portion in the steel caster. Water flows into the mold cavity, recirculates, and finally exits from three 35-mm outlet holes spaced 180 mm apart along the plastic bottom wall. A photograph of flow in this water model is given in Figure 19 , visualized using die injection. Table I gives the details of the water model geometry and its operating conditions. Further details are available elsewhere. [23, 24] III. COMPUTATIONAL MODEL Flow in the 0.4-scale water model is solved using LES. The computational domain is shown in Figure 1(b) . It starts at the tundish exit, includes the upper tundish nozzle (UTN), the slide gate, the SEN, and the complete tapered mold cavity; it ends at the mold bottom. The domain is discretized using a Cartesian grid consisting of ϳ1.5 million finite volumes.
A. Governing Equations
In the context of LES, only the large-scale flow structures are resolved in the simulation. The dissipative effect of the small-scale eddies, which are smaller than the finite volume and therefore filtered during the simulation, is represented using an SGS model. The governing equations for the resolved flow field account for conservation of mass and momentum as [20] [1] [2] where [3] The symbols p and v i in Eqs. [1] and [2] represent the pressure and filtered velocities. The subscripts i and j represent the three Cartesian directions and repeated subscripts imply summation. The residual stresses, which arise from the unresolved small eddies, are modeled using an eddy viscosity ( t ). An important issue here is the selection of an appropriate SGS model for this complex industrial flow problem. In the past, a class of SGS kinetic energy (SGS k) models have been developed for simple problems such as flow in a channel. [32] [33] [34] [35] [36] The SGS k model employed here requires solving the following additional transport equation, which includes advection, production, dissipation, and viscous diffusion. [33, 36] [4]
where is the magnitude of the strain-rate tensor, defined as [7] where [8] The parameters C and C l can be treated as constants [33] or evaluated dynamically during the simulation by assuming similarity between the subgrid stress tensor and the largescale Leonard stress tensor. [36] This work adopts a static SGS k model with constant values 1.0 and 0.1 for C and C l , respectively. [33] B.
Boundary Conditions
The flow enters the computational domain from the top opening of the UTN, which connects the tundish bottom with the nozzle. A uniform velocity of 1.15 m/s is prescribed at the inlet opening based on the desired mass flow rate. The no-slip boundary condition is employed at the wall boundaries. The top surface of the water in the mold cavity is modeled as a free-slip plane (z velocity and z gradient of all other variables set to zero). A constant pressure boundary condition is used at the three outlet ports in the bottom wall, where the gradients of all the other variables are set to zero.
C. Solution Procedure
The time-dependent three-dimensional filtered Navier-Stokes equations [1, 2, 4] are discretized using the Harlow-Welch fractional step procedure. [37] Second-order central differencing is used for the convection terms, and the Crank-Nicolson scheme [38] is used for the diffusion terms. The Adams-Bashforth scheme [39] is used to discretize in time with second-order accuracy. The pressure Poisson equation is solved using an algebraic multigrid (AMG) solver.
[40]
D. Computational Details
The computational domain depicted in Figure 1 (b) is discretized using ϳ1.5 million Cartesian finite volumes. Smaller grid spacing (ϳ0.8 mm) is set at the nozzle outlet port and near the narrow face walls. The adequacy of this mesh refinement is demonstrated in separate investigations of the computational issues in LES modeling of continuous casting. [14, 41] The time step (⌬t) is set to 0.0003 seconds to keep the simulation stable (CFL ϭ ⌬t max Ͻ 1: [42] here the CFL number was found to be ϳ0.6, so the results should be accurate). The computational time was 24 hours for 1 second of integration time on a Pentium IV 3.2 GHz PC (Linux 8.0, Redhat, Raleigh, NC). Time mean and variation values were calculated after the flow reached a statistically stationary
state. [43] Variations are characterized by their root-meansquare (rms) values, such as , which is computed by , where (t 2 Ϫ t 1 ) is the time interval for the average and ⌬t is the time step size. The mean and rms velocities were calculated for 51 seconds (170,000 time steps) and 20 seconds (70,000 time steps), respectively.
IV. PIV MEASUREMENTS
The principle of PIV is to determine the flow velocities by measuring the displacement vector of illuminated particle images during a known time interval, as shown in Figure 2 . In this work, aluminum powder with particle diameters of approximately 30 m was seeded into the fluid before the measurements. [13] A Nd:YAG laser was used to illuminate the flow field. [13] The CCD camera used in this work was a DANTEC-Double Image 700 (DANTEC Dynamics, Stovlunde, Denmark) with 768 ϫ 480 pixels. [13] To generate enough particle images in each interrogation area to give an accurate average, an image resolution of 32 ϫ 32 pixels per interrogation was used in this study. This produced a measured field of 32 ϫ 19 vectors. In addition, to avoid problems arising from the crossover of particles near area edges moving between adjacent areas, the interrogation areas were made to overlap each other by 25 pct.
Because of our interest in the relatively large-scale flow structures in the water model, a large measurement area was selected at the expense of the relatively low overall resolution (compared to the computation). Owing to the limited number of camera pixels, the illuminated flow domain was divided into three regions, as shown in Figure 2 : the upper region (0 to 0.25 m) containing the jet and the upper two rolls, the middle region (0.25 to 0.65 m), and the lower region (0.65 to 0.77 m) containing the two lower rolls. Because the SEN blocks the laser, the flow in each half of the upper region was measured separately. During measurements, the time interval between two consecutive laser pulses was set at 1 ms. The number of snapshots (pairs of pulses) collected and the time interval between them (which varies from 0.2 to 1 second) were determined depending on the time scales of the
flow in the respective regions. The collected data total 900 snapshots of one half of the mold spaced 0.2 seconds apart for the top portion, 2000 snapshots of both halves spaced 1 second apart, 400 snapshots of one half spaced 0.2 seconds apart for the middle region, and 200 snapshots of both halves spaced 0.2 seconds apart for the bottom region.
V. FLOW IN THE SEN
Flow in the nozzle is important because a detrimental flow pattern may lead to problems such as clogging, which both limits productivity and causes defects. [44] In addition, the SEN ports direct the fluid into the mold cavity, which controls the jet angle, the flow pattern, and the corresponding steel quality issues. In this study, flow in the UTN and SEN could not be reliably measured using PIV, due to the curvature and partial opacity of the nozzle wall. Thus, this section presents the computed flow field in the nozzle region and compares it with measurements only at the port outlets. plots, the narrowed flow passage at the slide gate induces large downward velocities (ϳ3 m/s). These velocities exceed the mean velocity down the nozzle bore by 7 times and diminish gradually with distance down the nozzle. A recirculation flow is seen in the cavity of the slide gate. A large, elongated recirculation zone is also observed in the SEN beneath the slide gate and extends almost to the nozzle ports. This recirculation zone is complex, and actually exhibits multiple transient recirculation regions. These recirculation flows encourage the accumulation of impurity inclusions in the molten steel by increasing their residence time, and may cause problems such as clogging. The plot on the right bottom reveals a clockwise swirl in the y-z plane near the SEN bottom. This swirl is clearly induced by the partial opening of the slide gate. The swirl is transported downstream with the flow to exit the nozzle ports, as shown in Figure 4 , which depicts the time-averaged velocity vectors leaving the nozzle ports. In Figure 4 (a), the cross-stream velocities in the outer plane of the nozzle outlet (x ϭ 0.027 m) are plotted for the view looking into the port. The single swirl persists here also. Figure 4 (b) shows the velocity vectors at the centerline slice y ϭ 0, and indicates that most of the fluid exits the nozzle from the lower half of its ports. Reverse flow is observed in the upper portion of the port. This result is consistent with previous work [23, 45] and is expected because the port-to-bore area ratio (2.47) greatly exceeds 1. Comparing the velocity vectors in Figures 4(a) and (b) , the cross-stream velocity components are seen to be comparable in magnitude to the streamwise components. Figure 5 shows the time-averaged flow speed along the nozzle port vertical centerline. The PIV data shown here were collected in the mold cavity close to the nozzle ports. [46] They are the average of 50 PIV snapshots spaced 0.2 seconds apart. [46] The computed speed is seen to have a similar distribution to that obtained from PIV. In both LES and PIV, the "peak" speed occurs 3 mm above the lower edge of the nozzle port. The computed speeds are consistently larger than the measured values in the lower portion of the port, however. In previous work, misalignment of the laser plane was suspected as the reason for this discrepancy. [23] Another suspected reason is that the relatively large off-plane velocity component ( , 0 Figure 6 presents a sequence of the computed instantaneous snapshots of the flow at the nozzle outlet port to reveal its evolution. In Figure 6 (a), a strong clockwise swirl is seen to occupy almost the whole port area. After 4 seconds, the size of this swirl reduces to 2/3 of the port area, with cross-stream velocities in the other 1/3 portion dropping close to zero (Figure 6(b) ). It then breaks into many distinct small vortices 1 second later, as shown in Figure 6 (c), and further evolves into a nearly symmetric double swirl another 4 seconds later (Figure 6(d) ). The flow at the nozzle port is seen to fluctuate between these four representative patterns. This same behavior was observed in visual observations of the water model. However, the strong cross-stream flow is not seen when a stopper rod is used instead of a slide gate. [14] 
VI. FLOW IN THE MOLD CAVITY
The jet exiting the SEN feeds into the mold cavity, where it controls the flow pattern and corresponding phenomena, which affect quality problems. If insufficient superheat is transported with the jet to the top surface, then the meniscus may freeze to form subsurface hooks, which may entrap inclusions and cause slivers. The contour of the top surface beneath the flowing liquid affects flux infiltration into the gap, which controls lubrication and surface cracks. Excessive flow fluctuations can cause fluctuations in the top surface level, disrupting meniscus solidification and causing surface defects. Excessive velocity across the top surface can shear fingers of molten mold flux into the steel, leading to inclusion defects when the particles eventually become entrapped. [47] The mold region is the last step during which impurity particles could be removed without being entrapped in the solid steel slabs. Knowledge of the turbulent flow in the mold region is critical for understanding all of these phenomena. This section presents the details of the turbulent flow in the mold cavity of the water model.
A. Time-Averaged Flow Structures
After the computed flow reached a statistically stationary state, [43] the means of all variables were collected by averaging the instantaneous flow fields obtained at every time step. Figure 7 presents the simulated flow field at the center plane y ϭ 0 in the mold cavity averaged over 51 seconds. For clarity, velocity vectors are only shown at about every third grid point in each direction. The usual double-roll flow pattern [10, 25] is reproduced in each half of the mold. The two jets emerging from the nozzle ports spread and bend slightly upward as they traverse the mold region. The two lower rolls are slightly asymmetric, even in this timeaveraged plot. This indicates that flow transients exist with periods longer than the 51-second average time. Figure 8 gives a closer view of the upper roll. The PIV plot shown on the left is a 60-second average of 300 instantaneous measurements. The right half shows some of the computed velocities plotted with a resolution comparable to that of the PIV. A jet angle of approximately 29 deg is implied by the LES results, which is consistent with the flow visualization. [13] A larger jet angle of 34 to 38 deg is seen in the PIV vectors. This may be due to the manually adjusted laser sheet being off the center plane (y ϭ 0). In both LES and PIV, the jet diffuses as it moves forward and becomes nearly flat 0.2 m away from the center. The eyes of the upper rolls are seen to be nearly 0.2 m away from the SEN center and 0.1 m below the top surface. The main difference between the computed and measured velocities in the upper region is that the computed velocities are consistently higher than the measured values in the low-velocity regions. Perhaps this is because the PIV system is tuned to accurately measure velocities over a specific range (e.g., by adjusting the pulse interval), which might decrease accuracy in regions where the velocities are either much higher or much lower.
The time-averaged flow in the lower region is given in Figures 9(a) and (b) . Both plots are for the center plane y ϭ 0. The LES data clearly show that the lower roll in the left half is smaller and about 0.1 m higher than the right one. This confirms that a flow asymmetry exists in the lower roll region that persists longer than 51 seconds (the averaging time). In this region, ten sets of PIV measurements were conducted. Each set of measurements consists of 200 snapshots taken over 200 seconds. Figure 9 (b) presents the velocity field averaged from all of the measurements. For all ten averages, the lower roll in the right half is larger and slightly lower than the left one. This proves that the asymmetry of the flow is persistent over long times, exceeding several minutes. It was also observed that for all the ten sets of PIV data, the downward velocities close to the right narrow face are always greater than those down the left side. It is not known whether this is due to the flow asymmetry or errors in the experiments (e.g., laser light diminishing as it traverses the flow field). This long-term flow asymmetry in the lower roll has been observed in previous work and may explain why inclusion defects may alternately concentrate on different sides of the steel slabs. [48] B. Velocities along Jets Figure 10 compares the computed speed with PIV measured values along the jet centerline. The solid line denotes the speed obtained from the LES and averaged for 51 seconds. It shows that the jet exits the nozzle port at a speed ϳ0.7 m/s and slows down as it advects forward. It is seen that the 51-second average almost suppresses the differences between the left and right jets. Except in the region close to the nozzle port, a reasonable agreement between the computation and measurements is observed.
C. Velocities on the Top Surface
In a steel caster, the flow conditions at the interface between the molten steel and the liquid flux on the top surface are crucial for steel quality. Therefore, accurately predicting velocities there is important for a computational model. Figure 11 shows the time-averaged x velocity component ( ) toward the SEN along the top surface center line. Due to a lack of measurements at the current casting speed, two sets of averaged
data from other PIV (provided by Assar) [49] are used to compare with the LES predictions. Each one of these is the average of a group of measurements conducted on the same water model at a constant casting speed slightly higher (0.791 m/min) or lower (0.554 m/min) than that in this work. It can be seen that this velocity component increases away from the SEN, reaches a maximum midway between the SEN and the narrow face, and decreases as it approaches the narrow face. The maximum of ϳ0.15 m/s is about 1/3 of the mean velocity in the nozzle bore and 1/5 of the maximum velocity of the jet exiting the nozzle. The comparison suggests that the computation agrees reasonably well with the PIV measurements.
The computed rms value of this velocity component is plotted in Figure 12 . No PIV data are available for the rms on the top surface. The figure suggests that the rms of the x velocity component (( ) 1/2 ) decreases slightly from the SEN to the narrow face. The results also suggest that the rms of the velocity can be as high as 80 pct of the mean velocity, indicating very large turbulent velocity fluctuations. and the measurement. The data are taken at a point 20 mm below the top surface, midway between the SEN center and the narrow face. The mean PIV signal is lower than expected from the measurements in Figure 11 , which shows variations between the PIV measurements taken at different times. The velocity fluctuations are seen to be large, with a magnitude comparable to the local mean velocities. Both the computation and measurement reveal a large fluctuating component of the velocity with approximately the same high frequency (e.g., the velocity drops from ϳ0.21 m/s toward the SEN to a velocity in the opposite direction within 0.7 seconds). This velocity variation is important, because the liquid level fluctuations accompanying it are a major cause of defects in the process. The computed signal reproduced most of the features seen in the measurements. The signal also reveals a lower frequency fluctuation with a period of about 45 seconds. A spectral analysis of the surface pressure signal near the narrow face on the top surface reveals predominant oscillations with periods of ϳ7 and 11 to 25 seconds, which are superimposed with a wide range of higher-frequency, lower-amplitude oscillations. Knowing that model surface pressure is proportional to level, [14] this result compares with water model measurements of surface level fluctuations by Lahri [50] that appear to have a period of ϳ0.4 seconds and by Honeyands and Herbertson [51] of ϳ12 seconds. Figure 14 shows the downward velocity profile across the width of the mold centerline, in the lower roll zone (0.4 m below the top surface). As stated earlier, ten sets of 200-second 200-snapshot PIV measurements were conducted in both halves of the mold. The average of all sets is shown as open symbols. The error bars denote the range of the averages of all ten sets of measurements. The solid symbols correspond to a data set with large upward velocities near the center. In all data sets, the largest downward velocity occurs near the narrow face (x ϭ 0.363). The computation is seen to overpredict the upward velocity measured right below the SEN. This may partially be due to the shorter averaging time (51 seconds) in LES compared to PIV, as the PIV results indicate significant variations even among the ten sets of 200-second time averages. This inference is further supported by the rms of the same velocity component along the same line shown in Figure 15 . The open symbols and error bars again represent the rms velocity averaged for the ten sets of measurements and the range. The results indicate large fluctuations of this vertical velocity in this region (e.g., near the center, the rms value is of the same magnitude as the time-averaged velocity). Both the time averages and rms are seen to change significantly across these 200-second measurements, indicating that some of the flow structures evolve with periods much longer than 200 seconds. Accurate statistics in the lower roll, therefore, require long-term sampling. This agrees with measurements of the flow-pattern oscillation period of ϳ40 seconds (a 2-to 75-second range) conducted on a very deep water model. [52] Figure 16 presents the downward velocity along two lines across the mold thickness, in the center-plane midway between the narrow faces (x ϭ 0) in the lower roll. These results show a nearly flat profile of this velocity in the interior region along the thickness direction. This suggests that a slight misalignment of the laser sheet off the center plane should not introduce significant errors in the lower roll region. flow patterns in the upper region. Flow in this region is seen to switch randomly between the two patterns in both LES and PIV. An analysis of many frames reveals that the staircase pattern oscillates with a time scale of ϳ0.5 to
D. Velocities in the Lower Roll Region

E. Instantaneous Flow Structures
The instantaneous flow pattern can be very different from the time-averaged one. The time-dependent flow structures in the mold cavity are presented in this subsection. Figure 17 The flow consists of a range of scales, as seen by the velocity variations within the flow field. The jets in both halves consist of alternate bands of vectors with angles substantially lower and higher than the jet angle at the nozzle port. The velocities near the top surface and the upper roll structure are observed to be significantly different between individual time instants and between the two halves. In both halves, the flow from the downward wall jet can be seen to entrain the fluid from a region below the SEN, although at different heights. Thus the shape and size of the two lower rolls appear significantly different for both PIV and LES. Figure 18 gives a closer view of flow structures in the upper region obtained by LES and PIV. The upper plot shows a computed instantaneous velocity field at the center plane y ϭ 0. The lower velocity vector plot is a composite of two instantaneous PIV snapshots, divided by a solid line and obtained from measurements of the same flow field. A "stairstep" type of jet is observed in the left vector plot for both the simulation and measurement. This flow pattern is believed to result from the swirl in the jet (Figure 6 ): the swirling jet moves up and down and in and out of the center plane as it approaches the narrow face, causing a stair-step appearance in the center plane. The flow displayed in the right snapshot shows a shallower jet. The jet bends upward after traveling ϳ0.25 m in the x direction and splits into two vortices. In the actual steel casting process, this upward-bending jet may cause excessive surface level fluctuation, resulting in surface defects, while the deeper jet shown in the left plot may carry more inclusions into the lower roll region, leading to inclusion defects. These are the two representative instantaneous instantaneous flow also shows that the sizes of the two lower rolls change in time, causing oscillations between the two halves.
1.5 seconds. This is consistent with a spectral analysis of the velocity signal at this location, which shows strong frequency peaks at 0.6 and 0.9 Hz, and many other smaller peaks at different frequencies.
The LES results also suggest that the instantaneous flow in the two halves of the mold can be very asymmetric. The asymmetry does not appear to last long in the upper mold because a 51-second average is seen to eliminate this asymmetry (Figures 7, 10, and 11) . The instantaneous asymmetric flow in the upper roll is also evidenced by the dye-injection photograph in Figure 19 . This picture suggests a flow pattern similar to that shown in Figure 18 (a).
Two sequences of flow structures, obtained from LES and PIV, respectively, are compared in Figure 20 , showing the evolution of the flow in the lower region. In the first plot (Figure 20(a) region is longer than 200 seconds. The asymmetrical flow structures shown here are likely one reason for the intermittent defects observed in steel slabs. [53] Asymmetric flow in the two halves is seen in both the computation and measurements. The long-term experimental data implies that the period of the flow asymmetry in the lower 
VII. SIMPLFIED COMPUTATIONS IN MOLD CAVITY
Although less expensive than DNS, LES still requires considerable computational resources for applications to industrial problems. The domain of the LES shown earlier includes the complete UTN, the slide gate, the SEN, and the full mold cavity. The computational cost may be lowered by reducing the domain extent, by simplifying the upstream domain that determines the inlet conditions, or by simulating flow in only half of the mold cavity by assuming symmetric flow in the two halves of the mold.
This section presents results of two half-mold simulations with simplified inlet conditions. The curved tapering cavity was simplified to be a straight domain, with a constant thickness equal to the thickness 0.3 m below the top surface. The timedependent inlet velocities from the nozzle port were obtained from two simplified separate simulations. The results are compared with the complete nozzle-mold simulation and PIV measurements presented earlier.
For the first simplified simulation, the unsteady velocities exiting the nozzle ports were obtained from a two-step simulation. In the first step, turbulent flow in a 32-mm diameter pipe with a 39 pct opening inlet ( Figure 21 ) was computed using LES. Instantaneous velocities were collected every 0.01 second for 10 seconds at a location 0.312 m downstream of the inlet. They were then fed into a 32 ϫ 32-mm rectangular duct ( Figure 21 ) that represented the flow passage in the nozzle bottom containing the bifurcated nozzle ports. Instantaneous velocities were then collected every 0.01 second for 10 seconds a location 27 mm from the center of the duct. These velocities were turned by 30 deg (to match the measured jet angle) and employed as the unsteady inlet conditions for the first mold simulation. The velocities were recycled periodically for the duration of the mold simulation.
For the second simplified simulation, the inlet velocities were computed from a simulation of fully developed turbulent flow in a 32-mm-square duct. The unsteady velocities were again collected every 0.01 second for 10 seconds inclined 30 deg, and fed into the mold as the inlet conditions. Figure 22 shows the time-averaged cross-stream inlet velocities for these two simulations. A strong dual-swirl pattern is seen in the outlet plane of the nozzle port in the first simulation (left). The crossstream velocities for the second simulation (right) are very small. Both of the simplified upstream simulations produce inlet conditions different from that in the complete nozzle-mold simulation (Figure 4) . Further details on these simulations are given elsewhere. [13] The turbulent flow in the half-mold cavity was next computed using the inlet velocities obtained above. [13] The mean velocity fields at the center plane (y ϭ 0) are shown in Figure 23 . Both of the plots reveal a double-roll flow pattern similar to the complete nozzle-mold simulation and PIV measurements. Comparisons of the time-averaged velocities in both the upper and lower regions (not shown) also suggest that these two simplified simulations roughly agree with results of the full-mold simulations and PIV. However, a straight jet is observed in the second simulation, which differs from the first simplified simulation, the complete nozzlemold simulation, and the PIV. The lack of cross-stream velocities in the jet is believed to be the reason for the straight jet. Neither of these simplified half-mold simulations captured the instantaneous stair-step-shaped jet observed earlier.
Both simulations missed the phenomena caused by the interaction between the flow in the two halves, which is reported to be important to flow transients. [51] Figure 24 illustrates this with sample velocity signals at a point 20 mm below the top surface, midway from the SEN and the narrow face, compared with PIV. It is observed that both the simplified simulations only capture part of the behavior of the measured signal. The sudden jump of the instantaneous x velocity component, which is reproduced by the full-mold simulation (Figure 13) , is missing from both half-mold simulations. This suggests that the sharp velocity fluctuation is caused by the interaction of the flow in the two halves. The selection of the computational domain must be decided based on a full consideration of the available computational resources, the interested flow phenomena (e.g., flow asymmetry) and the desired accuracy.
VIII. CONCLUSIONS
Three-dimensional turbulent flow in a 0.4-scale water model was studied using LES. The computed velocity fields are compared with PIV measurements. The following observations are made from this work. 5. The instantaneous top surface velocity is found to fluctuate with sudden jumps from Ϫ0.01 to 0.24 m/s occurring in a little as ϳ0.7 second. These velocity jumps are seen in both the full nozzle-mold simulations and the PIV measurements. Level fluctuations near the narrow face occur over a wide range of frequencies, with the strongest having periods of ϳ7 and 11 to 25 seconds. 6. The velocity fields obtained from half-mold simulations with approximate inlet velocities generally agree with the results of the full domain simulations and PIV measurements. However, they do not capture the interaction between flows in the two halves, such as the instantaneous sudden jumps of top surface velocity.
