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Abstract 
Several new conditions for the invertibility of a polynomial map (f,g) : C2 + C2 with 
a nonzero constant Jacobian determinant are presented. Flows of the Hamiltonian vector field 
(-f,, +j;) are the main tool. 
1991 Math. Subj. Class.: Primary 14E07; Secondary 14E35 
1. Introduction 
Let F: k” + k” be a polynomial map over a field k of characteristic zero, and let 
J be the n x II matrix of partials. If F has a polynomial inverse, then applying the 
chain rule and taking determinants shows that the det(J) is a nonzero constant. The 
well-known Jacobian conjecture [16, 2, 23, 121 asserts that the converse is also true. 
The conjecture is currently unsettled, even for II = 2 and k = R or k = C. This paper 
concerns the two variable case and the coefficient field @. Let (f,g) : C2 --) C2 be 
a polynomial map, with components f,g E @[x, y]. Denote the partials of f and g 
by f,,f,, gx,gu. Assume that (f,g) is a Jacobian pair; that is, it has a nonzero con- 
stant Jacobian determinant fXgY - fVgX. Denote by Hf the Hamiltonian vector field 
(-f,, +fX) and let a! = dx/dt = -f,, ,’ = dy/dt = +fX be the associated auto- 
nomous (vector) ordinary differential equation (ODE). Denote the local flow of Hf 
by 4(t, PO), where t is the (complex) time coordinate and po E C* is the initial condi- 
tion: $(O, po) = po. The term “flow” is used loosely in this paper: for any restriction 
or analytic continuation of 4, including individual trajectories (po fixed), and even for 
formal Puiseux series solutions of the associated ODE (which may involve negative 
and/or fractional exponents). The main results are that the Jacobian pair (f,g) has 
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a polynomial inverse if, and only if, the flows of Hf satisfy any of the following 
conditions: 
l For some ps the flow is entire (defined for all t) (Theorem 3.2). 
l The local flows are all polynomial in ps (Theorem 3.3). 
l No Puiseux flow has negative order (Theorem 4.2). 
l There are infinitely many distinct rational flows (Theorem 5.2). 
l Every Puiseux flow has integer exponents (Theorem 5.3). 
These results do not settle the Jacobian conjecture for C2. Each condition is both 
necessary and sufficient for invertibility, but they may all follow from the Jacobian 
condition fXgY - &gX = c E C\(O). Indeed, that will be the case if the Jacobian 
conjecture is true for C2. The conditions do have the advantage of being applicable 
to an individual map. Furthermore, the “entire flow” condition needs to be verified 
only for a single p,-,, and there are technical weakenings of the two “Puiseux flow” 
conditions (e.g., only finitely many exceptions) that still yield invertibility. 
If w = (WI, ~2) is a fixed nonzero vector of weights, the Waiewski equation (i, 4;)T = 
J-‘wT [20, 21, 261 is the Hamiltonian system for (l/c)(wzf - wig). The main results, 
above, have been stated in terms off and Hf. Since only a linear change of variables 
is involved, they apply equally well to any Waiewski equation. 
2. Related work 
The focus of this paper is on the Jacobian conjecture [2, 1, 12, 23, 251 for C2. 
The tools are (1) the theory of complex ordinary differential equations, their singu- 
larities, and series solutions [15], and (2) the elementary algebraic and analytic ge- 
ometry of curves over @ [ 141; there is a vast literature for both. The papers [ 18, 31 
are seminal for polynomial flow (in PO) vector fields, primarily in [w2. The Jaco- 
bian conjecture (generally over [w or @, often for IE > 2 variables) has been re- 
lated to polynomial flow vector fields [21, 191, properness along fibers [8, 13, 9, 
5-71, entire flows [ll], and locally finite derivations [lo], all of which play a role 
in this paper. Noteworthy is the crucial role played by the results that (f,g) is in- 
vertible if g is proper along a single fiber f = a (proved, independently, in [ 131 
and [9]) or even a single connected component of such a fiber [7]. The single re- 
sult closest to the ones obtained here is the “polyflow formulation of the Jacobian 
conjecture” in [21], which for C2 states that a Jacobian pair is invertible if, and 
only if, all the associated Waiewski equations have solutions polynomial in both the 
initial condition and time (there are additional, similar, results for [w” and C”). In 
contrast, here only an entire solution for a single initial condition is required (first 
main result). Razar [22] showed that (f,g) is invertible if the fiber f = a is irre- 
ducible of genus 0 for every a E C. Further, he showed that a fiber cannot have 
genus 1. He, Abhyankar [ 11, and Druikowski [ 131 make use of the Hurwitz genus 
formula. 
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3. Maximal flows 
Let J‘,g E C[x, Y] be polynomials whose Jacobian determinant fXgy - fygX is a 
nonzero constant c. Consider the complex time Hamiltonian differential equation 
i = -fJx, y), ,c = -t&L Y). (3.1) 
Given an initial point po = (xo,yo) there is a locally unique holomorphic flow 
@(t, po) = (x(t),y(t)) satisfying Eq. (3.1) and the initial conditions 4(t,~o) = 
(x(O), y(0)) = (~0, ys). For a fixed po, the local flow &t, po) can be extended to 
a maximal flow, defined on a maximal domain, by analytic continuation. However, 
because analytic continuation along different paths might lead to distinct solutions, the 
maximal domain in question must be defined initially as a Riemann surface S spread 
over C. In detail, let U be the set of points t E C for which there is an analytic con- 
tinuation of the original solution around 0 to one around t. (That is, there is a chain 
of discs, each of which overlaps the next, with a holomorphic solution to Eq. (3.1) 
on each disc, such that the solutions agree on overlaps, and 0 is the center of the 
first disc, t that of the last disc.) Clearly U is an open subset of C. Suppose that 
f(xo,Yo) = a. Then f(x(t),y(t)) = a for any analytic continuation at t, since f = 0 
along the flow. From f;gV - fygX = c, it follows that j = c along the flow, and 
hence g(x(t), y(t)) = ct +.d for any analytic continuation at t (where d = g( po) = 
g(x0, Yo)). 
The Riemann surface S consists of all germs, s, of analytic continuations of the 
original local flow to some point t E @. (A representative of a germ at t is a holo- 
morphic solution of Eq. (3.1) defined in a neighborhood of t, and two representatives 
are equivalent if they agree on a neighborhood of t on which both are defined.) The 
map rr : s H t makes S a Riemann surface spread over @. That is, rc : S-+ @ is locally 
biholomorphic at every point of S. All of t, x, and y are globally defined, single valued 
functions on S. Furthermore, they satisfy 
f(x, Y 1 = (4 g(x, y) = ct + d. (3.2) 
This description makes it clear that the Riemann surface S can also be quite concretely 
described as the connected component containing (0,x0, ye) of the algebraic set in C3 
defined by Eq. (3.2) (since there is a unique solution to the appropriate initial value 
problem at each such point). 
The maximal flow is the map 4 : S -+ @* defined by 4(s) = (x(s),y(s)), where 
for a germ of solution at t, x(s) (y(s)) denotes the value of x(t) (respectively, y(t)) 
for any representative of the germ S. Clearly the image 4(S) is contained in the fiber 
f = a of f : C* --t C. Since it is connected, it is contained in a single connected 
component, say A, of f = a. Note that f = a is a smooth submanifold of C2 (of 
complex dimension one), because of the condition that fXgy - fygX has no zeroes. It 
follows that i is an irreducible component of the algebraic set f = a, corresponding 
to some factor of f-a. (The irreducible components of f = a are closed, but also 
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open because of the lack of singular points of f = a.) If pr = (xl, yr ) is a point of 
3,, define tr by et1 + d = g(xl, yl). Define a local flow that is a solution to Eq. (3.1) 
and that passes through (xl, yr ) at time tr . Let sr be the germ of this solution at 
tl. The solution parameterizes a neighborhood of the point pl in the fiber f = a 
(since it has nonzero tangent vector at tl ). If sr is not in S, then that neighborhood 
cannot intersect the image of S under 4, or there would be an analytic continuation 
from (O,xs,yo) to (tl,xl,yl), contradicting the assumption that 4(S) does not contain 
pl. Since an analytic continuation locally parameterizes i at any point, both 4(S) 
and its complement in 3, are open. Since 1 is connected, 4(S) = 2. Furthermore, this 
shows that s1 must be in S, and thus p1 H s1 defines a map, say $, of 1, to S, and 
&$(pl)) = pl. It follows that 4 is one-to-one, and hence it is a biholomorphic map of 
s to 3,. 
In summary, the maximal flow is given by a Riemann surface S, a locally biholo- 
morphic “time” map rr : S -+ C, and a globally biholomorphic “position” map 4 : S + i. 
Eq. (3.1) has a natural interpretation on S and is satisfied everywhere on S. This nota- 
tion suppresses the initial data, which can be expressed as follows. There is a marked 
point * on S, with n(*) = 0, &*) = (x0, ye), f (x0, yo) = a, and i is the connected 
component of f =a containing (xg,y,-,). The following commutative diagram sums up 
the situation. 
* E 
4 
1 
tS--y+~ _ 
c 1 1 9 
0 E* 
c(.)+d 
C-_-t@ _ 
The Riemann surface S is, of course, an open (noncompact) Riemann surface. The 
map rc : S -+ @ is locally biholomorphic, hence so is g. Since g is nonconstant, it 
is dominant, and so g(1) consists of all but finitely many points of C. The same is 
therefore true of U. For any point (a,b) E C2 there are only finitely many solutions 
to f(x, y) = a,g(x, y) = b, so that each fiber n-l(t) is finite [12]. Furthermore, there 
is a uniform bound on the number of solutions (namely, the degree of g : i + C). 
Call the maximum of the cardinalities of n-‘(t) for t E @ the number of sheets 
of 71. The set of points t E @ at which this maximum is achieved consists of all 
but finitely many points of C (since g has deg(g) inverse images except for finitely 
many points). As t approaches a point with fewer than the maximum number of in- 
verse images, either x or y must tend to cc. (If the solutions remained bounded, they 
would remain distinct, by uniqueness of the solution to the initial value problem.) Call 
these exceptional points improper points of rc. In the extreme case, when t is a point 
that is not in U = K(S), then all solutions become unbounded in any neighborhood 
of t. 
Theorem 3.1. Let (f ,g) : C2 --) C 2 be a polynomial map with nonzero constant 
Jacobian determinant. Let Hf be the Hamiltonian vector field (-fY,+fX). Consider 
flows $(t, PO) of Hf satisfying a jixed initial condition #(O, PO) = PO. Then the 
L.A. Campbelll Journal of Pure and Applied Algebra 115 (1997) 15-26 19 
following are equivalent: 
(1) There is a flow defined at all but jinitely many complex times t. 
(2) The time map, 71, of the maximal flow has a single sheet. 
(3) The (local and hence global) flow is rational in t. 
(4) Analytic continuation of the flow is path independent. 
Proof. (l)+(2): If (1) holds, delete the finite number of points in question and 
also all the improper points of rc from C, and all inverse images of those points 
from S. On the remaining points 7c is a covering map (each point is evenly cov- 
ered and removal of finitely many points cannot disconnect S). But the flow guar- 
anteed by (1) is a section of this covering map, which therefore has a single 
sheet. 
(2)+(3): If rt has only one sheet, then g : 1, -+ @ is a generically one-to-one 
rational map, hence it is birational. Let g -’ be the inverse rational map (recall that 
rational maps, by definition, are not necessarily defined everywhere). Then both x(t) = 
x(g-‘(ct fd)) and y(t) = y(g-‘(ct fd)) are compositions of rational maps, and hence 
rational functions of t. 
(3)+ (4): If (3) holds, then there is a unique analytic continuation (namely, the 
rational flow) to each point t to which analytic continuation is possible. 
Finally, if (4) holds, the unique analytic continuation defines a flow at all but the 
finitely many improper points. Note that when x has a single sheet, the improper points 
are exactly those not in the image of rc. 0 
Theorem 3.2. Let (f,g) : C2 -+ C2 be a polynomial map with nonzero constant 
Jacobian determinant. Let Hf be the Hamiltonian vector field (- fy, +f;-). Then the 
following are equivalent: 
( 1) The map (f, g) has a polynomial inverse. 
(2) Hf has a polynomial flow through every point. 
(3) Hf has an entire jIow through some point. 
Proof. (l)+(2): Let (x0, ye) E C2. Let X(u, v), Y(u, v) be the polynomial inverse to 
(f,g), and put uo = f (x0, yo), 00 = dxo, yo). Put x(t) = X(uo,ct + VO>, Y(t) = 
Y(u0, ct + vg). Then f (X(t), Y(t)) = ug and &Y(t), Y(t)) = ct + vg. So the polynomial 
map X(t), Y(t) passes through ~0, yo at t = 0. From g,i+g,Y = c and fX%+ f,r’ = 0 
it follows that x = -f,, f = +fX, so X(t), Y(t) is a polynomial solution of Eq. (3.1) 
that passes through x0, yc at t = 0. 
(2) + (3): Obvious. 
(3)+( 1): Fix a point po = (x0, yo) for which there is an entire flow &t, PO) 
satisfying &O, po) = PO. Construct the corresponding maximal flow S, as above. By 
Theorem. 3.1, the map rr : S -+ @ has a single sheet. Furthermore, since the solution 
is entire, it is defined everywhere on C, and hence there is a point of S above every 
point of C. But then rc is a (necessarily trivial) covering map. In particular, rc and the 
restriction of g to i are homeomorphisms. By one of the main results of [7], the fact 
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that g is proper on a connected component 1 of a fiber of f is sufficient to guarantee 
that (f, g) is invertible. 0 
Let 8, (8,) denote the differential operators a/ax (respectively, alay). It is well 
known that if (f,g) has a polynomial inverse then the derivation D = -f,& + fxa, of 
C[x,y] is locally nilpotent (i.e., for every h E C[x, y] there is an 12 > 0, such that the 
n-fold application of D to h is zero: D”(h) = 0 [2]). Coomes and Zurkowski showed 
in [lo] that a polynomial vector field D is locally finite (for every h E C[x, y], the 
vector space over @ spanned by D’(h) for i > 0 is finite dimensional) if, and only 
if, D is a polyfllaw vector field (that is, a vector field whose local flows &t, p,-,) are 
polynomial functions of the coordinates of ~0). In [l l] Coomes showed that the flows 
4(t, po) of a polyflow vector field are entire. By Coomes’ definition, this means that 
+(t, po) is holomorphic in both t and the initial condition po, defined for all t and ~0, 
and satisfies &t, &s, ~0)) = C#I(S + t, po). 
Theorem 3.3. Let (f ,g) : @* -+ C * be a polynomial map with nonzero constant 
Jacobian determinant. Let Hf be the Hamiltonian vector field (- fY, +fx). Then the 
following are equivalent: 
(1) The map (f, g) has a polynomial inverse. 
(2) Hf is a polyjow vector field. 
(3) D = -j& + fxa, is a locally jinite derivation of @[x, y]. 
Proof. By the results cited (1) + (2) =+ (3) and (3) + (2) =+ the flow is entire. In 
particular, for any choice of initial condition PO, the flow through po is entire in t, 
hence (f, g) is invertible by Theorem 3.2. 0 
4. Puiseux flows 
Retain the notation of the previous section. Let A be the projective closure of J. 
in P*. It is known that f has at most two points at infinity [l], so /i consists of 
3, plus one or two other points (however, no use will be made of that fact in this 
paper). Now let T be the normalization of A The normalization map v : T + A is 
a biregular isomorphism except over the singular points of _4, where it has the effect 
of pulling apart analytic branches and desingularizing, so that T is nonsingular, v has 
finitely many points above each singular point of A and v is a biregular isomorphism 
away from those points. Since 1 is nonsingular, the inclusion map A c n extends to 
a one-to-one map A --+ T, which may also be considered as an inclusion. T is the 
nonsingular projective model of 1 and is uniquely determined by 1 up to biregular 
isomorphism [ 141. T consists of A plus a finite set of points, pl,. . , p,,. Furthermore, 
x, y, g(x, y), and hence t, have at worst poles at the points pi (because they are ra- 
tional functions on a nonsingular projective curve, hence can have neither points of 
indeterminacy nor essential singularities), and so define regular maps to the Riemann 
L. A. Campbell1 Journal of Pure and Applied Algebra 115 (1997) 15-26 21 
sphere p’. They also satisfy the relations (3.2). This yields the following commutative 
diagram: 
Call the points ~1,. . . , p,, the “points at infinity” of T. A point pi is mapped by g 
either to the point at 03 on the Riemann sphere P’ or to a point qi = j( pI) such 
that q, = et, + A for an improper value ti of rc. Furthermore, every improper point 
is obtained in this way. (Because a path along which a solution of Eqn. (3.1) has a 
component tending toward co must have a convergent subsequence tending toward a 
point at infinity in the compact space T.) The map @T--i P’ is proper, but it cannot 
be asserted that it is a covering map because it might not be locally biholomorphic 
at certain of the points pi (that is, it could be a branched cover). Of course, if all 
the points at infinity p; are mapped to 03 E p’, then y : 3. -+ @ is a proper local 
homeomorphism and hence a (necessarily trivial) covering map. 
Suppose that there is a point p1 at infinity with image i(pI) = q1 E @. Let tr 
be the corresponding improper point of rc. Consider t as a holomorphic map from a 
neighborhood V of p1 to a neighborhood W of tl. Let m 2 I be the branch order of 
t at pi. If 2) is a local holomorphic coordinate around pi, then the expression for the 
map t in local coordinates is t = tl + c,v”+higher-order terms, with c, # 0. It is no 
restriction to further require that 2: be chosen so that c, = 1 and hence 
t = tl + u”’ + higher-order terms. (4.1) 
By choosing W to be a sufficiently small disc around tl, and V to be a connected 
component of t-‘(W), one can guarantee that both W and V are biholomorphic to 
discs, and that the map t : V* + W” of punctured discs (V’ = V \ { PI}, W* = W \ {tl}) 
is exactly an m-fold covering, whose inverse (a multivalued map) is given by the 
Puiseux series obtained by solving Eq. (4.1) for U: 
Ll = (t - t, )i.M + higher-order terms. (4.2) 
Recall that a Puiseux series in an indeterminate t is a linear combination of countably 
many (possibly finitely many) terms of the form P, where the exponent CI is a rational 
fraction, all the exponents have a single common denominator, and the exponents are 
bounded below. The order of a Puiseux series is its smallest exponent, and it can 
be any rational number (positive, negative, or zero). The smallest positive common 
denominator of all the rational exponents will be called the ramification index of the 
Puiseux series (not defined for constant Puiseux series). The collection of all Puiseux 
series in t with coefficients in a field k is denoted k((t*)). The order and ramification 
index of P(t) E k((t*)) will be denoted ord(P) and ram(P), respectively. If k is 
algebraically closed of characteristic zero, then k((t*)) is an algebraically closed field 
[17, Theorem 3.11. For Eq. (4.2) the universal common denominator will be m, so that 
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each summand can be written as ai((t - tl)‘im)i for a positive integer i, and for each 
t # tl in W and any choice of a root of zm = w = t - tl, the resulting series will 
converge to a value v = z + . . . satisfying t(v) = w, and precisely all m solutions of 
t(v) = w are so obtained. 
Expand x and y as Laurent series in v (since they may have a pole at pl, which 
corresponds to v = 0). Assume that W is sufficiently small so that the Laurent series 
representations of x and y in V, say 
x = &,i + &+t vi+’ + higher-order terms, (4.3) 
Y = &jV’ + bj+l vj+l + higher-order terms, 
converge absolutely and uniformly on any compact subset of V*, and the series of 
Eq. (4.2) converges absolutely and uniformly for every choice of z = (t - tl)‘im in 
{Z/Z” E W}. Since l/v will also have a uniformly absolutely convergent Puiseux 
series expansion in t - tl for w = t - tl in W but bounded away from w = 0, one can 
substitute Eq. (4.2) into, and then rearrange terms in, Eqs. (4.3) and (4.4) to obtain 
Puiseux series representations 
x = a,(t - tl)’ + higher-order terms, 
y = bg(t - tl )B + higher-order terms 
(where a = i/m, /I = jJm, and the leading coefficients satisfy aor = a”i, bp = b;) that 
converge pointwise for each choice of (t - tl )‘I” = z # 0 and uniformly and absolutely 
for z in any compact subset of {z 1 zm E W*}. 
The functions determined as above by the Puiseux series representations of x and y 
are locally (away from the origins of the punctured discs) the functions x and y on 
i 2 S and hence satisfy, as functions of t, the basic Hamiltonian equation (3.1). Both 
i and I; can be computed formally by differentiating the Puiseux series. (One needs to 
check that (d/dt)(P) is cdOLel, but this is indeed the case: (d/dt)(tiim) = (d/dt)(w’) = 
(d/dw)(w’)(dw/dt) = iw’-‘( l/(dw/dt)) = iw’-‘( l/(mw”-’ )) = (i/m)w@“) = (i/m) 
(hiim)-l ).) So if Eq. (3.1) is treated as an equation between formal Puiseux series in 
(t - tl), then the differences between the left- and the right-hand sides are Puiseux 
series which sum to 0, which in turn implies all the coefficients are zero (substitute z 
for (t - tl) ‘h to see this). 
Since Eq. (3.1) defines an autonomous ordinary differential equation, the precise 
value of tl is irrelevant to the existence of a Puiseux series solution as given in 
Eqs. (4.5) and (4.5). More exactly, the value of tl is determined by (1) the choice of 
the point p1 at infinity and (2) the normalization imposed by requiring the solution 
to be an analytic continuation of the original solution which goes through po at time 
t = 0. Given any Puiseux series solution to Eq. (3.1), one can always transform it into 
a Puiseux series in t (rather than t - tl) by translation. Note that a solution derived as 
above necessarily has CI < 0 or /? < 0, since otherwise neither x nor y would tend to 
infinity as the point p1 at infinity in T is approached. 
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Definition 1. Let k((t*)) be the field of Puiseux series in t with coefficients in the 
field k. Let X = (r,s), for Y,S E k[x, y], be a polynomial vector field in the plane k2. 
A Puiseux flow of X over k is a pair of formal Puiseux series in t, 
x = a&” + higher-order terms (a, # 0), 
v = bat” + higher-order terms (bfi # O), 
that satisfy (formally) X = Y(X, y), j = s(x, y). Equivalently, if D = r& + si3, is 
the derivation of k[x, y] associated to X, a Puiseux flow of X over k is a k-algebra 
homomorphism 
0 : kb,yl--tk((t*)) 
satisfying (d/dt)(B(h)) = B(Dh) for every h E k[x, y]. The order of the Puiseux flow, 
ord(Q, is the minimum of ord(h) over all h E k[x, y], which equals min(cc, p). Similarly, 
ram(o) is the maximum of ram(h) over all h E k[x, y] for which 8(h) is nonconstant 
(= max(ram(x(t)),ram(y(t))) if both x(t) and y(t) are nonconstant). 
The arguments above establish the following proposition. 
Proposition 4.1. Let (f, g) and Hf be as above. Zf there is an initial condition po 
for which the time map z of the maximal flow has an improper point, then the 
Hamiltonian vector field Hf has a corresponding Puiseux pow over @ of negative 
order. The flow is convergent on (and untformly absolutely on compact subsets of) 
a punctured neighborhood of 0. Zt satisfies f(x, y) = f (po) and (d/dt)g(x, y) = c. 
Theorem 4.2. Let (f,g) : C2 ---f C2 be a polynomial map with nonzero constant 
Jacobian determinant. Let ZZt be the Hamiltonian vector field (-fr,+fX). Then the 
following are equivalent: 
(1) (f, g) has a polynomial inverse. 
(2) Hf has no Puiseux flow over C of negative order. 
Proof. (2) + ( 1) follows from Proposition 4.1. For if there are no Puiseux flows of Hf 
of negative order, then for any initial condition po the map rc has no improper points, 
is thus a (necessarily trivial) covering, and so (as in the proof of Theorem 3.2) (f,g) 
has a polynomial inverse. 
(1 )+ (2): Suppose that (f, g) has the polynomial inverse X(U, v), Y(u, v), so that, 
in particular, X(.0x, Y>, g(x, Y>) = x and Y(f (x, y),g(x, Y)) = Y. Let x(t), y(t) be a 
Puiseux flow of Hf over C. It is easy to compute formally that the derivatives of 
f (x(t), y(t)) and g(x(t), y(t)) are 0 and c, respectively. But then 
x(t) = X(,0x(t), y(t)),g(x(t), y(t))>, Y(t) = Y(f(x(t), Y(t)),g(x(t),y(t)))> 
where f(x(t), y(t)) is constant and g(x(t), y(t)) is a polynomial of degree 1 in t. It 
follows that x(t), y(t) is actually polynomial in t, and so ord(x(t), y(t)) 2 0. 0 
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Remark. The implication (1) + (2) in the above proof uses an argument that clearly 
works over an arbitrary field k of characteristic zero. On the other hand, Proposition 4.1 
and the proof of (2) + (1) are based on nakedly transcendental arguments. Is it possible 
to remove the restriction to C? Also note that (2) + ( 1) still holds if one considers 
only a particular 2; that is, (f, g) is invertible if there are no Puiseux flows of negative 
order satisfying f(x( t ), Y( t )) = a and g(x(t), y(t)) = ct + d for some fixed d that 
picks out 1 as the component of f = a in question. In particular, if there are only 
finitely many Puiseux flows of negative order, then they can occur on only finitely 
many choices for i, so it still follows that (f,g) is invertible. 
5. Ramification and genus 
A point pi at infinity on T which is mapped to the point 03 E P’ also corresponds 
to a Puiseux flow, but with series in l/t rather than t. This follows from the same 
arguments as before, using l/t as a local coordinate at IX E P’. The end result is a 
homomorphism 0 : C + C((l/t*)) satisfying (d/dt)(@h)) = &D(h)) for h E U&Y]. 
The order of 6’ (in l/t) is negative. 
The map from points at infinity on T to Puiseux flows in t or l/t is one-to-one. 
For as t tends to 0 (respectively, cc) the points x(t),y(t) (whose existence is guaran- 
teed by the local convergence of the Puiseux series) tend to different points at infinity 
on T. A point pI at infinity on T is a ramification point of the map S : T---f P’, by 
definition, if the branch order of the map # is greater than 1 at pi. The ramification 
index of such a point is the branch order, which is the same as ram(d), where 0 is the 
associated Puiseux flow (in t or l/t). The ramification divisor for the map S is the for- 
mal linear combination of points Z(ram(ei)- l)pi (all points in 3, are unramified). The 
degree of the ramification divisor is C(ram(Bi) - 1). By a classic theorem of Hurwitz 
(see, e.g., [14, IV.2.4]), for any regular map H : X + Y of connected nonsingular 
projective curves, 
2px - 2 = deg(H)(2py - 2) + deg R, 
where px (py) is the genus of X (respectively, Y), R is the ramification divisor, and 
deg(H) denotes the degree of the map H. (Thus degR is always even.) The genus of 
P’ is zero. The degree of S is the same as the number of sheets of rc. So 
Proposition 5.1. The number of sheets of z + the genus of T = 1 + (l/2) deg R. 
Now consider the case in which (f,g) has a polynomial inverse. There are no 
improper points of rc, hence g maps each of the points at infinity on T to cc E P’. 
The number of sheets of r~ is 1, and f =a is irreducible of genus zero. By the Hurwitz 
formula, there are no points of ramification for 8. There can only be one point at 
infinity on T % P’, otherwise i (which is 2 C) would not be simply connected. In 
summary there is only an unramified single point at infinity. The corresponding Laurent 
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(that is, unramified Puiseux) flow in l/t is the polynomial parameterization x(g-‘(cl+ 
d)), y(‘-‘(ctfd)) of 1. The components x(t), r(t) belong to C[t] c C((t*))rX(( I/t*)), 
but the order of x(t), v(t) is negative only when it is considered as a flow in 1 it. 
Theorem 5.2. Let (f,g) : C2 + C2 be a polynomial map with nonzero constant 
Jacobian determinant. Let Hf be the Hamiltonian vector held (-,fv, +fx). Then the 
following are equivalent: 
(1) (f, g) has a polynomial inverse. 
(2) Hf has infinitely many distinct rational flows over @. 
Proof. (l)+(2) trivially (take polynomial flows on distinct fibers). 
(2)+( 1): Since f is not of the form P(h(x,y)) for a P E @[t] with deg(P) > 1 
(which would imply that Hf = 0 at some points), all but finitely many fibers f = a 
are irreducible [24]. By a simple argument that first appeared in [4], the image of C2 
under (,f, g) contains all but finitely many points, so the restriction of g to f = a is 
onto except for finitely many values of a. Only finitely many rational flows can belong 
to a given fiber f =a, as they are determined by their initial conditions. So there must 
be a value of a for which (i) f =a is irreducible (and so coincides with i.), (ii) there 
is a rational flow on f =a, and (iii) g maps f =a onto all of C. Conclude, as in the 
proof of Theorem 3.2, that the flow is entire and hence (f ,g) is invertible. 0 
Theorem 5.3. Let (f,g) : @* -+ C2 be a polynomial map with nonzero constant 
Jacobian determinant. Let Ht he the Hamiltonian vector field t-f,,, +fx). Then the 
following are equivalent: 
(1) (f, g) has a polynomial inverse. 
(2) All Puiseux flows of Ht over @ have integer exponents. 
Proof. ( 1 )==? (2). As in the proof of Theorem 4.2, if (f,g) has a polynomial inverse, 
then any Puiseux flow x(t), y(t) of Hf is polynomial in t, and so has integer exponents. 
(2)+ (1): Let i be a component of a fiber f =a. Since all the Puiseux flows of Ht 
are unramified, there are no ramification points of the map 9 : T + P’ except possi- 
bly for one or more points at infinity that map to cc E [FD’ (and hence correspond to 
Puiseux flows in l/t rather than to Puiseux flows in t). In other words, co is the only 
possible rami’cation value. But then the restriction of S to T \ j-i(~) is a map to C 
that is both proper and unramified. Since C is simply connected, the map is a home- 
omorphism. Since 1. c T, the map g : 2 4 @ is one to one, so the number of sheets 
of n is 1 and there is a rational flow of Ht on 3, by Theorem 3.1. Since there are 
infinitely many different choices for i,, it follows from Theorem 5.2 that (f,g) is 
invertible. 0 
Remark. From the proof of (2) + (1) it is clear that the invertibility of (f,g) would 
follow from the weaker assumption that all but finitely many Puiseux flows of Ht have 
integral exponents. 
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Note added in proof. The results used in this paper are not affected by the following: 
L.A. Campbell, Errata to “Global univalence of partially proper local homeomorphisms” 
and to “Partial properness and the Jacobian conjecture”, Appl. Math. Lett. 9 (5) (1996) 
117-118. 
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