Abstract. We study hyperbolic polyhedral surfaces with faces isometric to regular hyperbolic polygons satisfying that the total angles at vertices are at least 2π. The combinatorial information of these surfaces is shown to be identified with that of Euclidean polyhedral surfaces with negative combinatorial curvature everywhere. We prove that there is a gap between areas of non-smooth hyperbolic polyhedral surfaces and the area of smooth hyperbolic surfaces. The numerical result for the gap is obtained for hyperbolic polyhedral surfaces, homeomorphic to the double torus, whose 1-skeletons are cubic graphs.
if it is topologically embedded into the surface S, see [HJL15] . We write G = (V, E, F ) for the combinatorial structure, or the cell complex, induced by the embedding where F is the set of faces, i.e. connected components of the complement of the embedding image of the graph (V, E) in the target. Two elements in V, E, F are called incident if the closures of their images have non-empty intersection. We say that a graph G is a tessellation of S if the following hold, see e.g. [Kel11] :
(i) Every face is homeomorphic to a disk whose boundary consists of finitely many edges of the graph. (ii) Every edge is contained in exactly two different faces. (iii) For any two faces whose closures have non-empty intersection, the intersection is either a vertex or an edge.
In this paper, we only consider tessellations and call them semiplanar graphs for the sake of simplicity. For a semiplanar graph, we always assume that for any vertex x and face σ,
where deg(·) denotes the degree of a vertex or a face. For a semiplanar graph G, the combinatorial curvature at the vertex is defined as , (x ∈ V ), where the summation is taken over all faces σ incident to x. To digest the definition, we endow the ambient space of G with a canonical piecewise flat metric and call it the (regular) Euclidean polyhedral surface, denoted by S(G): Replace each face by a regular Euclidean polygon of same facial degree and of side length one, glue them together along their common edges, and define the metric on the ambient space via gluing metrics, see [BBI01, Chapter 3] . It is well-known that the generalized Gaussian curvature on an Euclidean polyhedral surface, as a measure, concentrates on the vertices. And one is ready to see that the combinatorial curvature at a vertex is in fact the mass of the generalized Gaussian curvature at that vertex up to the normalization 2π, see e.g. [Ale05, HJL15] . For a finite semiplanar graph embedded into a surface S, the Gauss-Bonnet theorem, see e.g. We review some known results on the class N C <0 . For a semiplanar graph G in S = R 2 , there hold various isoperimetric inequalities, see e.g. [Ż97, Woe98, Hig01, HJL02, LPZ02, HS03, KP11, Kel11] . The following proposition is proved by Higuchi. (3)
x ∈ V, Φ(x) < 0 =⇒ Φ(x) ≤ − 1 1806 .
Equality holds if and only if deg x = 3 and x is incident to 3-, 7-, and 43-gons.
Hyperbolic polyhedral surfaces and main results
In this paper, we study hyperbolic polyhedral surfaces with faces isometric to regular hyperbolic polygons. Let H 2 be the simply connected hyperbolic surface of constant curvature −1. We only consider regular hyperbolic polygons in the hyperbolic space H 2 with at least three sides. For any n ≥ 3 and a > 0, there is a regular hyperbolic n-gon in H 2 of side length a, denoted by ∆ n (a), which is unique up to the hyperbolic isometry. Analogous to Euclidean polyhedral surfaces, we define hyperbolic polyhedral surfaces associated to a semiplanar graph. For any semiplanar graph G = (V, E, F ) and a > 0, we replace each face by a regular hyperbolic polygon in H 2 of side length a, and glue them together along their common edges. This induces a metric structure on the ambient space of G, called hyperbolic polyhedral surface of G with side length a and denoted by S H 2 a (G). In the literature, hyperbolic polyhedral surfaces are well studied for circle packings on triangulations of surfaces whose side lengths are induced by the radii of circles, which indicates that the triangles are not necessarily regular in that setting, see e.g. [Thu76, CL03, LGD08, GX16, GX17] . In our setting, we consider general polyhedral surfaces with arbitrary faces, but restrict to those with constant side length everywhere, focusing on the combinatorics of such surfaces.
We denote by Area a (G) the area of S H 2 a (G), which is possibly infinite. For any x ∈ V, the total angle at x measured in S H 2 a (G) is denoted by θ a (x), and the angle defect at x is defined as
By the hyperbolic geometry, we yield the Gauss-Bonnet theorem on hyperbolic polyhedral surfaces. Since the argument is standard, we omit the proof, see e.g. [AHS18] .
Theorem 2.1. For a finite semiplanar graph G = (V, E, F ) embedded into a surface S and a > 0,
We say that a geodesic metric space (X, d) locally has the (sectional) curvature bounded above by −1 in the sense of Alexandrov if it satisfies the Toponogov triangle comparison property with respect to the hyperbolic space H 2 , and denote by CAT loc (−1) the set of such spaces, see e.g. [BBI01] . It is well-known that S H 2 a (G) ∈ CAT loc (−1) if and only if
We denote by
a (G) ∈ CAT loc (−1) for some a > 0} the class of semiplanar graphs whose hyperbolic polyhedral surface of certain side length has the curvature locally bounded above by −1 in the Alexandrov sense. We will prove that for any finite semiplanar graph G,
see Proposition 3.1. This suggests a possible way to study the class N C ≤−1 by known results on the class N C <0 , where the latter refers to the Euclidean setting.
From now on, we only consider finite semiplanar graphs.
We define the pattern of x ∈ V by
where
(2) We define the critical side length of a vertex x ∈ V , the critical side length of G, and the critical area of G, respectively by
, and
One is ready to see that Area a (G) is monotonely increasing in a, which implies that
a (G) ∈ CAT loc (−1)}. Let G be a semiplanar graph embedded into S g , the closed orientable surface of genus g ≥ 2. In particular, for g = 2, S 2 is called the double torus. We say that a semiplanar graph G admits a hyperbolic tiling with regular hyperbolic polygons if there is a hyperbolic tiling with regular hyperbolic polygons of S g equipped with a hyperbolic metric, whose semiplanar graph structure is isomorphic to G, and denote by T Sg the set of such semiplanar graphs. One is ready to prove the following proposition.
Proposition 2.3. For a semiplanar graph G embedded into S g , the following are equivalent:
(2) There is some a > 0 such that S H 2 a (G) is isometric to S g equipped with a smooth hyperbolic metric.
The Cayley graph G of the automorphism group of Möbius-Kantor graph G(8, 3) is embeddable into S 2 such that every vertex has pattern (4, 6, 16). See [Tuc84] for example. By Φ(4, 6, 16) < 0 and Proposition 2.3, G is in T S 2 .
For g ≥ 2, we denote by
∞} the set of finite semiplanar graphs embedded into S g whose hyperbolic polyhedral surface S H 2 a (G) ∈ CAT loc (−1), for some a > 0. We are interested in critical areas of semiplanar graphs in N C g ≤−1 . In particular, we propose the following problem.
Problem 2.4. What is the constant
By Proposition 2.3,
One is ready to see that for any G ∈ N C ≤−1 by Gauss-Bonnet formula (4),
Hence graphs in the class T Sg attain the maximal critical area in the class N C ≤−1 . The problem is to determine the maximum of critical areas in the class N C ≤−1 except hyperbolic tilings T Sg . We prove the following gap for the areas.
Theorem 2.5. For any g ≥ 2, there is a constant > 0, depending on g, such that
Proof. We will show that there are only finitely many graphs in N C Concerning with the result in Theorem 2.5, we aim to obtain a quantitative estimate of Area max in the following.
Definition 2.6. Let Let g = 2. Our strategy is to reformulate the problem to a new one which can be estimated by local arguments. We rewrite
We call this the gap between the maximal critical area 4π and other critical areas. By the Gauss-Bonnet theorem, (4), we have
Hence for the upper bound estimate in Theorem 2.7, it suffices to obtain the lower bound estimate of the absolute value of total angle defect for these semiplanar graphs. This new problem fits to local arguments, and we prove the results by enumerating all cases, see Section 5 and Appendix.
The paper is organized as follows: In next section, we introduce basic properties of hyperbolic polyhedral surfaces and prove Proposition 2.3. We bound combinatorial quantities of semiplanar graphs in the class N C g ≤−1 , which are embedded into general surfaces, in Section 4. In Section 5, we refine the above estimates for cubic graphs embedded into the double torus and prove Theorem 2.7. In Section 6, we propose some further works. Computational algorithms are contained in Appendix.
Preliminaries
Let G = (V, E, F ) be a semiplanar graph. Two vertices are called neighbors if there is an edge connecting them. We denote by deg(x) the degree of a vertex x, i.e. the number of neighbors of a vertex x, and by deg(σ) the degree of a face σ, i.e. the number of edges incident to a face σ (equivalently, the number of vertices incident to σ).
For any regular hyperbolic n-gon of side length a > 0, ∆ n (a), in H 2 , we denote by β = β n,a the inner angle at corners of the n-gon. By the hyperbolic geometry,
One is ready to see that β n,a is monotonely decreasing in a and
where the right hand side of the first equation is the inner angle of a regular n-gon in the plane. The area of ∆ n (a) is given by
Proposition 3.1. For any finite semiplanar graph G,
. For any face σ ∈ F with deg(σ) = n, we know that the inner angle of ∆ n (a) is less than that of an Euclidean n-gon. Consider the Euclidean polyhedral surface S(G). Note that the total angle at each vertex in S(G) is greater than that in S H 2 a (G). This yields that G ∈ N C <0 . So N C ≤−1 ⊂ N C <0 . For the other direction, let G ∈ N C <0 . Note that by (7), for each vertex x ∈ V, there is a small constant a(x) such that the total angle θ a(x) (x) < 2π. Since the graph is finite, we can choose a small constant a such that S H 2 a (G) ∈ CAT loc (−1), which proves that G ∈ N C ≤−1 . This proves the proposition.
For any a > 0, the total angle at the vertex x in S H 2 a (G) for some graph G is given by
As a > 0, cosh(a/2) > 1. So arcsin(cos(π/f i )/ cosh(a/2)) is defined. To determine the critical side length of the vertex, a c (x) is the unique solution to the following equation θ a (x) = 2π. Now we prove Proposition 2.3.
Proof of Proposition 2.3.
(1) ⇐⇒ (2) : This is trivial.
(2) =⇒ (3) : This follows from the monotonicity of θ a (x) in a for any x ∈ V.
(3) =⇒ (4) : For S ac(G) (G), it is smooth at each vertex, hence it is locally isometric to a domain in H 2 . This implies that S ac(G) (G) is isometric to a hyperbolic surface. By the Gauss-Bonnet formula (4), Area cri (G) = 2π(2g − 2).
(4) =⇒ (2) : We know that the area of S ac(G) (G) is 2π(2g − 2). By the Gauss-Bonnet formula (4), K ac(G) (x) = 0 for all x ∈ V. Hence S ac(G) (G) is a smooth hyperbolic surface. Definition 3.2. Let p = (f 1 , . . . , f N ) and q = (g 1 , . . . , g M ) be two nondecreasing integer sequences with f i , g j ≥ 3.
Let ≺ be the strict part \ =.
Lemma 3.3. Let p, q be as in Definition 3.2.
(1) K a (p) is a strictly increasing, continuous function of a.
(2) a c (p) is well-defined, and is the unique solution a such that K a (p) = 0 and a > 0.
cosh (a c (f 1 , f 2 , f 3 )/2) is the half of the volume of Euclidean cuboid of sides l i := cos(π/f i ) (i = 1, 2, 3) divided by the area of Euclidean triangle of sides l i (i = 1, 2, 3).
Proof. (1) is clear. So (2) is due to lim a→∞ K a (x) = 2π and lim a→0 K a (x) = 2πΦ(x) < 0.
(3). The denominator in the argument of arcCosh is well-defined, because
The equality of (3) is proved as follows: By Lemma 3.3 (2), a = a c (p) satisfies 2π = .
We square both hand sides and then expand the right-hand side with the addition formula for cosines. We segregate
in the right-hand side, by moving the other terms of the right-hand side to the left-hand side. We delete the square root sign, by squaring both hand sides.
We multiply (cosh(a/2)) 6 to both hand sides. This is a linear equation of (cosh(a/2)) 2 . By this, 2(cosh(a/2)) 2 is α(f 1 , f 2 , f 3 ) ≥ 2. The double formula for cosh concludes the equation. By Heron's area formula for Euclidean triangles, we have the last sentence.
(4). For p q, K a (p) ≥ K a (q). So, from the previous assertions of this lemma, this assertion follows. (5) It is obvious.
Number of vertices, vertex degrees and face degrees
Let S = S g be a closed orientable surface of genus g ≥ 0. Let G be a tessellation of S. For any G ∈ N C ≤−1 , by the Gauss-Bonnet formula, g ≥ 2. Then Gauss-Bonnet formula (2), the result of Higuchi, and Proposition 1.1 yield the following result.
Proof. By (2) and (3),
This yields the result.
By this proposition, we have the following corollary. Moreover, we can estimate the vertex degree.
Proof. Suppose it is not true. Let x 0 be a vertex such that deg(x 0 ) ≥ 12g−6. Then
≤ 2 − 2g. Since there are at least two vertices in the graph, by Proposition 3.1 the Gauss-Bonnet formula (2) yields a contradiction to G ∈ N C g ≤−1 .
We recall the result of [Hig01, Table 1 ].
Lemma 4.4 ([Hig01, Table 1 
and only if
• N ≥ 7;
• N = 6 and (f 1 , . . . , f N ) (3, 3, 3, 3, 3, 4);
• N = 5 and (f 1 , . . . , f N ) (3, 3, 3, 3, 7);
• N = 4 and (f 1 , . . . , f N ) p for some p = (3, 3, 4, 13), (3, 3, 5, 8), (3, 3, 6, 7), (3, 4, 4, 7), (3, 4, 5, 5), (3, 5, 5, 5), (4, 4, 4, 5); or • N = 3 and (f 1 , f 2 , f 3 ) p for some p = (3, 7, 43), (3, 8, 25), (3, 9, 19) , (3, 10, 16), (3, 11, 14), (3, 12, 13), (4, 5, 21), (4, 6, 13), (4, 7, 10), (4, 8, 9), (5, 5, 11), (5, 6, 8), (5, 7, 7), or (6, 6, 7).
Proof. Let σ be the face with maximum facial degree f = deg(σ).
On the one hand, by the tessellation properties (i) and (ii) in the introduction, F ≥ 2 and there is at least one vertex y which is not on the boundary of σ. By Proposition 3.1, Φ(y) < 0. So, by the Gauss-Bonnet formula (2),
On the other hand, by Table 1 in [Hig01] , i.e., Lemma 4.4, we have:
Indeed, for N := deg(x) = 3, Pttn(x) (3, 7, f ) for Pttn(x) = (3, . . .), and Pttn(x) (4, 5, f ) otherwise. For N = 4, Pttn(x) (3, 3, 4, f ), and for N ≥ 5, Pttn(x) (3, . . . , 3, f ) as in (11).
The maximum Φ(p) where p ranges over the four tuples in the right-hand side of (11), is Φ(3, 7, f ). By (11) and Lemma 3.3 (5),
By summing both hand sides over the f vertices x ∈ σ,
Thus the conclusion follows from (10).
Cubic graphs embedded into the double torus
In this section, we study cubic graphs, i.e. regular graphs of vertex degree 3, embedded into the double torus S 2 .
Definition 5.1. For g ≥ 2,
Proposition 5.2. B 2 (3) ≥ 11.
Proof. In [OPRS04] , A. Orbanić, T. Pisanski, M. Randić, and B. Servatius considered a snark (i.e. simple, connected, bridgeless cubic graphs with chromatic index 4) and then showed that 6 known snarks of order 20 are all embeddable into S 2 . Among the six, sn7 has an embedding into S 2 such that the tessellation property holds. See Figure 2 . The maximum facial degree of sn7 is 11, by Table 1 . The 8 faces of a snark graph sn7 on S 2 . This is taken from [OPRS04] .
All 20 vertices of sn7 has negative combinatorial curvature. Therefore Table 2 . The table of (x, Pttn(x), Φ(x)) (x ∈ V ) for sn7, ordered by Φ(x).
(the embedding of) sn7 is into N C 2 ≤−1 . So B 2 (3) ≥ 11. Actually, (the embedding of) the snark sn7 is in N C 2 ≤−1 \ T S 2 , by Proposition 2.3.
For cubic graphs, we can improve the upper bound 84g − 43 of the facial degree that Proposition 4.5 provides, to 40g − 21.
Proof. Suppose that G = (V, E, F ) ∈ N C g ≤−1 and deg x = 3 for all x ∈ V . Suppose that σ is a face of maximal facial degree f . By Lemma 4.4, we know that for any x ∈ σ, which is not of pattern (3, 7, f ) or (3, 8, f ), Let y ∈ W. We denote by w the vertex satisfying w ∈ σ, w ∼ y and w, y are incident to a common triangle, see Figure 3 . We define a map, T :
We denote by z the vertex adjacent to w and y, by τ the face incident to w, which is not σ and the triangle ∆ y,z,w . Since Φ(z) < 0, by Lemma 4.4
Let u be the vertex on σ adjacent to w, which is not y. By (13), Pttn(u) = (. . . , deg τ, f ) is neither (3, 7, f ) nor (3, 8, f ). So that u ∈ W. Hence T −1 (w) = y and the map T is injective. By (13), 
where we have used the facts that (14) and W = (T W ) by the injectivity of T. In addition, by the tessellation properties (i) and (ii) in the introduction, there is at least one vertex which is not on the boundary of σ, as in the proof of Proposition 4.5. This yields that
Therefore by the Gauss-Bonnet formula (2),
By W ≥ 0, (17), and f ∈ Z, we have f ≤ 40g − 21.
There is no classification of N C 2 ≤−1 , and B 2 (3) has not been determined yet.
Definition 5.4. A nondecreasing integer sequence p = (f 1 , f 2 , f 3 ) with f i ≥ 3 is called admissible, if Φ(p) < 0 and f 3 ≤ B 2 (3). The set of admissible p is denoted by AdP.
Definition 5.5.
Lemma 5.6. For g ≥ 2, 3 max ≥ −κ. Proof. By Corollary 4.2, there are only finitely many G in A g (3) . Suppose G = (V, E, F ) ∈ A g (3) and a c (G) = a c (x) with x ∈ V . Then there is y ∈ V such that a c (y) > a c (x), by Proposition 2.3 and Definition 2.2. By Lemma 3.3, K ac(G) (y) < K ac(G) (x) = 0. So,
Suppose that y ∈ V attains the maximum. By G ∈ A g (3) and a c (x) < a c (y), G ∈ N C g ≤−1 . By Proposition 3.1, G ∈ N C <0 and thus Φ(x), Φ(y) < 0.
Therefore both of Pttn(x) and Pttn(y) are in AdP. Hence, the conclusion follows from Definition 5.5.
Proof of Theorem 2.7. By Proposition 5.3, we have B 2 (3) ≤ 59. By (5), (6) and Lemma 5.6, it suffices to calculate κ. We design an algorithm, Algorithm 1, to compute the value of κ, see Appendix for details. By setting B 2 (3) ≤ 59, the computation using Maple yields that This proves the theorem.
By Proposition 5.2 and Proposition 5.3, we have B 2 (3) ∈ [11, 59], but we do not know the precise value of B 2 (3). The value of the constant κ depends on the range of the unknown constant B 2 (3), as shown in Table 3 . The algorithm to compute Table 3 is Algorithm 1, see Appendix. Table 3 . B 2 (3), κ = K(a c (p), q).
Future work
We recall the results in [AHS18] for regular spherical polyhedral surfaces. For a finite planar graph, it associates with some metric spaces, called regular spherical polyhedral surfaces, by replacing faces with regular spherical polygons in the unit sphere and gluing them edge-to-edge. We consider the class of planar graphs which admit spherical polyhedral surfaces with the curvature bounded below by 1 in the sense of Alexandrov, i.e. the total angle at each vertex is at most 2π. We classify all spherical tilings with regular spherical polygons, i.e. total angles at vertices are exactly 2π. We prove that for any graph in this class which does not admit a spherical tiling, the area of the associated spherical polyhedral surface with the curvature bounded below by 1 is at most 4π − 1.6471 · · · × 10 −5 . In other words, Area max ≤ 4π − 1.6471 · · · × 10 −5 for regular spherical polyhedral surfaces.
In the spherical case, there are vertex types p such that the combinatorial curvature Φ(p) of p is positive and K(a c (p), p) > 0. In the hyperbolic case, K(a c (p), p) = 0 for every vertex type p with Φ(p) < 0. So, we conjecture that Area max for regular hyperbolic polyhedral surfaces with g = 2 is greater than Area max for regular spherical polyhedral surfaces, and is close to 4π.
For
DeVos and Mohar [DM07] proved that any graph G ∈ PC >0 is finite, which solves a conjecture of Higuchi [Hig01] , see [Sto76, SY04] for early results. It would be interesting to classify PC >0 . For the set
is neither a prism nor an antiprism },
DeVos and Mohar proved that P < ∞ and asked the number
For the lower bound estimate of C S 2 , large examples in this class are constructed [RBK05, NS11, Ghi17, Old17], and finally some examples possessing 208 vertices were found. DeVos and Mohar [DM07] showed that C S 2 ≤ 3444, which was improved to C S 2 ≤ 380 by Oh [Oh17] . By a refined argument, in [Ghi17] , Ghidelli completely solved the problem.
Theorem 6.1.
(
Comparing with these results, we propose to determine
V and B g (3) for g ≥ 2.
A lower bound 11 of B 2 (3) is provided by a polyhedral embedding of the snark sn7 into S 2 , in the proof of Proposition 5.2. Embeddings of snarks to (non)orientable surfaces with higher genera have been studied [OPRS04, MV06, BK07, MSV08, Koc09, LC12] by algorithmic and/or structural approach, from the motivation of generalizing 4-color theorem. We hope these results are useful to give a lower bound of B g (3). Hyperbolic polyhedral surfaces enjoy more combinatorial structures than the spherical ones by Proposition 3.1. It is a challenge to compute effective numerical results for "almost" hyperbolic tilings, i.e., non-smooth hyperbolic polyhedral surfaces.
We do not know whether the algorithm (Algorithm 1) with 40 decimal digit representation of numbers is enough to confirm the value of κ. If the true value of κ has modulus less than 10 −40 , Algorithm 1 misses the true value of κ, because it computes κ as 2π minus a total angle ϑ where the decimal representations of 2π and ϑ coincide up to the first 40 digits. By the same reasoning, if the true value of κ is indeed K ac(29,55,55) (32, 43, 55) , then the number of significant digits of κ = −4.96239 · · · × 10 −11 is at most 40 − 11.
The idea of Algorithm 1 is the following: We reduce the number of (p, q) ∈ (AdP) 2 such that we compute the value of K ac(p) (q).
• We prove that
is increasing in a. In Algorithm 1, when the computed value of K ac(p) (q) is less than the tentative maximum, Algorithm 1 dispenses computing K ac(p ) (q) for p ≺ p.
• We prove that β(x, a) is increasing and concave in x. By this, Algorithm 1 checks inexpensively K ac(p) (q) > 0.
• By mean value theorem, we can know (p, q) that attains
Algorithm 1 tries to compute the maximum of max{K ac(p) (q) : p ≺ q, (p, q) ∈ AdP 2 , a c (p) < a c (q)} and (18).
For an integer x ≥ 3, β(x, a) is the inner angle β x,a of a regular hyperbolic x-gon of side length a.
(1) β(x, a) is increasing and concave in x. (2) ∂β ∂x (x, a) is positive and is decreasing in a.
Proof. Here x ≥ 3. So
Proof. In the argument of max, we have only to consider ≺-maximal p such that p ≺ q, by Lemma 3.3. Since q ∈ AdP, there is a strictly increasing sequence r 1 < · · · < r k (1 ≤ k ≤ 3) of integers in an interval [3, B 2 (3)] and positive integers n 1 , . . . , n k such that q consists of n i number of r i (1 ≤ i ≤ k). Thenp ∈ AdP is obtained fromq ∈ AdP by replacing exactly one component j ofq with j − 1, becausep is maximal. So K ac(p) (q) = β(j − 1, a c (p)) − β(j, a c (p)) = − ∂β ∂x (ξ, a c (p)) for some ξ (j − 1 < ξ < j). By Lemma A.2 and Lemma 3.3 (4), j = B 2 (3) and a c (p) is the maximum among suchp. Hence, we have the first equality. The inequality K ac(p) (q) ≤ κ follows from their definitions and Lemma 3.3 (4).
Definition A.4. Let cncv(f 1 , f 2 , f 3 , g 1 , g 2 , g 3 ) be
Lemma A.5. For p = (f 1 , f 2 , f 3 ), q = (g 1 , g 2 , g 3 ) ∈ AdP, cncv(f 1 , f 2 , f 3 , g 1 , g 2 , g 3 ) =⇒ K ac(f 1 ,f 2 ,f 3 ) (g 1 , g 2 , g 3 ) > 0.
Proof. By Lemma A.1 and a c (p) > 0, we only need to verify the following: {l, m, n} = {1, 2, 3}, m < n, f l ≥ g l & f m − g m > g n − f n > 0 =⇒ We prove (19) as follows: Suppose l = 1. Then, by Lemma A.2 (1), the premise f l ≥ g l of (19) implies By mean value theorem, this is ∂β ∂x (ξ 2 , a)(f 2 − g 2 ) − ∂β ∂x (ξ 3 , a)(g 3 − f 3 ) for some ξ 2 (g 2 < ξ 2 < f 2 ) and ξ 3 (f 3 < ξ 3 < g 3 ), where the premise of (19) implies f 2 > g 2 and g 3 > f 3 . By p, q ∈ AdP, f 2 ≤ f 3 . So ξ 2 < ξ 3 . By Lemma A.2 (1), ∂β ∂x (ξ 2 , a) > ∂β ∂x (ξ 3 , a). By the assumption f 2 − g 2 > g 3 − f 3 > 0, we have (19). The cases l = 1 are proved similarly.
Algorithm 1 computes κ, and consists of two subroutines alpha(f 1 , f 2 , f 3 ) and theta (A, g 1 , g 2 , g 3 ) , and one main routine M ain().
The function α(f 1 , f 2 , f 3 ) computes the fraction in the argument of arccos in (8), based on Kahan's method [Kah14, Gol91] for Heron's formula for Euclidean triangle. Kahan's method is robust against loss of significant digits according to the numerical experiment [Kah14, Table 1 
