The motion of an ion in an electrostatic wave propagating perpendicularly to a uniform magnetic field has been studied extensively'-, due to its relevance in various areas of plasma physics such as tokamak heating 8 , or space plasma physics'. The energization of ions by a single wave in a uniform magnetic field occurs when the ions' dynamics are chaotic. One distinguishes two cases in such single wave-particle interactions: "off-resonance", w 0 n , i.e., where the wave frequency w is not an exact integer multiple of the particle's cyclotron frequency Q; and "on-resonance" where o = nQ.
In the off-resonance case, it has been shown in Ref. 1 that, above a threshold wave amplitude, chaotic dynamics occur only above a certain minimum value of the particle's energy; this minimum energy decreases slowly with increasing wave amplitude. In the on-resonance case, the particle's phase space is characterized by a web structure which is chaotic even at small wave amplitudes 5 . We show here that the stochastic web phase space also has a lower bound below which the particle's dynamics is regular. In contrast with the off-resonance case, we show that this lower bound increases with wave amplitude. Thus, while the web phase space becomes more stochastic with increasing wave amplitude, increasing the wave amplitude also increases the required initial energy a particle must have in order to access the chaotic web for energization. Or, conversely, low energy particles can be made to access the chaotic web by lowering the wave amplitude.
The motion of a charged particle in a uniform magnetic field F = Boi and being perturbed by an electrostatic wave, E = Eo 0 sin(kx -wt), is given
where Q = qBo/m is the cyclotron angular frequency, and q and m are the charge and mass of the particle, respectively. We normalize time to Q-1 and length to k-', and define the dimensionless variables X = kx and r = Qt.
The normalized action and angle (I, 0) of the linear oscillator (obtained from 
n=-oo where e = (kqEo)/(mQ 2 ), v = w/, and Jn is the Bessel function of order n.
We now focus on the case when v is an integer. We show that the web structure, whose existence has only been derived for values of p > v, does not extend down to p = 0. We then compute, both numerically and analytically, the last orbit deduced form (2) that does not connect to the web. This last orbit is referred to as the lower bound of the web (LWB).
The fact that the web has a lower bound can be easily understood directly from the equations of motion. A Hamilton equation deduced from (2) gives dp
The first term on the RHS of (3) is at the origin of the existence of the web: keeping this term only in (3) yields the skeleton of the web structure'. when p -+ 0. Therefore, the term responsible for the web structure becomes negligible when p -+ 0, which implies that the web does not extend down to
An estimate of the lower bound of the web can be obtained by numerically solving the equations of motion deduced from the Hamiltonian (2). The value of the initial Larmor radius po is gradually decreased until the LWB is found.
Such a procedure is illustrated in Figures 1 and 2 .
As expected, the numerical results indicate that the orbit forming the LWB is regular. Such an orbit can be obtained from an integrable Hamil-tonian derived from (2) using perturbation theory. The procedure is similar to that used, for example, in proving the Kolmogorov Arnold Moser (KAM) theorem' 0 ". In this letter, we derive the LWB using perturbation theory, but, unlike in the KAM theorem, we do a perturbation analysis only up to second order in e. As will be shown, this leads to a very accurate description of the LWB. Thus, we do not aim to prove mathematically that for low enough initial values of the Larmor radius the variation of the action remains small for an infinite time but, rather, we explain analytically the numerical observations that the action remains nearly a constant for times very long compared to the cyclotron period (up to 106 cyclotron periods in the longest simulations).
The perturbation analysis is performed using the formalism of Lie transform'.
We follow the procedure detailed in Ref. duced to define the transformation operator is a "fake" time for the auxiliary dynamics defined by X, and is not related to the real time r in (2).
In order to carry out a perturbation analysis, we expand, following Deprit's method 3 , X in a power series in e:
The Hamiltonian (2) is already expanded in power series in e: H = Ho+sH1, where
n=-oo
In the new variables (1,0) the dynamics is given by a new Hamiltonian H that can also be expanded in power series in e +00 H = Ze'i .
(7)
i=O It is clear that Ho = Ho because when e = 0, (1,0) = (1,0).
Finally, we also expand the inverse transformation operator T-1 as a power series in e;
+00 -1= (8) i=O
where Tj-' is the identity since for e = 0 (1,0) = (1,0). For i > 1, it can be shown that Tj-' is defined by the recursion relation
z=O where Li = {xi, .}, and {.,.} stands for the Poisson bracket.
One of the results of Deprit's method is the relation between the Ai's, the Hi's, the Xi's and the T-1's: In (11), H, is chosen so that no secularity appears in Xi. Once A; is thus specified, (11) is solved for xi.
At first order in perturbation theory (i = 1), (11) becomes
aT ao
n=-Co
The only term that leads to secularities in x, is J,(p) cos v(0 -r). Thus, we 
The orbits of Hamiltonian (16) are obtained by solving H = const. Hence stopping at first order in perturbation theory yields nothing but the web structure. Therefore, in order to find the LWB, we have to go at least to the second order in perturbation theory.
To second order, (11) gives
Following the calculations in 6 we can show that, in order to avoid secularities in X2, we have to choose
where + pJ2x(p)dp.
From (19) and (21):
v()dp
Numerical calculations show that, when < v S 2 () < Si(3) . 
The original variables (I, 0) can be expressed in terms of (1, 0) by computing
the inverse Lie transform to first order:
Note that in order to obtain the transformed Hamiltonian f we kept the perturbation analysis up to second order, while for the calculation of the inverse Lie transform we only used the results to first order. This is due to the fact that at first order H contains only the term J,(p) which decreases, This shows the accuracy of the second order perturbation theory.
Using ( such that f,(Pmflo) = 1. If f m < 1, the value 3 = v can be reached.
As it is known that the web structure exists in the region of phase space corresponding to , ;> v, it follows that when f, < 1 a particle accesses the web and its dynamics is chaotic. Thus, we have a very precise analytic criterion for determining the lower bound of the web. We can determine numerically, with great precision, the value of )5o such that f, ~ 1. This allows us to find a very good estimate of the LWB. We then compute, for the orbit corresponding to our approximate solution of the LWB, the average, The method used to compute the LWB is only valid for small values of E.
Indeed, using a trapping idea, Karney and Bers' have shown that a particle's dynamics is stochastic when its Larmor radius is such that p > v -VF. Thus the perturbation theory breaks down when the LWB is for values of p larger than v -VE. For large values of e the lower bound of the stochastic region decreases with e. This effect is illustrated in Fig. 5 .
In conclusion, we have studied the interaction of a charged particle with an electrostatic wave propagating perpendicularly to a uniform magnetic field, for the case when the wave frequency is an integer multiple of the particle cyclotron frequency. We have shown that the web structure, which exists only in this on-resonance case, has a lower bound and does not extend to p = 0. For values of the wave amplitude such that the LWB is for p lower than v -VFE, we have obtained an accurate description of the LWB by using Lie perturbation theory up to second order. We find that the LWB moves to higher energies as the amplitude of the wave is increased. This implies that the dynamics of particles with low energies can be made chaotic as the wave amplitude is decreased.
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