Introduction
Computer-aided maintenance of technical objects is applied since the 1980s of the previous century. During these years the XCON system was created, which was the first system intended for computer-aided configuration process of VAX computers in company DEC [1] . From that moment on there has been a technological progress which currently manifests itself in the increasing miniaturisation of the computer software, increasing its mobility. It opens new possibilities as regards using a computer in supporting maintenance activities of technical objects, in the case of which it was impossible so far due to the lack of place.
An example of new possibilities of maintenance support might be a prototype of a portable maintenance aircraft support system described in the article [4] , in which a tablet serves as a portable computer. Unfortunately, this solution, apart from some obvious advantages, characterises itself with a drawback that to operate a tablet both hands are needed. In some maintenance activities, such as e.g. the maintenance of antenna column of the radar station, this fault eliminates the possibility to apply the suggested device.
In the aforementioned case, it is indispensable to use a computer software based on the concept of the so-called wearable computers, with which the communication takes place by using the so-called reality-based interfaces (RBI), otherwise known as reality user interfaces (RUI). Such type of interface might be designed with the use of Kinect motion sensor [5] .
In the Air Force Institute of Technology 1 , the possibilities of such type of device as an interface in the aircraft diagnostic simulator were examined. As a result of executed works, it was possible to control the aircraft maintenance by using a hand gesture. It was connected with the development of motion sensor maintenance by adding image recognition algorithms. As the image recognition method, the ViolaJones algorithm was applied. This algorithm, despite being originally developed to recognise face, might also be used to detect traffic signs or commercial labels [8] . Initial, positive hand recognition results enabled to check the possibilities of using the Viola-Jones algorithm to identify different hand gestures.
This article portrayed the theoretical bases of Viola-Jones method and its practical use to detect hand gestures.
Theoretical bases of recognition based on Viola-Jones method
Image recognition based on Viola-Jones method consists of two stages: 1. sensor training, which means developing a model which describes a certain pattern of the object; and 2. recognition conducted on account of previously defined detector.
The detector is built from a cascade, the so-called strong classifiers which are created using the Adaboost algorithm [7] .
Adaboost algorithm
The fundamental notion associated with the Adaboost algorithm is the concept of Haar-like features. They are determined on the basis of the so-called Haar wavelets, which is a sequence of rescaled "square-shaped" functions, which together form a wavelet family (a wave-like oscillation). They serve as a basis, from which the square might be created (obviously after a certain shift). In two dimensions the square wave is a pair of adjacent squares, where one of them is symbolically designated in white and second in black. The numerical value of a wavelet is described as the difference of the average value of pixels in white area and pixels in black area. Fig.1 showed the part of fundamental, different Haar-like patterns (A1-F1) from the whole family consisting of 22 patterns.
The Adaboost algorithm applies Haar-like features constituting a scalar product of image and selected Haar-like patterns. For image I with the size of N I xNI pixels, there are m patterns with sizes of x , where f is feature index and ≤ . The Haar function which combines the image with B1 pattern might be presented as follows [7] :
where:
π -feature numerical value, i, j -column and row indexes. Fig.2 shows the mechanism of obtaining the value of one of Haar function for B1 pattern. In this case the pattern size is the same as image size, that is = .
Fig. 2. The mechanism of obtaining Haar function for B1 pattern
With the use of Haar-like features a decision stump is created. This function is defined in the following way [7] :
πf -value f-of this element of Haar function vector,
x -element of set of X training samples, τ -value of threshold, C -label: C ∈{-1,1}.
Every decision stump is associated with a weighted error rate, which is defined as follows:
t -training round, n -number of training samples, y -value of label from label sets C, wi(t) -value of weight for i-this sample in round t.
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During the Adaboost algorithm is running ( fig. 3 ), for every decision stump a weighted error rate is adequately minimised by appropriate matching of threshold τ and label C (2). If, after the minimisation, its value is lower from the acceptable error rate, assumed as a training parameter, then a decision stump is adopted as a weak classifier. Having conducted the update of weights w there is a next training round t. The update of weights takes places in accordance with the following equation:
Fig. 3. Flow chart of the Adaboost algorithm
Having completed the training process the resulting classifier H(x) is created and it constitutes a linear combination of weak classifiers ℎ ( ):
Adaboost algorithm allows to select a classifier (5) ensuring to properly select objects. Its drawback consists in generating a high number of false detections. To limit them, a high number of samples is required for its training. It results in the prolongation of the training process as well as the extension of the subsequent recognition process. To remove this drawback, Paul Viola and Michael Jones suggested applying cascade of less complex, less "accurate" classifiers which require significantly less time for its training.. When the algorithm is running, these classifiers are subject to optimisation and evaluation with the use of confusion analysis, in the process of empirical validation on set of training samples X.
Validation and cascading of classifiers
To evaluate the classifier the error analysis was made. This method was utilised by assessing the quality of binary classification during the process of classification of images and it resulted in the confusion matrix. The table of confusion consists of two "classes": a class indicated by the classifier and class of origin (tab. 1). In the case of binary classification a number of possible decisions that might be taken are narrowed to two labels: positive and negative. Data belonging to the actual class, designated by labels: positive and negative, are subject to verification and then assigned to the predicted class. The result is a table, which rows correspond to the actual decision classes and columns correspond to decisions estimated by the classifier. Both of the aforementioned ratios are applied when Viola-Jones algorithm is running to estimate two training parameters:
• the error rate of false detection -ε � ,
• the rate of correct detection -1 − ε � .
Each of the abovementioned parameters has its target value:
• the expected rate of false detection -ε • the expected rate of detection -1 − ε Fig. 4 describes the flow chart of the Viola-Jones algorithm. For reasons of simplification, to define the error rate ε � and ε � the common general designation was adopted -ε �. Similarly, in the case of ε and ε a common general designation was adopted -ε. The input data, except for the abovementioned parameters, is a set of training samples {xi: xi∈X} provided with labels yi∈{-1,1}.
Viola-Jones algorithm for every cascade stage p, by using the Adaboost algorithm, minimises the error rateε � , estimated in the process of classifier's validation, by modification of shift sp , introduced to the formula of resulting classifier (5):
where: p -cascade stage, Tp -number of Haar-like features for the given cascade stage, sp -cascade shift
For the minimum value ε � the value of error rate is estimated ε � in the process of detector validation :
where: p -cascade stage,
Fig. 4. Flow chart of the Viola-Jones algorithm
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If the error rate ε � will fulfil the condition:
The detector will be extended to the next cascade stage. Otherwise, the algorithm stops running and as a number of cascades K the current value of p is adopted. Fig.5 . shows the performance of the defined cascade of classifiers. At every cascade stage, the samples that do not contain objects with ratio 1-ε are rejected.
Fig. 5. The performance of cascading classifiers
It follows from the above considerations that e.g. by the application of the cascade of seven classifiers with the ratio ε equalling 0.4 a total error of false detection with the value of 0.0016 might be obtained. It shows how effectively the number of false detections might be reduced, by using classifiers having a relatively high ratio ε . To achieve such classifiers a relatively small number of training samples (thousands) is required and training time is short (few minutes). It has an impact on short detection time, what enables to implement the algorithm in real time.
The implementation of gesture recognition algorithm
Point 2 described the principle of the image recognition algorithm based on the Viola-Jones method. This point will outline the implementation of gesture recognition algorithm pursuant to the Viola-Jones method by using OpenCV software [2] .
OpenCV (Open Source Computer Vision) is a library of programming functions mainly aimed at real-time computer vision. The library is free for use under the open-source BSD license. It is applied in processing the image in real time. OpenCV is a cross-library supporting a wide range of programming languages, such as C++, Python, Java etc. and is available on different platforms such as Windows, Linux, OS X, Android, iOS and others.
Training of gesture classifier
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To obtain positive sample for the selected patterns the following activities were done: the image of a pattern was randomly scaled down and superimposed on 1000 randomly chosen negative samples with the use of opencv_createsamples application. The example of the positive sample was depicted in fig.7 .
The result of training are detectors for gestures "thumb up" and "fist". The training of each classifier was conducted for a different expected error rate of false detection ε equalling 0.3, 0.35 and 0.4. As a result of training three detectors for "fist" gesture and three detectors for "thumb up" gesture were obtained. Fig. 7 . The example of a positive sample generated by command the opencv_createsamples "fist" "thumb up"
Evaluation of gesture classifier
To assess classifiers the opencv_performance application from OpenCV library was put into application.
Due to training the classifier the confusion matrix (tab.1) is acquired, from which it is possible to read in how many cases the model correctly classified test data, in how many cases it made an error and what kind of errors that were.
To evaluate the quality of classifier the ROC curve (Receiver-Operating Characteristic) is used, which is connected with radar technology from the period of the II World War. In the case elaborated in this article, the ROC curve defines the relationship between two training parameters: TPR and FPR [1] .
Pursuant to [3] , to plot a ROC curve, TPR and FPR ratios are used, which are calculated from equations (7) and (8). It stems from the formula that to calculate them it is indispensable to know about all decisions taken by the classifier, i.e. TP, FP, FN, TN. Due to the lack of knowledge on the number of correctly classified images from class K N i.e. TN, to draw a ROC curve, the ratio of correctly classified images from KP -TPR class was applied, according to the formula: The obtained results were compiled in fig. 8 and 9 . Each of them shows three ROC curves for the acceptable error rate ε ∈{0.3, 0.35, 0.4}. A measure of the quality of detector is a field under the curve ε. According to the figures provided, this field gets increased along with the decrease of the acceptable error rate. The exception is a ROC curve for ε = 0.40, for which this surface is bigger than the surface under the curve ε = 0.35.
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The implementation and results of recognition algorithm
To test the detector performance the application was developed, which uses OpenCV library. The application was written in C++ language and based on Microsoft Visual 2015 environment. The application performance was presented in fig.10 . Fig. 11÷14 covered the results of gesture detector programme for different cases.
The application correctly identifies the appropriate gestures (marked with a red square) providing that the hand position most correctly corresponds to the pattern position, what might be troublesome for the user. The more "accurate" the detector is (i.e. with a low acceptable error rate), the bigger the difficulties are.
Fig. 10. Block diagram of recognition process
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Summary and conclusions
The article demonstrated the method of gesture recognition depending on Viola-Jones algorithm. This method applies the so-called cascading classifiers, that
The analysis of the possibility of using Viola-Jones algorithm to recognise hand... 125 is the pattern descriptors illustrating their relevant features. Classifiers are created in the process of the so-called training-learning. For this process, an adequate number (few thousands) of sets of image samples is required. In the process of creating the classifiers the OpenCV application software was utilised (version 2.4.11), on the basis of which two cascades of classifiers were determined as detectors of static gestures: "thumb up" and "fist".
To evaluate the quality of a classifier the ROC (Receiver-Operating Characteristic) curve was plotted. The research included three values of the acceptable error rate of false detection for every cascade classifier -ε ∈ {0.3, 0.35, 0.4}. The measure of detector quality was a surface area limited by the curve ε . For the purpose of testing the classifiers' performance the application was developed, which uses version 3.0.0. of the OpenCV library. For every gesture the application employed separate files of detectors.
As a result of the conducted research it can be concluded that the detectors which were subject to training recognise gestures very well and the application that uses them, operates in the real time. The apparent limitation is a condition that a hand gesture shall not differ significantly from pattern gesture (it is also essential to ensure appropriate lighting). These conditions enable a correct recognition and they require some effort from the user. Other problem consists in false detectionsthey occur less frequently in the case of "accurate" classifiers, more trained with the acceptable error rate of false detection of a single classifier ε = 0.3. In this case it is becoming more and more difficult to properly place a hand. Less accurate classifiers experience the opposite phenomenon; the gesture is recognised quicker, however there are some false detections.
Summing up the above considerations it can be stated that the presented method might be applied in interface software based on RBI (Reality-Based Interface) reality in systems of computer-aided maintenance of technical objects. 
Analiza możliwości wykorzystania algorytmu
Violi-Jonesa do rozpoznawania gestów dłoni w komunikacji bezpośredniej człowiek-maszyna
Wstęp
Wykorzystanie komputerowego wspomagania obsługi obiektów technicznych jest stosowane od lat 80. ubiegłego wieku. W tych latach powstał system XCON, który był pierwszym systemem przeznaczonym do komputerowego wspomagania procesu konfiguracji komputerów VAX w firmie DEC [1] . Od tego czasu nastąpił ogromny skok technologiczny, który obecnie przejawia się m.in. w postępującej miniaturyzacji sprzętu komputerowego, zwiększającej jego mobilność. Otwiera to nowe możliwości, jeśli chodzi o wykorzystanie komputera we wspomaganiu czynności obsługowych obiektów technicznych, w których było to do tej pory niemożliwe ze względu na brak miejsca.
Przykładem nowych możliwości wspomagania obsługi może być przedstawiony w artykule [4] prototyp przenośnego systemu wspomagającego obsługę statku powietrznego, w którym funkcję komputera przenośnego pełnił tablet. Niestety rozwiązanie to oprócz oczywistych zalet ma tę wadę, że do obsługi tabletu wymagane jest użycie obydwu rąk operatora. W niektórych czynnościach obsługowych, takich jak np. obsługa kolumny antenowej stacji radiolokacyjnej, wada ta wyklucza możliwość zastosowania zaproponowanego urzą-dzenia.
W przedstawionym powyżej przypadku konieczne jest wykorzystanie sprzętu komputerowego opartego na koncepcji tzw. komputerów do noszenia (wearable computers), z którymi komunikacja odbywa się z wykorzystaniem tzw. interfejsów opartych na rzeczywistości RBI (reality-based interface), inaczej zwanych interfejsami rzeczywistości użytkownika RUI (reality user interface). Tego typu interfejs może być zrealizowany z wykorzystaniem detektora ruchu Kinect [5] .
W Instytucie Technicznym Wojsk Lotniczych 1 zbadano możliwości wykorzystania tego typu urządzenia jako interfejsu w symulatorze diagnostycznym statku powietrznego. W wyniku przeprowadzonych prac uzyskano możliwość sterowania obsługą samolotu za pomocą gestu dłoni. Wiązało się to z rozbudową obsługi detektora ruchu o algorytmy rozpoznawania obrazu. Jako metodę rozpoznawania obrazu wykorzystano algorytm Violi-Jonesa. Algorytm ten, choć pierwotnie był opracowany do rozpoznawania twarzy, może być także wykorzystany do rozpoznawania znaków drogowych czy też etykiet handlowych [8] . Wstępne, pozytywne wyniki rozpoznawania dłoni skłoniły do sprawdzenia możliwości wykorzystania algorytmu Violi-Jonesa do rozpoznawania różnych gestów dłoni.
W niniejszym artkule przedstawiono podstawy teoretyczne metody Violi-Jonesa oraz praktyczne jej wykorzystanie do detekcji gestów dłoni.
Podstawy teoretyczne detekcji opartej na metodzie
Violi-Jonesa
Rozpoznawanie obrazu opartego na metodzie Violi-Jonesa składa się z dwóch etapów: 1. Treningu detektora, czyli opracowaniu modelu opisującego pewien wzorzec obiektu oraz 2. Detekcji przeprowadzonej w oparciu o wcześniej zdefiniowany detektor.
Detektor zbudowany jest z kaskady tzw. silnych klasyfikatorów, które są tworzone za pomocą algorytmu Adaboost [7] .
Algorytm Adaboost
Podstawowym pojęciem związanym z algorytmem Adaboost jest pojęcie cech Haara (Haar-like features). Są one wyznaczane w oparciu o tzw. falki Haara, czyli sekwencyjnie przeskalowane kwadratopodobne funkcje, które razem tworzą falę (falopodobną oscylację). Stanowią one podstawę, z której można zbudować kwadrat (oczywiście po odpowiednim przesunięciu). W dwóch wymiarach fala kwadratu jest parą przylegających do siebie prostokątów, gdzie jeden jest umownie zaznaczony jako biały, a drugi jako czarny. Wartość liczbowa falki jest określona jako różnica średniej wartości pikseli regionu białego i regionu czarnego. Na rys. 1 wyróżniono sześć zasadniczych, różnych wzorców Haara (Haar-like patterns) A1-F1 z całej rodziny liczącej ponad 22 wzorce.
Algorytm Adaboost wykorzystuje cechy Haara będące iloczynem skalarnym obrazu i wybranych wzorców Haara. Dla obrazu I o rozmiarze NI xNI pikseli istnieje m wzorców o rozmiarach x , gdzie f jest indeksem cechy, a ≤ .
Funkcję Haara wiążąca obraz z wzorcem B1 można przedstawić następująco [7] :
gdzie:
π -wartość liczbowa cechy, i, j -indeksy kolumny i wiersza. Na rys. 2 przedstawiono mechanizm uzyskiwania wartości jednej z cech Haara dla wzorca B1. W tym przypadku rozmiar wzorca jest taki sam jak obrazu, czyli = .
Rys. 2. Mechanizm uzyskiwania funkcji Haara dla wzorca B1
Za pomocą cech Haara tworzony jest tzw. pień decyzyjny (decision stump). Jest to funkcja zdefiniowana następująco [7] :
πf -wartość f-tego elementu wektora funkcji Haara,
x -element zbioru próbek uczących X,
Z każdym pniem decyzyjnym związany jest ważony poziom błędu ε zdefiniowany następująco:
gdzie: t -runda uczenia, n -liczba próbek uczących, y -wartość etykiety ze zbioru etykiet C, wi(t) -wartość wagi dla i-tej próbki w rundzie t.
W trakcie działania algorytmu Adaboost (rys. 3) dla każdego pnia decyzyjnego ważony poziom błędu jest minimalizowany poprzez odpowiednie dobranie progu τ oraz etykiety C (2) . Jeśli po minimalizacji jego wartość jest mniejsza od przyjętego jako parametr uczenia, dopuszczalnego poziomu błędu, wówczas pień decyzyjny zostaje przyjęty jako słaby klasyfikator. Po przeprowadzeniu aktualizacji wag w następuje przejście do następnej rundy uczenia t. Aktualizacja wag odbywa się zgodnie z następującą zależnością:
I
Pf I·Pf
Rys. 3. Sieć działań algorytmu Adaboost
Po zakończeniu procesu uczenia tworzony jest wynikowy klasyfikator H(x), bę-dący liniową kombinacją słabych klasyfikatorów ℎ ( ):
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Algorytm Adaboost pozwala na wybór klasyfikatora (5) zapewniającego właściwe rozpoznawanie obiektów. Jego wadą jest to, że jednocześnie generuje bardzo dużo fałszywych detekcji. Aby je ograniczyć, do jego uczenia wymagana jest bardzo duża liczba próbek. Powoduje to wydłużenie procesu uczenia, a także wydłużenie później-szego procesu detekcji. Aby usunąć tę wadę, Paul Viola i Michael Jones zaproponowali zastosowanie kaskady mniej dokładnych -za to mniej złożonych i nie wymagających długiego czasu uczenia -klasyfikatorów [6] . Klasyfikatory te w trakcie działania algorytmu są poddawane optymalizacji i oceniane z wykorzystaniem analizy pomyłek, w procesie walidacji empirycznej na zbiorze próbek uczących X.
Walidacja i kaskadowanie klasyfikatorów
Do oceny klasyfikatora została wykorzystana analiza pomyłek. Metoda ta została zastosowana przy ocenie jakości klasyfikacji binarnej podczas klasyfikowania obrazów, a jej wynikiem była macierz pomyłek (confusion matrix). Tablica pomyłek zawiera w sobie dwie klasy: klasę wskazaną przez klasyfikator oraz klasę pochodzenia (tab. 1).
W przypadku klasyfikacji binarnej liczba możliwych do podjęcia decyzji jest zawężona do dwóch etykiet: pozytywnej i negatywnej. Dane należące do klasy rzeczywistej, oznaczone etykietami: pozytywna i negatywna poddane zostają weryfikacji, a następnie przypisane do klasy predykowanej. Wynikiem jest tablica, której wiersze odpowiadają rzeczywistym klasom decyzyjnym, a kolumny decyzjom przewidywanym przez klasyfikator. 
Tabela 1
Macierz pomyłek
Obydwa powyższe współczynniki są wykorzystywane w trakcie działania algorytmu Violi-Jonesa do estymacji dwóch parametrów uczenia:
• poziomu błędu fałszywej detekcji -ε � ,
• poziomu poprawnej detekcji -1 − ε � .
Każdy z powyższych parametrów ma swoją odpowiednią wartość docelową:
• oczekiwany poziom fałszywej detekcji ε , • oczekiwany poziom detekcji 1 − ε .
Na rys. 4 przedstawiono sieć działań algorytmu Violi-Jonesa. Dla uproszczenia, na określenie poziomu błędów ε � i ε � przyjęto wspólne ogólne oznaczenie -ε �. Podobnie dla ε i ε przyjęto wspólne ogólne oznaczenie -ε. Danymi wejściowymi oprócz wymienionych wyżej parametrów jest zbiór próbek uczących {xi: xi∈X} opatrzonych etykietami yi∈{-1,1}.
Algorytm Violi-Jonesa dla każdego poziomu kaskady p, wykorzystując algorytm Adaboost, minimalizuje poziom błędu ε � , estymowany w procesie walidacji klasyfikatora, poprzez modyfikację przesunięcia sp wprowadzonego do zależności na wynikowy klasyfikator (5):
