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1 Introduction
With advancement of mobile computing and Web 2.0 
technology, recent years have witnessed explosive growth 
of social images in scale, variety and complexity. Millions 
of images are uploaded onto different social networks on 
a daily basis, exemplified by Geo-coded photo services 
and online visual discovery tools. This provides people a 
great convenience to archive, share or exchange informa-
tion about their daily life. However, developing retrieval 
techniques to facilitate effective management and explo-
ration of such huge image collections has been a big 
research challenge for a long time [8, 14, 15, 17, 27, 28]. 
In general, traditional image retrieval methods can be cat-
egorized into two independent paradigms: content-based 
image retrieval (CBIR) and text-based image retrieval 
(TBIR) [11, 56]. In CBIR, low-level visual features 
extracted from the images are used as content representa-
tion for different purposes, such as indexing and search-
ing [54]. In the last two decades, CBIR has been a very 
active research domain. Various kinds of visual features 
have been proposed to model image contents [11]. In fact, 
to gain comprehensive image signature, it is impossible to 
only consider a single type of visual feature. Thus, multi-
ple visual feature combination becomes a natural solution 
for the problem [30, 63]. While the method is effective in 
some specialized image search applications, many issues 
still remain open [11].
The basic idea of the TBIR system is to leverage text 
annotations to describe the contents of images. Then, text 
retrieval techniques can be directly applied to support image 
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search [11, 56]. TBIR achieves better search performance 
over CBIR. However, the performance of TBIR relies on 
the quality of the text labels attached to each image. In 
many real applications, text annotations can be incomplete 
and biased. To improve the effectiveness and efficiency of 
image annotation, many automated approaches have been 
developed [20, 25, 71, 72] to label images with one or sev-
eral keywords. However, the keywords used are often lim-
ited to a small size of corpus derived from a well-annotated 
image collection.
Compared to traditional image retrieval systems, social 
image search engines need to face entirely different raw 
visual information, which contains many heterogeneous 
components (e.g., low-quality text content + images). Spe-
cifically, social images enjoy three unique characteristics:
–– Mass scale: social images sharing websites contain 
large-scale images and the scale is continuously grow-
ing. For example, the number of images hosted by 
Flickr reached 6 billion in August 2011 [45], and 3.5 
million new images were uploaded daily in 2013 [1].
–– Low-quality annotation: tag is one of the most impor-
tant components of social images. Generally, the user-
contributed text information is known to be ambiguous, 
incomplete and overly personalized [29, 34, 36].
–– Lossy and highly duplicated visual contents: for the 
same concept, we can observe a great variety of visual 
appearances in the relevant social images [54]. Besides, 
the visual quality of images could be also uneven, due 
to the variant photographic skills of different users and 
the physical conditions for acquiring the images.
–– All the characteristics make the development of efficient 
and effective social image search techniques very chal-
lenging. In real life, the notion of similarity is based on 
high-level semantic concepts. However, due to seman-
tic gap, low-level feature is unable to represent the con-
cepts accurately and comprehensively. Consequently, 
when using traditional CBIR schemes to search social 
images, the performance will degrade greatly. Besides, 
CBIR systems could return many duplicate or near-
duplicate images in social image search, which signifi-
cantly decreases users’ satisfaction on the search results. 
Efficiency is another big concern of CBIR methods due 
to the large-scale data size [19, 41]. On the other hand, 
the user-contributed tags provide a convenient way to 
index and search social images. Tag-based search meth-
ods have been widely used in existing social media 
platforms, such as Flickr and YouTube. However, the 
user-provided tags are usually noisy [29, 36] and lack 
importance or relevance level indications [33]. Besides, 
the numbers and quality of tags assigned greatly vary. 
These characteristics impair the performance of tra-
ditional TBIR methods when applied to social image 
search. It is critical to carefully study the perfor-
mance of classical text retrieval models (e.g., OKAPI-
BM25 [26] and vector space model [49]) on tag-based 
social image search.
On the other hand, how to construct query (either vis-
ual-based or text-based query) to effectively describe users’ 
search intents is another important research question. It 
is well known that the performances of different queries 
could vary over a large range in different image search 
engines [57]. Even for the same search intent, very differ-
ent search results can be obtained based on different que-
ries, especially for social image search, as various kinds of 
visual appearances can be associated with the same con-
cept. Particularly, in CBIR systems, images with different 
complexity levels cannot be represented consistently. Gen-
erally, it is difficult to represent the image query with com-
plex visual content. Consequently, the search performance 
for complex visual queries (e.g., crowd street view) will 
be poorer than relatively simple visual queries (e.g., blue 
sky). Therefore, studying the effects of visual complexity 
on the search performance is very crucial for developing 
high-performance social image search engine. In tag-based 
social image search, users often use one or two tags to rep-
resent their search intents. However, in most cases, one or 
two tags cannot completely represent users’ desired image 
contents. For example, when a user searches for a picture 
of seagull flying above a sea at sunset, he/she may use 
“sunset“ or “sunset, sea” as query and wish that the search 
engine would return what he/she exactly wants. Further-
more, users sometimes only have a rough idea about what 
they want. As a result, they cannot precisely describe their 
search intents. In such cases, interactive search becomes an 
effective tool to help users refine their queries to get satis-
fying search results. Automatic query expansion based on 
pseudo relevance feedback is a simple and effective method 
for interactive query refinement in information retrieval [4]. 
However, the performance of this method over social image 
search based on social tags has not been studied in deep 
previously.
Extensive research efforts have been invested into social 
image retrieval. Most of those efforts focus on developing 
new approaches or techniques to improve users’ satisfac-
tion on search accuracy [13, 16, 36, 61] or other aspects 
(e.g., result diversification or attractiveness [18, 62]). In 
contrast, little attention has been devoted to the funda-
mental research questions. The study of these fundamen-
tal research questions is crucial for the development of 
effective social image search systems. This study mainly 
focuses on the fundamental research issues related to the 
retrieval effectiveness of large-scale social image retrieval. 
The research questions we address include:
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1. How do the CBIR systems perform on large-scale 
social image search by using a single type of visual 
feature? How much search accuracy can be improved 
by combining multiple types of visual features?
2. How does the performance of the classical TBIR meth-
ods, such as OKAPI-BM25 [26] and TF-IDF based 
vector space model (VSM) [49], on social image 
search by using user-provided tags? How much search 
accuracy can be improved by leveraging visual features 
with textual features?
3. How does the visual complexity influence the search 
performance of CBIR systems? And how does the 
automatic tag-based query expansion affect the search 
performance of social image retrieval?
The answers to these questions can help us understand 
the effectiveness of different information evidences in 
social images search and gain deep insights about the core 
research problems related to the development of effective 
and efficient social image search engines. A social image 
test collection with carefully selected large set of queries 
is constructed to facilitate the experimental studies. The 
effectiveness of textual features of social tags, different 
types of visual features and their combinations on social 
image search has been carefully studied and analyzed. To 
explore the influence of visual query complexity on social 
image retrieval, a novel framework is proposed to quanti-
tatively measure the image query complexity. Besides, to 
investigate the effects of automatic text query expansion on 
search performance, a pseudo relevance feedback method 
is used to automatically expand the initial query terms with 
social tags.
While parts of this work have been published in [7] 
and [52], this paper extends previous studies from several 
aspects and presents a much more comprehensive study 
of the effects of multiple information evidences on social 
image search. Firstly, a more comprehensive study is con-
ducted to analyze the performance of several types of vis-
ual features and their combination in social image retrieval. 
Besides, the performance of query expansion with social 
tags using pseudo relevance feedback has not been studied 
in previous studies. In summary, the main contributions of 
this paper are as follows.
–– We study the effects of multiple individual information 
evidences and their combinations on large-scale social 
image search, including six popular low-level visual 
features and textual features based on social tags. To the 
best of our knowledge, this is the first extensive empiri-
cal study on the performance of traditional CBIR and 
TBIR techniques on social image search. The results 
not only provide baseline, but also obtain fundamen-
tal knowledge about social image search to promote 
the development of advanced social image retrieval 
algorithms.
–– We propose a quantitative metric to measure the com-
plexity of image query and investigate the relationship 
between image query complexity and search perfor-
mance. To the best of our knowledge, this is the first 
work on modeling visual query complexity quantita-
tively. The visual query complexity measure can be 
used to select the query for fair and robust evaluation of 
CBIR systems. It can help users to select visual queries 
for better search results.
–– We study the influence of visual query complexity on 
CBIR systems and the effects of automatic tag-based 
query expansion on the search performance of social 
image retrieval.
–– We construct a large-scale social image collection with 
associated social tags and carefully select a query set to 
facilitate the empirical study.
–– The rest of the paper is organized as follows. Section 2 
reviews the related works and Sect. 3 gives an overview 
of the whole empirical study. The retrieval systems and 
visual query complexity measurement are presented in 
Sects. 4 and 5, respectively. Section 6 introduces the 
experimental configurations and Sect. 7 describes and 
analyzes the experimental results. Finally, the paper is 
concluded in Sect. 8 with detail summary about key 
research findings and future work.
2  Related work
As an emerging technology to manage large digital image 
collections, image retrieval has been an active research area 
since the mid 70s of the last century. Extensive efforts have 
been devoted to various related research topics [11, 48, 
54, 74]. Comprehensive reviews on these topics are beyond 
the scope of this paper. Thus, this section briefly reviews 
the existing work on research directions and trends closely 
related to our study.
2.1  Social image retrieval
Most research efforts in social image search focus on tag-
based search methods. The quality of user-provided tags 
play important role in the performances of tag-based search 
methods [29, 34, 61]. Therefore, to improve the search per-
formance of tag-based image retrieval methods, various 
techniques have been proposed and widely studied. They 
include automatic image tagging [70, 71], retagging/tag 
refinement [36, 66, 75], and tag relevance learning [29, 33].
Tagging is a mechanism to assign text labels to the 
images for various purposes [44, 53, 61]. Traditionally, the 
tagging methods are proposed to assign labels to images 
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at the global level [20, 25, 58, 73]. In recent years, to 
cope with the diversity and arbitrariness of social images, 
increasing attention has been given to fine-grained tagging 
schemes [37, 71, 72], which aim at assigning tags to image 
at the local level (i.e., image regions). For example, Yang 
et al. [71] propose a method to encode individual regions 
by using the group sparse coding with spatial correlation 
among training regions. Retagging and tag refinement 
methods aim at assigning images with the tags which can 
give better description about the image content, because 
the user-provided tags are imprecise, incomplete and 
irrelevant. For example, Liu et al. [36] refine the tag qual-
ity using a collaborative tag propagation method, which 
propagates the information of tags along a particular tag-
specific similarity graph. Xu et al. [66] refine the tags by 
using a regularized LDA methods to estimate tag similarity 
and tag relevance jointly. Tag relevance learning methods 
estimate the relevant levels of different tags with respect to 
the image content. For instance, Li et al. [29] learn the rel-
evance scores of tags by a visual neighbor’s voting method. 
Liu et al. [33] rank the tags based on their relevance levels 
with respect to the targeted image. Zhu et al. [75] estimate 
the relevance score of tags by a proposed matrix decompo-
sition method. Besides, there are also other methods pro-
posed to improve the tag-based search performance. For 
example, in [69], a tag tagging method has been proposed 
to supplement semantic image descriptions to the existing 
tags by associating a group of property tags, such as color, 
size and position.
Besides the efforts in improving the performance of tag-
based image search, another direction for improving the 
social image search performance is to exploit the visual 
content together with text information. A popular method 
is to use the visual content to rerank the results returned by 
tag-based search methods [13, 35, 62]. The visual contents 
of images are used to refine the scores obtained by using 
tag information in [35]. Fan et al. [13] first estimate the rel-
evance scores of image clusters grouped for a targeted tag 
and then refine the scores via a random walk process. Wang 
et al. [62] present a diverse relevance ranking scheme by 
exploiting both visual contents and tags to rerank social 
images. More recently, Gao et al. [16] propose a visual-text 
joint hypergraph learning method to simultaneously utilize 
the textual and visual information of social images for rel-
evance estimation.
There are also research efforts devoted to other direc-
tions, such as query formulation [59, 67], result summa-
rization [60, 68] and diversification [62]. [59] presents 
an interactive image search system, which enables users 
to indicate the spatial distribution of colors in the desired 
images to enhance text-based image search. Similarly, a 
2D semantic map is proposed in [67]. The semantic map 
enables the users to clearly describe the spatial distribution 
of the targeted semantic concepts in the desired images. 
For the result summarization and diversification, Wang 
et al. [60] design a result browsing system, which summa-
rizes the search results with diversified representatives and 
organizes them in a tree structure to facilitate the brows-
ing of the search results. In [62], a diverse relevance rank-
ing scheme is proposed to consider both the relevance and 
diversity in social image retrieval.
All the above researches focus on developing new algo-
rithms or techniques in social image retrieval. However, 
little attention has been given to the study and analysis 
of the fundamental problems in social image retrieval, 
such as the performance of traditional content-based and 
text-based retrieval methods in large-scale social image 
datasets. There is a lack of systematic investigation on 
these fundamental research problems in large-scale social 
image retrieval. Comprehensive analysis can unveil what is 
important in social image retrieval and provide the insights 
about right directions to the research community. There-
fore, instead of proposing new techniques in social image 
retrieval, this article presents a comprehensive empirical 
study to analyze the effects of multiple information evi-
dences on large-scale social image retrieval based on tradi-
tional CBIR and TBIR methods.
2.2  Evaluation of social image retrieval
A reliable and robust evaluation is a major force to push 
forward the research and development of information 
retrieval-related techniques. In general, there are four 
essential components for a standard evaluation framework: 
(1) test collection; (2) test query set; (3) ground truth for 
the query set; and (4) evaluation metrics. The test col-
lections should be representative for the targeted image 
retrieval datasets. In social image retrieval, test collections 
should reflect the characteristics of social images. Thus, the 
general requirements for the test collections of social image 
retrieval should at least reflect the properties of large-scale, 
broad visual concepts, diverse visual appearances and noisy 
social tags. There have been several social image datasets 
public for social image retrieval evaluation, such as NUS-
WIDE [9] and MIRFLICKR [24].
The query set should be general enough to cover vari-
ous types of queries that could be issued by users in real 
life. Thus, the query set should contain queries in differ-
ent difficulty levels (the difficulty should be independent of 
retrieval methods). Besides, the query set cannot be favora-
ble to certain search algorithms [52]. Therefore, to select a 
query set for comprehensive and fair evaluations, it is nec-
essary to estimate the search difficulty of each query in the 
selection of test queries. Many query difficulty estimation 
studies have been reported in the text document retrieval 
domain, while few image query difficulty estimation 
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methods have been proposed. Moreover, the proposed 
image query difficulty estimation methods are not suit-
able for the test query selection (as discussed in Sect. 2.3). 
As a result, the consideration in query set construction for 
comprehensively and fairly evaluating different retrieval 
systems is generally ignored in existing image retrieval 
evaluations.
As it is not necessary and impossible to assess the rel-
evance of all images in the test collection with respect 
to each query in the query set, pooling method is usually 
used to generate the ground truth for the query set. In the 
pooling method, the top results of all retrieval methods are 
aggregated and assessed. Although the evaluation metrics 
and pooling method are standardized, the assessment of 
the relevant image content with respect to a query is usu-
ally subjective. Thus in the assessment of image relevance, 
several human annotators are required to assess the relevant 
level of an image with respect to a query. Moreover, to 
reduce the bias caused by subjective assessments, the que-
ries are usually required to be visible concepts so that they 
can be clearly observed in the images [7, 29].
Typically, users only pay attentions to the top search 
results and there are often a large number of relevant 
images in social image datasets for a query. In such cir-
cumstances, recall becomes meaningless in the evaluation 
of social image search performance. P@N and MAP@N 
are the commonly used evaluation metrics in social image 
retrieval evaluation, P@N the precision for top N results 
and MAP@N the mean over the precision values after each 
correct result in the top N results. Another popular evalua-
tion metric for evaluating social image search performance 
on accuracy is discounted cumulative gain (DCG@N), 
which considers the relevance levels of the top results.
2.3  Image query complexity
The measure of image query complexity is to estimate the 
difficulty or predict the performance of an image query. 
In text document retrieval, query difficulty estimation 
(QDE) is an important research topic and has been exten-
sively studied for many years [3, 10, 22]. QDE methods 
can be categorized into two approaches: pre-retrieval and 
post-retrieval. Pre-retrieval methods predict the query per-
formance by analyzing the properties of the search query 
and the data collection. On the other hand, post-retrieval 
methods analyze the retrieved results to estimate the per-
formance. Many approaches have been proposed for both 
methods [3, 10, 21, 22] in text information retrieval. How-
ever, few studies have been conducted on estimating image 
query difficulty.
Li et al. [31, 32] estimate the query image difficulty 
by analyzing the clarity score, spatial consistency of local 
features and the appeared consistency of global features 
between the query image and top results. Tian et al. [57] 
model the query difficulty prediction as a regression prob-
lem by using several characteristics of the search results. 
Nie et al. [43] predict the search performance of image 
query by estimating the relevance probability of each 
image in the results. All the above approaches are post-
retrieval methods, relying on analyzing the characteristics 
of returned results. Xing et al. [65] propose a pre-retrieval 
method by using textual features associated with images. 
All of these methods are not suitable for the task of select-
ing visual queries for fair comparisons between differ-
ent CBIR systems. The post-retrieval methods can only 
estimate the query difficulty based on the returned results 
of a retrieval system, while the performances of a query 
obtained by different retrieval systems could be very dif-
ferent. Different from the previous method, our method can 
estimate the retrieval difficulty of a query by only analyzing 
the complexity of the query’s visual content with respect to 
the dataset (Table 1).
3  Overview
This study empirically investigates the effects of multiple 
information evidences on large-scale social image retrieval. 
The considered information evidences include six types of 
widely used visual features, textual features based on social 
tags and the combinations of multiple visual features and 
Table 1  Summary of symbols and definitions
Symbols Definitions
D Social image collection
C Codebook of visual words of collection D
I Image in collection D
wn Word sequence {w1, w2, ...,wn} of an image
q Query in the query set
nt Number of images tagged with tag t
lI Number of tags of image I
lavg Average number of tags of images in D
svi Visual similarity score of a SCBIR
wi Weight coefficient of svi in MCBIR
Sv(q, I) Visual similarity score obtained by MCBIR
St(q, I) Textual similarity score obtained by TBIR
wv Weight coefficient of Sv(q, I) in the multimodal based 
retrieval system
S(q, I) Similarity score of multimodal based retrieval system
C(I) Complexity of an image I
H(I) Entropy of an image I
P(wn) Probability of {w1, w2, ...,wn} over D
P(wk |wk−1) Conditional probability of code wk given previous word 
sequence wk−1
514 Z. Cheng et al.
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multimodal features. Besides evaluating the search perfor-
mance of those information evidences in traditional CBIR 
and TBIR methods, we also study the influence of text 
query expansion and visual query complexity on the search 
performance in terms of accuracy.
Figure 1 gives an overview of this experimental study. 
A set of retrieval systems have been developed based 
on different information evidences, including (1) seven 
content-based image retrieval systems—six of them use a 
single type of visual feature (called SCBIR for short here-
after) and one combines the six single types of visual fea-
tures together using a late fusion method (called MCBIR 
for short hereafter); (2) two text-based retrieval systems 
based on raw tags—OKAPI-BM25 [26] and vector space 
model [49]; (3) a multimodal-based retrieval system utiliz-
ing both the visual and textual features. As these retrieval 
systems rely on different visual and textual features, they 
can be used to study the effects of different informa-
tion evidences on social image retrieval. Specifically, the 
SCBIR and TBIR systems are applied to study the effects 
of individual information evidences on social image 
search. MCBIR and the multimodal-based retrieval sys-
tem are used to examine the potentials of feature fusion on 
search performance improvement. Besides, to gain a good 
understanding of the effects of visual query complexity, 
a quantitative metric for the measurement of visual query 
complexity is proposed based on “bag-of-visual-words” 
representation of images. On the other hand, the effects of 
automatic query expansion by social tags are studied via 
examining the performance changes by adding different 
numbers of social tags to the text query in the multimodal-
based retrieval system. We use a pseudo relevance feedback 
method to expand the text query with social tags.
4  Retrieval systems
This section gives a detailed introduction about each mod-
ule on the retrieval system used for our empirical study.
4.1  Content-based retrieval systems
In CBIR systems, visual features and similarity measure-
ments are the two most important components, which can 
directly affect the retrieval accuracy. Different visual fea-
tures enjoy different capabilities in representing different 
characteristics of visual contents in an image, and how to 
select suitable similarity measure for certain search task is 
still an open research question. As discussed, social 
images contain a great variety of visual contents, and the 
performances of different types of visual features on 
social image search have not been systematically studied. 
In this study, the performances of six types of widely used 
visual features on social image search have been investi-
gated. As a single type of visual feature hardly represents 
well all the visual contents,1 the combination of multiple 
visual features is also studied. Next, we first introduce the 
retrieval systems based on individual visual feature 
(SCBIR) and then describe the retrieval system utilizing 
multiple visual features (MCBIR). Particularly, we give a 
very comprehensive introduction about each individual 
visual feature in SCBIR and the late fusion method used 
in MCBIR.
1 Note that a particular type of visual feature may work very well for 
certain types of visual queries. In this study, we focus on the search 
performance of different visual features on general queries.
Fig. 1  Overview of our empirical study framework
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4.1.1  Retrieval systems based on individual visual feature
In each SCBIR system, an individual visual feature is used. 
The six individual visual features are color histogram (CH), 
color auto-correlogram (CA) [23], Gabor texture (GT) [38], 
Tamura texture (TT) [55], edge histogram (EH) [46] and 
64D Global feature (GF) [29]. These features cover the 
commonly used features in global and local scale. In the 
following, we introduce these visual features and their cor-
responding distance measurements.
64D Color histogram The color histogram is an effec-
tive and commonly used representation of the color con-
tent, usually serving as the baseline feature in CBIR sys-
tems. In our implementation, standard RGB color space is 
used and the color space is divided into 64 partitions. The 
number of pixels within each partition is counted to com-
pute the histogram bin of the corresponding color. As sug-
gested in [12], Jeffrey divergence or Jensen–Shannon diver-
gence (JSD) is used to compare the color histograms.
144D Color auto-correlogram [23] The color auto-
correlogram is the visual feature to characterize the global 
distribution and the spatial correlation of pairs of colors 
together. Suppose S is the entire set of image pixels in an 
image I. By quantizing S into m colors {c1, ..., cm}, the auto-
correlogram of I is defined as
where i, j ∈ {1, 2, ...,m} and P[p ∈ Scj ] are the probabil-
ity that the color of the pixel is cj. |p1 − p2| is the distance 
between pixels p1 and p2. k ∈ d and d is fixed as a priori. 
Auto-correlogram only considers the spatial correlation 
between identical colors. Colors in the HSV color space are 
quantized into 36 bins. The distance metric d = {1, 3, 5, 7} 
is used to compute the auto-correlogram. Accordingly, the 
dimension of the color auto-correlogram is 144. Manhattan 
distance measure is used for this feature [23].
72D Gabor texture [38] We use a Gabor wavelet to 
extract Gabor features at multiple scales and directions. 
The mean and standard deviation of the filter responses 
are calculated [12]. We extract Gabor features in six dif-
ferent orientations and six different scales, resulting in a 
72-dimensional vector.
Tamura texture [55] This descriptor contains six tex-
ture features: coarseness, contrast, directionality, line-like-
ness, regularity and roughness. It has been shown that the 
first three features are very important [12]. Thus, we create 
a histogram for coarseness, contrast and directionality to 
describe the texture and compare the histograms (of differ-
ent images) using JSD as described in [12].
150D Edge histogram [46] This descriptor extends 
80D local edge distribution defined in MPEG-7 to include 
5D global and 65D semi-global edge histograms. The 
(1)r
k
ci ,cj
(S) = P(p1∈Sci ,p2∈S)
[p2 ∈ Scj ||p1 − p2| = k],
edge histogram represents the spatial distribution of five 
types of directional edges, namely four directional edges 
and one non-directional edge. Each image is partitioned 
into 4× 4 sub-images. Each sub-image is then divided 
into small square image blocks. Five directional edges 
are extracted from the image blocks. Then the numbers 
of the five edge types in a sub-image are defined as the 
histogram bins for this sub-image. The bins for global 
and semi-global histograms can be directly obtained from 
local histograms [46].
64D Global feature [29] It includes three different 
kinds of visual features: 44D color correlogram, 14D color 
texture moment and 6D RGB color moment. Three features 
are extracted from each image and separately normalized 
into unit length. Then, we form the final 64D feature via 
line concatenation. Euclidean distance is used as the simi-
larity measurement [29].
4.1.2  Retrieval system based on multiple visual features
MCBIR combines the six types of visual features described 
above together using a late fusion method. Specifically, for 
a visual query, each SCBIR obtains a similarity score for 
an image in the database. The similarity scores of an image 
computed by the SCBIR systems are separately normal-
ized using MinMax [51] and then linearly combined using 
CombSUM [51, 63] with pre-defined weights to compute 
the final similarity score for the image. In our study, the 
similarity score is converted from distance by s = 1− d, 
where s and d denote the similarity score and the corre-
sponding distance, respectively. Formally, for an image I, 
its final similarity score with respect to the query q is
where svi is the score returned by the ith SCBIR system. 
wi is the weight assigned to the system and 
∑
wi = 1. The 
weights are optimized by using Coordinate Ascent method, 
which has been proven to be effective [40, 63]. An advan-
tage of this method is that it can be optimized directly on 
average precision (AP) with randomly initialized weights to 
find a local optimum. Global optimal values can be gained 
via multiple randomized initialization. Detailed description 
of this method can be found in [40].
4.2  Text-based retrieval systems
Social images are usually accompanied with annotations, 
such as title, tags, descriptions and comments. As tag-
based search has been widely used in existing commercial 
systems such as Flickr and Youtube, tags are used as the 
textual information source in text retrieval systems in this 
(2)Sv(q, I) =
6∑
i=1
wi · svi ,
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study. To compute the similarity of images, two popular 
TBIR models are applied:
OKAPI-BM25 model [26] It is a classical text retrieval 
framework and has been widely used as a baseline 
method [29]. The relevant score of an image I with respect 
to a query q is computed as:
where qtf (t) is the frequency of term t in the query q and 
tf (t) is the frequency of term t in the tag set of image I. 
idf (t) is the inverse document frequency of t calculated as 
log(
|D|−|nt |+0.5
|nt |+0.5
), where |nt| is the number of images labeled 
with t. lI is the number of tags in the image I, and lavg is the 
average number of tags of all images in D. In our study, k1 
is set to 0.2 [26] and b is set to 0.75 [39].
Vector space model (VSM) VSM is the other text-based 
approach used in this study. The classical TF-IDF weight-
ing scheme is used in this study. This method has been 
widely used as text-based image retrieval baseline in litera-
ture [2, 6]. In this model, the relevant score is computed as:
where wt,I is the term weight of term t in the image I, com-
puted as wt,I = tf (t) · log(
|D|
|nt |
). The computation of wt,q is 
analogous to wt,I.
4.3  Multimodal-based retrieval system
In the multimodal retrieval system, the same method 
described in Sect. 4.1.2 is used to exploit both the textual 
and visual features in retrieval. In our implementation, the 
MCBIR system and OKAPI-BM25 text-based method are 
used, because MCBIR obtains much better results than 
all SBCIR systems (as shown in Sect. 7.1.1) and OKAPI-
BM25 offers slightly better performance than VSM (as 
shown in Sect. 7.1.2). The similarity score of an image I 
with respect to query q is computed as
where Sv and St are the similarity scores returned by the 
MCBIR system and OKAPI-BM25, respectively. wv is opti-
mized with the Coordinate Ascent method.
4.4  Automatic text query expansion
To investigate the effects of text query expansion by 
social tags, an automatic query expansion method based 
on pseudo relevance feedback is embedded into the 
(3)
Sbm25(q, I) =
∑
t∈q
qtf (t)idf (t)
tf (t) · (k1 + 1)
tf (t)+ k1 ·
(
1− b+ b · lI
lavg
) ,
(4)Svsm(q, I) =
∑
t∈q wt,I ∗ wt,q√∑
t∈I w
2
t,I ∗
√∑
t∈q w
2
t,q
,
(5)S(q, I) = wv · Sv + (1− wv) · St ,
multimodal-based retrieval system. Particularly, a vot-
ing scheme is used to expand the text query with the most 
frequent social tags in the top search results. Specifically, 
based on the search results of each search round, the most 
frequent tags in the top 50 results are integrated to the orig-
inal text query. Then the updated text query is combined 
with the initial visual query to form a new query for the 
next search round. The initial text query is always kept 
for reducing the risk of topic drift. The effects of expand-
ing different numbers of social tags are explored in our 
experiments.
5  Visual query complexity estimation
5.1  Complexity definition
Image complexity metric is proposed to measure the com-
plexity level of image visual contents [52]. In this model, 
images are represented by a list of visual words or key-
blocks, which are similar to the words in text documents. 
A visual word corpus called codebook, which is simi-
lar to the word dictionary, needs to be precomputed. The 
construction of codebook includes three steps: (1) every 
image in the database is evenly partitioned into blocks with 
regular geometric configuration, such as cutting an image 
into nine equal rectangle blocks with three rows and three 
columns (represented as 3× 3 for short); (2) each block is 
represented by a low-level visual feature vector; and (3) a 
clustering algorithm, K-means, is then used to classify the 
blocks into clusters. The cluster centers are regarded as key-
blocks in the codebook.
With the generated codebook, an image can be repre-
sented by a matrix of indexes by replacing each block in 
the image with the index of the best match keyblock in the 
codebook. By transforming the matrix in a certain order to 
one-dimensional vector, the image is syntactically analo-
gous to a text document, which is essentially a list of terms. 
The image complexity is defined based on the concept of 
perplexity in information theory. The measurement of 
image complexity is expressed as
where H(I) is the entropy of an image I, which is esti-
mated based on the Shannon theorem [50]. Suppose that 
wn = {w1, w2, ...,wn} is a sequence of visual words in an 
image I in a database D, then the entropy is calculated as 
follows:
where P(wn) is the probability of wn over D. The key issue 
of image complexity computation is how to estimate the 
(6)C(I) = 2H(I),
(7)H(I) = −
1
n
log(P(wn)),
517Multiple query evidences of social image retrieval
1 3
probability of wn. Next, we introduce a statistical approach 
to approximate the probability.
5.2  Complexity computation
In the text documents, terms are associated with their 
neighbor terms to express semantic information. Images, 
as another important medium for people to represent and 
express information, and their visual contents should be 
also correlated and distributed in certain spatial configu-
rations to form the semantic information. Therefore, it 
is reasonable to assume that a block of an image is cor-
related with all the other blocks in the image. However, 
when the size of the codebook is large, it becomes prohibi-
tive to model so many relations. A common solution is to 
assume that the blocks are connected in the order from left 
to right and top to bottom [47, 64]. Under this assumption, 
each block is only conditionally dependent on its previ-
ous blocks. More general models can be developed by 
removing this constraint. This assumption is made for its 
simplicity.
Given an image I encoded with a codebook C, let wn 
denote the code string of I. Based on the chain rule, the 
probability is written as
where P(wk|wk−1) is the conditional probability of code wk 
given the previous code sequence wk−1.
It is still very difficult to accurately compute the con-
ditional probabilities in reality. A reasonable approxima-
tion is N-block model [47, 64], which is analogous to the 
n-gram language model in text processing. The assump-
tion of this model is that each keyblock only depends on its 
proximate vertical and horizontal neighbors. According to 
the degree of dependency on remote keyblocks, three popu-
lar n-block models are defined: uni-block, bi-block and tri-
block. In our previous study [52], bi-block model provides 
the most desirable properties on modeling image complex-
ity. Thus, we use bi-block model in this study. In bi-block 
model, the probability of a given code depends only on the 
preceding code. It can be expressed as:
The conditional probability of a bi-block model is com-
puted as follows. For ∀wk ,wk−1 ∈ C, if N(wk−1wk) > 0,
otherwise,
(8)P(wn) =
n∏
k=1
P(wk|wk−1),
(9)P(wn) =
n∏
k=1
P(wk|wk−1).
(10)P(wk |wk−1) =
N(wk−1wk)
N(wk−1)
(
1−
N(wk−1)∑
w∈C N(w)
·
1
|C|
)
;
where N(wk) denotes the frequency of a code string wk in 
the image database D. |C| is the number of keyblocks in the 
codebook. Since bi-blocks are sparsely distributed in the 
images, a small prior probability is assigned to an unseen 
bi-block wk−1wk for avoiding zero probability. Accord-
ingly, the amount of prior probability should be discounted 
from occurring in bi-blocks to satisfy the condition that 
the sum of probability is around 1 [64]. Note that other 
more sophisticated smoothing methods [5, 64] can be also 
applied here.
6  Experimental setup
In this section, we describe the test collections and the 
experimental setups.
6.1  Configurations for retrieval system evaluation
Test collection To conduct the experiments, we con-
struct a test collection with 100,000 images with the associ-
ated tags. The test collection is constructed in three steps: 
(1) more than one million labeled images are downloaded 
from Flickr by using random terms as queries; (2) 500 
most popular tags in the 1 million social image dataset 
are selected; and (3) each selected tag is used to randomly 
choose 200 images, which have to be labeled with the tag 
from the dataset to construct the test collection.
Query set In our experiments, a query consists of a query 
tag and an example image to facilitate different retrieval strat-
egies. To reduce the influence of query set on the retrieval 
performance, two criteria are held in query selection. First, 
the query concept should be clearly visible in image so that 
people with common knowledge can easily relate the con-
cept to the visual content [29], such as tiger, beach, sunset. In 
contrast, concepts such as autumn, london, beautiful cannot 
be used as query topics. This criterion is to reduce the influ-
ence of subjectivity during the relevance assessment process. 
Second, the search accuracy of a query could be affected by 
the number of relevant images with respect to it in the col-
lection, especially when relevant images are sparse. Since it 
is hard to obtain the accurate number of images related to 
each concept in such a large collection, social tags are used 
to estimate the number of images related to a query concept. 
For each query topic, there should be more than 200 images 
labeled with its query tag in the collection. Based on the two 
principles, 100 query concepts are selected. Some query 
examples are shown in Fig. 2.
Evaluation criterion Because users are generally only 
interested in the top results returned by search engines, 
(11)P(wk|wk−1) =
N(wk−1)∑
w∈C N(w)
·
1
|C|
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relevant images with respect to a query should be ranked 
as high as possible. Precision at n (P@n) is used as per-
formance evaluation metrics. P@n is the proportion of rel-
evant instances in the top n retrieved results, computed as:
 n = {10, 20, . . . , 50} is evaluated. In the presentation of 
result in Sect. 7, P@n represents the mean precision over 
all queries in the query set.
6.2  Configurations for visual complexity
The goal of this experiment is to study the effects of the vis-
ual query complexity on the search performance of the CBIR 
systems. In our experiments, images in the test collection are 
segmented into 6× 6 blocks. A codebook with 3600 key-
blocks is generated2. The query images are also cut into 6× 6 
blocks. Then the proposed image complexity metric is used to 
calculate the complexities of these visual queries. As MCBIR 
provides the best performance in all CBIR systems (as shown 
in Sect. 7.1.1), its results are used to analyze the relationship 
between visual query complexity and search performance.
7  Experimental results
This section presents and analyzes the experimental results. 
Firstly, the search performances of the retrieval systems 
(12)P@n =
No. of relevant images in top n. results
n
2 The configurations of 6× 6 blocks and the size of codebook are 
empirically set based on the results in [52].
are presented in Sect. 7.1. In the next, the effects of visual 
query complexity in the MCBIR system are reported in 
Sect. 7.2. Finally, the effectiveness of automatic tag-based 
query expansion using pseudo relevance feedback on social 
image search is examined and analyzed in Sect. 7.3.
7.1  Performance of retrieval systems
The search performances of different CBIR systems are 
presented and compared in Sect. 7.1.1, and then the per-
formances of TBIR systems and the multimodal-based 
retrieval system are analyzed in Sects. 7.1.2 and 7.1.3, 
respectively.
7.1.1  Performances of the CBIR systems
The search performances based on different types of vis-
ual features on social image search are presented in Fig. 3 
and Table 2. The capital letter (e.g., EH) in the figure and 
table denotes the corresponding SCBIR system using this 
type of visual feature. From the results, it is easy to find 
that the SCBIR system using global feature (GF) obtains 
the highest search accuracy, while the global feature itself 
is a combination of three types of color features (color 
correlogram, color texture moment and color moment). 
Among the descriptors of single color, texture and edge 
features, color auto-correlogram (CA) gets the best search 
performance, and edge histogram (EH) leads to the low-
est search accuracy. As discussed in Sect. 1, the visual 
content of social image is extraordinarily diverse and the 
quality of social images is spread on various levels. Thus, 
it is hard for a single type of visual feature to capture such 
heterogeneous information, resulting in poor performance 
based on a single type of visual feature. MCBIR, which 
linearly combines six SCBIR systems with optimized 
weights, achieves 13.27 %, relatively, improvement on 
Fig. 2  Query examples: each query consists of a query tag and a 
query image
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Fig. 3  Search performances of different CBIR systems
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search accuracy compared to the SCBIR with the best per-
formance (namely, the SCBIR with GF). Although a com-
bination of multiple visual features can provide much bet-
ter search accuracy than all single types of visual features, 
the performance is still far from satisfactory. Obviously, 
we have not covered all visual features that have been pro-
posed so far. However, the chosen visual features with the 
corresponding distance functions are widely used in the 
literature. To some extent, the results can demonstrate that 
CBIR systems cannot get promising search results in large-
scale social image searches.
7.1.2  Performances of TBIR systems
The search performances of TBIR systems and the mul-
timodal-based retrieval system are shown in Fig. 4 and 
Table 2. Compared to the poor performances of CBIR 
systems, retrieval systems based on textual informa-
tion achieve much better search results. OKAPI-BM25 
and VSM exhibit comparable capability on social image 
search by using social tags. When the number of top results 
examined increases, the search accuracies of CBIR sys-
tems decrease more quickly than that of TBIR systems. 
For example, the precision of MCBIR drops from 30.1 to 
16.9 % when the number of results taken into consideration 
increases from top 10 to top 50, while the performances of 
BM25 and VSM are relatively stable. This demonstrates 
that textual information is much more effective and reliable 
in social image search than visual information.
7.1.3  Performance of multimodal-based retrieval system
The multimodal-based retrieval system linearly combines 
the results of OKAPI-BM25 and the MCBIR system. 
OKAPI-BM25 is used in the multimodal-based retrieval 
system because it provides slightly better results than VSM. 
As shown in Fig. 4, the combination of textual and visual 
information can consistently improve the search perfor-
mance. An interesting observation gained is that although 
the performance of MCBIR is much poorer than TBIR, the 
best performance is obtained by assigning a higher weight 
to MCBIR (0.75), based on the optimized weight using 
coordinate ascent method. This is largely due to the unique 
characteristics of the social image. Specifically, most social 
images only have a few tags and each tag only appears once 
per image. As a result, for a certain query, many images 
share the same textual similarity score obtained by OKAPI-
BM25. The visual similarity scores of images provided by 
MCBIR are all different and can be used to differentiate 
those images with the same textual similarity score. Thus, 
the working mechanism of multimodal-based retrieval sys-
tem in social images can be regarded as that the TBIR sys-
tem retrieves the most related images, and then the CBIR 
system reranks these images. More detailed analysis about 
the weight is given in [7].
7.2  Effects of visual query complexity
Figure 5 shows the search performances (P@20) of 
MCBIR with respect to different image query complexities. 
The values of P@20 and query complexity in this figure 
are normalized using MinMax [51]. The curve is processed 
using adjacent averaging smoothing method. Although 
there are some fluctuations in the curve, we can still 
observe a clear relation between the query complexity and 
search performance: with the increase of query complex-
ity, the corresponding search accuracy decreases. In other 
words, the image query with higher complexity results in 
poorer search performance. The correlation presented can 
Table 2  Search performances 
of different retrieval systems on 
the test collection
Precision CBIR TBIR Multimodal
EH GT TT CH CA GF MCBIR BM25 VSM
P@10 0.127 0.174 0.187 0.178 0.204 0.286 0.301 0.672 0.672 0.750
P@20 0.083 0.125 0.136 0.118 0.151 0.211 0.231 0.659 0.660 0.717
P@30 0.069 0.104 0.117 0.100 0.129 0.180 0.201 0.640 0.635 0.693
P@40 0.059 0.094 0.105 0.086 0.117 0.161 0.181 0.634 0.621 0.673
P@50 0.052 0.087 0.097 0.080 0.107 0.149 0.169 0.624 0.606 0.660
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Fig. 4  Search performances of retrieval systems based on features 
from different modalities
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be seen as statistical results of the complexities of queries 
with their corresponding search performance. The fluctua-
tions in the curve might be due to the relatively small statis-
tical samples (the used test queries) used in the experiment.
7.3  Effects of query expansion based on social tags
An important factor in relevance feedback is the informa-
tion used to refine the query. In pseudo relevance feedback 
methods, the results returned by the previous search round 
becomes determinant. Because the multimodal-based 
retrieval system provides the best results, it is used in this 
experiment. Another key issue in text query expansion is 
how many tags to be added to the initial text query, because 
adding new terms to the original query bears the risk of 
topic drift. This is hard to predict by theoretical analysis. 
We examine the number of extended tags from 1 to 5 in 
experiments. The top 50 results are used to generate the 
extended tags. The results (P@50) obtained by extending 
different numbers of tags are given in Table 3. Rows from 
second to fifth present the search performance of the first 
four search rounds, respectively. Note that the second row 
is the initial results given by the multimodal-based retrieval 
system. Columns from second to sixth denote different 
expansion strategies. For example, column “1” refers to 
the strategy of adding one tag to the initial query. From the 
table, we can see that the performances of query expansion 
based on pseudo term-based relevance feedback decrease 
in all cases. Moreover, the search accuracy becomes lower 
either with more iterations or when more tags are added to 
the initial query.
The results are beyond our expectation. Initially, we 
expected that the performance should be improved with the 
expansion of one or two tags. The reasons for our expecta-
tion are as follows. Firstly, the expansion tags are the most 
frequently appearing tags in returned results, so the proba-
bility of the extended tags in relevant images should be 
larger than in irrelevant images, because the distribution of 
tags in irrelevant images, which generally contain diverse 
visual contents, should be much more spread than the dis-
tribution of tags in relevant images. Secondly, these fre-
quent co-occurring tags should be relate to the original 
query since they are used to describe similar visual con-
tents. To find out the reasons for the performance decreas-
ing, we study the search accuracy variations between the 
first search round and the second search round of all que-
ries in the results of adding one tag to the original query. 
The number of queries with increased search accuracy 
(from the first search round to the second search round) is 
39, and the number of queries with decreased search accu-
racy is 50. The performances of the 11 other queries were 
unchanged.3 It shows that with query expansion, more que-
ries tend to get worse search results. We then classify the 
queries into two sets—performance-increased set (PIS) and 
performance-decreased set (PDS). The average increase 
precision is 7.08 % (based on the first and second search 
rounds) in PIS, while the average decrease precision is 
18.04 % (based on the first and second search rounds) in 
PDS. It shows that the search accuracy decrease of a query 
in PDS is much larger than the search accuracy increase of 
a query in PIS on average. 
We further study the extended terms for each query in 
the two sets. Table 4 gives some examples of the extended 
tags for initial text queries in the two sets. In the table, the 
column of “Initial query” shows the original queries at the 
beginning and the column of “Extended term” shows the 
extended term in the first iteration for the corresponding 
initial query in the same row. The column of “0” presents 
the search accuracy of the first search round and the col-
umn of “1” gives the search accuracy of the second search 
round (the search performance with the extended query). It 
is easy to find that queries in PIS generally get a related 
tag (with respect to the original query concept) extended, 
3 Notice that there are 100 queries in total as described in Sect. 6
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Table 3  Search precision at P@50 of tag-based relevance feedback 
with different numbers of extended terms. The column of “Iteration” 
represents different search rounds in an interactive search session. 
For example, the second row (“0”) shows the initial search results. 
Columns of “Number of extended tags” represent different expansion 
strategies
Iteration Number of extended tags
1 2 3 4 5
0 0.660 0.660 0.660 0.660 0.660
1 0.597 0.559 0.527 0.527 0.526
2 0.614 0.552 0.519 0.515 0.498
3 0.613 0.552 0.517 0.509 0.491
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while the extended tags for queries in PDS are somewhat 
unexpected. This observation explains the large decrease 
of search accuracy in PDS. It is known that the text-based 
query expansion works well only if the refined query is 
consistent with the original query concept [42]. It is obvi-
ous that the topics of queries in PDS can be different after 
query expansion. One possible reason of this phenomenon 
is the low quality of raw tags. The tags contributed by com-
mon users are known to be noisy. The users may only tag 
objects they are interested in while ignoring other useful 
information in the image. Consequently, some highly cor-
related semantic concepts related to the theme of an image 
are absent. Thus, using raw tags to expand query terms 
often results in topic drift. In other words, the extended tag 
has the corresponding visual content appearing in some 
images in the top results, while its concept is not consistent 
with the original query concept in general, such as “deer” 
for “snow” and “palm” for “beach” as shown in Table 4. 
The visual content of these concepts may appear in the top 
results, but they are not generally related to the initial query 
concept, resulting in the decrease of performance.
8  Conclusion
This paper reports a set of empirical studies on the effects 
of multiple information evidences on large-scale social 
images search. An extensive set of experiments have been 
conducted on a large-scale social image test collection. 
Search performances based on different types of visual fea-
tures and textual information are compared and analyzed. 
Besides, a novel metric is proposed to quantitatively meas-
ure visual query complexity. Based on the image complex-
ity measurement, the effects of visual query complexity on 
search performance are studied. We also explore the influ-
ence of automatic tag-based query expansion based on a 
pseudo relevance feedback method on the retrieval perfor-
mance. Experimental results demonstrate that:
–– The search accuracy based on individual visual feature 
is poor. Although the combination of multiple visual 
features can greatly improve the search results, the per-
formance is still rather poor. On the other hand, retrieval 
systems based on textual features of social tags can 
achieve much better search performance.
–– The combination of textual and visual features can 
enhance the search accuracy significantly and consist-
ently. An interesting observation is that although the 
overall search performance based on visual features is 
poor, better results are obtained by assigning a higher 
weight to the CBIR module than the TBIR model in the 
multimodal based retrieval system.
–– The retrieval accuracy of visual query demonstrates an 
inverse correlation with the complexity level of visual 
contents.
–– Automatic text query expansion using social tags often 
leads to performance degradation. The main reason 
is that social tags’ quality is low and query expansion 
based on the text labels usually causes topic drift.
–– The empirical results indicate that although social tags 
are noisy, they are still very important for accurate 
social image search. Due to the great variety of visual 
content, the visual features cannot provide satisfactory 
results. On the other hand, the visual features are useful 
to refine the search results returned by TBIR systems. 
We hope the results can provide some guidelines for 
the development of more advanced social image search 
engines in the future. In this study, we have not fully 
explored the features of social tags in TBIR methods. 
For example, we only use the TF-IDF weighting scheme 
in VSM and have not studied the effects of different 
parameter settings in OKAPI-BM25. Besides, it is also 
worth studying the effectiveness of different types of 
visual features on different types of visual queries in 
CBIR systems. Another important direction for future 
work is to explore the other aspects of search perfor-
mance (besides accuracy) in large-scale social image 
Table 4  Some examples of query performance changes before and after query expansion in performance-increased set (PIS) and performance-
decreased set (PDS)
The column of “0” is the search precision of initial queries in the first search round, and the column of “1” is the search precision of extended 
queries in the second search round
Examples of performance-increased queries Examples of performance-decreased queries
Initial query 0 Extended term 1 Initial query 0 Extended term 1
Church 0.82 Architecture 0.96 Snow 0.96 Deer 0.84
Ocean 0.80 Beach 0.88 Beach 0.64 Palm 0.14
Hamster 0.88 Rodent 0.96 Hat 0.94 Christmas 0.56
Rose 0.64 Flower 0.86 Basketball 0.88 Raw 0.54
Temple 0.84 Church 0.96 Flag 0.84 Beijing 0.30
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retrieval, such as the efficiency and result diversification 
of retrieval methods based on different information evi-
dences.
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