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Abstract. A positive integer n is called an abundant number if σ(n) ≥ 2n,
where σ(n) is the sum of all positive divisors of n. Let E(x) be the largest
number of consecutive abundant numbers not exceeding x. In 1935, P. Erdo˝s
proved that there are two positive constants c1 and c2 such that c1 log log log x ≤
E(x) ≤ c2 log log log x. In this paper, we resolve this old problem by proving
that, E(x)/ log log log x tends to a limit as x→ +∞, and the limit value has an
explicit form which is between 3 and 4.
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1 Introduction
Let σ(n) is the sum of all positive divisors of n. A positive integer n is called
an abundant number, a perfect number and a deficient number if σ(n) ≥ 2n,
= 2n and < 2n, respectively. These numbers have brought extensive research.
For example, abundant numbers have been studied in [1-15,17-19]. Let E(x)
be the largest number of consecutive abundant numbers not exceeding x. In
1935, P. Erdo˝s [13] proved that there are two positive constants c1 and c2 such
that c1 log log log x ≤ E(x) ≤ c2 log log log x. P. Erdo˝s paid much attention to
abundant numbers all his life (see [11-15]).
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In this paper, p always denotes a prime and (a, b) denotes the greatest common
divisor of two integers a and b.
The following result is proved.
Theorem 1.1. We have
lim
x→∞
E(x)
log log log x
= (log̟)−1 ,
where
̟ = inf
(
M∏
i=1
max
{
2(i,M)
σ((i,M))
, 1
}) 1M
.
Remark 1.2. From the proof of the main theorem, we also have
̟ =
1
β
sup
(
M∏
i=1
max
{
σ((i,M))
(i,M)
, 2
}) 1M
,
where
β =
∏
p
∞∏
t=1
(
1 +
1
p
+ · · ·+
1
pt
) 1
pt
(1− 1p)
.
We have β < 1.56635. For M = 4840909920000, we have
̟ ≥
1
β
(
M∏
i=1
max
{
σ((i,M))
(i,M)
, 2
}) 1M
> 1.3267
and
̟ ≤
(
M∏
i=1
max
{
2(i,M)
σ((i,M))
, 1
}) 1M
< 1.3604.
It follows that
3.24 < (log̟)−1 < 3.54.
It is not the aim of this paper to find a good numerical result.
Now we give an outline of the proof of Theorem 1.1. One of the main ideas
in this paper is to introduce the following sequence:
{(n,M)}∞n=1
2
for any given positive integer M . This is a sequence of period length M . If M is
divisible by all “small” prime powers, then two sequences{
σ(n)
n
}∞
n=1
and
{
σ((n,M))
(n,M)
}∞
n=1
are “similar” in a sense, but the late one is a sequence of period length M . I
believe that the sequence {(n,M)}∞n=1 will play an important role in the future
research.
In Section 2, we give an upper bound of E(x):
E(x) ≤ (ρ1(M) + o(1)) log log log x
for a function ρ1(M) and any given positive integer M . In Section 3, we give a
lower bound of E(x):
E(x) ≥ (ρ2(M) + o(1)) log log log x
for a function ρ2(M) and any given positive integer M . In Section 4, it is proved
that
ρ1(M) = ρ2(M) + o(1)
for infinitely many positive integers M . In Section 5, let ρ1 = inf ρ1(M) and
ρ2 = sup ρ2(M). We finish the proof by proving that ρ1 = ρ2 = (log̟)
−1.
Let α be a positive real number. A positive integer n is called an α-abundant
number if σ(n) ≥ αn. Let Eα(x) be the largest number of consecutive α-abundant
numbers not exceeding x.
The method in this paper can be used to prove the following analogous result.
Theorem 1.3. We have
lim
x→∞
Eα(x)
log log log x
= (log̟α)
−1 ,
where
̟α = inf
(
M∏
i=1
max
{
(i,M)α
σ((i,M))
, 1
}) 1M
.
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2 The upper bound of E(x)
In this section we prove that, for any given positive integer M ,
E(x) ≤ (ρ1(M) + o(1)) log log log x
for all sufficient large x, where
ρ1(M) = (log δM − log β)
−1,
β =
∏
p
∞∏
t=1
(
1 +
1
p
+ · · ·+
1
pt
) 1
pt
(1− 1p)
and
δM =
(
M∏
i=1
max
{
σ((i,M))
(i,M)
, 2
}) 1M
.
It is clear that
β =
∏
p
∞∏
t=1
(
σ(pt)
pt
) 1
pt
(1− 1p)
.
Let m,m+1, . . . , m+ k− 1 be consecutive abundant numbers not exceeding
x. Let M be a positive integer. For any prime p and any positive integer t, let
spt be the number of integers in m,m + 1, . . . , m + k − 1 which are divisible by
pt. Then
spt =
k
pt
+Rpt , |Rpt| ≤ 1. (2.1)
If pt > m+ k − 1, then spt = 0.
For any two positive integers a, b with a | b, we have
σ(a)
a
≤
σ(b)
b
.
Thus
σ((m+ i,M))
(m+ i,M)
≤
σ(m+ i)
m+ i
, i = 0, 1, . . . , k − 1.
Since m+ i (1 ≤ i ≤ k − 1) are abundant numbers, we have
2 ≤
σ(m+ i)
m+ i
, i = 0, 1, . . . , k − 1.
It follows that
k−1∏
i=0
max
{
σ((m+ i,M))
(m+ i,M)
, 2
}
≤
k−1∏
i=0
σ(m+ i)
m+ i
.
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By the definition of spt, we have
k−1∏
i=0
σ(m+ i)
m+ i
=
∏
p|m(m+1)···(m+k−1)
∞∏
t=1
(
σ(pt)
pt
)spt−spt+1
.
If pt ≤ k, then p | m(m + 1) · · · (m+ k − 1). Now we split the left product into
two parts according to pt ≤ k and pt > k:
∏
p
∞∏
t=1,pt≤k
(
σ(pt)
pt
)spt−spt+1
(2.2)
and ∏
p|m(m+1)···(m+k−1)
∞∏
t=1,pt>k
(
σ(pt)
pt
)spt−spt+1
.
It is clear that
σ(pt)
pt
= 1 +
1
p
+ · · ·+
1
pt
< 1 +
1
p− 1
.
Let T = Tp be the integer with p
Tp ≤ k < pTp+1. Since there is at most one
integer in m,m + 1, . . . , m + k − 1 which is divisible by pTp+1, it follows that
spTp+1 ≤ 1. Thus
∏
p|m(m+1)···(m+k−1)
∞∏
t=1,pt>k
(
σ(pt)
pt
)spt−spt+1
≤
∏
p|m(m+1)···(m+k−1)
∞∏
t=1,pt>k
(
1 +
1
p− 1
)spt−spt+1
=
∏
p|m(m+1)···(m+k−1)
(
1 +
1
p− 1
)s
p
Tp+1
≤
∏
p|m(m+1)···(m+k−1)
(
1 +
1
p− 1
)
=
m(m+ 1) · · · (m+ k − 1)
φ(m(m+ 1) · · · (m+ k − 1))
.
Noting that (see [16, Theorem 328]),
φ(n)≫
n
log log n
,
5
where ≫ is the Vinogradov symbol, we have
∏
p|m(m+1)···(m+k−1)
∞∏
t=1,pt>k
(
σ(pt)
pt
)spt−spt+1
≤
m(m+ 1) · · · (m+ k − 1)
φ(m(m+ 1) · · · (m+ k − 1))
≪ log log(m(m+ 1) · · · (m+ k − 1))
≪ log log(xk)
≪ log k + log log x
≪ (log k) log log x,
where ≪ is also the Vinogradov symbol.
Now we deal with the product (2.2).
By (2.1), we have
spt − spt+1 =
1
pt
(
1−
1
p
)
k +Rpt − Rpt+1
≤
1
pt
(
1−
1
p
)
k + 2.
Noting that Tp = 0 for p > k and Tp ≤ 2 log k for any prime p, we have
∏
p
∞∏
t=1,pt≤k
(
σ(pt)
pt
)spt−spt+1
≤
∏
p≤k
Tp∏
t=1
(
σ(pt)
pt
) 1
pt
(1− 1p)k+2
≤
∏
p
∞∏
t=1
(
σ(pt)
pt
) 1
pt
(1− 1p)k
·
∏
p≤k
Tp∏
t=1
(
σ(pt)
pt
)2
≤
∏
p
∞∏
t=1
(
σ(pt)
pt
) 1
pt
(1− 1p)k
·
∏
p≤k
(
1 +
1
p− 1
)4 log k
= βk
∏
p≤k
(
1 +
1
p− 1
)4 log k
≤ βk(c log k)4 log k,
where the last inequality is due to Mertens’ theorem (see [16, Theorem 429]) and
6
c is a positive constant. Hence
k−1∏
i=0
max
{
σ((m+ i,M))
(m+ i,M)
, 2
}
≪ βk(c log k)4 log k+1 log log x.
Recall that
δM =
(
M∏
i=1
max
{
σ((i,M))
(i,M)
, 2
}) 1M
.
Since
k−1∏
i=0
max
{
σ((m+ i,M))
(m+ i,M)
, 2
}
≥
(
M∏
i=1
max
{
σ((i,M))
(i,M)
, 2
})k/M−1
≫M δ
k
M ,
it follows that
δkM ≪M β
k(c log k)4 log k+1 log log x.
Noting β < 2 ≤ δM , we have
k ≤ (log δM − log β + o(1))
−1 log log log x
= (ρ1(M) + o(1)) log log log x.
3 The lower bound of E(x)
In this section we prove that, for any given positive integer M ,
E(x) ≥ (ρ2(M) + o(1)) log log log x
for all sufficient large x, where
ρ2(M) = (log 2− log τM)
−1 ,
τM =
(
M∏
i=1
min
{
σ((i,M))
(i,M)
, 2
})1/M
.
7
Let M be any given positive integer and let q1, q2, . . . be all primes in increas-
ing order which are greater than M . Let
A =
∏
M<p< 1
2
log x
p.
By Mertens’ theorem (see [16, Theorem 429]), we have
σ(A)
A
=
∏
M<p< 1
2
log x
(
1 +
1
p
)
≥ cM log log x, (3.1)
where cM is a positive constant depending only on M .
Let j0 = 0. For any integer l ≥ 1, let
al = (l,M)qjl−1+1 · · · qjl := (l,M)bl,
where jl is the least integer with jl ≥ jl−1 + 1 and σ(al) ≥ 2al.
Since ((l,M), bl) = 1, it follows that
σ(al)
al
=
σ(bl)
bl
σ((l,M))
(l,M)
It is clear that
σ(al)
al
< max
{
2,
σ((l,M))
(l,M)
}(
1 +
1
qjl
)
≤ max
{
2,
σ((l,M))
(l,M)
}(
1 +
1
l
)
.
Let k be the integer with
b1b2 · · · bk ≤ A < b1b2 · · · bk+1.
Then
σ(A)
A
<
σ(b1)
b1
· · ·
σ(bk+1)
bk+1
=
σ(a1)
a1
· · ·
σ(ak+1)
ak+1
(1,M)
σ((1,M))
· · ·
(k + 1,M)
σ((k + 1,M))
≤
k+1∏
i=1
max
{
2,
σ((i,M))
(i,M)
}
·
k+1∏
i=1
(
1 +
1
i
)
·
k+1∏
i=1
(i,M)
σ((i,M))
= 2k+1(k + 2)
k+1∏
i=1
max
{
(i,M)
σ((i,M))
,
1
2
}
≤ 2k+1(k + 2)
(
M∏
i=1
max
{
(i,M)
σ((i,M))
,
1
2
})(k+1)/M−1
.
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Recall that
τM =
(
M∏
i=1
min
{
σ((i,M))
(i,M)
, 2
})1/M
,
we have
σ(A)
A
≤ 2k+1(k + 2)
(
M∏
i=1
max
{
(i,M)
σ((i,M))
,
1
2
})(k+1)/M−1
≪M 2
k+1kτ−kM .
It follows from (3.1) that
cM log log x ≤
σ(A)
A
≪M 2
k+1kτ−kM .
Noting that τM < 2, we have
k ≥ (log 2− log τM + o(1))
−1 log log log x
= (ρ2(M) + o(1)) log log log x.
Although we can prove that k ≪ log log log x, in order to avoid unnecessary
arguments, we prefer to write
k′ = min{k, 2⌊ρ2(M) log log log x⌋}, (3.2)
where ⌊z⌋ denotes the integral part of real number z.
Now we prove that there are k′ consecutive abundant numbers not exceeding
x. It follows that
E(x) ≥ (ρ2(M) + o(1)) log log log x.
By the Chinese remainder theorem (see [16, Theorem 121]), there exists a
positive integer m ≤ Mb1 · · · bk′ such that m ≡ 0 (mod M) and
m+ i ≡ 0 (mod bi), i = 1, 2, . . . , k
′.
Now we prove thatm+1, m+2, . . . , m+k′ are consecutive abundant numbers
which do not exceed x.
By the prime number theorem (see [16, Theorem 6]), we have
log(k′MA) < k′M + logA < k′M +
2
3
log x < log x
9
for all sufficiently large x. It follows that
m+ k′ ≤ mk′ ≤ k′Mb1 · · · bk′ ≤ k
′MA < x
for all sufficiently large x.
For 1 ≤ i ≤ k′, bym ≡ 0 (mod M) we have (i,M) | m and then (i,M) | m+i.
Noting that bi | m + i and ((i,M), bi) = 1, we have (i,M)bi | m + i. It follows
that ai | m+ i. Since ai (1 ≤ i ≤ k
′) are abundant numbers, it follows that
m+ 1, m+ 2, . . . , m+ k′
are consecutive abundant numbers.
4 ρ1(M) = ρ2(M) + o(1) for infinitely many M
Let U be a large integer and let
MU =
∏
p<U
pU .
In this section we prove that
ρ1(MU ) = ρ2(MU) + o(1). (4.1)
Recall that
ρ1(M) = (log δM − log β)
−1
and
ρ2(M) = (log 2− log τM)
−1 ,
it is enough to prove that
δMU τMU = 2β + oU(1). (4.2)
Let M = MU . For any prime p < U and any positive integer t ≤ U , let vpt
be the number of integers in 1, 2, . . . ,M which are divisible by pt. Then
vpt =
M
pt
.
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Let vpU+1 = 0 for any prime p < U . Thus
δMU τMU =
(
M∏
i=1
max
{
σ((i,M))
(i,M)
, 2
}) 1M ( M∏
i=1
min
{
σ((i,M))
(i,M)
, 2
}) 1M
=
(
M∏
i=1
max
{
σ((i,M))
(i,M)
, 2
}
min
{
σ((i,M))
(i,M)
, 2
}) 1M
=
(
M∏
i=1
(
2
σ((i,M))
(i,M)
)) 1M
= 2
(
M∏
i=1
σ((i,M))
(i,M)
) 1
M
= 2
(∏
p<U
U∏
t=1
(
σ(pt)
pt
)vpt−vpt+1) 1M
= 2
∏
p<U
U∏
t=1
(
1 +
1
p
+ · · ·+
1
pt
) 1
pt
(1− 1p)
·
∏
p<U
(
1 +
1
p
+ · · ·+
1
pU+1
) 1
pU+1
= 2β + oU(1),
where
log
∏
p<U
(
1 +
1
p
+ · · ·+
1
pU+1
) 1
pU+1
<
∑
p<U
1
pU+1
log
(
1 +
1
p− 1
)
<
∑
p<U
1
pU+1(p− 1)
<
1
pU
∑
p
1
p(p− 1)
= oU(1)
and then ∏
p<U
(
1 +
1
p
+ · · ·+
1
pU+1
) 1
pU+1
= 1 + oU(1).
Thus we have proved that (4.2) holds and so does (4.1).
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5 Proof of Theorem 1.1
We have proved that, for any given positive integer M ,
E(x) ≤ (ρ1(M) + o(1)) log log log x
and
E(x) ≥ (ρ2(M) + o(1)) log log log x
for all sufficient large x. In order to obtain the optimal upper bound and the
optimal lower bound of E(x), we should choose M1 and M2 such that ρ1(M1) is
as small as possible and ρ2(M2) is as large as possible. Let
ρ1 = inf ρ1(M), ρ2 = sup ρ2(M).
Then
ρ2 + o(1) ≤
E(x)
log log log x
≤ ρ1 + o(1).
So ρ2 ≤ ρ1.
Now we prove that ρ2 ≥ ρ1.
Let U be a large integer and MU be as in the previous section. Then
ρ1 ≤ ρ1(MU ), ρ2 ≥ ρ2(MU).
Since
ρ1(MU ) = ρ2(MU) + o(1),
it follows that
ρ1 ≤ ρ1(MU) = ρ2(MU) + o(1) ≤ ρ2 + o(1).
This implies that ρ1 ≤ ρ2. Therefore, ρ2 = ρ1 and then
E(x)
log log log x
= ρ2 + o(1) = (log̟)
−1 + o(1).
This completes the proof of our main theorem.
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