Introduction
The concern about the role of soil in the global carbon budget and the effects of soil organic carbon (SOC) decline on soil quality stimulated research on the development of efficient and accurate methods to assess SOC stocks and fluxes (e.g. Smith, 2004) . SOC stocks are characterized by a slow temporal dynamic and a high spatial variability, which complicates the detection of changes due to environmental or human factors. This can be overcome by using a high sampling density. Since such strategy is labor-intensive, this has been done only in a limited set of well-documented areas or long-term SOC experiments, which are widely used to calibrate models (see e.g. Powlson et al., 1998) . Obviously, the monitoring of key soil properties (SOC, organic N, electrical conductivity, etc.) for modeling soil processes or survey soil conditions suffers from the lack of techniques able to provide data with a high spatial and temporal resolution.
Comparatively faster than traditional measuring techniques, spectroscopy can exploit the information carried by reflectance in the visible and near-infrared (VNIR: 400-1100 nm) and shortwave infrared (SWIR: 1100-2500 nm) part of the electro-magnetic spectrum to measure soil properties. The emergence of portable and flexible spectrometers that can either be used directly in the field or mounted on aircrafts could be the solution to provide the large amount of spatial data required by soil monitoring. Spectra can now be recorded either in the laboratory or in the field (e.g. Stevens et al., 2008) . They can be collected one point at a time (point spectrometry), as an array of measurements (on-line spectrometry; e.g. a sensor is mounted on a tractor and its position recorded by a GPS receiver) or as a two dimensional array of measurements (imaging spectrometry; e.g. the sensor records the surface aboard a plane or satellite).
While the first studies on the relationship between soil properties and soil spectra were qualitative in nature (eg. Stoner and Baumgardner, 1981) , further investigations adopted with success a quantitative approach using multivariate statistic tools (e.g. Dalal and Henry, 1986; Ben-Dor and Banin, 1995) . Nowadays, the potential of soil quantitative spectral analysis has been repeatedly demonstrated in the laboratory (e.g. Malley et al., 2004; Rossel et al., 2006) . Laboratory spectroscopy is often called upon as a viable alternative for several routine agronomic soil analyses (e.g. Cohen et al., 2007) . Due to its capacity to determine several soil properties simultaneously, VNIR-SWIR spectroscopy has been applied successfully to build soil quality indicators (Idowu et al., 2008) and assess other soil functions or threats (Cécillon et al., 2008) . SOC is one of the main soil chromophores (Ben-Dor et al., 1999) and is correlated with other chromophores such as clays and iron oxide. Hence, SOC concentration can be generally determined with a good accuracy compared to other soil properties (see Table 1 in Rossel et al., 2006) .
Early experiments such as the works of Henderson et al. (1989) and Clark et al. (1990) opened the way to the quantitative mapping of rocks, mineral and soil properties by means of airborne or satelliteborne imaging spectrometers. Ben-Dor et al. (2002) were the first to use multivariate calibration statistics to map soil characteristics from remotely-sensed data. Since then, several authors adopted the same approach to map soil properties such as C, N and clay content, pH or Cation Exchange Capacity (e.g. Selige et al., 2006; De Tar et al., 2008; Lagacherie et al., 2008) . SOC content, in particular, has been often related to reflectance data acquired by airborne spectrometers. with the HyMap sensor (420-2480 nm) while Patzold et al. (2008) obtained a R 2 of 0.74 with the same sensor and a very limited set of composite soil samples. Less satisfactory prediction models of SOM were obtained by Bajwa and Tian (2005) with the RDACS/H-3 sensor (471-828 nm; R 2 = 0.66) and De Tar et al. (2008) with the AVNIR sensor (429-1010 nm; R 2 = 0.48). SOC predictions based on spaceborne sensors are probably also less accurate due to lower signal-tonoise ratio and spatial resolution, as showed by Gomez et al. (2008) with Hyperion images (R 2 = 0.51).
A review of the use of imaging spectroscopy for soil science application is given by Ben-Dor et al. (2008) . Three major constraints to the widespread use of remote sensing for soil applications can be indentified : (i) atmospheric absorptions interfering with the spectral measure, (ii) low signal-to-noise ratio due to a short integration time over the target area and (iii) spatial variation in surface soil properties (e.g. soil roughness, crusting, vegetation residue, moisture) which induces a spectral variability not directly related to the property studied. These disturbing factors challenge the achievement of robust calibrations and repeatable results (Lagacherie et al., 2008; Stevens et al., 2008) .
Due to the constraints mentioned above, airborne imaging spectroscopy was thus far applied over small areas (Uno et al., 2005; Stevens et al., 2006) , homogeneous soil types (Ben-Dor et al., 2002) and a relatively small set of agricultural fields (Bajwa and Tian, 2005; De Tar et al., 2008) or soil samples (Selige et al., 2006; Patzold et al., 2008) . We propose in this paper to test the ability of imaging spectroscopy to predict SOC over a large area (∼420 km 2 ) with different soil types and a gradient in SOC contents. Hyperspectral airborne data were related to surface SOC contents of bare cropland soils by means of 3 different multivariate calibration techniques: Partial Least Square Regression (PLSR), Penalized-spline Signal Regression (PSR) and least square Support Vector Machine Regression (SVMR). To the best of our knowledge, the two latter multivariate calibration techniques were not yet used to analyse a soil property in the remote sensing domain. As shown by Marx and Eilers (2003) , PSR may give more stable predictions under changing environmental conditions than PLSR. At large scales, this technique may therefore hold an advantage over classical PLSR calibration of which predictions may be very sensitive to uncontrollable factors affecting soil reflectance such as moisture content or roughness . SVMR is a machine learning method has recently gained widespread acceptance in data-driven non-linear modelling applications. The method has several desirable characteristics, including good generalization abilities and robustness of the regression function, and the ability to deal with sparse data (Venkoba Rao and Gopalakrishna, 2009) . Calibrations were run either on all samples collected in the study area (referred later to as "global calibration") or separately on different sets of samples grouped according to soil class, agrogeological regions or image number (referred later to as "local calibrations"). Then, the best multivariate model was chosen to produce SOC maps of bare agricultural fields.
Materials and methods

Study area
The study area consisted of a north-south transect of ∼7 km width and ∼ 60 km length (NW corner: 50°03′N 6°03′E; SE corner: 49°33′N 6°12′E), crossing 4 of the 5 agro-geological regions of the GrandDuchy of Luxembourg (Fig. 1) . The country has a temperate semioceanic climate with mean temperatures (Luxembourg city) ranging from 0.7°C in January to 17°C in July. In the Oesling region in the north both extremes are slightly lower. The mean annual rainfall is approximately 750 mm. Dominant soil types belong to the World Reference Base groups Cambisols, Luvisols, Arenosols, and Calcisols (FAO, 1998) . Although of a small area (2586 km 2 ), Luxembourg is characterized by a remarkably diverse physiogeography. The Oesling region, covering one third of the country and with a mean altitude of 450 m, is part of the Ardennes massif. This is a rather homogeneous area on a substrate of Devonian slate with predominantly shallow sandy and sandy-loam soils (Dystric Regosols and Dystric Cambisols). The most common crop rotation in the Oesling area is a 6 to 8 yearrotation with cultivation of cereals for 3 or 4 years, followed by field forage for another 3 or 4 years. The southern part of Luxembourg, the Gutland, includes (i) the Minette basin in the south characterized by red loamy/clay soils (Haplic and Gleyic Luvisols), formed by marls and sandstones covered with ferruginous sediments; (ii) central part of the Gutland (Central zone) with a substratum of Secondary sandstone and sandy soils (mostly Haplic Luvisols); (iii) the Redange-Diekirch area with soils of the loam-loess type on red sandstone and sandstone (Dystric Cambisols). This region has a more varied topography and an average elevation of 244 m. The most common crop rotation in the Gutland is a three years rotation with winter wheat, winter barley and silage maize.
Data collection and soil analysis
Ground sampling was realized on 4-9th October 2007. This time period was selected to ensure a high proportion of bare soils within the study area after harvest and ploughing of most of maize fields. Fifteen fields were retained (3-4 by agro-geological region) for intensive soil sampling (6 to 23 samples per field). Moreover, 83 additional samples were collected in 36 scattered fields (2-3 samples per field) to include, as much as possible, soil and spectral variability in the calibration models. The total amount of rainfall during the previous seven-day period before the overflight was 23.2 mm with an average air temperature of 10.3°C (Luxembourg city). There had been no rain during at least three days before the overflight.
A total of 325 soil samples were taken (49-97 samples in each agro-geological zone) for SOC analyses. These samples were composed of 10 sub-samples collected to a depth of 5 cm at random locations within a 7.5 m wide square centered on the geographical position of a sampling plot (recorded by a GPS receiver in differential mode). Soil organic carbon of air-dried and sieved (2 mm) samples was analyzed by dry-combustion with a LECO CN analyzer. Three samples containing carbonates (detected using effervescence to 1 M HCl) were removed from the dataset. For moisture analyses, 159 arbitrarily-selected soil samples were taken the day of the over flight within the sampling plot in the very first millimeters (up to 1 cm) of the soil surface and put in hermetic plastic bag. Soil moisture was determined gravimetrically. Ferrous oxide concentrations were measured on a subset of 21 samples (3-4 in each soil type) using dithionite extraction.
For each of the 325 sample plots, the corresponding soil types were extracted from a 1/100,000 soil map of the Grand Duchy of Luxembourg containing 27 soil classes. Sampling plots belong to 11 soil classes, which can be reduced to 6 main textural classes (clay, loamy-clay, loam, sandy-loam, sand, colluvium and alluvium) and one marginal class containing only 2 samples (this unit contains soils located in the valley bottom where springs occur).
Imaging spectroscopy
The Airborne Hyperspectral Sensor 160 (AHS) onboard of a CASA 212-200 aircraft recorded, under a cloudless sky, five hyperspectral images with a swath of 1.96 km (∼30% of across track overlapping), length of ∼60 km and spatial resolution of 2.6 × 2.6 m. The AHS is a whiskbroom point scanner with an Instantaneous Field Of View of 2.5 mrad, Field Of View of 90°(750 pixels with 16% overlap) and 63 spectral bands covering the range between 430 and 2540 nm. The AHS is configured to provide 20 bands with a Full Width at Half Maximum (FWHM) of 30 nm between 430 and 1030 nm (Visible and Near Infrared; VNIR), 42 bands with a FWHM of 18 nm between 1994 and 2540 nm (Short Wave Infrared; hereafter SWIR2), complemented by an isolated band centered at 1600 nm with a FHWM of 90 nm (hereafter, SWIR1).
At-sensor radiance data with corresponding geographical positions were processed by the Central Data Processing Center of the Vlaamse Instelling voor Technologische Onderzoek (CDPC-VITO) at Mol (Belgium), which provided geometrically and atmospherically corrected at-surface reflectance values. The geometric correction was performed by means of direct georeferencing (i.e. direct measurement of the position and orientation of a sensor using GPS in differential mode and Inertial Navigation System measurement data) over a digital elevation model. The output grid contained positions and viewing geometry parameters needed for the atmospheric correction. Atmospheric influences on radiances were then removed with the MODTRAN4 radiative transfer code (Berk et al., 1999) . Visibility and water vapor parameters of MODTRAN4 were estimated from the image itself using methods of Richter et al. (2006) and Rodger and Lynch (2001) . The final step consisted in the resampling of atmospherically-corrected data.
Images were manipulated using IDL language and ENVI software (ITT VIS, Boulder, CO). First, a mask was applied to the data cube to keep pixels of bare soil surface only. The soil mask was created as follows: in a first step soils were separated from green vegetation (crops and forest) and urban/concrete structures using maximum likelihood classification, following a post classification step to remove isolated pixels from the mask using a median filter (3 by 3 pixel window). A manual control of the classification results was accomplished to remove residual small roads from the soil mask. In a further step bare soil pixel were separated from soils with yellow crop residues or minor green vegetation cover using k-means clustering. Then, a filter of 3 by 3 pixel window (corresponding to the size of sampling plots) was passed through each masked image. Spectral data of the sampling sites were extracted from their corresponding positions in each masked image. Some sampling sites were covered with residual vegetation or affected by shadow from surrounding trees and were excluded from the database (19 out of 325). A total of 413 spectra were acquired. However, some plots appeared twice in the dataset due to images overlapping. Therefore, a second dataset was created by comparing the position of redundant spectra and keeping those with the lowest view zenith angle. This final dataset contained 306 spectra. A Signal-to-Noise Ratio (SNR) for each spectral band was estimated from the imagery by dividing the average reflectance values of homogeneous (black-, gray-and white-colored) targets by their standard deviation, according to the method of BenDor and Levin (2000).
Statistical analyses 2.4.1. Signal preprocessing
Several mathematical preprocessing steps were applied to the raw reflectance values. These pre-treatments included: (i) absorbance (−logR), (ii) 1st and 2nd derivatives, (ii) 1st and 2nd gap derivatives (Norris and Williams, 1984) , (iii) Savitzky-Golay smoothing and derivatives (Savitzky and Golay. 1964) , (iv) Whittaker smoothing (Eilers, 2003) , (v) standard normal variate transformation and detrending (Barnes et al., 1989) or (vii) a combination of the previous. These transformations aim to decrease the noise and enhance possible spectral features linked to the property studied. For instance, Vasques et al. (2008) found that Savitzky-Golay algorithm consistently improved the ability of their models to predict soil carbon. Each pre-treatment was then calibrated to SOC with a multivariate model.
Calibration and validation sets
As a general rule, two thirds of the dataset have been chosen by random stratified sampling and used in the calibration set. The rest was used for validation purposes. This validation set cannot be considered to be completely independent from the calibration set due to the spatial autocorrelation in spectral data or SOC content arising between samples situated in close proximity or belonging to the same field. As demonstrated by Brown et al. (2005) , a random selection of nonindependent validation samples may overestimate the true accuracy in comparison with independent samples. Such problem is likely to put in doubt the reliability of validation results if the calibration set is not sufficiently diverse in terms of SOC contents or spectral characteristics to represent their actual variation within the study area. However, the sampling of 83 locations (out of 325) in 36 scattered fields may have decreased this problem of non-independence.
Several combinations of calibration/validation sets were compared. First, a "global" calibration set containing spectral data of the entire study area was created. Sampling strata were the principal soil type (clay, silty-clay, silt, sandy-loam, sand) and agro-geological region ("Oesling", "Minette", "Central", "Redange-Diekirch"). Secondly, a series of "local" calibration/validation sets regrouped by soil type, agrogeological region and image number were constructed in order to produce a statistical model for each group separately. Sampling strata were soil types, agro-geological regions and image number. This strategy has been adopted because using spectral data from heterogeneous areas in terms of geology or soil type is known to diminish the Number of samples is mentioned within brackets.
predictive ability of VNIR-SWIR spectroscopy (e.g. Udelhoven et al., 2003) . The rationale behind the use of calibration based on each image is to estimate whether small differences in light or atmospheric conditions between images may influence the quality of the prediction. These variations cannot be perfectly modeled by atmospheric corrections , resulting possibly in non-comparable spectra between images. Each image crossed the 4 agro-geological regions ( Fig. 1) and covered a large range of SOC content and soil types. Samples featuring within the overlap of neighboring images (i.e. redundant spectra) were included in these image-based calibrations.
Multivariate techniques
Spectral data were analyzed with 3 different multivariate techniques: (i) Partial Least Square Regression (PLSR), (ii) Penalized-spine Signal Regression (PSR) and (iii) Support Vector Machine Regression (SVMR). Statistical manipulations were carried out with the R software (R Development Core Team, 2007) and, in particular, with the PLS package of Wehrens and Mevik (2007) and PSR S-plus functions proposed in Marx and Eilers (2002) . For the SVMR analysis, the SVM-KM Matlab Toolbox of Canu et al. (2005) was used.
2.4.3.1. Partial Least Square Regression (PLSR). PLSR projects predictors (X variables) and response (Y variable) into a low-dimensional space (i.e. a set of orthogonal variables called Latent Variables, maximizing the covariance between X-and Y-scores). A detailed description of the PLS algorithm is given by Wold et al. (2001) . PLS regressions were fitted with the classical orthogonal scores algorithm (Wehrens and Mevik, 2007) . A Principal Component Analysis was run prior to the PLSR to calculate for each spectrum the standardized Mahalanobis distance (H) to the average spectrum (Shenk and Westerhaus, 1991) . Spectra with H >3 (X-outliers) were removed. In order to avoid the problem of overfitting, a critical step in the algorithm is the determination of the appropriate number of Latent Variables. This is usually determined by minimizing the value of the Predictive Residual Sum of Square (PRESS) by leave-one-out crossvalidation. Among other drawbacks, PRESS values do not present a clear global minimum, which compels to resort to subjective decision rules like 'the first local minimum' or 'the start of the plateau' (Faber and Rajko, 2007) . Therefore, we implemented in R the randomization-test described by Faber and Rajko (2007) , which allows to check the statistical significance of each component entering the model. The critical value α of the test was set to 0.1. Y-outliers were detected after the PLSR based on the ratio between residuals and the Root Mean Square Error in the Calibration set (RMSEC), also called t-statistic. Samples with a t-statistic (in absolute value) greater than 2.5 were considered as outliers. Then, similarly to the algorithm proposed by Koshoubu et al. (2001) , calibrations were run in a loop until the number of outliers reaches zero. The best pre-treatment was considered to be the one with the highest Ratio of Performance to Deviation (RPD). RPD is the ratio between Standard Deviation (SD) of the validation set divided by the RMSEP (RMSE in the validation set). Chang et al. (2001) defined 3 categories of models according to their RPD values: (i) models in category A (RPD >2) are considered to accurately predict a given Marx and Eilers (1999) , PSR is able -like PLSR -to solve a multivariate calibration problem in which the predictors are highly correlated and their number is exceeding the number of observations. However, while in PLSR the order of predictors (i.e. wavelengths in spectroscopy) has no influence on the model, PSR forces the coefficient of the regression to vary smoothly across the wavelengths. This is done by projecting the coefficients onto a set of smooth functions (B-splines). Marx and Eilers (1999) used several published or publicly available spectral data to demonstrate that this rather simple solution to a multivariate calibration problem offers comparable performance relative to Principal Components Regression (PCR) and PLSR. Furthermore, regression coefficients are easier to interpret due to the absence of noisy features. Marx and Eilers (2002) compared the stability of PLSR, PCR and PSR in determining the composition of a mixture of water, ethanol and isopropanol measured under several temperature conditions, which caused a shifting of spectra across temperature. Their results suggests that PSR tends to be less sensitive to changing temperature (i.e. predictions are less biased) than PCR and PLSR, especially in the case of derivative spectra. In the remote sensing domain, this clearly represents an advantage since the spectral information in an hyperspectral image may not be fully consistent due either to variations in the measuring environment (atmospheric attenuation) during the recording process or spatial variability in surface properties (e.g. roughness, moisture content) within a large study area. The smoothness is controlled by imposing a penalty on the difference between adjacent B-spline coefficients (i.e. using Penalized-splines, see Eilers and Marx, 1996) . Several PSR parameters must be fixed, of which (i) d, the order of penalty difference (usually between 0 and 3), (ii) the degree of B-splines and (iii) the number of intervals between knots (the point where B-splines join). After several tests, it was found that better results were obtained with d = 3, degree = 4, and intervals = 5. Performance indicators as well as outlier detection algorithms were equivalent to the ones used in PLSR.
Support Vector Machine Regression (SVMR).
SVMR represent a different model class compared with the previous techniques since it is based on statistical learning theory (Vapnik, 1995) . The most valuable properties of SVMs are their ability to handle large input spaces efficiently, to deal with noisy patterns and multi-modal class distributions, and their restriction on only a subset of training data in order to fit a (non-linear) function. The SVMR methodology is described in detail in Schölkopf and Smola (2002) . In principle, an input vector X is mapped from the input domain into a higher dimensional feature space via a kernel function, where data are spread out in a way that facilitates the finding of an interpolation function (Vapnik 1995) . The kernel function allows mapping the data implicitly into the feature space, where the SVMR is trained without needing to represent the feature vectors explicitly (Cristianini and Shawe-Taylor, 2003) . The goal is to identify an interpolation function that is has at the same time at most deviation ε from the observations in the training data set and that is at the same time as flat as possible. This means that errors less than ε are neglected while larger deviations are not accepted. This corresponds to fitting a tube with radius ε to the training data using boundary samples, the so-called support vectors (SV). A trade-off has to be found between model complexity and points lying outside of the tube, which is solved using Quadratic Programming (QP) techniques (Schölkopf and Smola, 2002) . The optimization requires fixing a free regularization parameter C beforehand that confines the influence of critical training patterns. As kernel we selected the Gaussian radial basis function (RBF) due to computational convenience. The RBF kernel requires only to select one free parameter (σ) beforehand that controls the smoothness properties of the interpolating function. In order to obtain a reliable set of the free parameters C, σ and ε and to identify outliers in the training data set a leave-one-out cross-validation strategy was followed. A systematic grid search in the 2D-space spanned by σ and C was carried out. For Y-outlier detection, a confidence level of three standard deviations of the mean was considered. This outlier detection procedure is different from the one used in PLSR and PSR due to the higher computing time compared to other multivariate techniques. For the same reason, it was not possible to test every pretreatments, so that calibrations were run only on raw reflectance. This may introduce inconsistencies when comparing calibrations from the different techniques. However, validation results (RMSEP, RPD) are comparable because potential outliers are not removed.
Results and discussion
Soil samples descriptive statistics
SOC contents varied from 7 to 61 g C kg − 1 and differed markedly between soil types and agro-geological regions (Fig. 2a) . For instance, soils of the Oesling area (North) contained, on average, more than twice the SOC content observed in the Minette area (South). Except for the Minette area, SOC contents showed also a high variability within the same region, emphasizing the need for techniques able to measure SOC with a high spatial resolution. Large disparities could also be noticed when looking at SOC content as a function of soil type. Sand, sandy-loam and clay-loam soils exhibited a relatively low variation and contained less than 25 g C kg − 1 while clay, colluvialalluvial and loam soils may contain up to 40 g C kg − 1 and present a large range of SOC contents. Moisture content, as measured during the field campaign, was relatively low (median: 5.9%, range: 0.9-19.1%) and varied greatly according to soil type (Fig. 2b) . Higher moisture contents were found in clay and colluvial-alluvial soils than in sand, sandy-loam and loam soils. While this relationship between texture and moisture content is likely to be valid, this can also partly result from the sampling protocol. Theoretically, only the first few mm of the soil should have been sampled. However, this protocol is particularly difficult to follow for clay soils due to the higher degree of aggregate cohesion. Therefore, since water content increases rapidly with soil depth, this textural class may exhibit higher moisture than expected.
A strong variation in ferrous oxides was also found between agrogeological regions, with soils of the Minette and Oesling areas having much higher contents than the ones in Central and Redange-Diekirch areas (Fig. 2c) . No correlation between Fe and SOC content was observed (R = − 0.17).
Spectral data quality and analysis
The Signal-to-Noise Ratio (SNR) of AHS images varied from 10:1 to 70:1 in the VNIR-SWIR1 part of the spectrum, depending on the target area (white, gray or black surfaces, Fig. 3 ) while a SNR lower than 20:1 was observed for the SWIR2 part of the spectrum (bands from 22 to 63). Such pattern was also observed by Stevens et al (2008) with the same sensor. Bands from 22 to 25 and 56 to 63 showed even lower SNR due to water absorption and low atmospheric transmission and were further removed before the statistical analysis. Although the SWIR2 is characterized generally by low SNR, it was decided to keep spectral information at these wavelengths to investigate to which extent PLSR, PSR and SVMR are able to deal with noisy features. Therefore, multivariate calibrations were applied either only over the VNIR-SWIR1 part of the spectrum (430-1600 nm) or over the entire spectral range of the sensor (VNIR-SWIR1-SWIR2 430-2411 nm) for comparison.
Visual analysis of spectral data revealed that reflectance varied with soil type (Fig. 4a) . Average reflectance decreased from sand, sandy-loam and loam soils to clay, clay-loam and colluvial-alluvial soils. Most of the variation occurred in the SWIR part of the spectrum rather than in the VNIR. This was also mentioned by Ben-Dor et al. (1999) after analyzing 6 representative Israeli soil samples. The observed decrease of reflectance may be partly related to mineralogy but also to differences in SOC or soil moisture content. In general, soil reflectance decreases with organic matter concentration (Stoner and Baumgardner, 1981) . There is also a strong negative exponential relationship between moisture content and soil reflectance (Lobell and Asner, 2002) . The influence of SOC content is highlighted in Fig. 4b showing mean reflectance according to four SOC classes. A small absorption can be distinguished at 600-750 nm as SOC content increases. Such feature is difficult to assign to any specific soil component related to SOC. However, the visible part of the spectrum (400-700 nm) is known to be a spectral region showing high absolute correlations with organic matter. For instance, based on 40 soil samples originating from several climatic zones, Bartholomeus et al. (2008) found the highest correlation between inverse of reflectance and SOC at wavelengths between 640 nm and 690 nm.
Model calibration and validation
Best pre-treatments of spectral data for each multivariate calibration technique were identified based on highest RPD values. Model performance statistics are gathered in Table 1 . When considering global calibrations, RPD values oscillated between ∼1.5 and ∼ 2 depending on multivariate technique and spectral range. PLSR gave better results when restricted to the VNIR-SWIR1 spectral range while the reverse was true with PSR. No differences were observed between SVMR models using the VNIR-SWIR1 region or the entire spectral range available. According to the classification of Chang et al. ) while this phenomenon is less severe for PSR, resulting in a lower bias (Table 1) . This increased prediction error at higher SOC content was also observed by Ben-Dor and Banin (1995) and Sorensen and Dalsgaard (2005) . Since PLSR and PSR are both linear techniques, this indicates that the relationship between SOC and reflectance is probably non-linear and therefore a good global calibration is difficult to obtain. Such problem can be overcome by SVMR models, which are able to approximate non-linear function mappings between multidimensional spaces (Schölkopf and Smola, 2002) . While SVMR models yielded the highest RPD values in global mode (RPD = 1.97), a substantial spread in observed vs predicted SOC values above 30 g C kg − 1 in the validation set indicates that the problem has not been entirely fixed (Fig. 7b) . This phenomenon does not appear in the calibration set (Fig. 7a) , which suggests an overfitting problem and emphasizes the need to validate flexible tools such as SVMR. These latter observations strengthened the approach consisting of subsetting the spectral data based on auxiliary information (soil type, region and image number) and run local calibrations over each subset separately. This strategy allowed, depending on the multivariate calibration type, spectral range and attribute used to split the dataset, to improve considerably the accuracy of the models. The same kind of results was obtained by Van Waes et al. (2005) under laboratory conditions. They showed that dividing samples into groups according to agricultural practices or texture improved the prediction of soil organic carbon in grassland soils by 7-16%. In our case, local calibrations were able to grow RPD values by a factor 1.01-1.9, increase R 2 up to 0.7-0.89 and decrease RMSEC by 2.6-6.5 g C kg
and RMSEP by 0.8-2.9 g C kg − 1 (Table 1) . Biases in the validation sets were equivalent to the figures observed under global calibrations. Calibrations based on soil type and agro-geological regions had RPD values above 2, indicating very good predictive models. For PLSR and PSR models, calibrations based on regions (Figs. 5c-d and 6c-d) performed a little less than those based on soil type (Figs. 5e-f and 6e-f ). These differences were mainly due to the relatively poor predictions on samples located in the Central region compared to other regions (Figs. 5c-d and 6c-d) . A good local calibration seems rather difficult to achieve in this area where both sandy and clayey soils -which may have very different spectral characteristics as shown in Fig. 4a -are present. On the other hand, local calibrations are of little benefit when the range in SOC content is small within a given group (e.g. Minette area or sandy soils, see Figs. 2a and 5-6). Indeed, RMSEC/RMSEP were often very large in comparison with variability in SOC content, resulting in a poor predictive power (low RPD, Figs. 5c-d and 6c-d). On the other hand, locally calibrated SVMR models were less accurate compared to PLSR/ PSR models ( Fig. 7c-d and e-f). In particular, Fig. 7e -f illustrate that loamy soils could not be satisfactorily modeled using soil related models. This is due to the fact that the SVMR is local in nature and requires, apart from a reliable choice of the free model parameters, a sufficient number of trainings data to achieve good generalization properties. The linear structures visible in all calibration data set in Fig. 7 and the associated very high coefficients of determination in Table 1 can be attributed to the concept of support vectors that uses a subset of training samples to define the interpolation function in a high dimensional feature space.
The improvement of local calibrations compared to global calibrations is less significant when image number was used (RPD < 2). The quality of the models is clearly degraded due to poor predictions in images numbers 4-5 for PLSR/PSR models (Figs. 5g-h and 6g-h) and image number 3 for SVMR models (Fig. 7g-h) . Moreover, the total number of outliers under image-based calibrations was much larger than in other calibration types (Table 1 ). The number of field samples per image (56-116 per image) may have been not sufficient to produce robust calibrations considering the large variation in SOC content and soil types. This may be also explained by the positions of the plots in relation to the nadir of the sensor. Most of the outliers were found at the edges of the image with high view zenith angles, which are affected by strong back-scattering or forward-scattering effects due to the large field of view of the AHS (90°).
One can also notice that the problem of non-linearity of PLSR and PSR models at high SOC content no longer occurs when applying local calibrations . This improvement cannot be attributed to the restricted range of SOC content within each soil type or region. For instance, clay soils as well as the Central and Oesling area showed a variability in SOC comparable to the one found in the entire data set (Fig. 2a) . Nevertheless, local PLSR and PSR calibrations were both able to correctly predict high SOC content within these groups of samples (Figs. 5-6 ). It appears therefore that non-linearity may be related to indirect correlations of SOC with other soil physical or chemical constituents. Fig. 2b -c indicate that a relationship exists between moisture content and soil type and between ferrous oxide content and agro-geological region. Water and iron oxides are considered, along with organic matter, as the main soil chromophores (Ben-Dor et al., 1999) . Moreover, absorption bands of ferrous oxides are located at about 450-700 nm (Ben-Dor et al., 1999) , which may interact with the absorption feature observed at 600-750 nm in Fig. 4b , possibly related to SOC content. Thus, the spectral variability induced by these two constituents is likely to be reduced when considering the different soil types and regions separately. Palacios-Orueta and Ustin (1999) have for instance shown that the detection of iron content and SOM with AVIRIS data depends on the relative proportion of one property to the other and on the sand fraction. Under laboratory conditions, Chang et al. (2005) produced better predictions when analyzing air-dried samples rather than moist samples.
When comparing regression coefficients after processing of raw reflectance values by PLSR and PSR in global mode, it is evident that PSR computes much smoother regression coefficients than PLSR (Fig. 8) . This is likely to result in a greater stability and accuracy in the predictions at locations which were under different environmental conditions as the ones represented in the existing calibration/ validation set. The divergence between coefficients is minor in the VNIR region, both techniques using high coefficients (in absolute values) near 600-750 nm, suggesting that the absorption feature observed in Fig. 4b is actually related to SOC. The difference in the regression coefficient is much more pronounced in the SWIR2 part of the spectrum (2080-2411 nm). Coefficients of PLSR at these wavelengths display chaotic features indicating that noisy components have been included in the prediction model (Fig. 8) . This explains why, unlike for PSR, PLSR calibrations based on the VNIR-SWIR1 region only were generally more accurate in predicting the validation set than those based on the entire spectral range. Also, despite a low SNR (Fig. 3) , PSR seemed able to exploit the information hidden in the SWIR2 region to predict SOC, which may explain higher RPD values compared to the ones obtained by PLSR (Table 1) . Henderson et al. (1992) found indeed that SWIR bands (1955-1965, 2215, 2265, 2285-2295 , and 2315-2495 nm) gave high correlation with SOC content (R 2 > 0.96). These bands have the advantage to be uncorrelated with Fe content and therefore may demonstrate a higher predictive power for different parent materials (Henderson et al., 1992) . The accuracy of SOC predictions in terms of RMSEP (∼3-6 g C kg − 1 ) was in the same range as those found in the literature (Uno et al., 2005; Selige et al., 2006; Stevens et al., 2006 Stevens et al., , 2008 . However, RPD values were often higher in our study due to the large variation in SOC contents measured (see Fig. 2 ). Using the AHS sensor, over an area in Belgian Lorraine (geologically similar to the Central area), Stevens et al. (2008) reached a RMSEP as low as 1.7 g C kg − 1 . However, both studies were conducted within areas of small SOC variability, resulting finally in relatively low RPD values (Uno et al., 2005: 1.3-1.57; Stevens et al., 2008: 1.47 ). Stevens et al. (2006) achieved a RMSEP of 5.1 g C kg − 1 and RPD of 1.86 in a contrasted environment similar to the Oesling (Ardennes massif) and Central area (Belgian Lorraine). Our best models for the Oesling and Central areas gave better results, with a RMSEP of 4.5-4.7 g C kg − 1 and RPD of 1.8-2.8 (results not shown). Selige et al. (2006) were able to produce models with RMSEPs of 2.2-2.9 g C kg − 1 (no RPD values mentioned).
Soil mapping
The local calibrations developed here demonstrated sufficient accuracy to be applied on a pixel-by-pixel basis over the image's soil mask. However, for illustration purposes, only two agricultural fields with spatial patterns of SOC are shown (Fig. 9) . Their location within the study area is represented by a star symbol in Fig. 1 . The SOC content in a single field of ∼ 2.5 ha varied by a factor two (22 g C kg ) and was found to correspond more or less with topography ( Fig. 9a) . High SOC content was mainly found in the ). No information was available to explain this inter-field variability in SOC. However, the patterns may be related to differences in land management or land use history. The same kind of spatial pattern was detected by Stevens et al. (2006) and attributed to previous land use (former grassland). A possible effect of parcel limits can also be observed in Fig. 9b . Higher SOC contents were indeed found uphill of the field borders (south-west of Fig. 9b ). This may again be controlled by soil erosion, which favours deposition of sediments at uphill position of parcel limits. Follain et al. (2006) mapped the soil thickness in a landscape dominated by croplands in Normandy (France). They showed a significantly deeper soil upslope from hedgerows that had been removed during land consolidation several decades before. Van Wesemael et al. (2006) studied a small catchment in south-east Spain that had been converted to almond groves in the 1970 s. Field borders and access roads across the slopes had created lynchets in the landscape resulting in a sedimentation rate upslope of these field borders of 21 tons ha − 1 y − 1 . As a matter of fact, these two small examples show that airborne imaging spectroscopy can represent a tool to improve regional SOC inventory assessments. As shown also by Odlare et al. (2005) , spatial variability of SOC is often at a scale too detailed to be captured by a coarse sampling grid. This is true at the field level, but it becomes even more critical at a landscape/regional scale. At these scales, SOC variability induced by local transfer processes (e.g. erosion) interacts with variability related to broader pedogenetic factors (climate, soil) and generates often high uncertainties in regional SOC assessments (Goidts and van Wesemael, 2007) . RMSEP observed in this study (∼ 3 g C kg − 1 ) seem still unsatisfactory in the context of SOC monitoring relative to traditional method of analysis (standard error of replicates < 1 g C kg
; Genot, pers. comm.). The accuracy still has to be improved before the technique can be exploited for SOC monitoring. Nevertheless, imaging spectroscopy allows to unravel the spatial structure of SOC at the field and regional scales and therefore will be very useful for the design of efficient sampling strategies (i.e. by avoiding pseudo-replication and selecting truly representative locations). Hence, relatively few soil cores should be taken to accurately measure SOC stocks and detect changes.
Conclusion
Considering the large variation in SOC content and soil types encountered in our study area, the results presented here showed that airborne imaging spectroscopy can be an alternative to conventional analytical techniques. In general, a lack of fit at high SOC content was observed under global calibrations. PSR showed a greater ability to handle noisy spectral features, resulting in more robust calibrations than PLSR. Local calibrations based on soil types and agro-geological regions appeared to be more efficient than global calibrations, due to the correlation of the strata with important chromophores like soil moisture or ferrous oxide content. The main difference between the SVMR models and the PLSR/PSR related approaches is that the former perform better for the global data set. On the other hand, SVMR validation results are of minor quality for the soil and region related ). Coordinates are in the LUREF projection system. Their geographical positions within the study area are indicated by star symbols in Fig. 1 . SOC contents have been predicted with PSR using calibrations based on agro-geological regions (see Table 1 for statistics on model accuracy). sub-models compared to the PLSR/PSR models. The analysis of fieldscale SOC maps revealed spatial patterns of SOC related to topographic and management variables, which confirmed the importance of both inter-and intra-field variability in the assessment of SOC contents at larger scale.
Despite these encouraging results, the exploitation for monitoring purposes of SOC maps produced by airborne imaging spectroscopy should still be considered with caution. In particular, a post-validation over fields not covered by the existing calibration/validation sets would be necessary to assess the actual predictive ability of airborne imaging spectroscopy for SOC determination at large scales. Another critical issue is the representativeness of the models and whether a given pixel can be predicted by our models or not due e.g. to differences in surface conditions. The results of this study suggest that further research is needed on how to classify pixels according to general soil surface conditions to facilitate the development of meaningful local calibrations.
