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Summary 
Thin film systems are widely used in many technologically important application 
areas recently, including microelectronics and optoelectronics devices, magnetic data 
storage, medical devices, and many more. However, the use of these films to enhance the 
performance of engineering components is usually accompanied by the risk of failure due 
to deformation, cracking or fracture in response to mechanical loads such as those arising 
due to contact. A convenient approach is to use numerical methods to accurately simulate 
the initial and subsequent evolution processes of these failure phenomena, for the purpose 
of qualitatively characterizing the mechanical properties associated with the fracture 
behaviors. In particular, an important issue in all of the thin-film/substrate systems is the 
adhesion of the interface between the film and the substrate, as the interfacial failure may 
lead to a system failure even though the film and the substrate have not yet failed. Hence, 
the primary objectives of the present work include the follwing two parts: 
1) To formulate robust and effective numerical methods for fracture analyses in thin 
film systems; 
2) To develop practical approaches to characterize the interfacial toughness based 
on the numerical simulation of wedge indentation on thin film systems. 
As the first part of this work, a stain smoothing technique is introduced to the 
collapsed quadratic singular elements and the extended finite element method to 
formulate two novel numerical methods for fracture analyses in thin film systems, 
including the singular smoothed finite element method (sS-FEM) and the smoothed 
extended finite element method (S-XFEM). Both of two proposed models possess (1) an 
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upper-bound property in the energy release rate or J-integral, (2) super convergence, ultra 
accuracy properties and high computational efficiency by combining themselves with the 
strain smoothing operation if proper smoothing domains (edge based or node based) are 
constructed. In addition, within strain smoothing, domain integration is transformed into 
boundary integration, and the stiffness matrix calculation requires only evaluating the 
shape functions values (and not the derivatives). Therefore, the singular terms of 
functions as well as mapping procedures are no longer necessary to compute the stiffness 
matrix, which contributes to the easy implementment in the existing codes. Further, the 
smoothed bilinear form weakens the consistence requirement for the field functions, and 
allows us to use much more types of methods to create shape functions. Consequently, it 
inspires more new numerical methodologies which are accurate, flexible, effective and 
simple. In particular,  
 For the sS-FEM, a novel triangular five-node (T5) singular crack-tip element is 
formulated within the strain smoothed framework to model the variable power 
type stress singularity in the vicinity of the crack tip. The use of such mesh setting: 
one layer of T5 singular elements together with linear elements away from 
singular zone, eliminates the requirement of transition elements which is present 
in the tranditional T6 or T8 collapsed quadrilateral singular elements. 
 For the S-XFEM, the strain smoothing operation is performed on the XFEM 
approxiamtation that involves both discontinuous and singular (non-polynomial) 
parts, in addition to the standard continuous part. Thus, it eliminates the need to 
subdivide elements cut by discontinuities (material interfaces, cracks) by 
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transforming domain integration into boundary integration, which is strictly 
required if no special treatment is adopted in the traditional XFEM. 
In the second part of this work, a three-dimensional finite element (FEM) simulation 
is performed to systematically investigate the interfacial delamination cracking shapes 
and the transition of stress states during wedge indentations. A straightforward criterion 
based on the curvature of the delamination crack front is for the first time in this thesis 
proposed to indicate the transition of stress states during the interfacial delamination, and 
a guideline is proposed to classify the 2D to 3D transition for extracting the interface 
adhesion properties. 
In addition, a new characterization approach is proposed to extract the interfacial 
toughness in thin film systems using the numerical simulation of wedge indentation 
experiments. In this approach, a comprehensive finite element study is undertaken to 
correct de Boer’s solutions for the measurement of wedge indented interfacial toughness, 
and a universal correction expression for de Boer’s equations is obtained using a 
regression method. With this expression, a reverse algorithm is proposed to extract the 
interfacial toughness. The correction eliminates the small plastic zone assumption and 
plane strain condition assumption that are present in de Boer’s equations, and make them 
more practical for evaluation of the interfacial toughness in thin film systems. Extensive 
numerical verifications are performed to show the present approach provides an accurate 
evaluation for the interfacial toughness. An application of this approach to low-k 
dielectric films, namely, methyl-silsesquioxane (MSQ) and black diamond (BD™) films, 
on a Si substrate is also presented. 
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In recent years, thin film systems are widely used in many technologically important 
application areas, including microelectronics and optoelectronics devices, magnetic data 
storage, medical devices, and many more. However, the use of these films to enhance the 
performance of engineering components is usually accompanied by the risk of failure due 
to deformation, cracking or fracture in response to mechanical loads such as those arising 
due to contact. Hence, it is imperative to understand those behaviours of thin film 
systems under these situations in order to improve their design and ensure the integrity of 
the film during service. A convenient approach is to use numerical methods to accurately 
simulate the initial and subsequent evolution processes of these failure phenomena, for 
the purpose of qualitatively characterizing the mechanical properties associated with the 
fracture, such as, interfacial toughness. In this chapter, an overview of these topics will be 
briefly discussed. Section 1.1 presents an overview of typical failure modes in thin film 
systems under external loadings. Section 1.2 provides a detailed review for the 
background of numerical methods, and their advantages as well as limitations of for 
fracture analyses in thin film systems. Section 1.3 presents an overview of approaches for 
thin film/substrate interfacial toughness characterization.  
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1.1 Overview of failure modes in thin film systems 
Thin film structures have been increasingly employed in all sectors of modern 
industry, and their industrial applications have been received more and more attention 
during the past few years. For example, semiconductor devices and interconnect lines are 
fabricated by various types of thin film technologies [1]. On an optical lens, multilayers 
are coated for various functions such as scratch resistance, anti-reflection, etc. [2]. Liquid 
crystal displays and organic light emitting devices typically employ a layer of film, i.e., 
transparent conducting oxide (TCO) as an electrode. TCOs are usually made of brittle 
oxides, such as indium-tin oxide (ITO) [3] and indium-zinc oxide (IZO) [4]. Super hard 
films are frequently used in advanced engineering cutting tools and biomedical implants 
[5-7] to enhance reliability and performance, such as chemical resistance, wear resistance, 
corrosion resistance thermal barriers, etc.  
At the same time, as more and more severe loadings are submitted to mechanical 
parts, the use of these films to enhance the performance of engineering components is 
usually accompanied by the risk of fracture behaviors in response to mechanical loading. 
More importantly, these fracture behaviors may continue to evolve with external loadings 
and leads to catastrophic failure of the structural components. The design of the thin film 
systems is closely associated with the physical and mechanical properties of materials as 
well as the geometry shapes of structures. Before the structure optimization which aims 
to achieve the perfect matching between the mechanical performance and geometry [4], 
an initial exploration of the structural load-carrying capacity which is represented by the 
structural failure and damage behavior is required for reliable and economical design of 
thin film structures [5-7]. Thus, the knowledge of the failure mechanisms of structures 
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plays an important role in instructing the practical design of thin film structures [8, 9], 
motivating considerable interest in recent years for providing failure-safety designs of 
thin films as integral component of the engineering systems [8, 9]. 
The failure modes of thin film systems were studied earlier by Hutchinson and Suo 
[10], and further extended by Chen and Bull recently [11]. Depending on the relative 
properties of film and substrate (hard brittle vs. soft ductile), and the quality of the 
adhesion, they identified three typical classes of failure modes as outlined in the 
following [see Figure 1.1]:  
(1) Coating failure-induced interfacial failure: 
a. Median/radial cracks propagate to the interface and deflect [12, 13] [see Figure 
1.1(a)];    
b. A periodic array of cracks growing through the film may divert to the interface 
[14] [see Figure 1.1(b)]; 
(2) Failure starts at the interface, and kink to film or substrate: 
c. Crack initiates at the interface and propagates along the interface, or extends 
into coating or substrate; no buckling occurs [see Figure 1.1(c)];    
d. After initial defect formation, the high compressive residual stress leads to 
buckling [10, 15, 16] [see Figure 1.1(d)]; 
(3) Substrate failure induced interfacial failure: 
e. A substrate crack may occur at or close to the interface, and divert along it to 
cause interfacial failure [see Figure 1.1(e)]. 
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Figure 1.1 Schematic of different failure modes in thin film systems. (a) single through-
thickness crack in the coating deflects to the interface to cause delamination, (b) 
multiple cracks in the film (such as picture-frame cracks) diverting to the interface to 
cause delamination, (c) delamination resulting from an edge flaw at the interface, (d) 
compressive stress inbuckling in the film, (e) a crack in the substrate divert to the 
interface to cause delamination. 
 
However, for mechanisms of failure in thin film systems, the analytical solutions are 
only available for certain relatively simple cases due to the complicated boundary 
conditions associated with the governing equations [8-10]. Therefore, the development of 
a robust numerical simulation tool for fracture analyses can lead to a better understanding 
of the influence of failure on the reliability of thin film systems.  Furthermore, design and 
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reliability prediction of thin films requires the knowledge of mechanical properties of 
these thin film materials. These properties usually include elastic modulus, hardness, 
yield strength and fracture toughness. Elastic modulus and hardness can be easily 
measured by experimental methods, or it is possible to use the available data obtained 
from a bulk specimen. The fracture toughness, however, may be quite different from the 
value obtained from the bulk specimen since it is sensitive to the structures. In particular, 
an important issue in all of the thin-film/substrate systems is the adhesion of the interface 
between the film and the substrate, as the interfacial failure may lead to a system failure 
even though the film and the substrate have not yet failed [11]. Accordingly, the 
determination of interfacial toughness is placed in the first priority when assessing 
fracture toughness of thin film systems. Consequently, to ensure the integrity of the film 
systems during service, it is also imperative to develop an effective methodology to 
characterize the interfacial toughness as the basis of design. 
 
1.2 Numerical methods for fracture analyses in thin film systems 
The procedures usually followed for the numerical simulation for fracture 
analyses in thin film systems can be divided into two groups. The first formulates the 
problem within the framework of cohesive zone model, and has often applied in 
conjunction with interface elements, while the second is based on the direct application of 
fracture mechanics. This section will therefore review the backgrounds, advantages as 
well as limitations of these two classes of numerical methods in detail. 
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1.2.1 Cohesive zone model 
The first method stemmed from the work of Barenblatt [17] and Dugdale [18], 
including the cohesive zone model [19, 20]. The earlier approaches were extended in the 
sense that a cohesive zone model could develop anywhere in a specimen or a structure, 
and not only ahead of a pre-existing crack tip [21]. Later, Hutchinson and Suo [10], 
Tvergaard and Hutchinson [20], Allen and Searcy [22], Camanho et al. [23], Xie and 
Waas [24], Turon et al. [25] developed the cohesive theory which assumed that there was 
a process zone in front of the crack tip. Such zone consisted of upper and lower surfaces 
controlled by the cohesive traction displacement discontinuity relationships, and allowed 
non-self-similar crack propagation. In relation to the numerical simulation, this method 
has often been applied in conjunction with cohesive elements [26]. An advantage of using 
these cohesive elements is that it is not necessary to make assumptions that the initial 
position is known in advance. Thus, the cohesive element is a suitable candidate for 
fracture analyses of interfacial delamination. However, the cohesive elements are not 
capable of predicting the direction of damage propagation. Accordingly, they are 
restricted to problems in which the damage is on the finite element edges and surfaces 
and the corresponding predicted damage patterns are thus mesh-dependent. On the other 
hand, the cohesive elements are required to be pre-placed in all possible delamination 
regions. Hence, the computational burden increases significantly due to the use of large 
number of non-linear cohesive elements, especially for the three-dimensional problems.  
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1.2.2 Fracture mechanics-based method 
In order to overcome the aforementioned difficulties, linear elastic fracture 
mechanics (LEFM) provides fracture mechanics-based techniques such as the J-integral 
[27], virtual crack closure [28, 29], and virtual crack extension [30] for the prediction of 
crack growth. In these fracture mechanics-based techniques, the simplified Griffith 
energy balance states that the mechanical energy supplied to the system will be stored as 
an elastic internal energy or dissipated through generating new crack surfaces [31]. 
Accordingly, the crack propagates when the energy available for the crack propagation 
exceeds the fracture toughness, or the critical strain energy release rate, which is a 
mechanical parameter of the interface or material. Therefore, the damage growth 
direction of one or more cracks can be easily predicted, provided that their initial 
positions are known in advance. However, the low order of continuity of the solution 
leads to poor accuracy (esp. in 3D) of the derivatives close to regions of high gradient. As 
a result, a high mesh density in the crack front region is required in order to capture the 
singularity in the asymptotic crack tip fields with the conventional finite element method. 
Therefore, Barsoum [32] developed the so-called collapsed quadrilateral singular 
elements for simulating the singularity around the crack tip. Among these singular 
elements, the most widely used is the eight-node quarter-point element or the six-node 
quarter-point element.  However, to ensure the singular elements are compatible with 
other standard elements, the entire domain has to be, in principle, quadratic elements of 
the same type. Otherwise, the transition elements are needed to “bridge” the crack-tip 
elements to the rest elements.  
To avoid these mesh-dependent issues, Belytschko’s group in 1999 [33, 34], 
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exploited the idea of partition of unity enrichment of finite elements (PUM) [35, 36], 
involving minimal remeshing to solve the crack propagation problems [33, 34].  The 
resulting method is known as the extended finite element method (XFEM), in which the 
main idea is to extend a classical approximate solution basis by a set of enrichment 
functions that carry information about the character of the solution. As it permits arbitrary 
functions to be incorporated in the FEM approximation, partition of unity enrichment 
gives flexibility in modeling crack problems, without changing the underlying mesh, 
while the set of enrichment functions evolve (and/or their supports) with the interface 
geometry. As an advantage to this approach, the need for further mesh refinement is thus 
eliminated to a great extent due to the use of partition of unity. However, the enrichment 
is only partial in the blending elements at the edge of the enriched sub-domain, and 
consequently some pathological terms appear in the interpolation, which leads to a non-
optimal convergence rate in the energy norm for singular problems. Furthermore, for 
some physical problems, e.g., a 3D crack problem in an anisotropic media, the complete 
asymptotic displacement is highly complicated or its complete expression is unavailable. 
Therefore, special treatments should be used to derive enrichment functions 
characterizing the local behavior of the problem. Last but not least, when the 
approximation is enriched by discontinuous or asymptotic crack tip functions in an 
element, an expensive sub-partition must be performed for numerical integration.  
 
1.2.3 Strain smoohing technique  
On another front of computational mechanics, strain smoothing technique [37, 38] 
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was introduced by Chen [37] for spatial stabilization of nodally integrated meshfree 
methods, and later extended by Yoo and Moran to the natural element method (NEM) 
[38]. Using the strain smoothing technique in numerical methods, the compatible strains 
are replaced by smoothing strains by multiplying the compatible strains with a smoothing 
function which normally is a constant function. As a result, the numerical integration on 
the domain can be transferred to the line integration on the boundary of the domain by 
using the Divergence’s theorem, and the constrained conditions on the shape of 
integrated domain can be removed. More recently, Liu [39] has generalized this gradient 
smoothing technique in order to weaken the consistence requirement for the field 
functions, allowing the use of certain types of discontinuous displacement functions. 
Based on this generalization, a G space theory and a generalized smoothed Galerkin (GS-
Galerkin) weak form have been developed [40], leading to the so-called weakened weak 
(W2) foundations of a family of numerical methods. In particular, Liu et al. [40] have 
provided an intuitive explanation and showed numerically that when a reasonably fine 
mesh could be used [41]: (1) the smoothed Galerkin weakform weakens the consistence 
requirement for the field functions; (2) domain integration in the W2 formulation is 
transformed into boundary integration. Thus, no derivative of shape functions is involved 
for the stiffness matrix calculation in smoothed models; (3) the node-based strain 
smoothing produces an upper-bound property with respect to the exact solution in the 
strain energy, which offers a very practical means to bound the solutions from both above 
and below for complicated engineering problems, as long as a displacement FEM model 
can be built; and (4) the edge-based smoothing exhibits super convergence, ultra 
accuracy properties and high computational efficiency. 
Chapter1                                                                                                                                                             Introduction                                 
 10
1.2.4 Conclusions 
Based on the above review of both fracture mechanics-based numerical methods in 
Section 1.2.2, it is concluded that a major disadvantage of collapsed quadratic singular 
elements is the requirement of transition elements or high order elements throughout the 
entire domain to to ensure compatibility. More importantly, the mesh requirement near 
the crack tip is highly serious. On the other hand, although XFEM eliminates the mesh 
requirement, an expensive still sub-partition should be performed for numerical 
integration. Furthermore, it possesses a non-optimal convergence rate in energy norm due 
to the use of blending elements. Therefore, it is highly imperative to introduce a 
prominent technique to overcome the aforementioned shortcomings. For this point, the 
following question is naturally arisen:  
Could the strain smoothing technique be applied to numerical methods mentioned 
above for fracture analyses? 
 If it is alright, then, it is expected that the advantages of the strain smoothing 
technique mentioned above can help to formulate the new numerial models which 
overcome the difficulties presented in Section 1.2.2. 
 
1.3 Characterization of interfacial toughness in thin film systems 
The fundamental property which often dictates the performance of a coating is its 
ability to adhere to the substrate and thus there are many techniques to measure the 
adhesion [42, 43]. The choice of methods is dependent on many factors such as the 
mechanical properties of the coating and substrate, the interface properties, the 
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microstructure of the coating/substrate system, the residual stress, the coating thickness 
and the intended applications [44, 46]. Most of methods aim to introduce a stable 
interfacial crack and make it propagate under controlled conditions and model this 
process to determine the adhesion. However, there is no universal technique or analysis 
to determine the interfacial toughness. For a given experimental set-up, different 
mechanisms of interfacial failure may occur for different coated systems or test methods 
and, therefore, different models are required. According to Mittal [47], the measured 
adhesion may be affected by the test-specific factors and the residual stress. 
 
1.3.1 Characterization of interfacial toughness base on normal indentation 
With the advent of miniature systems and very thin functional coatings, there is a 
need for characterization of adhesion at small length scales. Therefore, their interface 
adhesion properties are difficult to be measured using conventional mechanical testing 
techniques, such as tensile and bending tests. On the other hand, various indentation 
methods have been proposed to investigate interfacial delamination of thin film systems, 
such as spherical [48-51], conical [52, 53], and Berkovich [54, 55] indentation 
experiments. Generally speaking, the indentation methods have several advantages: (a) 
the experiments are easy to conduct; (b) there is almost no sample preparation prior to the 
tests; and (c) the raw data are presented in the simple form of load and penetration depth 
(P-h curve).  Therefore, they have been proven very effective in determination of the 
interfacial toughness of thin film/substrate structures [48-55]. 
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In general, thin film/substrate systems can be divided into several categories based 
on the relative properties of film and substrate [56], such as, soft film on hard substrate 
(SFHS) systems, and hard film on soft substrate (HFSS) systems, and so on. In the case 
of soft film on a hard substrate, coating delamination is coupled with plastic expansion of 
the film with the driving force for delamination being delivered via buckling of the film, 
thus, the indenter tip may only need to penetrate into the film to cause an interfacial 
delamination by plastic deformation of the film material. The key mechanics ingredients 
of this mechanism have been presented by Marshall and Evans [57, 58], and Kriese and 
Gerberich [48, 49] have recently extended the analyses to multilayer films. However, for 
brittle coatings the failure mechanisms can be more complex. The fracture evolution in a 
typical brittle coating on a soft substrate can be depicted as: Stage I: a ring, picture-frame 
or radial crack may occur depending on the coating/substrate system and indenter 
geometry; Stage II: with the increase in the load, the crack opening increases and the 
coating delaminates and buckles; Stage III: secondary through thickness cracks form and 
coating spallation (either partial or full) may occur depending on the flaw size 
distribution at the interface. The mechanics of delamination in such systems has been 
analyzed by Drory and Hutchinson [53] for indentations with depths that are two to three 
orders of magnitude larger than the coating thickness.  
At the same time, numbers of theoretical models were developed to analyze the data 
of indentation experiments to characterize the interfacial toughness. The corresponding 
models are either energy-based or stress analyses-based. Firstly, the energy-based models 
are based on an observation that there is a slope change in the plot of irreversible work 
during indentation against the applied load P when delamination occurs [59]. However, 
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this method fails to consider the influence of radial cracking which is usually prior to 
delamination. Therefore, such a model may not be as accurate as expected. 
Stress analyses-based is another kind of major approach that can be can be 
summarized as four categories as following:  
(1) For a soft coating on a hard substrate, approaches based on contact radius at the 
initiation of delamination under the indenter have been proposed by Ritter et al. 
[60]. In this way, Malzbender et al. [13] obtained an average interfacial toughness 
of 0.18MPam1/2 for their hybrid coatings on glass, and demonstrated that this 
model works well provided the flaw size at the interface was appropriate. 
Unfortunately, it is not easy to accurately determine this appropriate size. 
(2) For the adhesive failure of relatively soft films with axisymmetric geometries, 
Rosenfeld et al. [61] proposed a model which related the interfacial fracture 
toughness to coating hardness H, applied load P and delamination size c. they 
assumed that the pressure at the interface was approximately equal to the hardness 
of the coating, which was reasonable for a soft coating or a sufficiently thick 
coating on a substrate under the condition that the effect of cracking on the 
hardness can be ignored. It is easy to use due to its concise formulation, but it 
tends to considerably overestimate the adhesion depending on the actual coated 
systems investigated. To account for this deviation, Malzbender et al. [13] treated 
the delamination occurring between radial cracks as three separate circular 
clamped plates with deflection at the centre instead of the initial assumption of a 
clamped circular plate without deflection at the centre. Thus the buckling stress 
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and shear stress at the interface can be reduced by approximately one third, and 
the reasonable results for interfacial toughness can be obtained. 
(3) Marshall et al. [57, 58] proposed a method by relating the interfacial toughness to 
a crack dimension that can be readily measured from comparisons between the 
unbuckled and buckled films, and this model was further developed by 
Hutchinson and Suo [62]. Nevertheless, this model treat the buckling as an elastic 
blister which is only reasonable when the crack tip is far from the plastic 
deformation zone, otherwise plastic deformation must account for.   
(4) Hutchinson and Suo [62] proposed an equation by relating interfacial toughness to 
radial force PC and bending moment MC. However, in practice, it is difficult to 
directly determine the force and the bending moment from experimental records. 
Some researches aims to obtain values for PC and MC [63].  The problem with 
these works is to assume elastic buckling theory to compute the values. Therefore, 
instead of elastic plate theory, a model of a travelling plastic hinge at the apex of 
the buckled coating was adopted during stress analyses and was presented to 
assess indentation-induced delamination for a ductile film on elastic substrate to 
deal with the problem that buckling is inside the plastic deformation zone [64]. 
Compared with the models by Hutchinson and Suo [62], this travelling plastic 
hinge model gives very good prediction of adhesion for interfaces with 
intermediate toughness where the plastic deformation zone does not extend 
beyond the buckling height. However, it shows significant deviation from 
numerical simulations for both very weak and very strong interfaces. 
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1.3.2 Characterization of interfacial toughness base on wedge indentation 
As regard to these normal indentaions by axisymmetric indenters, however, a salient 
disadvantage is the formation of the radial cracks in the films accompanied with the 
interface cracking, leading to inaccuracy in the measurement of the interfacial toughness. 
The radial cracking of the film is due to tensile hoop-stress1, and hence de Boer and 
Gerberich [65, 66] developed the microwedge indentation technique based on the 
hypothetical operations of conical indentation [57, 58]. In their test, a wedge-shaped 
indenter was pressed into a fine-line shaped thin film sample. As a result, a plane strain 
condition rather than tensile hoop stress was created, and the compressive stress 
developed in the direction parallel to the wedge, which minimized cracking of the 
films/coatings. Further, it was able to generate much higher crack driving force as 
compare to the conical or spherical shape indenters, allowing the test to be performed on 
samples with greater interfacial toughness. Recently, Yeap et al. [67, 68] adopted the 
wedge indenter and focused-ion-beam (FIB) technique to determine the interfacial 
toughness of the thin continuous film on substrate (low-dielectric-constant (low-k) films 
on silicon (Si) substrate). Due to the use of FIB technique, the interface crack is relatively 
easy to be observed from the surfaces around the wedge indentation impression, making 
the interpretation of the experimental phenomena easier. Overall, wedge indentation is 
considered as a potential powerful experimental method to determine the interfacial 
properties, and has been widely used to measure the interfacial properties [65-70]. 
                                                 
1 Hoop stress is the result of force vector acting circumferentially in the cylindrical coordinates. 
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During the wedge indentation delamination test, similar to the normal indentaions, 
for SFHS systems with brittle interfaces, the indenter tip may only need to penetrate into 
the film to cause an interfacial delamination by plastic deformation of the film material. 
On the other hand, for HFSS systems with strong or ductile interfaces, the indenter has to 
penetrate deeply into the substrate to cause an interfacial delamination by plastic 
deformation of the substrate material. Accordingly, the analyses and applications of the 
wedge indentation to determine interfacial properties can be classified into two categories:  
 For the relative weak or brittle interface, de Boer and Gerberich [65, 66] have 
followed the analyses originally developed by Marshall et al. [57, 58] for the 
conical indentation, and developed the analytical methodology for microwedge 
indentation tests. It aimed to determine the interfacial toughness of thin film 
structures with the maximum indentation depth being less than the film thickness. 
 For the relative strong or ductile interface, analytical methods developed by 
Vlassak et al. [69] and Begley et al. [70] were applied when the indentation depth 
was much larger than the film thickness, i.e., the indentation depth was deeply 
penetrated into the substrate.  
However, the analytical methods for deriving interfacial adhesion properties from the 
indentation is not straightforward but based on some assumptions which is not is 
generally not applicable for the explanation of all the indentation test results. Therefore, 
numerical simulation, are often resorted to interpret the test results during deriving the 
desired properties. It is worthwhile noting that when using numerical simulation, it is 
necessary to analyse the failure mechanisms before choosing an appropriate model to 
extract adhesion parameter. 
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1.3.3 Numerical simulations for characterization of interfacial toughness 
Many researchers have used numerical methods to simulate the indentation-induced 
interfacial delamination processes, especially when a wedge tip is used in the indentation 
experiments [71-76], where the cohesive zone model (traction-separation law) [19] was 
used to model the interfacial delamination induced by indentation. In using this traction-
separation law, the interface adhesion can be well described by two major parameters: the 
interface strength, σs, which is the peak normal traction to separate an interface, and the 
interface energy, Γ0, which is the work of the separation per unit area of the interface. As 
discussed in Section 1.2.1, the advantage of using the traction-separation law is that there 
is no need to assume that the interfaces are either fully bonded, fully debonded, or pre-
cracked. Since the interface delamination criterion is inherently included in the traction-
separation law, it can capture and predict the onset and the propagation of delamination 
of an interface. Using this traction-separation law, Zhang et al. have modeled the wedge 
indentation on both soft-film-on hard- substrate (SFHS) [75] and hard-film-on-soft-
substrate (HFSS) [76]. However, these works, however, were limited in the two-
dimensional (2D) simulation of indentations. In fact, the mechanics of indentation may be 
in a three-dimensional (3D) stress state unless the indenter is long enough compared to 
the other characteristic system dimensions, such as the film dimensions or indentation 
depth. Further, their works only focused on the investigation of mechanism of interface 
delamination of thin film systems, and a thorough procedure to determine the interfacial 
properties by the computational and experimental results has not been done.  
At the same time, Schulze and Nix [71] have performed finite element analyses for 
the problem in which the wedge tip was deeply penetrated into the substrate, i.e., a thin, 
Chapter1                                                                                                                                                             Introduction                                 
 18
hard coating on a soft substrate with the stong interface was subjected to wedge 
indentation experiments. They have concluded that, for a coated sample, in general, the 
strain on the whole surface outside the contact zone could not be described using the 
analytical solution derived for an uncoated specimen. They have also shown that the 
stress component exhibits a large stress gradient at the beginning of the coating, and this 
is contrary to the assumptions of the analytical model in Vlassak et al. [69]. However, 
they have proved that the analytical results can be modeled more accurately by 
employing the FEM method and subsequently optimizing the input parameters of the 
analytical model for better agreement. 
On the other hand, for the relative week or brittle interface, the theoretical equations 
by de Boer and Gerberich [65, 66] are derived based on the following assumptions: 
  Similar to the equations by Marshall et al. [57, 58] for conical indention, it is 
assumed that the material in the plastic zone is confined to near the wedge tip. 
However, the small plastic zone assumption used in De Boer’s equations is 
generally not applicable for the explanation of all the indentation test results, and 
it is possible that plastic deformation is not concentrated only in the close vicinity 
of the indenter tip depending on the plastic properties of films, as well as the 
interfacial toughness. 
 The the microwedge indenter is a nature fit for the thin film fine line, and a plane 
strain condition is thus considered during indentation. In fact, the mechanics of 
indentation may be in a non plane-strain state unless the indenter is long enough 
compared to the other characteristic system dimensions, such as the film thickness 
and the indentation depth. Recent experiments by Yeap et al. [67, 68] for the 
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studies on the interfacial delamination process of low-k dielectric films on a Si 
substrate have shown that when a wedge-tip is indented on a continuous film, the 
wedge indentation can induce a plane-strain condition at the central portion of the 




From the above review, we can see that research on the numerical simulations of 
interfacial delamination by wedge indentation is based on the assumption of plane strain, 
and the models carried out so far are all the 2D ones. Therefore, 3D models are required 
to build to systematical investigate the effect of non-plane conditons on the interfacial 
delamination. Further, these comprehensive numerical simulations may provide the way 
to eliminate these two assumations for correcting de Boer’s equation, as it is worthwhile 
for establishing an effective and practical approach to characterize the interfacial 
toughess.  
 
1.4 Objectives and significance of the study 
The first objective of this thesis is to formulate and develop two new numerical 
methods for fracture analyses in thin film systems using strain smoothing technique, 
including the singular smoothed finite element method (sS-FEM) and the smoothed 
extended finite element method (S-XFEM). 
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 In the sS-FEM, a novel triangular five-node (T5) singular crack-tip element is 
formulated with strain smoothing operation to model the stress singularity in the 
vicinity of the crack tip. The use of such mesh setting: one layer of T5 singular 
elements together with linear elements away from singular zone, eliminates the 
requirement of transition elements which is present in the tranditional T6 or T8 
collapsed quadrilateral singular elements. 
 In the S-XFEM, the strain smoothing operation is performed on the XFEM 
approxiamtation that involves both discontinuous and singular (non-polynomial) 
parts, in addition to the standard continuous part. Thus, it eliminates the need to 
subdivide elements cut by discontinuities (material interfaces, cracks) by 
transforming domain integration into boundary integration, which is strictly 
required if no special treatment is adopted in the traditional XFEM. 
In addition to the above properties, both of the two proposed models should possess 
(1) an upper-bound property in the energy release rate or J-integral; and (2) super 
convergence, ultra accuracy properties and high computational efficiency by combining 
themselves with the strain smoothing operation if proper smoothing domains (edge based 
or node based) are constructed. In addition, within strain smoothing, domain integration 
is transformed into boundary integration, and the stiffness matrix calculation requires 
only evaluating the shape functions values (and not the derivatives). Therefore, the 
singular terms of functions as well as mapping procedures are no longer necessary to 
compute the stiffness matrix, which contributes to the easy implementment in the existing 
codes. Further, the smoothed bilinear form weakens the consistence requirement for the 
field functions, and allows us to use much more types of methods to create shape 
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functions. Consequently, it inspires more new numerical methodologies which are 
accurate, flexible, effective and simple. This should have considerable impact on 
developing new numerical methods for fracture analyses.  
Due to the length limit of the thesis, the crucial properties for the new methods will 
be mainly presented, and the numerical examples with analytical solutions are employed 
to make it easy to verify the accuracy, reliabity of efficiency of the new models. In 
addition, the modeling is restricted to the billayer systems with elastic film and substrate, 
and the plastic thin film systems and multilayer systems are beyond the scope of this 
study.  
The second objective of this thesis is to propose a new approach to characterize the 
interfacial toughness in thin film systems using the numerical simulation of wedge 
indentation experiments. First of all, the privous works were limited to the two-
dimensional (2D) simulation of the wedge indentations, a three-dimensional finite 
element (FEM) simulation is therefore performed to systematically study the mechanics 
of micro-wedge indentation-induced interfacial delamination. In this simulation, the 
cohesive elements are used to characterize the failure behaviors of the interface. A 
straightforward criterion based on the curvature of the delamination crack front is 
indicate the transition of stress states during the interfacial delamination, and a guideline 
is proposed to classify the 2D to 3D transition for extracting the interface adhesion 
properties.  
Further, this comprehensive FEM study is used to modify de Boer’s equations, 
leading to a universal correction expression. With this expression, a reverse algorithm is 
proposed to extract the interfacial toughness. The correction eliminates the small plastic 
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zone assumption and plane strain condition assumption that are present in de Boer’s 
equations, and make them more practical for evaluation of the interfacial toughness in 
thin film systems. Extensive numerical verifications are performed to show the present 
approach provides an accurate evaluation for the interfacial toughness. The experimental 
validations are also studied. However, the modeling was restricted to the soft-film-hard 
substrate systems, and the hard-film-soft sytems were beyond the scope of this study. In 
addition, the multilayer systems are not considered in this study.  
 
1.5 Organization of the thesis 
This Ph.D thesis consists of two parts. The first part mainly concerns the 
development of novel numerical methods for fracture analyses in thin fim systems. The 
corresponding formulations and results are summarized from Chapters 3 to 5 of this 
thesis. The second part of the thesis is to design a new approach to characterize the 
interfacial toughness of thin film systems using the numerical simulation of wedge 
indentation experiments. The corresponding principles and results are discussed in 
Chapters 6 and 7. Although the new numerical methods developed in part one are not 
applied to simulate the interfacial delamination process for determination of interfacial 
toughness in part two, both of two parts extensively investigate the fracture and failure 
behaviors in thin film systems through the numerical simulations. In all, the thesis 
consists of eight chapters and the contents of each chapter are as follows. 
Chapter 1 includes background information and research objectives of this Ph.D. 
thesis, whereas Chapter 2 reviews literature findings on fracture mechanics as well as 
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numerical methods for fracture analyses in thin film systems. Chapter 3 presents a brief 
introduction of strain smoothing technique and G space including the general formulation, 
classfields of strain smoothed models, and general properties of the strain smoothed 
models, followed by Chapters 4 and 5 with detailed elabroration of two new numerical 
methods using the strain smoothing technique. To be specific, Chapter 4 discribles the 
singular smoothed finite element method (sS-FEM), where a novel triangular five-node 
(T5) singular crack-tip element is formulated to simulate stress singularity in the vicinity 
of the crack tip, whereas Chapter 5 studies a combined smoothed and extended finite 
element, in which the strain smoothing operation is introduced into the XFEM settings. In 
these two novel smoothed methods, the governing equations, weak formulations, 
numerical procedures are presented in detail. Further, intensive numerical examples are 
employed to demonstrate the excellent properties for both of methods. Chapter 6 
systematically investigates a three-dimensional finite element (FEM) simulation of 
micro-wedge indentation-induced interfacial delamination, where the effects of the length 
of wedge indenter tip and the thickness of film on the onset and growth of interfacial 
delamination are intensively analyzed. In Chapter 7, a reverse algorithm for extracting the 
interfacial toughness is presented with the comprehensive FEM study. Finally, Chapter 8 
concludes the contributions of this thesis and suggests some future research for an 
improved understanding in failure behaviors in thin film systems. 
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Chapter 2 
Computational fracture mechanics in thin film systems 
 
The objectives of this thesis are to formulate new numerical methods for fracture 
analyses in thin fim systems, and to develop a new approach to characterize interfacial 
toughness using the numerical simulation of interfacial delamination during wedge 
indentation experiments. This chapter will therefore review the exsiting computational 
methodologies for fracture analyses in thin film systems. To be specific, Section 2.1 
reviews the theoretical foundations for the singularity in the vinicity of cracks in thin film 
sytesms. To develop the effective numerical methods for fracture analses, it is important 
to evaluate the singularity in the vinicity of cracks.  Section 2.2 reviews the the principles, 
advantages as well as limitations of cohesive elements, collapsed quadratic singular 
elements, extended finite element method (XFEM).  
 
2.1 Fracture mechanics in thin film systems 
In the layered thin film systems, the overall mechanical behaviours or responses 
hinge mainly on the cracks occurring near the interfaces between two dissimilar materials. 
Consider two dissimilar homogeneous materials perfectly bonded along an interface 
shown in Figure 2.1, two classic categories of cracks are of technical importance in 
practice: (1) an interfacial crack as illustrated in Figure 2.1(a); (2) a crack perpendicularly 
terminating at the interface as shown in Figure 2.1(b). The regions on both sides of the 
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crack (occupied by material 1 with the shear modulus and Poisson’s ratio of 1  and 1v ) 
are denoted by 1 , while the region occupied by material 2 with corresponding 
















Figure 2.1 Two classic categories of cracks in thin film systems: (a) a crack along the bi-
material interface; (b) a crack perpendicularly terminating at the bi-material interface. 
 
2.1.1 Interface crack  
In the linear elastic interfacial fracture mechanics [1, 2], a complex stress intensity 
factor I IIK iK K  is adopted. The in-plane traction vector at a distance r ahead of the 
crack takes the form [1, 2]: 






   
K   (2.1)
where 1i   , and   is the bi-material constant which is a function of   and  , the 
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Dundurs bi-material parameters [3]: 
 1 2 2 1 1 2 2 1
1 2 2 1 1 2 2 1
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 (2.4)
where p , pv  and pk  are the shear modulus, Poisson’s ratio and the Kolosov constant, 
respectively, of material p ( 1, 2)p  . 
From the above equations, we note that the dimension of K  is 1/2-i[stress][length]  , 
whereas its amplitude K  is the 1/2[stress][length] . The energy release rate can be related 
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  (2.6)
The phase angle   is a measure of the relative proportion of shear to normal 
tractions at a characteristic distance l  ahead of the crack tip. It is defined through the 
relation [1]. 
 ei il  K K   (2.7)











  KK   (2.8)
The phase angle   is an important parameter in the characterization of interfacial 
fracture toughness, and the characteristic length l  associated with a factor of 10 change 
affects little the phase angle for the small    [2]. Therefore, in reporting the phase angle 
for a given loading configuration, the characteristic length l  can be taken as the crack 
(ligament) length or a specimen dimension. It is apparent from the above discussion that, 
unlike the treatment of cracks in isotropic materials, tension and shear effects are 
inseparable in the vicinity of interface crack tip. 
The Cartesian components of the near-tip asymptotic displacement fields can be 
obtained from Reference [1]. The crack-tip displacement fields in the upper-half plane 
(replace   by   for the lower-half plane) are [2]: 
 1 1
1
1 Re[ ] ( , , ) Im[ ] ( , , ) ( )
2 2
i I i II
j j j
ru l u v l u v j x or y       K K    (2.9)
2 ( ) 2
1(cos 2 sin ) (cos 2 sin ) (1 4 )sin sin2 2 2 2 2
I
xu A e k
                      (2.10)
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1(sin 2 cos ) (sin 2 cos ) (1 4 )cos sin2 2 2 2 2
I
yu A e k
                     (2.11)
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1(cos 2 sin ) (cos 2 sin ) (1 4 )sin sin2 2 2 2 2
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    (2.13)
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and ( , )r  are polar co-ordinates with origin at the right crack tip. 
In Eq. (2.9), Re[·] and Im[·] denote the real and imaginary parts of a complex 
number, respectively, and loge cos( log ) sin( log )i i rr r i r      .  
 
2.1.2 Crack orthogonally terminating at the interface 
For the case of a crack orthogonally terminating at the interface, Cook and Erdogan 
[4] showed in a theoretical study that the value of stress singularity order, 1  , is the 
lowest root of the following characteristic equation:  
 2 2 22 ( )( 1) (1 )cos( ) 0               (2.14)
where   and   are the Dundurs bi-material parameters that are defined in Eq. (2.2). It is 
noted that 0 0.5   when cracked material 1 is stiffer than material 2, and 0.5 1   
when vice versa. Particularly, if the crack-tip is embedded in a homogeneous media,   
equals 0.5. Different from the interface crack, however, path independence of J-integral 
is no longer available for the case of a crack orthogonally terminating at the interface [4]. 
To investigate the behavior of the energy release rate or J-integral for this kind of cracked 
laminated plate, a properly chosen circular contour with center at the tip and of arbitrarily 
small radius within K-dominant region (say, r) is usually considered. The energy release 
rate or J-integral can be related to the stress intensity factor amplitude through the 
following relation:   
 2 1 2 2
1
1 ( )I IIJ G r K KE
       (2.15)
It is observed that, in addition to IK  and IIK , an extra term 
2 1r   is contained in Eq. 
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(2.15) due to the variable power order of singularity. With the presence of this extra term, 
it is anticipated that the value of J-integral either vanishes (when cracked material 1 is 
softer than material 2, with 0.5 1  ) or approaches infinity (when material 1 is stiffer 
than material 2, with 0 0.5  ) as the limiting condition 0r   by definition.  
 
2.2 Numerical methods for fracture analyses in thin film systems 
2.2.1 Collapsed singular elements 
The most fundamental issue for fracture analyses in thin film systems using the 
FEM or any other numerical methods is to simulate properly the variable order stress 
singularity in the vicinity of the crack-tip while maintaining a certain order of consistency. 
When the polynomial basis shape functions are used in the conventional finite elements, 
consistency can be easily achieved, but the strain singularity can not be produced, for 
which one has to resort to the so-called singular elements [5-9]. Currently, the most 
widely used singular elements in the standard FEM setting are collapsed eight-node (T8) 
or six-node (T6) quadratic isoparametric elements as shown in Figure 2.2.  
For a crack lying along a bi-material interface, the stress singularity in the vicinity of 
the crack-tip is an inverse r  singularity, apart from oscillatory in nature, i.e., 
1/2~ iij r
    [10], where the oscillatory term ir   depends on the mismatch in elastic 
properties of film and substrate. Thus quarter-point elements are proper to capature the 
singluarlity. On the other hand, for the case of a crack perpendicularly terminating at the 
interface, the near-tip stress field is in the form of variable order of singularity. To model 
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such a behavior accurately, efforts have been made to embed arbitrary order singularity 
( 1, 0 1r    ) in the vicinity of the crack-tip [5-14]. Abdi and Valentin [6] generalized 
the idea of collapsed quarter-point elements [7] for modeling a 1r  stress singularity and 
the optimal position of side nodes adjacent to the crack-tip for quadratic and cubic 
isoparametric elements was obtained using a least-square method. Furthermore, Wu [8] 
extended this idea for collapsed triangular isoparametric elements and showed that they 
give better results. In addition, Lim and Kim [9] proposed a simpler method for 





Lcrack tip crack tip
 
Figure 2.2 Schematic of collapsed eight-node and six-node quadratic singular elements. 
The optimal position of side nodes adjacent to the crack-tip, aL , depends on the 
material properties.  
 
For this collapsed quadratic singular elements, the singularity is usually achieved 
nicely by the well-known isoparametric mapping procedure, which can be decrible 
briefly as follows. 













Figure 2.3 Normalized co-ordinate of a quadrilateral element.  
 
The shape functions of an eight-node isoparametric element in the normalized 
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For simplification, the shape functions taken along the 1    axis [see Figure 2.3] 
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Setting X = x / L, and assuming that  
 1/1( )
2
X    (2.24)
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The displacement in Eq. (2.20)  becomes 
 20 1 2(1 2 ) (1 2 )u b b X b X
        (2.25)
or 
 20 1 2 1 2 2(2 4 ) 4u b b b b b X b X
         (2.26)
The strains along the x-axis are 
 1 2 21
2 [( 2 ) 4 ] 0 1x b b b XX


        (2.27)
near the crack tip, X = 0, so that the strain singularity, and consequently the stress 
singularity, is 1X  .  
If on both sides of the interface the material is the same (homogeneity) X is a 
second-degree polynomial, and the Henshell-Barsoum result is again found. In the 
general case of a bimaterial, 1 /   is not an integer and X is not expressed by a 
polynomial. The shape function can no longer be used to impose the singularity 1  . 
New interpolation functions thus have been proposed in the relevant literature, with the 
criticisms expressed before. 
In addition, to ensure all of these quadratic singular elements are compatible with 
other standard elements, the entire domain has to be, in principle, quadratic elements of 
the same type. Otherwise, transition elements [15] are needed to bridge between the 
crack-tip elements and the standard elements. Furgher, the modelling of moving 
discontinuities within the classical collapsed quadrilateral singular elements is quite 
cumbersome due to the necessity of the mesh to conform to discontinuities surfaces. 
Moreover, local refinements close to discontinuities and mesh modification to track the 
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geometrical and topological changes, as the discontinuities evolve, can be difficult. 
 
2.2.2 Extended finite element method 
To avoid these mesh-dependent difficulties, the extended finite element method 
(XFEM) [16, 17] and the generalized FEM (GFEM) [18] have been developed to 
facilitate the modeling of arbitrary moving discontinuities by exploiting the idea of 
partition of unity enrichment of finite elements (PUM) [19], in which the main idea is to 
extend a classical approximate solution basis by a set of enrichment functions that carry 






Figure 2.4 Support domain iw  (shaded) for a nodal shape function in the standard 
XFEM.  
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In this part, a brief overview on the extended FEM is given, and detailed 
implementation aspects can be found in literatures, such as, Bordas et al. [20], Sukumar 
et al. [21], Karihaloo and Xiao [22] and Belytschko et al. [23]. The main idea of XFEM 
is to extend the approximation basis by a set of enrichment functions that are chosen 
based on the local behavior of the problem. This can also be done even when the 
behavior can not be expressed in closed form [24]. In order to better understand the 
enriched approximation, let us first recall the definition of the support domain of shape 
function,  : ( ) 0i iw  x N x , in the mesh (e.g., 3-nodal triangular mesh) for standard 
FEM [21], where ( )iN x  is the shape function associated with node i, and its dual iw , is 
the collection of elements that include this specific node as shown in Figure 2.4. 
A possible enriched approximation for fracture mechanics problems takes the form 




( ) ( )
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(2.28)
where ( )hcontu x  represents the continuous displacement field, 
fem  is the set of standard 
nodes, and ( )iN x  and id  are, respectively, the shape functions and vector of nodal 
displacements for these standard nodes. Based on the support of the shape functions, for a 
specific point x , ( ) 0i N x  is only satisfied for the set of nodes of the element containing 
this point , otherwise ( ) 0i N x . Therefore, ( )hcontu x  can be given by: 






 u x N x d   (2.29)
where enn  is the set of nodes of the element containing x. 




Figure 2.5 Element and node categories in the standard XFEM  
 
In particular, ( )henru x  in Eq. (2.28) denotes the enriched displacement field. The first 
part of enrichment involves a Heaviside jump function ( )H  , in which H  takes on the 
value +1 above the crack and -1 below the crack.  
 




    
x x nx  (2.30)
where x  is a sample (Gauss) point, *x  (lies on the crack) is the closest point to x , and n  
is the unit outward normal to the crack at *x . In Eq. (2.28) , for the first enriched term 
associated with the Heaviside function, ja  is the nodal enriched degree of freedom vector, 
and nodes in set c  are such that their shape function support is split by the crack. 
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These nodes are depicted with squares in Figure 2.5. 
 The second additional term in Eq. (2.28) involves a set of branch functions ( ) x  
to model the asymptotic features of the displacement field at the crack tip. For the case of 
linear elastic fracture mechanics, the span of branch functions is expressed by 
 ( ), 1 4 sin( ), cos( ), sin( )sin( ), cos( )sin( )
2 2 2 2
r r r r
            x  (2.31)
To model a bimaterial interfacial crack within the X-FEM setting, the near-tip crack 
enrichment functions are written as  
 ( ), 1 12 cos( log ) sin( ), cos( log ) cos( )
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     
 (2.32)
where ( , )r   are the local polar coordinates at the tip. For the second enriched term in Eq. 
(2.28), k
b  is the nodal enriched degree of freedom vector associated with the branch 
functions ( ) x , and f  is the set of nodes whose shape function support contains a 
crack tip. These nodes are depicted with circles in Figure 2.5.  
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This modification of the displacement approximation does not introduce a new form 
of the discretized finite element equilibrium equation, but leads to an enlarged problem to 
solve, e.g., the contributions of element m, em , to the global stiffness matrix K  and 
external force vector f  are given by 
 
, , ,
, , , ,
, , ,
uu ua ub
ij m ij m ij m
e au aa ab
ij m ij m ij m ij m
bu ba bb
ij m ij m ij m
      
K K K
K K K K
K K K
 (2.33)
  T1 2 3 4, , , , , , ,e u a b b b bi m i m i m i m i m i m i mf f f f f f f  (2.34)
where the submatrices that appear in Eq. (2.33) are defined as: 
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B  (2.38)
The nodal force vector appears in Eq. (2.34) can be defined as:  
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     f x x b x x t  (2.41)
As partition of unity enrichment [18, 19] permits arbitrary functions to be 
incorporated in the FEM or the meshfree approximation, it gives flexibility in modeling 
moving discontinuities problems, without changing the underlying mesh, while the set of 
enrichment functions evolve (and/or their supports) with the interface geometry. The 
advance of XFEM also led to the wide applications of other fields in computational 
physics [25-32]. In addition, open source XFEM codes were released to help the 
development of the method [33], and numerical implementation and efficiency aspects of 
XFEM were studied [33]. XFEM is quite a robust and popular method which is now used 
for industrial problems [34, 35] and under implementation by leading computational 
software companies. 
Although XFEM is robust and applied to a wide variety of moving discontinuity 
problems, the flexibility provided by this method also suffers from some associated 
difficulties:  
 When the approximation is enriched by discontinuous or asymptotic crack tip 
functions in an element, special care must be taken for numerical integration. To 
avoid this, a technique for eliminating integration cells based on replacing non 
polynomial functions by “equivalent” polynomials was presented by Ventura 
[36]. More recent polygonal integration technique was also proved an effective 
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alternative [37, 38]. 
 The low order of continuity of the solution leads to poor accuracy (especially in 
3D problems ) of the derivatives close to regions of high gradient, such as crack 
fronts [39] which motivated work on adaptivity for XFEM (Bordas and Duflot 
[40], Bordas et al. [41], Rodenas et al. [42]), and meshfree methods [43-45]. 
 The convergence rate in the energy norm is not optimal with respect to the mesh 
parameter, h, for a singular problem due to the effect of the blending elements 
between the enriched areas and rest of the problem domain [46]. A special 
treatment in these blending elements [47] or higher order shape functions [48] 
should be included in the formulation. To achieve optimal convergence rate, 
geometrical enrichment must be used [49] which however leads to ill-
conditioned systems [24]. 
 For some physical problems, e.g., the crack orthogonally terminating at the 
bimaterial interface as mentioned before, or 3D crack analyses in anisotropic 
media the complete asymptotic displacement is too much complicated or its 
complete expression is not available. Special treatments (e.g., the adaptive 
method [40-42] and the spider XFEM [24]) should be used to derive enrichment 
functions characterizing the local behavior of the problem. 
 
2.2.3 Cohesive zone model 
Generally, both the collapased singular elements and the extened finite element 
method cannot be used to predict the initiation of the delamination and, therefore, they 
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are restricted to the problems in which the initial position of the crack, or flow, is known. 
Consequently, problems arise when more than one crack propagate simultaneously even 
for 2-D applications [50]. For these reasons, a great deal of efforts have been made to 
develop strategies in which the mechanical behaviour of the interface is modelled on the 
basis of damage mechanics or softening plasticity combined with an indirect introduction 
of fracture mechanics [51-64]. These works stems from the work of Hilleborg [51], 
including the traction separation law [52, 53]. In relation to the numerical simulation, the 
method has often been applied in conjunction with cohesive elements [54-64] as shown 
in Figure 2.6. A typical form of traction-separation law is shown in Figure 2.7. Let us 
first review the single mode traction-separation law as shown in Figure 2.7(a), 1 , 2  and 
3  are the separations in the normal or the first and second shear directions, respectively. 
Likewise, 1t , 2t  and 3t  are the tractions in these three directions. 1
ot , 2
ot  and 3
ot  represent 
the peak values of tractions, i.e., strengths, when the separation is either purely normal to 
the interface or purely in the first or second shear direction. 1 1 /
o ot K  , 2 2 /o ot K   and 
3 3 /
o ot K   are the quantities that represent the critical separations at onset of 
delamination in these three single mode conditions, where K  is “penalty stiffness”. The 
area under the single mode traction-separation curve, corresponding to the respective 
(Mode I, II or III) fracture toughness ( ICG , IICG  and IIICG  respectively), defines the final 
separations, 1
f , 2f  and 3f  corresponding to complete failure. 
However, most of problems require a mixed-mode implementation of this cohesive 
model. Therefore, the traction-separation law proposed by Xu and Needleman [65] as 
well as Tvergaard and Hutchinson [66] is used to combine normal and shear 
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displacements into a single parameter for the mixed-mode effects. As shown in Figure 
2.7(b), the total mixed-mode separation, m , is given by 
 2 2 21 2 3m        (2.42)
 
 
Figure 2.6 Schematic-diagram showing cohesive elements  
 
The constitutive equation for mixed-mode loading is defined as 
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 
  (2.44)
where K  is the “penalty stiffness”, d  is the damage evolution function, om  and fm  are 
the mixed-mode separation corresponding to damage initiation and total failure 
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respectively, and maxm  is the maximum mixed-mode separation during the loading or 
unloading process. 
It should be noted that when the maximum mixed-mode separation is maxom m  , the 
traction-separation law remains reversible. Nevertheless, for maxom m  , an irreversible 
unloading path is used so that unloading occurs linearly toward the origin of the traction-








1 2 3( , )
o o ot t t
1 2 3( , )
f f f  0 0 0









Figure 2.7 Schematic-diagram showing the traction-separation law used for 3D FEM 
simulation: (a) single mode; (b) mixed-mode. 
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In the cohesive zone model, two failure criteria should be used to predict the onset 
of delamination, and the propagation of delamination respectively. For the first one, the 
maximum nominal stress failure criterion is usually employed. Due to the fact that 
compressive normal tractions do not affect delamination onset, it can be express as 
 1 32
1 2 3
max , , 1o o o
t tt
t t t
    
  (2.45)









If assuming interfacial strength, s 1 2 3
o o ot t t    , Eq. (2.45) can also be written as 
  1 2 3 smax , ,t t t   (2.47)
For the scond one, a linear failure criterion is also commonly used to predict 
delamination propagation under mixed-mode loading as 




    (2.48)
Similarly, if assuming interfacial energy (toughness), 0 IC IIC IIICG G G    , we 
have 
 0I II IIIG G G      (2.49)
where the quantities IG , IIG , and IIIG  refer to the work done by the traction and its 
conjugate separation in the normal, the first, and the second shear directions, respectively.  
A salient advantage of using the traction-separation law is that there is no need to 
assume that the interfaces are either fully bonded, fully debonded, or pre-cracked. Since 
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the interface delamination criterion is inherently included in the traction-separation law, it 
can capture and predict the onset and the propagation of delamination of an interface. 
However, the cohesive elements are not capable of predicting the direction of damage 
propagation. Accordingly, they are restricted to problems in which the damage is on the 
finite element edges and surfaces, and the corresponding predicted damage patterns are 
thus mesh-dependent. On the other hand, the cohesive elements are required to be pre-
placed in all possible delamination regions, and these pre-planced elemnts introduce 
artificial stiffness into the system. Hence, the computational burden increases 
significantly due to the use of large number of non-linear cohesive elements, especially 
for the three-dimensional problems.  
 
Table 2.1 Comparison of collapsed quadractic singular elements, the extended finite 
element method and the cohesive elements. 







Predition of initiation 
position Yes  No No 
Predition of propagtation 
direction No Yes Yes 
Requirement of mesh to 
conform to crack surfaces Yes Yes No 
requirement of mesh 
updatement when crack 
propagation 
Yes Yes No 
Requirement of elements to 
be pre-placed in all possible 
delamination regions 
Yes No No 
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2.3 Remarks 
In this section, the principles, advantages as well as limitations of cohesive elements, 
collapsed quadratic singular elements, extended finite element method (XFEM) are 
presented in detail, and the differences for these numerical methos for fracture analyses 
lie in five aspects: (1) predition of initiation position; (2) predition of propagtation 
direction; (3) requirement of mesh to conform to crack surfaces; (4) requirement of mesh 
updatement when crack propagation; (5) requirement of elements to be pre-placed in all 
possible delamination regions.  
The comparison between the collapsed quadractic singular elements, the extended 
finite element method and the cohesive elements are summarized in Table 2.1. From this 
table, we can found 
 Cohesive zone model is not capable of predicting the direction of damage 
propagation. Therefore, it is not suitable for the problems in which the crack 
propagates without a known direction. To be specific, regarding the fracture 
analyses in thin film systems, (1) the crack kinking to film or substrate; and (2) 
the crack propagation from substrate could not be well simulated by the 
cohesive zone model. On the other hand, for the interfacial delamination of thin 
film systems, the crack propagation direction is known in advance. As a result, 
this kind of fracture behaviour could be perfectly modeled by the cohesive zone 
model.  
 Collapsed quadratic singular elements can easily predict the damage growth 
direction of cracks, provided that their initial positions are known in advance. 
Therefore, (1) the crack kink to film or substrate; and (2) the crack propagation 
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from substrate could be well predicted by these tranditional elements. However, 
they are seriously restricted to relatively simply problems due to their serious 
mesh dependence, otherwise, the mesh burden increases significantly. 
 Extended finite element method (XFEM) eliminates the need for the mesh 
alignment with the crack and re-meshing, as the crack evolves. Therefore, it is 
also a good candidate for modelling (1) the crack kink to film or substrate; and 
(2) the crack propagation from substrate without much worry about the mesh 
issues. However, this recently developed method usually suffers from the 
convergence problems especially when applied to non-linear cases due to ue to 
the effect of the blending elements between the enriched areas and rest of the 
problem domain. Therefore, a great number of efforts are being made to 
enhance the performance of this methd.  
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Chapter 3 
Fundamental theories of strain smoothing  
 
In some numerical methods, the derivatives of the shape functions vanish at the 
nodes, leading to spurious modes. To avoid their evaluation at the nodes, Chen [1] 
introduced stabilized conforming nodal integration, later extended by Yoo and Moran to 
the natural element method (NEM) [2]. This permits to fulfill linear consistency in 
Galerkin approximations. The idea behind stabilized conforming nodal integration is to 
use a strain measure calculated as the spatial average of the compatible strain field. More 
recently, Liu [3] has generalized this gradient smoothing technique in order to weaken the 
consistence requirement for the field functions, allowing the use of certain types of 
discontinuous displacement functions. Based on this generalization, a G space theory and 
a generalized smoothed Galerkin (GS-Galerkin) weak form have been developed [4], 
leading to the so-called weakened weak (W2) foundations of a family of numerical 
methods. Strain smoothing technique modifies compatible strain field, and the modified 
strain field is then used to evaluate the strain energy potential functions. Such a strain 
modification is able to ensure stability, convergence and to obtain special property as 
long as it is done in a proper way. In addition, strain smooting transforms domain 
integration into boundary integration by the divergence theorem, and is thus quite 
straightforward and easily implemented. In this thesis, we will hereby use the strain 
smoothing technique. 
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This chapter presents the fundamental theories of strain smoothing technique and G 
space to construct the smoothed numerical models. The following discussions and 
formulations are mainly performed for problems in two dimensional domains (2D). The 
extension to three-dimensional (3D) domains can be more complicated in implementation, 
but it should be trivial technically. 
 
3.1 General formulations 
In a compatible model, the standard (compatible) strain is given by 
h h
s ε u  (3.1)
where T{ }h x yu uu  is the vector of the displacement, respectively, in x-axis and y-axis, 
and s  is the symmetric gradient of the displacement field: T1 ( )2s   . However, 
the stain smoothing is written as the divergence of a spatial average of the standard 
(compatible) strain. 
Consider the 2D domain   discretized into sN  non-overlapping smoothing 
domains as shown in Figure 3.1, the smoothing operation on strain for a point kx  in a 
smoothing domain sk  is given as follows 




k k k d

   ε x ε x x x x  (3.2)
where ( , )k x x x  is a smoothing function that generally satisfies the following 
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properties [2]   





    x x x  (3.3)
 
 
Figure 3.1 Division of problem domain into sN  non-overlapping smoothing domains 
s
k  for kx . The smoothing domain is also used as the basis for integration. 
 













where skA  is the area of the smoothing domain 
s
k . In that case, we have 
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Using Gauss-Legendre integration along the segments of boundary sk , we have 








     ε u x L u x  (3.6)









      
L  (3.7)
Now, substituting the trial function ( )h h u   (where ( )h   is Hilbert space) 





 ε B d  (3.8)
where Id  is the nodal displacement vector at node I in the smoothed model, and 
s
kS  is the 
set of the “supporting” nodes for the smoothing domain sk , which consists all the nodes 
of the elements associated with the smoothing domain sk . For example, for the ES-FEM 
[5] using 3-node triangular elements as shown in Figure 3.2, skS  is the set of nodes 
 , ,A B C  for the boundary edge m, and  , , ,D E F G  for the inner edge k. The 
“smoothed” strain-displacement matrix IB  is evaluated using 
0












        
B n x N x      (3.9)
with  
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b n N d
A 
  x x ,      ,h x y      (3.10)
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boundary 
edge m (AB)
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Figure 3.2 Illustration of smoothing domains (shaded area) in the ES-FEM.  
 
Using Gauss integration along the segments of boundary sk , we have 
, , ,
1 1
1 ( ) ( ) ( , )
seg gauN N
Ih m n i m n h m ns
m nk
b w N n h x y
A  
      x x      (3.11)
where segN  is the number of segments of the boundary sk , For example, in the ES-FEM 
using 3-node triangular elements as shown in Figure 3.2, 3segN   for the boundary edge 
m, which is the total number of three boundary segments (AB, BI, IA), and 4segN   for 
the inner edge k, which is the total number of four boundary segments (DH, HF, FO, OD). 
gauN  is the number of Gauss points used in each segment, ,m nw  is the corresponding 
weight of Gauss points, hn  is the outward unit normal corresponding to each segment on 
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the smoothing domain boundary and ,m nx  is the n-th Gaussian point on the m-th segment 
of the boundary sk . .  
Following the formulation procedure similar to the standard FEM, with substitutions 
of the compatible strain hε  by the smoothing strain ε , the element domain ei  by the 
smoothing domain sk , the total number of elements eN  by the total number of 
smoothing domains sN , and the compatible strain-displacement matrix B  by the 
smoothed strain-displacement matrix B , the final discretized algebraic system of 
equations of the S-FEM models has the form of  
Kd f  (3.12)






T T T s




      K B DB B DB B DB  (3.13)
Note that, K is symmetric positive definite (SPD) and IJK  needs to be computed 
only when nodes I and J share a same smoothing domain. Otherwise, it is zero. Hence, 
K will be also sparse for the smoothed models. Hence, Eq. (3.12) can be solved by using 
standard routines with ease because K  is SPD and sparse.  
 
Remark 3.1  No derivative of shape functions is involved in smoothed models 
From Eqs. (3.10) and (3.11), it is seen that the numerical integration on the domain 
s
k  now can be transferred to the integration on the boundary of the smoothing domain 
s
k . Furthermore, no derivative of shape functions is involved in computing the field 
gradients and only shape function values at some Gauss points along boundaries of 
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smoothing domains are needed. This makes the computing procedure of the stiffness 
matrix in the smoothed models easier than that in the FEM. We now can use directly the 
shape functions, not the derivative of shape functions, to calculate the stiffness matrix on 
the basis of boundaries of physical smoothing domains.  
 
3.2 Classfield of smoothed models 
In the smoothed models, a mesh of elements is required, and it can be created 
exactly in the same manner as in the standard FEM. These smoothed models work very 
effectively for three-node triangular, four-node quadrilateral and n-sided polygonal 
elements [6-8]. However, the three-node triangular elements are mostly employed in 
practice, which are primarily attributed three aspects [8]: (1) easy generation even for 
complicated domains; (2) low computational efforts due to small band width; and (3) 
high computational efficiency.  Accordingly, the following discussions and formulations 
are mainly performed for problems with three -node triangular elements, otherwise stated. 
To develop the smoothed models of different properties, a number of versions of 
smoothed models have been developed so far and some new ones will continue to appear 
in the future. General speaking, there are two ways to classify the smoothed models [9]: 
(1) the first one is based on the types of smoothing domains, (2) the second one is in 
terms of the approaches to construct the shapr functions. 
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3.2.1 Types of smoothing domains 
Upon the element mesh, the problem domain   can then be divided into a set of sN  






    and s si j   , 
i j . In theory, such a division can be arbitrary whatever continuous or discontinue 
shape functions are used. In practice, however, it is usually performed based on the 
element’s entities, and three different smoothing domains created based on elements 
(cells), nodes, and edges are commonly used for integration. To ensure the stability of the 
smoothed models, the number of the smoothing domain created has to satisfy certain 
conditions [3, 4].  
 
Table 3.1 Typical types of smoothing domains. 
Name Method for creation 
(number of smoothing domains) 




Based on element ( s eN N ) or cells created by 








  ) 





Based on each of the nodes of the mesh by 
connecting portions of the surrounding elements 






Based on each edges of the mesh by connecting 
portions of the surrounding elements sharing the 





Table 3.1 lists three typical types of smoothing domains for the smoothed models: (1) 
cell-based smoothing domain (CSD) [6-8]; (2) node-based smoothing domain (NSD) [10]; 
and (3) edge-based smoothing domain [5, 11]. For the CSD, the number of the smoothing 
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domains sN  can be the same as the element number eN , meaning one element is used as 
one smoothing domain. For stability reasons, it is often to subdivide each element ei  
into [1, )sin    smoothing domains as shown in Figure 3.3. Regarding the NSD using 
triangular elements, the smoothing domain sk  associated with the node k is created by 
connecting sequentially the mid-edge-point to the central points of the triangular 
elements of the node k as shown in Figure 3.4. For the ES-FEM, the smoothing domain 
s
k  associated with the edge k is created by connecting two endpoints of the edge to 
central points of adjacent elements as shown in Figure 3.2.  
 
3.2.1 Aproaches to construct the shape functions 
During the procedure of contructing the shape functions, the key is to properly select 
nodes for interpolation.  In this thesis, triangular element-based node selection schemes 
are termed T schemes, and are listed in Table 3.2. The corresponding illustration of node 
selection schemes are given in Figure 3.5. In the definition of types of T schemes, a home 
element refers to the element which holds the point of interest (usually the quadrature 
sampling point). An interior home element is a home element that has no edge on the 
boundary of the problem domain, and a boundary home element is a home element which 
has at least one edge on the boundary. Neighboring elements of a element refer to the 
elements which share one edge with this element.  








































Figure 3.3 Division of a quadrilateral element into the smoothing domains (SDs) in the 
CS-FEM by connecting the mid-segment-points of opposite segments of smoothing 
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Table 3.2 Node selection schemes for shape functions construction in smoothed models 
base on the triangular mesh. 








T6/3-scheme For an interior home element, three 
nodes of the home element and three 
remote nodes of the three neighboring 
elements. For a boundary home element, 
three nodes of the home element. 




T6-scheme For an interior home element, three 
nodes of the home element and three 
remote nodes of the three neighboring 
elements. For a boundary home element, 
three nodes of the home element, two (or 
one) remote nodes of the neighboring 
elements and one (or two) field node 
which is nearest to the centroid of the 
home element. 









When the T3 scheme under the three-node triangular mesh is used, the strain 
smoothing operation is applied to the FEM settings [5, 10]. Consequently, the alternative 
FEM series such as the element-based smoothed finite element method (CS-FEM) [6-8], 
the node-based smoothed finite element method (NS-FEM) [10] and the edge-based 
smoothed finite element method (ES-FEM) [5, 11] have been formulated. The smoothed 
FEM models have already overcome some shortcomings of the standard FEM without 
too much increase of computational efforts.  More importantly, the shape functions are 
always continous for the T3 scheme for node selection [9].  
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On the other hand, when other T schemes are seleted, the polynomial basis function 
[12, 13] and the radial basis function (RBF) [12], respectively, have been proposed to 
construct shape functions in the framework of the meshfree point interpolation methods 
(PIMs) [12, 13]. The PIM shape functions (with either polynomial or radial basis 
functions) possess the Kronecker delta property which facilitates simple implementations 
of essential boundary conditions. By incorporating the strain smoothing technique [1-4] 
with the existing PIMs, a wide class of efficient smoothed point interpolation methods 
[14-18] has been established. Using the polynomial basis shape functions and performing 
the strain smoothing operation in smoothing domains associated with the field nodes, a 
node-based smoothed point interpolation method (NS-PIM or LC-PIM) has been 
developed [14-16].  Using the radial basis shape functions and node-based strain 
smoothing operation, the node-based smoothed radial point interpolation method (NS-
RPIM or LC-RPIM) has also been formulated [17]. By constructing the smoothing 
domains associated with the edges of the triangular background cells, the edge-based 
smoothed point interpolation method (ES-PIM) [18] and the edge-based smoothed radial 
point interpolation method (ES-RPIM) have been formulated. However, PIM shape 
functions cannot automatically ensure the compatibility (C0-continuity) in the whole 
domain, since the approximation is not continuous across the boundaries of integration 
cells [13]. The theoretical aspects for these smoothed PIMs have been recently 
investigated by Liu [4]. 
 




















































s s cr d
 
(c) T6-scheme (d) TR-scheme 
Figure 3.5 Illustration of node selection schemes for the smoothed models.  
 
3.3 Basic properties of smoothed models 
Various smoothed models  have different properties, advantages and disadvantages 
In this section, four important properties of the smoothed models, i.e., bound property, 
convergence rate, computational cost and computational efficiency, are examined and 
assessed in detail, and given as follows [9]. As mentioned above, the smoothed FEM 
models use the T3 scheme for node selection, and the smoothed PIMs or RPIMs employ 
T6/3, T6 as well as TR schemes for node selection. Thefore, for clarity, the node seletion 
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schemes are added at the end of the corresponding terms of the smoothed models in the 
following discussion, for example, ES-FEM is termed as ES-FEM (T3).  
 
3.3.1 Bound property 
Table 3.3 summaries the bound property in the strain energy using the different 
smoothed models and the FEM model. It is found that the FEM model using 
displacement-based compatible shape functions will provide a stiffening effect to the 
exact model, and give the lower bound of the solution in strain energy. Meanwhile, the 
smoothed models will provide a softening effect to the compatible FEM model and give 
the larger solution in strain energy than that of the compatible FEM model. When a 
properly softening effect is used such as in the ES-models (ES-FEM, ES-PIM and ES-
RPIM), the solution is even closer to the exact solution. When an overly softening effect 
is used such as in the NS-FEM, NS-PIM and the NS-RPIM, the solution will possess the 
upper bound of the solution in the energy norm. 
It can be explained that the softening effect of the smoothed models to the 
compatible FEM model depends on the number of elements associated with the 
smoothing domain. The more the elements are associated, the more the softening effect 
becomes. From Figure 3.2 and Figure 3.4, it is seen that the number of elements 
associated with the node-based smoothing domain is more than 2 (6 for sk  in Figure 3.4), 
but the number of elements associated with the edge-based smoothing domain is just 2 
for interior edges (such as, sk  in Figure 3.2) or 1 for boundary edges (such as, sm  in 
Figure 3.2). Hence, the node-based smoothing operation provides a larger softening effect 
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than that of the edge-based smoothing operation. This means that the ES-models can 
produce the solutions that are bounded by the solutions of NS-models and FEM model. 
To be specific, it is found that the ES-FEM (T3) always produces lower bound solution of 
strain energy. However, the clear bound property can not be obtained for the ES-PIM 
(T6/3) and ES-RPIM (T6) by testing intensive examples. 
 
Table 3.3 Comparison of bound properties of different smoothed methods. 
Methods Lower bound Upper bound Unsure 
FEM (T3) Yes   
NS-FEM (T3)  Yes  
NS-PIM (T6/3)  Yes  
NS-RPIM (T6)  Yes  
ES-FEM (T3) Yes   
ES-PIM (T6/3)   Yes 
ES-RPIM (T6)   Yes 
Note: It is found that ES-FEM (T3) always produces lower bound for the solution in energy norm and 
however the clear bound property can not be obtained for the ES-PIM (T6/3) and ES-RPIM (T6) by 
testing of intensive examples. 
 
3.3.2 Convergence rate 
In theory, when a fully compatible model is used, the convergence rate in energy 
norm should be 1.0, and when a fully equilibrium model is used, the convergence rate in 
energy norm should be 2.0. The strain smoothing operation in the smoothed models 
creates an “equilibrium” state of stress locally inside the smoothing domains and the 
“compatible” displacements on all interfaces of the smoothing domains [19]. It is 
therefore the convergence rate in energy norm of the smoothed models is, between 1.0 
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and 2.0 which is always higher than that of the FEM model. Meanwhile, the convergence 
rate in displacement norm of the smoothed models is the same or higher than that of the 
FEM model. Note that, when the examples with singularity are used, the convergence 
rate in both displacement and energy norms will be reduced significantly for all the 
numerical methods.  
 
3.3.3 Computational cost 
In general, the computational cost of the smoothed models mainly comes from two 
parts. The first part is the cost to solve the final discrete system equations, which depends 
on the square of bandwidth w of the global stiffness matrix ( 21
2 node
N w ). The second part 
is the cost of interpolation, which mainly results from computing the inverse of the 
moment matrix to obtain the shape function.  
 
 Computation time for solving the system equations 
The global stiffness matrix K  of the smoothed models has the same dimension as 
that of the FEM model using the same mesh. In the FEM, the bandwidth of K depends on 
the largest difference of nodal sequence number of the elements. In detail, a sample node 
influences the bandwidth of stiffness matrix by the difference between the sample node 
and its interrelated nodes during the assembling process. These interrelated nodes are 
called the bandwidth influence node group here.  Since the basic unit for assembling is 
the element, the nodes involved in the surrounding elements of the sample node form its 
bandwidth influence node group. Most importantly, the bandwidth is really controlled by 
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the nodal sequence number difference between the sample node and the node with the 
smallest sequence number in its bandwidth influence node group. Here, we can call this 
difference as the influence difference and the assembling unit containing the node with 
the smallest sequence number as the influence assembling unit. For example, as shown in 
Figure 3.6 (a), the influence assembling unit is the triangle with shadow, and the 
influence difference of the sample node 22 is the sequence number difference between 
itself and the node 5, i.e. 22 5 17  . In practice, renumbering nodes are often used to 
reduce the bandwidth and the computation cost [12].  The nodal sequence number is 
sorted along one dimension after renumbering as shown in Figure 3.6(b). The sample 
node 22 is changed to node 15, and the influence assembling unit (the triangle with 
shadow) is located at the lower left side of the sample node. Clearly, the corresponding 
influence difference is reduced to 15 8 7  . This means that the bandwidth will be 
reduced significantly. Note that the influence difference is close to the number of nodes 
along the sorted dimension. This is because the influence assembling unit is just across 
one level of the elements. 
The similar renumbering operation is performed in the smoothed models. For the 
smoothed models, the smoothing domains associated with nodes and edges are the basic 
unit for assembling the stiffness matrix K . Hence, the largest difference of nodal 
sequence number associated with the smoothing domains influences the bandwidth. Since 
the smoothing domains associated with nodes and edges are generally across two levels 
of elements, the influence difference of NS-FEM and ES-FEM with T3 node selection 
scheme almost equals to twice more than the number of nodes along the sorted dimension, 
which also is the influence difference of FEM. For example, the influence difference of 
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NS-FEM and ES-FEM is, respectively, 15 1 14   and 15 2 13  as illustrated in Figure 
3.6(c)-(d). However, for the smoothed PIMs or RPIMs, the nodes associated with the 
influence assembling unit (the smoothing domain) will cover more levels of elements. 
Hence, there is a larger bandwidth influence node group and thus the influence difference 
will be enlarged.   
 
 
Figure 3.6 Illustration of the bandwidth for the smoothed models. 
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Table 3.4 lists the computation time for solving system equations using the 
smoothed models and the FEM models tested on a problem of an infinite plate with a 
circular hole with triangular mesh. The comparison is performed on the same DELL PC 
of Intel® Pentium(R) CPU 2.80GHz, 1.00GB of RAM. It can be clearly seen that: (1) the 
computation time of ES-FEM (T3) and NS-FEM (T3) for solving the system equations is 
about 2-5 times more than that of FEM. As the bandwidth analysis above, the bandwidth 
(i.e., influence difference) of ES-FEM (T3) and NS- FEM (T3) is almost twice more than 
that of FEM. Therefore, the computation time is nearly 4 times more than that of FEM, 
which is in good agreement with the test results; (2) the computation time of ES-PIM 
(T6/3), ES-RPIM (T6), NS-PIM (T6/3) and NS-RPIM (T6) for solving the system 
equations is about 6-10 times more than that of FEM.  
 
Table 3.4 Comparison of computation time (s) for solving system equations using 
different smoothed numerical methods with triangular mesh. 
Methods 3510 10461 30286 44407 Ratio 
FEM (T3) 0.156 1.331 9.314 19.22 1.00 
NS-FEM (T3) 0.533 5.177 41.672 87.143 4.50 
NS-PIM (T6/3) 0.942 13.321 82.465 187.855 9.31 
NS-RPIM (T6) 1.043 14.348 85.548 189.643 9.53 
ES-FEM (T3)  0.359 3.807 23.309 63.391 2.90 
ES-PIM (T6/3) 0.83 10.023 69.145 160.846 7.88 
ES-RPIM (T6) 0.859 10.344 70.144 163.277 8.02 
Note: Tests were conducted for an infinite plate with a circular hole on a Dell PC of Intel® 
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 Computation time for interpolation 
The computation cost of the interpolation is mainly determined by the dimension of 
the moment matrix. The dimension of the moment matrix is n n  ( n  is the number of 
basis, For FEM (T3), ES-FEM (T3) and NS-FEM (T3), 3n  ; for ES-PIM (T6/3) and 
NS-PIM (T6/3), 6n  ; for ES-RPIM (T6) and NS-RPIM (T6), 9n  .  
Table 3.5 gives the computation time for interpolation using the NS-FEM, NS-PIM, 
NS-RPIM, ES-FEM, ES-PIM ES-RPIM and FEM.  It can be easily seen that (1) the ES-
FEM (T3), NS-FEM (T3) and FEM (T3) spend little computation time for interpolation 
compared with that for solving equations; (2) the computation time of ES-PIM (T6/3) and 
NS-PIM (T6/3) for interpolation is about 3-5 times more than that of FEM; (3) the 
interpolation of ES-RPIM (T6) and NS-RPIM (T6) needs nearly 6-9 times more 
computation time than the FEM. 
 
Table 3.5 Comparison of computation time (s) for interpolation using different 
smoothed numerical methods with triangular mesh. 
Methods 3510 10461 30286 44407 Ratio 
FEM (T3) 0.267 0.767 2.353 3.622 1.00 
NS-FEM (T3) 0.297 0.861 2.643 4.27 1.18 
NS-PIM (T6/3) 1.8 3.146 10.7 17.067 4.71 
NS-RPIM (T6) 3.7 8.994 24.133 29.777 8.22 
ES-FEM (T3)  0.281 1.227 4.228 4.478 1.24 
ES-PIM (T6/3) 1.08 3.17 10.585 16.653 4.60 
ES-RPIM (T6) 2.703 8.779 24.189 30.178 8.33 
 
Based on the above discussions, the computation cost (including solving equations 
and interpolation) of ES-FEM (T3) is about 2-4 times more than that of FEM. Note that 
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the solution accuracy of ES-FEM (T3) using triangular mesh is much better (about 10 
times) than that of  FEM using the same mesh. Therefore, in terms of computational 
efficiency (computation time for the same accuracy), the ES-FEM (T3) has been found 
superior to the FEM and offers a very promising platform for practical problems. 
 
3.3.4 Computational efficiency 
To qualify the computational efficiency, the CPU time against the relative error 
tested on a problem of an infinite plate with a circular hole with triangular mesh is 
investigated. The computational efficiency in terms of CPU time (s) needed for obtaining 
the results of the same accuracy in displacement norm (for error in solutions at ed= 1.0e-
004) is compared in Table 3.6. The FEM serves as the “bottom point”. We can clearly see 
that the efficiency ratio of ES-FEM (T3) with a value of 8.33 is the largest with respect to 
other smoothed models. 
The comparison of computational efficiency in terms of CPU time (s) needed for 
obtaining the results of the same accuracy in energy norm (for error in solutions at ee= 
6.3096e-007) is also conduced, and the results are given in Table 3.7. Again, the 
efficiency ratio of ES-FEM (T3) with one even larger value of 43.4 is the highest among 
all the smoothed methods. 
 
Property 3.1 The node-based smoothed (NS-models) reduce the stiffness of the discretized 
model compared to the FEM model and the exact model, and  thus  provide the upper 
bound solutions with respect to the exact solution in the strain energy, which offers a very 
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practical means to bound the solutions from both above and below for complicated 
engineering problems, as long as a displacement FEM model can be built. Such bounds 
are obtained using only one set of mesh and without knowing the exact solution of the 
problem. 
 
Property 3.2 In terms of energy error, all the smoothed models can obtain higher 
convergence rate compared to the FEM model. Depending on the regularity of problems, 
the convergence rate of these methods is between 1.0-2.0 times more than that of the 
FEM model. 
 
Property 3.3 In terms of computational efficiency, ES-FEM (T3) can achieve the highest 
computational efficiency among all the numerical method used including the FEM model. 
This is because the computational cost of ES-FEM (T3) is about 2-4 times more than that 
of FEM and the solution accuracy of ES-FEM (T3) is much better (about 10 times) than 
the FEM (T3) with the same triangular mesh. Therefore, the ES-FEM offers an excellent 
platform for fracture analyses in practice. 
 
Table 3.6 Computational efficiency: CPU time (s) needed for obtaining the results of the 
same accuracy in displacement norm (for error in solutions at ed= 1.0e-004) for the 











 Solver time 92.358 11.09 270.59 19.021 28.923 
Efficiency Ratio* 1 8.3283 0.34132 4.8555 3.1932 
Note: Computational efficiency is inverse proportion to CPU time. 
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Table 3.7 Computational efficiency: CPU time (s) needed for obtaining the results of the 
same accuracy in energy norm (for error in solutions at ee= 6.3096e-007) for the problem 











Solver time 547.71 12.617 23.283 83.429 140.35 
Efficiency Ratio* 1 43.409 23.525 6.565 3.9024 
Note: Computational efficiency is inverse proportion to CPU time. 
 
3.4 Theoretical aspects of strain smoothing 
Remark 3.2  Stress equilibrium state within smoothing domains 
The assumed smoothing strains defined in Eq. (3.2) ensure a stress equilibrium state 
within the smoothing domain where there is not the body force. 
Based on the assumption made in Eq. (3.2), the assumed smoothing strains become 
constants at any point in the smoothing domain. Therefore, the stresses obtained will also 
be constant in a smoothing domain. These constant stresses satisfy the equilibrium 
equation when the external body load vector b 0 .  
Remark 3.2 is a simple but a quite powerful statement: applying the strain 
smoothing technique to a smoothing domain in the problem domain results in a stress 
equilibrium status in the smoothing domain. We, therefore, call the smoothing operation 
a local stress equilibrator. The smoothed models will not satisfy the equilibrium equation 
for every point in the problem domain, but will in all the smoothed domains.   
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Remark 3.3  Compatibility of smoothed strain field 
(i) When the smoothing domain is located within the element such as cell-based 
smoothed domains, the smoothed strains defined in Eq. (3.2), will not be compatible, 
unless the assumed displacement field is linear. 
(ii) When the smoothing domain covers parts of adjacent elements such as node-
based smoothed domains and edge-based smoothed domains, the assumed smoothed 
strains defined in Eq. (3.2), will not be compatible for any assumed continuous 
displacement field.  
 We first examine item (i). When the smoothing domain locates within the element 
such as in the CS-FEM, if the order of the assumed displacement field is higher than first 
order, the compatible strain   s ( )h h ε x u x  will not be constant. The assumed 
smoothing strains defined in Eq. (3.2) are however constants. Hence the compatibility 
condition is violated.    
We then examine item (ii). When the smoothing domain covers parts of adjacent 
elements such as in the NS-FEM or ES-FEM, the smoothed strain given in Eq. (3.2) is 
the area-weighted average of the compatible strains over the portions of the elements 
forming the smoothing domain. Because the strains in these elements will be in general 
different, the average strain will be different from these element strains for any assumed 
continuous displacement field. Hence the compatibility condition is violated.  
 Remark 3.3(i) implies that the stress equilibrator in the cell based smoothed models 
will destroy the compatibility in the smoothing domains with assumed displacement 
fields of bilinear or higher order. It also implies that when the linear displacement field is 
used, the CS-FEM will be identical to the standard FEM, because the stress equilibrator is 
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useless to a constant stress field derived from the linear displacement field.  The cell 
based smoothing operation applied to elements of higher order with the outcome of CS- 
PIM CS-RPIM can therefore be significant. 
Remark 3.3(ii) implies that the stress equilibrator in the node based or edge based 
smoothed models will destroy the compatibility in the smoothing domains for any 
assumed continuous displacement field. The NS-FEM, NS-PIM NS-RPIM, ES-FEM ES-
PIM and ES-RPIM therefore can be applied with significance for any elements.   
 
Theorem 3.1  The smoothed models are variationally consistent 
Proof 
In the smoothed models, the smoothed strain ε  is used to replace the compatible 
strain s
h h ε u , the variational consistency thus needs to be examined. To this end, we 
start with the modified Hellinger-Reissner variational principle with the smoothed strain 
ε  and compatible displacements hu  as independent field variables 
       1, 2
t
T TTh T h h h
sU d d d d
   
         u ε ε Dε Dε u u b u t  (3.14)
Performing the variation using the chain rule, one obtains 
       




Th T h T h
s s
T Th h
U d d d
d d




      
   
  
 
u ε ε Dε ε D u ε D u
u b u t
 (3.15)
Substituting the approximations hu  and ε  to Eq. (3.15) and using the arbitrary 
property of variation, we obtain 
Kd f  (3.16)
Chapter 3                                                                                                            Fundamental theories of strain smoothing  
 84
where f is the system load vector similar to that of the FEM and K  is the smoothed 
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Using smoothed strain-displacement matrices IB in Eq. (3.9), the following 
orthogonal condition [22] is satisfied for the integration of Eq. (3.17) on each of 
smoothing domains sk   as follows 
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s s s
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    K B DB B DB  (3.19)
The smoothed models use directly Eq. (3.19) to calculate the stiffness matrix, 
therefore, the smoothed models are “variationally consistent”.  
Note that although the two-field Hellinger-Reissner principle is used, the smoothed 
models have only the displacements as unknowns. Therefore, it is very much different 
from the so-called mixed FEM formulation, where stresses (or strains) are usually also 
unknowns. 
The orthogonal condition Eq. (3.18) can be expressed in the similar form for any  
compatible strain s
h h ε u  and the smoothed strain ε  by Eq. (3.5) as  




T h Td d
 
   ε Dε ε Dε  (3.20)
 
Theorem 3.2  Softening effect [19] 
For any given admissible displacement field h h v   , the strain energy  hE v  
for an smoothed model obtained from the smoothed strains is no larger than the strain 
energy  hE v  for a FEM model obtained from the compatible strains 
   h hE Ev v  (3.21)
in which  
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   v ε v Dε v ε Dε  (3.23)
where  hε ε v  is the smoothed strain in an smoothed model and sh h ε v  is the 
compatible strains obtained in the FEM.   
Proof 
Examine the following equation on the smoothing domain sk , 
     2
s s s s
k k k k
T Th h T T h h h
k k k k kd d d d
   
        ε ε D ε ε ε Dε ε Dε ε Dε  (3.24)
Using the orthogonal condition by Eq. (3.20) and D  which is SPD, we have 





T Th h h h T
k k k kd d d
  

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which combines with Eqs. (3.22) and (3.23) to give Eq. (3.21).  
Eq. (3.21) can be expressed in discrete form of arbitrary (but admissible) nodal 

















Theorem 3.3  Upper bound to FEM solution in the strain energy  
For an elastic solid mechanics problem, when the same mesh is used, the strain 
energy obtained from the solution u  of the smoothed models is no less than that from the 
solution hu  of the FEM 




TE u u Ku  (3.28)
   12 Th h hE u u Ku  (3.29)
Proof 
From the  
Theorem 3.2, we obtain for any admissible hv  
       
0
1 1 1 0
2 2 2
T T Th h h h h h

   v Kv v Kv v K K v

 (3.30)
Eq. (3.29) implies that matrix  K K  is SPD. In mechanics, it implies that K  is 
“stiffer” than K . In addition, the solution of the FEM can be expressed as  
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1h u K f  (3.31)
and the solution of the smoothed models can be expressed as 
1u K f  (3.32)
The difference between the strain energy of the FEM and that of the smoothed 
models hence becomes 
           
 



















u u K f K K f K f K K f
f K f f K f
f K K f
 (3.33)
which gives Eq. (3.27).  
Note that, in the working of Eq. (3.33), we used the fact that  1 1 K K  is SPD. 
This can be proven based on the facts that K , K , and  K K  are all SPD.  
Theorem 3.3 shows one very important property of the smoothed models. In 
mechanics, this means that the smoothed models are “softer” than the FEM model. In 
other words, the common effect of the strain smoothing technique is the reduction of the 
over-stiffness of the standard compatible FEM model. This effect is called “softening 
effect” which contrasts with “stiffening effect” caused by the assumed displacement field 
using the FEM shape functions in a conforming/fully-compatible model. Due to the 
softening effect, the strain energy of the smoothed models becomes larger than that of the 
FEM.  
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Theorem 3.4  Monotonic convergence property  








   , if a 
new division 2DsN  is created by sub-dividing the k
th smoothing domain into sn  sub-






   , , ,s sk m k n   , m n , then the following 
inequality stands  
   1 2D DE Eu u  (3.34)
where  DE u  is the strain energy solution obtained from a smoothed model using DsN  
smoothing domains.   
This implies that the “softening” effect provided by the smoothing operation will be 
monotonically reduced with the increase of the number of smoothing domains 
constructed in a nested manner. A simple proof can be given using the triangle inequality 
of norms: sum of energy norm of functions is no-less than the norm of the summed 
functions.  
 
Theorem 3.5  Convergence property  
When sN  , the solution u  of the smoothed models will approach the solution 
h h u    of the standard compatible FEM model.  
Proof 
Assume that the problem has the solution h h u    of the standard compatible 
displacement FEM model. Now we consider finding the solution u  of the smoothed 
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models for the same problem. In a given division sN  of domain Ω into a set of 






   , when sN   and each smoothing domain 
s
k  approaches zero, the smoothing function  k x  in Eq. (3.4) approaches to the Delta 
function. At such a limit hε ε , B B , K K  and the solution u  of the smoothed 
models hence will approach the solution hu  of the standard compatible FEM model. 
Theorem 3.5 also implies that in the case the smoothing domain sk  is associated 
with the number of nodes nodeN  (NS-FEM), or edges edgeN  (ES-FEM) of the FEM, the 
solution u  of the smoothed models will approach to the exact solution, because the 
solution hu  of the standard compatible FEM model also approaches the exact solution 
when nodeN or edgeN  approaches infinity.  
 
3.5 G space  
In examining the above-mentioned works, we find that (1) both compatible and 
incompatible displacement fields created with smoothed settings were used; (2) the 
traditional weak form is much extended in various manners by changing the bilinear form; 
and (3) the integration is performed in novel ways far beyond the standard mapping 
procedures. Therefore, Liu [4] have established a new theoretical framework to unify the 
formulation of all these newly developed smoothe dmethods. In this work, he attempt to 
do so by putting together the pieces of recent advances in these smoothed methods, and 
establish a new G space theory and a weakened weak form (W2) formulation as a 
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theoretical framework for all these methods: compatible and incompatible ones. 
This G space includes some continuous/discontinuous functions, hereby allowing 
the use of more types of methods/techniques to produce shape functions for numerical 
models. Here, we briefly introduce the definition and its differences with Hilbert or H 
spaces in the following section. More details on the properties of a G space and detailed 
proofs can be found in [4]. 
Consider a d-dimensional problem domain   discretized into eN  of non-
overlapping subdomains with a set of nodeN  nodes. Recall that the definition of H spaces, 
taking 1  as an example, can be expressed as:  
 1 2 2( ) ( ), ( ), ( 1,..., )iv v v x i d            (3.35)
In the recent work by Liu [4], a subspace 1h  in the 1  space created using 
interpolation techniques that ensure compatibility, is also defined as: 
 1 1( ) ( ) ( ) ( ) , nNhh v v     x N x d d    (3.36)
where  T1 2 nNd d dd   is the vector of nodal function values, and hN  is the 
vector of all the (compatible) nodal shape functions that are linearly independent and can 
be written as: 
1 2( ) ( ) ( ) ( )node
h h h h
NN N N   N x x x x  (3.37)
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The domain is then, in a basically independent way, divided into a set of sN  non-
overlapping smoothing domains bounded by ( 1,..., )sk sk N   that do not share any finite 
portion of the line-segments on which the function is not square integrable. The G spaces, 






 ( ) ( ) ( ) ,
( ) ( )














v v N d
v
v n d v i d 


                   

 




where hnN (x) is the nodal shape function for node n, and these Nnode shape functions form 
the basis of the 1h  space. It is observed that the 1h  space is of finite dimension (denoted 
by subscript “h”) and with a set of functions that are square integrable in   formed by 
point interpolation using a basis. These nodal shape functions are created by nodes 
selected based on elements/cells using the standard FEM or meshfree procedures, and 
hence they are continuous at all these nodes and on these boundaries ( 1,..., )sk sk N  . 
The continuity on all these boundaries sk  allows a unique evaluation of the generalized 
smoothed gradient of the functions over the smoothing domains, so that the variation of 
the functions over   can be captured in a local averaged fashion. How the basis is 
created is not restricted, as long as these nodal shape functions are linearly independent 
over   and hence are capable to form a basis.   
By comparing Eq. (3.38) and Eq. (3.40), the major differences between a 1h space 
and the corresponding Hilbert space or 1h  space are as follows: 
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(1) The 1h  space requires the functions and the first derivatives of the functions all 
square integrable, but in the 1h  space, only the functions themselves are required to 
be square integrable;  
(2) The requirement on function in a 1h  space is weakened upon the already weakened 
requirement for functions in an 1h  space, and hence the 1h  space can be viewed as 
a space of functions with weakened weak (W2) continuity; 
(3) The first derivatives of functions in an 1h  space need to be bounded from above: 
2( )iv x d      . This is because the energy in the weak formulation needs to be 
bounded. We do not worry about the possibility of 2( ) 0iv x d     , because it 
will never happen as long as the function is not zero everywhere in terms of the well-
known Poincare-Friedrichs inequality. On the other hand, for functions in a 1h  










v n d    , ensuring the stability of our W2 formulations. The 
energy in the weakened weak formulation is automatically bounded from above, 
because the functions themselves are square integrable, ensuring the convergence of 
the discrete model to be created; 
(4) A member in an 1h  space is a member in the corresponding 1h  space (using the 
same mesh with proper smoothing domains), we shall have 1 1h h  . 
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Chapter 4 
A five-node crack-tip element in smoothed finite 
element method  
 
This chapter formulates a triangular five-node (T5) singular crack-tip element in G 
space with strain smoothing to simulate an 1r  ( 0 1  ) stress singularity in the 
vicinity of the crack-tip. In the present formulation, a direct point interpolation with a 
proper fractional order of extra basis functions is specially employed to construct variable 
power type singular shape functions that are in a G1 space. Within strain smoothing, the 
singular terms of functions as well as mapping procedure are no longer necessary to 
compute the stiffness matrix. Furthermore, thanks to the point interpolation, the proposed 
singular element eliminates the need to shift the position of the side nodes adjacent to the 
crack-tip, and is thus quite straightforward and easily implemented in existing codes. The 
effectiveness of the present singular element is demonstrated via numerical examples of a 
wide range of material combinations and boundary conditions. Finally, an application of 
this T5 singular element to fracture analyses of thin film systems is presented. 
 
4.1 Introduction 
In the layered thin film systems, the overall mechanical behaviours or responses 
hinge mainly on the cracks occurring near the interfaces between two dissimilar materials 
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[1]. Therefore, the development of a robust and effective simulation tool to characterize 
the singular behavior of these cracks is crucial to a better understanding of the influence 
of the mismatch in properties and their effects on crack growth. 
With regard to the cracks associated with the bi-material interfaces, the problem of 
an interface crack and that of a crack normal (and impinging) to the interface are of 
technical importance. It is well known that the order of singularity for the stress field is 
1/ r  (where r  is the radial distance from the crack-tip) in typical linear elastic fracture 
mechanics. However, for a crack lying along a bi-material interface, the stress singularity 
in the vicinity of the crack-tip is oscillatory in nature, along with the presence of an 
inverse r  singularity, i.e., 1/2~ iij r
    [2-4], where the oscillatory term ir   depends on 
the mismatch in elastic properties of two bonded materials. Moreover, for the case of a 
crack perpendicularly terminating at the interface, Zak and Williams [5], and Cook and 
Erdogan [6] showed that the near-tip stress field is in the form of  1~ij r
   ( 0 1  ), 
where the exponent   is the lowest root of the characteristic equation depending on the 
Dundurs parameters that are related to the mechanical properties of two materials [7]. To 
model such a behaviour accurately, efforts have been made to embed arbitrary order 
singularity ( 1, 0 1r    ) in the vicinity of the crack-tip [8-9]. Currently, the most 
widely used singular elements are collapsed eight-node (T8) or six-node (T6) quadratic 
isoparametric elements by Barsoum [10]. Later on, Abdi and Valentin [11] generalized 
the idea of quarter-point elements for modeling an 1r  stress singularity. These 
collapsed singular elements shift the mid-side node adjacent to the crack-tip to an optimal 
position that depends on the material properties of two materials. The singularity is 
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usually achieved nicely by the well-known isoparametric mapping procedure. However, 
to ensure all of these quadratic singular elements are compatible with other standard 
elements, the entire domain has to be, in principle, quadratic elements of the same type. 
Otherwise, transition elements [12] are needed to bridge between the crack-tip elements 
and the standard element.  
On the other hand, for the numerical models based on the G space theory, domain 
integration in the W2 formulation is transformed into boundary integration. Thus, the 
stiffness matrix calculation requires only evaluating the shape functions values (and not 
the derivatives) on the boundaries of the strain smoothing domains (SDs). Making use of 
this significant property, a novel triangular five-node (T5) singular crack-tip element is 
formulated in the framework of G space theory with strain smoothing to simulate a 
variable order stress singularity. In the radial direction, the displacement fields with 
designed power singularity are constructed via a direct point interpolation with a proper 
fractional order of extra basis functions. Also, a quadratic polynomial function is utilized 
to reflect the crack-tip variation of displacements in the circumferential direction. In 
addition, a basic mesh of linear T3 elements with one layer of T5 singular elements is 
used to produce the stress singularity behavior in the vicinity of the crack-tip. Because of 
the use of point interpolation, the proposed singular element eliminates the need to shift 
the position of the side nodes adjacent to the crack-tip, and is thus quite general and 
straightforward. Numerical examples with existing simplified solutions show that the 
proposed singular elements yield accurate results for a wide range of material 
combinations and boundary conditions. 
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4.2 Variable power singularity modeling 
The most fundamental issue for fracture analyses using the FEM or any other 
numerical methods is to simulate properly the variable order stress singularity in the 
vicinity of the crack-tip while maintaining a certain order of consistency. When the 
polynomial basis shape functions are used in the conventional finite elements, 
consistency can be easily achieved, but the strain singularity can not be produced, for 
which one has to resort to the so-called singular elements [11-14].  
As discussed in Chapter 3, the numerical models in G space rely on three-node 
linear T3 meshes that can be generated automatically for problems with complicated 
geometry. Based on this simple mesh setting, we specially formulate a five-node singular 
crack-tip (T5) element by a simple PIM with extra basis functions of a proper fractional 
order [15-19]. In addition, one layer of these T5 singular elements are incorporated in a 
basic mesh of T3 elements to produce the desired stress singularity in the vicinity of the 
crack-tip as illustrated in Figure 4.1(a). In the singular elements, a node is added to each 
edge of T3 elements that are connected to the crack-tip (called the crack-tip edge). 
Therefore, the crack-tip element has a total of five-nodes, and is termed as the T5 
singular element [see Figure 4.1(b)]. The location of the added node is the one quarter 
length of the edge from the crack-tip [see Figure 4.1(b)]. The creation of a singular stress 
field consists of two steps: (1) displacement interpolation in a radial line from crack-tip; 
(2) displacement field creation within the T5 singular element. 


























Figure 4.1 Crack-tip configuration using a basic mesh of triangular elements: (a) one layer of five-
node crack-tip (T5) singular elements with one additional node added on each edge leading to the 
crack-tip (called the crack-tip edge); (b) the location of the added node is the one quarter length of 
the edge from the crack-tip; (c) displacement interpolation within a T5 crack-tip element (1-2-3-4-
5): the displacement varies with r via the enriched form of Eq. (4.1) in the radial direction and the 
variation in the tangential direction is quadratic. 
  
The displacement field at any point of interest x  on a radial line of a singular 
element as illustrated in Figure 4.1(c) is chosen to have the form  
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( )h r r  u x a b c  (4.1)
at fixed value of  . Where r is the radial coordinate originated at the crack-tip for the 
interpolation point x , the crack-tip displacements are represented by a , the b  term 
indicates the regular stress fields and the c  term represents the variable power order 
stress singularity.  It is clear that the displacement fields are (complete) linear in r  and 
“enriched” with a special basis r . By differentiation of the assumed displacements, the 
strain distributions in the r-direction can be expressed as 
1( )h
r rr
   
u xε b c  (4.2)
and the desired strain (hence stress) singularity field of an order 1r  along r-direction is 
therefore produced. 
To perform the point interpolation in such a T5 singular element, in addition to the 
enriched form of Eq. (4.1) in the radial direction, a quadratic polynomial function is 
utilized to reflect the crack-tip variation of singularity in the tangential direction. At the 
same time, a linear dependence on   is chosen for the regular stress fileds. Based on the 
above analysis, the complete displacement functions within a T5 singular element can be 
approximated using the following “enriched PIM”: 
2
1 1 2 1 2 3( ) ( )
h
xu a r b b r c c c
         (4.3)
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2
2 1 2 4 5 6( ) ( )
h
yu a r b b r c c c
         (4.4)
where ten generalized coefficients ai, bi, ci can be determined by enforcing equations to 
exactly pass through nodal displacement values of the five nodes this T5 element hosts. 
The result can be written in the following matrix form 
 0e u P G  (4.5)
where 
T
1 2 1 2 1 2 6[ , , , , , , ]a a b b c c cG   (4.6)
T
1 2 5 1 2 5[ , , , , , ]
x x x y y y
e u u u u u uu    (4.7)
2
1 1 1 1 1
2
5 5 5 5 5 5
0
2
1 1 1 1 1 1
2
5 5 5 5 5 5
1 0 0 0 0
1 0 0 0 0
0 1 0 0 0
0 1 0 0 0
r r r r r
r r r r r
r r r r r









              
P
    
    
 (4.8)
where 0P  is a constant matrix that is only constructed by coordinates of the nodal points. 
From Eq. (4.5), we have 




G P u  (4.9)
Substituting Eqs. (4.3) and (4.4) into Eq. (4.5), we have 
( ) ( )h eu x N x u  (4.10)
in which the shape function ( )N x  is defined by 
T 1
0( ) ( )
N x p x P  (4.11)
where ( )p x  is built by combing Eq. (4.3) into Eq. (4.4), and is given by:  
T 2 2( ) [1 1 ]r r r r r r r r         p x  (4.12)
Remark: (consistency) 
As illustrated in Figure 4.1(a), displacement compatibility is guaranteed on the 
crack-tip edges between T5 singular elements, while there is incompatibility on the 
interfaces of singular (T5)-standard (T3) elements. Hence, the PIM shape functions (thus 
the displacement fields) in such an interpolation are not in an 1h  space. On the other 
hand, the displacement fields are at least (complete) linearly consistent and square 
integrable: the displacements in T5 singular elements constructed using the above basis 
are on top of the completely linear field, and the displacement fields in T3 elements are 
linearly independent. Therefore, the displacement fields throughout the entire problem 
domain are in a 1h  space, ensuring the stability and the convergence of the solution in 
the T5 singular elements.  
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4.3 Smoothing domain construction at the crack tip  
As summaried in Chapter 3, there are three typical types of smoothing domains for 
the smoothed models: (1) cell-based smoothing domain (CSD); (2) node-based 
smoothing domain (NSD); and (3) edge-based smoothing domain. Among the family of 
numerical methods in G space with strain smoothing, the ES-FEM is found particularly 
superior in convergence, accuracy, computational efficiency and stability, and the NS-
FEM provide the upper bound solutions with respect to the exact solution in the strain 
energy. Therefore, the ES-FEM and the NS-FEM are chosen as the platform for the 
newly designed T5 singular elements. The corresponding methods are named as the 
singular edge-based smoothed finite element method (sES-FEM) and the singular node-
based smoothed finite element method (sNS-FEM). 
 
4.3.1 Edge-based smoothed finite element method (sES-FEM) 
Consider the domain   discretized into eN  non-overlapping and non-gap triangular 
elements and nodeN  nodes, the local smoothing domains in the strandard ES-FEM are 
constructed with respect to the edges of triangular elements such that 1s
N s
k k    and 
0s si j   , i j  , in which sN  is the number of smoothing domains and is the same 
as the number of element edges as s edgeN N . As shown in Figure 4.2, the smoothing 
domain corresponding to the inner edge k, sk , is formed by connecting two end points of 
edge k and two centroids of the adjacent triangular elements. In addition, the smoothing 
domain for the boundary edge m, sm , is just one third region of triangular element which 
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contains the edge m.  
In the above setting of smoothing domains, however, it is obvious that the 
conventional smoothing domains associated with the crack-tip edges can not adequately 
capture the singularity of the stresses as shown in Figure 4.2. In order to ensure accuracy, 
a higher integration point density should be used close to the crack-tip. Therefore, we 
divide such smoothing domains into several ( scn ) polygonal sub-cells (SC) as illustrated 











Figure 4.2 Construction of the edge-based smoothing domains (ESD). Note that shaded 
area indicates one layer of smoothing domains associated with the crack-tip edges.  
 
(1) 1scn  : no sub-division is performed in such crack-tip smoothing domains as 
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shown in Figure 4.3(a). 
(2) 2scn  : each of crack-tip smoothing domains is partitioned into two sub-cells. 
The rules involved in this division are: the sub-cell far away the crack-tip is constructed 
by connecting (1) the centroid of one adjacent singular elements of the edge; (2) the no-
tip-edge-point; (3) the centroid of another adjacent singular elements; (4) the 1/4-
centroid-point of the second adjacent singular elements; (5) the 1/4-edge-point; (6) the 
1/4-centroid-point of the first adjacent singular elements, and back to (1) the centroid of 
the first adjacent singular elements. For example, the SC(1) as shown in Figure 4.3(b)  is  
created by connecting sequentially #B, #3, #A, #C, #2, #D and #B. 
For the sub-cell connected directly to the crack-tip, its region is the left part of the 
region of the original crack-tip smoothing domain subtracting the region of the 
corresponding SC far away the crack-tip defined above. For instance, the SC(2) is 
constructed by connecting sequentially #1, #D, #2 #C and #1, as shown in Figure 4.3(b). 
(3) 3scn  : each of crack-tip smoothing domains is partitioned into three sub-cells. 
Compared to the sub-division scheme with 2scn  , the sub-cell far away the crack-tip 
SC(1) is kept the same. The sub-cell connected to the crack-tip, SC(2) is then split into two 
smaller sub-cells (SC(2) and SC(3)) following the similar rule used in the 2scn   scheme. 
As shown in Figure 4.3(c), the SC(2)  is  formed by connecting sequentially #D, #2, #C, 
#E, #G, #F, and #D, and the SC(3)  is  constructed by connecting sequentially #1, #F, #G, 
#E, and #1. 
Another important issue affecting integration point density is the number of Gauss 
points on a boundary segment of smoothing cells. Remind that in the formulations of ES-
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FEM, to compute the smoothed strain gradient matrix, only the shape function values at 
the Gauss points along the boundary segments are needed. This is also performed 
similarly to the smoothing domains or smoothing sub-cells associated with the crack-tip 
edges. In the standard ES-FEM, the shape function used is always linear compatible 
along any boundary segments. Therefore, only one Gauss point is needed on each 
boundary segment. However, in the crack-tip smoothing sub-cells, more Gauss points 
should be used for each boundary segment due to the singularity behavior in the vicinity 
of the crack-tip. Numerical experiments demonstrate that five Gauss points on a 









Figure 4.3 Division of a smoothing domain associated with the crack-tip edge (ESD) 
into sub-smoothing cells: (a) 1scn   ; (b) 2scn  ; (c) 3scn  . 
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4.3.2 Node-based smoothed finite element method (sNS-FEM) 
Different from the ES-FEM, the local smoothing domains in the strandard NS-FEM 
are constructed with respect to the nodes of triangular elements such that 1s
N s
k k    and 
0s si j   , i j  , in which sN  is the same as the total number of nodes in the 
element mesh as s nodeN N . For example, the smoothing domain sk  for node k  is 
created by connecting sequentially the mid-edge-points and the centroids of the 












Figure 4.4 Construction of the node-based smoothing domains (NSD). Note that shaded 
area indicates one smoothing domain associated with crack-tip node.  
 
It is noticed that only one smoothing domain stip  associated with crack-tip node can 
not adequately capture the singularity of the stresses as shown in Figure 4.4. Therefore, 
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this crack tip smoothing domain stip  should be divided into more polygonal sub-cells 
(SC) to more accurately capture the singularity. In the present singular NS-FEM, four 
schemes smoothing domains around the crack tip are proposed to divide this crack tip 
smoothing domain, as shown in Figure 4.5. 
(1) Scheme 1: only one layer of smoothing domains (from SD(1) to SD(7)) around 
the crack tip is used as shown in  Figure 4.5(a). Note that there are two kinds of SDs: 
inner and boundary ones, and each SD is created based on the edge connected directly to 
the crack tip. 
For the inner one, each SD is created by connecting sequentially the following 
points: (1) the crack tip; (2) the centroid of one adjacent singular element of the edge; (3) 
the mid-edge-point; (4) the centroid of another adjacent singular element; and return (1) 
the crack tip. For example, the SD(2) filled with the blue shadow in Figure 4.5(a) is 
created by connecting sequentially #A, #C, #D, #E and #A.  
For the boundary one, each SD is created by connecting sequentially the following 
points: (1) the crack tip; (2) the mid-edge-point; (3) the centroid of adjacent singular 
element; and return (1) the crack tip. For example, the SD(1) filled with the red shadow in  
Figure 4.5(a) is created by connecting sequentially #A, #B, #C and #A. 
(2) Scheme 2: two layers of smoothing domains at the crack tip are contained as 
illustrated in Figure 4.5(b). Similar to the above, each of layers of smoothing domains is 
also based on the edge connected to the crack tip, and includes two kinds: inner and 
boundary SDs. 
 For the layer of smoothing domains far away the crack tip (from SD(1) to SD(7)): 
each inner SD is constructed by connecting (1) the centroid of one adjacent 
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singular elements of the edge; (2) the mid-edge-point; (3) the centroid of 
another adjacent singular elements; (4) the 1/8-centroid-point of the second 
adjacent singular elements; (5) the 1/8-edge-point; (6) the 1/8-centroid-point of 
the first adjacent singular elements, and back to (1) the centroid of the first 
adjacent singular elements. For example, the SD(2) filled with the blue shadow is  
created by connecting sequentially #C, #D, #E, #J, #I, #H and #C. Each 
boundary SD is created by connecting (1) the mid-edge-point; (2) the centroid 
of the adjacent singular element; (3) the 1/8-centroid-point of the adjacent 
singular element; (4) the 1/8-edge-point; and back to (1) the mid-edge-point. 
For example, the SD(1) filled with the red shadow in Figure 4.5(b) is created by 
connecting sequentially #B, #C, #H, #G and #B. 
 For the layer of smoothing domains connected directly to the crack tip (from 
SD(8) to SD(14)): each SD is the left part of the region of the SD in Scheme 1 
subtracting the region of the corresponding SD in the layer far away the crack 
tip defined in Scheme 2. For instance, the inner SD(8) filled with the black 
shadow is constructed by connecting sequentially #A, #H, #I, #J and #A, and 
the boundary SD(7) filled with the green shadow is constructed by connecting 
sequentially #A, #G, #H and #A in Figure 4.5(b). 
(3) Scheme 3: one layer of smoothing domains (from SD(1) to SD(6)) based on the 
singular element is used around the crack tip as given in Figure 4.5(c). The smoothing 
domain is just one third region of the singular element connected to the crack tip. For 
example, the SD(2) filled with the blue shadow in Figure 4.5(c) is constructed by the node 
set containing #A, #D, #E and #F. 
































































Figure 4.5 Division of the smoothing domain associated with the crack-tip node (NSD) 
into sub-smoothing cells: (a) scheme 1; (b) scheme 2; (c) scheme 3; (d) scheme 4. 
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(4) Scheme 4: two layers of smoothing domains are constructed near the crack tip 
based on the singular elements as illustrated in Figure 4.5(d). 
 For the layer of smoothing domains far away the crack tip (from SD(1) to SD(6)), 
each one is created by connecting (1) the mid-edge-point of one edge; (2) the 
centroid; (3) the mid-edge-point of another edge; (4) the 1/8-edge-point of the 
second edge; (5) the 1/8-centroid-point; and (6) the 1/8-edge-point of the first 
edge, and back to (1) the mid-edge-point of first edge. For instance, the SD(2) 
with the blue shadow is created by connecting sequentially #D, #E, #F, #K, #J, 
#I and #D as shown in Figure 4.5(d). 
 For the layer of smoothing domains connected directly to the crack tip (from 
SD(7) to SD(12)), each one is the left part of one third region of the singular 
element connected to the crack tip. Therefore, the SD(8) with the black shadow 
in Figure 4.5(d) is constructed by the node set containing #A, #I, #J and #K. 
 
4.4 Weak formulation and discrete equations 





k i k i
i n
 ε B x d  (4.13)
where id  is the vector of nodal displacements, and 
s
kn  is the set of nodes associated the 
smoothing domain sk . ( )i kB x  is termed as the smoothed strain gradient matrix that is 
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where ( )ih kb x , ,h x y , is computed by:  
1( )  ( ) ( )
s
k
ih k h is
k
b n N d
A 
 x x x  (4.15)
where ( )iN x  is a shape function corresponding to node i in the node set 
s
kn .  
Using Gauss integration along the segments of boundary sk , we have: 
, , ,
1 1
1 ( ) ( ) ( , )
seg gauN N
ih m n i m n h m ns
m nk
b w N n h x y
A  
      x x  (4.16)
where segN  is the number of segments of the boundary sk , gauN  is the number of Gauss 
points used in each segment, ,m nw  is the corresponding weight of Gauss points, hn  is the 
outward unit normal corresponding to each segment on the smoothing domain boundary 
and ,m nx  is the n-th Gaussian point on the m-th segment of the boundary sk .  
The numerical models in G space are variationally consistent as proven in [21], so 
the assumed displacement hu  and the smoothed strains ε  satisfy the smoothed Galerkin 
weak form: 
T T T( ( )) ( ( )) ( ) ( ) 0
t
h h h hd d d   
  
      ε u D ε u u b u t  (4.17)
Substituting the approximated displacements from Eq. (4.1) and the smoothed 
strains in Eq. (4.13) into the smoothed Galerkin weak form yields the following system of 
equations: 
Chapter 4                                                                       A five-node crack-tip element in smoothed finite element method 
 114
Kd f  (4.18)
where f is the nodal force vector that can be obtained by:  




    f N x b N x t  (4.19)













     K K B DB B DB  (4.20)
 
4.5 Advantages over collapsed quadratic singular elements 
The T5 singular element in G space that we propose in this Chapter introduces a 
generalized strain smoothing technique, corresponding to the smoothed bilinear form [20] 
with smoothing domains (edge-based), and thus possesses the following distinctive 
advantages over collapsed quadratic singular elements: 
(1) The use of such mesh setting: one layer of T5 singular elements together with linear 
T3 elements away from singular zone [see Figure 4.2 (a)], eliminates the requirement 
of transition elements and allows modeling arbitrary geometries;  
(2) The collapsed singular elements shift the mid-side node adjacent to the crack-tip to 
an optimal position for the purpose of variable order singularity, which is, however, 
directly embodied in the approximation of the T5 singular elements. Consequently, 
the shift of the mid-side node adjacent to the crack-tip is not necessary; 
(3) The smoothed bilinear form is used to formulate a smoothed Galerkin weakform, 
which weakens the consistence requirement for the field functions [20, 21]; 
(4) With the strain smoothing, the derivatives of the shape functions are no longer 
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necessary. Hence, when singularity is considered in the approximation, the 1/ r  
term does not appear, so that the need of integrating the singular functions present in 
the stiffness matrix of collapsed quadratic singular elements can be avoided; 
(5) The absence of isoparametric mapping is enabled by the strain smoothing operation, 
decreasing its sensibility to mesh distortion. 
Based on the above analysis, the proposed T5 singular element is quite 
straightforward and there is a good deal of generality in the numerical formulation. As a 
consequence, it can be easily implemented in existing codes. 
 
4.6 M-integral for stress intensity factors 
The general form of J-integral, which is identical to energy release rate G , for a 2D 
cracked body can be written as [22]: 
,
1( )
2 ik ik xj ij i x j
J G u n d         ,  or ; ori x y j x y   (4.21)
where ij  and iu  are the Cartesian components of the stress tensor and the displacement 
vector respectively, jn  are the Cartesian components of outward unit vector normal to  . 
The path of integration,  , is defined as a counterclockwise contour encircling and 
shrinking onto the tip o as shown in Figure 4.6. 
In the M-integral method [23, 24], two states of a cracked body are used to evaluate 
the stress intensity factors. State 1, ( (1) (1) (1), ,ij ij iu  ), corresponds to the present state and 
state 2, ( (2) (2) (2), ,ij ij iu  ), is an auxiliary state. On summing the J-integral of two states, we 
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can obtain the M-integral: 
(1) (2) (1) (2) (2) (1)
, ,( )ik ik xj ij i x ij i x jM u u n d         ,  ork x y  (4.22)
 
4.6.1 Interface crack 
The J-integral remains globally path independent for an interface crack between bi-
material plates when there exist no material inhomogeneity in the direction parallel to the 
crack [25]. Its value can be related to the stress intensity factor amplitude through the 





cosh ( ) I II
J K K
E    
K
K KK  (4.23)
where I IIK iK K  is the complex stress intensity factor, and  
After some manipulations, the M-integral is related to the SIFs through the relation: 




I I II IIK K K KM
E 
  (4.24)
Making the judicious choice of state 2 (auxiliary) as the pure Mode I asymptotic fields, 
i.e., setting (2) 1IK  , (2) 0IK   and evaluating IM M , we can compute IK  and we 
proceed in an analogous manner to evaluate IIK : 
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* 2 * 2cosh ( ) cosh ( )
2 2I I II II
E EK M K M    (4.25)
In which the asymptotic fields in the vicinity of interfacial crack-tip are used for the 
auxiliary fields that are provided in Reference [26]. For completeness, the procedure for 
deriving stress intensity factors based on these asymptotic fields is reported in Appendix 
A. 
 
4.6.2 Crack orthogonally terminating at the interface 
For the case of a crack orthogonally terminating at the bi-material interface, 
however, path independent of J-integral is no longer available [27]. To investigate the 
behavior of J-integral for this kind of cracked laminated plate, we consider a properly 
chosen circular contour with center at the tip and of arbitrarily small radius within K-
dominant region (say, r). Substituting the asymptotic fields provided in Reference [28], 
into Eq. (4.21) and taking integration along this path counterclockwisely, we then have: 
2 1 2 2
1
1 ( )I IIJ r K KE
     (4.26)
where   and   are the Dundurs bi-material parameters.  











where the auxiliary fields are chosen as the asymptotic terms of the crack-tip fields as 
listed in the Appendix A as well. 
The contour integral in Eq. (4.22), however, is not the best form suited for numerical 
calculations. We therefore recast the integral into an equivalent domain form by 
multiplying the integrand by a sufficiently smooth weighting function q  which takes a 
value of unity on an open set containing the crack-tip and vanishes on an outer prescribed 
contour 0C  as shown in Figure 4.6(a). Assuming the crack faces are traction free, the 
interaction integral may be written as: 
(2) (1)
(1) (2) (1) (2)( )i iik ik xj ij ij jC
u uI qm d
x x
           (4.29)
where the contour 0C C C C       and m  is the unit outward normal to the contour 
C . Now using the divergence theorem and passing to the limit as the contour   is shrunk 
to the crack-tip, we can gives the following equation for the interaction integral in 
domain form: 
(2) (1)
(1) (2) (1) (2)( )
d
i i
ik ik xj ij ij
j
u u qI dA
x x x
    
         (4.30)
where we have used the relations j jm n   on   and j jm n  on C , C  and 0C . 
 
 






























                                  (b)                                                                    (c) 
Figure 4.6 (a) Conventions at crack-tip. Domain d  is enclosed by  , C  , C and 
0C .Unit normal j jm n   on   and j jm n  on C , C  and 0C ; (b) different types of 
elements at the crack-tip for calculation of the interaction integral; (c) each triangular 
element domain hosts three sub-parts of smoothing domains associated with three 
edges, e.g., for element domain ,
d
eff m , three sub-parts 1 2,s s   and 3s  are involved. 
 
For the numerical evaluation of the above integral, as shown inFigure 4.6(b), the 
domain d  is then set to be the collection of all elements which have a node within a 
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radius of d k er r h  and this elements set is denoted as dN . eh  is the characteristic length 
of an element touched by the crack-tip and  the quantity is calculated as the square root of 
the element area.  
The weighting function q  that appears in the domain form of the interaction integral 
is set: if a node in  that is contained in the element 
de N  lies outside d , then 0iq  ; if 
node in  lies in 
d , then 1iq  . Since the gradient of q  appears in Eq. (4.30), the 
elements set dinN  with all the nodes inside 
d  as shown in Figure 4.6(b) contributes 
nothing to the interaction integral, and non-zero contribution to the integral is obtained 
only for elements set deffN  with an edge that intersects the boundary 
d . Therefore, the 
Eq. (4.30) can be given by: 
,
(2) (1)









ik ik xj ij ij
m j
u u qI dA
x x x
    
         (4.31)
where ,
d
eff m  is domain of the m-th element in the elements set deffN . 
It is noted that each triangular element domain hosts three sub-parts of smoothing 
domains associated with three edges, e.g., for element domain ,
d
eff m , three sub-parts 
1 2,
s s   and 3s  are involved as shown in Figure 4.6(c). The strains are smoothed and thus 
constant in each parts belonging to three different smoothing domains. Therefore, the 
integration in Eq. (4.31) for one element (e.g., ,
d
eff m  ) is conducted by the summation of 
integration for three sub-parts ( 1 2,
s s   and 3s ).  






eff m nnj j
q qW dA W dA
x x 
     (4.32)
where 
(2) (1)
(1) (2) (1) (2)i i
ik ik xj ij ij
u uW
x x
          (4.33)
 
4.7 Numerical implementation 
The numerical procedure for the proposed T5 singular element incorporating ES-
FEM or NS-FEM is outlined as follows: 
(1) Divide the problem domain into a set of elements and obtain information on node 
coordinates and element connectivity; 
(2) Create the smoothing domains using the rule given in Section 4.3, and sub-divide 
the smoothing domains associated with the crack-tip edges into several sub-cells 
using the proposed schemes;  
(3) Loop over smoothing domains  
a. Determine the outward unit normal, and the proper number of Gauss points for 
each boundary segment of the smoothing domains; 
b. Calculate the shape functions of Gauss points, especially for the crack-tip 
smoothing domain  by using Eq. (4.11);  
c. Compute the smoothed strain gradient matrix  i kB x  by using Eqs. (4.14)-
(4.16); 
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d. Evaluate the smoothed stiffness matrix ,
s
ij kK  and load vector of the current 
smoothing domain; 
e. Assemble the contribution of the current smoothing domain to form the system 
stiffness matrix K  and force vector; 
(4) Implement essential boundary conditions; 
(5) Solve the linear system of equations to obtain the nodal displacements; 
(6) Evaluate strains and stresses at locations of interest; 
(7) Calculate the fracture parameters including the J-integral (energy release rate), 
and the stress intensity factors of IK  as well as IIK . 
 
4.8 Numerical examples 
Two sets of numerical problems are presented in the following two subsections. In 
the first subsection, an interface cracked bi-material plate subjected to pure tension 
remote loading is investigated for verification of the proposed T5 singular element. In the 
second subsection, a crack terminating normally at the bi-material interface is considered, 
and numerical results are given for the variable order singularity with a broad range of 
material combination. 
 
4.8.1 Crack along the bi-material interface 
The problem of a crack lying on the interface in a bi-material plate is first studied. 
The exact solution to this problem under remote traction yy xyi   t  was obtained by 
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Rice and Sih [4]. The solution for IK  and IIK  at the right crack-tip is [3, 4]:  
( )(1 2 ) (2 ) iI II yy xyK iK i i a a










Figure 4.7 Crack along the bi-material interface under remote tension (half model). 
 
We first consider the case of pure tension remote loading with 1.0 MPayy   .the 
crack dimension is selected as 2 2a mm . In the computation, only half of the specimen 
is considered with the appropriate displacement constraint due to symmetry [see Figure 
4.7]. The right edge are constrained in x direction to remove the edge singularity [4]. The 
factors 0K  and 0G  are used to normalize the stress intensity factors and the energy 
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1.7725 MPa 10 MPayyyy
a




      (4.35)
The material constants used in the numerical computation are: 31 1 10 MPaE   , 
2 1/ 22E E  , 1 0.3v   and 2 0.2571v  , and plane strain conditions are assumed. The 
exact solutions from Eq. (4.34) are: 
0 0 0
1.008 0.1097 1.4358I IIK K G
K K G





Figure 4.8 Crack along the bi-material interface: meshes in the vicinity of the crack-tip 
with / 8.0ca h   ( 1, 30a W  ). 
 
Since the exact solution is for the infinite domain problem, the sample size 
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/ 30W a   is used in all models to avoid the effect of finite size. Five structured meshes 
are employed by successively mesh refinement, with the size of elements in the vicinity 
of crack-tip ranging with / ca h 3.0, 4.0, 6.0, 8.0 and 10.0, where ch  is the mesh spacing 
in the vicinity of the crack-tip (a representation mesh with / 8.0ca h   is shown in Figure 
4.8). All the studies are conducted using the path independence radius parameter 5kr   





TE    ε Dε  (4.37)
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2
( ) ( )
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ee E E    (4.38)






   (4.39)
where the superscript ref denotes the exact or reference solution that is calculated using 
the singular FEM with a very fine mesh (23,488 nodes), numerical  denotes numerical 
solution obtained using a numerical method and FP  can be the stress intensity factors 
( ke ) or the energy release rate ( ge ). Obviously, the negative relative error means that the 
numerical solution is smaller than the exact value, and vice versa. 
 
4.8.1.1 Influence of the number of smoothing cells and Gauss points in the sES-FEM 
As mentioned in Section 4.3, for a crack-tip smoothing domain in sES-FEM, a 
sufficient number of smoothing cells in a smoothing domain, scn , and Gauss points along 
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a boundary segment of the smoothing cell, gaun  should be used to ensure accuracy. In 
order to fix these two parameters, a study of their influences on the energy release rate G  
and strain energy is first conducted. In this study, a mesh with / 6.0ca h   is used, and 
the parameters are varied until the difference between two consecutive computations is 
less than a specified tolerance. When varying scn , the gaun  is kept constant, and likewise 
for gaun . The dependence of G  and strain energy on the number of smoothing cells and 
Gauss points is given in Table 4.1. It is seen that with the increase in the number of gaun , 
the normalized G  and strain energy initially decrease and reach a constant value beyond 
5 Gauss points along a boundary segment. On the other hand, beyond 3 smoothing cells 
in a smoothing domain, the normalized G  and strain energy remain almost constant. 
Thus, 3scn   and 5gaun   are adopted for all the models discussed later.  
 
Table 4.1 Crack along the bi-material interface: study of the effects of the number of 
smoothing cells in a crack-tip smoothing domain, scn , and Gauss points along a boundary 
segment of the smoothing cell, gaun  for the sES-FEM (unit for ( )E  : 
4 210 /J m ). 
scn  ( )E   0/G G   ( ge ) gauN  ( )E   0/G G  ( ge ) 
1 1.050235 1.4512 (-1.1) 1 1.049016 1.4306 (0.3) 
2 1.049179 1.4331 (0.1) 3 1.048783 1.4297 (0.4) 
3 1.048779 1.4297 (0.4) 5 1.048779 1.4297 (0.4) 
4 1.048768 1.4295 (0.4) 7 1.048778 1.4297 (0.4) 
 
4.8.1.2 Effect of the schemes of smoothing domain in the  sNS-FEM 
The computed strain energy by the standard NS-FEM and the singular NS-FEM 
Chapter 4                                                                       A five-node crack-tip element in smoothed finite element method 
 127
with four different schemes of smoothing domains around the crack tip given in Section 
4.3.2 are compared in this study, and the results are plotted in Figure 4.9. From the figure, 
it is seen that the results of the singular NS-FEM using four schemes are much closer to 
the exact values, compared to those of the standard NS-FEM. It is also noted that the 
singular NS-FEM using scheme 4 (singular NS-FEM (4)) provides the best accuracy in 
the strain energy with respect to three other schemes of smoothing domains around the 
crack tip.  
 






























Figure 4.9 Crack along the bi-material interface: study of effect of the schemes of 
smoothing domain for sNS-FEM. 
 
This founding is propably explained by the fact that for the scheme 1 and 2, each SD 
is created based on the edge connected to the crack tip, and the number of elements 
associated with one SD is 2; while for the scheme 3 and 4, each SD is created based on 
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the elements, and the number of elements associated with one SD is just 1. As found by 
Liu et al. [21], the more elements are associated, the more softening effect becomes. 
Therefore, the softening effect of scheme 3 and 4 is smaller than that of scheme 1 and 2, 
which means the scheme 3 and 4 reduce the softening effect. They thus provide the more 
excellent accuracy compared to the scheme 1 and 2. In addition, due to the stress 
singularity near the crack tip, it is conceivable that the two-layer smoothing domains can 
simulate the change of stress more accurately. As a result, scheme 4 produces the best 
accuracy among the four proposed schemes in this numerical method. Acoordingly, all 
the following studies is conducted by the singular NS-FEM (4) and just termed as the 
singular NS-FEM, unless stated otherwise. 
  
4.8.1.3 Bound property of solutions 
Figures 4.10-4.12 present, respectively, the SIFs and the energy release rate using 
different numerical methods including the FEM, the singular FEM, the NS-FEM and the 
singular NS-FEM. In order to purly investigate the bound property of solutions, the 
standard ES-FEM and the singular ES-FEM without a clear bound property are not 
included in this study. From the figures, it can be found again that the IK  and J of the 
singular FEM are no-more than the exact solutions (the negative relative error) and 
converge from below, the corresponding values of the singular NS-FEM are no-less than 
the exact ones (the positive relative error) and converge from above. On the contrary, the 
IIK  of the singular FEM models converges from above, and the IIK  of the singular NS-
FEM models converges from below. However, it can be easily observed that the 
computed values of the singular FEM and the singular NS-FEM models converge from 
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different directions, regardless of any fracture parameters considered. All of these show 
clearly the very important fact that one now can bound the exact solution from both sides.  
 





















Figure 4.10 Bound property: convergence of the normalized IK  for centre-crack with 
bi-materials under tension. 
 
4.8.1.4 Accuracy study 
To investigate the accuracy, five triangular models aforementioned are computed 
using the standard FEM, ES-FEM and NS-FEM without any singular elements, the FEM 
with T6 quadratic singular elements: FEM-sin-T6, and the ES-FEM and the NS-FEM 
with the T5 singular elements: ES-FEM-sin-T5 and NS-FEM-sin-T5. Note that the six-
node triangular meshes are used for the FEM-sin-T6, and the degrees of freedom (DOF) 
of these quadratic meshes are the same as those of the linear meshes other methods use 
for the purpose of fair comparison. The comparisons of the normalized SIFs and energy 
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release rate G  using different numerical methods are performed, and the results are 
tabulated in Table 4.2. It can be found that the ES-FEM with the T5 singular elements 
improves significantly the accuracy in comparison with the standard FEM and ES-FEM 
without singular elements. Most importantly, the relative error is around a few percent 
even for the coarsest meshes, and decreases with mesh refinement. In other words, with 
mesh refinement, all numerical methods converge to the reference solutions.   
 
Table 4.2 Crack along the bi-material interface: comparison of the accuracy in the stress 




( / ca h ) 
3.0  ( ke ) 4.0 ( ke ) 6.0 ( ke ) 8.0 ( ke ) 10.0 ( ke ) 
FEM 0.9740 (-3.4) 0.9834 (-2.4) 0.9903 (-1.8) 0.9939 (-1.4) 0.9959 (-1.2)
FEM-sin-T6 1.0030 (-0.5) 1.0046 (-0.4) 1.0057 (-0.3) 1.0059 (-0.2) 1.0062 (-0.2)
NS-FEM 1.0252 (1.7) 1.0205 (1.2) 1.0189 (1.0) 1.0179 (0.9) 1.0161 (0.8) 
NS-FEM-sin-T5 1.0166 (0.8) 1.0127 (0.4) 1.0116 (0.3) 1.0105 (0.2) 1.0094 (0.1) 
ES-FEM 0.9944 (-1.3) 0.9989 (-0.9) 1.0020 (-0.6) 1.0033 (-0.5) 1.0041 (-0.4)
0/IK K  
=1.008 
ES-FEM-sin-T5 1.0038 (-0.4) 1.0051 (-0.3) 1.0059 (-0.2) 1.0061 (-0.2) 1.0063 (-0.2)
FEM 0.1244 (13.4) 0.1192 (8.6) 0.1141(4.6) 0.1122 (2.3) 0.1111 (1.3) 
FEM-sin-T6 0.1119 (2.0) 0.1106 (0.9) 0.1105 (0.9) 0.1101 (0.3) 0.1099 (0.2) 
NS-FEM 0.0801 (-27) 0.0924 (-16) 0.0979 (-10.8) 0.1023 (-6.7) 0.1044 (-4.8)
NS-FEM-sin-T5 0.0912 (-17) 0.0981 (-11) 0.1037 (-5.5) 0.1086 (-1.0) 0.1091 (-0.5)
ES-FEM 0.1165 (-6.2) 0.1134 (-3.4) 0.1118 (-1.0) 0.1108 (-1.0) 0.1104 (-0.6)
0/IIK K  
=0.1097 
ES-FEM-sin-T5 0.1114 (-1.6) 0.1104 (-0.7) 0.1103 (-0.6) 0.1100 (-0.3) 0.1099 (-0.2)
FEM 1.3459 (-6.3) 1.3699 (-4.6) 1.3872 (-3.4) 1.3964 (-2.7) 1.4018 (-2.4)
FEM-sin-T6 1.4219 (-1.0) 1.4261 (-0.7) 1.4292 (-0.5) 1.4296 (-0.4) 1.4304 (-0.4)
NS-FEM 1.4765 (2.8) 1.4659 (2.1) 1.4627 (1.8) 1.4611 (1.7) 1.4550 (1.3) 
NS-FEM-sin-T5 1.4546 (1.3) 1.4453 (0.7) 1.4438 (0.5) 1.4421 (0.4) 1.4401 (0.3) 
ES-FEM 1.3993 (-2.5) 1.4109 (-1.7) 1.4188 (-1.2) 1.4223 (-0.9) 1.4244 (-0.8)
0/G G  
=1.4358 
ES-FEM-sin-T5 1.4242 (-0.8) 1.4273 (-0.6) 1.4297 (-0.4) 1.4301 (-0.4) 1.4306 (-0.3)
Note: The FEM-sin-T6 uses the six-node triangular meshes. However, the comparison in every 
column is conducted under the meshes with the same DOFs for the purpose of justice.  
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Figure 4.11 Bound property: convergence of the normalized IIK  for centre-crack with 
bi-materials under tension. 























Figure 4.12 Bound property: convergence of the normalized J-integral for centre-crack 
with bi-materials under tension. 
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4.8.1.5 Convergence rate study 
Figure 4.13 compares the convergence rate, R, in energy norm with respect to the 
meshing distance, h, for different numerical methods. It can be observed that the 
proposed ES-FEM-sin-T5 ( 0.74R  ) outperforms the standard FEM ( 0.50R  ) and ES-
FEM ( 0.56R  ), while the FEM-T6 ( 0.91R  ) converges faster than the ES-FEM-sin-
T5 ( 0.74R  ). However, we should keep in mind that in our T5 element, the global mesh 
setting is one layer of T5 singular elements together with linear T3 elements away from 
singular zone. On the other hand, the mesh setting for traditional FEM is one layer of 
collapsed T6 singular elements with quadratic T6 elements in the global domain. Thus, 
the optimal convergence rate for traditional FEM with collapsed T6 singular elements is 
2.0opR  , while the optimal value for our singular smoothed methods with T5 singular 
elements is 1.0opR  . In that case, it is easily concluded that the proposed ES-FEM-sin-
T5 ( / 0.74opR R  ) produces the most optimal convergence rate compared to the standard 
FEM ( / 0.50opR R  ), ES-FEM ( / 0.56opR R  ) and the FEM-sin-T6 ( / 0.46opR R  ). 
Note also that the suboptimal convergence rate obtained by the standard FEM and FEM-
sin-T6 for a singular problem is quite similar to the results available in the literature [29]. 
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Figure 4.13 Convergence rate in term of energy norm for the problem of a crack along 
the bi-material interface under remote tension. 
























Figure 4.14 Comparison of computational efficiency in term of energy norm for the 
problem of a crack along the bi-material interface under remote tension.  
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4.8.1.6 Computational efficiency study 
In this study, the computational efficiency in terms of the error in energy norm 
against computation time (s) is compared for different numerical methods, and plotted in 
Figure 4.14. It is evident that the ES-FEM with the T5 singular elements always produces 
higher computational efficiency, i.e., accuracy to computational time ratio, compared to  
other numerical methods. In particular, at a computation time of about 0.610 , the ES-
FEM-sin-T5 leads to an error approximately 3.3410 ,  FEM-sin-T6 3.0310 , ES-FEM 
2.5610 , and FEM 2.3810 . All of these confirm numerically the superiority of the T5 
singular elements in convergence rate, accuracy and computational efficiency. 
 
4.8.2 Crack terminating normally at the bi-material interface 
Next, We consider a benchmark problem solved in [6, 8], where a crack terminates 
normally at the interface between a plain strain bi-material specimen as shown in Figure 
4.15. In the calculation, the ES-FEM with the T5 singular elements is used to 
demonstrate its validity for variable order singularity problems. The model dimensions 
are: 1.0a mm  and 9 9.0h b a mm   . The bi-material (material1-material2) is an 
epoxy-aluminum combination. For epoxy, Young’s modulus 1148 MPaE  , Poisson’s 
ratio 0.35v  ; and for aluminum, 26 498 MPaE  , 0.3v  . When epoxy is the cracked 
material, the value of the order of stress singularity order is 1 0.6619 1     -0.3381, 
and when aluminum is the cracked material, the corresponding singular order is 
1 0.1752 1     -0.8248. 
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Figure 4.15 Crack terminates normally at the interface under uniform pressure on the 
crack faces. 
 
The crack is subjected to an uniform pressure 1.0MPap  , and terminates normally 
at the interface of aluminum and epoxy. In the computation, the uniform tensions 1  and 
2  are applied, respectively, at the material 1 and material 2 boundaries in order to 
describe the behavior due to the pressure on the crack. To ensure constant strain along the 
boundaries under the plane strain condition, 1   is taken as p , and 2   is taken as 
2 2
1 1 2 2 1(1 ) / (1 )v E v E   . The specimen is analyzed by using the mesh representation as 
shown in Figure 4.16. The discretized model is progressively refined as the elements 
approach the crack-tip, and the ratio of crack length to element size at the crack-tip is 
taken as / 100ca h  . 




(a)  (b) 
Figure 4.16 Crack terminates normally at the interface: (a) meshes of the whole discretized 
model; (b) meshes in the vicinity of the crack-tip with / 100ca h  . 
 




















Figure 4.17 Crack terminates normally at the interface with material1-material2 of 
epoxy-aluminum: logarithmic stress distributions along the radius path of o45  . 
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Figure 4.18 Crack terminates normally at the interface with material1-material2 of 
aluminum-epoxy: logarithmic stress distributions along the radius path of o45  . 
 
4.8.2.1 Stress singularity 
Figure 4.17 depicts the logarithmic stress distributions along the radius path of 
o45   for a material1-material2 pair of epoxy-aluminum. It is noticed that the rr  and 
  stress distributions are almost linear and parallel to each other by omitting numerical 
errors. A real singular order as 1   -0.3303 is obtained in the r-direction, and the 
corresponding value in the  -direction is 1   - 0.3279 . It is clear that the results 
obtained by the ES-FEM-sin-T5 are in close agreement with the analytical result -0.3381, 
with the deviations to be 2.31%, and 3.01% respectively. In addition, Figure 4.18 shows 
logarithmic stress distributions for the material1-material2 pair of aluminum-epoxy. The 
singular order is found as 1   -0.8307 and -0.8124 in the r-direction and  -direction 
respectively. Compared to the analytical result -0.8248, the relative errors are both under 




4.8.2.2 Energy release rate 
In this study, the behavior of energy release rate G or J-integral with respect to 
various normalized domain radius /dr a  (see Figure 4.18) is examined, and the results 
are listed in Table 4.3 and Table 4.4 for two material combinations aforementioned. 
Note that, the values of /dr a  in the calculation are taken small enough to be inside the 
zone of dominance of the asymptotic solution. It is observed that path independent of J-
integral breaks down: for the epoxy-aluminum combination, the J-integral decreases 
with the increase of domain radius /dr a  in Table 4.3. On the contrary, for the 
aluminum- epoxy pair, the J-integral increases with /dr a increasing in Table 4.4.  
However, as long as one normalized the J-integral with a parameter 2 1( / )dr a
 , the 
path-independent (in a modified sense) can be observed for J-integral as shown in the 
fourth column of Table 4.3 and Table 4.4, regardless of material combinations. These 
phenomena are well consistent with the founding in [27].With this property of path-
independent (in a modified sense) for J-integral (thus M-integral), one can then calculate 
the stress intensity factors by using the M-integral method.  
 
4.8.2.3 Stress intensity factors 
In addition to the energy release rate G (J-integral), Table 4.3 and Table 4.4 also list 
the stress intensity factor IK  obtained by the ES-FEM with the T5 singular elements for 
two material combinations. The factor 10K p a
   is used to normalize the stress 
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intensity factors, and the results obtained by Tracey et al. [6] are also given for 
comparison purposes. It can be found that the results of normalized 0/IK K  appear to be 
almost invariant with respect to different selections of of /dr a . Furthermore, the average 
normalized 0/IK K  values obtained by the ES-FEM-sin-T5 agree well with the results 
computed by [6], with deviation to remain under 2.5%, as anticipated. 
 
Table 4.3 Crack terminates normally at the interface with material1-material2 of epoxy-
aluminum: energy release rate and stress intensity factors (unit for J-integral: MPa mm ). 
0/IK K  
No. /dr a G (J-integral) 
2 1/ ( / )dJ r a
  
ES-FEM-sin-T5 Ref. [6] 
1 0.05 1.0884×103 2871.289 2.83  
2 0.10 1.3240×103 2790.878 2.79 — 
3 0.15 1.4882×103 2750.672 2.77  
4 0.20 1.6217×103 2730.847 2.76  
Ave. 2790.536 2.79 2.85 
Note: dr  is the domain radius in J-integral or M-integral as shown in Figure 4.6. 
 
Table 4.4 Crack terminates normally at the interface with material1-material2 of 
aluminum-epoxy: energy release rate and stress intensity factors. 
0/IK K  
No. /dr a G (J-integral) 
2 1/ ( / )dJ r a
  
ES-FEM-sin-T5 Ref. [6] 
1 0.05 3.3492×102 48.8403 0.115  
2 0.10 2.0206×102 46.7781 0.110 — 
3 0.15 1.4877×102 44.8815 0.108  
4 0.20 1.1960×102 43.3433 0.106  
Ave. 44.6358 0.110 0.112 
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Figure 4.19 Crack terminates normally at the interface under mix-mode loads. 
 
4.8.2.4 Mixed-mode loads study 
To further investigate the capability of the T5 singular elements in characterizing the 
variable order singular behavior, we reconsider the same specimen and impose the mixed 
loads ( , ) (2.76, 1.38) MPa     as shown in Figure 4.19. The results of mixed-mode 
normalized  0/IK K  and 0/IIK K  with respect to different material combinations are 
listed in Table 4.5. Also listed in the table is the corresponding ratio of the two SIFs 
/II IK K .  
Although there is no analytical for direct verification of the above calculation, the 
validity the mixed-mode SIFs can be demonstrated by addressing the following two 
points. First, the numerical results of IK  and IIK  by the ES-FEM-sin-T5 appear to be 
invariant with respect to different selections of M-integral radius /dr a , as anticipated by 
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Eq. (4.26).  Second, it is observed that the absolute value for /II IK K  decreases as the 
relative shear modulus 1 2/   decreases. This indicates that the contribution from mode 
II stress component is more significant than mode I when the cracked material (material1) 
is relatively softer, and vice versa. This founding is quite similar to the results available 
in the literature [9]. 
 
Table 4.5 Crack along the bi-material interface: normalized stress intensity factors under 
mixed-mode loads. 
material1-material2 epoxy-aluminum 
( 1 2/ 23.08   ) 
aluminum-epoxy 
( 1 2/ 0.043   ) 
/dr a  0/IK K  0/IIK K  0/IK K  0/IIK K  
0.05 1.8722 -2.3622 0.6655 -0.1543 
0.1 1.8850 -2.3420 0.6861 -0.1478 
0.2 1.8737 -2.3361 0.6651 -0.1425 
0.4 1.8373 -2.3282 0.6550 -0.1405 
Ave. 1.8673 -2.3421 0.6679 -0.1463 
/II IK K  1.254 0.219 
 
4.9 Application of thin film systems 
Finally, I apply the T5 singular elements to a film/substrate system with the four 
point bending test. Owing to symmetry, one half of the specimen is used in the 
computation. The specimen dimensions, crack orientation, loading and the displacement 
boundary conditions are given in Figure 4.20.  The thickness of film is fh  and that of the 
substrate is sh , with the total thickness denoted by th . fE  and fv  are used to denote 
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Young’s modulus and Poisson’s ratio of film. sE  and sv  are the corresponding properties 
for the substrate.  
When the interface crack length significantly exceeds the thickness of the film, 
steady state conditions are reached and the energy release rate stabilizes to a constant 
value, ssG , the steady state energy [30]: 




f f s fs t s s
ss
s t s t t t t t
h h h hv P L h h hG
E b h h h h h h h
                                      
 (4.40)
where b is the depth of film/substrate system, 1P   is the point load applied at the right-









    (4.41)
The phase angle is computed by taking the characteristic length l  given in Eq. (2.7) 














In addition, we also choose the factors 0K  and 0G  are used to normalize the SIFs 
and the energy release rate, respectively. 
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Figure 4.20. Schematic-diagram of a film/substrate system by four point bending test 
(half model). 
 
In the numerical model, the depth b  is taken to be unity, 1fh  , / 10t fh h  , 
/ 2.5L D  , / 5tD h   and / 3ta h  . Thus, the problem domain is 125 10tL h    and 
30a  . The material parameters are 31 10sE   , / 10f sE E   and 0.3f sv v  . Based 
on this, the exact steady state energy release rate is 1.3632 from Eq. (4.40). The mesh 
with / 6.0th h   and the domain radius parameter 4kr   are used. Note that the singular 
FEM uses the six-node triangular meshes which have the same DOFs as the meshes other 
methods use. Comparison of energy release rates obtained by the standard FEM, the 
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singular FEM, the ES-FEM, the singular ES-FEM, the NS-FEM and the singular NS-
FEM are presented in Table 4.6. Results for IK , IIK and   are also indicated for 
completeness. From the results, the singular NS-FEM is found again to produce an upper 
bound solution in energy release rate, while the singular FEM produces the lower bound 
to energy release rate. Also, the singular ES-FEM provides more accuracy of energy 
release rate compared to other numerical methods. Moreover, the energy release rate 
obtained by the singular ES-FEM is in good agreement with the exact value [30] with a 
fraction of percent error.  
 
Table 4.6 Film/substrate system by four point bending test: comparison of stress intensity 
factors and energy release rate using different numerical methods under the same 
triangular mesh with / 6.0th h  .  
Method 0/IK K  0/IIK K    0/G G  
( % Error) 
FEM 0.9386 1.2832 43.81 1.3142 (-3.6) 
Sin FEM 0.9580 1.2970 43.57 1.3531 (-0.7) 
NS-FEM 0.9970 1.3123 42.77 1.4123 (3.5) 
Sin NS-FEM 0.9882 1.3061 42.89 1.3779 (1.1) 
ES-FEM 0.9517 1.2946 43.68 1.3423 (1.5) 
Sin ES-FEM 0.9572 1.2970 43.57 1.3511 (0.8) 
Note: The exact energy release rate which equals to the J-integral from Eq. (4.40) is 1.3632. 
 
Then, the fixed total thickness 10th   is used and the thickness ratio /f th h  is varied 
from 0.1 to 0.5. Also, we varied the material properties combinations of film and 
substrate.  Table 4.7 lists the steady state energy release rate for different thickness ratio 
and different material combinations using the singular FEM and the singular ES-FEM. 
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Again, it can be observed that all the results by the singular ES-FEM are in agreement 
with the corresponding reference solutions and the relative errors are less than 1%.  
 
Table 4.7 Film/substrate system by four point bending test: effect of elastic modulus ratio 
and thickness ratio. 










0/G G  
( % Error) 
  
0/G G  




0.1 43.25 1.3511 (-0.7) 43.57 1.3511 (-0.8) 1.3632 
0.2 41.93 2.2626 (-0.6) 41.63 2.2626 (-0.7) 2.2793 
0.3 38.42 3.6969 (-0.6) 38.22 3.6969 (-0.7) 3.7254 
0.4 34.84 6.2754 (-0.7) 34.74 6.2754 (-0.8) 6.3249 
10 
0.5 31.96 11.3451 (-0.8) 31.86 11.3451 (-0.9) 11.4523 
0.1 63.90 0.0801 (-0.8) 63.90 0.0801 (-0.9) 0.0807  
0.2 57.85 0.3022(-0.6) 57.85 0.3022 (-0.7) 0.3043 
0.3 53.25 0.8959 (-0.4) 53.25 0.8959 (-0.5) 0.9010 
0.4 49.55 2.4518 (-0.4) 49.55 2.4518 (-0.5) 2.4655 
0.1 
0.5 46.66 6.4706 (-0.6) 46.66 6.4706 (-0.8) 6.5228 
 
4.10 Remarks 
In this work, a novel triangular five-node (T5) singular crack-tip element is 
formulated in G space with strain smoothing to simulate a variable order stress 
singularity. In the radial direction, the displacement fields are enriched via a direct point 
interpolation with a proper fractional order of extra basis functions ( , 0 1r   ). Also, 
a quadratic polynomial function is utilized to model the crack-tip variation of 
displacements in the circumferential direction. In addition, a basic mesh of linear T3 
Chapter 4                                                                       A five-node crack-tip element in smoothed finite element method 
 146
elements with one layer of T5 singular elements is used to produce the ( 1, 0 1r    ) 
singularity near the crack-tip. Through the formulation, we conclude theoretically that:  
 The enriched displacements in the T5 element are on top of the completely linear 
filed. Therefore, the linear consistency property as well as the square integrable 
property is all ensured throughout the entire problem domain, ensuring the stability 
and the convergence of the solution. 
 In the T5 singular element, the singular terms of functions as well as mapping 
procedure are no longer necessary to compute the stiffness matrix due to the use of 
strain smoothing. 
 The T5 singular element eliminates the need to shift the position of the side nodes 
adjacent to the crack-tip, and is thus quite straightforward and easily implemented in 
existing codes. 
 The use of such mesh setting: one layer of T5 singular elements together with linear 
T3 elements away from singular zone, eliminates the requirement of transition 
elements and allows modeling arbitrary geometries 
Intensive studies including two classic categories of cracks associated with the bi-
material interfaces have been then conducted, and we confirmed numerically that:  
 The T5 singular element together with ES-FEM outperform in convergence rate, 
accuracy and computational efficiency in comparison with the standard FEM, ES-
FEM , NS-FEM and even the FEM with T6 singular elements. 
 The computed values of the singular FEM and the singular NS-FEM models 
converge from different directions for any fracture parameters. Therefore, one can 
bound the exact solution from both sides. 
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 The numerical results obtained by the T5 singular element are in excellent agreement 
with the corresponding analytical or reference solutions for variable order singularity 
by a wide range of material combinations, with a fraction of deviation.   
Finally, we would like to mention that it seems that the proposed singular elements 
could be extended and serve as a competitive means to solve complex problems in the 
context of 3D as well, which will be a topic of forthcoming research.   
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Chapter 5 
A combined extended and edge-based smoothed finite 
element method (ESm-XFEM)  
 
This chapter presents a procedure that combines the edge-based smoothed finite 
element method (ES-FEM) and the extended finite element method (XFEM) to develop 
an effective numerical method (ESm-XFEM) for fracture analysis of 2D linear elasticity 
[1]. The outline of this chapter is organized as follows. Section 5.2 provides a brief 
description of objectives for combining the ES-FEM and the XFEM. The methodology 
for coupling ES-FEM and XFEM is elaborated in Section 5.2. The accuracy, efficiency 
and convergence properties of the proposed method are illustrated in Section 5.3 with a 
few benchmark problems taken from linear elastic fracture mechanics. Some concluding 
remarks are closed in Section 5.4. 
 
5.1 Introduction 
In the XFEM, the displacement-based approximation is enriched near the crack by 
the Heaviside and asymptotic crack tip functions using the framework of partition of 
unity. This eliminates the need for the mesh alignment with the crack and re-meshing, as 
the crack evolves [2, 3]. The ES-FEM uses the generalized smoothing operation over 
smoothing domain associated with edges of simplex meshes, and produces a softening 
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effect leading to a close-to-exact stiffness, “super-convergence” and “ultra-accurate” 
solutions for the numerical model [4]. Taking advantage of both the ES-FEM and the 
XFEM, the method proposed in this thesis introduces the edge-based strain smoothing 
technique into the context of XFEM, and thus is named as edge-based smoothed extended 
finite element method (ESm-XFEM). The present method aims to answer the following 
research questions: 
(1) Alleviate the complexity of sub-divide elements in the XFEM split by 
discontinuities (material interfaces, cracks). Strain smoothing provides an 
elegant solution to this problem by transforming interior integration into 
boundary integration; 
(2) Avoid the need of integrating the singular functions present in the XFEM 
stiffness matrix in linear elastic fracture mechanics. With strain smoothing, the 
derivatives of the shape functions are no longer necessary, hence the 1/ r  term 
does not appear; 
(3) Improving the accuracy of the stress field in the vicinity of the crack fronts, and 
thus producing more accurate stress intensity factors. It was demonstrated that 
the ES-FEM exhibits ultra accuracy for the stress field [1, 5]; 
(4) Improve the convergence rate in terms of the energy norm or stress intensity 
factors; 
(5) Enhance the efficiency of XFEM, and decreasing its sensitivity to mesh 
distortion thanks to the absence of isoparametric mapping enabled by strain 
smoothing. 
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5.2 Methodology for coupling ES-FEM and XFEM 
In the standard XFEM, discontinuous and near-tip (i.e., non-polynomial) 
enrichments are commonly used for displacement approximation in fracture mechanics. 
In order to make use of the advantages of ES-FEM, during the coupling process of ES-
FEM and XFEM, the edge-based strain smoothing operation in the ESm-XFEM is 
performed on both discontinuous and non-polynomial approximations. As we will see, 
this has important implications. Furthermore, concerning the convenience of mesh 
generation, the 3-nodal triangular meshes, unless stated otherwise, are used in the ESm-
XFEM, similar to the standard ES-FEM.  
 
5.2.1 Selection of enriched nodes 
The approximation used is similar to the standard XFEM, and reads: 
4
1
( ) ( ) ( ) ( ) ( ) ( )
es- fem es-c es- f
h




      u x N x d N x x a N x x b
  
 (5.1)
However, the support domain for a nodal shape function in the setting of ES-FEM is 
different from the standard FEM, which leads to the difference of enriched nodes in the 
ESm-XFEM. For convenience, two enriched node sets c  and f  in the standard 
XFEM associated with Heaviside and branch functions are denoted as es-c  and es- f .  
Different from the standard XFEM where the support iw  is the collection of 
elements that include node I as describled in Chapter 2 [see Figure 2.4], the support iw  
for nodal shape function in the ESm-XFEM is defined as the collection of edge-based 
smoothing domains that are associated with this specific node. Within an associated 
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smoothing domain, there exists a least one point x  with ( ) 0i N x , where ( )iN x  is the 









Figure 5.1 Construction of edge-based strain smoothing domains and support domain 
iw  (shaded) for a nodal shape function in the ES-FEM. 
 
 Recalling the construction of edge-based strain smoothing domain, the smoothing 
domain corresponding to the inner edge k, sk , is composed of two sub-parts from two 
elements sharing this edge. As given in Chapter 2, for a specific point x , ( ) 0i N x  is 
satisfied for the set of nodes of the element containing this point. Therefore, the domain 
s
k  can be considered as the associated smoothing domain of four nodes that two 
neighboring elements host: (1) two end points of the edge; (2) two non-edge points from 
these two elements respectively. These four nodes are called as the associated nodes of 
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smoothing domain sk . For example, the associated nodes for sk  are DEFG as given in 
Figure 5.1. Following the same analysis, it is easy to see that the smoothing domain 
corresponding to the boundary edge m, sm , is the associated smoothing domain of three 
nodes of the element that contains the edge m . These three nodes are ABC as illustrated 
in Figure 5.1, and are similarly called as the associated nodes of smoothing domain sm . 
Contrary thinking the above analysis, the support for shape function of node i can be 
shown by the shaded region in Figure 5.1, and it is apparently found to cover a larger area 
than the support domain of the standard XFEM.   
 
CentroidNormal node Crack tip Crack
Tip cell
Node enriched  with  function Node enriched with H function
Split cell
Tip-blending cell Split-blending cell
Standard cell
 
Figure 5.2 Illustration of edge-based smoothing domain (sd) and node categories in the ESm-
XFEM in terms of the support domain of nodal shape functions. 
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In addition, similar to the standard XFEM, nodes in set es-c  for the ESm-XFEM 
are such that their shape function support is split by the crack. According to the selection 
scheme for support domains elaborated above, these nodes can be selected and plotted 
with squares in Figure 5.2. In addition, es- f  associated with the branch functions 
( ) x  is the set of nodes whose shape function support contains a crack tip, and these 
nodes are chosen and depicted with circles in Figure 5.2. 
 
5.2.2 Weak formulation of the ESm-XFEM 
In order to ensure that the approximation hu  evaluated at an arbitrary node i equals 
the value of the unknown coefficient at this node, i.e., iu  see, e.g., [7] for details, nodal 
subtraction is now commonly used in enriched FEMs [8, 9, 10], and will be used 
throughout this chapter: 
4
1
( ) ( ) ( )( ( ) ( ))


















u x N x d N x x x a




Employing the strain smoothing operation, the smoothed strain over sk  from the 
displacement approximation in Eq. (5.2) can be written in the following matrix form: 
4
1
( ) ( )( ( ) ( ))





k i k i j k j j
i n j
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ε B x d B x x x a




where skn  is the set of nodes associated with the smoothing domain 
s
k . ( )ui kB x  is the 
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smoothed strain gradient matrix for the standard ES-FEM part, and ( )ai kB x , 
( )bi kB x correspond to the enriched parts of the smoothed strain gradient matrix associated 




0 ( ) , ,




i k iy k
r r
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b
b r u a b
b b





In terms of Eq. (3.6), ( )rih kb x , ,h x y  and , ,r u a b  is computed by:  
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 (5.5)
Using Gauss-Legendre integration along the segments of boundary sk , we have: 
, , ,
1 1
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    





x x x x
x x x x
 (5.6)
where segN  is the number of segments of the boundary sk , gauN  is the number of Gauss 
points used in each segment, ,m nw  is the corresponding Gauss weights, hn  is the outward 
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unit normal corresponding to each segment on the smoothing domain boundary and ,m nx  
is the n-th Gaussian point on the m-th segment of the boundary sk . 
Because a smoothed Galerkin weak form using smoothed strain over smoothing 
domains is variationally consistent as proven in [11], the assumed displacement hu  and 
the smoothed strains ε  satisfy: 
( ( )) ( ( )) ( ) ( ) 0
t
h T h h T h Td d d   
  
     ε u D ε u u b u t  (5.7)
Substituting the displacement approximation in Eq. (5.2) and the smoothed strains 
from Eq. (5.3) into the smoothed Galerkin weak form yields the following system of 
equations: 
Kd f  (5.8)
where f is the nodal force vector that is identical to that in the standard XFEM. The 
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 (5.9)
All entries in matrix iB  in Eq. (5.9)  are constants over each smoothing domain, the 
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Remark 5.1: the singular derivatives of the approximation functions 
From Eqs. (5.5) and (5.6), it is noted that within strain smoothing operation, the 
derivatives of the functions are no longer necessary. Consequently, when enriched 
functions, e.g., branch functions from Westergaard fields [12], are added to the ES-FEM 
space, the 1/ r  term does not appear. Therefore, the requirement of integrating the 
singular functions present in the standard XFEM stiffness matrix for linear elastic 
fracture mechanics can be avoided. 
 
5.2.3 Numerical integration 
5.2.3.1 Numerical Integration for XFEM 
For the purpose of comparison, let us first recall the numerical integration procedure 
for the standard XFEM. Concerning the implementation of XFEM, there are five types of 
elements as illustrated in Figure 2.5:  
 Tip elements either contain a crack tip (topological enrichment), or are within a 
fixed distance, enrr  of the tip (geometrical enrichment) [6]. The former is used in 
this study for simplicity although it is known to lead to suboptimal convergence 
rates [6]. All nodes belonging to a tip element are enriched with the near-tip 
fields of Eq. (2.9). 
 Split elements are elements completely cut by the crack. Their nodes are enriched 
with the Heaviside function of Eq. (2.8). 
 Tip-blending elements are elements neighboring tip elements. They are such that 
some of their nodes are enriched with the near-tip fields and others are not 
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enriched at all. 
 Split-blending elements are elements neighboring split elements. They are such 
that some of their nodes are enriched with the discontinuous function, and others 
are not enriched at all. 
 Standard elements are elements that are in none of the above categories. None of 
their nodes are enriched. 
According to [13, 14], it is clear that the numerical integration of the stiffness matrix 
in elements intersected by a crack as shown in Figure 5.3(a), i.e., tip elements or split 
elements, cannot be completed by the standard Gauss-Legendre quadrature, which is due 
to the fact that Gauss quadrature implicitly assumes a polynomial approximation, and 
thus cannot be applied in elements enriched by discontinuous terms. This is commonly 
circumvented by a two-step partition strategy: (1) partitioning the elements into 
subpolygons aligned to the discontinuity surface as illustrated in Figure 5.3(b); (2) the 
subpolygons formed from the intersection of the crack and the element geometries are 
triangulated to create the sub-elements as given in Figure 5.3(c). Although the generation 
of sub-elements does not alter the approximation properties, it inherently introduces a 
‘mesh’ requirement. Moreover, the sub-elements must be aligned to the crack or interface 
and this is costly and less accurate if the discontinuity is curved. 
Since the approximation differs from element to element, different integration 
parameters are used.  In this study, the following Gauss quadrature rules are chosen: 
1. Tip elements: 7 Gauss points for each triangular sub-element. 
2. Split elements: 1 Gauss points for each triangular sub-element. 
3. Tip-blending elements: 7 Gauss points. 
Chapter 5                                 A Combined Extended and Edge-based Smoothed Finite Element Method (ESm-XFEM) 
 161
4. Split-blending elements: 1 Gauss point. 




Figure 5.3 Generation of subpolygons for quadrature of the XFEM in: (a) those elements cut by 
a crack. The polygons (b) formed from the intersection of the crack and the element geometries 
are triangulated as in (c) to create the element sub-elements. 
 
5.2.3.2 Numerical Integration for ESm-XFEM 
Similar to the standard XFEM, there are five types of smoothing domains (sd) as 
shown in Figure 5.2:  
 Tip smoothing domains contain a crack tip. They are such that all associated 
nodes are enriched with branch functions. 
 Split smoothing domains are completely cut by a crack surface, and their 
associated nodes are enriched with the Heaviside function. 
 Tip-blending smoothing domains are such that one or more of their associated 
nodes are enriched with branch functions, and others are not enriched at all. 
 Split-blending smoothing domains are such that some of their nodes are enriched 
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with the Heaviside function, and others are not enriched at all. 
 Standard smoothing domains are smoothing domains that are in none of the 
above categories. None of their associated nodes are enriched. 
Recall that in the formulation of the standard ES-FEM, to compute the smoothed 
strain gradient matrix ( )ui kB x , only the shape function values at Gauss points along the 
boundary segments are needed. In addition, as the shape functions used are always linear 
compatible along any boundary segment, only one Gauss point is needed on each 
boundary segment. This can also be performed similarly to the standard smoothing 
domains in the ESm-XFEM. However, the appearance of a discontinuous function, ( )H x , 
and branch functions, ( ) x , requires special care for integration over non-standard 
smoothing domains. We now construct specific integration schemes on the four types of 
non-standard smoothing domains.  
(i) Split smoothing domains: similar to the split elements in the standard XFEM, 
direct numerical evaluation of the stiffness matrix is in general not feasible in split 
smoothing domains, due to the discontinuity of the integrand.  However, this can be 
easily overcome by partitioning the smoothing domains split by a discontinuity surface 
into several sub-domains where the integrands are continuous and differentiable as is 
done in the standard XFEM (see Figure 5.4). In general, the sub-domain is a polygon, e.g., 
sub-sd1 and sub-sd2, as shown in Figure 5.4.  
 
Remark 5.2: decomposition of polygonal sub-domains into triangles 
Different from the numerical integration of the standard XFEM, where the 
polygonal sub-domains are usually divided into triangles that permit the use of well 
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known quadrature rules, strain smoothing in the ESm-XFEM provides an elegant solution 
to this problem by transforming interior integration into boundary integration which was 
first proposed in [15]. Therefore, decomposition of polygonal sub-domains into triangles 
is not need as shown in Figure 5.4. Furthermore, no isoparametric mapping is necessary, 
which significantly decrease the complexity of numerical integration.  
 
Figure 5.4 Partition of split smoothing domains (sd) in the ESm-XFEM. The decomposition of 
polygonal domains (sub-sd1 and sub-sd2) into triangles is not necessary. Integration is 
performed on the boundary of sub-sd1 and sub-sd2 instead. The bold line represents the 
elements, and the dashed line denotes the boundaries of smoothing domains. 
 
Another thing that is needed to pay attention to is the number of Gauss points on 
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each boundary segment. The product of linear shape functions and a discontinuous 
function i.e., ( ) ( )iN Hx x , is also linear along all boundary segments, one Gauss point is 




































sub-cells along the crack face
3




sub-cells along the crack face
Figure 5.5 Partition of tip smoothing domains (sd) in the ESm-XFEM. Note that sub-sds 
and sub-cells do not carry any degrees of freedom and are solely used for smoothing 
and numerical integration. 
 
(ii) Split-blending smoothing domains: no partition is required to perform on this 
kind of domain, and following split domains, one Gauss point is used on each boundary 
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segment. 
(iii) Tip smoothing domains, in which the discontinuity is still present, but there is 
also a singularity. In that case, a set of branch functions (non-polynomial functions) 
( ) x  is used to model the asymptotic features of the displacement fields for capturing 
the high stress gradients in the vicinity of the crack tip. However, simply splitting such 
smoothing domains into polygonal sub-domains may lead to poor numerical results 
because of the presence of non-polynomial functions. In order to ensure accuracy, a 
higher integration point density should be used close to the crack tip. The steps involved 
in this approach are: (1) split the smoothing domain into triangular sub-domains, e.g., 
from sub-sd1 to sub-sd6,  as shown in Figure 5.5; (2) partition sub-domain (triangle) into 
scn  sub-cells (also triangles) according to the rules giving in Figure 5.6. Figure 5.5 gives 
the schematic of sub-cells after partitioning sub-sd1 and sub-sd4 with 3scn  , e.g., sub-
sd1 is split as sc1, sc2 and sc3; and sub-sd4 is split into sc4, sc5 and sc6; (3) the 
numerical integration is performed cell by cell with boundary integration.  
However, one must take extra care when using boundary integration along the crack 
face. A sub-cell with one or more boundary segments aligned with the crack surface, 
denoted by c-sub-cell, accounts for this issue, e.g., sc2 and sc3 from sub-sd1, as well as 
sc4 and sc6 from sub-sd4, as shown in Figure 5.5. When performing integration on two c-
sub-cells that share a boundary segment along the crack surface (e.g., sc3 and sc6 share 
boundary segment 69) for the Gauss points falling on this boundary but belonging to two 
c-sub-cells, the calculated values of the discontinuous function, ( )H x , or branch 
functions, ( ) x  are the same for both c-sub-cells, if the calculation is based on the 
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coordinates of Gauss points. However, when coming back to the displacement field of 
crack surface, it is clear that there is a jump between two sides of crack, which does not 
agree with the above calculations. To solve this problem, we propose in this case that the 
values of the enrichment functions ( )H x  and ( ) x  are computed not based on the 
coordinates of Gauss points, but the center of this sub-cell.  
 
 
Figure 5.6 Division of a sub-smoothing domain in to sub-smoothing cells: 
(a) 1scn   ; (b) 2scn  ; (c) 3scn   ; (d) 4scn  ; (e) 6scn   ; (f) 8scn  . 
 
Compared to standard smoothing domains, more Gauss points should be used for 
each boundary segment as the gradients in the vicinity of the crack tip are large in the 
radial direction. Numerical experiments demonstrate that eight smoothing cells in a 
smoothing domain ( 8scn  ), and five Gauss points on a segment of smoothing cells 
( 5gaun  ) are sufficient (details can be found in Section 5). 
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(iv) Tip-blending smoothing domains: no partition is required, and the same as tip 
smoothing domains, eight smoothing cells in a smoothing domain and five Gauss point 
are used on each boundary segment. 
 
5.2.4 Crack growth and stress intensity factor evaluatio 
The crack growth is governed by the maximum hoop stress criterion [16], which 
states that the crack will propagate from its tip in the direction c , where the 
circumferential (hoop) stress   is maximum. The critical angle is computed by solving 
the following equation: 
sin( ) (3cos( ) 1) 0I c II cK K     (11)
where IK  and IIK  are the stress intensity factors. 















                
 (12)
The calculation of the stress intensity factors is done using the domain form of the 
interaction integral [1, 18], as is now usual in the XFEM literature (e.g., see [19]). 
However, it is noted that different from the standard XFEM, the strains or displacement 
gradients are smoothed and thus constant in each smoothing domains in our ESm-XFEM. 
Accordingly, the smoothed strains or displacement gradients are employed for interaction 
integral.  
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5.2.5 Numerical implementation 
The numerical procedure for the ESm-XFEM is outlined as follows: 
(1) Divide the problem domain into a set of elements and obtain information on node 
coordinates and element connectivity; 
(2) Create the smoothing domains using the rule given in Section 3.1;  
(3) Loop over smoothing domains  
a. Judge the type of smoothing domain (sd) by the support of nodal shape 
function based on the implicitly defined crack surface;    
b. Determine the numerical integration schemes given in Section 4.3.2 for 
different kinds of smoothing domains; 
c. Calculate the smoothed strain gradient matrix for the standard ES-FEM part, 
( )ui kB x , and enriched parts, i.e. ( )
a
i kB x  and ( )
b
i kB x  by using Eq. (5.6); 
d. Evaluate the smoothed stiffness matrix ,
s
ij kK  and load vector of the current 
smoothing domain; 
e. Assemble the contribution of the current smoothing domain to form the system 
stiffness matrix K  and force vector; 
(4) Impose essential boundary conditions; 
(5) Solve the linear system of equations to obtain the nodal displacements; 
(6) Evaluate strains and stresses at locations of interest; 
(7) Calculate the fracture parameters including the J-integral (energy release rate), 
and stress intensity factors of IK  and IIK ; 
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(8) Determine the crack propagation direction from the current tip using Eq. (5.21), 
and update the crack path.  
 
5.3 Numerical examples 
5.3.1 Edge-crack under tension 
A benchmark problem, edge-crack in a plate loaded by tension is first analyzed. The 
material parameters are Young’s modulus, 73 10 PaE    and Poisson’s ratio 0.3v  , and 
plane strain conditions are assumed. The dimensions of the plate are 1 2mm mm  with the 
crack length of 0.3a mm , and a tension of 1.0Pa   is applied to the top edge. The 
displacements along the y-axis are fixed at the bottom edge and the plate is clamped at 
the bottom left corner. The geometry, loading and boundary conditions are shown in 
Figure 5.7. 
The exact solution of IK  for this tension case is given by [20]: 
1.6118PaexactIK C a mm    (5.13)
where C  is a finite-geometry correction factor: 
2 3 41.12 0.231( ) 10.55( ) 21.72( ) 30.39( )a a a aC
b b b b
      (5.14)
Four discretizations with uniform nodes as the number of seed points: (15 30 , 
25 50 , 40 80 , and 50 100 ) including 3-nodal triangular elements (T3) and 4-nodal 
quadrilateral elements (Q4), are used for the present ESm-XFEM. A sample mesh 
( 25 50 ) in the vicinity of crack tip is shown in Figure 5.8. All the studies are conducted 
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using the domain radius [see Figure 4.6] of d k er r h  with parameter 5kr  , unless stated 
otherwise, where eh  is the characteristic length of an element containing the crack tip and  
taken as the square root of the element area. For comparison, four models are also 









Figure 5.7 Plate with an edge crack under tension. 
 




TE    ε Dε  (5.15)
1
2
( ) ( )
refnum
ee E E    (5.16)
The relative error in the stress intensity factors, IK  or IIK , is given by: 











   (5.17)
where the superscript ref denotes the exact or reference solution, and num denotes the 







Figure 5.8 Meshes in the vicinity of the crack (seed points: 25 50 ) (a) 3-nodal 
triangular elements; (b) 4-nodal quadrilateral elements. 
 
5.3.1.1 Influence of the number of smoothing cells and Gauss points 
As mentioned in Section 5.2.3, for the tip smoothing domains or tip-blending 
smoothing domains that include one or more tip enriched nodes, a sufficient number of 
smoothing cells in a smoothing domain, scn , and Gauss points along a boundary segment 
of the smoothing cell, gaun  should be used to ensure accuracy. In order to fix these two 
parameters, a study of their influences on the SIFs and strain energy are first conducted. 
In this study, a 40 80  triangular mesh is used, and the parameters are varied until the 
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difference between two consecutive computations is less than a specified tolerance. When 
varying scn , the gaun  is kept constant, and likewise for gaun . The dependence of the SIFs 
and strain energy on the number of smoothing cells and Gauss points is given in Table 
5.1. It is seen that with the increase in the number of gaun , the normalized mode I SIF IK  
and strain energy initially increase and reach a constant value beyond 5 Gauss points 
along a segment. On the other hand, beyond 8 smoothing cells in a smoothing domain, 
the normalized IK  and strain energy remain almost constant. Thus, 8scn   and 5gaun   
are adopted for all the models discussed later.  
 
Table 5.1.The smoothing domain including tip enriched nodes: study of the effects of the 
number of smoothing cells in a smoothing domain, scn , and Gauss points along a 
boundary segment of the smoothing cell, gaun  . 
scn  ( )E 
u  
( 310 ) 
/ exactI IK K  
( ke ) 
gauN ( )E 
u  
( 310 ) 
/ exactI IK K  
( ke ) 
1 1.1637 1.0019 (0.19) 1 1.1549 0.9867 (1.33) 
3 1.1590 0.9934 (0.64) 2 1.1579 0.9914 (0.86) 
6 1.1580 0.9918 (0.82) 3 1.1577 0.9913 (0.87) 
8 1.1577 0.9913 (0.87) 5 1.1577 0.9913 (0.87) 
 
5.3.1.2 Accuracy study 
To investigate the accuracy, the comparisons of the normalized mode I SIF IK  using 
the proposed ESm-XFEM and the standard XFEM are performed, and the results are 
tabulated in Table 5.2.  It can be found that the present ESm-XFEM improves 
significantly the accuracy of IK  in comparison with the standard XFEM when T3 
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elements are employed, whereas only a slight improvement is observed for the proposed 
ESm-XFEM when under Q4 elements. As our previous study concludes [1], although the 
ES-FEM with T3 elements gives a close-to-exact stiffness, and thus often exhibits ultra 
accuracy and higher accuracy over computational cost ratio than the traditional FEM 
using the same meshes, the edge-based smoothing operation is not significantly helpful in 
improving the results if Q4 elements are considered due to the small soften (smoothing) 
effect. Base on results in Table 5.2, this conclusion is also applicable even though 
combing the ES-FEM and the XFEM. In addition, it is particularly interesting to note that 
the ESm-XFEM with T3 elements and Q4 elements almost exhibits an identical accuracy, 
whereas it is well known that the computational cost of Q4 elements is much more than 
that of T3 elements with the same DOFs. Therefore, the 3-nodal triangular meshes are 
used in the proposed ESm-XFEM with the consideration of the convenience of mesh 
generation simultaneously.  
 
Table 5.2. Plate with an edge crack under tension: comparison of mode I SIF IK  using 
the standard XFEM and the ESm-XFEM (exact 1.6118PaexactIK mm  ). 
Number of nodes 15×30 25×50 40×80 50×100 
XFEM-T3 0.9522 0.9761 0.9785 0.9830 
ESm-XFEM-T3 0.9717 0.9847 0.9913 0.9934 
XFEM-Q4 0.9704 0.9836 0.9904 0.9925 
ESm-XFEM-Q4 0.9729 0.9856 0.9919 0.9937 
 
Furthermore, it can be easily observed that the relative error is around a few percent 
even for the coarsest meshes, and decreases with mesh refinement regardless of element 
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types. Note that when reporting the accuracy, the regular integration scheme without 
special singular mapping [6, 21, 22] is utilized in both the ESm-XFEM and the standard 
XFEM for fair comparison. It should be kept in mind, however, that such a regular 
integration scheme without special singular mapping leads to a reduced accuracy for the 
XFEM as reported in [6, 21, 22]. The effect of special integration schemes with singular 
mapping on accuracy of our ESm-XFEM will be further study in the future. 
 
5.3.1.3 Convergence rate study 
Figure 5.9 and Figure 5.10 compare the convergence rate, R, in terms of strain 
energy norm and mode I SIF IK , respectively,  for the proposed ESm-XFEM and the 
standard XFEM. Note that the topological enrichment is applied to both of the above 
methods. It can be easily observed that, the proposed ESm-XFEM outperforms the 
standard XFEM, whatever the convergence rate in terms of the energy norm or SIFs. At 
the same time, it can also be found that the suboptimal convergence rate of the standard 
XFEM for a singular problem (e.g., 0.46R   for the energy norm convergence rate) is 
due to the use of topological enrichment [6], and is very similar to the results ( 0.50R  ) 
available in the literature [1, 6, 23].    
On the other hand, as recent works [6, 21, 23] point out, to achieve optimal 
convergence rate for fracture problems, geometrical enrichment or reduction of the 
blending area to zero should be used in the framework of the XFEM, and even the 
blending correction technique, such as one reported in [24], is only capable of optimizing 
the convergence rate for weak discontinuity (e.g., with abs-enrichment) problems but is 
not applicable for fracture cases. Therefore, we also compare the convergence rate (in 
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energy norm) among four following numerical methods for completeness: the standard 
XFEM with topological enrichment (XFEM+top), the XFEM with geometrical 
enrichment [6, 21] (XFEM+geo), the XFEM with topological enrichment but using the 
blending correction technique reported in [24] (XFEM+top+cor), and the ESm-XFEM 
with topological enrichment (ESm-XFEM+top), and the results are tabulated in Table 5.3. 
It is apparent that the sequence of superior performance in convergence rate is as follows: 
XFEM+top ≈ XFEM+cor < ESm-XFEM+top < XFEM+geo. Two factors associated with 
blending may contribute to this performance in convergence rate for our proposed ESm-
XFEM: (1) one is attributed to the fact that more nodes are enriched in the proposed 
ESm-XFEM whose support domain, iw , covers a larger area than that of the standard 
XFEM, as discussed in Section 5.2.1. When the topological enrichment is considered, 
three nodes are enriched with branch functions for the standard XFEM [see Figure 2.4], 
whereas four nodes are enriched with branch functions for the ESm-XFEM as illustrated 
in Figure 5.2. (Note that the split or Heaviside blending has no influence on the results). 
Although this so-called more enriched area does not have a size independent of the mesh 
parameter to expect optimal convergence results, it may be an underlying factor for 
contributing to the increase of convergence rate compared to the standard XFEM; (2) 
another possible effect steps from the strain smoothing operation in the blending area, 
which suppresses the parasitic terms of the approximation in the blending space of the 
ESm-XFEM. Consequently, the convergence rate is optimized to some extend. However, 
this smoothing effect in blending area will be a potential direction for the future work.  
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Figure 5.9 Convergence rate in term of energy norm for the problem of a plate with an 
edge crack under remote tension. 





















Figure 5.10 Convergence rate in term of mode I SIF IK   for the problem of a plate with 
an edge crack under remote tension. 
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Table 5.3 Plate with an edge crack under tension: comparison of the convergence rate, R, 
using the standard XFEM with topological enrichment, the XFEM with geometrical 
enrichment, the XFEM with topological enrichment using the blending correction 
technique and the ESm-XFEM with topological enrichment. 
Numerical methods XFEM+top* XFEM+geo [6, 21] XFEM+top+cor [24] ESm-XFEM+top*
Convergence rate, R 0.46 1.00 0.50 0.78 
 Note: The topological enrichment is applied to the XFEM and the proposed ESm-XFEM throughout 
the chapter, except in this comparison. 
 
Table 5.4 Plate with an edge crack under tension: comparison of computation time (s) 
using the standard XFEM and the ESm-XFEM. 
Number of nodes 15×30 25×50 40×80 50×100 60×120 70×140 
XFEM 0.031 0.172 0.890 1.797 3.4690 5.641 
ESm-XFEM 0.069 0.394 1.812 4.079 8.516 14.876 
ratio 2.226 2.291 2.036 2.270 2.455 2.637 
Note: Tests were conducted for the cantilever problem on a Dell PC of Intel® Pentium(R) CPU 
2.80GHz, 1.00GB of RAM. 
 
5.3.1.4 Computational efficiency study 
In this section, we attempt to quantify the increase in computational cost for ESm-
XFEM noted above. Table 5.4 lists the computation time needed for the proposed ESm-
XFEM and standard XFEM tested on two meshes of 60 120  and 70 140 , in addition 
to the aforementioned four discretizations. The comparison was performed on the same 
DELL PC of Intel® Pentium(R) CPU 2.80GHz, 1.00GB of RAM. 10 times were carried 
out for each mesh and the averaged computation time is reported. It can be seen that the 
computation time of the proposed ESm-XFEM is about 2-4 times as much as that of 
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standard XFEM, which is in good agreement with the theoretical analysis of bandwidth 
as well as computation time in Chapter 3. 
 























Figure 5.11 Comparison of computational efficiency in term of energy norm for the 
problem of a plate with an edge crack under remote tension. Note that, the ESm-XFEM 




XFEM 10 10 1.7
ESm-xfem10  
  , at a computation time of about 0.410 . 
 
The computational efficiency in terms of the error in energy norm and the relative 
error of IK  against computation time (s) is compared for the ESm-XFEM and XFEM, 
and plotted in Figure 5.11 and Figure 5.12 respectively. It is clear that the present method 
always produces higher computational efficiency, i.e., accuracy to computational time 
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ratio, compared to the standard XFEM. In particular, at a computation time of about 0.410 , 
the ESm-XFEM leads to an error approximately 2.0 times less than the standard XFEM: 




XFEM 10 10 1.7
ESm-xfem10  
   (see Figure 5.11); (2) the 




XFEM 10 10 2.1
ESm-xfem10  
   (see Figure 5.12). 
 






















Figure 5.12 Comparison of computational efficiency in term of mode I SIF IK  for the 
problem of a plate with an edge crack under remote tension. Note that the ESm-XFEM 




XFEM 10 10 2.1
ESm-xfem10  
  , 
at a computation time of about 0.410 . 
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5.3.1.5 Domain independence study 
In this study, we consider several domain sizes for the interaction integrals described 
in [1, 18], and the results are given in Table 5.5. Two mesh configurations with seed 
points of 25 50  and 40 80  are used. It can be observed domain independence of the 
mode I SIF IK  with parameters 5kr   for all the models used.  
 
Table 5.5 Domain independence study for a plate with an edge crack under tension. 
Number of nodes kr  
XFEM 
/ exactI IK K  ( ke ) 
ESm-XFEM 
/ exactI IK K  ( ke ) 
3 0.9761 (2.39) 0.8176 (18.3) 
4 0.9727 (2.73) 0.9847 (1.53) 
5 0.9712 (2.88) 0.9827 (1.73) 
6 0.9716 (2.84) 0.9830 (1.70) 
25×50 
7 0.9712 (2.88) 0.9829 (1.71) 
3 0.9870 (1.30) 1.0150 (1.50) 
4 0.9778 (2.22) 0.9930 (0.70) 
5 0.9781 (2.19) 0.9901 (0.99) 
6 0.9785 (2.15) 0.9913 (0.87) 
40×80 
7 0.9781 (2.19) 0.9905 (0.95) 
 
5.3.2 Edge-crack under shear 
Next, an edge cracked rectangular plate under remote shear traction is considered. 
The dimensions are 7 16mm mm  with the crack length of 3.5a mm , and a shear of 
1.0Pa   is applied to the top edge. The geometry, loading and boundary conditions are 
shown in Figure 5.13. The same material parameters as before are used in this example, 
and plane strain conditions are considered. Here too, four structured meshes: ( 20 40 , 
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30 60 , 40 80 , and 50 100 ) are considered; All the studies, except domain 
independence study, are conducted using the domain radius parameter 6kr  . The exact 
mixed mode SIFs for the shear case are given in [20]: 
34.0Pa , 4.55Paexact exactI IIK mm K mm   (5.18)
The SIFs obtained by different numerical methods are compared in Table 5.6. It can 
be seen that the present ESm-XFEM produces better accuracy than standard XFEM, and 
the computed SIFs are in good agreement with the corresponding exact values with only 
a fraction of percent error. Furthermore, the convergence rate in terms of energy norm is 
shown in Figure 5.14. It can be observed that the ESm-XFEM leads to a close to optimal 










Figure 5.13 Plate with an edge crack under shear. 
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Table 5.6 Plate with an edge crack under shear: comparison of normalized SIFs IK ,  IIK  
using the standard XFEM and the ESm-XFEM (exact 34.0PaexactIK mm  , 
4.55PaexactIIK mm ). 
SIFs Number of nodes 20×40 30×60 40×80 50×100 
XFEM 0.9230 0.9521 0.9654 0.9734 / exactI IK K
ESm-XFEM 0.9689 0.9812 0.9844 0.9886 
XFEM 0.9542 0.9642 0.9710 0.9745 / exactII IIK K
ESm-XFEM 0.9832 0.9843 0.9859 0.9871 
 





















Figure 5.14 Convergence rate in term of energy norm for the problem of a plate with an 
edge crack under remote shear. Notice the lower error level and quasi optical 
convergence rate are provided by the ESm-XFEM compared to the standard XFEM, 
despite the absence of geometrical enrichment.  
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The domain independence study is also conducted, and the results for different 
choice of domain sizes are given in Table 5.7. Similar to the previous case, domain 
independence of the mode I SIF IK  is realized when 5kr   for two models tested 
( 30 60  and 50 100 ). However, for the mode II SIF IIK , the domain independence is 
only realized for 6kr  .  
 
Table 5.7 Domain independence study for a plate with an edge crack under shear. 
Methods XFEM ESm-XFEM 
Nodes kr  /
exact
I IK K     
( ke ) 
/ exactII IIK K    
( ke ) 
/ exactI IK K     
( ke ) 
/ exactII IIK K    
( ke ) 
4 0.9518 (4.82) 0.9716 (2.84) 0.9851 (1.49) 1.0043 (0.43) 
5 0.9527 (4.73) 0.9712 (2.88) 0.9839 (1.61) 1.0147 (1.47) 
6 0.9521 (4.79) 0.9642 (3.58) 0.9812 (1.88) 0.9843 (1.57) 
7 0.9520 (4.80) 0.9671 (3.29) 0.9800 (2.00) 0.9842 (1.58) 
1800 
8 0.9521 (4.79) 0.9662 (3.38) 0.9811 (1.89) 0.9855 (1.45) 
4 0.9732 (2.68) 0.9831 (1.69) 0.9929 (0.71) 0.9877 (1.23) 
5 0.9743 (2.57) 0.9772 (2.28) 0.9915 (0.85) 1.0124 (1.24) 
6 0.9733 (2.67) 0.9731 (2.69) 0.9881 (1.19) 0.9853 (1.47) 
7 0.9731 (2.69) 0.9731 (2.69) 0.9874 (1.26) 0.9863 (1.37) 
5000 
8 0.9734 (2.66) 0.9745 (2.55) 0.9886 (1.14) 0.9871 (1.29) 
 
5.3.3 Infinite plate with an inclined central crack 
In this example, an inclined central crack, with various inclination angles of 0°, 15°, 
30°, 45°, 60° and 75°, and length of 2 2 2a mm , located in an infinite plate, which is 
under tensile load 1Pa  , is studied. The geometry of the plate as well as crack, and 
applied loads are depicted in Figure 5.15. The material constants used are: 30MPaE   
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and 0.3v  , and plane stain conditions are assumed. The analytical SIFs are given by 
[25]: 









Figure 5.15 Infinite plate with an inclined central crack under tension. 
 
Since the analytical solution is for the infinite domain problem, the sample size 
/ 20W a   is used in all models to avoid the finite size effect. In the computation, a 
structured mesh with / 14.4a h   in the vicinity of crack tip is employed (Figure 5.16), 
where h  is the mesh spacing. All the studies are conducted using the domain radius 
parameter 6kr   (see Section 5.2). 
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Figure 5.16 Meshes in the vicinity of the crack ( / 14.4a h  ). 
 
Table 5.8 Infinite plate with an inclined crack under tension: study of change in 
inclination angle  . 
  SIFs Exact XFEM ( ke ) ESm-XFEM ( ke ) 
IK  1.6537 1.6461 (0.46) 1.6506 (0.19) 15°, 
IIK  0.4431 0.4343 (1.99) 0.4405 (0.58) 
IK  1.3293 1.3176 (0.88) 1.3301 (0.06) 30° 
IIK  0.7675 0.7593 (1.07) 0.7637 (0.49) 
IK  0.8862 0.8811 (0.57) 0.8883 (0.24) 45° 
IIK  0.8862 0.8811 (0.58) 0.8899 (0.42) 
IK  0.4431 0.4391 (0.90) 0.4447 (0.36) 60° 
IIK  0.7675 0.7645 (0.39) 0.7742 (0.87) 
IK  0.1187 0.1182 (0.43) 0.1190 (0.29) 75° 
IIK  0.4431 0.4411 (0.45) 0.4431 (0.01) 
 
Table 5.8 compares the mixed mode SIFs at various inclination angles for the 
present ESm-XFEM and standard XFEM. It is noted that the ESm-XFEM provides more 
accurate results, although its effect is not so pronounced for mode II SIF IIK . More 
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importantly, all the computed SIFs by the ESm-XFEM show excellent agreement with 
the analytical solutions at all angles.  
Table 5.9 presents the SIFs at different inclination angles for both crack tips. It is 
evident that the computed values from two crack tips are nearly identical, which well 
demonstrates the robustness of ESm-XFEM for the problem with multiple crack tips. 
 
Table 5.9 Infinite plate with an inclined crack under tension: robustness study with two 
crack tips. 
Crack tip Left (A) Right (B) 
  /
exact
I IK K       
( ke ) 
/ exactII IIK K      
( ke ) 
/ exactI IK K       
( ke ) 
/ exactII IIK K     
( ke ) 
15° 0.9982 (0.18) 0.9944 (0.56) 0.9981 (0.19) 0.9942 (0.58) 
30° 1.0008 (0.08) 0.9948 (0.52) 1.0006 (0.06) 0.9951 (0.49) 
45° 1.0023 (0.23) 1.0042 (0.42) 1.0024 (0.24) 1.0042 (0.42) 
60° 1.0040 (0.40) 1.0087 (0.87) 1.0036 (0.36) 1.0087 (0.87) 
75° 1.0034 (0.34) 1.0002 (0.02) 1.0029 (0.29) 1.0001 (0.01) 
 
5.3.4 Crack growth simulation in a double cantilever beam 
In this section, the ESm-XFEM is compared to the standard XFEM for crack growth 
simulation. The dimensions of the double cantilever beam [see Figure 5.17] are 
6 2mm mm  and an initial pre-crack with length of 2a mm  is considered. Plane stress 
conditions are assumed with Young’s modulus, 100MPaE   as well as the Poisson ratio, 
0.3v  , and the load P is taken to be unity. By symmetry, a crack on the mid-plane of the 
beam is under pure mode I and the crack would propagate in a straight line, however, due 
to small perturbations in the crack geometry, the crack takes a curvilinear path [2, 3]. 
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Here, the small perturbation is set to have length of 0.05a mm   at the tip with initial 
angle d  of 1.43° and 5.71° as shown in Figure 5.17. 
The crack growth is governed by the maximum hoop stress criterion [16], which 
states that the crack will propagate from its tip in the direction c , where the 
circumferential (hoop) stress   is maximum. The critical angle is computed by solving 
the following equation: 
sin( ) (3cos( ) 1) 0I c II cK K     (5.20)
where IK  and IIK  are the stress intensity factors. 















                
 (5.21)
The calculation of the stress intensity factors is done using the domain form of the 
interaction integral, similar to the singular smoothed methods in Chapter 4. 
The crack growth increment, c , is taken to be 0.05 for this study and the crack 
growth is simulated for 20 steps. The domain is discretized with a structured mesh 
( 30 90 ). The crack path is simulated using both the proposed ESm-XFEM and standard 
XFEM, and Figure 5.18 shows the evolution of the crack path. It is clear that the crack 
path qualitatively agrees with the published results [2, 3]. 
 




















Figure 5.18 Double cantilever beam: comparison of crack path after 20 steps using the 
standard XFEM and the ESm-XFEM for two initial perturbations at the crack tip: d = 
1.43° and d = 5.71°. 
 
5.4 Remarks 
In this work, an edge-based smoothed extended finite element method (ESm-XFEM) 
was formulated by extending the edge-based strain smoothing technique into the 
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framework of XFEM. The proposed method eliminates the need to subdivide elements 
cut by discontinuities (material interfaces, cracks) by transforming interior integration 
into boundary integration. Furthermore, within strain smoothing, the derivatives of shape 
functions are no longer necessary to calculate the stiffness matrix. Consequently, when 
branch functions are added to the ES-FEM approximation, the 1/ r  term does not 
appear, hence the requirement of integrating the singular functions can be avoid. 
Intensive studies using linear elastic fracture mechanics problems have been then 
conducted, which confirmed numerically that the proposed ESm-XFEM outperforms the 
standard XFEM in convergence, accuracy and computational efficiency.  
In particular, thanks to the simplification in integration, and the superiority in 
convergence, accuracy and efficiency, it seems possible that the proposed method could 
serve as a competitive means to solve complex problems in the context of 3D as well, 
which will be a topic of forthcoming communications.   
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Chapter 6 
A three-dimension computational investigation of wedge 
indentation-induced interfacial delamination in thin 
film systems 
 
In this chapter, a three-dimensional finite element (FEM) simulation is performed to 
study the mechanics of wedge indentation-induced interfacial delamination of a soft film 
from a hard substrate [1]. In this simulation, a traction-separation law, with two major 
parameters: interfacial strength and interfacial energy, is used to characterize the failure 
behaviors of the interface. Cracking of film and residual stresses are not included. The 
effects of the wedge indenter tip length and the film thickness on the interfacial 
delamination cracking shapes during wedge indentation are investigated systematically to 
determine the transition of stress states. It is shown that a two-dimensional (2D) to three-
dimensional (3D) transition of stress states occur depending on the ratio of indenter 
length to film thickness. Furthermore, the interfacial delamination process by wedge 
indentation is conducted experimentally, and comparisons between the computational and 
experimental results yield quantitative good agreement. Finally, a straightforward 
criterion based on the curvature of the delamination crack front is introduced to indicate 
the transition of stress states during the interfacial delamination. A guideline is therefore 
proposed to classify the 2D and 3D stress states for extracting the interfacial properties. 
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6.1 Introduction 
In view of simulating the interfacial delamination processes induced by a wedge 
indentation, many researches [2-7] employed a traction-separation law (cohesive zone 
model) to model the adhesive and failure behaviors of the interface between film and 
substrate. In the traction-separation law, interfacial properties are described by two 
parameters: interfacial strength, s , which is the peak traction (stress) to separate an 
interface, and interfacial energy, 0 , which is the work-of-separation per unit area of the 
interface [8, 9]. An advantage of using this traction-separation law to simulate the wedge 
indentation process is that it is not necessary to make assumptions that interfaces are fully 
bonded, fully debonded, or pre-cracked, since the interfacial delamination criterion is 
inherently included in the traction-separation law. Thus, it can capture and predict both 
onset and propagation of interfacial delamination during a wedge indentation process. 
Most of these works, however, were limited in the two-dimensional (2D) simulation of 
indentations. In fact, the mechanics of indentation may be in a three-dimensional (3D) 
stress state unless the indenter is long enough compared to the other characteristic system 
dimensions, such as the film thickness and the indentation depth.  
On the other hand, recent experiments by Yeap et al. [10, 11] for the studies on 
interfacial delamination process of low-k dielectric films [BlackDiamond (BD)] on a Si 
substrate have showed that the stress state near the indenter changes from a plane strain 
condition to a 3D strain status, and the contour of the interface crack front also changes 
gradually from a narrow strip shape to an elliptic shape as the indentation depth increases. 
It is known that the growth contour of the interface crack should be a straight line if the 
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indentation is in the plane strain state. The appearance of the elliptic-shape contour of the 
interface crack indicates that the wedge indentation is in 3D stress state. Therefore, it is 
necessary to perform 3D FEM modeling of interfacial delamination by wedge indentation 
to interpret experimental phenomena or determine the interfacial properties. Recently, 
She et al. [5] conducted a 3D FEM simulation to study the interface cracking of a ductile 
thin film subject to wedge indentation. However, their work only focused on the effect of 
the length of the wedge indenter on interfacial crack shapes and stress states under 
different indentation depths, whereas the film thickness was fixed.  During the 
experiments, however, it is difficult to determine the interfacial crack shapes at the 
different indentation depths during one indentation process unless the delamination crack 
has propagated into the surface. Moreover, their work evaluated the stress states during 
indentation based on the value of hardness calculated by using the Oliver and Pharr’s 
method [12], which are, however, not directly related to the interfacial delamination 
process, in addition, the hardness values from wedge indentation are not well defined. 
Furthermore, a thorough comparison between the simulation and experimental work has 
not been done.  
Following the previous studies [1-7], this thesis further investigates the effects of 
wedge indentation length and film thickness to the stress states of the wedge indentation-
induced interfacial delamination in a soft-film-on-hard-substrate system using the 3D 
FEM simulation, and followed by a detailed comparison with the experimental results. In 
order to compare with the experimental results, the simulation in this work specifically 
uses the properties of the BD-film/Si-substrate systems. Different from the previous work 
by She et al. [5], the effects of both the wedge indenter length and the film thickness, on 
Chapter 6             A three-dimension computational investigation of wedge indentation-induced interfacial delamination 
 195
the interface delamination processes are analyzed. It is shown that a two-dimensional to 
three-dimensional transition of stress states occurs depending on the ratio of indenter 
length to film thickness. Furthermore, the interfacial delamination process by wedge 
indentations is also studied experimentally with the wedge indenters of different lengths 
as well as the samples with different film thicknesses, and the results from simulations 
are found in good agreement with the experimental results. Compared to the evaluation of 
stress states by the hardness [5], a more straightforward criterion based on the curvature 
of the delamination crack front is introduced to indicate the transition of stress states 
during the interfacial delamination. Finally, a guideline is therefore proposed to classify 
the 2D and 3D stress states for extracting the interface adhesion properties. 
 
6.2 Computational model description 
Considering a wedge indentation of a typical film-substrate system, as illustrated in 
Figure 6.1, the indenter is a wedge shape tip with an inclusion angle, 2; and the wedge 
length is 2 miW . Due to its symmetry along the y-axis and x-axis, only a quarter of the 
system is modeled (3D model). The boundary conditions applied to the system are: 
(0, , ) 0
( , 0, ) 0










   (6.1)
where iu  ( , , zi x y ) is the displacement in the x , y  or z directions. Loading is 
imposed to the indenter under displacement-controlled conditions as: 
( , , )zu x y z h     (6.2)
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Figure 6.1 Schematic-diagram showing the geometries and material parameters of the 
wedge indentation on a film/substrate system. The coordination system is indicated in 
the diagram, and h denotes the indentation depth. 
 
In this simulation, all the parameters in the length scales are normalized by a 
length, 0 1 m  , for convenience. The geometric values [see Figure 6.1] are chosen as 
followings: the thickness of substrate is 04sh   , and the width of the system is taken to 
be 010fsW   . In order to capture the 2D to 3D stress state transition, the thickness of 
film fh  and the half length of wedge intender miW  are varied as: 
0/ 0.1, 0.3, 0.5, 0.7,1.0fh    and 0/ 0.5,1.0, 2.0, 3.62miW   , respectively. For 
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simplicity, the wedge indenters are assumed to be rigid bodies with inclusion angle of 2 
=120°. 
Both thin film and substrate are modeled as elasto-plastic materials based on large 










     
  
 (6.3)
where y is the yield strength, and N is the strain-hardening exponent. In this study, the 
simulations are only presented for the thin film of which elastic modulus, hardness and 
yield strength are lower than those of the substrate, known as soft-film-on-hard-substrate 
(SFHS) system. In this way, as the yield strength of substrate is very high, during the 
simulation, the substrate almost deforms elastically and nearly no plastic deformation 
occurs in substrate.  The properties of low-k dielectric film [BlackDiamond (BD)] [10, 11] 
are used as film properties, and its elastic modulus and hardness can be determined by a 
normal indentation with standard Berkovich indenter tip. However, the yield strength and 
strain hardening exponent cannot be determined directly from the indentation experiment. 
Therefore, Johnson’s analysis [13] was used to estimate the yield strength after acquiring 
the elastic modulus and hardness of the film, and the values of yield strength and strain 
hardening exponent can be adjusted by matching the simulation and experiment curves 
before the on-set of interfacial delamination [1]. The substrate is assumed with the 
properties same as those of silicon, and the yield strength of the substrate is estimated 
from its hardness values. For completeness, the procedure for determining the material 
properties of film and substrate is reported in Appendix B. The detailed material 
parameters are tabulated in Table 6.1.  
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Table 6.1 Material properties of film and substrate used for simulation. 





BD 12.6 0.34 1.47 0.25 
Substrate 112.4 0.28 4.70 N/A 
 
The interface adhesion properties are determined from the interface energy-strength 
contour developed in the study of [1], and these values are: the interfacial strength as 
/ 0.5s yf   , and the interfacial energy value of 0 0/ 0.006yf   , again, the 
interfacial properties are normalized by the yield strength of the film as well as the length 
scale. For completeness, the procedure for determining interfacial adhesion properties 
using the interface energy-strength contour is reported in Appendix B as well.  
The 3D FEM simulations are performed with displacement control using the 
commercial software ABAQUS [14]. The interface is modeled with three-dimensional 
(3D) cohesive elements with six nodes and three integration points (COH3D6); and the 
film and substrate are modeled with four-node linear tetrahedron elements (C3D4). The 
sizes of the elements within the indentation contact area are refined carefully because of 
the strong stress gradient and difficult convergence. The detailed FE model is shown in 
Figure 6.2. To accommodate the stress gradient and requirement of convergence, the size 
of the minimum elements in the film,  eh , near the end of the wedge tip is set to be lower 
than 0.02 times the length scale 0 1 m  , and eh  increases with the distance from the 
indenter with a ratio 5.0 in the x-direction and 10.0 in the y-direction and z-direction. The 
radius mir  of the chamfer curve of the indenter is set as 0/ 0.05mir    artificially. Each 
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FE model contains at least 83658 elements and 15555 nodes. The validation and 








Figure 6.2 The three-dimensional finite element mesh used in the simulations. 
 
The mater-slave contact mechanism is applied between the wedge indenter and the 
film. Friction is not considered, and small sliding conditions are adapted. The contact 
algorithm used in this analysis is augmented Lagrange method. The maximum 
indentation depth during simulation is kept less than film thickness. In this simulation, 
the piling-up and the sinking-in during the indentation on soft films are not considered in 
the analses of results for simplicity. In addition, residual stress in the film and film radial 
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cracks are not included. As it will be discussed in the later sections, the film radial crack 
affects the delamination crack shape only near the two ends of the wedge indenter, and 
the crack front shape is not affected by the radial crack in the films. 
 
6.3 Experimental procedure 
The BD films investigated by wedge indentation experiments have various thickness 
of 100, 300, 500, 700, 1000 and 1200 nm, respectively. To study the interfacial 
delamination process, wedge indentation experiments are conducted by using diamond 
wedge tips with 120° included angle and two wedge lengths of 2 mil W  4.06 m  as 
well as 2 mil W  7.24 m using a commercial nano-indenter machine (UMIS-2000H®, 
CSIRO, Australia). The lengths of the wedge tips were measured from Scanning Electron 
Microscope (SEM) images. The indentation test consists of three segments: (a) loading to 
the predefined maximum load in 20s, (b) holding at the maximum load for 5s, and (c) 
unloading to 30% of the maximum load in 20s. For every case, 20 indentation tests are 
performed at the indentation load which leads to the interface crack kinking to the film 
surface [10, 11]. Field-emission scanning electron microscopy (FESEM) (JEOL JSM-
5700F, JEOL Corporation, Japan) is used to capture the plane-view images of the 
delaminated area. In addition, a focused ion beam (FIB) (Quanta 2003D, FEI Company, 
USA) is used to make cross-sectional cuts at the middle of the wedge indentation 
impression to view the interfacial delamination profile. 
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6.4 Computational results 
6.4.1 Basic model behavior 
In view of simulating the interfacial delamination processes induced by a wedge 
indentation, 2D plain strain models have been well established by many researchers [1-7]. 
In fact, the mechanics of indentation may be in a 3D stress state unless the indenter is 
long enough compared to the other characteristic system dimensions, such as the film 
thickness and the indentation depth. 
In this simulation, 3D stress state is modeled with the length of the wedge tip less 
than the width of the sample as shown in Figure 6.1, i.e., mi fsW W  . In addition, 2D 
plane strain models are also conducted for the purpose of comparison. Figure 6.3 
compares the indentation deformation, film buckling and interface crack profile for the 
SFHS system under both the 2D plane strain condition and 3D stress state 
( 00.2 2mi fsW W    , other parameters were described in the Section 6.2) at the 
indentation depth of 0.8 fh h , where the film thickness is 00.5fh   . In both cases, the 
interfacial properties are taken to be the same as / 0.5s yf    and 0 0/( ) 0.006yf   . 
In order to better show the difference of crack profiles in the y-direction [see Figure 6.1] 
between the 2D models and 3D models, the crack line path under 2D plane strain 
condition is extruded along the y-axis to the area crack profile as shown on the right side 
in Figure 6.3(a)  It appears that during indentation, as the indentation depth increases, the 
stress in the x-direction xx  [see Figure 6.1] induced by the indenter simultaneously 
increases, causing a large displacement in the x-direction within the film. Meanwhile, the 
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deformation within the substrate remains small and does not accommodate this large 
deformation. The mismatch between substrate and film deformation leads to interface 
crack propagation in the x-direction. When xx  exceeds a critical value, buckling occurs 
and the film lifts off the substrate. For the 2D plane strain case, the xx  is nearly the same 
along the y-direction [see Figure 6.1]. As a consequence, the crack front is almost parallel 
to y-axis as shown in Figure 6.3(a). Note that the crack front contours are obtained when 
the damage evolution function in Eq. (2.44) is unit (d=1), which also means: 
1/2max 22 2
31 2
2 2 2 1( ) ( ) ( )
m
f f f f
m m m m
  
   
      
 (6.4)
 On the other hand, the 3D case possesses non-uniform distribution of the resistance 
to interfacial delamination along the y-direction. In this simulation, the resistance to 
interfacial delamination includes two parts: i.e., the plastic dissipation, and the interfacial 
toughness (cohesive energy). As shown in Figure 6.3(c), higher plastic strain is observed 
in the region at the “end of wedge indenter”. This means more plastic dissipation is 
required in this region. Since the cohesive energy is assumed to be the same everywhere 
during the simulation, the resistance to interfacial delamination at the “end of wedge 
indenter” is larger than that along the side of the indentation. Therefore, the growth of 
crack front at the end of indenter is slower, and the crack front is not a straight-sided but 
an elliptic shape as plotted in Figure 6.3(b). The similar results were also observed in the 
experimental works [10, 11].  


















Figure 6.3 The film deformations and crack front profiles with / 0.5s yf   , 
0 0/( ) 0.006yf   , 0/ 2.0miW    and 0/ 0.5fh    at indentation depth of 0.8 fh h : 
(a) 2D plane strain condition with mi fsW W ; (b) 3D stress state with mi fsW W ; (c) 
distribution of plastic strain in the region near the indenter. 
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6.4.2 Effects of indenter length and film thickness 
It is known that the global behavior of interfacial delamination process during 
wedge indentation can be depicted from the characteristics of the indentation load-
displacement (P-h) curve. Thus, the effects of indenter length and film thickness on the 
P-h curves are systematically investigated in this study. 
 (i) Effect of indenter length: Figure 6.4 shows the P-h curves as the function of the 
indenter’ lengths of 0/ 0.5,1.0, 2.0miW    and 3.62. It is found that with increasing the 
indenter length 0/miW  , the corresponding P-h curve gradually approaches the case of 2D 
plane strain condition for a given indentation depth. This observation indicates that the 
indenter length is one of the key parameters controlling the 2D to 3D transition of stress 
states. It is also noted that if the indenter length is shorter, the critical indentation depth at 
the onset of the interfacial delamination becomes deeper, and the corresponding 
indentation load is higher. Therefore, when comparing the 2D FEM simulation results 
with the wedge indentation experiments, if the wedge tip used in experiments is not long 
enough (3D), then for the given interfacial properties, the 2D simulated critical 
indentation load will be lower than the experimentally measured one (3D) as indicated by 
Figure 6.4. On the other hand, at a given critical load, the interfacial properties 
determined from the simulation will be higher than the experimentally determined values. 
These are consistent with previous 2D FEM simulation results [1]. One possible reason 
for this is that the energy consumption, namely, the resistance to interfacial delamination 
at the two ends of the indenter is larger than that at the side of the indentation impression 
as stated in Section 6.4.1. It is easily understood that the energy consumption at the ends 
of indenter accounts for higher percentage with decreasing the length of the indenter. 
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Hence, the shorter indenter cause a delay in the interface delamination, and the overall 
indentation load will increase with decreasing the length of the indenter.  
 
 
Figure 6.4 Indentation load-depth curves for a range of wedge indenter lengths with a 
fixed film thickness of 0/ 0.5fh   . 
 
 (ii) Effect of film thickness: the P-h curves have also been obtained by solely 
varying the thicknesses of the film from 0/ 0.3, 0.5fh    to 0.7 as shown in Figure 6.5. 
It is found that an increase in film thickness increases both critical indentation load and 
indentation depth for the onset of delamination. This means that it requires a large driving 
force to initiate the delamination for thicker film. One likely explanation for this 
characteristics is that the thicker film may serve as a buffer layer, which reduces the 
driving force and therefore delays the delamination, resulting in an increase in both 
critical indentation load and depth.  
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It is worthwhile noting that by comparing Figure 6.4 and Figure 6.5, it is found that 
the decrease of indenter length and the increase of film thickness lead to the same 
directional change of the P-h curves, i.e., the increase of critical indentation depth and 
load for delamination. Since the dimension of the specimen is infinite compared to the 
film thickness and indenter length, therefore, it is reasonable to conclude that in addition 
to the effects on the P-h curves, decreasing indenter length and increasing film thickness 
have the same effects on the whole interfacial delamination process, including the 
delamination crack shapes as well as stress states, and thus the film thickness can be 
considered as another key parameter that dictates the 2D to 3D transition of stress states 
during wedge indentation. 
 
 
Figure 6.5 Indentation load-depth curves for a range of film thicknesses with a fixed 
wedge indenter length of 0/ 2.0miW   . 
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Another notable issue is the ratios of contact radius to film thickness. As mentioned 
in Section 6.2, no pile-up and no sink-in during indentations are assumed in the present 
FEM models. Accordingly, the contact radius a can be readily estimated by the 
indentation depth, h and half of the inclusion angle for wedge indenter tip,  [see Figure 
6.1]:  
tana h   (6.5)
In that case, the ratio of contact radius to film thickness can be expressed as:  
/ ( / ) tanf fa h h h   (6.6)
However, this ratio is only for 2D cases, whereas it is not effective to reflect what 
happened along the wedge length. Consequently, for 3Dcases, the indentation depth to 
film thickness ratio is utilized instead of the contact radius to film thickness ratio with 
consideration of the fixed value of  in Eq. (6.5).  
 
6.5 Comparison between computations and experiments 
As discussed above, the 3D case of interfacial delamination possesses an elliptic 
shape of crack profile, and the indenter length as well as the film thickness are the two 
key dimensional parameters affecting the delamination crack shapes and stress states. 
Therefore, the effects of those two parameters on crack profiles shapes are investigated in 
this simulation with the indenter length values of 0/ 0.5,1.0, 2.0miW    and 3.62 and 
film thickness in the range of 0/ 0.1, 0.3, 0.5fh   , and 1.0. In order to compare with the 
simulation results, a series of wedge indentation experiments using the wedge tips with 
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the lengths of l  4.06 m  and l  7.24 m , as well as the film thicknesses of 100, 300, 
500, and 1000 nm are conducted.  
 
Figure 6.6 Comparison of crack front profiles from the experiments and simulations for 
the wedge indentations with two different lengths of indenter tip on the same film. 
 
Figure 6.6 superimposes the computational crack front profiles on the FESEM plane 
view images of the experimental crack profiles resulting from the wedge indentations 
with the two wedge lengths* on the sample with the film thickness of 300 nm. It can be 
easily noticed that the crack front profiles from computational and experimental are 
matched very close for most part of crack front except the delaminated region near the 
“end of the indentation impression”.  This discrepancy is most likely due to the fact that 
the crack propagation is not stable during the initial stage of delamination, which just 
corresponds to the delaminated region near indenter, as reported by Hutchinson and Suo 
                                                 
* Due to 2 mil W , for the cases with l  7.24 m  in experiments, the corresponding indenter length 
in computation is 03.62 3.62miW   m ; likewise, for l  4.06 m  in experiments, 
0 2.02miW   m . 
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[15]. Another possible reason for this discrepancy is that the FEM model does not 
account for the radial cracks near the ends of the indenters, whereas the experiments 
show clearly the cracks in these positions.  Despite of these, the shapes of crack front 
profiles in experiment and computation follow the similar trend with the changes of the 
indenter length, i.e., the longer indenter ( l  7.24 m ) results in a relatively straight-sided 
crack front; and the shorter indenter ( l  4.06 m ) leads to a more curved crack front.  
 
Figure 6.7 Comparison of crack front profiles from the experiments and simulations for 
different film thicknesses with the same wedge indenter tip. 
 
 Following this comparison, the computational and experimental crack front profiles 
are further compared on the samples with different film thicknesses at a constant wedge 
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length of l  4.06 m , and the results are shown in Figure 6.7. Again, the experimental 
crack front profiles are found to be nearly identical to the computational ones except the 
small region near the end of the indenter. In addition, the numerical and experimental 
crack front profiles also yield the same trend: i.e., the higher film thickness corresponds 
to the more curved profile, and vice versa. 
 
6.6 Stress state of interfacial delamination 
6.6.1 A curvature-based criterion 
In this study, we define the 2D stress state is when the crack front is more or less 
straight, whereas the 3D stress is when the crack front is curved. Therefore, the changes 
of crack front from straight side to curved side indicate the changes of stress state from 
2D to 3D. In order to quantitatively investigate this transition of stress states, the 
curvatures of the crack front profiles are calculated with the following approaches.  First, 
all the of points along the front of the delamination crack and the corresponding 
coordinates are exported from the FEM simulation or experimental results; then, the 
commercial software (Matlab 7.0) is used to fit the delamination crack front with a 
function, f(x). For the purpose of low error, two kinds of fitting function are utilized as 
shown in Figure 6.8: (1) a ninth-order polynomial function 90 1 9( )y f x a a x a x     





   for the 
curved crack front. The curvature of interfacial crack front, κ, can then be determined 
using:  
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    
 (6.7)
Based on Eq. (6.7), the lower curvature indicates that the crack front is more close to the 
straight-sided shape with curvature of 0, i.e., the 2D plane strain solution, and the higher 
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Figure 6.8 Schematic-diagram showing the curve fitting for the crack front profiles. 
 
It is worth to mention here that the crack front is relatively straight at the initial stage 
of crack growth as plotted in Figure 6.9, indicating that the state of crack growth is 
predominantly in the 2D plane strain condition at the beginning of the delamination; 
whereas the straight front becomes curved one with further indentation and crack growth, 
indicating the stress state becomes the 3D one. Figure 6.10 shows the variations of the 
crack front curvature, κ, versus the normalized indentation depth, / fh h , at different 
indenter lengths 0/ 0.5,1.0, 2.0miW    and 3.62. It can be observed that for all the 
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indenter lengths used, as the indentation depth increases, the curvature, κ, increases 
significantly at the initial stage of delamination. When κ reaches to a certain value κs, it 
becomes nearly unchanged and stable. For example, at 0/ 0.5miW   , when the curvature, 
κ, reaches to the a value of 0.96 at h/hf  0.65, little change is observed by further 
increase the indentation depth, i.e., κs = 0.96 [see Figure 6.10]. These observations are 
consistent with the findings of Hutchinson and Suo [15], i.e., when the dimensions of 




 Figure 6.9 The crack front contours at different normalized indentation depths, / fh h . 
 
Furthermore, effects of indenter lengths are investigated, and the results on crack 
front curvature are shown in Figure 6.10. It is obvious that with the increase of indenter 
lengths, the crack front curvature markedly decreases, especially for the case with 
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0/ 3.62miW   , the curvature is lower than 0.1. However, the curvature is approximately 
0.96 for the case of 0/ 0.5miW   . The curvatures of crack front at the fixed indenter 
length have also been compared by varying the thin film thickness from 
0/ 0.1, 0.3, 0.5fh    to 1.0 and the results are shown in Figure 6.11. On the contrary, by 
increasing film thickness, the crack front curvature is significantly increased. Thus, it can 
be concluded that increasing indenter length and increasing film thickness lead to the 
opposite effects on the crack front curvatures or changes of the stress states, as discussed 
in the Section 6.4.2. 
 
 
Figure 6.10 The curvature of crack front versus normalized indentation depth at 
different lengths of the wedge indenter tips. 
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Figure 6.11 The curvature of crack front versus normalized indentation depth for the 
thin films with different film thicknesses. 
 
6.6.2 A guideline of stress state for extracting interfacial adhesion properties 
In order to combine the effects of the indenter length and the film thickness, more 
cases with different indenter lengths and film thicknesses are simulated, and the 
variations of the crack front curvature, κ, with the ratio of two times of wedge indenter 
length to film thickness, 2 /mi fW h , are shown in Figure 6.12 (the wedge indenter length 
in experiment is two times of that in computational model, i.e., 2 mil W , thus 2 /mi fW h  or 
/ fl h  is used here for the comparison in Section 6.3). Based on the analysis above, the 
crack front curvatures after delamination becomes stable, and the value of κs are 
calculated and compared. For convenience, κs, however, is still denoted as κ in Figure 
6.12, and it is clear that the crack front curvature is found to decrease exponentially, as 
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the ratio of wedge indenter length to film thickness increases. 
 
 
Figure 6.12 The curvature of crack front versus ratio of wedge tip length to film 
thickness. 
 
The curvatures of crack front in experiments are also computed by Eq. (6.7) and 
listed in Table 6.2. For this purpose, the FESEM plane view image of a wedge 
indentation impression is first plotted in a transparent grid paper, and the center of the 
wedge indentation impression is then defined as the origin of the coordination. In this 
way, the coordinates of the crack front points (more than 30 points for one crack front) 
can be obtained.  
The measured curvatures are also compared with the computational values to further 
confirm that the FEM simulation can accurately determine the stress state during 
interfacial delamination. Similar to the simulation, the measured curvature, κ, is also 
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plotted as the function of the ratio of indenter length to film thickness / fl h  in Figure 
6.13. It is found that both the measured and simulated curvatures are comparable and 
approximately the same in magnitude if / 7fl h  . However, some differences exit if 
/ 7fl h  . These differences may be due to the discrepancy of computational and 
experimental crack front profiles for the delaminated region near the end of the 
indentation impression, as discussed in the Section 6.3. Another possible reason for this 
difference is that the coordinates of the points at crack front are obtained manually based 
on the grid paper. This operation may introduce some errors in the positions of crack 
front points, and thus lead to the errors in the determination of the curvature.  
 
 
Figure 6.13 Comparison of curvature of crack fronts from the experiments and 
simulations versus ratio of wedge indenter length and film thickness. 
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It is well known that when a curvature is lower than 0.05, the curve can be 
considered as the straight line [16]. Based on the qualitative comparison of the 
experimental observations and the FEM simulation [see Figure 6.13], it can be deduced 
that: (a) if / 40fl h  , the interfacial crack front is under plane strain condition; (b) if 
40 / 20fl h  , the interfacial crack front is under the transition from plane strain to non 
plane strain condition; and (c) for / 20fl h  , the interfacial crack front is under non 
plane strain condition. It is therefore noted that if the 2D simulation is used to extract the 
interfacial adhesion properties of thin film-substrate systems under wedge indentation [1, 
6], the geometries of wedge indenter and film-substrate systems should fulfill the ratio of 
/ 40fl h   to achieve the 2D stress state in the wedge indentation experiments. 
 
Table 6.2 The interfacial crack front’s stress-strain conditions of BD/Si systems in the 
experiments. 
wedge length, l 
( m ) 
BD film thickness, 
fh  ( nm ) 
The ratio of wedge 
length and film 
thickness, / fl h  
Stress-strain 
condition 
4.055 100 40.55 Plane strain 
7.240 300 24.13 Transition 
7.240 500 14.48 Transition 
4.055 300 13.52 Transition 
7.240 700 10.34 Non plane strain 
4.055 500 8.11 Non plane strain 
7.240 1200 6.03 Non plane strain 
4.055 1000 4.055 Non plane strain 
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6.7 Remarks 
In this section, the wedge indentation-induced interfacial delamination in a soft-
film-on-hard-substrate system is systematically investigated using both 2D and 3D FEM 
simulations, and the simulation and experimental results are compared. In the simulation, 
a traction-separation law is used to describe the interface failure behavior. The effects of 
the wedge indenter length and the film thickness on the onset and growth of interface 
delamination are analyzed. Parametric studies for curvatures of crack fronts show that a 
2D to 3D transition of stress states occurs depending on the ratio of indenter length to 
film thickness. On the other hand, the interfacial delamination process by wedge 
indentation is also conducted experimentally for different indenter lengths and film 
thicknesses, and the curvatures of delamination crack front are measured to compare with 
the computationally derived transition of stress states. The results from simulations show 
good agreement with those obtained in the indentation experiments. Based on the 
qualitative comparison of the experimental observations and computations, it is found 
that the ratio of wedge length to film thickness should be larger than 40 (l/hf > 40) to 
achieve 2D plain strain condition, and a guideline is proposed to classify the 2D to 3D 
transition for extracting the interface adhesion properties.  
This work proposes a criterion based on the curvature of the delamination crack 
front, and the stress states are evaluated by the interfacial crack shapes. Thus, it is 
expected that this method can be used to solve the delamination problems in a wider 
range of thin film systems e.g., hard, stiff films on soft, compliant substrates. A recent 
experimental result had showed that the substrate deformation can play a more significant 
role during the interfacial delamination process for a hard-film-soft-substrate system 
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(RuO2-film on Si-substrate) [17], in addition, the substrate cracking may occur if the 
indentation load is too high. Therefore, the proposed approach may need to be modified 
further to consider the effect of substrate deformation or cracking and so on, when 
applied to hard-film-soft-substrate systems, which will be studied and presented in a 
forthcoming contribution.  
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Chapter 7 
A new approach to determine interfacial toughness in 
thin film systems using numerical simulation of wedge 
indention 
 
This chapte proposes a new approach to determine interfacial toughness of soft films 
to hard substrates using wedge indentation [1]. In this approach, a comprehensive finite 
element study is undertaken to correct de Boer’s solutions for the measurement of wedge 
indented interfacial toughness. Two-dimensional (2D) simulations of indentation are first 
performed to systematically study the effects of plastic properties of films, as well as the 
interfacial toughness itself, on the correction factor for de Boer’s equations used as 
closed-form solutions for interfacial toughness evaluation. Further, three-dimensional 
(3D) simulations are employed to investigate the effects of stress states on interfacial 
toughness determination, which depends on the ratio of indenter length to film thickness. 
A universal correction expression for de Boer’s equations is obtained using a regression 
method. With this expression, a reverse algorithm is proposed to extract the interfacial 
toughness, and extensive numerical verifications are carried out to show the present 
approach provides an accurate evaluation for the interfacial toughness. Finally, an 
application of this approach to low-k dielectric films, namely, methyl-silsesquioxane 
(MSQ) and black diamond (BD™) films, on a Si substrate is presented. 
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7.1 Introduction 
When a wedge indenter penetrates into the surface of a thin soft film on a hard 
substrate, the film material around the indenter would be delaminated due to the 
mismatch between substrate and film deformation [2, 3]. One of the methods for 
evaluation of interfacial adhesion properties is to measure the area of delaminated zone to 
quantitatively assess the interfacial toughness. For this kind of soft-film-hard-substrate 
system with a brittle interface, de Boer and Gerberich have followed the analysis 
originally developed by Marshall and co-workers for conical indentation [3, 4], and have 
developed the analytical analysis for microwedge indentation tests [5, 6]. In the de Boer’s 
equations, the energy release rate G  at crack stability, i.e., the interfacial toughness 
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E    
(7.2)
in which Ef is the film modulus, and νf is the Poisson’s ratio of the film. In addition, the 
indentation induced stress 0  is expressed in terms of the ratio of the indentation 
deformation volume V0 to the volume of film materials above the interfacial delamination 
crack Vc: 










By assuming that the material in the plastic zone is confined to near the wedge tip 





V l h   (7.4)
where h is the indentation depth, lw is the length of the wedge tip, and 2  is the 
inclination angle of the wedge indenter tip as illustrated in Figure 7.1.  
In addition, assuming the microwedge indenter is a nature fit for the thin film fine 
line i.e., fs wb l , where fsb  is the system width [see Figure 7.1], a plane strain condition 
is thus considered during indentation [5, 6]. The volume of thin film materials above the 
interfacial crack Vc is then expressed as:  
c f fV abt alt   (7.5)
where a is the half crack length, and ft  is the film thickness [see Figure 7.1].  
If the indentation induced stress reaches to the critical buckling stress, the film 
above the interfacial crack is expected to buckle. Strain energy is released when buckling 
happens [2-6]. Thus, to quantify the work of fracture or interfacial adhesion, the strain 
energy associated with buckling has to be taken into consideration. As reported by Moon 
et al. [7], and Hutchinson et al. [8], the critical buckling stress for the straight sided 










       (7.6)
However, the small plastic zone assumption used in de Boer’s equations is generally 
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not applicable for the explanation of all the indentation test results, and it is possible that 
plastic deformation is not concentrated only in the close vicinity of the indenter tip 
depending on the plastic properties of films, as well as the interfacial toughness. Li and 
Siegmund [9] have found that the direct application of Eq. (7.1) results in overestimation 
of interfacial toughness due to the large-scale yielding of thin films. Thus, a correction 
factor   should be introduced into Eq. (7.1) in order to account for the effect of large-
scale yielding of thin films if accurate results for interfacial toughness are to be obtained. 
That is:  
1
i G       
 (7.7)
where the correction factor   is closely related to the extent of yielding of thin films, 
firstly depending on the plastic properties of films, namely the film yield strength yf , 
the effective film Young’s modulus, *fE , as well as the strain hardening exponent nf. 
Furthermore, the extent of yielding in thin films has been examined by Li and Siegmund 
[9] to be explicitly related to the interfacial toughness Γi. Therefore, the correction factor 
  can be defined as: 
*( , , , )yf f f if E n    (7.8)
Due to the fact that the identical yielding strain produces the same plastic behavior 
regardless of absolute values of Young’s modulus and yielding strength [10], Eq. (7.8) 
can also be expressed as a function of several non-dimensional parameters by using  
dimensional analysis: 









   (7.9)
where 0 1 m  , and it is used to normalized all the parameters in the length scales.  
 
Figure 7.1 Schematic-diagram showing a typical interfacial delamiantion process by 
wedge indentation. The geometries and material parameters of wedge indentation on a 
film/substrate system are indicated in the diagram, and the origin of coordination system 
is the center of the bottom surface of the system.  
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Another assumption is that the microwedge indenter is a nature fit for the thin film 
fine line i.e., fs wb l , where fsb  is the system width [see Figure 7.1], a plane strain 
condition is thus considered during indentation [5, 6] In fact, the mechanics of 
indentation may be in a non plane-strain state unless the indenter is long enough 
compared to the other characteristic system dimensions, such as the film thickness and 
the indentation depth. Recent experiments by Yeap et al. [11-12] for the studies on the 
interfacial delamination process of low-k dielectric films on a Si substrate have shown 
that when a wedge-tip is indented on a continuous film, the wedge indentation can induce 
a plane-strain condition at the central portion of the impression, but at the ends of the 
wedge-tip’s length, the stress-strain condition is non plane-strain. More recently, Chen et 
al. [13] and She et al. [14] found that the extent of the plane strain region is dependent on 
the wedge length and film’s thickness ratio lw/tf. Therefore, Eq. (7.1) needs to be further 
modified by a correction factor ( / )w fg l t   to take the influence of stress state into 
consideration so that accurate interfacial toughness values can be achieved. Combining 
two correction factors leads to:  
1 1 1
i G G          
 (7.10)
This study therefore aims to propose a new approach to evaluate the interfacial 
toughness of soft films on hard substrates from wedge indentation. In the course of this 
approach, two-dimensional finite element simulations are first carried out to 
systematically investigate the variation of correction factor   with the extent of yielding 
of thin films during indentation. Three-dimensional simulations are then employed to 
investigate the effects of stress states on the correction factor  . A universal correction 
Chapter 7                        A new approach to determine interfacial toughness in thin film systems using wedge indention 
 228
expression    for de Boer’s equations is thus obtained using the regression method. 
With this expression, a reverse algorithm is developed to extract the interfacial toughness. 
Finite element and analytical results are compared to show the present corrected 
equations provide accurate closed-form solutions for interfacial toughness evaluation. 
The validity of the proposed approach is also checked using two real soft-film-on-hard-
substrate systems, i.e., methyl-silsesquioxane (MSQ) and black diamond (BD™) films on 
a Si substrate. 
 
7.2 Effects of yielding in thin films 
In this study, the simulations are only presented for the thin film of which both 
elastic modulus and hardness are lower than those of the substrate, known as the soft-
film-on-hard-substrate (SFHS) system. In this regard, the substrate is dominated by 
elastic deformation and almost no plastic deformation occurs. Therefore, the substrate is 
simply characterized by its elastic properties: Young’s modulus, 300GPasE  , and 
Poisson’s ratio, 0.28sv  . As described above, in the present calculations, all the 
parameters in the length scales are normalized by a length, 0 1 m  , for convenience. 
The geometric values in Figure 7.1 are chosen as follows: the thickness of the substrate is 
04st   , and the width of the system is taken to be 020fsb   . The 2D plane strain 
models ( 0/ 0.4ft   , unless otherwise specified) are used to obtain computational 
results for the purpose of pure investigation of effects of yielding of thin films, the extent 
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of which depends on two following aspects: (1) the plastic properties of films, and (2) the 
interfacial toughness. 
 
7.2.1 Correction factor for various plastic properties of films 
 (i) The representative strain 
It is well known that the plastic behaviors are closely related to two plastic 
properties: strain hardening exponent n and yielding strength y . A mathematical trick 
known as the representative strain r  may be introduced [15] to normalize the loading 
curvature independently of the strain hardening exponent n, thereby reducing the number 
of independent variables in 1 that is defined as: 
*
2
1/ ( ) ( )r
r
EP h       (7.11)
where P and h are, respectively, the indentation load and depth, *E  is the effective elastic 
modulus for the indented material, and r  is the stress corresponding to the 
representative strain r . Dao et al. [15] found that using the power law material model 
for a given value of the Young’s modulus within a specified range of material parameters, 
a representative strain of 3.3%r   for a standard Berkovich indenter (equivalent to 
70.3° cone) can be identified.  
In order to identify the representative strain for our wedge indentation on SFHS 
systems, a comprehensive parametric study over 24 different combinations of elasto-
plastic properties of films is conducted representing the wide range of parameters 
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commonly found in general soft engineering materials: Young’s modulus, fE , is varied 
from 5 to 80 GPa, yield strength, yf , from 30 to 1500 MPa, strain hardening exponent, 
nf, from 0 to 0.5, and Poisson’s ratio, fv , is fixed at 0.34. Figure 7.2 shows the effect of 
the selection of r  on the form of function 1, at a indentation depth of / 1.0fh t  .  
 
 
Figure 7.2 Dimensionless function 1 defined in Dao et al. [15] constructed for a wedge 
indentation on soft-film-hard-substrate systems with / 1.0fh t  . A representative strain 
3.3%r   is identified which makes the dimensionless function 1 independent of the 
strain hardening exponent n. 
 
From the computational results, it is clear that the representative strain 3.3%r   is 
also applicable for our wedge indentation. It should be emphasized that although some of 
previous studies [15, 16] stated that the representative strain is not always fixed but 
depends somewhat on the geometries of indenter, the indentation depth and even the 
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accuracy of the fitting functions. However, this small variation regime of the 
representative strain produces an almost negligible effect on our further investigation of 
interfacial toughness. Therefore, we do not badger with the details in this study. 
 
 (ii) Effects of strain hardening exponent  
Owing to the similarity of P-h curve and yielding of thin film for our computations, 
we employ a “trail-and-validation” process to remove the unknown parameter n for the 
expression of the correction factor   as given in Eq. (7.9), and this process involves two 
steps:  
 the correction factor   in Eq. (7.9) is first attempted to write in the similar 
manner in Dao et al. [15], that is :  
*
0





   (7.12)
where ( 3.3%)rf r   is the film representative stress for our wedge indentation models; 
 the validity of Eq. (7.12) is then demonstrated by means of the investigation of 
the evolution of correction factor   with various strain hardening exponent 
values at a fixed film representative stress. 
Figure 7.3 depicts the correction factor,  , in dependence of the normalized 
indentation depth, / fh t , with various strain hardening exponent values 
( 0.1, 0.25, 0.4n  ), at a fixed normalized film representation stress of 
* 2/ 1.50 10rf fE   .  It is notable that when data of the computational delamination, i.e., 
the predicted delamination length and the indentation depth, serve as the parameters to 
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evaluate the energy release rate G through Eq. (7.1), the correction factor   is equivalent 
to the ratio of energy release rate to the interfacial toughness used as input for the 
computations, / iG    from Eq. (7.7). In all the cases, the interfacial toughness is kept the 
same, i.e., 30/ ( ) 3.75 10i rf     . As we can see, for different values of strain 
hardening exponent n, little change in the curves is observed, indicating that the 
correction factor   or the extent of yielding of films is independent of the strain 
hardening exponent n if the same representative stress values is utilized. Therefore, the 
simplification from Eq. (7.9) to Eq. (7.12) can be applied effectively. Moreover, it is 
worth noting that the correction factor   is always found to be larger than one, which 
confirms that it is necessary to introduce the correction factor in order to sufficiently 
consider the effects of yielding of thin films and consequently accurately determine the 
interfacial toughness using de Boer’s solutions as presented in Eq. (7.1).  
 
(iii) Effects of representation stress 
As described earlier, the film materials with the same representative stress values 
produce the similar effects on the correction factor  . Consequently, the independent 
variables stepping from film plastic properties for the correction factor   can be 
simplified down to one, i.e.., the representation stress rf . In order to gain an insight into 
how the representation stress of film influences the correction factor  , a parametric 
study with the normalized film representation stress */rf fE  varying from 32.35 10 , 
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35.45 10 , 21.50 10 , 23.76 10  to 29.10 10  is performed. In this parametric study, 
the normalized interfacial toughness 0/ ( )i rf   is fixed at 33.75 10 .  
 
 
Figure 7.3 Correction factor   vs. normalized indentation depth / fh t  for various strain 
hardening exponent values ( 0.1, 0.25, 0.4n  ). 
 
Figure 7.4 shows the variation of the correction factor,  , versus the normalized 
indentation depth, / fh t , at different normalized film representation stresses. It is obvious 
that with the decrease of normalized film representation stress, the correction factor   
markedly increases, and vice versa. It is easily understood that the smaller representation 
stress implies that the film is easier to yield, and the plastic zone in the films thus 
becomes lager with decreasing the representation stress. Therefore, a film material with 
the smaller normalized representation stress requires a bigger correction factor.  
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Figure 7.4 Correction factor   vs. normalized indentation depth / fh t  at a fixed 
normalized interfacial toughness 30/ 3.75 10i rf      for various normalized film 
representation stress */rf fE . 
 
7.2.2 Correction factor for various values of interfacial toughness 
To investigate the effects of interfacial toughness on the correction factor  , a series 
of computations are performed with a range of normalized interfacial toughness of 
4
0/ 7.5 10i rf     - 23.75 10 . In all the cases, the same plastic properties, i.e., 
normalized representation stress */rf fE  21.50 10 , is employed.  
Figure 7.5 plots the corresponding correction factor,  , as a function of the 
normalized indentation depth, / fh t , at different normalized interfacial toughness values. 
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Figure 7.5 Correction factor   vs. normalized indentation depth / fh t  with a fixed 
*/rf fE  21.50 10  and a range of values of normalized interfacial toughness 
0/i rf  . 
 
It can be seen that the correction factor   clearly depends on the interfacial 
toughness, and increases as the interface becomes stronger. As mentioned in Eq. (7.1), 
the indentation induced stress 0  is expressed in terms of the ratio of the indentation 
deformation volume to the interfacial crack volume. In this regard, when evaluating the 
extent of yielding in thin films, a relative value should be considered, and the plastic zone 
should be normalized by the delamination crack volume. As we know, an interface with 
the larger interfacial toughness provides a smaller delamination crack. Therefore, a 
relative larger plastic zone or yielding extent is created for a stronger interface if the same 
plastic behavior is given, indicating the stronger interface requires a larger factor to 
correct the calculation of toughness using Eq. (7.1). On the other hand, it is worth  
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mentioning here that for larger values of indentation depths and delamination crack 
lengths, a steady state condition is reached as observed in [17], and this phenomenon can 
also be found in the correction factor   as shown in Figure 7.5. For example, at 
0
3/ ( ) 7.5 10i rf    , when the correction factor   reaches to the a value of 5.01 at h/tf 
 0.5, little change is observed by further increasing the indentation depth. 
 
7.2.2 A universal expression for the correction factor   
Based on the above analyses, it is possible to establish a universal expression 
quantitatively determining the dependence of the correction factor   on the normalized 
representative stress as well as the normalized interfacial toughness. The results obtained 
from the extensive numerical simulations of wedge indented interfacial delamination with 
different film materials and interfacial toughness values are used for this purpose. The 
film materials covering essentially most soft engineering materials are adopted, with 
*/rf fE  in the range of 31.25 10 - 11.25 10 . The interfacial toughness values are 
varied over a large range of 40/ 7.5 10i rf     - 23.75 10  to include both the so-
called weak and strong interfaces. 
Figure 7.6 shows the surface plot of the correction factor    as a function of two 
independent variables: the normalized representative stress */rf fE   and the normalized 
interfacial toughness 0/ ( )i rf  . Note that the value of correction factor   at any point 
is the average value obtained in the corresponding  - / fh t  curve after a steady state for 
delamination is reached. For example, the correction factor 5.2   at a point 
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( */rf fE  21.50 10 ， 0 3/ ( ) 7.5 10i rf    ), which corresponds the highlighted  -
/ fh t  curve in Figure 7.5, is the average value after the normalized indentation depth 
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Figure 7.6 Regression surface of the correction factor   vs. two independent variables: 
the logarithmic inverse normalized representative stress *In( / )f rfE  , and the 
logarithmic normalized interfacial toughness 0In( )/i rf  . 
 
Multiple regression method is used to derive the universal expression for the 
correction factor  . As the relationship between the correction factor   and the 
normalized representative stress as well as the normalized interfacial toughness involves 
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multi-independent variables and exhibits a nonlinear behavior, a two-step regression 
strategy is adopted to deal with this issue. That is, firstly obtaining the master function, as 
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   
 (7.13)
and then determining the constant coefficients 1, 2, 3, 4, 5, 6ip   and 1, 2, 3, 4iq   Values of these 
constant coefficients are given in Table 7.1. 
 
Table 7.1 Values of the constant coefficients for the correction factor. 
 i = 1 i = 2 i = 3 i = 4 i = 5 i = 6 
p 0.127464 0.061439 6.4788e-3 6.3687e-4 0.168789 3.5909e-2
q -1.0491e-2 1.3258e-3 0.537360 7.4084e-2 N/A N/A 
s 0.263371 0.091572 -0.007922 3.5203e-4 -7.2817e-6 5.6878e-8
 
7.3 Effects of stress state 
In the previous section, It has been assumed that the wedge indented interfacial 
delamination is completely under plane strain condition. In the course of delamination, 
however, the mechanics of indentation may be in a non plane-strain state (called 3D 
stress state as well) depending on the ratio between indenter length to film thickness. Our 
previous study [13] elaborated in Chapter 6 suggested a guideline that the lw/tf ratio is 
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greater than 40, the plane strain region dominates most part of the crack front, and thus 
the calculation in Eq. (7.1) proposed for the plane strain condition can be used without 
much error. However, when the lw/tf ratio is less than 40, the shape of delamination will 
change from rectangular shape to elliptical shape as shown in Figure 7.1; and 
consequently, there might be some errors due to the emergence of the non plane-strain 
regions along the length of wedge indenter [14]. Therefore, the correction factor 
( / )w fg l t   should be introduced to account for the influence of stress state, except for 
the consideration of the real shape of the interfacial crack when calculating the volume of 
the thin film above the interfacial crack as c c fV A t , where cA  is the real interfacial 
crack area. In order to quantify the effects of stress state on the correction factor  ,  a 
series of 3D simulations are carried out over the varied indenter length 
01.0, 2.0, 4.0, 7.24wl   , and film thickness ft  ranging from 0.1, 0.4, 0.6 to 01.0 , which 
gives an /w fl t  ratio between 2.0 and 72.4.  
Figure 7.7 shows the influence of /w fl t  ratio on the correction factor  . The value 
of correction factor   is computed via dividing the / iG 
 
ratio by the corresponding 
correction factor   according to Eq. (7.10). For completeness, three combinations of film 
materials and interfacial toughness values are utilized in this study. It can be seen that 
although (a) when / 40fl h  , the correction factor   almost approaches to one due to 
the dominated plane strain condition during indentation; (b) if / 40fl h  , it is apparent 
that the correction factor   needs to be introduced to correct Eq. (7.1), and good fittings 
of  ( / )w fg l t   can be obtained by five order polynomial regression method: 
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 (7.14)
where 3 /w fm l t  , and values of the constant coefficients 1, 2, 3, 4, 5, 6is   can also be found  
in Table 7.1. 
 
 
Figure 7.7 Variation of the correction factor   with the ratio of indenter length to film 
thickness, /w fl t . 
 
It is worthwhile nothing that the correction factor   is always lower than one when 
the non plane-strain state occurs during indentation. This discrepancy can be easily 
explained by the fact that the driving force from Eq. (7.1) under non plane-strain state is 
much smaller than that under plane-strain condition, thereby leading to the 
underestimation of energy release rate. In addition, interestingly, the dependence of 
correction factor   on film materials as well interfacial toughness is always negligible 
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compared to the effect of  /w fl t  ratio on  , irrespective of the stress state the indention 
process is under. This founding confirms that it is reasonable to separating the correction 
factor   into two variables: one depends on plastic properties of films, as well as the 
interfacial toughness itself as 1 2( , )f m m  , another is related to the stress state during 
delamination as 3( )g m  .   
With the information above, the close-form expression of overall correction factor 
  can be arrived at:  
1 2 3( , ) ( )f m m g m    (7.15)
 
7.4 A new approach for determination of interfacial toughness 
7.4.1 The principle of reverse analysis 
In direct application of the analytical results presented in Eq. (7.15), this section 
presents an approach for determining the interfacial toughness of soft-film-on-hard-
substrate systems by wedge indentation. The flowchart is illustrated in Figure 7.8. It can 
be seen that in the present method, given the material properties for films 1m , together 
with the geometries of indenter as well as thin film systems 3m , the correction factor   
can be expressed as a function with only one independent variable, i.e., interfacial 
toughness 3m :    
1 2 3 2( , ) ( ) ( ) ( )if m m g m Ch m Ch      (7.16)
where C and C  are constant coefficients obtained from the known 1m  and 3m .  
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Figure 7.8 Schematic-diagram showing the flow chart for determining the interfacial 
toughness by using reverse analysis algorithm. 
 
Substituting Eq. (7.16) into Eq. (7.10) yields: 
( )i iCh G    (7.17)
in which the interfacial toughness can be readily determined by solving Eq. (7.17), 
provided that the delamination length or area and the indentation depth are measured. 
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However, Eq. (7.17) involves highly non-linearity with high order, and thus there are 
several solutions by solving this equation. In such cases, an optimization iteration method 
should be implemented in order to refine the value. This iteration procedure begins with 
the product of energy release rate G  and constant coefficient C , and sets it as the initial 
interfacial toughness value ( 1)i step  , which is then used as input data for the ( )ih  . 
Consequently, the results for all the terms in the right side of Eq. (7.17), i.e., ( 1)i step  , 
can be calculated. Subsequently, the comparison of the interfacial toughness values from 
these two steps, ( )i step  and ( 1)i step  , indicates the accuracy of the optimization 
procedure. If the difference between ( )i step  and ( 1)i step   is in the range of an 
imposed allowable error, the process ends. 
 
7.4.2 Numerical verification of the reverse analysis 
To verify the universal expression developed in Eq. (7.15) and examine the 
effectiveness of the inverse approach given in Figure 7.8, numerical verification is 
performed using six different soft-film-on-hard-substrate systems, where the substrate is 
considered to be an elastic material with 300GPasE   and 0.28sv  , the film Poisson’s 
ratio, fv , is fixed at 0.34, the system width is taken to be 20fsb m , and other film 
material properties as well as geometries of systems are presented in Table 7.2. Note that 
none of these parametric combinations are used in generating the close-form expression 
for the correction factor   in Eq. (7.15). Finite element modeling is used to simulate the 
indentation procedure and obtain the interfacial delamination area and the corresponding 
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indentation depth. These computational data of delamination together with known 
material properties and geometries of systems [see Table 7.2] are used for the reverse 
algorithm inputs of the flowchart as illustrated in Figure 7.8. The interfacial toughness 
values for these six systems are identified, and compared with the exact solutions, namely, 
the input interfacial toughness values given in Table 7.3, it can be readily seen that for all 
cases, the maximum relative error of is about 15% and in most cases the relative error is 
below 10%, which makes the algorithm fairly reliable with satisfactory accuracy.  
 
Table 7.2 Material properties and geometries of six different soft-film-on-hard-substrate 
systems used for numerical verification of the proposed approach. 
Film material properties  Geometries of systems 
 






wedge length  
lw ( m ) 
film thickness 
tf ( m ) 
Case1 5 25 0.10 20.0 0.4 
Case2 15 1600 0.10 20.0 0.4 
Case3 40 600 0.10 20.0 0.4 
Case4 80 160 0.25 20.0 0.4 
Case5 40 600 0.10 8.0 0.5 
Case6 40 600 0.10 1.0 0.2 
 
Table 7.3 Comparison between the identified interfacial toughness and the input 
interfacial toughness values for numerical verification. 
 Case1 Case2 Case3 Case4 Case5 Case6 
Input Γi 0.25 12.2 5.00 2.45 5.00 5.00 
Identified Γi 0.226 13.408 4.886 2.316 4.753 5.128 
%err Γi 9.606 -12.10 2.280 5.469 4.941 2.563 
Note: the unit for Γi is J/m2. 
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7.5 Application to low-k films on a Si substrate 
In order to further check the proposed methodology, two real soft-film-on-hard-
substrate systems are employed: low-k dielectric films, namely, methyl-silsesquioxane 
(MSQ) and black diamond (BD™) films, on a Si substrate. Table 7.4 presents the 
material properties of films and substrate in detail (the material properties of low-k 
dielectric films has been determined in the study of [18], and the properties of substrate is 
estimated by Johnson’s analysis [19]). For completeness, the procedure for determining 
the material properties of films and substrate is reported in Appendix B. Wedge 
indentation experiments are conducted by using a diamond wedge tip with 120° included 
angle and 4.06 m  wedge length, and the thickness is 0.4 m  for MSQ film and 0.3 m  
for BD film. The wedge tip is mounted on the UMIS-2000H® nanoindenter. The 
indentation test consists of three main segments: (a) loading to the predefined maximum 
load in 20s, (b) holding at the maximum load for 5 s, and (c) unloading to 30% of the 
maximum load in 20 s. For every case, 20 indentation tests are performed at the spall-off 
load which leads to the interface crack kinking to the film surface [11-12], and field-
emission scanning electron microscopy (FESEM) (JEOL JSM-5700F, JEOL Corporation, 
Japan) is used to capture the plane-view images of the delaminated area. In addition, a 
focused ion beam (FIB) (Quanta 2003D, FEI Company, USA) is used to make cross-
sectional cuts at the middle of the wedge indentation impression.  
The interfacial toughness for these two real SFHS systems is first calculated by de 
Boer’s solutions in Eqs. (7.1) to (7.6), and the corresponding values with 3.19 ± 0.13 J/m2 
for MSQ/Si system and 6.96 ± 1.63 J/m2 for BD/Si system are listed in Table 7.5. Note 
that since the length of the wedge indenter tip is less than the width of the film sample, 
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the real shape of the interfacial crack is considered when calculating the volume of the 
thin film above the interfacial crack as c c fV A t , where cA  is the real interfacial crack 
area. 
Table 7.4 Material properties of low-k dielectric films and Si substrate. 
 E (GPa) Poisson's ratio  
Yielding strength, 
y (GPa)  
Strain hardening 
exponent n 
MSQ 4.69 0.34 0.45 0.15 
BD 12.6 0.34 1.47 0.25 
Substrate 172.4 0.28 4.70 N/A 
 
As discussed earlier, the Eq. (7.1) may induce errors when evaluating the interfacial 
toughness from experimental data, due to the large plastic deformation in films and the 
non-plane strain state during indentation. The values of delamination area and the 
indentation depth, measured from the experimental wedge indentation tests, together with 
the known material properties and geometries for each system, are substituted into the 
algorithm in Figure 7.8 to solve the interfacial toughness. Table 7.5 sums up the 
interfacial toughness evaluated by the proposed reverse algorithm for two systems 
considered, and compared them with the corresponding values determined by de Boer’s 
solutions in Eq. (7.1). It can be found that the correction of the interfacial toughness is 
approximately 80% for MSQ/Si system, and 40% for BD/Si system, with significant 
larger error in softer film (MSQ/Si system).  
Yeap et al. [11-12] used the plastic depth  plh  to calculate the indentation volume 
0V in Eq.(4), together with the measurement of the real shape of the interfacial crack, the 
interfacial toughness for these two systems were found to be 1.92 ± 0.08 J/m2 for MSQ/Si 
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system and 5.39 ± 1.27 J/m2 for  BD/Si system. Table 7.5 also compares the results from 
this proposed reverse algorithm and the corresponding values reported by Yeap et al. [11-
12]. It can be found that the interfacial toughness values from this work agree well with 
results in the study by Yeap et al. with the relative error of about 10% for MSQ/Si system, 
and 5.6% for BD/Si system. Again, it is noticed that the larger difference exist for the 
MSQ film, it is therefore expected that the plastic properties of the film have more effects 
for the softer films. It is also noticed that the analysis by Yeap et al. [11-12] did not 
consider the effects of plastic properties of the film. Further, the study by Yeap et al. [11-
12] did not consider the effect of interfacial toughness itself on the yielding of thin films; 
Therefore, this proposed analysis will provide more accurate results for determining the 
interfacial toughness, especially for the softer films in which more plastic deformation 
are expected during the indentation experiments.   
 
Table 7.5 Comparison between the interfacial toughness determined by the proposed 
reverse approach and from the experimental studies [11-12]. 
system Γi   by this work 
Γi   by  de 
Boer’s 
solutions 
%err Γi  
between this 
work  and  de 
Boer’s solutions
Γi   by  Yeap et 
al.’s study 
%err Γi  between 
this work  and  
Yeap et al.’s 
study 
MSQ/Si 2.11 ± 0.04 3.79 ± 0.13 79.6 1.92 ± 0.08 9.90 
BD/Si 5.69 ± 0.33 7.96 ± 1.63 39.9 5.39 ± 0.63 5.57 
Note: the unit for Γi is J/m2. 
 
In addition, the study by Yeap et al. [11-12] did not take the effect of non-plane 
strain states into account during indentation. On the other hand, the approach in this study 
qualitatively investigates the effect of non-plane strain states on de Boer’s solutions in Eq. 
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(7.1). More specifically, this study is conducted in two steps: (1) the stress states is 
explicitly represented by the ratio between the indenter length and thin film thickness, 
which has been investigated in detail in Chapter 6; and (2) the effect of stress states on de 
Boer’s solutions is qualified by a close form function of the ratio between the indenter 
length and thin film thickness. 
 
7.6 Remarks 
In the present study, a new approach has been proposed to determine the interfacial 
toughness in soft-film-hard-substrate systems from the instrumented wedge indentation 
by including the effects of film plasticity and non-plane strain stress states, and the 
following contributions have been made: 
 Two-dimensional FE simulations have been undertaken to systematically study the 
effects of plastic properties of films, and the interfacial toughness, on the 
correction factor for de Boer’s equations. In addition, three-dimensional (3D) 
simulations were employed to investigate the effects of stress states on interfacial 
toughness determination, which depend on the ratio of indenter length to film 
thickness. By synthesizing these comprehensive investigations, a universal 
correction expression for de Boer’s equations was obtained using the regression 
method. 
 Based on the closed-form correction expression, an inverse approach has been 
developed to extract the interfacial toughness from the instrumented wedge 
indentation. In the present method, provided that the delamination area and the 
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indentation depth are measured from experimental tests, the interfacial toughness 
can be readily determined making use of the known the material properties of the 
films and substrates, together with the geometries of indenter as well as thin film 
systems.  
 Numerical verification has been used to demonstrate the effectiveness of the 
present algorithm, and the results show the present corrected equations provide 
accurate closed-form solutions for interfacial toughness evaluation. Application of 
the proposed approach to the wedge indentation on two soft-film-on-hard-
substrate systems: MSQ/Si and BD/Si, shows corrections with the results 
determined by de Boer’s solutions. 
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Chapter 8 
Conclusions and recommendations 
 
8.1 Concluding remarks 
This thesis has originally formulated and developed two numerical methods for 
fracture analyses in thin film systems using the strain smoothing technique. In addition, a 
novel inverse scheme has been proposed for the characterization of the fracture toughness 
based on the numerical simulation of wedge indentation on thin film systems. In this final 
chapter, the specific contributions and findings in the four major areas that have been 
explored in this thesis are summarized.  
 
(1) Singular smoothed finite element method (sS-FEM) 
 This study has developed a triangular five-node (T5) singular crack-tip element 
incorporated into the framework of smoothed models for fracture analyses in thin film 
systems. In the present formulation, a direct point interpolation with a proper fractional 
order of extra basis functions is specially employed to construct variable power type 
singular shape functions that are in a G1 space. In addition, a basic mesh of linear T3 
elements with one layer of T5 singular elements is used to produce the ( 1, 0 1r    ) 
singularity near the crack-tip. Such mesh setting eliminates the requirement of transition 
elements which is present in tranditional T6 or T8 collapsed quadrilateral singular 
elements. Another important feature of T5 singular elements is that the variable order 
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singularity is directly embodied in the approximation by point interpolation method. 
Consequently, the shift of the mid-side node adjacent to the crack-tip is not necessary. 
When performing the strain smooting operation on the proposed T5 singular 
elements, the enriched displacements in the T5 element are on top of the completely 
linear filed. Therefore, the linear consistency property and the square integrable property 
are all ensured throughout the entire problem domain, ensuring the stability and the 
convergence of the solution. In addition, within strain smoothing, domain integration is 
transformed into boundary integration, and the stiffness matrix calculation requires only 
evaluating the shape functions values (and not the derivatives). Therefore, the singular 
terms of functions as well as mapping procedures are no longer necessary to compute the 
stiffness matrix, which contributes to the easily implementment in the existing codes. 
In addition to the above significance, if the node-based smoothing domain is 
constructed, the numerical results show that the triangular T5 singular crack-tip elements 
within NS-FEM produce an upper bound to exact solution in the energy release rate or J-
integral. On the other hand, the lower bound to exact solution can be obtained by the 
displacement compatible finite element method (FEM) together with the traditional 
triangular T6 singular crack-tip elements. This indicates that we can bound the exact 
solution from both sides even for complicated engineering problems, as long as a 
displacement FEM model can be built.  Besides, if the edge-based smoothing domain is 
created, the T5 singular elements together with ES-FEM outperform in convergence rate, 
accuracy and computational efficiency in comparison with the FEM with T6 singular 
element.  
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(2) Edge-based smoothed extended finite element method (ESm-XFEM)  
An edge-based smoothed extended finite element method (ESm-XFEM) has also 
been formulated for fracture analyses. In the proposed ESm-XFEM, the strain smoothing 
technique has been extended into the framework of XFEM. A significant contribution of 
the smoothing technique is that it eliminates the need to subdivide elements cut by 
discontinuities (material interfaces, cracks) by transforming domain integration into 
boundary integration. Furthermore, within strain smoothing, the derivatives of shape 
functions are no longer necessary to calculate the stiffness matrix. Consequently, when 
branch functions are added to the ES-FEM approximation, the 1/ r  term does not 
appear, hence the requirement of integrating the singular functions can be avoided. 
Intensive studies using linear elastic fracture mechanics problems have been then 
conducted, which confirmed numerically that the proposed ESm-XFEM outperforms the 
standard XFEM in accuracy and computational efficiency. More importantly, superior 
over the stardard XFEM that produces the non-optimal convergence rate, the ESm-
XFEM achieves a quasi optimal convergence rate even without geometrical enrichment 
or blending correction. This performace is of importane since it is able to help to 
ameliorate the convergence-related barrier that limits the wide application of XFEM in 
practice. 
Overall, for two proposed smoothed numerical methods, thanks to the simplification 
in integration, its implementation would be very straightforward, and all the numerical 
operations can be automated as long as a triangular mesh is available. More importantly, 
the smoothed bilinear form weakens the consistence requirement for the field functions, 
and allows us to use much more types of methods to create shape functions. 
Chapter 8                                                                                                                      Conclusions and Recommendation  
 255
Consequently, it inspires more new numerical methodologies which are accurate, flexible, 
effective and simple. This should shed some light on the further development of new 
numerical methods for fracture analyses.  
 
(3) A three-dimension simulation of interfacial delamination in thin film systems  
A three-dimensional finite element (FEM) simulation has been performed to study 
the mechanics of wedge indentation-induced interfacial delamination of a soft film from a 
hard substrate. It is found that a two-dimensional (2D) to three-dimensional (3D) 
transition of stress states occur depending on the ratio of indenter length to film thickness. 
Furthermore, the interfacial delamination process by wedge indentation has been 
conducted experimentally, and comparisons between the computational and experimental 
results yield quantitative good agreement.  
A straightforward criterion based on the curvature of the delamination crack front 
has been for the first time in this thesis proposed to indicate the transition of stress states 
during the interfacial delamination. It is found that the ratio of wedge length to film 
thickness should be larger than 40 (l/hf > 40) if the 2D simulation is used to extract the 
interfacial adhesion properties of thin film-substrate systems, and a guideline is proposed 
to classify the 2D to 3D transition for extracting the interface adhesion properties. 
 
(4) A new approach to determine interfacial toughness in thin film systems  
A new approach has proposed to determine the interfacial toughness of soft films to 
hard substrates using numerical simulation of wedge indentation. In this approach, a 
comprehensive finite element study is undertaken to correct de Boer’s solutions for the 
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measurement of wedge indented interfacial toughness. An important contribution of this 
proposed method lies in that it eliminates the small plastic zone assumption and plane 
strain condition assumption that are present in de Boer’s equations. Therefore, this 
proposed analysis can provide more accurate results for determining the interfacial 
toughness, especially for the softer films in which more plastic deformation are expected 
during the indentation experiments. Extensive numerical verifications have carried out to 
show the present approach provides an accurate evaluation for the interfacial toughness. 
 
8.2 Recommendations for further work 
Based on the work presented in the thesis, following aspects will be recommended 
for future and further research:  
(1) As the novel numerical methods, mathematical proofs about the characteristics 
and advantages of two proposed numerical methods (sS-FEM and S-XFEM) have not 
been explored comprehensively in this research. Some obtained results were mainly 
drawn from the numerical results which may restrict the general application of the 
methods to a certain degree. Further study is therefore needed to develop mathematical 
bases for these methods. This not only makes the proposed new numerical methods more 
applicable to practical engineering problems with certain confidence, but also guides us 
on how to further improve the solutions. For instance, how the strain smoothing operation 
achieves a quasi optimal convergence rate remains elusive. To addresss this problem, 
future research should attempt to investigate theoretically the smoothing effect on the 
parasitic terms of the approximation in the blending space. 
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(2) It will be promising to apply two proposed new numerical methods in complex 
fracture problems, e.g., crack analyses in multiple layered thin film systems, crack 
analyses in anisotropic media, 3D crack analyses, plastic fracture analyses, etc. Our group 
now has extended two new numerical methods in many different applications as listed in 
publications arising from the thesis. However, there are still a lot of things needed to be 
done to popularize the new methods in the community of researchers in computational 
fracture mechanics. 
(3) A major disadvantage of two proposed numerical methods is that it is necessary 
to make assumptions that the initial position is known in advance. On the other hand, the 
cohesive zone model is not capable of predicting the crack propagation direction. 
Accordingly, it is restricted to problems in which the cracks are on the finite element 
edges and surfaces, otherwise the cohesive elements are required to be pre-placed in all 
possible delamination regions. Therefore, the development of a numerical method to 
simultaneously predict the initial position of damage and the direction of damage 
propagation should be a topic in the forthcoming research. 
(4) The new proposed approach to determine the interfacial toughness was limited 
to the soft-film-hard-substrate systems. Thus, a direct extention of this proposed approach 
is to solve the delamination problems in a wider range of thin film systems e.g., hard, stiff 
films on soft, compliant substrates. A recent experimental result in our group has showed 
that the substrate deformation can play a more significant role during the interfacial 
delamination process for a hard-film-soft-substrate system (RuO2-film on Si-substrate). In 
addition, the substrate cracking may occur if the indentation load is too high. Therefore, 
the proposed approach may need to be modified further to consider the effect of substrate 
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deformation or cracking and so on, when applied to hard-film-soft-substrate systems, 
which should be further studied in the future. 
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Appendix A 
M-integral for stress intensity factors 
 
To extract the mixed-mode stress intensity factors IK  and IIK  using the M-integral 
method, the auxiliary displacement fields are required. Generally speaking, the 
asymptotic fields in the vicinity of crack-tip are used for the auxiliary fields.  
 
 Interface crack 
For a crack lying on the interface of a bi-material plate, the asymptotic fields in the 
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where   is the bimaterial constant that is defined in Eq. (2.3), and i , ik  are the shear 
modulus and the Kolosov constant, respectively, of material i ( 1, 2)i  . 
To extract IK , the functions xf  and yf  are 
1 2,   
I I
x yf D T f C T      (A.2)
whereas to compute IIK , the expressions for xf  and yf  are: 
2 1,    
II II
x yf C T f D T       (A.3)
Thus, these asymptotic fields, i.e., auxiliary displacement fields in the local x y  
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crack-tip coordinate system are given by 
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On setting  
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If IK   is to be extracted, then 
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whereas if IIK  is to be computed, then 
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Since , cosxr  , , sinyr  , , sin /x r    and , cos /y r  , on using the chain 
rule, we can write the derivatives of xf  and yf  in the x y  co-ordinate system as: 
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we can now write the gradients of the auxiliary displacements as: 
Appendix A                                                                                                                 M-integral for stress intensity factors 
 262
, , (2) (2)
, , , , y( ),     ( )4 4
y xx x
x x x x x y x
r fr f
u A Bf u A Bf
B B      (A.22)
, , (2) (2)
, , , , ( ),     ( )4 4
x y y y
y x y x y y y y
r f r f
u A Bf u A Bf
B B      (A.23)
and the auxiliary strains can now be evaluated from Eq. (A.10). Using Hooke’s law, the 
auxiliary stresses are computed from the auxiliary strains. 
 
 Crack orthogonally terminating at the interface 
For a crack terminating normally at the interface between a bi-material plate in the 
local crack-tip coordinate system as shown in Figure 2.1(b), the near-tip asymptotic 
displacement fields are given as follows. In the following equations, 1   is the order of 
singularity, i  and ik  are the shear modulus and the Kolosov constant, respectively, of 
material i ( 1, 2)i  , and   and   are the Dundurs bi-material parameters. 
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for the domain 1u  ( 0 / 2   ), and  
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are chosen for Ixf  and 
I
yf , and the lower signs for 
II
xf  and 
II
yf . 
Based on these asymptotic displacement fields, the mixed-mode stress intensity 
factors cound be extracted in the similar manner to the interfacial crack.  
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Appendix B 
Input material properties and interfacial adhesion 
properties in the model  
 
When building a three-dimensional finite element (FEM) model of wedge 
indentation-induced interfacial delamination on a soft film from a hard substrate, it is, 
first, necessary to determine the elastic-plastic properties of thin film and substrate and 
followed by interfacial adhesion properties, as the input parameters. 
 
 Elastic-plastic properties of thin films and substrate 
The elastic modulus and hardness of thin film can be determined by a normal 
indentation with standard Berkovich indenter tip. However, the yield strength and strain 
hardening exponential of the thin films cannot be determined directly through the 
indentation experiments. For wedge indentations, Johnson’s analysis are usually used to 
estimate the yield strength after acquiring the elastic modulus and hardness of the film, 
and the values of yield strength and strain hardening exponential can be adjusted by 
matching the simulation and experiment curves before the on-set of interfacial 
delamination. It is believed that the simulated and experimental curves can be matched 
each other for the part of curves prior to the interfacial delamination as long as the input 
elastic-plastic properties in the simulations matches the corresponding experimental ones, 
because these part of curves should be only related to the elastic-plastic deformation. 
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Figure B.1 confirms that the simulated and experimental indentation P-h curves can be 
matched very well before the onset of interfacial delamination for the BD (black diamond) 
film.  
 
Figure B.1 P-h curves before interfacial delamination occurred for BD/Si system. While 
open and closed triangle symbols represent the simulated and experimental curves of 
120o wedge indentation, respectively. Open and close square symbols represent the 
simulated and experimental curves of 90o wedge indentation, respectively. 
 
 Interfacial adhesion properties 
A new scheme is utilized to determine two characteristic interfacial parameters, i.e., 
interfacial strength σs and interfacial energy Γ0, from the nanoindentation P-h curves 
based on indentations with two wedge tips. For the nanoindentation P-h curves, at onset 
of interfacial delamination, there is a significant load-reduction, which is defined as a 
critical indentation load Pc for interfacial delamination. Based on the FEM simulations, 
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relationships between the critical indentation loads at onset of interfacial delamination 
(the critical load with the wedge tip of 90° inclusion angle, Pc90, and the critical load with 
the wedge tip of 120° inclusion angle, Pc120) and the interfacial adhesion properties of the 
thin film/substrate systems are established. The critical indentation loads are found to be 
dependent on the indenter angles and the interfacial properties. However, for a particular 
thin-film/substrate system, the interfacial strength and interfacial energy are fixed values 
and should be independent of the indenter tips used. Therefore, it is possible to use the 
two critical indentation loads (Pc90 and Pc120) obtained from the wedge indentation 
experiments and the relationships developed through FEM simulations to determine the 
two interfacial quantities, and the results should be unique. The detailed procedure of 
determing interfacial adhesion properties can be summarized as follows: 
1)  FEM simulations of the wedge indentations using two tips having different 
inclusion angles, preferably 90o and 120o, with the initial interfacial adhesion 
properties are performed, indentation P-h curves can be obtained from the 
simulations. The critical indentation loads for the onset of delamination can be 
found from the curves. 
2) A series of FEM simulations are then performed to obtain the dependence of the 
two critical indentation loads Pcs90 and Pcs120 on the values of interfacial strength 
σs and interfacial energy 0, and the results will form an interface energy-strength 
contour plot such as that shown in Figure B.2 for the BD film system. 
3) Indentation experiments are conducted using the wedge tips with two inclusion 
angles (90o and 120o), and the values of the critical indentation loads for the onset 
of delamination, Pc, can be obtained from the experimental P-h curves. The 
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experimentally obtained Pc90 and Pc120 from the P-h curves are plotted into the 
interface energy-strength contour plots, and from the intersection point of the two 































































































Figure B.2 Interface energy-strength contour plot of the variation of normalized 90cP  and 
120
cP for the BD/Si system (solid lines: 
90
0/( )c yfP   and dashed lines: 120 0/( )c yfP    (m).
 
To be specific, it is found from experiments, for the BD film, the critical loads for 
90° wedge indentation are in the range of Pc90 = 7.56 – 7.61 mN, and Pc120 = 9.66 – 10.16 
mN for 120° wedge indentation. In this study, a convenient length, Δo=1 µm, and the film 
yield strength (y=1.47GPa) are used to normalized all of the properties. Therefore, the 
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normalized critical indentation loads are calculated to be in the range of 5.16 - 5.18µm 
























































Figure B.3 BD/Si system’s interface energy-strength contour for 90° and 120° wedge indentation 
showing the intersections of Pc90/(σyf Δo) = 5.16 – 5.18µm and Pc120/(σyf Δo) = 6.58 – 6.92µm. Full 
lines represent the contour for Pc90/(σyf Δo), while dashed lines represent that for Pc120/(σyf Δo). 
 
The four curves corresponding to the minimum and maximum values of the critical 
indentation loads for 90° and 120° wedge indentations are then plotted in the interface 
energy-strength contour plot as shown in Figure B.3, and it is clear that there are four 
intersection points in the contour plot. It is easily understood that, the 90° and 120° 
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wedge indentations tests on the same film system should yield the same interface 
properties, regardless of the difference in the wedge indenters’ inclusion angles. 
Therefore, the interface properties of the same thin film/substrate system should not 
change with the indenter tip angles. Hence, from the four points of intersections between 
the curves of Pc90/(σyfΔ0)=5.16-5.18 µm and Pc120/(σyfΔ0)=6.58-6.92 µm in the contour 
plot, the normalized interfacial energy Γ0/(σyfΔ0), and normalized interfacial strength 
σs/(σyfΔ0), for the BD/Si system, can be determined. By replacing the values of σyf and Δ0, 
it is found that the interfacial energy, Γ0=5.58-8.49 J/m2, and interfacial strength, σs=0.71-
0.78GPa, for the BD film on Si substrate. 
 
 
