Wikipedia articles contain multiple links connecting a subject to other pages of the encyclopedia. In Wikipedia parlance, these links are called internal links or wikilinks. We present a complete dataset of the network of internal Wikipedia links for the 9 largest language editions. The dataset contains yearly snapshots of the network and spans 17 years, from the creation of Wikipedia in 2001 to March 1st, 2018. While previous work has mostly focused on the complete hyperlink graph which includes also links automatically generated by templates, we parsed each revision of each article to track links appearing in the main text. In this way we obtained a cleaner network, discarding more than half of the links and representing all and only the links intentionally added by editors. We describe in detail how the Wikipedia dumps have been processed and the challenges we have encountered, including the need to handle special pages such as redirects, i.e., alternative article titles. We present descriptive statistics of several snapshots of this network. Finally, we propose several research opportunities that can be explored using this new dataset.
Introduction
Wikipedia 1 is probably the largest existing information repository, built by thousands of volunteers who edit its articles from all around the globe. As of March 2019, it is the fifth most visited website in the world (Alexa Internet, Inc. 2018) . Almost 300k active users per month contribute to the project (Wikipedia contributors 2018c), and more than 2.5 billion edits have been made. The English version alone has more than 5.7 million articles and 46 million pages and is edited on average by more than 128k active users every month (MediaWiki developers 2018). Wikipedia is usually a top search-result from search engines (Lewandowski and Spree 2011) and research has shown that it is a firststop source for information of all kinds, including information about science (Yasseri et al. 2014; Spoerri 2007) , and medicine (Laurent and Vickers 2009) .
The value of Wikipedia does not only reside in its articles as separated pieces of knowledge, but also in the links between them, which represent connections between concepts and result in a huge conceptual network. According to Wikipedia policies 2 (Wikipedia contributors 2018e), when a concept is relevant within an article, the article should include a link to the page corresponding to such concept (Borra et al. 2015) . Therefore, the network between articles may be seen as a giant mind map, emerging from the links established by the community. Such graph is not static but is continuously growing and evolving, reflecting the endless collaborative process behind it.
The English Wikipedia includes over 163 million connections between its articles. This huge graph has been exploited for many purposes, from natural language processing (Yeh et al. 2009 ) to artificial intelligence (Navigli and Ponzetto 2012), from Semantic Web technologies and knowledge bases (Presutti et al. 2014 ) to complex networks (Capocci et al. 2006) , from controversy mapping (Markusson et al. 2016) to human way-finding in information networks (West and Leskovec 2012) . This paper presents a new dataset, WIKILINKGRAPHS, that makes the networks of internal links in the nine largest editions of Wikipedia available to researchers and editors, opening new opportunities for research. Most previous work on the Wikipedia link graph relies on wikilink data made accessible through the Wikipedia API 3 and through database dumps 4 These data include also all transcluded links, i.e. links automatically generated by templates defined in another page; templates typically add all possible links within a given group of articles, producing big cliques and inflating the density of connections.
Inserting a template in Wikipedia merely amounts to writing a small snippet of code, which in the final article is rendered as a collection of links. Figure 1 shows a rendering of the navigation template {{Computer science}} 5 from English Wikipedia, which produces a table with 146 links to other articles within the encyclopedia. Navigation templates are very general by design serve to group links to multiple related articles. They are not specific to a given page: in fact, the content of a template can be changed independently from editing the pages where it is included.
We argue that considering only the links explicitly added by editors in the text of the articles may provide a more trustful representation of semantic relations between concepts, and result in a cleaner graph by avoiding the cliques and other potential anomalous patterns generated by transcluded links.
The aim of this work is to build a dataset of the graph of the specific link between Wikipedia articles added by the editors. The WIKILINKGRAPHS dataset was created by parsing each article to extract its links, leaving only the links intentionally added by editors; in this way, we discarded over half of the overall links appearing in the rendered version of the Wikipedia page.
Furthermore, we tracked the complete history of each article and of each link within it, and generated a dynamic graph representing the evolution of the network. Whilst the dataset we are presenting in this paper consists of yearly snapshots, we have generated several supporting dataset as well, such as a large collection tracking the timestamp in which each occurrence of a link was created or removed.
Redirects, i.e. special pages representing an alternative title for an article, are a known issue that was shown to affect previous research (Hill and Shaw 2014) . In our dataset, we tracked the redirects over time, and resolved all of them according to the corresponding timestamp. The complete history of all redirects is made available as well.
The code used to generate the dataset is also entirely made available on GitHub, so that anybody can replicate the process and compute the wikilink graphs for other language editions and for future versions of Wikipedia.
The WIKILINKGRAPHS Dataset
This section describes how we processed the Wikipedia dumps of the complete edit history to obtain the dataset.
Data Processing
The WIKILINKGRAPHS dataset was created from the full Wikipedia revision history data dumps of March 1, 2018 6 , as published by the Wikimedia Foundation, and hence includes all entire months from January 2001 to February 2018.
These XML dumps contain the full content of each Wikipedia page for a given language edition, including encyclopedia articles, talk pages and help pages. Pages are divided in different namespaces, that can be recognized by the prefix appearing in the title of the page. The encyclopedia articles are in the main namespace, also called namespace 0 or ns0. The content of the pages in Wikipedia is formatted with Wikitext (Wikipedia contributors 2018a), a simplified syntax that is then rendered as HTML by the MediaWiki software 7 . For each edit a new revision is created: the dump contains all revisions for all pages that were not deleted. Table 1 presents the compressed sizes for the XML dumps that have been downloaded and the number of pages and revisions that have been processed. We extracted all the article pages. This resulted in 40M articles being analyzed. In total, more than 1B revisions have been processed to produce the WIKILINKGRAPHS dataset. Line 1 matches two open brackets; then, Lines 2-4 capture the following characters in a named group called link. Lines 5-10 match the optional anchor: Line 5 matches a pipe character, then Lines 6-8 match non-greedily any valid character for an anchor saving them in a named group called anchor. Finally, Line 10 matches two closed brackets. The case of links pointing to a section of the article is handled a posteriori, after the regular expression has captured its contents. When linking to a section, the link text will contain a pound sign (#); given that this symbol is not allowed in page titles, we can separate the title of the linked page from the section.
Link Extraction
The RAWWIKILINKS Dataset. The link extraction process produces a dataset with the following information:
• page_id: an integer, the page identifier used by MediaWiki. This identifier is not necessarily progressive, there may be gaps in the enumeration; • page_title: a string, the title of the Wikipedia article;
• revision_id: an integer, the identifier of a revision of the article, also called a permanent id, because it can be used to link to that specific revision of a Wikipedia article; • revision_parent_id: an integer, the identifier of the parent revision. In general, each revision as a unique parent; going back in time before 2002, however, we can see that the oldest articles present non-linear edit histories. This is a consequence of the import process from the software previously used to power Wikipedia, MoinMoin, to MediaWiki; • revision_timestamp: date and time of the edit that generated the revision under consideration; • user_type: a string ("registered" or "anonymous"), specifying whether the user making the revision was logged-in or not;
• user_username: a string, the username of the user that made the edit that generated the revision under consideration; • user_id: an integer, the identifier of the user that made the edit that generated the revision under consideration; • revision_minor: a boolean flag, with value 1 if the edit that generated the current revision was marked as minor by the user, 0 otherwise; • wikilink.link: a string, the page linked by the wikilink; • wikilink.tosection: a string, the name of the section if the link points to a section; • wikilink.anchor: a string, the anchor text of the wikilink; • wikilink.section_name: the name of the section wherein the wikilink appears; • wikilink.section_level: the level of the section wherein the wikilink appears; • wikilink.section_number: the number of the section wherein the wikilink appears. Table 2 .
lang words In general, a redirect page can point to another redirect page creating a chain of multiple redirects 11 . These pages should only be temporary and they are actively eliminated by Wikipedia volunteers manually and using automatic scripts.
Despite the name, redirects are served as regular pages by the MediaWiki software so requesting a redirect page, for example by visiting the link https://en.wikipedia.org/wiki/ NYC, returns an HTTP status code of 200.
Resolving Redirects We have extracted one snapshot per year on March, 1st from the RAWWIKILINKS dataset. The creation of a snapshot for a given year entails the following process: 1. we list all revisions with their timestamps from the dumps; 2. we filter the list of revisions keeping only those that existed on March 1st, i.e. the last revision for each page created before March 1st; 3. we resolve the redirects by comparing each page with the list of redirects obtained as described above; At the end of this process, we obtain a list of the pages that existed in Wikipedia on March, 1st of each year, together with their target, if they are redirects. We call this dataset RESOLVEDREDIRECTS.
It should be noted that even if we resolve redirects, we do not eliminate the corresponding pages: in fact, redirects are still valid pages belonging to the namespace 0 and thus they still appear in our snapshots as nodes with one outgoing link, and no incoming links.
Link Snapshots We then process the RAWWIKILINKS dataset and we are able, for each revision of each page, to establish whether a wikilink in a page was pointing to an existing page or not. We add this characteristics to the RAWWIK-ILINKS dataset in the field wikilink.is_active: a boolean representing whether the page pointed to by the link was existing in that moment or not. Revisions are then filtered so to obtain the lists of links existing in each page at the moment of interest; we call this new dataset WIK-
ILINKSNAPSHOTS.
Graph Snapshots (WIKILINKGRAPHS) Armed with the WIKILINKSNAPSHOTS and the RESOLVEDREDIRECTS dataset we can extract the WIKILINKGRAPHS as a list of records with the following fields:
• page_id_from: an integer, the identifier of the source article.
• page_title_from: a string, the title of the source article; • page_id_to: an integer, the identifier of the target article; • page_title_to: a string, the title of the target article;
If a page contains a link to the same page multiple times, this would appear as multiple rows in the WIKILINKSNAP-SHOTS dataset. When transforming this data to graph format we eliminate these multiple occurrences, because we are only interested in the fact that the two pages are linked. Wikipedia policies about linking (Wikipedia contributors 2018e) state that in general a link should appear only once in an article and discourage contributors to put multiple links to the same destination. One clear example is the page New York City where, for example, the expression "United States" is used to link to the corresponding article only once, at the first occurrence. For these reasons, we do not think it is justified to assign any special meaning to the fact that two page have multiple direct connections between them. Figure 2 summarizes the steps followed to produce the WIK-ILINKGRAPHS from the Wikipedia dumps with the intermediate datasets produced.
Dataset Description
The WIKILINKGRAPHS dataset comprises data from 9 Wikipedia language editions: German (de), English (en), Spanish (es), French (fr), Italian (it), Dutch (nl), Polish (pl), Russian (ru), and Swedish (sv). These editions are the top-9 largest editions per number of articles, which also had more than 1, 000 active users (Wikipedia contributors 2018c). We excluded Cebuano Wikipedia, because notwithstanding being at the moment the second-largest Wikipedia, its disproportionate growth with respect to the number of its active users has recently been fueled by massive automatic imports of articles. For fairness, we note that also the growth of Swedish Wikipedia has been led in part by automatic imports of data (Wikipedia contributors 2018c), but we have decided to keep it in given it has a reasonably large active user-base.
The WIKILINKGRAPHS dataset comprises 172 files for a total of 142 GB; the average size is 244 MB and the largest file is 2.4 GB. For each of the 9 languages, 18 files are available with the snapshots of the wikilink graph taken on March, 1st from 2001 to 2018. As specified in Section , these are CSV files that are later compressed in the standard gzip format. The remaining 10 files contain the hash-sums to verify the integrity of files and a README.
Where to Find the WIKILINKGRAPHS Dataset and Its Supporting Material The WIKILINKGRAPHS dataset is published on Zenodo at https://zenodo.org/record/ 2539424 and can be referenced with the DOI number 10.5281/zenodo.2539424. All other supporing datasets are available at https://cricca.disi.unitn.it/datasets/. The code used for data processing has been written in Python 3 and it is available on GitHub under the WikiLinkGraph organization https://github.com/WikiLinkGraphs.
All the datasets presented in this paper are released under the Creative Commons -Attribution -4.0 International (CC-NY 4.0) license 12 ; the code is released under the GNU General Public License version 3 or later 13 . Tables 3 and 4 present the number of nodes (N ) and edges (E) for each snapshot included in the WIKILINKGRAPHS dataset. The number of nodes is much larger that the number of "content articles" presented in the (Zachte 2018) , however in our snapshot there are more than 13.6M nodes. This is due to the fact that we have left in the graph redirected nodes, as described above, whilst we have resolved the links pointing to them; redirects remain as orphan nodes in the network, receiving no links from other nodes, and having one outgoing link. Figure 3 shows a plot of the growth over time of the number of links in the WIKILINKGRAPHS of each language we have processed. The plot is drawn in linear scale to give a better sense of the relative absolute proportions among the different languages. After the first years all language editions exhibit a mostly stable growth pattern with the exception of Swedish, that experienced anomalous growth peaks probably due to massive bot activity. 
Basic statistics

Analysis and Use Cases
In this Section we analyse the WIKILINKGRAPHS dataset to provide some useful insights in the data that will help to demonstrate the opportunities opened by this new dataset. Links in WIKILINKGRAPHS are much less because links transcluded from templates are not considered. Given the specific research question or application under consideration, it may be more suitable to include or exclude the links that were added to the page by templates; for example, to reconstruct navigational patterns it may be useful not only to consider links from templates, but also links in the navigational interface of MediaWiki.
In this sense, WIKILINKGRAPHS provides a new facet of the links in Wikipedia that was not readily available before. These two dataset can be used in conjunction, also taking advantage of the vast amount of metadata available accompanying the WIKILINKGRAPHS dataset, such as the RAWWIKILINKS and RESOLVEDREDIRECTS datasets.
Cross-language Comparison of Pagerank Scores
A simple, yet powerful application that can exploit the WIKILINKGRAPHS dataset is computing the general Pagerank score over the latest snapshot available (Brin and in other namespaces or that go across namespaces. Whilst it seems that the same confusion exists among the contributors of the encyclopedia, we have decided here to adopt the view for which the proper wikilinks are only the links between articles of the encyclopedia.
Page 1998). Pagerank borrows from bibliometrics the fundamental idea that being linked-to is a sign of relevance (Franceschet 2010 ). This idea is also valid on Wikipedia, whose guidelines on linking state that: "Appropriate links provide instant pathways to locations within and outside the project that are likely to increase readers' understanding of the topic at hand." (Wikipedia contributors 2018e)
In particular, articles should link to articles with relevant information, for example to explain technical terms.
Tables 6 and 7 presents the Pagerank scores obtained by running the implementation of the Pagerank algorithm from the igraph library 16 .
Across 7 out of the 9 languages analysed, the Wikipedia article about the United States occupies a prominent position being either the highest or the second-highest ranked article in direct competition with articles about countries were the language is spoken. In general, we see across the board that high scores are gained by articles about countries and cities that are culturally relevant for the language of the Wikipedia edition under consideration.
Remarkably, Dutch and Swedish Wikipedia present very different types of articles in the top-10 positions: they are mainly about the field of biology. A detailed investigation of the results and the causes for these differences is beyond the scope of this paper, but we can hypothesize differences in the guidelines about linking that produce such different outcomes. 
Research Opportunities using the WikiLinkGraphs Dataset
The WIKILINKGRAPHS dataset and its supporting dataset can be useful for research in a variety of contexts. Without pretending to be exhaustive, we present here a few examples.
Graph Streaming. Stream data processing has gained particular consideration in recent years since it is well-suited for a wide range of applications, and streaming sources of data are commonplace in the big data era (Karimov et al. 2018 (2015) have studied the problem of identifying missing links in Wikipedia using web logs. More recently, Wulczyn et al. (2016) have demonstrated that it is possible to produce personalized article recommendations to translate Wikipedia articles across language editions. The WIKILINKGRAPHS dataset could be used in place of the web logs for a similar study on recommending the addition of links in a Wikipedia language edition based on the fact that some links exist between the same articles in other Wikipedia language editions.
Link Addition and Link Removal. The problem of predicting the appearance of links in time-evolving networks has received significant attention (Lü and Zhou 2011) ; the problem of predicting their disappearance, on the other hand, is less studied. Preusse and collaborators (Preusse et al. 2013 ) investigated the structural patterns of the evolution of links in dynamic knowledge networks. To do so, they adapt some indicators from sociology and identify four classes to indicate growth, decay, stability and instability of links. Starting from these indicators, they identify the underlying reasons for individual additions and removals of knowledge links. Armada et al. (Armada de Oliveira, Cerqueira Revoredo, and Ochoa Luna 2014) investigated the link-removal prediction problem, which they call the unlink prediction. Representing the ever-evolving nature of Wikipedia links, the WIKILINKGRAPHS dataset and the RAWWIKILINKS datasets are a natural venue for studying the dynamics of link addition and link removal in graphs.
Anomaly Detection. A related problem is the identification of spurious links, i.e., links that have been erroneously observed (Guimerà and Sales-Pardo 2009; Zeng and Cimini 2012) . An example of the application of this approach is the detection of links to spam pages on the Web (Benczur et al. 2005) . Similarly, the disconnection of nodes has been predicted in mobile ad-hoc networks (De Rosa, Malizia, and Mecella 2005) .
Controversy mapping. Given the encyclopedic nature of Wikipedia, the network of articles represents an emerging map of the connections between the corresponding concepts. Previous work by Markusson et al. (2016) has shown how a subportion of this network can be leveraged to investigate public debate around a given topic, observing its framing and boundaries as emerging from the grouping of concepts in the graph. The availability of the WIKILINKGRAPHS dataset can foster controversy mapping approaches to study any topical subpart of the network, with the advantage of adding a temporal and a cross-cultural dimension.
Cross-cultural studies. More than 300 language editions of Wikipedia have being created since its inception in 2001 (Wikipedia contributors 2018b), of which 291 are actively maintained. Despite the strict neutral point of view policy which is a pillar of the project (Wikipedia contributors 2018d; 2018f), different linguistic communities will unavoidably have a different coverage and different representations for the same topic, putting stronger focus on certain entities, and or certain connections between entities. As an example, the articles about bullfighting in different languages may have a stronger connection to concepts from art, literature, and historical figures, or to concepts such as cruelty and animal rights (Pentzold et al. 2017) . Likewise, the networks from different language versions give prominence to different influential historical characters (Aragon et al. 2012; Eom et al. 2015) . The WIKILINKGRAPHS dataset allows to compare the networks of 9 editions of Wikipedia, which are not only big editions, but have a fairly large base of contributors. In this paper, we have presented a simple comparison across the 9 languages represented, and we have found an indicator of the prominence of the United States and the local culture almost across the board. Many more research questions could be addressed with the WIKILINKGRAPHS dataset.
Conclusions
The dataset we have presented, WIKILINKGRAPHS, makes available the complete graph of links between Wikipedia articles in the nine largest language editions. An important aspect is that the dataset contains only links appearing in the text of an article, i.e. links intentionally added by the article editors. While the Wikimedia APIs and dumps provide access to the currently existing wikilinks, such data represent instead all hyperlinks between pages, including links automatically generated by templates. Such links tend to create cliques, introducing noise and altering the structural properties of the network. We demonstrated that this is not an anecdotal issue and may have strongly affected previous research, as with our method we obtain less than the half of the links contained in the corresponding Wikimedia pagelinks dump.
Another limitation of the Wikimedia dumps is that data are available only for the current version of Wikipedia or for a recent snapshot; the WIKILINKGRAPHS dataset instead provides complete longitudinal data, allowing for the study of the evolution of the graph over time. We provided both yearly snapshots and the raw dataset containing the complete history of every single link within the encyclopedia.
The WIKILINKGRAPHS dataset is currently made available for the nine largest Wikipedia language editions, however we plan to extend it to other language editions. As the code of all steps is made available, other researchers can also extend the dataset by including more languages or a finer temporal granularity.
Beyond the opportunities for future research presented above, we believe that also research in other contexts can benefit from this dataset, such as Semantic Web technologies and knowledge bases, artificial intelligence and natural language processing.
