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In thin topological insulator films, the top and bottom surfaces are coupled by tunneling, which
restores backscattering and strongly affects screening. We calculate the dielectric function in the
random phase approximation obtaining a closed-form result. Unlike independent TI surfaces, the
dielectric function of thin films exhibits a valley as a function of wavenumber q and tunneling, as well
as a cusp at q = 2kF , with kF the Fermi wave vector. As a result of the cusp, Friedel oscillations
decay with distance r as sin(2kF r)/(2kF r)
2. We determine the longitudinal conductivity σ in
the first Born approximation at low temperatures where screened impurities provide the dominant
scattering mechanism. At high electron densities ne, σ ∝ ne, while at low densities σ ∝ n3/2e .
I. INTRODUCTION
Considerable research has been stimulated by the
unique physics of topological insulators (TIs)1, which
have conducting states on their surfaces (3D) or edges
(2D) when an insulating gap exists in the bulk. Strong
spin-orbit coupling enables 3D TI surfaces to support
2D spin-polarized massless Dirac fermions with a linear
dispersion, exhibiting exotic phenomena with no coun-
terpart in conventional conductors, such as a quantized
anomalous Hall effect2,3. TI surfaces proximity-coupled
to a superconductor may support Majorana fermions4 en-
abling topological quantum computing5. Coupled spin-
charge transport in TI is researched with a view to spin-
tronics applications6,7, while TIs are also seen as a plat-
form for studying the interplay of interactions and spin-
orbit coupling8–13.
At present, TI surface transport is obscured by bulk
doping. One pathway towards reducing bulk transport
has been to make TIs thinner. In a TI thin film (TITF),
a layer pseudospin indexes the top and bottom surfaces.
In films thinner than 6 quintuple layers14–21 tunneling
is enabled between the surfaces, referred to as interlayer
tunneling. This gives a mass in the Dirac dispersion and,
with time reversal symmetry preserved, the conduction
and valence bands are each twofold degenerate. Layer
pseudospin dynamics can be tuned by modulating the
tunneling parameter, for example by altering the film
thickness, by strain and external electromagnetic fields.
Nontrivial surface states make TITF physics differ-
ent from metal and semiconductor films. Furthermore,
unlike bilayer graphene, TITFs are gapped, scattering
through pi/2 is allowed, and the Hamiltonian describes
the real spin in a single-valley system. With the study of
TITF taking off22–26, understanding the interplay of spin-
orbit interaction, layer pseudospin and electron-electron
interactions in these structures is critical for their fu-
ture functionality. Exciting predictions exist, such as
topological exciton condensation27–30 and quantum Hall
superfluidity31.
The dielectric function is the first step in under-
standing interaction physics such as Fermi-velocity
renormalizations32, Fermi liquid properties, plasmons,
the Kohn anomaly33, as well as spontaneous symmetry
breaking such as ferromagnetism, which would enable
seamless integration of spin and semiconducting technol-
ogy. It also determines the screened impurity potentials
responsible for electrical resistance at low temperatures.
In this work, we calculate the TITF dielectric function
in the random phase approximation (RPA), obtaining an
analytic result. Tunneling has a drastic effect on screen-
ing, which takes on a distinct form from that in any other
known conductor. Firstly, the screening function has a
valley as a function of wave vector and tunneling. Sec-
ondly, since tunneling restores backscattering in TITF,
a cusp appears at 2kF in the polarizability. The cusp
alters also the form of Friedel oscillations34, which can
be studied using scanning tunneling microscopy35. Fi-
nally, interaction effects in TITF transport remain un-
charted territory36,37, and we study the low-temperature
TITF conductivity in the experimentally relevant metal-
lic regime, determining its general dependence on the
electron density.
The outline of this paper is as follows. In Sec. II we
introduce the TITF Hamiltonian and its properties. In
Sec. III, we give justification of our model and show its
applicability. In Sec. IV, we calculate the polarizabil-
ity and screening function in the RPA. In Sec. V, we
obtain the form of Friedel oscillations in TITF and com-
pare the result with monolayer and bilayer graphene. In
Sec. VI, we calculate the longitudinal conductivity in the
first Born approximation using linear response theory.
Finally, in Sec. VII, we summarize our results.
II. HAMILTONIAN
The effective Hamiltonian at wavevector k is24,38
Hk = Aτz ⊗ [σ · (k × zˆ)] + tτx ⊗ 1 , (1)
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2where the τ matrices act in layer pseudospin space, and
the σ matrices in electron spin space, with 1 the identity.
The first term describes two independent TI surfaces in
which τz = ±1 represents the top/bottom surfaces re-
spectively, where zˆ is the unit vector in the direction
of z, and the second term represents interlayer tunnel-
ing. Electronic states are described by the eigenenergy
equation HkΨk = kΨk, where Ψk is the eigenstate
and k the eigenenergy. After the direct diagonaliza-
tion, the eigenenergies are kλ = λ
√
t2 +A2k2, where
λ = ±1 corresponds to the conduction and valence band,
respectively. From the TITF spectrum, the tunneling
between two surfaces opens a gap ∆ = 2t between the
conductance and valence bands, and in realistic TITFs
∆ ∼ 60meV or t ∼ 30meV if the thickness d ≈ 3 quintu-
ple layers, but t can exceed 70 meV if d is below 2 quintu-
ple layers16, while A = 4eV · A˚18. We retain the 4×4 ma-
trix description, which offers physical transparency and
the future flexibility of adding random tunneling terms
due to scattering.
Notably, the degeneracy g = 2 in the TITF reflects
time-reversal invariance16. Under time reversal both σ
and k reverse their signs, with the whole TITF Hamil-
tonian invariant. The two degenerate normalized eigen-
states of Hk are
Ψ
(1)
kλ =
1√
2
(
λ,−i cosαkeiθk , sinαk, 0
)T
,
Ψ
(2)
kλ =
1√
2
(
0, sinαk,−i cosαke−iθk , λ
)T
,
(2)
in which we define sinαk = t/
√
t2 +A2k2, cosαk =
Ak/
√
t2 +A2k2, θk = tan
−1(ky/kx), and T the trans-
pose. Moreover, since any symmetry operation can trans-
form one degenerate eigenstate into other degenerate
eigenstates, Ψ
(1)
kλ and Ψ
(2)
kλ can be exchanged under the
time-reversal operator Θ = Cτx⊗ (−iσy), where C is the
conjugate operator.
The TITF overlap factor |Ψ†kλ ·Ψk′λ′ |2 is∣∣∣Ψ†kλ ·Ψk′λ′ ∣∣∣2 = 12 ∑
d1d2
∣∣∣Ψ(d1),†kλ ·Ψ(d2)k′λ′ ∣∣∣2
=
1 + λλ′(sinαk sinαk′ + cosαk cosαk′ cos γ)
2
,
(3)
where d1 and d2 are used to distinguish the Kramer de-
generacy, and γ = θk′ − θk. From eq. (3), we see that
the backscattering (γ = pi) in TITF can be allowed due
to the interlayer tunneling effect, as discussed in Sec.
VI. Moreover, the incompletely suppressed backscatter-
ing will give a cusp at 2kF on the polarizability as showed
in Sec. IV.
III. LIMITS OF APPLICABILITY
Two parameters quantify the strength of interactions
in TITF and the limits of validity of the RPA. Firstly, we
define an effective background dielectric constant κ. The
physics of films is determined by d and the Fermi wave
vector kF
31. We take a Bi2Se3 film as an example, with
κBi2Se3 ≈ 100, grown on a semiconductor substrate with
κs ≈ 11. For kF d  1, the film is thick, and the two
surfaces are independent39. For the top surface, where
one side is exposed to air, κtop = (κBi2Se3 + 1)/2 ≈ 50.
For the bottom surface κbtm = (κBi2Se3 + κs)/2 ≈ 55.
Both are independent of d. For kF d  1, the film is
ultrathin and can be approximated as a pure 2D system,
with κ = (1+κs)/2 ≈ 6, also independent of d. However,
since the TI bulk cannot be eliminated, κ ≈ 6 is an ideal
lower bound. In films studied here, with d of the order
of 3 nm, κ has contributions from both the TI bulk and
the semiconductor substrate, and for Bi2Se3 can range
between 6 and 55. Two experiments have extracted κ ≈
30 for relatively thick films of Bi2Se3 (10 nm < d <
20 nm)40,41. Hence, κ is treated as a phenomenological
parameter to be measured separately for each film.
Secondly, the interaction parameter
rs =
e2
√
pine
κ(εF − t) (4)
represents the ratio of the electrons’ average Coulomb po-
tential and kinetic energies, with ne the electron density
and εF the Fermi energy. The random phase approxi-
mation is applicable for rs  142. We define a reference
density n0 = t
2/(2piA2). For t ≈ 30 meV, n0 ≈ 1011
cm−2 at the lower end of densities considered in trans-
port. For κ = 30, rs  1 requires ne  0.03n0, while for
κ = 10 and 6 we require ne/n0  0.3 and 1.07 respec-
tively. Therefore, RPA is an excellent approximation for
TITF at densities commonly encountered in transport.
(For example, for the case of graphene grown on SiO2,
rs ≈ 0.8, as discussed in Ref. 42.)
We wish to dwell briefly on the relationship between
κ, d and t. As noted above, the dependence of κ on the
thickness d of the film cannot, in general, be written in
closed form, and κ must be treated as a phenomenolog-
ical parameter. The dependence of t on d is also gen-
erally only obtainable numerically16. In principle, one
could invert t(d) to obtain d(t), re-express κ(d) as κ(t),
and write the dielectric function (q), defined below, as
a function of t alone (or, alternatively, as a function of
d alone). This approach may be useful when modeling
a specific experimental sample. It is, however, counter-
intuitive as well as impractical for our purposes, since
it requires the full dependence of κ on t. In this work,
we have focused on the electronic contribution to the po-
larization, contained in Π(q) (also defined below), and
we have presented our main results in Figs. 1 and 2 in
a form which is independent of whether κ depends on t
or not (see also Sec:screen). Moreover, in the two ex-
treme limits discussed above κ is independent of t, and
the only t-dependence in (q) comes from the electronic
contribution to the polarization.
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Figure 1: Intrinsic TITF polarizability Π0(q) in multiples of
Π0 (defined in the text), with t and q in eV and nm
−1, respec-
tively. The t = 0 case is the TI intrinsic polarizability which
is proportional to q, while tunneling reduces Π0(q) from its
value for TI surfaces.
IV. SCREENING AND POLARIZABILITY
The static TITF screening function has the form43:
(q) = 1 +
2pie2
κq
Π(q), (5)
where
Π(q) = − 2
S
∑
kλλ′
fkλ − fk′λ′
kλ − k′λ′
∣∣∣Ψ†kλ ·Ψk′λ′ ∣∣∣2 , (6)
in which k′ = k + q, fkλ is the electron distribution in
band λ, and S the area. Two contributions from Π(q) are
distinguished, termed intrinsic and extrinsic. To deter-
mine the intrinsic contribution, we assume εF ∈ [−t, t],
and, at T = 0, fk− = 1 and fk+ = 0. For extrinsic
TITF with positive doping, when T = 0, fk− = 1 and
fk+ = θ(kF −k), where θ(x) is the unit step function and
kF =
√
2pine. In general,
Π0(q) = Π0
(
t
2
+
A2q2 − 4t2
4Aq
tan−1
Aq
2t
)
, (7)
where Π0 = 1/(piA
2). In Fig. 1, Π0(q) is plotted as a
function of t and q in units of Π0. When t = 0 (no
tunneling) the intrinsic polarizability is linear in q, as
for an independent TI surface. However, when q = 0
the intrinsic polarizability vanishes because the interband
overlap is zero for k′ = k. Remarkably, when q → 0 for
t 6= 0, the intrinsic polarizability is quadratic in q, which
is drastically different from the zero tunneling case.
The extrinsic polarizability
Π(q) = D0
[
1 + f
(
q
kF
)
θ(q − 2kF )
]
, (8)
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Figure 2: Extrinsic TITF polarizability Π(z) = Π(q)/D0 as
a function of x = t/(AkF ) and z = q/kF . The extrinsic
polarizability is fixed at 1 when q 6 2kF , and a cusp is evident
at q = 2kF . Note the valley in the polarizability for q > 2kF .
in which D0 =
√
t2 +A2k2F /(piA
2) is the areal density of
states at the Fermi level and
f(z) = −
√
z2 − 4
2z
+
z2 − 4x2
4z
√
x2 + 1
sin−1
√
z2 − 4
z2 + 4x2
, (9)
where z = q/kF and x = t/AkF . In Fig. 2, Π(z) =
Π(q)/D0 is plotted as a function of x and z. Thanks
to the restoration of backscattering, a cusp exists at
q = 2kF for t 6= 0, yet, at sufficiently large q, the ex-
trinsic polarizability becomes approximately linear in q.
The interplay between strong spin-orbit characteristic of
individual TI surfaces and interlayer tunneling results in
a valley in the TITF polarizability. For example, set-
ting kF = t/A, when q lies in the neighborhood of 2kF ,
tunneling is dominant and the TITF polarizability de-
creases as 1 −√(q − 2kF )/4kF . Yet with q increasing,
the spin-orbit interaction is more pronounced, and even-
tually Π(q) begins to rise again.
In the following, we divide the extrinsic polarizability
into two parts:
Π−(q) =
2
S
∑
k
fk− + fk′−
k + k′
F interk,k′ , (10)
Π+(q) = − 2
S
∑
k
[
fk+ − fk′+
k − k′ F
intra
k,k′
+
fk+ + fk′+
k + k′
F interk,k′
]
,
(11)
where k =
√
t2 +A2k2. We define
F intrak,k′ =
1 + (sinαk sinαk′ + cosαk cosαk′ cos γ)
2
(12)
and
F interk,k′ =
1− (sinαk sinαk′ + cosαk cosαk′ cos γ)
2
(13)
4as the intraband and interband overlap factors, respec-
tively. Actually, the f− part Π−(q) is equivalent to the
intrinsic polarizability Π0(q) in which the intraband over-
lap is extinct. Π+(q) is the f+ part of the extrinsic po-
larizability,
Π+(z) =
Π+(q)
D0
=

1− x
2
√
x2 + 1
− z
2 − 4x2
4z
√
x2 + 1
tan−1
z
2x
z 6 2,
1−
√
z2 − 4
2z
− x
2
√
x2 + 1
+
z2 − 4x2
4z
√
x2 + 1
[
sin−1
√
z2 − 4
z2 + 4x2
− sin−1
√
z2
z2 + 4x2
]
z > 2.
(14)
In Fig. 3 we plot Π+(z) as a function of x ∈ [0, 4] and
z ∈ [0, 4]. As expected, there is also a cusp of Π+(z)
at z = 2. The physics underlying the 2kF cusp is ex-
plained as follows. Firstly, the cusp at z = 2 does not
involve the interband part in Eq. (11) which is denoted
as Πinter+ (q) below. For the innocence of Π
inter
+ (q), we plot
|Πinter+ (z)| = |Πinter+ (q)|/D0 for x ∈ [0, 4] and z ∈ [1, 3] in
Fig. 4, and in Fig. 4, we see that there is no cusp at z = 2.
Thus, the intraband part of Π+(q) is entirely responsible
for the cusp. From Eq. (11), the intraband part can be
expressed as
Πintra+ (q) = −
2
S
∑
k
fk+ − fk′+
k − k′ F
intra
k,k′ . (15)
From Eq. (15), the numerator fk+ − fk′+ indicates that
only the green area in the Fig. 5 contributes to the in-
traband polarizability. When q < 2kF , only a part of
the conductance electrons participate in the intraband
polarizability, and with q increasing, the number of the
involved electrons will also increase. But when q = 2kF ,
all conductance electrons are included, thus the effect of
the factor fk+−fk′+ is saturated. Moreover, from eq. (3)
the backscattering in TITF is not completely suppressed
in the intraband case if t 6= 0, so the intraband polariz-
ability should decline sharply when q > 2kF . These are
the reasons why there is a cusp in Π+(q), as well as in
Π(q), although the cusp is not obvious when t < 0.5AkF
(x < 0.5). Moreover, we see that Π+(q) in TITF will
approach zero in a smooth way when q →∞.
We wish to highlight the fact that, in Figs. 1 and 2,
we have plotted the polarization Π(q), which does not
depend on κ. It is therefore irrelevant in these figures
whether κ depends on d or not. If κ depends on d, this
will be reflected in additional d-dependence of (q). For
example, in determining Friedel oscillations below, spe-
cial care must be taken, as we endeavor to explain, to
isolate the thickness dependence of t from the the thick-
ness dependence of κ. However, the thickness dependence
of κ will not alter the shape of Figs. 1 and 2, which are
valid for any κ.
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Figure 3: Π+(z) in TITF. There is also a cusp at z = 2, and
Π+(z) will approach zero smoothly as q → 0.
V. FRIEDEL OSCILLATIONS
The static dielectric function is given by
(q) = 1 +
qTF
q
[
1 + f
(
q
kF
)
θ(q − 2kF )
]
, (16)
where qTF = 2e
2
√
t2 +A2k2F /κA
2 is the Thomas-Fermi
wavenumber. The dielectric function has a cusp at q =
2kF , and a simple form for q 6 2kF , i.e. (q 6 2kF ) = 1+
(qTF/q). The cusp affects screened Coulomb potentials
in real space by giving rise to Friedel oscillations. When
a point charge Ze is placed on one of the two coupled
topological surfaces, the leading oscillation term in its
screened potential at large in-plane distances r is
ϕ(r) ∼ − 4Zek
2
F t
2qTF
κ(A2k2F + t
2)(2kF + qTF)2
sin(2kF r)
(2kF r)2
. (17)
Independent TI surfaces correspond to the zero-
tunneling limit of TITFs and, as expected, the screening
and polarizability functions in TITFs reduce to the inde-
pendent TI case as t→ 0. The intrinsic TITF polarizabil-
ity is suppressed by tunneling everywhere: obviously the
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Figure 4: |Πinter+ (z)| in TITF. Since there is no cusp at z = 2
in Πinter+ (z), the interband part of the Π+(q) is not related to
the cusp at z = 2.
Figure 5: Contributing electrons (green area) for the intra-
band screening in (a) q < 2kF case; (b) q = 2kF case. When
q < 2kF , only a part of the conduction electrons participate,
and as q increases, this proportion also increases. But when
q = 2kF , the proportion saturates and there is no further
increase.
enhanced TITF energy denominator contributes to this
suppression. Moreover, the extrinsic polarizability has
a cusp at 2kF due to the tunneling-induced backscat-
tering. In contrast, for independent TI surface states,
since backscattering (q = 2kF ) is suppressed the TI po-
larizability has no cusp at 2kF . As for Friedel oscil-
lations, when t = 0 the term sin(2kF r)/(2kF r)
2 van-
ishes, and the term of next highest order in 1/(kF r)
yields the independent TI result that is proportional to
cos(2kF r)/(2kF r)
3, which has the same qualitative form
as monolayer graphene (MLG)44. Detecting Friedel oscil-
lations requires a regime in which κ is independent of d,
hence kF d 1 or kF d 1. For ne = 1014 cm−2 and d =
3 nm, kF d ≈ 10 1 and RPA is applicable if κ is bigger
than 3 (true in all known samples). In this parameter
range, one could monitor the change in the functional
form of the oscillations for progressively thinner films,
while measuring κ through e.g. optical experiments. Or
alternatively, by straining a film, one could change t with-
out changing κ. Thus t can be extracted experimentally
knowing the dependence of ϕ(r) on t given by Eq. (17).
Indeed, MLG shares many properties with TI surfaces
since the MLG and TI Hamiltonians are connected by
a unitary transformation. The TI spin is mapped onto
the sublattice pseudospin of MLGs. This results in sim-
ilar expressions for the screening function45–48, polariz-
ability, Friedel oscillations, and conductivity48. Bilayer
graphene (BLG) is described by a different model from
TITF: interlayer tunneling couples electrons of opposite
pseudospins, whereas in TITF it couples electrons of the
same spin. As a result, TITFs are gapped whereas BLG
is gapless. In contrast to TITF, Π0(q) in BLG is in-
dependent of q33, and Π(q) is not constant when the
wavenumber is smaller than 2kF . However, both BLG
and TITF have a cusp at 2kF in the extrinsic polariz-
ability as dΠ(z)/dz ∝ 1/√z2 − 4 → −∞ in the limit
z → 2+33 (similar to that of a 2D electron gas39). Sur-
prisingly therefore, Friedel oscillations in TITF have the
same r-dependence as BLG at large r.33 The similarity
indicates the screening function has a similar behavior in
the two cases in the neighborhood of the cusp.
VI. CONDUCTIVITY AND ITS DENSITY
DEPENDENCE
We now discuss electron transport in the metallic
regime, with εF τ/~  1, where τ is the momentum re-
laxation time. With Hˆ the total Hamiltonian, the density
operator ρˆ satisfies the quantum Liouville equation
dρˆ
dt
+
i
~
[Hˆ, ρˆ] = 0. (18)
TITFs have double degenerate conductance and valence
bands, however, in our case of positive doping, we only
choose the degenerate conductance eigenstates for our
bases to build a simplified two-band model in the study of
transport properties, because this model is adequate for
the low-temperature transport phenomenon which only
relies on the Fermi level. We project this equation onto
the conduction band states |k,Ψ(d)k,1〉 = |k〉|Ψ(d)k,1〉, where
d labels the degenerate bands. We consider impurities
randomly distributed throughout the film, whose poten-
tial does not couple the two layers, and are concerned
with the configurational average of the impurity poten-
tial. Though the potential of a single impurity may have
a layer-index dependence, it is evident by symmetry that
the configurational average is independent of layer index.
We are thus justified in using a single κ to describe impu-
rity scattering. The band Hamiltonian Hˆdd
′
kk′ , the config-
urationally averaged impurity potential |Udd′kk′ |2, and the
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Figure 6: Low-temperature TITF conductivity σ, in the unit
of σ0 (having linear density dependence), as a function of the
relative electron density n. At large n 1, all curves tend to
constants, yet when n 1, they are proportional to n1/2.
interaction with the external electrical field HˆE,dd
′
kk′ are
Hˆdd
′
kk′ = kδkk′δdd′ ,
|Udd′kk′ |2 =
ni|Ukk′ |2
V
F intrak,k′ δkk′δdd′ ,
HˆE,dd
′
kk′ = ieE ·
(
D
Dk
)
dd′
δkk′ ,
(19)
where |Ukk′ |2 = {2piZe/[κTI(|k− k′|)|k− k′|]}2, D/Dk
is the covariant derivative of k that will eventually reduce
to (∂/∂k)1 , since we only consider the leading contribu-
tion to the conductivity, ni and Z is the density and
charge number of the impurities, respectively. We as-
sume the temperature T = 0 for simplicity, thus electron-
phonon and electron-electron scattering can be neglected.
The dominant scattering mechanism is expected to be
due to ionized impurities, since typical surface roughness
fluctuations average 1 − 2 A˚ whereas the centroid of the
wave function is ≈ 1 nm inside the material, and is more
sensitive to ionized impurities residing inside the material
than to roughness.
We focus on linear electrical response in the first Born
approximation, and the kinetic equation is49
dfk
dt
+
i
~
[Hk, fk] + Jˆ(fk) =
eE
~
·
[
D
Dk
, fk
]
, (20)
where the scattering term is
Jˆ(fk) =
nik
4piA2~
∫ 2pi
0
|Ukk′ |2(fk − fk′)dθk′
×(1 + sin2 αk + cos2 αk cos γ).
(21)
The scattering term shows that backscattering is allowed,
although only in small proportions. From eq. (21), the
amount of backscattering is proportional to (t/AkF )
2,
and for a realistic sample, t = 30meV and kF = 10
8cm−1,
we have (t/AkF )
2 ≈ 6 × 10−5. In the linear response of
the electrical field, fk in the right side of eq. (20) becomes
f0k1 , where f0k is the Fermi-Dirac distribution f0(k) at
zero temperature. We simplify fk into a diagonal matrix
fdk1 in the scattering term, which is the dominant part of
the density matrix deviation due to the applied electrical
field, and since we are considering the steady case, the
time-derivative term in eq. (20) is zero. The leading term
of the longitudinal conductivity
σ = e2AkF τ/(8pi~2) = σ0D(n), (22)
where τ = 2~AkFD(n)/(Z2e4pini) is the momentum re-
laxation time, σ0 = A
2ne/(2pi~niZ2e2), the relative elec-
tron density n = ne/n0, and
D(n) = κ2
{
pi
2
(
α− 6α2TF
)
+ 6αTF − αTF
α2TF − 1
(α− 1) + αTF sec
−1 αTF
(α2TF − 1)3/2
[
6α4TF − (9 + α)α2TF + 2α+ 2
]}−1
, (23)
in which
αTF =
qTF
2kF
=
e2
κA
√
1 +
1
n
, (24)
and α = 1 + 2/n. Mathematically, when αTF < 1,
sec−1 αTF
(α2TF − 1)3/2
→ −cosh
−1(1/αTF)
(1− α2TF)3/2
, (25)
hence the result is valid for all αTF > 0. In Fig. 6, σ/σ0
is shown as a function of n for three trial values κ =
10, 30, 50. When ne  n0 (i.e. n  1), the con-
ductivity σ is linear in ne, though when ne  n0 (i.e.
n  1), D(n) ∼ κ2√n/[6a − (2/a)] where a = e2/(κA),
so the conductivity is proportional to n
3/2
e . The density
dependence of σ for ne  n0 is the same as indepen-
dent TI surfaces43, since at large kF spin-orbit interac-
tion dominates over tunneling. We expect a similar non-
equilibrium renormalization of σ as in BLG50. At low
densities, of the order of n0, the behavior of TITF di-
verges drastically from that of independent TI surfaces.
Caution must be exercised, however, when extrapolat-
ing transport results to the low-density regime, since at
low enough densities the sample enters the disordered
regime, where transport is diffusive51. The results are
7valid as long as εF τ/~ 1.
VII. SUMMARY
In summary, we have calculated the dielectric function
of TITF in the RPA and shown that, unlike TI surfaces,
it has a cusp at 2kF . The intrinsic polarizability is sup-
pressed by the interlayer tunneling, while the extrinsic
polarizability has a valley at q > 2kF . Friedel oscilla-
tions take the form sin(2kF r)/(2kF r)
2, compared with
cos(2kF r)/(2kF r)
3 in independent TI surfaces, and, in
the first Born approximation, the longitudinal conduc-
tivity is proportional to ne at high densities (ne  n0),
while n
3/2
e at low densities (ne  n0). The screening
function also governs the form of the RKKY interac-
tion, where similar behavior is expected. These find-
ings will help experiment to identify signatures of surface
transport, and pave the way for the study of interaction-
induced instabilities.
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