This paper considers an uplink massive MIMO system, in which the base station (BS) is equipped with a very large antenna array to serve multiple users simultaneously in the presence of out-ofcell interferers. Multi-cell minimum mean-square-error (M-MMSE) detection is used to mitigate co-channel interference (CCI) and multipath fading effects. However, this receiver processing brings high computational complexity to bear in a real-time massive MIMO scenario. To overcome this higher complexity, novel two-layer linear receiver processing schemes are proposed in this work, which can achieve a good tradeoff between performance and complexity. The proposed architecture consists of two layers: 1) splitting the antenna array into a number of subsets, and performing M-MMSE processing at the subset level; 2) combining the resulting subset outputs using either MRC or M-MMSE detectors. Taking into account both small-and large-scale fading, we investigate the system performance and the computational complexity of the proposed receivers. To further characterize the advantages of the proposed schemes, they are compared with conventional detectors. Numerical simulations show that the proposed schemes approach the performance of conventional M-MMSE processing, albeit with significantly reduced complexity. We also derived tight expressions for intra-cell and inter-cell residual interference powers at the output of the first processing layer. An important observation is that the inter-cell interference dominates the total interference, especially when shadowing is strong or the subset size is comparable to the total number of users. However, performing M-MMSE at the second processing layer provides significant gains in this context. INDEX TERMS Massive MIMO system, multi-cell MMSE, two-layer receiver processing, SINR.
I. INTRODUCTION
Over the last few years, the demand for wireless data traffic and the number of connected devices have grown exponentially. In order to meet this demand, new technologies are required to improve spectral efficiency. Massive multipleinput multiple-output (MIMO) is one of the promising key enablers for next generation cellular systems [1] . The idea of massive MIMO is to deploy an extensive number of antennas at the BS to serve multiple users simultaneously, as well as provide a high degree of diversity gain. Massive MIMO provides a remarkable increase in data rate, degrees of The associate editor coordinating the review of this manuscript and approving it for publication was Faisal Tariq . freedom, and communication reliability compared to contemporary cellular systems [2] - [4] . Moreover, massive MIMO systems have the potential to overcome practical challenges, including high power consumption, BS receiver signal processing complexity, and inter-cell interference in a multi-cell environment [3] .
Massive MIMO systems have been studied from different perspectives, including receiver-side array processing and system performance in both downlink and uplink scenarios [5] - [7] . When the number of receive antennas grows to infinity, the propagation vectors between the users and the BS array become nearly orthogonal owing to the law of large numbers [3] . Consequently, the effect of additive noise and intra-cell interference vanishes with simple VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ linear precoding/detection, and the only performance limitation is pilot contamination and hardware impairments, including distortion noise and non-ideal oscillators [1] , [8] .
Many works such as [9] have only investigated a single-cell scenario, where the effects of inter-cell interference have been neglected. On the other hand, the performance of MU-MIMO systems in interference-limited multi-cellular networks has been studied [10] , [11] . It has been shown that the capacity of MU-MIMO systems can be dramatically reduced due to inter-cell interference. Therefore, it is well understood that inter-cell interference, which causes pilot contamination [1] , represents an important impairment in massive MIMO multicell environments.
There are several interference mitigation techniques for multi-cell, multi-user MIMO systems, such as maximumlikelihood (ML) multiuser detection [12] , as well as cooperative and coordinated MIMO [13] . However, these techniques imply significant implementation complexity when dealing with higher dimensional systems and/or higher order modulations. It is worthwhile to mention the developments in [14] - [16] , in which low-complexity massive MIMO techniques are proposed. In particular, [15] showed that low-complexity equalization with low-resolution analog-todigital converters (ADCs) can reduce implementation complexity at the receive side and avoid matrix inversions, but might lead to performance degradation.
Linear detectors are attractive in terms of their computational complexity compared to some non-linear detectors. Indeed, their complexity is independent of the constellation size and grows only with the system dimensions. Therefore, while linear receivers like conventional ZF or MMSE provide a reduction of the intra-cell interference at the cost of a large number of BS antennas, it was shown in [17] that at high SNRs, inter-cell interference does not vanish when fixing the ratio between the number of BS antennas and the number of users. Since ZF and MMSE normally require a matrix inversion operation, their computational complexity scales in proportion with the third power of the size of the desired active user population.
In this work, we consider the MMSE receiver according to two formulations. Firstly, the conventional singlecell MMSE (S-MMSE) receiver relies on channel estimates for only intra-cell users to jointly detect the desired signals and ignores or treats the inter-cell interference as uncorrelated noise in computing the weight vectors [6] , [18] , [19] . On the other hand, the multi-cell MMSE (M-MMSE) receiver exploits all channel realizations of the users in all cells [5] , [20] . It is shown in [5] that in multi-cell scenarios, the inter-cell channels can be estimated without any additional pilot overhead. It is shown that the M-MMSE scheme leads to a significant performance improvement over conventional S-MMSE scheme. Moreover, the authors in [20] showed that with M-MMSE processing, the capacity increases without bound as the number of antennas increases, even under pilot contamination. However, in a massive MIMO context, M-MMSE detection implies a prohibitive computational complexity since a matrix of very large dimensions needs to be inverted. Furthermore, a large number of channel estimates are required, thus creating additional overhead. Alternatively, the covariance matrix can be estimated across the entire array, thus eliminating the need for out-of-cell channel estimates, but calling for an L × L matrix inversion.
Inspired by the above discussion, in this paper, we investigate the performance of interference-limited massive MIMO systems with linear detectors. Our goal is to find an appealing trade-off point between system performance and computational complexity. The specific contributions of this paper are as follows: 1 • We propose low-complexity detectors based on a twolayer linear receiver structure, which is computationally simpler than an M-MMSE detector and that scales better than an S-MMSE detector. This proposed technique leverages M-MMSE reception within array subsets at the first layer, followed by MRC or M-MMSE processing at the second layer.
• We derive analytical expressions for the residual interference power at the output of first-layer M-MMSE processing, including intra-cell and inter-cell interference. For a practical scenario, we consider the small-scale fading as well as the large-scale losses, including path loss and shadow fading when establishing a massive MIMO channel model. Specifically, we study the effects of the shadowing and the number of antenna elements in each subset on the residual interference powers.
• We investigate the performance of massive MIMO twolayer receive processing in the presence of interference from other cells and compare the obtained performance with that of other conventional detectors. We also demonstrate that the computational complexity of the proposed two-layer processing schemes is significantly lower than that of the M-MMSE receiver. The remainder of this paper is organized as follows. Section II presents the system model. S-MMSE and M-MMSE receivers are presented in the same section. In Section III, the proposed receivers are described and discussed. Section IV provides a derivation of the interference power expressions. Thereafter, a complexity comparison and numerical results are discussed in Section V and VI, respectively. Finally, a conclusion is drawn in Section VII.
II. MASSIVE MIMO SYSTEM MODEL
Consider a massive MIMO system where the BS is equipped with an antenna array of L antennas and is servicing a population of M single-antenna users with the same bandwidth. Assume that the number of antennas L is at least an order of 1 The work presented here extends our conference paper [21] . The main novel elements over [21] are: i) tight expressions for intra-cell and inter-cell residual interference powers at the output of the first processing layer; ii) the effects of shadowing and subset size on the residual interference powers; and iii) a numerical trade-off analysis between performance and complexity while considering practical scenarios that account for random user locations. magnitude greater than M . The receiver operates in the presence of additive white Gaussian noise (AWGN) and I unequal power CCI sources, which presumably originate from outside the cell of interest (COI). The L × 1 received signal vector at the BS is given by
where √ P 0 s ∈ C M ×1 and √ P I s ∈ C I ×1 are the transmitted signals from the M desired users and the I interferers, respectively. The average powers transmitted by each desired and interfering user are P 0 and P I , respectively. The matrices H = [h 1 , · · · , h M ] ∈ C L×M and H = [h 1 , · · · , h I ] ∈ C L×I are the uplink channel matrices from the desired and interfering users, respectively. Then, n ∈ C L×1 is the AWGN vector, distributed as n ∼ CN (0, σ 2 n I L ) where I L refers to the L × L identity matrix. The flat-fading channel matrix models both independent small-and large-scale fading, and is given by
where each element in U ∈ C L×M , i.e. u lm [U] lm , represents the fast Rayleigh-fading coefficient between the l-th receive antenna and the m-th user, and the diagonal matrix D = diag{[β 1 · · · β M ]} ∈ R M ×M describes the path-loss attenuation and shadow fading. As shown in [3] , recent channel measurements of large-scale antenna systems have proved that the propagation model in (2) is a good approximation of reality. Similarly, the channel matrix of the I interferers is modeled as
where U is the L × I matrix of small-scale fading from the I interferers, i.e., u li [U ] li , and D is a I ×I diagonal matrix which models the path-loss attenuation and shadow fading of the I out-of-cell interfering signals, i.e. β i [D ] ii . Provided that the interelement spacings at the BS are sufficiently large, the fading processes can be assumed uncorrelated across the array. The elements in U and U are assumed independent and identically distributed (i.i.d) circularly symmetric complex Gaussian variables, i.e., u lm ∼ CN (0, 1) and u li ∼ CN (0, 1). Typically, the distance between the corresponding user and BS is significantly larger than the distance between the BS antennas. For this reason, the standard assumption is that the large-scale fading coefficients do not depend on the antenna index l of a given BS, and stay constant over many coherence intervals [10] . In particular, the large-scale fading from the desired users and the out-of-cell interferers is modelled via:
where ν is the path loss exponent, r 0 is the close-in reference distance, r k stands for the distance from the k-th user to the BS, and η k is the shadowing coefficient that is log-normally distributed with standard deviation σ , i.e., η k ∼ LogNormal(0, σ 2 sh ). Assuming that perfect CSI for all desired users is available at the BS receiver, the desired signal can be extracted and the effect of interference mitigated by computing an appropriate set of combining coefficients or weights. Let W be an M × L linear detection matrix; the received signal is then processed by premultiplying it by W as follows:
where z ∈ C M ×1 is the estimation of the desired signal vector s. We note that the m-th row of W, denoted w m , is the weight-combining vector for the m-th user. Hence, each stream is decoded independently, and the m-th element of z is given by
From the above, the SINR of the uplink transmission from the m-th user to its BS is given by
In the following, we first describe two related detection techniques based on MMSE processing [5] , [6] , [19] for comparison with our proposed schemes. In order to achieve a more desirable complexity / performance trade-off, a twolayer receiver architecture is proposed in the next section.
A. S-MMSE RECEIVER
The conventional S-MMSE receiver is examined based on the so-called MIMO formulation which relies only on channel estimates for intracell users to jointly detect the desired signals and ignores or treats the inter-cell interference as uncorrelated noise in computing the weight vectors [5] , [6] . The S-MMSE receiver is represented as
where R i ∈ C L×L is the covariance matrix of the inter-cell interference and equals
The S-MMSE receiver in (8) involves inversion of the L × L matrix, but the dimension can be substantially reduced by applying the matrix inversion lemma [22, Ch.4.11] . Then, we obtain the alternative form of W S-MMSE as follows:
Note that, in accordance with this notation, the complexity is cubic in M . This complexity is rather modest in conventional MIMO systems, but it becomes computationally prohibitive in large-scale multi-user MIMO systems [3] .
B. M-MMSE RECEIVER
The M-MMSE receiver provides remarkable improvement in performance in the presence of CCI. The vector corresponding to the optimal receive weights for user m is derived as [5] , [18] w M-MMSE,m = P 0 HH H
where R x E{xx H } represents the covariance matrix of the received signals at the different antenna elements, which can be estimated across the entire array. Although this formulation does not require estimation of the channels of out-of-cell interferers, an L-dimensional matrix needs to be inverted, which becomes problematic particularly with very large arrays.
III. PROPOSED TWO-LAYER RECEIVER PROCESSING SCHEME
Given large-scale arrays of manageable sizes in practice, the above discussion highlights the need to develop algorithms that are computationally simpler than the M-MMSE receiver and that perform better than the S-MMSE receiver against CCI. Thus, to take advantage of the interference mitigation capability of M-MMSE while maintaining moderate complexity, we have proposed a modification in the reception scheme at the BS based on the concept of two-layer signal processing [21] .
As shown in Fig.1 , the proposed two-layer uplink processing scheme reception consists of two stages: 1) dividing the large-scale array into a number of subsets of antennas, where each subset is of a given size N , and applying M-MMSE detection at the subset level; 2) combining the K resulting outputs using either MRC or M-MMSE detectors. With this architecture, all antennas in the array are equipped with an RF front-end and first-layer processing in each group is performed in the digital domain. For simplicity, we denote it as M-MMSE/MRC or M-MMSE/M-MMSE according to the processing at the second layer, and the antenna array subdivision is represented as L = K × N . It is noted that the subindex k is used to indicate the corresponding subset, i.e., k ∈ [1 · · · K ]. In the following, we describe in detail the basic detection schemes.
A. FIRST LAYER PROCESSING
The first-layer subset processors implement M-MMSE reception in order to mitigate interference. Thus, the output signals for all users are computed as
where y k = [y 1k , y 2k , . . . , y Mk ] T , x k ∈ C N ×1 , and W k ∈ C M ×N are the portions of the received signal vector x and the weight combining matrix corresponding to the k-th subset, respectively. In the following, R x k denotes the covariance matrix of x k , given by 
The m-th column of H k , denoted by h mk , represents the channel coefficient vector for user m on subset k. As can be seen from (11) and (13), the output of the first-layer processor for a given user m can be written as
where the first term in (14), denoted by y d,mk , is the desired portion in the output of the first layer processor, while the remaining terms, denoted by y I +N ,mk , represent the aggregate contribution of interference and noise.
B. SECOND LAYER PROCESSING
The second layer processor implements either MRC or M-MMSE detection, depending on the choice of the subset size N compared to the number of all users. We clearly distinguish three cases: 1) Case 1: N ≤ M , i.e., the subset size is smaller than the number of desired signals. In this case, since more signals are taken into account when computing the M-MMSE weights, no degrees of freedom remain at the subset level to combat interference and multipath fading, and the system performance is interference-limited. It follows that there remains a certain amount of residual interference in the output of the first layer. Furthermore, this interference is dominated by the intra-cell interferers since their power is of the same order as the desired signal.
2) Case 2: M ≤ N ≤ M + I , i.e., the subset size is greater than the number of desired signals and smaller than the total number of signals. In this case, the interference power of the users in the same cell is considerably reduced, even though there is still residual interference coming from other cells which is implicitly weaker. Hence, from this perspective, the performance is improved compared to the first case.
3) Case 3: M + I ≤ N , i.e., the subset size is greater than all desired and interfering signals. In this case, more degrees of freedom are offered and the residual interference in the output of the first layer processors is significantly reduced. Therefore, MRC at the second layer becomes very efficient since it can achieve quasi-optimal performance. We propose herein to combine the K resulting outputs using MRC.
For the first and second cases where the performance of the receiver is limited by the effect of interference, it will be more efficient to apply the M-MMSE detector at the second layer as it allows for more efficient intra-and inter-cell interference suppression.
In order to apply either MRC or M-MMSE detectors at the second layer, we should find the expressions of the weighting matrix according to the result of first-layer processing. We denote the optimal weight vector for user m by v m . The input signal to the second layer is expressed as
where y mk is given by (14) . Therefore, the final combined output at the second layer for user m is computed as
For the MRC detector at the second layer, the final output vector for user m may be expressed as
where v mk is the optimal combining weight for user m on subset k. Hence, the combined SINR for user m is
where R I +N ,k is the interference-plus-noise covariance matrix for the desired signal, which can be expressed using (12) as follows:
We denote the expression h H mk R −1 x k h mk by ρ mk . Substituting (20) in (19), we obtain
In order to maximize the output SINR, taking the conjugate derivative of (21) with respect to the weight vector v mk , we obtain
with equality achieved when v * mk = α √ ρ mk , for α = 0. Therefore, the optimal weight for MRC is
For the M-MMSE detector at the second layer, the optimal weight vector for user m is
where R y m E[y m y H m ] is the K × K covariance matrix of the resulting signal of first-layer processing. Noting that R x n x p E{x n x H p }, for n, p = 1, · · · K , the matrix R y m is computed as (25), as shown at the bottom of this page. Moreover, by using (13) and (14), the channel vector d m for user m is expressed as
Therefore, it follows that the final output of the two-layer processor for M desired users is given by
IV. CHARACTERIZATION OF INTERFERENCE
In this section, we characterize the interference components by isolating the intra-cell and inter-cell interference. After processing the received signal at the first layer using the linear M-MMSE receiver w mk given in (13) , the SINR for user m on subset k is then given by
where P signal (w mk ), P intra (w mk ), P inter (w mk ) and P noise (w mk ) denote the signal power, intra-cell interference power, intercell interference power and noise power, respectively, with respect to the M-MMSE receiver. From (7), it follows that
We focus herein on the interference-limited regime, and we ignore for simplicity the effect of noise. Next, we evaluate the residual interference power at the output of first-layer M-MMSE processing, including intra-cell and inter-cell interference. Proposition 1: The intra-cell interference power at the output of first layer processing for user m converges to
almost surely as N → ∞ where ϕ m , θ n , δ n are given by
and λ i , λ i ,λ i are respectively the eigenvalues of H k H H k ,
Notice that the function Cond F (.) constructs the Frobenius-norm condition number of a matrix.
Proof: See Appendix A.
Proposition 2:
The inter-cell interference power at the output of first-layer processing for user m converges to
almost surely as N → ∞ where θ i , δ i are given by
andλ i is the eigenvalue of R i for all 1 ≤ i ≤ N , and R i is defined as R i = R I +N ,k − P I h ik h H ik . We recall that ϕ m , λ i , λ i , λ i are defined in Proposition 1.
Proof: see Appendix B.
V. COMPLEXITY ANALYSIS
The computational complexity in terms of the number of complex arithmetic operations (multiplications and additions), required by the calculation of all receive weights is analyzed in this section. Table 1 compares the complexity of the conventional receivers and the proposed techniques based on two-layer processing. From (9), (10), (13) and (28), the computation of all receivers is dominated by the matrix inversion operation. Assuming that M L = K × N , we can conclude from Table 1 size N is smaller than all users, i.e. N < M +I , we propose to implement M-MMSE detection at the second layer processor which requires additional complexity of O(MK 3 ). Therefore, the complexity is significantly reduced for the proposed receivers, especially when the subset size N is small.
VI. NUMERICAL RESULTS
In this section, numerical results are provided to compare the proposed schemes with the classic S-MMSE and M-MMSE receivers. Likewise, we investigate system performance in terms of bit error rate (BER) using Monte Carlo simulations. We analyze the effect of residual power interference at the output of first-layer processing. All the results are obtained for 4-quadrature amplitude modulation (4-QAM). It is noted that the proposed schemes can be applied to M-QAM constellations of any size. We consider a massive MIMO cellular network with 3 hexagonal cells which have a relatively small radius of R = 500 m. It is assumed that the number of interferer signals is twice the number of desired signals, i.e. I = 2M . All users are located randomly and distributed uniformly inside each cell, while considering a distance between a user and its serving BS of r 0 = 100 m. In addition, the pathloss attenuation exponent is assumed to be 3.8 and we choose two different values of the shadowing standard deviation σ sh = 0 dB and σ sh = 8 dB. The uplink transmission power allowed for each user is selected to be P 0 = P I = 10 dB. The simulation parameters are summarized in Table 2 .
The effect of interference from other cells can be considered as an inter-cell interference factor, denoted byβ i . For a practical scenario, we compute the inter-cell interference factorβ i as E{β i /β m } for m ∈ [1, M ] and i ∈ [1, I ], and where β m and β i models the large-scale fading from user m and user i, respectively. By simulation, different realizations of large-scale fading are chosen and we obtain various values ofβ i between 0.001 and 0.1. For convenience, we then denote the average power received from the desired signal set by P 0βm = P 0 1 M M m=1 β m , and the average power received from interfering users by P Iβi .
In Fig. 2 , we plot the BER performance of S-MMSE and M-MMSE receivers with L = 48, M = 5 and I = 10. The average power received from the interferers, P Iβi , varies between 0.01 (20 dB below desired signals) and 1 (0 dB). The average power received from the desired signals, P 0βm , is selected to be 10 (10 dB). The ideal case (without the presence of interferers, I = 0) is shown as a reference. We observe clearly that M-MMSE performs better than S-MMSE in the presence of interference. Compared to the ideal performance curve, M-MMSE reception brings a significant reduction of intra-cell and inter-cell interference, even with the highest interference power (P Iβi = 1) at the cost of a higher complexity of O(48 3 ).
The performance of the S-MMSE receiver degrades severely as interference power increases. It is obvious that the BER performance saturates to a non-zero error floor due to stronger inter-cell interference. We observe that to reach a BER performance level of P e = 10 −3 , the intercell interference factorβ i should be below 0.005 at an SNR of 12.5 dB. We further observe that the S-MMSE receiver can achieve near-optimal performance in the case of weak out-ofcell interfering signals. It can be seen that forβ i = 0.001, the performance penalty is 1 dB at a BER of 10 −3 compared to the ideal case. In this context, S-MMSE reception is sufficient to maintain good performance. Fig. 3 shows the performance comparison of the conventional receivers S-MMSE and M-MMSE with the proposed M-MMSE/MRC and M-MMSE/M-MMSE schemes in the same scenario as Fig. 2 and when the out-of-cell received power is 3 dB (P Iβi = 0.5 ) lower than that of in cell users. We consider herein three instances of two-layer schemes based on a subset size of N = 8, N = 12 and N = 16. Performing M-MMSE at the first processing layer allows explicit interference nulling to take interference into account, and thus the effect of out-of-cell interferers can be significantly reduced, especially when the subset size is greater than all users. For example, when N = 16, there is a 3 dB performance penalty at a BER of 10 −3 as compared to the conventional M-MMSE receiver, while the computational complexity is reduced by a factor of 3 3 /3 = 9. At the same performance level, the E b /N 0 loss grows to 5 dB when the 48-antenna array is divided into 4 subsets of 12, and with a much better complexity reduction factor of 4 3 /4 = 16. On the other hand, the degrees of freedom are insufficient to combat interference for the cases where N = 12 and N = 8, but the corresponding M-MMSE/MRC performance can be enhanced by applying M-MMSE at the second processing layer. As SNR increases, the performance gain of the M-MMSE/M-MMSE receiver compared with the M-MMSE/MRC receiver becomes larger, since it benefits more from the interference mitigation capability of M-MMSE at the second processing layer, especially where N = 8.
To further verify the interference mitigation capability of M-MMSE detection at the first processing layer, the interference power for different subset sizes N is shown in Fig. 4 for the same system parameters as in Fig. 3 for an E b /N 0 = 15 dB. The analytical (approximation) curves are computed using Proposition 1 and Proposition 2 and the cohesion between the analytical results and Monte Carlo simulations validates the approximation. Furthermore, as can be seen, the trace approximation becomes tighter as N increases. For the cases where the number of antenna elements in each subset is smaller than the number of all users, especially when N = {4, 6, 8}, the system is interference-limited and the two different kinds of interference have a power level higher than 10 dBm. This is due to the fact that the degrees of freedom are insufficient to combat the strong effect of interference. We observe then that the inter-cell interference is dominant, with a 3 dB gap above the intra-cell interference. The gap grows with the subset size. When N is greater than the total number of all signals, first-layer M-MMSE processing allows for a significant reduction of interference.
Figs. 5 and 6 illustrate the effect of shadowing on the residual interference powers at the output of first-layer M-MMSE processing. Indeed, we consider two different cases of shadowing where σ sh = 0 dB and σ sh = 8 dB. Moreover, we choose a different scenario with a number of desired signals M = 10 in the presence of I = 20 out-of-cell interferer signals, while increasing the array size to L = 96 with a fixed value of E b /N 0 = 15 dB. The CDF curves of inter-and intra-cell interference are shown for N = {12, 24, 32}. In the absence of shadowing, Fig. 5 clearly shows that there is little difference between intercell and intra-cell interference. This means that M-MMSE processing at the first layer provides substantial suppression of both inter-cell and intra-cell interference. As an example, for N = 24 < M + I , we observe that the power of interference at level 50% of the CDF is about −31.5 dB.
Comparing Figs. 5 and 6, it is worth noting that the power level is amplified in the strong shadowing regime, especially for small subset size. We can see that for N = 12, the intra-and inter-cell interference powers increase to −18 dB and −15 dB, respectively (at a level of 50% of CDF). It is also apparent that the gap between the two interference classes becomes more significant as the shadowing standard deviation σ sh is increased, and as one increases the subset size with respect to the total number of users. This leads to the predominance of inter-cell residual interference over intra-cell residual interference, since the signals coming from other cells impinge with a strong power. Hence, it will be more efficient to apply M-MMSE detection at the second layer in this case, as will be shown subsequently. Fig. 7 shows the trade-off between BER performance and computational complexity for all receive techniques where the number of BS antennas is varied between 20 and 200. Here, the number of desired signals is M = 10, while considering that the average power received from I = 20 interfering users is P Iβi = 0.3. We can see that M-MMSE detection achieves the optimal performance but with a prohibitive computational complexity that grows with high system dimensions. On the other hand, S-MMSE has a lower computational cost but there is a noticeable performance degradation. An error floor is present, even for larger array sizes. For comparison, we also depict several instances of our proposed schemes based on various subset sizes, N = {10, 16, 24, 32}. It is clear that for N = 32 > M + I , the M-MMSE/MRC proposed processing achieves a performance comparable to that of the M-MMSE receiver, in addition to being less complex. Where M < N = {16, 24} < M + I , the M-MMSE/MRC architecture provides a significant performance improvement compared with the S-MMSE receiver. In addition, the system performance can be further enhanced by performing M-MMSE at the second processing layer thanks to its capability to reduce the residual interference, even for the worst case where N = 10 (N = M ). Also, the effect of interference decreases when L grows large. Moreover, the computational complexity of our proposed architectures is far less than that of the M-MMSE receiver, especially when the subset size N is small. Therefore, the subset size N is a key parameter in achieving a desired performance / complexity trade-off.
VII. CONCLUSION
In this paper, we investigated and compared the performance of massive MIMO systems employing large antenna arrays. The problem addressed was the uplink detection of a set of desired users in the presence of unequal-power interferers. Low-complexity detectors based on a two-layer linear receiver structure were proposed and compared with S-MMSE and M-MMSE conventional receivers. Numerical results have shown that the proposed processing schemes outperform the S-MMSE receiver, and approach the performance of the M-MMSE receiver with a substantial reduction of computational complexity. We have proved that the proposed schemes achieve a good trade-off between performance and complexity. We have also analyzed the power of the residual interference at the output of the first processing layer which implements the M-MMSE receiver. Based on the trace Lemma, we have derived tight approximations for the intra-cell and inter-cell interference powers. The analysis considered small and large-scale fading for all desired and interfering users. It was concluded that it is the inter-cell residual interference that accounts for the dominant interference, especially in the strong shadowing regime or where the number of CCI signals exceeds the subset size (N ). In this context, performing M-MMSE at the second processing layer provides a significant performance improvement at the cost of an additional complexity of O(MK 3 ). We concluded that the subset size N is a key parameter in achieving a desired performance / complexity trade-off.
APPENDIXES APPENDIX A INTRA-CELL INTERFERENCE POWER
In this appendix, we provide the derivation of (34). To begin with, we recall a useful lemma from the literature [6] , [23] that plays a key role in deriving the interference power expressions.
Lemma 1 ( [6, Lem. 4 .ii], [23, Thm. 3.4] ): Given that Z is a deterministic N × N matrix with uniformly bounded spectral radius for all N , let h = 1 √ N [h 1 h 2 · · · h N ] T where h i 's are i.i.d complex random variables with zero mean, unit variance, and finite eighth moment, we have
almost surely as N → ∞. From (31), the intra-cell interference power is given by
Substituting w mk from (13) in (42), and with some manipulations we obtain
where the above expression is derived using the matrix inversion lemma as 
where, in step (c) the equality is obtained by the fact that for any N dimensional random matrix A with random eigenvalues λ A,1 , · · · λ A, N , trace A 2 = (trace {A}) 2 − 2 i<j λ A,i λ A,j . Therefore, substituting (57), (59), (48), (56) into (46), the proof is concluded.
APPENDIX B INTER-CELL INTERFERENCE POWER
Using (13) in (32), we have 
The remaining part of the proof follows straightforwardly in a similar manner as in Appendix A and is hence omitted.
