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ABSTRACT
We explore two widely used empirical models for the galaxy-halo connection, sub-
halo abundance matching (SHAM) and the halo occupation distribution (HOD) and
compare their predictions with the state-of-the-art hydrodynamical simulation Illus-
trisTNG (TNG) for a range of statistics that quantify the galaxy distribution at
ngal ≈ 1.3 × 10−3 [Mpc/h]−3. We observe that in their most straightforward imple-
mentations, both models fail to reproduce the two-point clustering measured in TNG.
We find that SHAM models constructed using the relaxation velocity, Vrelax, and the
peak velocity, Vpeak, perform best, and match the clustering reasonably well, although
neither model captures adequately the one-halo clustering. Splitting the total sample
into sub-populations, we discover that SHAM overpredicts the clustering of high-mass,
blue, star-forming, and late-forming galaxies and uderpredicts that of low-mass, red,
quiescent, and early-forming galaxies. We also study various baryonic effects, finding
that subhalos in the dark-mater-only simulation have consistently higher values of
their SHAM-proxy properties than their full-physics counterparts. We then consider a
two-dimensional implementation of the HOD model augmented with a secondary pa-
rameter (environment, velocity anisotropy, σ2Rhalfmass, and total potential) and tuned
so as to match the two-point clustering of the IllustrisTNG galaxies on large scales.
We analyze these galaxy populations adopting alternative statistical tools such as
galaxy-galaxy lensing, void-galaxy cross-correlations and cumulants of the smoothed
density field, finding that the hydrodynamical galaxy distribution disfavors σ2Rhalfmass
and the total potential as secondary parameters, while the environment and veloc-
ity anisotropy samples are consistent with full-physics across all statistical probes
examined. Our results demonstrate the power of examining multiple statistics that
characterize the galaxy field, which enables us to determine a hierarchy in the efficacy
of secondary parameters for augmenting the galaxy-halo connection.
Key words: cosmology: large-scale structure of Universe – galaxies: haloes – methods:
numerical – cosmology: theory
1 INTRODUCTION
The study of galaxy clustering provides a wonderful oppor-
tunity to learn about galaxy formation and evolution as well
as the fundamental laws governing our cosmological model.
Small-scale clustering offers information regarding the re-
lationship between galaxies and their dark matter (DM)
halo hosts and also stellar population properties, whereas
large-scale clustering of galaxies yields insight into many of
the unresolved mysteries of our Universe such as the na-
ture of dark matter and dark energy and its cosmological
makeup and early history (Peebles 1980). Computing corre-
lation function statistics of different physical quantities at
? E-mail: boryana.hadzhiyska@cfa.harvard.edu
different scales allows for the breaking of multiple degen-
eracies among astrophysical parameters and thus can yield
tighter constraints on those and, eventually, the cosmologi-
cal parameters themselves.
Extracting information from galaxy clustering, however,
relies on the accuracy of predictions from galaxy formation
models and our cosmological theories. On small scales, this
task is challenging because one enters the non-linear regime,
where analytical solutions are not available, and stochastic
processes such as mergers, tidal stripping, star formation,
and non-linear gravitational collapse take place. These pro-
cesses are best mimicked and studied in numerical simula-
tions of which there are two types (see Kuhlen et al. 2012,
for a review). The first kind implements jointly the evolution
of the DM and baryon fluid together with recipes for unre-
solved astrophysical processes such as feedback from super-
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novae and star formation. These so-called hydrodynamical
simulations yield a direct prediction for the distribution and
properties of galaxies, but the computational expense for
simulating sufficiently large volumes (i.e. at volumes com-
parable to future galaxy redshift surveys) at an adequate
resolution is great (Vogelsberger et al. 2014; Schaye et al.
2015; Lee et al. 2020; Vogelsberger et al. 2020). The current
box size of these simulations is on the order of only a few
hundred Mpc/h.
On the other hand, simulating gravitation-only interac-
tions is much more inexpensive from a numerical resource
point of view. To correctly mimic the statistics and system-
atics of observational surveys, it is necessary to model galaxy
clustering in simulations with volumes on the order of 1
Gpc3/h3 (Angulo et al. 2008), which are eminently feasi-
ble in these DM-only or N-body simulations. The downside
is that one needs to resort to“painting”galaxies a posteriori,
after the simulation has been completed. This approach is
supported by leading theories of galaxy formation in which
the locations of galaxies are predominantly determined by
the properties of the DM halos they reside in (see Vogels-
berger et al. 2020, for a review). There are many recipes
one can adopt for populating DM halos with galaxies, but
unfortunately there is a lot of uncertainty surrounding these
choices, as the relationship between halos and galaxies is not
straightforward (see Wechsler & Tinker 2018, for a review).
The galaxy-halo relation is at the crux of many of the
standard techniques for “painting” galaxies on top of halos,
including one of the most widely used and computationally
inexpensive empirical (or phenomenological) models known
as the halo occupation distribution (HOD) model. In its sim-
plest manifestation, the HOD framework describes the num-
ber of galaxies residing in a host halo as a function of halo
mass (Peacock & Smith 2000; Seljak 2000; Scoccimarro et al.
2001; Berlind & Weinberg 2002), remaining agnostic about
any other halo property. It rests on the long-standing and
widely accepted theoretical prediction that halo mass is the
attribute that most strongly influences the halo abundance
and halo clustering as well as the properties of the galax-
ies in it (White & Rees 1978; Blumenthal et al. 1984). The
HOD model is currently a popular choice for building mock
galaxy catalogs and interpreting observations of the correla-
tion function of galaxies, leading to constraints on the typ-
ical halo masses of observed galaxies and on the values of
cosmological parameters (Zhai et al. 2019).
Another empirical method for populating collisionless
N-body simulations is called the subhalo abundance match-
ing (SHAM) method (e.g. Vale & Ostriker 2007; Conroy
et al. 2006). In its original implementation, SHAM assumes
an injective and monotonic relation between galaxies and
self-bound DM structures (subhalos) based on a pair of spec-
ified parameters. Typically one associates the most massive
galaxies, in terms of their stellar mass, with the most massive
DM subhalos, where one often uses velocity-related subhalo
properties as mass proxies such as the maximum circular
velocity. To introduce more realism, recent implementations
have also introduced stochasticity into that relation, (e.g.
Behroozi et al. 2010; Reddick et al. 2014). The thus obtained
galaxies are placed at the centers of the subhalos and given
the same velocity as their corresponding subhalos. SHAM
in its original form, thus makes predictions for the cluster-
ing of galaxies, but not for any physical galaxy properties
such as stellar mass, star formation rate, metallicity, etc.
SHAM-derived galaxy catalogs have been shown to repro-
duce the observed galaxy clustering over a broad redshift
range across different datasets, (e.g. Nuza et al. 2013; Red-
dick et al. 2014; Simha & Cole 2013). On the other hand,
comparisons with hydrodynamical simulations have yielded
less conclusive results, depending on the choice of SHAM
subhalo proxy, redshift of interest and choice of galaxy den-
sity (e.g. Simha et al. 2012; Chaves-Montero et al. 2016;
Contreras et al. 2020). It is important to consider that any
such comparison is strongly dependent on the galaxy forma-
tion and evolution models adopted in the hydro simulations.
The ‘precision cosmology’ goals of future galaxy surveys will
place even more stringent demands regarding the accuracy
of the population models employed.
One of the main limitations to improving the accu-
racy of the galaxy clustering measurements and systematics
thereof is the way in which these models handle “galaxy as-
sembly bias”, which is a manifestation of the large-scale dis-
crepancy between the DM distribution and that of galaxies.
Assembly bias refers to details of the galaxy-halo connec-
tion related to halo assembly history beyond just present-
day halo mass (Croton et al. 2007) such as halo formation
time, environment, concentration, triaxiality, spin, and ve-
locity dispersion. Galaxy assembly bias results from two ef-
fects: halo assembly bias and occupation variation. The for-
mer manifests itself as a difference in the halo clustering
among halos of the same mass that differ in some secondary
property (e.g. formation time, concentration, spin, Gao et al.
2005), while the latter comes from the dependence of the
galaxy population on properties of the halo host other than
its mass (Zehavi et al. 2018; Artale et al. 2018).
The standard (mass-only) implementation of the HOD
does not consider halo properties apart from its mass and
hence does not incorporate galaxy assembly bias effects. On
the other hand, the subhalo abundance matching techniques
have an intrinsic dependence on the halo assembly history –
recently-formed halos tend to have richer substructure, i.e.
more subhalos. However, the baseline SHAM model disre-
gards baryonic effects on processes internal to halos, such as
tidal stripping and subhalo disruption, which may affect our
ability to link subhalos in N-body simulations to those in hy-
dro simulations. The most straightforward versions of both
models also fail to implement a dependence on environmen-
tal properties, which have recently been supported through
a growing body of evidence (e.g. Ramakrishnan et al. 2019;
Mansfield & Kravtsov 2019; Hadzhiyska et al. 2020).
There have been several attempts to incorporate assem-
bly bias into the HOD framework (Paranjape et al. 2015;
Hearin et al. 2016; Yuan et al. 2018; Wang et al. 2019; Zent-
ner et al. 2019; Vakili & Hahn 2019), most of which have used
halo concentration (or closely related quantities as proxies)
as the main halo property. This parameter has been shown,
however, to be insufficient in reproducing the full galaxy as-
sembly bias signal (Croton et al. 2007; Hadzhiyska et al.
2020; Xu & Zheng 2020). Other parameters such as environ-
ment have not been explored as thoroughly in the literature
(McEwen & Weinberg 2016; Xu & Zheng 2020). There has
also been a small number of works attempting to model as-
sembly bias in SHAM, e.g. Lehmann et al. (2017); Contreras
et al. (2020).
Understanding the effect of assembly bias is extremely
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important since, if modeled incorrectly, it can lead to sub-
stantial biases in the inferred constraints on cosmological
and galaxy formation properties. One way to check whether
the modeling for future surveys is done at the required lev-
els of precision is by testing extensions to these empirical
models against hydrodynamical simulations. In this paper,
we explore the agreement (or not, as the case may be)
between the state-of-the-art hydrodynamical simulation Il-
lustrisTNG (TNG) and the two most widely used empiri-
cal models for populating galaxies, SHAM and HOD. We
first study which SHAM parameter choices exhibit the least
amount of discrepancy compared with TNG, delving into
details of the galaxy sub-populations captured best by the
model (e.g. red vs. blue galaxies, satellites vs. centrals, etc.)
and commenting on differences between the subhalo pop-
ulations in the DM-only and full-physics simulation runs.
Next we consider a two-dimensional implementation of the
HOD model (2D-HOD), first introduced in Hadzhiyska et al.
(2020), tuned so as to reconcile the differences between the
large-scale correlation function of the model and the hy-
dro simulation. Finally, we compare other statistical prop-
erties of the two samples such as galaxy-galaxy lensing,
void functions, and cumulants of the smoothed density field,
commenting on the most appropriate secondary parameter
choices.
2 METHODS
Here we describe the hydrodynamical simulation employed
in this study, IllustrisTNG, and two standard empirical
galaxy population models, HOD and SHAM, which are com-
monly used to populate N-body simulations and are rel-
atively straightforward to implement and computationally
inexpensive to run. We test the assumptions of these models
on the DM-only IllustrisTNG simulation and compare them
with the corresponding full-physics galaxy sample. Com-
bining the two datasets allows us to draw direct statistical
comparisons between the “truth” (defined by the full-physics
run) and the two population models.
2.1 IllustrisTNG
In this paper, we consider the hydrodynamical simulation
IllustrisTNG (TNG) (Pillepich et al. 2018; Marinacci et al.
2018; Naiman et al. 2018; Springel et al. 2018; Nelson et al.
2019a; Nelson et al. 2018; Pillepich et al. 2019; Nelson et al.
2019b). TNG is a suite of magneto-hydrodynamic cosmolog-
ical simulations, which were carried out using the AREPO
code (Springel 2010) with cosmological parameters consis-
tent with the Planck 2015 analysis (Planck Collaboration
et al. 2016). These simulations feature a series of improve-
ments compared with their predecessor, Illustris, such as im-
proved kinetic AGN feedback and galactic wind models, as
well as the inclusion of magnetic fields.
In particular, we will use Illustris-TNG300-1 (TNG300
thereafter), the largest high-resolution hydrodynamical sim-
ulation from the suite. The size of its periodic box is 205
Mpc/h with 25003 DM particles and 25003 gas cells, imply-
ing a DM particle mass of 3.98 × 107 M/h and baryonic
mass of 7.44× 106 M/h. We also employ its DM-only coun-
terpart, TNG300-Dark, which was evolved with the same
initial conditions and the same number of dark matter par-
ticles (25003), each with particle mass of 4.73 × 107 M/h.
This gives us an opportunity to make a halo-by-halo as-
signment of galaxies by cross-matching the full-physics and
DM-only simulations. The halos (groups) in TNG are found
with a standard friends-of-friends (FoF) algorithm with link-
ing length b = 0.2 run on the dark matter particles, while
the subhalos are identified using the SUBFIND algorithm
(Springel et al. 2001), which detects substructure within
the groups and defines locally overdense, self-bound parti-
cle groups. We analyze the simulations at the final redshift,
z = 0.
2.2 SHAM
We first consider the empirical galaxy population model
called “subhalo abundance matching” or SHAM. In its sim-
plest form, it assumes a perfect match between stellar mass
(or luminosity) as obtained from a hydrodynamical simula-
tion or galaxy survey and a subhalo property output by the
corresponding N-body run. The latter property can simply
be the total DM mass of the subhalo, but recently SHAM
models have preferentially been using velocity-related pa-
rameters, as they are deemed more resilient to tidal stripping
and other disruptive processes resulting after the initial sub-
halo infall (e.g. Guo et al. 2016). A growing body of evidence
has also suggested that populating subhalos based on their
early-history properties (e.g. velocity at time of infall or peak
circular velocity) also leads to a better agreement with ob-
served galaxy clustering (e.g. Chaves-Montero et al. 2016).
Finally, other SHAM implementations also include scatter in
the mapping between hydrodynamical and DM-only objects
to mimic what is empirically seen in observations (Contreras
et al. 2020).
2.3 HOD
The main assumption of the standard HOD model is that the
number of galaxies belonging to a halo is determined prob-
abilistically by the mass of that halo. Typically, the HOD
model has a functional form with several free parameters
which describe the central and satellite mean occupation
functions as a function of mass, Ncen(Mh) and Nsat(Mh), re-
spectively. For each halo, the number of galaxies is then
sampled from these distributions. A widely used example of
this functional form was introduced in Zheng et al. (2005)
〈Ncen(Mh)〉 =
1
2
[
1 + erf
(
log Mh − log Mmin
σlog M
)]
(1)
〈Nsat(Mh)〉 =
(
Mh − Mcut
M1
)α
, (2)
where Mmin is the characteristic minimum mass of halos that
host central galaxies, σlog M is the width of this transition,
Mcut is the characteristic cut-off scale for hosting satellites,
M1 is a normalization factor, and α is the power-law slope.
As halo mass proxy, Mh, the definition we adopt here is
M200m, which is the total mass within a sphere with mean
density 200 times the mean density of the Universe.
In Fig. 1, we show the HOD derived from TNG300 at
ngal ≈ 1.3 × 10−3 [Mpc/h]−3, a galaxy number density close
MNRAS 000, 1–19 (2019)
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Figure 1. Histogram of the mean number of galaxies per halo as a
function of halo mass (halo occupation distribution) in TNG300.
Here, we use M200m as the halo mass definition and break the
galaxy sample into two populations – centrals and satellites. We
also show fits (dashed line) to these populations assuming the 5-
parameter HOD model described in the text (Zheng et al. 2005).
to the anticipated one in future galaxy surveys. The figure
demonstrates that Eqs. 1 and 2 capture the overall shape of
the HOD from our simulations very well. The corresponding
best-fit values for the 5 free parameters of this model are:
log Mmin = 12.712, σlog M = 0.287, log Mcut = 12.95, log M1 =
13.62 and α = 0.98.
2.3.1 “Basic” HOD
Throughout this paper, we will be referring back to the
galaxy sample derived via a mass-only prescription of the
HOD model, which we dub “basic” HOD. This was intro-
duced in Hadzhiyska et al. (2020), where it was found that
the “basic” HOD model leads to a discrepancy of ∼ 15% in
the two-point clustering compared with the hydrodynami-
cal simulation (see also Croton et al. 2007; Beltz-Mohrmann
et al. 2019). We outline the procedure below:
1. Bijectively match as many of the halos across the dark-
matter-only (DMO) and full-physics (FP) TNG300-1 simu-
lations (close to 99% in the mass range of interest). Keep
track of how many galaxies the corresponding DM-only ha-
los would receive from this match.
2. Split the halos into mass bins such that the fractional
change within each is Mmax−MminMavg . 5%.
3. Order the DM-only halos by mass and, within each mass
bin, reassign the number of galaxies by randomly shuffling
them. We exclude the 100 most massive halos because the
halo mass function contains very few examples of such high-
mass systems.
4. The galaxies within a given halo are assigned to the
subhalos in descending order of their Vpeak velocity (peak
magnitude of the circular velocity attained by the subhalo
at any point in its evolution). The Vpeak assignment has been
shown to provide a good match to the radial distribution of
satellites (see Bose et al. 2019).
Fig. 1 remains unchanged after performing a shuffling
of the occupation numbers in 5% mass bins following the
recipe described above, so any deviations from the full-
physics galaxy samples are suggestive of violations of some
of the HOD model assumptions.
2.3.2 “Fitted” 2D-HOD
As shown in Hadzhiyska et al. (2020), the parameters that
are most influential in shifting the large-scale clustering in
the direction of the hydro simulation result are the local en-
vironment parameter, fenv, the velocity anisotropy, β, and
the dynamical mass proxy, σ2Rhalfmass, which we will review
in Section 4.1. We do this assuming a perfect association
of ranks between the halo occupation and the second pa-
rameter (e.g. the halo with the largest value of fenv gets
assigned the largest number of galaxies in each 5% mass
bin). However, in order to recover the clustering of galax-
ies in TNG300, we need to introduce a scatter into this
relation, effectively obtaining a two-dimensional HOD (2D-
HOD) prescription.
Here we introduce a reordering procedure which, like the
“basic” HOD model described in Section 2.3.1, preserves the
occupation numbers of the full-physics halos, but matches
the clustering of the full-physics galaxies on large-scales (see
also Hadzhiyska et al. 2020). This is accomplished by intro-
ducing scatter between the halo occupation number within
each mass bin and a halo parameter of interest, pmatch.
For each 5%-mass bin, which contains Nh halos,
1. We choose a correlation parameter, r, between 0 and 1
and draw Nh pairs of (x, y) values from a joint Gaussian dis-
tribution with mean [0, 0] and covariance matrix [[1, r], [r, 1]].
2. We convert the array of {(x, y)} pairs into an array of
pairs of integers by assigning an integer value to each en-
try of both {x} and {y}, {(x, y)} → {(i, j)}, where i and j
are integers between 1 and Nh determined by the rank in
descending order of each of the elements in the original {x}
and {y} arrays, respectively.
3. We form two new arrays: one containing the occupation
number of the halos in that mass bin, {Ngal}, and one con-
taining the values of the halo property of interest, {pmatch}.
4. We then directly associate the drawn array of {(i, j)}
pairs with the two halo property arrays, so that for a given
pair (i˜, j˜) the halo with j˜ th highest parameter value pmatch
receives the i˜th highest halo occupation number in that bin.
To obtain the amount of correlation, r, between the
number of galaxies per halo and the halo property of choice,
pmatch, we minimize the χ2-value of the auto-correlation
function, ξ(r), on large scales between the 2D-HOD derived
sample and the hydrodynamical galaxy sample
χ2 =
∑
i
(ξi, TNG300 − ξi, 2D−HOD)2
σ2
i, ξ
, (3)
where i varies between 1 and the number of radial bins and
σi, ξ is the jackknife error of the two-point correlation func-
tion of the full-physics sample in the ith radial bin. We tune
MNRAS 000, 1–19 (2019)
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the clustering for 10 radial bins in the range of 1 Mpc/h to
20 Mpc/h.
2.4 Jackknife errors
To obtain a measure of the errors associated with our various
statistical tools (correlation functions, void size histograms,
density field moments), we split the volume of the simulation
into 33 = 27 equal parts and define 27 subsamples by exclud-
ing in each a different cube of side (205/3) Mpc/h ≈ 68 Mpc/h
from the total volume. We then estimate the statistics of in-
terest for the galaxy samples in each of the 27 subsamples
and compute their mean and standard deviation.
As an example, let us consider the estimation of er-
rorbars in the galaxy clustering. We first compute the cor-
relation functions in each of the 27 subsamples using the
Landy-Szalay estimator (Landy & Szalay 1993)
ξLS(r) = DD(r)RR(r) − 1, (4)
assuming periodic boundary conditions. To obtain the cor-
relation function and corresponding errors for the full box,
we calculate the mean and jackknife errors of the correlation
functions (and their ratios) adopting the standard equations
ξ¯(r) = 1
n
n∑
i=1
ξi(r) (5)
Var[ξ(r)] = n − 1
n
n∑
i=1
(ξi(r) − ξ¯(r))2, (6)
where n = 27 and ξi(r) is the correlation function value at
distance r for subsample i (i.e. excluding the galaxies re-
siding within volume element i in the correlation function
computation).
3 SHAM MODELING
The analysis performed in this section uses the 12000 most
massive subhalos (defined by their stellar mass) in the
TNG300 simulation (resulting in a number density of ngal ≈
1.3 × 10−3 [Mpc/h]−3). In this way, we attempt to limit our
study to well-resolved galaxies and obtain number densities
closer to the currently observed ones in galaxy surveys (e.g.
DESI, Euclid).
3.1 Abundance-matching the full-physics and
DM-only simulations
We implement a SHAM prescription, where we rank-order
the subhalos in the DM-only run based on one of 8 proxy
parameters and those in the full-physics run based on their
stellar mass. We do not input any scatter into the relation,
as we are interested in seeing whether the assumption of
perfect correlation between the SHAM property and stellar
mass would yield good agreement with the hydro simula-
tion. Furthermore, we want to compare overall trends of the
model using different parameters, so not adding stochastic-
ity makes this process easier. The SHAM parameters we use
as proxies for subhalo stellar mass are
• Vrelax: the maximum circular velocity reached by the
subhalo during the periods of its history in which it satisfies
a relaxation criterion. The relaxation criterion, the defini-
tion of which can be found in Ludlow et al. (2012); Chaves-
Montero et al. (2016), is motivated by the assumption that a
subhalo needs about one crossing time to return to equilib-
rium after a major merger. Following Chaves-Montero et al.
(2016), we approximate the crossing time at a given redshift
as tcross = 2 R200m/V200m ≈ 0.2/H(z) and compare it with the
lookback time to the moment where the subhalo reaches 3/4
of its mass at the considered redshift (the particular choice
of 3/4 has been shown not to make a difference to the final
result). Finally, we conjoin all times where this criterion is
satisfied and find the highest circular velocity of the subhalo
across these epochs.
• Vpeak: the maximum circular velocity reached by the
subhalo throughout its history.
• Vmax: the maximum circular velocity of the subhalo at
the final time (i.e. z = 0).
• Vinfall: the maximum circular velocity of the subhalo at
the time when it falls into a larger halo and ceases to be
recognized as a central.
• Mpeak: total mass of the bound particles in a subhalo at
the time when it achieves its peak mass.
• Minfall: the total mass of bound particles in a subhalo
at the time when the subhalo infalls into a (larger) halo and
becomes a satellite of that halo. For central subhalos, this
quantity is equivalent to MSUBFIND,
• MSUBFIND: the total mass of bound particles in a sub-
halo defined by the SUBFIND algorithm at the present
time.
• Mcirc,max: the total mass of the particles within the ra-
dius of Vmax.
In Fig. 2, we illustrate the ratio between the two-point
correlation function of the SHAM model for the 8 parameter
choices listed above and the two-point correlation function of
the TNG300 hydrodynamical galaxy sample. We explore two
different scenarios of applying the SHAM model: in the first
scenario, we rank-order the subhalos in the DM-only simula-
tion by some SHAM property and compute their two-point
correlation function, while in the second scenario, we order
the subhalos in the full-physics run and compute their two-
point statistics. In both scenarios, we juxtapose these results
with the auto-correlation of the full-physics subhalos rank-
ordered by stellar mass. We note that typically one does not
have access to the hydro simulation results, and so the re-
sults using the DM-only subhalos are of greater relevance
to future mock catalog schemes. We study both scenarios in
an attempt to understand the effects of baryonic physics on
the quantities used in empirical models (see Section 3.2 for
a more extended discussion). As is the case throughout this
paper, we limit our analysis to the top 12000 subhalos in
each rank-ordered list so as to avoid resolution effects and
work with galaxy number densities comparable to those of
current surveys such as DESI and Euclid.
A striking observation is that the clustering obtained
using velocity-based parameters exhibits a much smaller dis-
crepancy (with respect to the full-physics simulation) than
when using the mass-based proxies for SHAM. The param-
eter that yields the closest match is the peak velocity, Vpeak,
capturing the clustering on scales larger than ∼ 2 Mpc/h
MNRAS 000, 1–19 (2019)
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Figure 2. Ratios between the auto-correlation of the SHAM-
model galaxies and the TNG300 galaxies, using different luminos-
ity proxies for the subhalo abundance matching model (SHAM).
The denominator of these ratios, i.e. the TNG300 sample, is de-
rived by selecting the most stellar-abundant subhalos and com-
puting their correlation function. Here we compare this with two
implementations of SHAM: the first one (red solid line) uses the
standard approach of rank-ordering the DM-only subhalos in
terms of one of the 8 SHAM properties considered; in the sec-
ond case (gold solid line), we have rank-ordered the full-physics
subhalos. The DM-only curves, SHAM (DM), suggest that none
of the SHAM parameters reproduces the observed clustering of
the stellar-mass-selected subhalos perfectly on all scales, although
Vrelax and Vpeak do substantially better than the rest of the param-
eters, particularly the mass-based ones. In the alternate SHAM
model implementation, SHAM (FP), these parameters overpre-
dict the clustering. In shaded blue, we show the “basic” HOD
model for comparison, which exhibits a ∼ 12% discrepancy on
large scales.
with subpercent accuracy. On scales smaller than this, how-
ever, the Vpeak-based SHAM model overpredicts the cluster-
ing by about 15% (see also Contreras et al. 2020). Impor-
tantly, it deviates much less than the “basic” (mass-only)
HOD model when compared with TNG300. The next best
performing SHAM proxy is the relaxation velocity, Vrelax,
which overpredicts the clustering only slightly (by about 3%)
on large scales. We have also experimented with introduc-
ing 0.125 dex scatter in the Vpeak − Mstar relationship and
have found that it results in a marginal decrease (of about
1 − 2%) in the clustering of the SHAM relative to TNG300,
but it does not change the qualitative conclusions from this
analysis.
Fig. 2 makes it manifestly clear that all of the mass-
based SHAM proxies provide a poor fit to the galaxy auto-
correlation function on all scales. The suppression in the
small-scale clustering relative to TNG300 is particularly con-
spicuous, but even on large scales the differences are as large
as 30%. The best performing mass-based parameter is Mpeak.
However, its performance is still worse than that of the mass-
only HOD sample. Interestingly, applying SHAM to the full-
physics subhalos using Mpeak does not boost the clustering
as much as it does for the velocity-based parameters.
Comparing the gold and red curves in Fig. 2, we see
that the full-physics SHAM objects are almost always more
clustered than in the ordinary case where the SHAM is ap-
plied to the DM-only simulation. The only parameters for
which this is not the case are the three mass parameters
Minfall, MSUBFIND and Mcirc,max. This finding, together with
the observation that for these three parameters the cluster-
ing is substantially lower than TNG300, indicates that there
is no strong correlation between the abundance of luminous
components and these mass-based quantities and that the
inclusion of baryonic physics does not play a substantial role
in improving their behavior. On the other hand, we observe
a significant upsurge in the clustering for the remaining pa-
rameters. Vrelax and Vpeak are especially interesting, where
the full-physics SHAM model yields higher auto-correlation
power than TNG300. This suggests that these parameters
are well-correlated with the subhalo stellar mass and are
therefore good SHAM proxies. To completely reconcile the
differences, one could consider introducing scatter into the
relationship. The fact that the DM-only SHAM population
has a lower clustering indicates that the removal of bary-
onic physics changes the ranking of the subhalos and likely
adds stochasticity to the process. This is considered in more
detail in 3.2.
As a further test, we have applied the SHAM model
to only those DM-only subhalos that have matches in full
physics and compared their clustering to that of the top
12000 full-physics subhalos that also have reliably found
counterparts (about 91% of the 12000 most massive subha-
los). This results in a marginal improvement in reconciling
the clustering difference (which we do not show in Fig. 2),
decreasing the inconsistencies by roughly ∼ 3% relative to
the DM-only case. This is most likely the case since isolat-
ing only the subhalos which have survived violent disruption
events mitigates some of the baryonic physics effects, but
not to a sufficient degree. To fully understand the effect of
small-scale galaxy processes, a more thorough investigation
is needed.
3.2 Baryonic effects on the subhalos
In this section, we delve into some detail to try to under-
stand how the inclusion of baryonic physics affects the sub-
halo quantities typically used in the SHAM prescription.
The SHAM approach rests on the assumption that certain
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Figure 3. Ratio between the different SHAM properties in the DM-only run and their matches in the full-physics simulation:
XTNG300−DM/XTNG300, where X denotes any one of the eight quantities used as SHAM proxies (indicated in the bottom-right of each
panel), and TNG300 and TNG300-DM refer to the full-physics and dark-matter-only simulations, respectively. These show that the
DM-only subhalos tend to to have consistently higher values for the various SHAM quantities when compared with their full-physics
counterparts. The most substantially affected parameter is Mcirc,max, which provides a measure of the mass distribution in the innermost
parts of the subhalo. We also show the median curves for the subhalos living in the densest (red solid lines) and least dense (gold solid
lines) regions of the simulation. These imply that subhalos in dense environments tend to retain their properties when one has switched
on baryonic effects.
parameters are more tightly linked to the amount of stel-
lar material present in a subhalo and rank-ordering them is
likely to recover the galaxy population more faithfully. These
parameters are thought to be more resilient to well-known
effects such as tidal stripping, satellite disruption and gas
expulsion (in the form of AGN feedback, supernova feed-
back, stellar winds, etc.), meaning that these quantities are
less likely to be dramatically changed by galaxy formation
physics. However, Fig. 2 suggests that the SHAM quanti-
ties of interest (i.e. the ones based on velocity) do change
significantly between the two simulation runs (TNG300 and
TNG300-DM). We estimate the impact of these effects by
tracking the same objects in the two simulations and seeing
how their properties differ.
The comparison between the two simulations is illus-
trated in Fig. 3. The median curve and the 68-percentile
contours are shown in blue, while in gold and red, we have
selected the subhalos that live in the densest and least dense
environments (divided into two equal halves), respectively.
In all cases, the effects are largest (10− 20%) for the smaller
subhalos, which are most likely to be subjected to disk dis-
ruption events and other violent processes. We notice that
the low-mass objects in the velocity-based panels display a
downturn, which somewhat diminishes the differences be-
tween full-physics and DM-only. This effect is likely part of
the reason that the velocity- based parameters perform over-
all better in our SHAM modeling (see Fig. 3). To illustrate,
Vpeak and Vrelax are good luminosity proxies, as suggested by
the gold curves in the two top panels of Fig. 2, and also de-
viate less on the low-mass end than the other 6 parameters.
In order to explain the substantial difference in the
two-point correlation function between DM-only SHAM and
full-physics SHAM, it is helpful to realize that the DM-
only quantities have received a non-trivial amount of scatter
with respect to the full-physics ones in addition to the fact
that they are substantially biased (as seen in Fig. 3). Such
stochasticity inevitably results in a decrease of the cluster-
ing, as this effective reordering of rank-ordered lists leads to
assigning galaxies to subhalos that are in fact placed lower
in the TNG300 lists. From Fig. 3, one can also notice a mod-
est dependence of the ratio on the local environment of the
subhalo. For all parameters, the low-mass DM-only subha-
los living in dense environments (gold curves) seem slightly
more similar to their full-physics counterparts.
The effect of baryons on Mcirc,max, which measures the
mass in the inner core of the subhalo, is shown in the last
panel of Fig. 3 to be particularly pronounced. The notice-
able difference between the hydro simulation and the N-body
simulation can be attributed to energetic feedback events
which expel energy and gas outwards from the center of
the subhalo. For even the larger subhalos, the full-physics
cores of galaxies above 1012 M/h are more devoid of mat-
ter. This is approximately the scale where AGN feedback
becomes important in driving out gas from the inner parts
of the subhalo.
Baryonic physics seems to have significant effects on our
ability to match subhalos across the two simulation boxes.
Out of the 12000 most massive galaxies in the full-physics
simulation, we managed to find counterparts for only 91% of
them. At twice this galaxy number density, the percentage
of successful matches drops down by another 10%. While in
some cases their particles have arbitrarily ended up in other
subhalos, a substantial portion of them are in fact destroyed
by galactic disks in dense environments. This could lead to
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a non-negligible bias in the one-halo term, as the DM-only
simulation produces more subhalos that are eligible to be
populated through a SHAM algorithm while in a “true” full-
physics scenario, those would have been much fewer.
We have further studied the dependence of peak and
infall statistics of satellites in different environments as a
function of subhalo mass. The statistics we explored in
the two simulations were ∆Mpeak |infall and zpeak |infall, where
∆Mpeak |infall refers to the amount of mass lost or gained when
a subhalo reaches its maximum circular velocity (“peak”) or
when a subhalo first becomes a satellite (“infall”). No sig-
nificant trends were observed apart from a larger scatter
between the full-physics and DM-only redshift quantities of
subhalos living in dense environments, and we hope to fur-
ther analyze this in the future.
3.3 Dependence on galaxy properties
In this section, we explore how the SHAM approach per-
forms when applied to subsamples of the galaxy popula-
tions. We consider the same population of the 12000 most
massive galaxies (corresponding to a stellar mass cut of
Mstar ≥ 5.1 × 1010M/h) used in the previous section and
split them into the following 5 pairs of subgroups
• low-mass/high-mass galaxies: we denote the subha-
los with stellar masses below 8.3× 1010M/h as “low-mass”
(6000 obj.), while those above as “high-mass” (6000 obj.).
This choice is made so that the number of objects is the
same in both samples.
• red/blue galaxies: these are split by their g − r-band
colors. Subhalos with g − r > 0.78 correspond to the “red”
population (6000 obj.) and subhalos whose g− r value is be-
low that threshold are marked as “blue” (6000 obj.). The
threshold is chosen so that it roughly divides in two the bi-
modal color-mass distribution and keeps the numbers equal.
The colors are obtained by a stellar population synthesis
model and convolved an SDSS filter (for details, see Nelson
et al. 2018).
• satellite/central galaxies: we define the “central”
(8934 obj.) to be the largest subhalo within a parent halo,
while the rest of the subhalos are called “satellites” (3066
obj.). Note that there is only one central in every halo.
• star-forming/quiescent galaxies: similarly to color,
the threshold here is determined as the line in sSFR-mass
space (specific-star-formation-rate-mass space) that approx-
imately separates the two modes of the galaxy population
into “star-forming” ones (4800 obj.) and “quiescents”
(7200 obj.), and equals log(sSFR) = −13.86, where the spe-
cific star formation rate is measured in units of yr−1.
• early-forming/late-forming galaxies: these are de-
fined by their ratio between the mass at present time (i.e.,
z = 0) and their mass at z = 0.3; we denote this ratio as
fgrowth. Subhalos for which the mass gain in the past 3.5 bil-
lion years is larger than the median ( fgrowth = 0.86) are said
to be “early-forming” (6000 obj.), while galaxies for which
the growth is smaller are “late-forming” (6000 obj.). The
threshold is selected so that the number of objects in the
two groups is roughly equal. The growth factor, fgrowth, can
be defined self-consistently for each subhalo and thus avoids
comparisons of the galaxy populations at different redshifts,
which might be subject to resolution effects of the simulation
or the merger tree. We have also tested other common defi-
nitions such as the redshift at which the subhalo reached half
of its present mass and the redshift at which it attained its
peak velocity, but none of them led to a substantial change
in the qualitative interpretation.
We have also checked that regardless of how the splits are
made and what number density we choose to work with, the
qualitative conclusions remain unchanged.
Once we have applied the standard SHAM methodol-
ogy and obtained the two lists of subhalos (12000 in each):
one for the full-physics subhalos rank-ordered by their stel-
lar masses and one for the dark-matter-only subhalos rank-
ordered by Vrelax, we further split the full-physics galaxies
into the subcategories defined above and take the dark-
matter-only subhalos that have the same indices in their
rank-ordered list as the indices of the full-physics objects
in the selected subcategory. In this way, we investigate the
question of which galaxy sub-populations are captured best
after applying a simple SHAM prescription. We choose the
SHAM property Vpeak, the highest circular velocity a sub-
halo attained throughout its history, since this is the best-
performing SHAM parameter as seen in Fig. 2.
We compute clustering statistics via the two-point cor-
relation function for the full-physics sub-populations and for
the corresponding DM-only subset of selected subhalos. In
Fig. 4, we show the ratio between the correlation functions
for the 5 pairs of galaxy sub-populations listed. The first
panel suggests that the clustering of the high-mass galaxies
is much better-captured by the SHAM approach on small
scales despite still exhibiting a discrepancy of about 20% on
small scales. On the other hand, the low-mass galaxy cluster-
ing deviates significantly from the abundance-matched DM-
only subhalos, differing by about 30-60% on small scales.
The percentage of central galaxies in the high-mass and low-
mass subgroups are 79.1% and 69.8%, respectively, which as
we will see next plays a significant role in predicting the
clustering.
As can be seen in the second panel, the galaxies identi-
fied as centrals tend to be more clustered by about 50% on
large scales than their corresponding DM-only subhalos in
the SHAM catalog. This implies that particular care should
be taken when modeling the satellite population, which is
discrepant by at least 50-80% on all scales. This result pro-
vides a possible explanation for why the high-mass galax-
ies in the first panel, which are predominantly centrals, are
better modeled by SHAM. The dark-matter properties of
central galaxies are perhaps more strongly correlated with
their stellar masses, as assembly bias and baryonic physics
affect satellites more prominently than centrals. This is be-
cause centrals live in the cores of halos and are believed to
be shielded from environmental and tidal stripping effects
while also being exposed to more violent merger events.
In the next two panels, we show the results for blue/red
and star-forming/quiescent galaxies. The blue and star-
forming sub-populations, which have a significant overlap,
are substantially more clustered than their SHAM counter-
parts (by about 15 − 20% on large scales and more than
50% on small scales). In contrast, the red and quiescent
sub-populations underpredict the clustering, although the
observed differences appear to be reconciled on large scales
MNRAS 000, 1–19 (2019)
Extensions to models of the galaxy-halo connection 9
to within 5 − 10%. This finding may be somewhat counter-
intuitive, as we often think of the red and quiescent galaxies
as being more massive and might therefore expect to see the
opposite effect. However, studying the central and satellite
fractions reveals that a larger percentage of the blue and
star-forming galaxies are centrals (76.8% and 80.9%, respec-
tively) than their red and quiescent counterparts (72.1% and
70.2%, respectively), which combined with the result in the
second panel offers insight into why the bluer objects have
stronger clustering, at least within the sample selection used
here.
The final panel shows the division into early- and late-
forming galaxies. It suggests a strong correlation between
the large-scale distribution of the objects in a SHAM cata-
log obtained by conditioning on Vpeak and the late-forming
galaxies. One possible interpretation is that galaxies that
vigorously accrete more mass relative to the remainder of
the population in the last 3.5 billion years since z = 0.3 have
had less opportunity to be stripped of their dark matter en-
velopes, so for them, a dark-matter property tightly coupled
to their assembly history such as Vpeak remains more strongly
correlated with the mass of the luminous component in full-
physics. Intriguingly, out of the late-forming galaxies, about
95.9% are centrals (and out of the early-forming ones 53.0%
are centrals), which provides support for the above claim
that the late-forming galaxies are less exposed to stripping
and/or recent disruption activity.
4 HOD MODELING
In this section, we describe a framework for developing im-
proved mock catalogs in preparation of future surveys. To
alleviate the tension between the “basic” HOD model and
the hydrodynamical simulation, we augment the HOD model
with a secondary parameter in addition to mass. The param-
eters included in the extended HOD model are local environ-
ment, velocity anisotropy, virialized mass (σ2Rhalfmass), and
total potential energy. This two-dimensional HOD model
(2D-HOD) has one free parameter, r, which measures the
strength of the correlation between halo occupancy and the
secondary parameter within each 5% mass bin and is tuned
to match the two-point galaxy correlation function of the
2D-HOD galaxies with that of TNG300. Here, we also ex-
plore alternative statistical tools to help us select the best
population strategy.
To ensure that the galaxy sample from IllustrisTNG
is robust, we define our galaxies as subhalos with at least
10,000 gravitationally bound star particles, which results
in a galaxy sample with a number density of ngal ≈ 1.3 ×
10−3 [Mpc/h]−3. We have further checked the impact of
adopting different halo finders, working with a limited simu-
lation volume, and incorporating cosmic variance effects (for
details, see Hadzhiyska et al. 2020).
4.1 Parameters
Here we review some of the parameter choices introduced in
Hadzhiyska et al. (2020), which result in the most substan-
tial shifts of the 2D-HOD galaxy auto-correlation function.
In addition, we revise the definition of “local environment”
in order to make it less definition-dependent. We introduce
another parameter which was also found to be strongly cor-
related with the galaxy clustering on large scales: the total
halo potential energy.
4.1.1 Velocity anisotropy
The “mass-anisotropy degeneracy” introduced by the Jeans
model (Merritt 1987) predicts a strong relationship between
the mass profile of a distribution of particles and the velocity
anisotropy of the orbits that trace the resulting potential,
Following Binney & Tremaine (1987), we define the velocity
anisotropy as
β = 1 − σ
2
tan
2σ2rad
, (7)
where σtan and σrad are the tangential and radial velocity
dispersions, respectively. We calculate these quantities over
all particles in the FoF halo by projecting the velocity of
each particle along and perpendicular to the radial direction
(defined with respect to the position of the particle with the
minimum gravitational potential energy) and then comput-
ing the standard deviation of each component (Ramakrish-
nan et al. 2019).
Thus defined, β depends on the shape of the halo and for
that reason captures information from the full phase-space
structure of the parent halo. The limits of this parameter,
−∞ and 1, respectively, correspond to radially and tangen-
tially dominated velocity dispersions, while β = 0 indicates
an isotropic distribution of particle orbits.
We conjecture that a plausible explanation for the rela-
tionship between a low value of β and a high galaxy cluster-
ing, found in Hadzhiyska et al. (2020), is that halos which
have undergone recent accretion events tend to have parti-
cles which exhibit higher tangential velocities (σtan) due to
deflections caused by gravity shortly before accretion. This
is particularly important for regions of high density, where
mergers dominate the mass growth of halos (Fakhouri & Ma
2009, 2010), and are therefore presumed to be influential in
determining the velocity structure of these halos and the
richness of substructure that exists within them. As for low-
density regions, accretion occurs oftentimes gradually in the
radial direction since the gravitational field is dominated by
the central galaxy. This results in high values of the particle
velocities in the radial direction, and so the value of β in-
creases (Fakhouri & Ma 2009; Faltenbacher & White 2010).
4.1.2 Mass measure assuming virial theorem
One of the most widely accepted choices for a virialized mass
proxy is M200m, but there are many others such as those
resting on the assumptions of the virial theorem
GMvir
Rvir
= σ2, (8)
where σ is the dispersion velocity of the particles in the
halo. Here we consider the combination σ2Rhalfmass, where
σ is the velocity dispersion of the most massive subhalo for a
given halo, while Rhalfmass is the halfmass radius of the most
massive subhalo.
A possible explanation for why this quantity is tied to
the number of galaxies hosted by a halo is that σ2Rhalfmass
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Figure 4. Correlation function ratios of SHAM-model galaxies split into different populations (defined in Section 3.3), using Vpeak as
the SHAM parameter. In the leftmost panel, we show the galaxy population split in terms of stellar mass. First panel : We see that the
low-mass galaxies two-point function is captured better than that of the low-mass sample. Second panel : The clustering of the centrals
is overpredicted by SHAM, while that of the satellites is significantly lower. Third and fourth panel : These reveal that the two-point
statistics of blue and star-forming galaxies are higher than that of the rank-ordered dark-matter subhalos. Fifth panel : The correlation
function of late-forming galaxies is significantly higher than that of their corresponding DM-only subhalos, while that of the early-forming
objects is noticeably lower. The percentage of central galaxies in the late-forming sample is ∼ 95.9%, which explains the visual similarity
between the fifth and the second panel.
encodes a dynamical description of the halo merger history
and is related to halo concentration (i.e. its central den-
sity). Its relationship with concentration is two-fold: on one
hand, the dispersion velocity of the central subhalo is a dy-
namical proxy for the subhalo mass and the halo concen-
tration, as more concentrated halos are expected to have
relatively higher dispersion velocities of their main subha-
los, and on the other, central subhalos with large Rhalfmass
are more likely to have consumed the smaller subhalos sur-
rounding them resulting in higher central density. These two
effects imply that there are more satellite galaxies on average
for an object with a small value of σ2Rhalfmass.
4.1.3 Local environment
A halo residing in a dense region is expected to contain more
galaxies on average than a halo in an underdense region. This
is because halos in overdense regions experience more merg-
ers, whereas those in underdense regions have more mass
accreted in the form of smooth material (Abbas & Sheth
2007; Pujol et al. 2017; Paranjape et al. 2018; Shi & Sheth
2018). We assess the effects of local environment of halos on
the large-scale clustering, adopting the following definition:
1. We evaluate the density field, δ(x), using cloud-in-cell
(CIC) interpolation on a 2563 cubic lattice of the DM par-
ticles. Each cell is of size 205/256 Mpc/h ≈ 0.8 Mpc/h.
2. We smooth the density field with a Gaussian kernel of
smoothing scale Rsmooth = 1.1 Mpc/h.
3. The local environment parameter is determined by the
value of the smoothed density field in the cell its center-of-
potential is located in.
Conditioning on this parameter leads to a substantial in-
crease in the galaxy clustering on large scales. In Fig. 5,
we provide a visual motivation for using environment as a
secondary parameter in a mass-only HOD approach. Each
panel illustrates a slice of the smoothed galaxy density field
split into 2563 cells with a smoothing scale of R = 3 Mpc/h
of the “true” galaxy distribution (left panel), with the right
panel painting on top the difference between the two den-
sity fields, ∆δ = δbHOD − δTNG300. Here we only present the
positive values of this difference (∆δ > 0) so as to show
clearly the excess of galaxies, denoted with red circles, that
the “basic” (mass-only) HOD model predicts with respect
to TNG300. On the other hand, because the total occupa-
tion of the halos is preserved in the “basic” HOD model
(see Section 2.3.1), the lack of red circles around the densest
clusters signifies that this model fails to populate the denser
clusters with enough galaxies. For this reason, considering
a secondary property which preferentially populates halos
living in denser environments ought to resolve some of the
tension with the hydrodynamical simulation.
4.1.4 Potential energy
The gravitational potential energy of each particle is evalu-
ated as follows
Φ(xj ) = −G
i,j∑
i=1,N
mig(|xi − xj |) (9)
where g(r) is the particle pair potential evaluated by
AREPO. Since Φ(xi) is obtained as a summation over the
entire box, it is closely related to the large-scale environ-
mental properties around a given particle and thus serves
an excellent proxy for the cosmological environment.
We explore two halo parameters derived from the par-
ticle potential energy: total potential energy and minimum
potential energy. The former is defined as the sum of the
gravitational potential of all particles within twice the virial
radius (= R200m) of the halo, while the latter is simply the
smallest value of the potential energy across all particles
within the halo. We have checked that the choice of where
the summation for the total potential energy stops makes
a negligible difference to the subsequent analysis. Further-
more, the results obtained by using the minimum potential
energy are also very similar to those using the total poten-
tial energy. Hence, we will hereafter concentrate exclusively
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Figure 5. Visual motivation for augmenting the HOD model with an environment parameter. Left panel: the smoothed density field of
the “true” galaxies in the TNG300 hydro simulation. Right panel: an overlay between the density field of the “true” galaxies (same as
left panel) and the difference between that and the density field of the “basic” HOD model (in red). The red circles surrounding many
of the lower-density regions indicate an excess of galaxies around smaller clusters with respect to the “true” population. These are not
observed around the densest clusters, suggesting that the “basic” (mass-only) HOD model fails to supply a sufficient number of galaxies
in these regions. The “basic” HOD model used here preserves the total galaxy number in the simulation, and in this figure we only show
the positive difference between the two density fields, i.e. ∆δ > 0, where ∆δ ≡ δbHOD − δTNG300.
on the total potential energy parameter, but the conclusions
drawn apply to our other measures of halo potential energy
as well.
4.2 Statistical comparisons with the TNG300
galaxy sample
In this section, we consider alternative measures of the large-
scale galaxy distribution such as cross-correlation functions,
void size distributions and cumulants of the smoothed galaxy
density field to compare the“fitted”2D-HOD galaxy samples
with the “true” TNG300 galaxy sample.
4.2.1 Bias and correlation coefficient
Most of the cosmological information of the matter distribu-
tion is encapsulated in the power spectrum (or correlation
function) of the matter density fluctuations as a function of
scale and redshift. However, galaxies are not perfect tracers
of the underlying mass distribution, and thus, it is impor-
tant to understand the relationship between the large-scale
distribution of matter and that of galaxies. The galaxy auto-
correlation function is related to the matter correlation func-
tion, ξmm(r), through the real-space galaxy bias, b˜, in the
following way
ξgg(r) = b˜2(r)ξmm(r). (10)
One of the most popular current methods for estimating the
bias is through the galaxy-matter cross-correlation function,
ξgm(r), which can related to the matter two-point correlation
function through b˜ and the real-space cross-correlation co-
efficient between matter and galaxy fluctuations, r˜ (Hayashi
& White 2008; Desjacques et al. 2018):
ξgm(r) = b˜(r)r˜(r)ξmm(r) (11)
where the galaxy bias is
b˜(r) =
[
ξgg(r)
ξmm(r)
] 1
2
(12)
and the correlation coefficient is
r˜(r) = ξgm(r)[ξgg(r) ∗ ξmm(r)]1/2
. (13)
In Fig. 6, we demonstrate what these look like for the
baseline HOD galaxy distribution and the 2D-HOD galaxy
samples compared with the TNG300 (“true”) galaxy sam-
ple. We see that on large scales (larger than a few times the
typical size of a dark matter halo), the galaxy bias tends
to a constant value, so we can use the linear bias approxi-
mation to infer the underlying matter distribution (Peebles
1980; Mo & White 1996; Mandelbaum et al. 2013). For the
linear bias approximation to be valid, the cross-correlation
coefficient is also expected to be scale-independent on large
scales, approaching unity (Baldauf et al. 2010). As long as
one considers large-scale galaxy clustering on scales much
greater than Mpc scales, the observed correlation should be
sourced from the gravity field of the total matter.
In this large-scale regime, we notice that discrepancies
between the galaxy auto-correlation functions of TNG300
and any galaxy population model manifest themselves in
the galaxy-matter correlation function at approximately half
their level, i.e. ξgm(r) differs from the “true” galaxy popu-
lation on large scales half as much as ξgg(r) does because
no physics besides gravity can change the large-scale bias.
In addition, our simulations employ adiabatic initial condi-
tions, so there is only one degree-of-freedom on large scales,
i.e. the matter distribution.
One can explain this factor-of-2 rule in the following
way. Let the “true” galaxy distribution in the TNG300 hy-
dro simulation sample be denoted as g, and that of our al-
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Figure 6. Bias and correlation coefficient of the “true” galaxies in TNG300 and those obtained for the HOD prescriptions considered in
this paper. Top panels: these show the galaxy bias (b˜(r)) defined as the square root of the ratio of the galaxy and matter auto-correlation
functions, while the bottom panels show the real-space correlation coefficient, r˜(r). In shaded blue we show the curves for the TNG300
(“true”) galaxy population, while in orange we show the “basic” (mass-only) HOD samples as well as the “fitted” 2D-HOD ones. The
galaxy bias goes to a constant on large scales, and the correlation coefficient approaches 1, suggesting that a linear bias approximation
on scales beyond 10 Mpc/h is appropriate. We see that the agreement between all models is excellent for the correlation coefficient, while
in the case of galaxy bias, the differences are as expected from the two-point correlation statistics – namely, the “basic” HOD model has
lower clustering than the “true” sample, while the 2D-HOD models show a good agreement with the hydro simulation, as they have been
designed to fit it. The relatively larger size of the error bars compared with the ratio plots (shown in the rest of the paper) is due to a
cancellation effect present when taking ratios of quantities.
ternative population model be g˜. Since on large scales, the
galaxy bias can be well-approximated as linear, we can ex-
press the latter distribution as g˜ = g(1 − ) where  is a
small number. The galaxy-matter power spectrum is then
ξg˜m(r) ∝ (1− ) ξgm(r), while the auto-correlation function is
ξg˜g˜ ∝ (1 − )2 ξgg ≈ (1 − 2) ξgg. So a discrepancy of ∼ 12%
between the auto-correlation of the “basic” HOD model and
the “true” galaxy distribution (Hadzhiyska et al. 2020) is ex-
pected to manifest itself as a ∼1/2 × 12% = 6% difference in
the galaxy lensing probe.
However, it is important to note that while on large
scales the linear bias approximation appears to be viable, it
certainly breaks down on smaller scales (∼ 1 Mpc/h). This
has important implications for analyses using mock catalogs
created via phenomenological approaches such as the HOD
framework. The small-scale signal encodes a lot of informa-
tion about cosmological parameters such as Ωm and σ8. In
addition, modeling these scales correctly is a key require-
ment for shear analysis. Finally, the small-scale data provide
an important window for probing different DM models and
understanding the effects of baryonic physics. It is reassur-
ing to see that the galaxy bias is in a reasonable agreement
between the different 2D-HOD models and that the discrep-
ancy known in the two-point correlation statistic manifests
itself as expected on the galaxy bias measurement using the
“basic” HOD model. The total potential 2D-HOD distribu-
tion exhibits the worst agreement with the “true” galaxy
bias out of all the parameters considered – not only is it dis-
crepant from the TNG300 galaxies, but it also shows a scale-
dependence which violates the assumption of constant linear
bias on large scales. Furthermore, the cross-correlation coef-
ficients derived for all models shown in Fig. 6 exhibit a very
similar behavior across all scales, suggesting that the galaxy-
matter cross correlation relates similarly to the galaxy and
matter clustering regardless of the underlying population
model. The minimum point of the cross-correlation coeffi-
cient is on the outskirts of the halo (r ∼ 2 Mpc/h), between
the one- and two-halo terms, where the dark matter out-
weighs the luminous component, which has sunk to the halo
center due to dynamical friction.
4.2.2 Galaxy-galaxy lensing
The cross-correlation of large-scale structure tracers with
the shapes of background galaxies, referred to as stacked
lensing or galaxy-galaxy lensing, offers a unique statistical
method for measuring the average total matter distribution
around foreground objects. Stacked lensing measurements
are expected to be one of the most powerful probes for on-
going and upcoming galaxy surveys, allowing cosmologists
to address fundamental physics questions such as the na-
ture of dark energy and neutrino mass (e.g. Oguri & Takada
2011). Furthermore, by combining stacked lensing and auto-
correlation measures of the same foreground galaxies, one
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Figure 7. Ratio of the galaxy-galaxy lensing excess surface mass density between the “true” galaxies in TNG300 and those in the other
HOD prescriptions considered in this paper. The shaded blue curve corresponds to the “basic” (mass-only) HOD sample, while the orange
ones are obtained using the various choices of secondary parameters, tuned to match the two-point correlation function on large scales.
We see that the mass-only HOD model differs noticeably on large scales by about 4%, while the “fitted” galaxy samples agree better with
the TNG300 distribution. The total potential sample and the σ2Rhalfmass seem to exhibit the largest amount of discrepancy.
can constrain cosmology by breaking degeneracies between
galaxy bias and cosmological parameters (e.g. Seljak et al.
2005; Sunayama et al. 2020).
As a measure of the stacked lensing, here we consider
the excess surface mass density profile, denoted as ∆Σ. It is
obtained by first calculating
Σ(rp) = ρ¯
∫ pimax
0
[
1 + ξgm(
√
r2p + pi2)
]
dpi, (14)
where ρ¯ is the mean matter density while rp and pi are the
distances perpendicular and parallel to the line of sight, re-
spectively. Then one can find the excess surface mass density
as
∆Σ(rp) = Σ¯(< rp) − Σ(rp), (15)
where the mean surface mass density interior to the pro-
jected radius is given by
Σ¯(< rp) = 1
pir2p
∫ rp
0
Σ(r ′p)2pir ′pdr ′p . (16)
In Fig. 7, we demonstrate the excess surface mass den-
sity, ∆Σ, for the various 2D-HOD models proposed in this
work and compare them with the “basic” (mass-only) HOD
in terms of their ratio with TNG300. We see that the mass-
only HOD model is at a 5% tension compared with the hy-
dro simulation on large scales, whereas the four 2D-HOD
galaxy distribution proposals do a significantly better job at
recovering the “true” galaxy statistic. The 5% discrepancy is
approximately equal to half of the difference in the galaxy
auto-correlation, validating the naive calculation outlined in
Section 4.2.1. For the other four parameters, we see that all
curves are in relatively good agreement with TNG300, the
most prominent misfit being the total potential parameter,
similarly to the conclusion drawn from Fig. 6.
These two findings together are a cause of concern for
using the total potential as a secondary HOD parameter, as
they suggest that this parameter fails to mimic the large-
scale behavior of the galaxy clustering (i.e. the linear bias
approximation) as well as its relationship with the total mat-
ter distribution at the required subpercent accuracy. The
second worst 2D-HOD parameter is σ2Rhalfmass, which on
large scales is offset from TNG300 at > 1σ. However, due
to the volume limitations of TNG300, we cannot place sig-
nificant importance on this observation by itself until we
perform complementary tests.
4.2.3 Cumulants of the density field
Density field cumulants correspond to a set of statistics de-
rived from measurements of the moments of the smoothed
density field. They can be understood as degenerate N-point
correlation functions or integrated monopole moments of
the bispectrum, which are closely related to neighbor counts
both in their physical interpretation as well as in their algo-
rithmic implementation. In this work, we are interested in
exploring alternative statistical tools to the two-point corre-
lation function for quantifying and describing galaxy popu-
lations obtained from our extended 2D-HOD model. Of par-
ticular importance is the scale of galaxy clusters where we
expect that galaxy population methods could exhibit sub-
stantial differences (Bernardeau 1994; Gaztanaga 1994). For
this reason, we explore the regime between 3 Mpc/h and 8
Mpc/h in the subsequent analysis.
The procedure we follow can be outlined as follows:
• Divide the TNG box into 5123 cubes of side ∼ 0.4 Mpc/h
and compute the counts-in-cell density field in each as δi =
Ni/N¯ − 1;
• Convolve it with a Gaussian filter of smoothing scale
R = {3, 4, 5, 6, 7, 8} Mpc/h to get the smoothed density field
δR;
• Compute the second and third moments of the density
contrast as 〈δ2R〉 and 〈δ3R〉, respectively;
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• Study how the values of the two moments change as a
function of smoothing scale for different galaxy distributions.
Fig. 8 illustrates plots of the second and third moment as a
function of the Gaussian smoothing kernel for the TNG300
(“true”) galaxies and the “basic” HOD model. One can no-
tice that the values of the moments decrease more steeply
the more smoothed the density field is, as more and more of
the information on intermediate scales (∼ 1 Mpc/h) gets
erased. The discrepancy between the two models is even
more pronounced in Fig. 9, which shows their ratio along-
side the other models we test. The error bars are roughly
constant across all smoothing scales (seen more clearly in
Fig. 9) as in this case, the jackknifing is performed on the
three-dimensional smoothed density field by consecutively
excluding subboxes from it (see Section 2.4), which is inde-
pendent of the smoothing scale.
In Fig. 9, we demonstrate how the second and third
moments of the smoothed galaxy density field compare with
TNG300 as a function of smoothing scale. Since the cumu-
lants are closely related to the two- and three-point cluster-
ing statistics, it is not surprising (but reassuring to see) that
the “basic” (mass-only) HOD model falls short of capturing
the statistical behavior of the TNG300 galaxy sample. More
surprising, however, is the finding that the 2D-HOD galaxy
sample with σ2Rhalfmass as a secondary parameter also fails
that test despite being tuned to match the two-point corre-
lation function on large-scales (more prominently observed
in the third-moment panel). This indicates that conditioning
on this parameter in the 2D-HOD model leads to a differ-
ence in the distribution of galaxy clusters and should make
us cautious of using it for populating halos.
4.2.4 Void statistics
Cosmic voids are large underdense regions with typical sizes
of 10 − 100 Mpc/h. They have undergone very little non-
linear growth compared with halos and thus offer a pris-
tine probe for studying cosmology (Gregory & Thompson
1978). They are sensitive to a number of effects such as red-
shift space distortions, baryon acoustic oscillations, neutrino
signatures, and the integrated Sachs-Wolde effect (Kreisch
et al. 2019, e.g.). As an example, the anisotropic galaxy dis-
tribution around voids can be used as an Alcock-Paczynski
test (Alcock & Paczynski 1979). As voids are regions of low
density, the average galaxy velocity in the vicinity of voids
is directed outwards from the void centre. This causes a dis-
tortion of the cross-correlation of void centres and galaxy
positions, as the void interior is stretched along the line-of-
sight, while the void walls are squashed, e.g. Nadathur et al.
(2019). Voids are complementary to both galaxy clustering
and early-Universe measurements and can help break exist-
ing degeneracies between cosmological parameters.
In this work, we analyze the void size distribution and
cross-correlation between galaxies and voids in real space
with the intention of gaining an alternative probe of the
galaxy distribution when using different population mod-
els. The number of voids as a function of their size can tell
us whether the population model we employ assigns more
galaxies in underdense regions than the hydro simulation,
which would result in a larger number of small-sized voids
at the expense of large voids. We do observe this tendency
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Figure 8. Second and third moment of the smoothed galaxy
density field of the “true” TNG300 sample at different smoothing
scales (3 − 8 Mpc/h). The errorbars are obtained by jack-knifing
the final density distribution before measuring the second and
third moments. As the density field gets smoother, the values of
the moments rapidly decrease. The discrepancy between the two
curves is illustrated more clearly in the ratio plots in Fig. 9.
when comparing the “basic” HOD model and TNG300 but
not at a significant enough level, so we do not show the
result in this paper. On the other hand, if we overpopu-
late already dense regions, then the largest voids increase
their number relative to TNG300. Neither of these effects
can be confirmed with a sufficient level of precision, so we
leave it for future analysis with a larger hydro simulation
box. On the other hand, the location of the voids informs
us where the most galaxy-deprived regions are located and
cross-correlating those with the galaxy position offers in-
sight into the relationship between large underdensities and
densely clustered regions.
We have devised our own heuristic to infer the sizes
and positions of the largest voids in the TNG300 box. We
note that this method is not as sophisticated as some of
the already existing algorithms used for void analysis, but
since we are comparing the galaxy populations in a consis-
tent way, i.e. using the same void definition, the qualitative
conclusions derived are still meaningful. Our recipe is the
following
• Divide the TNG box into 1283 cubes of side ∼ 1.6
Mpc/h;
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Figure 9. Ratio of the second and third moment of the smoothed galaxy density field between the 2D HOD galaxy sample and the “true”
TNG300 sample (shown in Fig. 8). The top panels correspond to the ratios of the second moments with respect to the “true” TNG300
population, while the bottom panels show the ratio of their third moments. The blue shaded lines correspond to the “basic” HOD model,
while orange corresponds to the “fitted” 2D-HOD models. We start smoothing at 3 Mpc/h, which is around the transition scale between
the 1-halo and 2-halo terms. On larger scales, the dominant effect comes from large clusters, and we see that while the “basic” HOD
model falls lower from the “truth”, the other 2D-HOD models seem to exhibit a better agreement, the exception being σ2Rhalfmass.
• Find the distance to the third nearest galaxy measured
from the center of each of the cubes;
• Order the thus obtained void candidates based on their
size in descending order and going through each object in the
list, remove all voids whose centers lie within the boundaries
of that object;
• Record the void sizes and void centers for each of the
population scenarios of interest.
A histogram of the void sizes for the“true”(TNG300) galaxy
sample is shown in Fig. 10. The smallest voids that we find
through this method are of radius of 10 Mpc/h, while the
largest reach about 22 Mpc/h. These are modest sizes for
voids which limit the conclusions we can draw from ana-
lyzing them. Furthermore, we work with a relatively small
number of voids, on the order of 1000, so our findings are fur-
ther inhibited by the void scarcity in TNG300. The overall
shape of the void size distribution agrees with previous anal-
yses (e.g. Ronconi & Marulli 2017). We do not show void size
distribution comparisons with the other population models
as their deviations from TNG300 are not statistically signif-
icant.
Fig. 11 illustrates the real-space cross-correlation func-
tion between voids and galaxies found in the hydro simu-
lation (TNG300), the “basic” (mass-only) HOD model, and
the four 2D-HOD models considered (augmented with one
of the following secondary parameters: environment, veloc-
ity, anisotropy, σ2Rhalfmass, and total potential). For almost
all scales considered, they are negatively correlated. There is
an upsurge around r = 8 Mpc/h, which roughly corresponds
to the smallest void size we find. On larger scales, there is
a positive correlation between void centers and galaxy posi-
tions expected to keep increasing on even larger scales. The
range over which we can study it, however, is limited by the
simulation volume to around r = 20 Mpc/h. From the bottom
panel, which shows the ratio between the cross-correlation
function for the different models, we can see that the mass-
only HOD model performs poorly, exhibiting a deviation of
& 10% at r = 10 Mpc/h. The four 2D-HOD models do sub-
stantially better, on the other hand. The largest fluctuation
observed is again when using the total potential as a sec-
ondary parameter. This finding further cautions us against
using this parameter in population modeling.
There is also a connection between void statistics and
the moments of the density field, which stems from the fact
that the high-point moments exaggerate the underdense re-
gions and hence its average value, 〈ξ3〉, is dominated by the
underdensities. This can be seen in practice when compar-
ing different population models in terms of the resulting void
size distributions and third moments. We have done this for
augmented HOD models, where we assume perfect correla-
tion between the secondary moment (e.g. environment) and
the galaxy occupation (i.e. r = 1, see Section 2.3.2), and
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Figure 10. Number of voids as a function of their size for the
“true” galaxies in TNG300. The error bars are derived from jack-
knifing the final void distribution. While we do not observe a
strictly monotonic decrease (in log-space) for the larger voids,
that is most likely the case due to their limited numbers (∼ 10).
found that they have both higher third moments as well as
more large voids.
5 DISCUSSION AND CONCLUSION
One of the main strengths of empirical approaches to mod-
eling the galaxy-halo connection is that they allow us to
constrain the DM distribution by using observations of the
biased luminous components. Applying these models, we
can obtain mock catalogs which are then used to build
high-precision covariance matrices for quantifying the un-
certainties in estimates of cosmological parameters. These
are particularly important for next-generation large-scale
structure experiments, such as DESI (Levi et al. 2013) and
Euclid (Amendola et al. 2018). Empirical models consider-
ably speed up the construction of mock catalogs and are
widely used for forward modeling cosmological observables,
e.g. Nuza et al. (2013); Leclercq et al. (2015); Kitaura et al.
(2016). In addition, empirical models can complement and
help improve ab initio models, such as hydrodynamical and
semi-analytical models of galaxy formation, which tend to
have more free parameters to incorporate baryon physics
and are considerably more expensive to run.
In this paper, we have first explored the empirical model
called subhalo abundance matching, or SHAM. We have
shown that the subhalo parameters that exhibit the least
amount of discrepancy compared with TNG300 are the sub-
halo peak velocity (i.e. the highest circular velocity it has
reached throughout its history) and the relaxation veloc-
ity (the highest circular velocity it has reached through-
out the times in which it satisfies a relaxation criterion
defined in Section 3.1). These parameters manage to suc-
cessfully reproduce the large-scale clustering to within 1%
and 3%, respectively, for the number density considered
100 101
−1.2
−1.0
−0.8
−0.6
−0.4
−0.2
0.0
0.2
ξ g
v
,m
od
el
(r
)
TNG300
basic HOD
environment
σ2Rhalfmass
vel. anisotropy
tot. potential
100 101
r [Mpc/h]
0.8
1.0
1.2
R
at
io
Figure 11. Galaxy-void cross-correlation function and ratio be-
tween the various HOD models presented in this work and the
“true” galaxy sample. The blue shaded curves correspond to the
“basic” (mass-only) HOD model, while the curves with vertical
error bars to the “fitted” 2D-HOD samples. The first three 2D-
HOD models (i.e. σ2Rhalfmass) seem to be in good agreement with
the “true” population, while the basic HOD model and the total
potential 2D-HOD distribution exhibits more pronounced differ-
ences especially on large scales. The voids used for this figure are
of sizes 10 Mpc/h and above.
(ngal ≈ 1.3× 10−3 [Mpc/h]−3) and in particular, perform bet-
ter than the “basic” HOD model. However, on small scales
(. 1 Mpc/h), they exhibit significant discrepancies when
compared with TNG300.
To understand which subcategories of galaxies are rep-
resented best by the SHAM model, we have split our sam-
ple into 5 pairs of sub-populations, based on stellar mass,
color, star-formation rate, and hierarchical position in the
halo (see Fig. 4). We have found that the central galaxy sub-
population seems to correlate the strongest with the large-
scale distribution of the corresponding DM-only subhalos in
the SHAM catalog. Introducing scatter into the Mstar −Vpeak
relationship would decrease the clustering and thus bring the
two samples into better agreement. This result also implies
that to achieve greater consistency, one ought to adopt pop-
ulation mechanisms which treat satellites and centrals dif-
ferently. Furthermore, the high-mass, blue, and star-forming
subcategories, which are predominantly made up of central
galaxies in our sample, additionally boost the ratio of the
clustering to their SHAM catalog equivalents. Finally, we
have seen that the late-forming galaxies in our stellar-mass-
cut selected sample are overwhelmingly classified as centrals
(∼ 95%), and therefore follow a very similar trend to that
observed for the centrals.
Furthermore, we have investigated the effect of baryonic
processes on subhalo properties, which may contribute sig-
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nificantly to the bias between the SHAM-based and “true”
galaxy distributions. It is known that energetic processes
such as AGN feedback expel material from the subhalo
which causes its intrinsic properties, such as its concentra-
tion, to vary considerably between the dark-matter only and
the hydrodynamical simulations (Despali & Vegetti 2017;
Peirani et al. 2017). We have explored how subhalos are
affected across the two simulations by matching the best re-
solved several thousand galaxies in the full-physics run with
their counterparts in the DM-only run and comparing differ-
ent properties used in the SHAM model construction such as
peak mass and infall velocity. This analysis reveals that the
full-physics quantities are consistently lower than the dark
matter ones (see Fig. 3), which suggests that tidal stripping,
feedback, and galactic disk effects play a significant role in
altering these parameters, which ultimately affects the rela-
tive ranking of the subhalos in full-physics and dark-matter
simulations and as such leads to a decrease in the inferred
clustering relative to the “true” galaxy distribution. Even at
the level of the bijective matching, we have found that there
is a significant fraction of the objects that have no direct
matches, indicating that the inclusion of baryonic physics
changes significantly the one-halo clustering term.
Another factor which influences the extracted proper-
ties of subhalos and halos from N-body simulations and thus
may introduce significant systematic issues is the choice of
subhalo and halo finding algorithms. Many works have re-
cently expressed concerns about the accuracy of the most
widely used Friends-of-Friends method, and alternatives
such as the temporal phase-space halo finder ROCKSTAR
have been viewed more favorably (Lukic´ et al. 2009; More
et al. 2011; Knebe et al. 2011). In this paper, we have not
explored the question of building population models adopt-
ing other halo finders, but leave this for the future. A full-
merger tree analysis performed with ROCKSTAR opens
room for interesting comparisons between the two halo find-
ers as well as comparisons between phenomenological models
such as SHAM and physically motivated ones such as semi-
analytical models.
Since the large-scale clustering obtained from the Illus-
trisTNG 300 Mpc simulation box matches the clustering of
real galaxies reasonably well (Springel et al. 2018), the ex-
tension to the HOD model developed in this paper and its
subsequent statistical analysis can provide a framework for
developing improved mock catalogs in preparation for fu-
ture surveys. To mitigate the discrepancies observed in the
large-scale clustering of galaxies, we have introduced a two-
dimensional HOD (2D-HOD) model that is augmented with
a secondary halo parameter in addition to mass. The pa-
rameters included in this extended HOD model are the total
potential energy of the halo, its local environment, the ve-
locity anisotropy of the particles within it, and the virialized
mass measured as σ2Rhalfmass. There is one free parameter
in this model, r, measuring the amount of correlation be-
tween halo occupancy and the secondary parameter within
each 5% mass bin. We choose its value so as to reconcile
the galaxy auto-correlation function on large scales (1 − 20
Mpc/h) to within ∼ 1%, the required precision of current
cosmological efforts. We manage to do this for all 4 param-
eter choices listed above, the only exception being the total
potential energy, where the galaxy bias is scale-dependent
and does not approach constant behavior on large scales as
in the other cases (see Fig. 6).
We have explored different statistical properties of the
2D-HOD galaxy catalogs and shown that despite being fitted
to match only the two-point clustering of galaxies, two of our
parameter choices (environment and velocity anisotropy)
demonstrate an excellent agreement with TNG300 for all
the examined statistical observables. We believe this to be
a significant finding that merits further exploration.
We have shown that the stacked lensing of all the 2D-
HOD samples is in very good agreement with TNG300, the
worst choice for a secondary parameter being again the to-
tal potential energy of the halo, which might have been
anticipated by our results concerning the auto-correlation
function. We argue that the discrepancy observed in cross-
correlation measures in real space ought to be half that found
in their auto-correlation. Furthermore, our results indicate
that the linear bias approximation works well on scales larger
than 10 Mpc/h, where the correlation coefficient approaches
1 and the galaxy bias is roughly constant. This suggests that
on these scales, baryon physics does not affect the galaxy dis-
tribution, and the dominant source that governs the galaxy
distribution is gravity. We have next examined the question
of whether our 2D-HOD galaxy catalogs which were con-
structed so as to match the two-point correlation function
provide an equally good match to cross-correlation measures
between the matter and galaxy distributions such as galaxy-
galaxy lensing (Fig. 7) and the correlation coefficient (see
Fig. 6).
The other statistical tools we have employed in this
work are cosmic void statistics and cumulants of the
smoothed galaxy overdensity, both of which contain higher-
point information than the galaxy auto-correlation function.
The analysis of the void size distribution does not yield a sta-
tistically significant difference between the different models,
which is most likely due to our small-number and small-
radius limitations (∼ 1000 voids of maximum radius of 22
Mpc/h). Studying the void-galaxy cross- correlation func-
tion provides us with more illuminating insights that allow
us to discriminate better between the different population
models. In particular, the 2D-HOD model augmented with
the total potential secondary parameter exhibits a larger
discrepancy compared with the rest of the parameters. A
caveat of our void definition is that we consider only spher-
ically shaped voids. With a larger hydro simulation box, we
could potentially begin to see more prominent differences in
the different population mechanisms.
For our analysis of the cumulants of the density field,
we have shown the values of the second and third moments
as a function of the smoothing scale (3−8 Mpc/h). Of partic-
ular interest is the scale of clusters, ∼ 3 Mpc/h, for which we
have demonstrated that the 2D-HOD samples are roughly
consistent with the “true” TNG sample, while the “basic”
(mass-only) HOD model seems to deviate by more than
1σ (see Fig. 9). The worst performing secondary parame-
ter choice is the virial mass measure σ2Rhalfmass. Of the 4
secondary parameters considered, across all statistics mea-
sures tried out in this paper, the best performing ones are
the local environment (an extrinsic halo property) and the
velocity anisotropy (an intrinsic halo property). We consider
this a non-trivial result, since the 2D-HOD models have only
been fitted to match the two-point clustering, and yet, two
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of resulting samples exhibit a remarkable consistency with
TNG300 for all statistical probes considered in this paper.
In the near future, even larger hydrodynamical galaxy
formation simulations will be available, which will be ex-
tremely beneficial for expanding our knowledge of the rela-
tionship between galaxies and their dark matter halos. Once
such data sets become available, we plan to test and vali-
date the results obtained with TNG300 as well as improve
the empirical population models used for creating mock cat-
alogs. Thanks to the substantially larger number of galaxies
contained in these larger volume runs, such simulations will
enable us to capture the large-scale behavior even better
by possibly introducing a multidimensional approach to the
HOD model. Such an endeavor could potentially open the
door for creating efficient galaxy population models that re-
cover the galaxy clustering on large scales with subpercent
precision and thus bridge important gaps in light of future
galaxy surveys.
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