Abstract-We consider a multiple-input-single-output (MISO) broadcast channel with mixed channel state information at the transmitter (CSIT) that consists of imperfect current CSIT and perfect outdated CSIT. Recent work by Kobayashi et al. presented a scheme that exploits both imperfect current CSIT and perfect outdated CSIT and achieves higher degrees of freedom (DoF) than possible with only imperfect current CSIT or only outdated CSIT individually. In this work, we further improve the achievable DoF in this setting by incorporating additional private messages, and provide a tight information theoretic DoF outer bound, thereby identifying the DoF optimal use of mixed CSIT. The new result is stronger even in the original setting of only delayed CSIT, because it allows us to remove the restricting assumption of statistically equivalent fading for all users.
Abstract-We consider a multiple-input-single-output (MISO) broadcast channel with mixed channel state information at the transmitter (CSIT) that consists of imperfect current CSIT and perfect outdated CSIT. Recent work by Kobayashi et al. presented a scheme that exploits both imperfect current CSIT and perfect outdated CSIT and achieves higher degrees of freedom (DoF) than possible with only imperfect current CSIT or only outdated CSIT individually. In this work, we further improve the achievable DoF in this setting by incorporating additional private messages, and provide a tight information theoretic DoF outer bound, thereby identifying the DoF optimal use of mixed CSIT. The new result is stronger even in the original setting of only delayed CSIT, because it allows us to remove the restricting assumption of statistically equivalent fading for all users.
Index Terms-Broadcast channel, degrees of freedom, interference alignment, MISO, mixed CSIT.
I. INTRODUCTION

C
HANNEL state information at the transmitter (CSIT) is an important issue when designing communication systems, and can be available in a variety of forms. Consider the following CSIT models for a two user MISO broadcast channel (BC) where the transmitter is equipped with two antennas, each receiver has one antenna and the channels vary in an i.i.d. fashion across time.
1) Perfect current CSIT: This is the setting where the transmitter knows the instantaneous channels perfectly at time t. 2) Delayed CSIT: This is the setting where at time t, the transmitter knows the channels up to time t−1 perfectly. 3) Delayed CSIT and imperfect current CSIT: This is the setting where the transmitter has delayed CSIT and also has partial knowledge of the channels at time t. When the channel is changing very slowly, perfect current CSIT is a reasonable assumption. Under this model, zero forcing at the transmitter allows each user to achieve 1 DoF, which is also its interference-free DoF. On the other hand, if the channel is changing very rapidly, delayed CSIT is a reasonable assumption. A channel that changes from symbol to symbol in an i.i.d. fashion, making any CSIT completely outdated (i.e., independent of the current channel state), naturally represents a worst case scenario. Surprisingly, even in this case, a DoF gain can be obtained due to retrospective interference alignment [2] , [3] . For many practical settings, however, at least some imperfect knowledge of the current channel state may be available in addition to past channel state information. This can happen, e.g., due to temporal channel correlations when the CSIT feedback is not significantly delayed, or, e.g., due to the availability of a feedback channel with significant delay (providing outdated CSIT) in addition to the observations from a reverse channel (due to the two-way nature of communication), which may provide an (imperfect) estimate of the current channel state. In this work we explore how the transmitter can optimally use this mixed CSIT, from a DoF perspective.
II. SYSTEM MODEL
We consider a two-user MISO broadcast channel where the transmitter has two antennas. It is assumed that the transmitter has perfect delayed CSI and imperfect current CSI. We are interested in characterizing the DoF of this channel. To better understand the results, we present the channel model in its simplest form as follows. The rationale for this simple form is explained in detail in [4] .
Here, during channel use t, y i (t) is the received signal at receiver i, z i (t) is additive white Gaussian noise with zero mean and unit variance at receiver i, x 1 (t) is the projection of the transmitted signal along the dimension that is orthogonal to the estimated current channel of receiver 2 while x 2 (t) is the projection of the transmitted signal along the dimension that is orthogonal to the estimated current channel of receiver 1. Essentially, by a change of basis operation (no loss of generality for DoF), the effective transmit antennas are aligned with the zero forcing signaling dimensions based on the imperfect current CSIT. The transmitter satisfies an average power constraint, i.e., E[
T . Since the current channel is not known perfectly, perfect zeroforcing of signals is not possible, so that h(t) and g(t) are the channels for the non-zero-forced part of the signals. They are modeled as unknown channel coefficients at time t, and will be known to the transmitter after a unit time delay (outdated CSIT). In addition, they are drawn from continuous distributions, independent of each other (although not necessarily identically distributed), and vary in an i.i.d. fashion in time. To avoid degenerate conditions, the absolute value of the channel coefficients is assumed to be bounded between a non-zero minimum value and a finite maximum value. Due to imperfect current CSIT, P α represents the residual signal power after zero forcing, whose strength is measured by α, a parameter 1089-7798/12$31.00 c 2012 IEEE that ranges between zero and one. There are two independent messages, one for each receiver. The sum capacity C Σ (P ) is the maximum achievable sum rate. The number of degrees of freedom is defined as d = lim P →∞ CΣ(P ) log P . α = 0 corresponds to the case when current CSIT is as good as perfect, because the residual signal power after zero forcing does not grow with P and, therefore, has no impact on the DoF. In this case, simply zero forcing allows each user to achieve 1 DoF, for a total of 2 DoF, which is also the maximum DoF of the channel even with perfect current CSIT. On the other hand, α = 1 corresponds to the case when there is no current CSIT, and zero forcing is not able to reduce the signal strength. In this case, Maddah-Ali and Tse proposed an interference alignment scheme (which will be referred to as the MAT scheme) to achieve the optimal DoF of 
III. RESULTS
The main result of this paper is presented in the following theorem.
Theorem 1: For the MISO broadcast channel with mixed CSIT defined in Section II,
This theorem establishes both the achievable DoF and its optimality. In terms of outer bounds, this is the first nontrivial outer bound for the mixed CSIT setting. Moreover, it improves previous results in the original setting of [2] with only delayed CSIT, i.e., with no current CSIT. This is because our outer bound does not require that the two users be statistically equivalent, i.e., the users can have different fading distributions. In contrast, the outer bounds for the BC with delayed CSIT, e.g., in [2] , require that the two users be statistically equivalent.
In Fig. 1 , we plot the optimal DoF as a function of α. For comparison, we also plot the DoF achieved by zero-forcing, i.e., 2 − 2α, which only uses current CSI, and that achieved by the MAT scheme, i.e., 4/3 DoF regardless of α, which only uses delayed CSI. In addition, in [1] , Kobayashi et al. proposed an interesting scheme which exploits both current and delayed CSI to achieve 2(1+α) 1+2α DoF 1 . In this work, we 1 The parameter α used in this paper is different from that used in [1] . Suppose we denote the α used in [1] as α . Then α in this paper is related to α through α = 1 − α .
build our scheme upon that of Kobayashi et al. and further improve it to achieve 2 − 2 3 α DoF, which represents a straight line that goes from a sum DoF value of 2 when α = 0 to a sum DoF value of 4/3 when α = 1 as shown in Fig. 1 . The DoF value can be written as 2( 2 3 α + 1 − α) and can be interpreted as "each user can achieve 2 3 α DoF due to retrospective interference alignment and 1 − α DoF due to zero-forcing." We also obtain an outer bound to show that the new achievable DoF are optimal.
IV. OUTER BOUND
In this section, we provide the outer bound proof. Our outer bound follows a compound channel approach. Suppose we provide y 1 to User 2 so that it has both y 1 and y 2 , which makes the channel physically degraded. For a physically degraded BC without memory (this requirement of memoryless channels is the primary reason that we restrict the model to i.i.d. fading in time), feedback does not increase capacity, so we can eliminate the delayed CSIT feedback for this new channel. Now, let us impose a compound setting on h and g, which is consistent with the outer bound argument, i.e., the compound setting does not decrease the capacity of the original channel. To see this, suppose we first introduce another pair of receivers, one for each user, that are statistically equivalent to the original receivers and require the same messages. Since the additional receivers have the same decoding capabilities as the original receivers, the capacity region is not decreased. Now we provide full channel knowledge to the transmitter, which also cannot reduce capacity (this step is not necessary, but it shows the strength of the outer bound). This puts us into a two-state compound BC setting. Since at no point did we reduce the capacity, the outer bound for this compound setting is also an outer bound for the original channel. Now we have two more fictional outputs:
For simplicity we omit the time index. Note that in the compound setting the transmitter knows that the channels can be either h, g or h , g . Essentially now we have two BCs controlled by the same inputs. In the first BC, User 1 sees y 1 and wants message W 1 , and User 2 sees y 1 , y 2 and wants message W 2 . In the second BC, the first user sees y 1 and wants message W 1 and the second user sees y 1 , y 2 and wants message W 2 . To derive the outer bound, we start with the first BC. From Fano's inequality,
Proceeding similarly with y 1 instead of y 1 , we have the bound:
Adding the two we have
To bound the remaining entropy term, next we want to show that
Note that from y 1 , y 1 we can do a change of basis to obtain
where z i ∼ CN(0, O (1)), and most importantly z ∼ CN (0, P 1−α ). So, from y 1 , y 1 , and z it is possible to obtain x 1 + z 3 , x 2 + z 4 , i.e., it is possible to invert the channel within bounded variance noise distortion. Using this observation, we proceed as follows.
Thus we have found a bound for the remaining entropy term. Adding (4) and (7), we have 2nR 1 +nR 2 ≤ 2n log(P )+n(1−α) log(P )+no(log(P ))+o(n)
Writing the equation in DoF terms, we have
By symmetry we can repeat the whole procedure by creating a degraded channel in the other direction (User 2 is degraded) to obtain the bound d 1 +2d 2 ≤ 3−α. Adding the two bounds, we have the final DoF outer bound
α. Remark 1: α = 1 corresponds to the original setting of [2] with only delayed CSIT. Therefore, we provide an alternate proof that does not require statistically equivalent fading for the two users.
Remark 2: Evidently, the outer bound applies even if the channel uncertainty at the transmitter is reduced to a one-bit uncertainty representing a choice between only two independent realizations of each user's channel. Note that the bound only requires linear independence between the two realizations. Since the channels are drawn from a continuous distribution, this is true with probability 1.
V. ACHIEVABILITY
In this section we provide the achievability proof for Theorem 1. The achievable scheme consists of three phases.
Phase 1: Phase 1 consists of one time slot and the transmitted signal is
where a i and b i are symbols intended for user 1 and 2, respectively. Fix two independent Gaussian codebooks with T . v 2 and u 2 are two unit-norm vectors chosen randomly, such that they are linearly independent with v 1 and u 1 , respectively, with probability one. Now consider the received signal at receiver 1.
where
Similarly, the received signal at receiver 2 is
The dominant received power term of each symbol at receiver 1 is shown in Fig. 2 . As we can see, due to partial zero-forcing of symbol a 1 and b 1 at receiver 2 and receiver 1, respectively, they are received at power level of O(P α ) at the unintended receivers. On the other hand, a 2 and b 2 cannot be partially zero-forced at the unintended receivers and we allocate the power such that they are received at the same power level of a 1 and b 1 at receiver 2 and 1, respectively.
As in [1] , we will quantize the real and imaginary parts of η k separately using a scalar truncated uniform quantizer with unit step and truncation valueη = P α+ζ 2 , for some ζ > 0. Let us denote η k =η k + Δ k , whereη k is the quantized value while Δ k is the quantization error.η k contains R k = 2 log(2 η ) ≈ 2 + (ζ + α) log P bits.
η k viewed as a message containing R k bits will be encoded using a Gaussian codebook with codewords denoted by c k .
Then c k will be sent to both receivers as common information in the following time slots. Note that essentially phase 1 is the same as phase 1 of the scheme proposed in [1] . Phase 2: The goal of phase 2 is to deliver the common information c 1 to both receivers like Kobayashi et al. [1] . However, we also simultaneously send two new private messages, one for each receiver using the partial zero forcing capability of the channel. Suppose private messages for receiver 1 and 2 are encoded using independent Gaussian codes with codewords denoted as a 3 and b 3 , respectively. Consider the following transmitted signal (for simplicity we omit the time index) 
The dominant power level of each symbol at receiver 1 is shown in Fig. 3. For b 3 , it can be seen that its power is O(1), i.e., at the noise floor level. Similarly, the received signal at receiver 2 is
Again, a 3 is received at the noise floor level while the power levels of c 1 and b 3 are P and P 1−α , respectively. Both receivers will decode c 1 first by treating other signals as noise. The achievable rate for c 1 is R c1 = min {I(c 1 ; y 1 , h, g), I(c 1 ; y 2 , h, g)}. Next, we calculate these two mutual information terms. First,
where w = [w 1 w 2 ] T . Similarly, I(c 1 ; y 2 , h, g) = α log P + o(log P ). Therefore, R c1 = α log P + o(log P ). Note that c 1 contains 2 + (α + ζ) log P bits. The number of time slots needed to send these bits is t 2 = 2+(α+ζ) log P α log P +o(log P ) . Since ζ can be made arbitrarily small, t 2 → 1 as P → ∞. In other words, at high SNR, phase 2 only consists of one time slot.
After decoding c 1 at receiver 1, since the channels are known to the receiver, it can subtract c 1 from the received signal and then decode a 3 to achieve a rate:
By symmetry, at receiver 2, b 3 can achieve a rate
Phase 3: Phase 3 is very similar to Phase 2. In phase 3, the common information c 2 will be sent to both receivers and again at the same time one private message will be sent to each receiver. Denote the codewords of private messages for receiver 1 and 2 as a 4 and b 4 , respectively. Then the transmitted signal is
We set the powers of a 4 , b 4 and c 2 as P −α /2, P −α /2 and 1 − P −α , respectively. With the same analysis as phase 2, both a 4 and b 4 can achieve 1 − α DoF and c 2 can be delivered using t 3 time slots where t 3 = t 2 .
After decoding c 1 and c 2 , both receivers knowη 1 andη 2 . Now receiver 1 will useη 1 ,η 2 and y 1 (1) to construct an effective 2 × 2 MIMO channel with inputs a 1 and a 2 :
Similarly, receiver 2 will useη 1 ,η 2 and y 2 (1) to construct an effective MIMO channel with inputs b 1 and b 2 as follows.
As shown in [1] , the probability of error P e of decoding a 1 , a 2 , b 1 and b 2 will go to zero as P → ∞ when R = (1 + α) log P +o(log P ). Now, due to random coding it can be seen that for [a 1 a 2 ] and [b 1 b 2 ], the reliable rates are approximately (1 − P e )((1 + α) log P + o(log P )).
Since P e will go to zero when P → ∞, [a 1 a 2 ] and [b 1 b 2 ] can achieve 1 + α DoF. Now we can calculate the achievable DoF using this scheme. When P → ∞, phase 2 and 3 each consists of one time slot. Since phase 1 consists of one time slot, a total of 3 time slots are used. Over these 3 time slots, four symbols are delivered to each receiver. Therefore, d = 
VI. CONCLUSION
While DoF studies typically focus on selected aspects of channel uncertainty in isolation, the main message of this work is that the study of mixed CSIT models can not only be tractable but may also reveal synergistic gains that cannot be seen through the study of each individual element by itself. The results were reported independently in parallel works by our group in [4] and by Yang et al. in [5] .
