Identification of detailed features of neuronal systems is an important challenge in the biosciences today. Cilia are long thin structures that extend from the olfactory receptor neurons into the nasal mucus. Transduction of an odor into an electrical signal occurs in the membranes of the cilia. The cyclicnucleotide-gated (CNG) channels which reside in the ciliary membrane and are activated by adenosine 3',5'-cyclic monophosphate (cAMP) allow a depolarizing influx of Ca 2+ and Na + and are thought to initiate the electrical signal.
Introduction:
Understanding the olfactory system is an important challenge in current neuroscience. Stimulus transduction in the olfactory system begins when an odorant molecule binds to a receptor on the cytoplasmic membrane of a cilium. Each olfactory receptor neuron projects several of these long, thin cilia into the nasal mucus. The CNG channels allow a depolarizing influx of Ca 2+ and Na + . Although the single-channel properties have been well described, the distribution of these channels along the cilia is unknown and should significantly influence the sensitivity of the neuron to odor stimuli.
Experiments can be performed (see Chen et al (1999) ) on single cilia; recordings are made of current as cAMP diffuses and activates the CNG channels. In this paper we explore the hypothesis that CNG channel distributions can be derived from the experimental current data and known properties of the cilia. To accomplish this, we have developed a mathematical model of the experiment and computed approximate CNG channel distributions. The model involves a system of nonlinear differential equations and a constrained Fredholm integral equation of the first kind which appears to be severely ill-conditioned.
To provide a more complete understanding of the entire project, it is helpful to give some details of the experimental procedure. The techniques for the procedure have been developed in Kleene (1993) , Kleene and Gesteland (1991a) , Kleene and Gesteland (1991b) , and Kleene et al (1994) . One olfactory cilium of a neuron is drawn into an open-ended recording pipette. The mouth of the pipette becomes attached to the base of the cilium. Then the pipette with the cilium inside is excised from the rest of the neuron. The base of the cilium remains attached to the open end of the pipette with the full length of the cilium inside the pipette. Both sides of the cilium are bathed in a Na + -containing solution. cAMP is allowed to diffuse into the cilium from the bath surrounding the pipette. As the cAMP enters the cilium, some of the cAMP molecules bind to CNG channels. This allows the channels to open and initiate a transmembrane Na + current that is measured with electrodes placed inside and outside the pipette. The inside of the cilium is held at −50 mV, causing Na + ions to flow from the outside of the cilium to the inside. (Ca 2+ is eliminated from all of the solutions and so is unavailable to gate the Ca 2+ -activated Cl − channels which are also known to exist in these cilia. Thus there is no Cl − current.) See Chen et al (1999) for examples of experimental current vs time data. Also note figure 6B (Data labeled True) which has some preliminary current data from our lab.
The diffusion and binding of cAMP into the cilium is modeled by a nonlinear time-dependent partial differential equation which also depends on the channel distribution ρ. The membrane potential satisfies a second-order boundary value problem which depends on ρ and on the concentration of cAMP. The final equation in our model is the Fredholm integral equation which has a kernel that depends on the membrane potential and concentration of cAMP. It is constrained by the fact that the unknown (the channel distribution function ρ) must be nonnegative. Experimental work has shown that spatial variations in the concentration of Na + are insignificant. The overall mathematical problem is solved iteratively. The cAMP and membrane potential problems are approximated by basic finite difference schemes. The integral equation is discretized on a coarser grid and is solved by a Gauss-Seidel method.
The linear systems that arise from the integral equation are solved during the iterative process. An indication of the ill-conditioning inherent in this model is the size of the condition numbers for these systems; typically on a grid with just 20 nodes the condition numbers are around O(10 10 ). Our computational experience with this simple approximation procedure indicates that it is effective at producing plausible channel distribution functions with current profiles that are close to those from the given data (i.e. small residuals). As with most highly ill-conditioned systems, producing accurate solutions is a challenging problem.
We are well aware that one might instead use immunocytochemistry to obtain information about the channel distributions in a cilium. In principle, one could directly visualize the CNG channels in a single cilium with this fully experimental approach. Because it is difficult to stain such a tiny organelle, though, this goal has not yet been achieved. For some channels, such as the ciliary Cl − channels which are also involved in odor transduction, no antibodies are available. In such a case, the computational approach here may be the only method for locating the channels.
In cases where immunocytochemistry does provide useful information, our work provides an alternative or check on the results. We also point out that this computational approach, though influenced by the instabilities due to the ill-conditioning, is quantitative while the immunocytochemistry analysis is typically only qualitative.
An outline of this paper is as follows. In Section 2 we present a derivation of the mathematical model which is one of the main contributions of this paper. The full approximation scheme is also presented in this section; again, it is a simple procedure but, as we show in Section 3, it produces small residuals and plausible answers to the ill-conditioned problem. Some conclusions are presented in Section 4.
Methods:
2.1 Mathematical Model: The early work by Kleene and his colleagues has been crucial in providing parameters for our studies. The papers Kleene et al (1994) and Larsson et al (1997) list specific data total channel densities and sensitivity of the channels to their activating ligands.
Frog olfactory cilia are thin tubes (diameter 2.8 × 10 −5 cm (Menco, 1980) with lengths L in the range from 1.5 × 10 −3 cm to as much as 20.0 × 10 −3 cm) that are connected to the ends of the dendrites of the olfactory receptor neurons. We are mainly interested in the distribution of CNG channels ρ = ρ(x). The units of ρ are number of CNG channels per unit length (in cm) and x is the distance from the base of the cilium where it is attached to the rest of the olfactory receptor neuron.
There are two key assertions about the binding of cAMP to the CNG channels in the presence of a local concentration of cAMP inside the cilium. These assumptions allow us to quantify the number of bound cAMP molecules and the current from the entrance of Na + ions. The radial dynamics are hypothesized to be insignificant; thus the problem is spatially one-dimensional in the length variable x. The first assumption is
Here, S(x, t) is the number of bound cAMP per unit length of the cilia on a thin ring at x and time t in the presence of cAMP concentration c (x, t) . In general t ∈ [0, T ] where T is a time in seconds when the experimental current measurements are stopped. The quotient involving c is a Hill function with exponent n = 1.7 and half-maximal concentration K 1/2 = 1.7 µM. The function c is the concentration of cAMP in the thin ring in the cilium at (x, t) and has units of µM. The number B S (its units are molecules/channel) measures the binding sites. Even though there are 4 cAMP binding sites on each CNG channel (Matulef and Zagotta, 2003 ) the exponent n in the Hill function suggests only 1-2 sites are needed; we have chosen to take B S = n. The second or current flow assumption is
(see Chen et al (1999) ) where J(x, t) is the Na + current through the CNG channels and has units of pA/cm. The function v(x, t) is really part of the driving force with equilibrium potential equal to zero. The conductance is g CNG = 8.3 × 10 −12 S/channel and the constant P = .70 is the maximum open probability for the channels. The membrane potential v = v(x, t) has units of mV.
Starting with the current assumption (2) we derive a key equation relating the total current at t, which we label I(t), to c(x, t) and ρ(x). We assume that currents due to capacitive effects are negligible. Using the fact that
we find that
If ρ is the only unknown, this is a Fredholm integral equation of the first kind. These equations are well understood (see e.g., Engel et al (1996) , Groetsch (1984) ), but the more complicated nonlinear system that arises in this modeling is nonstandard. We must also impose the natural constraint that
Assuming that the rate of change of concentration of cAMP is balanced by Fick's law of diffusion of the cAMP and the binding, which is directly proportional to ∂S/∂t (see Crank (2001) ), it follows, after matching units, that
Here, N A is Avogadro's number and A is the cross-sectional area of the cilium. We have chosen D to be smaller than the diffusion constant for ATP, a similar molecule to cAMP, and bigger than the values predicted in Chen et al (1999) . The formula (1) can be substituted for S giving
and noting that F ≥ 0, the binding will, as expected, lead to a slower rate of diffusion since
The cAMP modeling is complete after adding the boundary conditions (BC)
and initial condition (IC) c(·, 0) = 0.
The final equation, for the membrane potential, is derived using standard cable theory (see, for instance, Keener and Sneyd (1998) ). Current between the two electrodes passes through two significant resistances in series: the resistance of the ciliary membrane, and a longitudinal resistance along the length of the solution filling the cilium. This second resistance varies with distance along the length of the cilium, as does the transmembrane voltage. We find that v = v(x, t) satisfies
where r a = 1.49 × 10 11 (S cm) −1 is the intracellular resistance to longitudinal current of the saline solution in the cilium (Here, r a is formed by dividing the intracellular resistivity R i = 91.7 Ω−cm by the cross-sectional area A). Here we append the BC's
We have assumed the usual capacitance term is negligible as well as the background conductance. Our full model now consists of equations (3)- (9). We note that this problem can be transformed into a different form that shows its relation to other work. By integrating the differential equation involving the membrane potential (8) in x from 0 to L we obtain, using the fact that the flux at the right boundary is zero and incorporating the integral equation (3);
Thus, we can view our problem as having unknowns c, v and ρ and consisting of the equations (5) and (8), BCs (6) and (9), the IC (7), and the new condition above, (10). In this reformulation we would neglect the integral equation (3) and view the new condition (10) as compensating for the "extra" unknown ρ.
This new formulation of our system is similar in basic structure to the one in Bell and Craciun (2005) , Klibanov and Lucas (1999) , Tadi (1997) , and Tadi et al (2002) . We note that our problem involves ligandgating, so there is another much slower time scale involved than in Bell and Craciun (2005) and thus an extra partial differential equation. Our coefficient function of the unknown ρ is close to zero through much of the space-time domain.
Approximation of Model Solution:
In this subsection we present an approximation scheme for the problem defined by equations (3)-(9). As mentioned before the problem appears to be ill-conditioned, and, therefore, we have purposely sought to keep this first approach quite simple.
We have used two different partitions of the space-time domain. The coarser one is for the integral equation problem since the condition number increases with increasing number of grid points. The second finer partition is for the cAMP diffusion/binding equation and the membrane potential equation. The method on the highest level involves an iteration between the three main equations. The cAMP and membrane potential equations are solved by finite differences; a semi-implicit Crank-Nicolson procedure is used for the time discretization of the cAMP equation. The discretization of the integral equation leads to a linear system of equations which is solved by a Gauss-Seidel iteration; the constraint is imposed on each component (of a vector approximating ρ) during each iteration. 
where we have added the artificial or ghost point y M +1 in order to define the centered difference approximation to the derivative boundary conditions (Here q = 1, 2, . . ., Q). To approximate the initial condition (7) we set c
Our overall algorithm to solve the full system of equations will be iterative. Thus, when we approach solving the differential equations (5) and (8) we assume that a guess approximation for ρ is available (ρ Guess j ∼ = ρ(y j )) and, in the membrane potential equation, that we are using the current approximation to the cAMP, c q j . To write our finite difference approximations succinctly we let
Our finite difference approximation for (5) is and for (8) 
In both we have j = 1, 2, . . ., M and q = 0, 1, 2, . . ., Q − 1. For a fixed time step level q, each of these systems generates a square system of linear equations that can be solved. The time step scheme for the cAMP approximation would typically be called a semi-implicit Crank-Nicolson scheme since we have lagged the nonlinear F term. The initial condition in the cAMP problem has a jump discontinuity at x = 0. As is known for the CrankNicolson method (and as we discovered in our computations), this discontinuity can lead to nonphysical oscillations in the approximation to c. To remedy this we switched the time step scheme to a backward or implicit Euler method for the first few time steps. The backward Euler method, though less accurate than Crank-Nicolson, tends to smooth the discontinuity and provide more physical answers.
In order to provide values for the approximate c and v functions on the coarser grid that will be used to solve the integral equation problem, we used continuous piecewise bilinear interpolation. Essentially, on each space-time grid rectangle (e.g. 
Collocation Gauss-Seidel Approximation for the Integral Equation:
We now describe our scheme to obtain an approximation to ρ from the integral equation (3) given c F D and v F D . This time we partition the space time domain with an N × N grid;
Here, we have generally kept N moderate due to the ill-conditioning; typical values for N lie in the range from 10 to 20. In all of our computations we have had N << max{M, Q}. Although choosing the meshwidth of the coarse grid to be an integral multiple of meshwidth of the finer grid would result in some simplification, our software allows these two meshwidths to be independent.
We look for a piecewise constant approximation of ρ,
where
are the standard basis functions for the space of piecewise constant functions. Substituting this expression into the integral equation we obtain the following collocation requirement
for i = 1, 2, . . ., N . We approximated each of the integrals using the rectangle rule with ten subintervals. These equations can be rewritten as a matrix-vector equation A ρ = I where the components of ρ are the ρ j , the components of I are I(t i ) and the entries of A are
A crucial point, now, is that we want a vector ρ that satisfies the matrix-vector equation as accurately as possible but is constrained to be nonnegative;
We have experimented with several simple penalty methods but had the most success with the following Gauss-Seidel algorithm which was inspired by an approach used for obstacle problems (see White (1985) ).
Guess
We typically took Max to be order 1. We examined the difference between successive iterates and computed
where · 2 is the standard Euclidean length:
. In a typical computation for this constrained Gauss-Seidel method the error above was of order 10 −2 after 5-10 iterations. We accepted this as sufficient since the relative residual error between the given current and our approximate current was also around 10 −2 .
Iteration for the Full System: We incorporated the steps described above into a simple iteration algorithm. The essential steps of this are as follows:
F D by solving (11)- (14) with ρ Guess = ρ (r−1)
F D by solving (11), (12), and (15) P C was found by the Gauss-Seidel algorithm described above and a relaxation procedure. In our computations we found it was beneficial to deaccelerate the transition to a new channel distribution during the iteration process. To accomplish this we averaged the distibution computed directly using the Gauss-Seidel algorithm which we labeled ρ (r−1/2) P C with the previous iterate. Typically we had
with ω = 0.7. We increased the number of Gauss-Seidel iterations Max on each step from 1 to L Max as the iteration number increased from 1 to R. We typically performed 5-10 iterations of the full algorithm above and found that the relative difference of successive iterates was around 10 −2 .
Results:
In this section we display the results of the algorithm described in Section 2. In the majority of the examples, we have created a channel distribution ρ and then derived, by solving the full system of equations (3)- (9) numerically, the associated current I (i.e. we solved a forward problem to create the true current). We then used our algorithm to find an approximate ρ (i.e. solved the inverse problem) and then numerically computed an approximate current (i.e. another forward problem). We denote this approximate current I Appx ; and use an L 1 norm to compute a relative residual:
Below we describe the results for five different example computations. The first four have known or created channel distributions from which the current profile I was derived numerically. In the last example we have used some preliminary current data from our lab.
Example 2 has a uniform distribution of channels for ρ which has been a standard assumption made in other work on cilia (see Chen et al (1999) or Lindemann (2001) ). Example 1 has a very smooth ρ while examples 3 and 4 have jump distributions which are usually challenging for a numerical method. In examples 1-4 we have c Bulk = 30 µM, L = 4 × 10 −3 cm and T = 0.5 seconds. The approximate channel distribution ρ P C which is a piecewise constant function and the current derived from it are displayed in figures 1 and 3-6. The actual data points are indicated by an 'o'.
Example 1: Here we consider the case of a cilium with a smooth distribution of channels centered around 2.0 × 10 −3 cm. Figure 1 has the created ρ labeled "True" and the approximate ρ obtained by the algorithm is the piecewise constant function. Figure 2 has a series of snapshots of the computed cAMP concentrations and membrane potentials at a set of evenly spaced times from t = 0 to t = T . The lowest curves in each figure represent the earliest times. We set N = 20 in this example. 
Example 2:
We study the case where ρ is represents a uniform distribution of channels. Here we had N = 15; the results are displayed in figure 3 Example 3: The pulse or square wave channel distribution is created here to push the limits of our algorithm. This solution shape, because of its lack of smoothness is usually a challenge for inverse problem solvers. The value for N was 20 in this example and the results are displayed in figure 4.
Example 4:
Here we have moved the pulse shape to a different location on the cilia and made it narrower and higher; N = 18 and the results are still displayed in figure 5.
Example 5:
We examine one case where we did not know the correct ρ. These are preliminary data from our lab. Noise is mitigated by averaging the raw data and defining I by numerical integration. Here the length of the cilium is 7 × 10 −3 cm and the concentration of cAMP used in the experiment was c Bulk = 20 µM. We used N = 20; the results are displayed in figure 6 .
We estimated the number of channels in the cilium from our approximate solution by summing the constants that make up ρ P C times ∆x. In this example we found there were roughly 2100 channels. Reference Larsson et al (1997) estimates experimentally that a broad range (630 to 2910) of channels is possible in a single cilium.
The condition numbers for the matrix A in these examples ranged from 5.1 × 10 8 in Example 2 to a high of 3.0 × 10 13 in Example 5. The relative residuals for the currents were all less than 6.9 × 10 −2 (Example 5) with the lowest being 9.8 × 10 −4 (Example 3).
Discussion:
In all of the example computations above, an accurate approximation of the current was obtained (figures 1B-6B). From these results and our experience we conclude the algorithm is proficient at determining plausible channel distributions ρ that provide accurate currents I. shape of our approximate channel distributions is similar to the "true" ones in terms of area, height, and location. The inaccuracies in our ρ-approximations are not surprising for this type of ill-conditioned inverse problem. Overall our results for the parameter function ρ are quite comparable to those in the related inverse problems in Klibanov and Lucas (1999) , Tadi (1997) , and Tadi et al (2002) .
The large condition numbers are an indication that errors in input data can be magnified dramatically. We speculate that if κ is the condition number for a certain example then the best statement that can be made on accuracy would be ρ − ρ P C ≤ κ I − I Appx .
Thus, if κ ∼ = 10 9 and the error in I is of size 10 −2 then we could only guarrantee an accuracy of 10 7 in the error for ρ.
High condition numbers are also an indication that the problem is nearly singular. Singular problems are, loosely, characterized by situations with either many solutions (non-uniqueness) or no solutions (nonexistence). We have been pleased that in the examples we have investigated with the algorithm described here, the approximate ρ provides an accurate approximate current.
We further note that the results in Bell and Craciun (2005) where distributions of voltage-gated ion channels are being sought are quite good. We have made some preliminary attempts to implement the scheme described in that paper; so far we have found that the right-hand flux boundary conditions appear to be necessary to obtain a proper answer for ρ whereas in Bell and Craciun (2005) the analogous condition, apparently, had little influence (see the Conclusions section of Bell and Craciun (2005) ). In our case, in order to enforce the right-hand BCs, we need to constrain the problem using the Fredholm equation after all.
We found our approximations of ρ tended to be less accurate for values of x closer to L (Figures 3A and 4A show this the best). We believe this is related to the shape of the function F (c) and its impact as part of the kernel in the integral equation. For smaller x and t, F (c(x, t)) resembles a wave traveling from the left to the right with a sharp transition from 1 to 0. This structure tends to be invertable. For larger x and t, F (c(x, t)) is smeared and tends to a constant. This type of kernel is considerably more ill-condtioned and, we believe, leads to the loss of accuracy.
