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Abstract—Localization-based super-resolution imaging re-
quires accurate detection of spatially isolated microbubbles. The
reason for this requirement is that interfering or overlapping
signals resulting from multiple microbubbles within the resolu-
tion limit can cause position errors. In addition to this, noise
and artefacts (e.g. residual tissue signal after tissue-microbubble
separation) further reduce the quality and hence the spatial
resolution in SR imaging. Therefore, correctly identifying the
echoes as noise, single microbubble, multiple microbubbles, or
artefact is important.
In this study, the use of fast classification methods for iden-
tification and rejection of non-single microbubble echoes were
demonstrated. Most commonly used supervised classification
methods, including Decision Trees, Discriminant Analysis, Logis-
tic Regression, Support Vector Machine, Ensembles, k-Nearest
Neighbors, and Naive Bayes, were implemented for filtering
artefacts and noise in super-resolution ultrasound images. Results
showed that the Ensemble method, explicitly designed to deal
with unbalanced data, achieved the best result since most of
the localized events are true microbubbles, which is typical for
super-resolution imaging datasets.
I. INTRODUCTION
Localization-based super-resolution ultrasound (SR-US),
also known as ultrasound localization microscopy, relies on
detection of microbubbles positions with high precision. Al-
though this method is adapted from optical super-resolution
microscopy, many studies have contributed to the development
of localization-based SR-US imaging using microbubbles [1]–
[17] and nanodroplets [18]–[21]. These developments are
explained in detail by a recent review [22].
SR-US imaging can potentially achieve a localization pre-
cision, which determines the image resolution, of a few
micrometers at medical ultrasound imaging frequencies (1-
10 MHz) [1], [5]. However, localization precision and image
quality might be reduced due to many reasons in practice.
Since multiple overlapping microbubble echoes within the
resolution limit can cause position errors, isolated microbubble
echoes should be localized with the best possible method [23],
[24]. Super-resolved images are generated by combining the
locations of spatially isolated microbubbles through multi-
ple frames and hence motion can significantly reduce the
image quality and increase the localization error. If motion
estimation and correction are applied to improve the super-
resolution image, then motion correction accuracy will limit
the achievable spatial resolution [10], [25], [26]. In addition,
noise and tissue artefacts in the contras-mode image further
reduce the quality and spatial resolution. Therefore, correctly
identifying the echoes as noise, single microbubble, multiple
microbubbles, or artefact is crucial. In this study, we use a
set of supervised classification methods for identification and
rejection of non-single microbubble echoes.
II. MATERIALS AND METHODS
A. Experimental Setup
The ULA-OP system (MSD Lab, University of Florence,
Italy) was used to acquire data using the LA332 ultrasound
probe (Esaote, Firenze, Italy) [27], [28]. This 144 element
linear probe had a −6 dB bandwidth ranging from 2−7.5 MHz
and an element pitch of 254 µm.
Super-resolution filtering was tested on an in vitro experi-
mental setup with a 200 µm cellulose tube fixed in paraffin
gel as shown in the Figure 1 (left). A 1:6000 times diluted
Sonovue (Bracco S.p.A, Milan, Italy) solution was flown
through the cellulose tube during the measurements. Plane
wave imaging was performed at a center frequency of 4 MHz.
A total of 1000 frames were acquired with a pulse repetition
frequency of 100 Hz. All frames were filtered by using singular
value decomposition to remove the tissue echoes and generate
a contrast-mode image [29].
B. Super-resolution using Statistical Classification
Super-localization was performed on each ultrasound image
after setting an image pixel value threshold to reject the noise
and detect potential microbubble signals. The area, intensity,
eccentricity, and solidity of each detected event was computed.
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Fig. 1. (Left) Optical image of in vitro vessel phantom with a 200 µm
cellulose tube fixed in paraffin gel. A 1 mm red line is plotted on the image
to show the scale. (Right) Maximum intensity projection of 1000 frames used
to generate the super-resolution image with a dynamic range of 40 dB.
Fig. 2. (Top) The ground truth super-resolution image generated from
manually labelled microbubbles by an expert user with the priori knowledge
of the tube. (Bottom) Un-filtered super-resolution image generated by using
every localization event.
All events were manually labelled as single microbubble or
not, to provide the ground truth as shown in Figure 2 (top).
These shape parameters were used to filter the super-
resolution images by discarding multiple microbubbles, noise
and artefacts in two ways: (1) Detected events were filtered
by setting thresholds on each shape parameter separately;
(2) Supervised learning approaches were implemented for
filtering by implementing the following classification methods:
Decision Trees, Discriminant Analysis (linear and quadratic),
Logistic Regression, Support Vector Machine (with linear,
quadratic and cubic kernels), Ensembles (bagged and boosted
trees), k-Nearest Neighbors algorithm, and Naive Bayes. These
learning algorithms were implemented in Matlab (The Math-
Fig. 3. (Top) Super-resolution image highlighting the region of interests
for filtering with an artefact [A], noisy region [N], and region with multiple
microbubbles [M]. (Bottom) Comparison of the super-resolution images
filtered by different methods at the region with artefact, noise, and multiple
bubbles.
Works, Inc., Natick, MA) using their Statistics and Machine
Learning Toolbox. The data set was manually labelled and
they were trained and evaluated by 5 fold cross-validation.
III. RESULTS & DISCUSSION
Results are compared qualitatively in Figure 3 and quan-
titatively in Figure 4. The unfiltered super-resolution image
achieved the highest sensitivity value of 100% (number of
correctly classified microbubbles / true microbubbles). How-
ever, it only achieved a precision, which is more important for
super-resolution imaging, value of 78% (number of correctly
classified microbubbles / all predicted microbubbles). The
thresholding method did not score over 93% in any test. The
ensemble classification method using RUSboost decision tree
as base classifier outperformed all methods with a precision
of 96% and a sensitivity of 90%.
The second best method, cubic SVM, achieved a slightly
higher sensitivity of 92% while reducing the precision down
to 94%. The decent performance of cubic and quadratic SVM
Fig. 4. Quantitative comparison of Precision (number of correctly classified microbubbles / all predicted microbubbles) and Sensitivity (number of correctly
classified microbubbles/ number of true microbubbles) values for unfiltered, filtered with threshold (optimized for precision) and all tested statistical-classification
methods.
suggest the four measured features (area, intensity, eccentricity
and solidity) do a fair job separating the single microbubbles
in the hyperspace.
The experiments in this study and most well-designed super-
resolution imaging experiments will have a skewed data distri-
bution where most of the localized events are true microbubble
signals. Among the all tested classification methods RUSBoost
Tree, which is a good algorithm to train skewed data (number
of true microbubbles >> number of false microbubbles).
The reason behind the suitability of this specific method for
filtering super-resolution ultrasound image datasets can be
explained with the theory of decision trees and ensembles.
Decision Tree Ensembles train several trees and make a
combine the outputs for a final categorization. Bagging selects
with replacement several random sets of observations and
trains a tree on each set. New observations are then categorized
by a vote of the collection of trees or the forest. Boosting
selects with replacement a set of observations and trains a tree.
It then trains the next tree on but weights the random selec-
tion to include more observations that have been incorrectly
selected by the previous. Subsequent trees are generated in
the same manner until the desired number of trees is reached.
New observations are voted on with more weight given to
accurate trees. Training 30 trees, both bagged and boosted
forests had precisions of 92% and both had sensitivities of
92%. A randomly under sampled boost (RUSBoost) ensemble
was also implemented and it produced the highest precision
with 96% and a sensitivity of 90%. This variant produces the
first random by under-sampling the larger class of observations
to produce a training set with equal numbers of observations
in each class. This technique has been known to improve
results of unbalanced data sets such as ours where 78% of
the observations are microbubbles.
IV. CONCLUSION
The experiments in this study have a skewed data distribu-
tion where most of the localized events are true microbubbles,
which is typical for super-resolution imaging datasets. The
ensemble method (RUSBoost Tree), explicitly designed to deal
with unbalanced data, achieved the best result. In the future,
more unified and automated approaches to define the super-
resolution filtering criteria will be investigated.
Super-resolution image filtering with automated and fast
methods is significant for the translation of this technology.
The proposed filtering method can also be used to reduce the
localization error in non-localization-based super-resolution
ultrasound imaging methods that are aiming to reduce the
acquisition time [30]–[32].
In conclusion, statistical classification is a promising filter-
ing tool for super-resolution imaging with possibility of fast
implementation using machine learning.
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