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Modern technology has resulted in hypothesis testing on massive datasets.
When the fraction of signals is small, useful signals are easily missed when applying
the classical family-wise error rate criterion. Benjamini and Hochberg proposed a
more lenient false discovery rate (FDR) error controlling criterion and showed how
Simes procedure can be calibrated to control FDR at a given level. We propose
a multi-level BH procedure for large sample testing that utilizes multi-level struc-
ture of the dataset. We prove that the procedure provides cluster weighted FDR
control and show that it has better signal detection properties when the false null
hypotheses are clustered. We show in simulation studies that a refinement of the
procedure using false null proportion estimation improves performance. A second
method that we apply uses a scoring device that is robust against model devia-
tions. Renewal and boundary-crossing theories are used to compute exceedance
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1CHAPTER 1
Introduction
This thesis contains three main parts. In the first part, we introduce a multi-
level Benjamini-Hochberg (BH) procedure, it applies the Simes procedure (1986)
for summarizing procedures with the Benjamini and Hochberg (1995) emphasis on
false discovery control of the procedure in data with multi-level structure informa-
tion. In the second part, we improve upon the two-level BH procedure for data
with grouping information by incorporating the estimated proportions of true null
hypotheses into the procedure. The third part uses a scoring method in the detec-
tion of signals for data with grouping information. We provide an overall view of
the thesis in this chapter.
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1.1 A Quick Motivation
Consider a dataset with a large number of null hypotheses, with possibly a small
proportion of them false null. More often than not, these false null hypotheses
are clustered in some manner that can be exploited using labelling information
or building a hierachichal structure on the null hypotheses. One good example
is in the detection of aligned signals in multiple sequences, with applications in
copy number aberration detection in multi-sample DNA sequences, that we shall
elaborate upon in Chapter 3.
The first part of the thesis extends the false discovery error rate control criterion
proposed in the seminal paper of Benjamini and Hochberg (1995) in the following
manner:
1. Benjamini and Hochberg (1995) applies Simes (1986) procedure, which pro-
vides a p-value summary of a number of independent p-values. That is, if these
p-values are independent and uniformly distributed on (0, 1), then the summa-
ry p-value is also uniformly distributed on (0, 1). Their innovation is in showing
that by rejecting null hypotheses based on Simes procedure, the false discovery
rate, essentially the expected ratio of true null hypotheses among all rejected null
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hypotheses is controlled at a desired level. This pertains to the more general sit-
uation in which the p-values are still independent but with some of the p-values
coming from false null hypotheses, in which case these p-values are most likely not
uniformly distributed on (0, 1).
2. Imagine now that the null hypotheses are arranged in a multi-level tree
structure. Starting at the lowest level, we compute a summary p-value for all null
hypotheses having the same parent and do this repeatedly at each higher level
until we obtain a single summary p-value for all the null hypotheses in the dataset.
When this p-value is less than a stated control level, we move downwards again
and extend the procedure used in Benjamini and Hochberg (1995) to select the
null hypotheses for rejection.
3. To have a rough idea of why this procedure improves upon the current
method that uses no multi-level structure information, imagine that there are three
small p-values that are equal numerically but with two of them belonging to false
null hypotheses and one belonging to a true null hypothesis. If we apply the
FDR control mechanism of Benjamini and Hochberg (1995) directly, then it is not
possible to reject the two false null hypotheses without rejecting the one from the
true null as well. However if the two false null hypotheses are clustered together,
then they will tend to result in a smaller intermediate p-value of their parent
compared to the intermediate p-value containing the one small p-value coming from
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the true null. As we move downwards to select null hypotheses for rejection, the
p-values grouped under the larger intermediate p-value will tend to be by-passed
in our procedure compared to the smaller intermediate p-value corresponding to
the parent of the two small p-values of the false null hypotheses. In that case, we
are able to reject the two false null because they are clustered together, without
rejecting the true null, even though the p-values are numerically the same.
1.2 Organization and Main Results
Chapter 2 contains the background required for understanding our methodology
in Chapter 3− 5.
The multi-level BH procedure is introduced in Chapter 3. We start by introduc-
ing a two-level BH procedure. We define a group false discovery rate (GDR) and a
cluster weighted false discovery rate (CWFDR). GDR is the expected proportion
of falsely rejected groups among all rejected groups. CWFDR is the expected sum
of weighted false discoveries. The weight assigned to a rejected true null hypothesis
is the inverse of the product of the numbers of rejections in the groups of all the
levels that the hypothesis belongs to. Less weights are assigned to rejected hy-
potheses that are clustered. This is an advantage for false null hypotheses that are
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likely to appear in clusters. We show in Theorem 3.1 that our two-level BH pro-
cedure provides GDR control and CWFDR control at a pre-specified significance
level. We extend the proof of Storey et al. (2004), which uses stopping times on a
martingale in reverse-time. Our proof is more delicate because of the more compli-
cated structure of the two-level BH procedure. We show in simulation studies that
compared to the (one-level) BH procedure, the two-level BH procedure has larger
detection power in many scenarios. In particular, when the number of false null
groups increases, GDR of the two-level BH procedure decreases and when there are
more clustered false null hypotheses in the groups, the two-level BH procedure has
stronger control of FDR. We apply this procedure on a tumor dataset to detect for
locations on chromosomes that are prone to DNA copy number aberration. Multi-
level BH procedure is introduced after that. Theorem 3.2 says that this procedure
provides a more general CWFDR control. Our simulation studies show that the
increase in the detection power of multi-level BH procedure is more pronounced
when there are more clustered false null hypotheses. We apply the multi-level BH
procedure on a flow cytometry problem.
In Chapter 4, we apply the approaches of Storey (2002, 2003) and Storey et al.
(2004) to estimate the proportion of true null groups and proportions of true null
hypotheses in the groups. The improvement in detection power by incorporating
the estimations into the two-level BH procedure is substantial when some of the
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groups have low proportions of true null hypotheses.
We introduce in Chapter 5 a scoring method that measures the benefits and
costs in adopting a rejection vector on a multi-group scenario, with each coordinate
representing a critical value for one group. The critical vector with maximum score
is adopted. We show in Lemma 5.1 using the boundary-crossing probability theory
developed by Siegmund (1985), that the probability of rejecting a true null group
is controlled at a desired level. We also apply in Lemma 5.2 the results of Dwass
(1974) and Shorack and Wellner (2009) for an alternative probability computation.
Monte Carlo simulations with the aid of importance sampling validates the two
estimations. The scoring method is also applied to the tumor dataset in detecting
copy number aberration.
7CHAPTER 2
Background and Existing Studies
We have been motivated by the work of Efron and Zhang (2011) in the detection
of DNA copy number aberration in a tumor sample. The dataset contains 42075
probe positions on chromosomes for 207 subjects. Their work deals beautifully on
a complicated inference problem that has important scientific implications. They
applied a local FDR approach to discover the positions that are prone to copy
number gains or losses. Empirical Bayes is used to estimate the local FDR density
and then modified to take into account position variations, before the number of
subjects carrying a copy number aberration in each position is estimated. More
details on the method of Efron and Zhang (2011) will be provided in Section 3.1.3.
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We provide in this chapter background on the BH procedure and various FDR
studies, including local FDR studies. Experienced readers can skip to the next
chapter. This chapter is helpful to those who would like to familiarize themselves
with the background materials and on existing studies.
2.1 Review of BH Procedure and FDR Control
We address the multiplicity issue in multiple hypothesis testing (MHT). Type
I error is false rejection of a true null hypothesis. Type II error is failure to reject
a false null hypothesis. The family-wise error rate (FWER) is the probability
of committing at least one Type I error. A good multiple comparison procedure
(MCP) is one that is able to control error rate at stated significance level and
is optimal in the detection of false null hypotheses. On the other hand, there
is an increasing need for the analysis of high-dimensional data. High-throughput
devices provide us more data and fast developing computing technology makes
it possible to process large dataset. The fields range from genomics, molecular
biology, finance to neuroimaging. For example, the DNA microarray technology
measures gene expressions from tens of thousands of genes in hundreds of samples.
With the number of hypotheses increasing, it becomes too strict to control the
probability of rejecting at least one Type I error.
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Bonferroni approach is the traditional FWER controlling procedure. Simes
(1986) proposed a modification of the Bonferroni procedure that is more powerful
but only weakly controls FWER. It began to be widely used when Benjamini
and Hochberg (1995) proposed a more lenient error rate controlling criterion FDR
and proved that the Simes procedure provides FDR control at the significance
level. From then on there have been active researches on the multiple comparison
problems relate to FDR.
2.1.1 The Simes Procedure
The traditional way of dealing with multiple hypothesis testing is the Bonferroni
approach. Let H1, · · · , Hm be m null hypotheses to be tested and let pi be the
p-value of hypothesis Hi. The Bonferroni approach is to reject hypothesis Hi when
pi ≤ α/m, where α > 0 is the stated significance level. The Bonferroni approach
ensures the probability that there is at least one falsely rejected null hypothesis is
no greater than α. When m is large, the critical value α/m is hard to achieve and
useful signals can be easily missed.
Simes (1986) proposed the following modification of the Bonferroni procedure.
Let p(1) ≤ · · · ≤ p(m) be the ordered p-values of the m null hypotheses. We
conclude that at least one null hypothesis is false null if p(i) ≤ iα/m for some i.
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If p0 is larger than α, reject no hypothesis. Otherwise, reject the overall null
hypothesis H0 that all the null hypotheses are true. To determine which null hy-
potheses are rejected, intuitively speaking, if one hypothesis is rejected, hypotheses
with p-values less than the p-value of this hypothesis should also be rejected. Simes




i : p(i) ≤ iα/m
}
.
It was shown in Eklund (1963), Seeger (1968) and independently by Simes (1986)
that when the m null hypotheses are independent, we would have
pi ∼ Uniform(0, 1), 1 ≤ i ≤ m ⇒ p0 ∼ Uniform(0, 1). (2.2)
We reproduce the proof in Appendix A. Thus P (p0 ≤ α) = α shows that for
independent true null hypotheses, Simes procedure controls FWER weakly at α.
The weak control of FWER refers to that the probability of Type I error when
all hypotheses are true is no greater than α; while the strong control of FWER
is when a subset of the hypotheses is true, the probability of rejecting at least
one hypothesis in the subset is no greater than α. The Simes procedure controls
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Numbers Declared non-significant Declared significant Total
True null hypotheses U V m′
False null hypotheses T S m′′
Total m−R R m
Table 2.1 Number of errors committed when testing m null hypotheses.
FWER in the weak sense, but not in the strong sense and thus it can only be used
to test the overall null hypothesis that all the individual null hypotheses are true.
Other procedures controlling FWER strongly are discussed in Appendix B.
2.1.2 Control of False Discovery Rate
FWER is the classical way to guard Type I error rate in MHT. Consider Table
2.1. Let m′ be the number of true null hypotheses and R be the total number of
null hypotheses rejected, among which V of them are true null hypotheses. FWER
is the probability of making one or more Type I errors, i.e.,
FWER = P (V ≥ 1) .
Benjamini and Hochberg (1995) introduced FDR, the proportion of Type I
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where R ∨ 1 = max (R, 1). FDR control is less strict than FWER control. FWER
only considers Type I error while FDR also takes into account the number of
rejections. Suppose α is set to be 0.05, one error committed among 10 rejections
will not be acceptable if FDR is the controlling criterion; while one error among
100 rejections will be. More rejections make the proportion of the errors smaller
and when there are more false null hypotheses, FDR tends to get smaller. Only
when all null hypotheses are true, V equals to R and FDR control is equivalent to
FWER control. When m′ is smaller than m, FDR is no larger than FWER. Any
procedure controls FWER also controls FDR at the same level. Hence in problems
where the weaker control of FDR rather than FWER is desired, there is a potential
for better signal detection.
Importantly, Benjamini and Hochberg (1995) proved that Simes procedure con-
trols FDR at level α for independent test statistics regardless of the number of false
null or true null hypotheses. In fact, the procedure controls FDR exactly at pi0α
with pi0 is the proportion of true null hypotheses among the m independent nul-
l hypotheses (see also Finner and Roters, 2001; Benjamini and Yekutieli, 2001;






= pi0α ≤ α. (2.3)
We will include the proof from Storey et al. (2004) in Chapter 3, where we prove
the group false discovery rate control of the proposed two-level BH procedure.
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2.1.3 Strength and Weakness of the BH Procedure
The FDR controlling Simes procedure is also known as the BH procedure.
The procedure rejects samplewise no less hypotheses than most FWER controlling
methods. We include details of the comparisons in Appendix C. Other than that,
Benjamini and Hochberg (2000) have shown in simulation study that for some com-
binations of true and false null hypotheses, the power of the Bonferroni procedure
decreases more than BH procedure when the total number of hypotheses increases.
Moreover, the loss in power of the BH procedure is reduced if the number of false
null hypotheses increases or they are further away from the true null.
On the other hand, from (2.3), the maximum FDR control of the BH procedure
is achieved when all the null hypotheses are true and FDR equals to FWER. When
the proportion of true null hypotheses is small, FDR is actually controlled at a level
much smaller than α.
Another drawback of the BH procedure is the criticality issue. For some cases,
there is a minimum proportion of signals that can be detected asymptotically.
This problem is brought up in the context of the two-groups model (Genovese and
Wasserman, 2002; Chi, 2007). In random effects or the two-groups models, a null
hypothesis is treated as random of being true with probability pi0 or being false
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with probability pi1 = 1 − pi0. Assume that p-values of the true null hypotheses
follow Uniform(0, 1) distribution and p-values of the false null hypotheses have the
cumulative distribution G. For u ∈ [0, 1],
P {pi ≤ u|Hi = 0} = u,
P {pi ≤ u|Hi = 1} = G(u).
The common distribution function of the p-values is
F (u) = pi0u+ pi1G(u). (2.4)
When F is concave, there exists a critical phenomenon that the proportion of rejec-
tions will be above a critical value and there is a limiting proportion of rejections
(Chi, 2007). To see why the phenomenon exists, firstly let Fm be the empirical dis-
tribution of the ordered p-values, i.e., Fm(p(i)) = i/m. In BH procedure, the largest
rejected ordered p-value satisfies the inequality p(i) ≤ α(i/m). Using the empirical
distribution, the inequality is p(i) ≤ αFm(p(i)) or equivalently α ≥ p(i)Fm(p(i)) . For





Rejections occur when α is no smaller than α∗. As in Figure 2.1.1, when the
line y = u/α is below the tangent line y = u/α∗, there are p-values satisfy the
inequality. When it happens, the intercept (u∗, p∗) of the line y = u/α and the
curve F (u) is the largest rejection point. The largest rejected p-value is u∗ and
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Figure 2.1.1 An example when criticality exists.
p∗ = F (u∗) is the proportion of hypotheses rejected. Thus for concave F (u), there
is a critical value α∗ for the significance level α such that there is no rejection
when α is less than α∗. When α is larger than α∗, there is a limiting proportion of
rejection.
2.1.4 Some Existing Studies
Assuming all null hypotheses are independent and true, Finner and Roters
(2002) studied the distribution of the number of false rejections and the behaviour
of its expectation for some multiple comparison procedures controlling FWER or
FDR based on the properties of order statistics of the p-values. In the random
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effects model, Genovese and Wasserman (2002) explored the maximum p-value
rejected in the BH procedure and studied the behaviour of the false non-rejection
rate (FNR), which is the proportion of Type II errors among the non-rejected
hypotheses, a dual notion of FDR. Optimal procedure was proposed to minimize
a risk measure that combines FDR and FNR with a penalty parameter that is
user specified. Other optimal procedures that minimize FNR at fixed FDR can
be found in Storey (2007) and Sun and Cai (2007), both of which use different
compound rejection rules based on the test statistics of the null hypotheses instead
of the domain of p-values. Some studies have focused on different variants of FDR.
For instance, Storey (2002, 2003) emphasised on the positive FDR, which is the
conditional FDR given at least one discovery has been made; in the paper of
Genovese and Wasserman (2004), instead of looking at FDR as an expectation,
they treated the false discovery proportion as a stochastic process in two-groups
model and studied the limiting behaviour.
In the BH procedure, if pi0 is known, better detection can be expected by
controlling FDR to a level closer to α. Therefore, a direct improvement of the BH
procedure is the incursion of the estimated true null proportion. The estimation
of pi0 is of interest and subsequently the corresponding properties of the adaptive
BH procedure. Some studies can be referred to in Benjamini and Hochberg (2000),
Storey (2002) and Benjamini et al. (2006). More details will be provided in
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Chapter 4, where we apply the adaptive approaches from Storey et al. (2004) to
two-level BH procedure. There is also an interesting procedure in Hu et al. (2010)
that utilizes grouping information of the data as well as the adaptive approach of
incorporating the proportion of true null hypotheses. They proposed a Group BH
(GBH) procedure by adjusting p-values in the BH procedure for data with grouping
information. For an individual null hypothesis, the GBH procedure assigns a weight
to the original p-value. The weight is the ratio of proportion of true null hypotheses
in the group that the hypothesis is in over the proportion of false null hypotheses
in the group. All the null hypotheses with the adjusted p-values are then tested
using the BH procedure. The GBH procedure improves over the BH procedure in
detection power and is proved to control FDR asymptotically.
2.2 Local False Discovery Rate
Empirical Bayes method is proposed in Efron (2008)[1] to study the density
of FDR in large-scale testing problem stemming from the challenges of analysing
microarray. Assuming the two-groups model, local FDR (referred as fdr in the
paper) is defined as the following density
fdr(z) = pi0f0(z)/f(z),
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where z is the test statistic of the null hypothesis, f0(z) is the density under true
null hypotheses and f(z) = pi0f0(z) + pi1f1(z) is the mixture density with f1(z) is
the density under the false null hypotheses.
We briefly describe the estimation of fdr(z) here. Firstly, the mixture density is
estimated by a standard Poisson general linear model that makes use of Lindsey’s
method (Efron and Tibshirani, 1996). Suppose all the m z-values have been binned
with counts y1, · · · , yK , which independently follow Poisson distribution Poi(vk).
The Poisson parameter is approximated by m∆f(z(k)), where z(k) is the midpoint
of the kth bin and ∆ is the width of the bin. The density f(z) is assumed to






value equals to two makes f(z) normal and larger p value allows more flexibility
in fitting the tails. Modelling log(vk) as a pth degree polynomial function of z(k)
makes it a standard Poisson general linear model. The problem becomes fitting
the natural spline function log {f(z)} with p degrees of freedom using maximum
likelihood estimation. Thus fˆ can be obtained. Besides, due to possible underlying
factors like nonnormal components, unobserved covariates and correlations, it can
be inappropriate to assume standard normal distribution for the test statistics
under true null hypotheses. The estimations of pi0 and f0 are derived from fˆ ,
using central matching (geometric) method. Let f0 follows normal distribution
N(δ0, σ
2
0). The method assumes that most of the z-values near 0 come from true
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Matching the first three coefficients (βˆ0, βˆ1, βˆ2) from the estimation of f yields the
estimated δˆ0, σˆ0, pˆi0. The above empirical null distribution is built upon the sparsity
assumption that pi0 is large. For nonsparse case, one may refer to the review paper
Cai (2008) for more discussion. This algorithm in estimating the local FDR is built
as an R function locfdr that is available from the CRAN library.
There is a connection between the local FDR and FDR through a posteri-
ori probability (Efron, 2008[1]). Let F0(z) and F1(z) be the cumulative distri-
bution functions (cdf) of f0(z) and f1(z), respectively. Define the mixture cd-
f F (z) = pi0F0(z) + pi1F1(z). The posteriori probability of a false rejection is
Fdr(z) = pi0F0(z)/F (z). Assuming all the null hypotheses are true, a threshold α
for this posteriori probability to declare a signal is essentially equivalent to the BH







f(Z)dZ = Ef{fdr(Z)|Z ≤ z},
where Ef indicates expectation with respect to mixture density f(z). Especially,
when F1(z) = F0(z)
γ for some γ < 1, fdr(z)
.
= Fdr(z)/γ. Hence a threshold for local
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FDR to identify signals approximately corresponds to the posteriori probability
with a significance level adjusted to a moderate choice of γ.
Local FDR is advantageous in interpreting individual cases and does not cater
to multiple inferences. A procedure can combine the FDR approach for pool study
in the initial screening and local FDR for individual inference (Benjamini, 2008;
Cai, 2008).
2.3 FDR in Dependence Case
The above discussions on the BH procedure mainly focus on independent test
statistics of null hypotheses. Correlations can considerably widen or narrow the
true and false null distributions and so must be accounted for in the testing (Efron
(2008)[1]). Though independent assumption is not required in the empirical Bayes
approach, the connection between Fdr and FDR suggests that both should be rel-
atively unbiased to the dependence structure in the asymptotic case (Benjamini,
2008; Efron, 2008[2]). In fact, existing studies have shown robust behaviour of
the BH procedure in the control of FDR for some dependence cases. First of all,
BH procedure is proved to control FDR when the test statistics corresponding to
true null hypotheses have positive regression dependency (Benjamini and Yeku-
tieli, 2001). Asymptotic control of the procedure for some weak dependence cases
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can be referred to in Benjamini and Heller (2007) and Storey et al. (2004). We
review the asymptotic control of FDR under some conditions from Storey et al.
(2004) in Chapter 4. For general case of dependence, Reiner (2007) provided some
insights of the control of the procedure subjected to different levels of correlations
and distances between true and false null hypotheses. Asymptotic rejection curve
and limiting properties of the BH procedure for dependence cases can be referred
to in Finner et al. (2007). Wu (2008) generalized the random effects model to a
conditional dependence model which allows dependence between the null hypothe-
ses and studied the asymptotic properties. MCP using resampling is designed to
make use of the dependence structure in order to gain more power. Yekutieli and
Benjamini (1999) proposed a resampling approach to improve power and control
FDR along the line of Westfall and Young (1993), which is originally designed
to control FWER. Reiner et al. (2003) also used the resampling scheme to show
better performance over the naive one in microarray data.
2.4 Review on Multi-level Testing
Multi-level testing was studied in Yekutieli et al. (2006). They assumed that
the multiple hypotheses can be listed hierarchically. Null hypotheses in a higher
level are to test descendent hypotheses in the next level are true. Starting from the
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top of the hierarchical tree, they applied BH procedure at a same fixed significance
level to all the families in every level. Every family hypothesis is tested first and
if rejected, descendent null hypotheses in the next level are tested. Subsequently,
upper bounds for FDR of the entire hierarchical tree, FDR for the families of null
hypotheses in each level and the FDR of the null hypotheses in the last level are
derived (see also Yekutieli, 2008).
Some methods have been proposed to apply the BH procedure for data with
clustering information. Clustering is often based on external information. For
example, multiple hypotheses can be clustered into groups based on the path-
ways they are collected, their geographical locations or biological similarities. Null
hypotheses in the same cluster are likely to be true together or false together.
Benjamini and Heller (2007) focused on the testing of clusters in spatial signals.
Provided there is clustering information of the spatial data, instead of testing the
individual locations directly, clusters are suggested as the testing units. A cluster
hypothesis is true null if all the hypotheses in the cluster are true null. They defined
a size-weighted FDR on clusters as the expected proportion of sum of the weights
of the falsely rejected clusters out of sum of the weights of all rejected clusters.
These weights assigned to the clusters are pre-determined and goal-orientated. A
procedure developed from the BH procedure by taking into account the assigned
weights is designed to control the size-weighted FDR at level α for independent
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test statistics of the cluster hypotheses. In details, let p(1), · · · , p(m0) be the ordered
p-values of the m0 cluster null hypotheses and w(1), · · · , w(m0) be the associated
weights. Their procedure is to reject the clusters with one of the smallest r0 p-
values, where r0 = max{j : p(j) ≤ (
∑j
i=1w(i)/m0)α}. The size-weighted FDR is
proved to control FDR for independent test statistics under the assumption that
the true null cluster hypotheses have p-values follow Uniform(0, 1) distribution
(Benjamini and Hochberg, 1997). Significant locations can be tested in the re-
jected clusters. To do that, they set the test statistics of the cluster hypotheses
as the standardized z-score averages of the locations in the clusters. If a cluster
hypothesis is rejected, conditional p-values of the individual location hypotheses
are computed given the test statistic of the rejected cluster hypothesis. Rejections
of the individual location hypotheses are based on these conditional p-values using
BH procedure at a pre-specified significance level. Similarly using BH procedure,
Heller et al. (2009) identified differentially expressed gene sets firstly. Individual
genes are then tested in the rejected gene sets using rasampling approach. They
showed that for independent test statistics of the gene sets, the procedure provides
control of FDR of the gene sets (expected proportion of falsely rejected gene sets
out of all rejected gene sets).
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2.5 Detecting Changepoints using Scan Statis-
tics
We review in this section some methods in the detection of changepoints prob-
lem using scan statistics.
Olshen et al. (2004) proposed likelihood ratio scan statistics for detecting DNA
copy number change in single sequence. For a DNA sequence measured at T probe
positions, assume the measurements {yt : t = 1, · · · , T} independently identically
follow Gaussian distribution. Let St = y1 + · · · + yt, y¯t = St/t and the estimated
variance of the sequence is σˆ2 = T−1
∑T
i=1(yi − y¯T )2. They proposed the test





U(s, t) = σˆ−1{St − Ss − (t− s)y¯T}/[(t− s){1− (t− s)/T}]1/2,
for 1 ≤ s < t ≤ T . Assuming that the variance is known, under true null hypothesis
of no copy number change, U2(s, t) is asymptotically distributed as χ21.
To detect local signals that occur at same locations of multiple sequences, Zhang
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et al. (2010) proposed to boost the detection power by summing the above chi-
squared statistics across the sequences. Suppose there are N sequences. The
generalized test statistic is
max
s,t




Z(s, t) is approximately χ2 with N degree of freedom if the variance is known.
Analytic approximation is used to derive the false positive rates of such scans.
In large-scale setting, it is difficult to detect signals that are of small fraction.
But detection is still of interests. For instance, in the usually long spanned DNA
sequences, intervals of inherited copy number changes can be relatively quite short.
Detection of these changes are important because they could contribute to pheno-
typic variability, which is useful in studying ontogenesis of cancer genes (Siegmund
et al., 2011). The above sum of chi-squares statistic is designed for the detec-
tion of a moderate to large fraction of signals in the sequences. Siegmund et al.
(2011) studied a more general method for the multi-sample changepoints detection
problem. They suggested a mixture likelihood ratio statistic as the generalized
log-likelihood ratio statistic, incorporating the fraction (p0) of samples that carry





log[1− p0 + p0eU2i (s,t)/2].
It turns out that the changepoints detection method based on this test statistic is
quite insensitive for p0 within reasonable ranges.
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CHAPTER 3
Multi-level BH Procedure and
Cluster Weighted FDR
In the detection of high dimensional data with multi-level structure informa-
tion, the direct use of the Benjamini-Hochberg (BH) procedure (1995) does not
take into account any of the clustering information. If the labelling or cluster-
ing information can be captured into the testing method, larger detection power
can be expected. The multi-level BH procedure we propose computes summary
p-values of the groups of hypotheses level by level upwards. If the overall p-value
is less than a desired control level, we then move down the hierarchical tree to
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reject null hypotheses. Groups of hypotheses are tested first and if rejected, the
null hypotheses in the rejected groups are then tested. In another word, any null
hypothesis is rejected only if all the group hypotheses in higher levels that it be-
longs to are rejected. As a result, rejections occur only in those significant groups.
Even if different groups containing null hypotheses of the same test statistics, not
all these null hypotheses are rejected or not rejected together, but only those null
hypotheses whose group hypotheses are rejected would be tested. Moreover, if a
group hypothesis is rejected, the procedure adjusts the rejection threshold in the
rejected group and tends to reject more null hypotheses in this group compared
to one-level BH procedure. Hence, the multi-level BH procedure is advantageous
when the false null hypotheses are clustered in groups. We start by introducing
the two-level BH procedure.
3.1 Two-level BH Procedure
Data with grouping information are commonly encountered in practice. The
two-level BH procedure is advantageous when the groups are the units of interest.
We first test if groups of null hypotheses are true. If any group is rejected, the
procedure then proceed to identify the false null hypotheses within the rejected
group.
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3.1.1 Two-level BH Procedure
Suppose there is grouping information of the multiple hypotheses. We define a
group hypothesis to be true null if all the hypotheses in the group are true null;
otherwise, the group hypothesis is false null. For each group, BH procedure is
applied to all the null hypotheses in the group and results in a summary group
p-value. After obtaining all the group p-values, BH procedure is applied again
to these group p-values and result in an overall p-value (to test the overall null
hypothesis that all the group hypotheses are true null). If the overall p-value is
less than the control level, we reject the overall null hypothesis and move down to
check which groups should be rejected. Within rejected groups, null hypotheses
are then compared against adjusted rejection thresholds.
In details, suppose there are m null hypotheses that can be classified into m0
groups with the ith group containing m1,i null hypotheses for i = 1, · · · ,m0. De-
note the null hypotheses in group i as H2,ij for j = 1, · · · ,m1,i. Let H1,i be the
group null hypothesis that all the m1,i null hypotheses in group i are true null. Let
H0 be the overall hypothesis that all the null hypotheses are true null. Let p2,ij
be the p-value of H2,ij. Firstly we apply BH procedure to the groups to define the
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where p2,i(1) ≤ · · · ≤ p2,i(m1,i) are the ordered p-values of p2,i1, · · · , p2,im1,i . After
we get the m0 group p-values p1,1, · · · , p1,m0 , compute the overall p-value p0 from







If p0 > α, where α is a stated control level, we reject no hypothesis; otherwise,
reject the groups with one of the R0 smallest group p-values, where
R0 = max
{
i : m0p1,(i)/i ≤ α
}
.
This step of rejecting group hypotheses is equivalent to defining a threshold level
α1 = αR0/m0 and rejecting the group hypotheses with group p-values no larger
than α1. If group i is rejected, then we reject the null hypotheses in group i with
one of the R1,i smallest p-values, where
R1,i = max
{
j : m1,ip2,i(j)/j ≤ α1
}
.
Or similarly, define a threshold α2,i = α1R1,i/m1,i = αR1,iR0/ (m0m1,i) and reject
all null hypotheses in group i with p-values no larger than α2,i.
We use the example in Figure 3.1.1 to illustrate the two-level BH procedure.
There are m = 6 null hypotheses that can be classified into three groups as shown.
The values in the brackets below the hypotheses are the corresponding p-values of
the six null hypotheses and the computed group p-values of the group hypothe-
ses. Underlined hypotheses are the rejected hypotheses using the two-level BH
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procedure. The procedure computes the group p-values first. Group p-value of
the first group is min{0.01 · 3
1
, 0.03 · 3
2
, 0.05 · 3
3
} = 0.03. The second group p-
value is 0.06 and the third group p-value is min{0.01 · 2
1
, 0.01 · 2
2
} = 0.01. The
three group p-values are used for computing the overall p-value, which is equal
to min{0.01 · 3
1
, 0.03 · 3
2
, 0.06 · 3
3
} = 0.03. If we use a control level of 0.05, H0 is
rejected. Then we find the rejected groups by comparing the ordered group p-









co-ordinate wise. We find that the
first two group p-values are smaller and reject the corresponding group hypotheses




In the rejected groups, we then find the rejected hypotheses using threshold α1.
For example, in the group with group p-value equals to 0.03, the ordered p-values













find that only the smallest p-value is smaller and we reject H2,11. Similarly for the
other rejected group.
We shall now show that the two-level BH procedure provides appropriate con-
trol. Define the following:
vi = number of rejected true null hypotheses in group i,
ri = number of rejected null hypotheses in group i,
V0 = number of rejected true null groups,
R0 = number of rejected groups.


























, α2,3 = α1(0.01)
Figure 3.1.1 An example of rejection using two-level BH procedure. Numbers
in brackets are the p-values for the hypotheses or groups of hypotheses. Underlined
hypotheses are rejected.


































In Theorem 3.1, (3.1) is the GDR control of the two-level BH procedure. It says
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that the ratio of falsely rejected groups among all rejected groups is expected to











Controlling GDR does not mean controlling FDR. If the false null hypotheses are
clustered in a few groups rather than scattered across the groups, a procedure using
GDR control tends to be more selective than a procedure using FDR control.
Inequality (3.2) is the CWFDR control of the two-level BH procedure. The
fraction vi/ri is the false discovery proportion in the ith group. The inequality
says that the expected average false discovery proportion within rejected groups is
bounded by α. The inequality (3.2) implies (3.1). If the rejected group is a true










The inequality (3.3) shows that even when we take into account the proportional
costs of falsely rejected null hypotheses within the false null groups, the bound is
still achieved. The equality in (3.3) occurs when all the rejected groups are true
null groups or when there are no false rejection in any of the rejected false null
groups.
It is instructive for us to revisit the proof of FDR control of the BH procedure
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provided by Storey et al. (2004). Let pi be the p-value of the ith null hypothesis,
1 ≤ i ≤ m, and assume p1, · · · , pm are independent. Consider the probability space
(Ω,F , P ) with F the σ-field generated by the p-values. For 0 ≤ t ≤ 1, let
V (t) = number of true null hypotheses with p-values ≤ t,
R (t) = number of null hypotheses with p-values ≤ t.
Let Ft = σ (V (s) , R (s) : t ≤ s ≤ 1). Then {Ft : 0 ≤ t ≤ 1} is a filtration in
reverse-time in the sense that Ft1 ⊇ Ft2 for 0 ≤ t1 ≤ t2 ≤ 1.
Define the stopping time
T = sup {t : R (t) = mt/α orR(t) = 0} .
Note in particular that if R(T ) > 0, then T ≥ α
m
because if R( α
m
) > 1, then as
R(1) ≤ m
α





≤ s ≤ 1. Since p-values of the true null hypotheses are independent and uniform-














V (t)/t : α
m










= V (1), where V (1) is the total number of true null hypotheses
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and is no greater than m. If R(T ) = 0, then V (T ) = 0. If R(T ) > 0, then
































So the BH procedure indeed provides FDR control.
Now we prove Theorem 3.1.
Proof. In the two-level BH procedure, by (2.2), if all the hypotheses in a group are
true null, the group p-value still follow the Uniform(0, 1) distribution. Hence (3.1)
follows from the proof provided by Storey et al. (2004).
Next is to prove CWFDR control. Let ni = m1,i. Consider the probability space
(Ω,F , P ) withF the σ-field generated by the p-values pij, 1 ≤ i ≤ m0, 1 ≤ j ≤ ni.
The only assumption required is that the p-values of individual true null hypotheses
are independent and uniformly distributed on [0, 1]. For i ∈ {1, · · · ,m0}, define
vi(u) = number of true null hypotheses in group i with p-values ≤ u,
ri(u) = number of null hypotheses in group i with p-values ≤ u. (3.4)
Let G iu = σ(vi(w), ri(w) : u ≤ w ≤ 1). For each 1 ≤ i ≤ m0, {G iu : 0 ≤ u ≤ 1} is a
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filtration in reverse-time in the sense that G iu ⊇ G iw when 0 ≤ u ≤ w ≤ 1. Define
ui,t = sup {u : ri(u) = niu/t or ri(u) = 0} . (3.5)
For each 0 < t ≤ 1, ui,t is a stopping time with respect to the filtration {G iu : 0 ≤
u ≤ 1}. Note that if ri(ui,t) > 0, then ui,t ≥ tni because if ri( tni ) > 1, then as
ri(1) ≤ nit and ri(u) is monotone and piecewise constant, so ri(w) = nit w for some
t
ni
≤ w ≤ 1.
Let Ft = σ {(vi(u), ri(u)) : ui,t ≤ u ≤ 1, 1 ≤ i ≤ m0}. Since each ui,t is a stop-
ping time, then {Ft : 0 < t ≤ 1} is again a filtration in reverse-time. Let 1 ≤ i ≤
m0. Since the p-values of individual true null hypotheses are independent and














≤ t ≤ 1
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T = sup {t : R0(t) = m0t/α orR0(t) = 0}
is a stopping time and T ≥ α
m0






= E (vi(1)) = ci,
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where ci is the number of true null hypotheses in group i [Note : ui,1 = 1, vi(1) = ci
by (3.4) and (3.5)]. Recall that vi and ri are the number of rejected true null and




R0(T ) = 0, then ri(ui,T ) = 0 and vi(ui,T ) = 0 for all 1 ≤ i ≤ m0. If R0(T ) > 0,
then R0(T ) =
m0T
α
and ri(ui,T ) =
niui,T
T





































The inequality (3.2) is proved.
3.1.2 A Numerical Study
The following numerical study is conducted to compare the performance of two-
level BH procedure with the (one-level) BH procedure. 1024 null hypotheses are
generated under the cases when there are different numbers of groups containing
different numbers of clustered false null hypotheses. One-level and two-level BH
procedures are applied to compare three criteria, detection sensitivity, FDR and
GDR. Additionally, CWFDR is calculated for two-level BH procedure.
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The 1024 null hypotheses are divided into 32 groups with each group containing
32 null hypotheses. Let the test statistics zij of the null hypotheses be distributed
as Normal (µij, 1) with
µij =

3 if 1 ≤ i ≤ a, 1 ≤ j ≤ b,
0 otherwise,
where integers a and b are the number of false null groups and number of false
null hypotheses in the false null groups, respectively. The zij score follows a
Normal (0, 1) distribution if the null hypothesis is true null; otherwise, it follows a
Normal (3, 1) distribution. The p-values p2,ij of the null hypotheses are computed
as 2Φ−1 (− |zij|). Let R =
∑
i ri be the total number of individual null hypotheses
rejected and V =
∑
i:ri>0
vi be the number of falsely rejected true null hypothe-
ses. Besides the GDR and CWFDR, sensitivity (sen.) is defined as the expected
fraction of signals detected, i.e.,
sen. = E (R− V ) / (ab) .
Additionally,
FDR = E [V/ (R ∨ 1)] .
Six different combinations of a and b are chosen to compare the two procedures.
We choose a = 2k and b = 25−k for k = 0, 1, 2, 3, 4, 5. Larger a means there are
more false null groups and larger b means there are more false null hypotheses
clustered in the false null groups. We execute 1000 simulation runs to generate
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each entry in Table 3.1. The control level is set to be α = 0.2.
One-level BH Two-level BH
a b sen. FDR GDR sen. FDR GDR CWFDR
1 32 0.561 0.193 0.745 0.574 0.023 0.193 0.193
2 16 0.560 0.193 0.609 0.569 0.043 0.185 0.191
4 8 0.561 0.192 0.444 0.570 0.078 0.174 0.193
8 4 0.563 0.194 0.278 0.572 0.137 0.150 0.193
16 2 0.559 0.193 0.134 0.568 0.212 0.099 0.192
32 1 0.563 0.193 0.00 0.567 0.286 0.00 0.194
Table 3.1 Comparison of one-level and two-level BH procedures at control level
α = 0.2.
The results in the table show that in all cases, the FDRs of one-level BH
procedure and CWFDRs of the two-level BH procedure are slightly smaller than
α. The sensitivities in two-level BH procedure are all higher than those in one-
level BH procedure. GDRs are all smaller than the control level in two-level BH
procedure and get smaller when a increases; when a is not too large, one-level
procedure does badly in GDR because no group information in the procedure is
captured. When b gets larger and larger, FDR in two-level BH procedure gets
smaller and smaller. It suggests that the two-level BH procedure has stronger
control of FDR when there are more clustered false null hypotheses in the false
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null groups. We also notice that when there is only one false null group (a = 1)
and all the hypotheses in this group are false (b = 32), CWFDR equals to GDR in
two-level BH procedure. It is obvious due to the reason that the number of falsely
rejected hypotheses in the false null group is 0 and the rest of the rejected groups
are all true null groups with vi = ri. Thus
∑
i:ri>0
vi/ri = V0 and CWFDR = GDR
in this case.
Overall, we show in this simulation study that two-level BH procedure controls
GDR and CWFDR at level α as expected from Theorem (3.1). When there are
more false null groups, GDR would get smaller for the two-level BH procedure and
FDR gets smaller when the number of clustered false null hypotheses in the groups
increases. The procedure has larger power than the one-level BH procedure in all
cases.
Remark 3.1. In the two-level BH procedure, the small GDR when there is large
number of false null groups and the small FDR when there is large number of false
null hypotheses in the groups can be corrected by using the adaptive two-level
BH procedure introduced in Chapter 4, in which simulation studies show that the
proposed procedure by incorporating the estimated proportions of true null groups
and true null hypotheses in the groups increases both GDR and FDR to a level that
is more close to α and thus further improves detection power upon the two-level
BH procedure.
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3.1.3 Tumor Data Application
The theorem on the GDR and CWFDR controls of the two-level BH procedure
are based on independent p-values of true null hypotheses. We have reviewed in
Chapter 2 that some studies have shown robust behaviour of the one-level BH
procedure for some dependence cases. Reiner et al. (2003) has also shown the
control of FDR of the one-level BH procedure in identifying differentially expressed
genes using simulation study for dependent p-values. Though the performance of
two-level BH procedure for dependence case remains to be further investigated, the
following application study shows that two-level BH procedure performs fairly well
in identifying probe positions that are prone to copy number aberrations (CNA)
in a tumor sample.
The main goal in cancer studies is to identify cancer-causing genes and develop
effective therapies. Among the cancer-causing genome mutations, a common one
is copy number change. It includes the deletions or amplifications of certain genes.
For instance, the deletion of neurofibromin 1 (NF1), which is a human glioblastoma
suppressor gene; or the amplification of AKT3, a protein promotes tumor cell
survival and development (The Cancer Genome Atlas, 2008; Penn state, 2004).
This application study focuses on the analysis of chromosome CNA.
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As known in the development of cancer, there are passenger mutations and driv-
er mutations. Most gene mutations are likely to be passenger mutations, which are
random events happen in the chromosome and do not contribute to the oncogen-
esis. Driver mutations on the other hand, reside in certain subsets of genes called
‘cancer genes’ and confer growth advantage on the cancer cell (Stratton, Campbell
and Futreal, 2009). They play the functional role in tumor progression. Hence, the
detection of driver mutations is more of interest. The question is how to identify
passenger and driver mutations when mutation genes are detected. A generally
used solution is to apply the cross-sample analysis. Since driver mutations tend
to occur in certain potential genes, by sequencing cancer samples, the mutation
patterns will be more obvious (Greenman et al., 2007). Thus testing which genetic
measured probe positions are more prone to be copy number gains or losses using
a cross-sample analysis helps to identify driver mutations.
The data, taken from the Cancer Genome Atlas Project (The Cancer Genome
Atlas, 2008) contains 207 glioblastoma subjects examined at 42075 positions. Efron
and Zhang (2011) used a significance level of 0.05 to test CNA positions. We
follow their work in normalizing the data. For subject j at probe position i, the
measurement xij is less than zero if the copy number is less than the normal two
copies and larger than zero indicating more than two copies. Actions are taken to
try to remove the noise structure of the data. Moving averages of xij for subject
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where aˆj is the median of {x¯ij : i = 1, 2, · · · , 42075} for subject j and bˆj is the
robust standard deviation, i.e., half of the distance between the 16th and 84th
percentiles. Due to the biological differences of gains and losses, these two types
of changes are treated separately. The negative zij values are set to be 0 for gains
and zij values larger than 0 are set to be 0 for losses. Efron and Zhang (2011)
firstly estimated local FDR fdr(zij) by implementing the locfdr function in R from
the CRAN library. The local FDR fdr(zij) estimates the probability of a response
being a true null hypothesis. The test statistic ki to test a significant position is
the estimated number of false null hypotheses in each position. They defined a true
discovery rate as tdr(zij) = 1 − fdr(zij). It estimates the probability that zij is a
false null hypothesis. The test statistic in a position is estimated as the sum of true
discovery rates in the position, kˆi =
∑207
j=1 t̂dr(zij). Permutations are carried out
to find the percentage quantiles. The result from Efron and Zhang (2011) is shown
in Figure 3.1.2(a). It plots the estimated number of false null hypotheses in each
position for gains in the positive side and losses in the negative side with the two
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(a) Results from Efron and Zhang (2011)
(b) Results using one-level BH procedure
Figure 3.1.2 Counts of rejections in all positions of the tumor dataset.
horizontal lines are the two 95% quantiles. Positions with test statistics exceed the
quantiles are rejected. They are concluded to have significant copy number gains
or losses.
Using the tumor dataset, we apply both the one-level and two-level BH proce-
dures. The standardized z values for the null hypothesis that there is no CNA are
assumed to follow standard normal distribution and p-values are calculated based
on this assumption. Firstly, we apply the one-level BH procedure directly to the
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data to check for significant CNA positions. All the 207×42075 p-values are treat-
ed as one group. Using a significance level of 0.05, we plot in Figure 3.1.2(b) the
number of subjects rejected in each position, denoted as ci. This plot looks simi-
lar as Figure 3.1.2(a), except that most small (absolute) values in Figure 3.1.2(a)
are zero in Figure 3.1.2(b). The one-level BH procedure eliminates some positions
with small numbers of rejections. These positions can be directly exempted from
further investigation. For the other positions with signals, a threshold can be set
to the number of rejections in a position in order to qualify a driver mutation.
For instance, a threshold equals to 10 means that ci needs to be larger than 10 so
that position i would carry a driver mutation; otherwise, it is more likely to be
a passenger mutation. Two possible cancer causing genes, Fas-associated factor 1
(FAF1) and Cyclin-dependent kinase 4 inhibitor C (CDKN2C) located in the posi-
tions between 8800 to 8900 are found in Efron and Zhang (2011). Using one-level
BH procedure, a threshold of 10 finds the signals in the same range as well. If
no threshold rule can be decided, permutations can be done to find the two 95%
quantiles of ci for gains and losses as well.
For this dataset, the identification of significant positions can be done directly
using the two-level BH procedure. A position is rejected if its group p-value is
smaller than the computed controlling threshold in the group level. The procedure
treats responses in each position as one group. Group p-values for all the positions
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are computed and the significant positions are identified. After the significant
positions are obtained, responses in the rejected positions can be further tested.
Using the two-level BH procedure, we are also able to get similar trends as in Figure
3.1.2. The prominent peaks are captured. We also observe that the numbers of
rejected subjects in some positions are larger than those in one-level BH procedure.
Examples are the two peaks at around 1500 and 8900 for losses. They increase from
26 and 10 in the one-level BH procedure to 30 and 12 in the two-level BH procedure
respectively. The reason is the tendency of two-level BH procedure to reject more
subjects in the rejected positions. If a position is rejected, subjects in the position
are more likely to be rejected rather than using one-level BH procedure. Besides
that, some positions with small numbers of rejections resulted from the one-level
BH procedure are further eliminated in the two-level BH procedure. An example
can be seen in Figure 3.1.3(a) and (b). As we zoom in to the region around
position 25000, many small peaks in the one-level BH procedure are eliminated in
the two-level BH procedure. It suggests that the responses in these positions are
significant among all the responses when using the one-level BH procedure. But
they are not significant position-wise when applying the two-level BH procedure.
Similar threshold criterion for ci or permutation test can be adopted here to identify
potential driver mutations.
We also apply a three-level BH procedure by further build a three-level structure
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(a) Results using one-level BH procedure
(b) Results using two-level BH procedure
(c) Results using three-level BH procedure
Figure 3.1.3 Counts of rejections in selected positions of the tumor dataset.
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for the tumor sample. The 42075 positions are segmented into 225 regions, with
each region containing 187 positions. BH procedure is applied in one more level
on these regions. That is, the group p-values of the positions in each region are
summarized to a region p-value of the region hypothesis that all the positions in
the region are true null. The regions are tested and if a region is rejected, then
we check the significant positions in this region. Using this approach, positions in
insignificant regions are eliminated, as shown in Figure 3.1.3(c). We introduce the
general multi-level BH procedure in next section.
3.2 Multi-level BH Procedure
The two-level BH procedure identifies the significant groups before testing the
individual null hypotheses in these groups. Null hypotheses in insignificant groups
are not subjected to further investigation. The adjusted threshold α1 in the rejected
groups ensures the equivalence of the rejection of group hypothesis and existence
of rejection in the group. If a group hypothesis is rejected, there exists rejection
in the group; otherwise, there is no rejection in the group. There is no such case
that the group hypothesis is rejected with no hypothesis rejected in the group or
rejection happens in the non-rejected groups. If multi-level information is available,
the same idea can be applied by testing the group hypotheses before moving to test
3.2 Multi-level BH Procedure 48
the hypotheses in the groups with adjusted thresholds. A group null hypothesis
can be rejected if the group in the level above that it belongs to is rejected. The
thresholds guarantees that rejections exist in the rejected groups and no more
rejection can take place in the non-rejected groups.
3.2.1 Multi-level BH Procedure
Consider multiple hypotheses with a K-level structure. Denote the m null
hypotheses as HK,i1···iK with i1, · · · , iK are the group indices from the 1st to Kth
level. For 0 ≤ k < K, let Hk,i1···ik be the group null hypothesis that all null
hypotheses of the form Hk+1,i1···ik∗ are true. An example on the notation of a
three-level structure can be referred to in Figure 3.2.1. Further denote numbers
of hypotheses in the groups at level k + 1 as mk,i1···ik . Let pk,i1···ik be the p-values
of the hypotheses Hk,i1···ik for 0 ≤ k ≤ K. Starting from the Kth level, group






, k = K − 1, · · · , 0, (3.6)
where pk+1,i1···ik(1) ≤ · · · ≤ pk+1,i1···ik(mk,i1···ik ) are the ordered p-values. It follows
inductively from (2.2) that any one of the group p-values follows Uniform (0, 1)
distribution when all the null hypotheses in the group are true null. Iteratively
using (3.6) results in the overall p-value p0 for the overall null hypothesis H0. If p0 is
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not greater than α, we reject H0. To determine which null hypotheses are rejected,
we firstly construct rejection thresholds for each level, denoted as αk,i1···ik−1 with
α0 = α and
αk,i1···ik−1 = αk−1,i1···ik−2Rk−1,i1···ik−1/mk−1,i1···ik−1 , k = 1, · · · , K, (3.7)
where Rk−1,i1···ik−1 = max
{
j : mk−1,i1···ik−1pk,i1···ik−1(j)/j ≤ αk−1,i1···ik−2
}
is the num-
ber of hypotheses rejected in group ik−1 at kth level. Reject Hk,i1···ik if its p-value
pk,i1···ik ≤ αk,i1···ik−1 .
Next we show that the multi-level BH procedure satisfies a cluster weighted
FDR control.
Theorem 3.2. Consider a K-level BH procedure at control level α, and assume








1{HK,i1···iK is a rejected true null}∏K−1
k=0 (Rk,i1···ik ∨ 1)
}
≤ α.





is a martingale in reverse-time
when HK,i1···iK is a true null hypothesis and αK,i1···iK−1 is a stopping time with
respect to the same filtration. Hence
E
(





0 if HK,i1···iK is not true null,
1 if HK,i1···iK is true null,
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Let 0/0 = 0. From (3.7),



















1{HK,i1···iK is a rejected true null}
m0 · · ·mK−1,i1···iK−1αK,i1···iK−1
}
≤ α.
The theorem is proved.

















1{HK,i1···iK is a rejected true null}∏K−1
k=0 (Rk,i1···ik ∨ 1)
}
.
It can be viewed as the total weights attributed to the true null hypotheses among
all the rejected hypotheses. The weight of a rejected true null hypothesis is given
by
[∏K−1
k=0 (Rk,i1···ik ∨ 1)
]−1
. For an example of a three-level hypotheses testing,
assuming all the null hypotheses are rejected, the weights assigned to the null
hypotheses, denoted by w, are indicated as in Figure 3.2.1. Starting from value of
1 in the first level, weights in the clusters are averaged by the number of rejections







































Figure 3.2.1 An example of the weights assigned to null hypotheses in a three-
level structure
in each group. If a true null hypothesis is inside the cluster, it is assigned less
weight than it is outside the cluster. The further the rejected true null hypothesis
is from the cluster, the larger its weight would be. This is advantageous as false
null hypotheses are likely to appear in clusters.
3.2.2 A Numerical Study
In this numerical study, we examine the performance of multi-level BH pro-
cedure in detection power under the cases when different numbers of false null
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hypotheses are clustered. A 10-level structure with 210 null hypotheses is con-
structed. Each group in each level contained two hypotheses. The individual null
hypotheses are denoted as H10,i1···i10 with ik = 1 or 2 for all 1 ≤ k ≤ 10. Simi-
larly as in previous simulation study, p-value is computed as 2Φ−1 (− |z|), where
z is the test statistic that follows Normal (0, 1) distribution if the null hypothesis
is true null and Normal (3, 1) if false null. Null hypotheses of the form H10,i1···il∗
with i1 = · · · = il = 1 for some integer l, are set to be false null. We simulate
cases when l = 4, 5, 6, 7. Thus there are 26, 25, 24, 23 numbers of clustered false null
hypotheses.
One-level BH and multi-level BH procedures are applied to the four different
clustering cases. Sensitivities and FDRs are examined over 1000 runs for signifi-
cance level α ranging from 0.01 to 0.99. We get the plots in Figure 3.2.2. Sensi-
tivities are plotted in the y-axis versus FDRs in the x-axis. Comparing the four
panels, when the number of clustered false null hypotheses increases, sensitivities
in both one-level and multi-level BH procedure increase. In each panel, multi-level
BH procedure has larger sensitivities than one-level BH procedure. For example,
in panel (a), if we would like to control FDR at 0.2, using multi-level BH procedure
would have a detection power near 0.6; while one-level BH procedure would results
in around 0.4. We also observe that the gap between the two curves increases
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as the number of clustered false null hypotheses in the groups increases. Com-
pared to panel (a), in panel (d), when FDR is 0.2, sensitivity for multi-level BH
procedure increases to around 0.9 and it increases to around 0.6 for one-level BH
procedure. Hence, the increase in detection power using multi-level BH procedure
compared to one-level BH procedure increases when the number of clustered false
null hypotheses increases.
3.2.3 An Illustrative Application in Flow Cytometry
Here we illustrate an example in flow cytometry where multi-level BH proce-
dure can be applied for a better detection power. Flow cytometry is a technique for
examining microscopic particles, such as cells or chromosomes. Usually the mea-
surements are taken in multiple dimensions. Roederer and Hardy (2001) proposed
a frequency difference gating approach to identify subsets that differ between test
and control samples in an arbitrary number of dimensions. The approach makes use
of the multivariate probability binning algorithm (Roederer et al., 2001). Suppose
n measurements are made. The variance of the control sample points along each
of the n dimensions is firstly calculated. The control sample is splitted into two
equal halves along the axis with the largest variance. The same division algorithm
is applied repeatedly to each of the two halves and generate four regions. After K
divisions, 2K bins are obtained with the same number of control sample points in
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each bin. The same binning positions are then applied to the test sample. Within
each bin in the same position, a χ2 value is computed based on the proportions of
control and test sample points. Hypotheses testing are then conducted based on
the χ2 values.
Figure 3.2.3 is an example of the process, taken from Roederer and Hardy
(2001). It is measured in two dimensions. Graph A is the control sample and B
is the test sample. In graph C, binning process is applied to the control sample.
The largest variance is along the x-axis. So the first division separates the control
sample to two bins. One is the region includes bins {1, 2, 5, 6} and the other
includes bins {3, 4, 7, 8}. Then the process is repeated twice and resulted in the
eight small bins. The same binning position is applied to the test sample as in graph
D. Bins in the same positions from the control and test samples are compared using
χ2 test statistics for equivalence of numbers of points. The process produces data
in a 23 multi-level structure. Since the deviations of test sample from control
sample are likely to occur in clusters, direct application of BH procedure to check
which bins are rejected ignores the fact that the neighbour bins are also likely to be
rejected. Multi-level BH procedure would be able to utilize the division pathway
to improve the detection. Firstly p-values of the eight smallest bins are calculated
based on their χ2 values. In each level, group p-values are repeatedly calculated
using (3.6) and resulted in p0. If H0 is rejected, bins with p-values less than the
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thresholds computed from (3.7) are rejected. In the data, bin 5 has relatively
smaller χ2 value compared to bin 1, 2 and 6. The direct use of one-level BH
procedure may fail to reject this bin. Multi-level BH procedure are more likely to
identify the whole region {1, 2, 5, 6} as a difference.
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(a) l = 7 (b) l = 6
(c) l = 5 (d) l = 4
Figure 3.2.2 Comparisons of one-level and multi-level BH procedures when there
are 210−l clustered false null hypotheses.
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Figure 3.2.3 An example of multi-level BH procedure in frequency difference





The Benjamini-Hochberg (BH) procedure controls FDR at pi0α for independent
test statistics. The maximum error rate α is achieved when all the null hypotheses
are true. When the number of true null hypotheses m′ is smaller than m, the level
of control is much smaller. In the original procedure, the ordered p-values p(i) are
compared with the critical values iα
m
for i = 1, · · · ,m. If m′ is known, by replacing
m with m′, it follows directly from the proof by Storey et al. (2004) that FDR can
be controlled exactly at α and thus larger power can be expected over the original
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procedure when pi0 does not equal to 1.
Benjamini and Hochberg (2000) proposed an adaptive procedure incorporating
the estimation of m′ in the BH procedure. The estimation method is developed
in Hochberg and Benjamini (1990) based on the idea that a suitable set of the
largest p-values are most likely to come from true null hypotheses and uniformly
distributed. Thus by plotting the p-values against their ranks, the part of the
curve for large p-values tends to be linear. Number of true null hypotheses is
approximated as the inverse of the slope of the line. Utilizing this estimation,
Benjamini and Hochberg (2000) illustrated better performance of the adaptive
procedure in terms of FDR control and power improvement in numerical study. In
Storey (2002), estimation of the true null proportion is based on similar assumption.
The estimated true null proportion is taken as the ratio of the number of p-values
larger than a computed threshold over the expected number of p-values above this
threshold. More reviews on the adaptive methods can be referred to in Benjamini
et al. (2006). Storey et al. (2004) proved that the adaptive procedure by Storey
(2002) controls FDR in asymptotic setting and they also modified the procedure
for finite sample case.
In Section 4.1, we summarize the approaches from Storey et al. (2004) and
apply the adaptive procedures to the two-level BH procedure. Two slightly different
approaches are proposed for finite sample and asymptotic settings. We carry out
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simulation studies in Section 4.2 to compare the performance of the adaptive two-
level BH procedure with the non-adaptive two-level BH procedure and also (one-
level) BH procedure. For small and large sample cases, Storey et al. (2004) used
sample sizes of 1000 and 3000 in simulation studies. Thus we generate samples of
sizes 1000× 1000 and 3000× 3000, respectively.
4.1 The Adaptive Two-level BH Procedure
In this section, the adaptive approaches for asymptotic and finite sample set-
tings from Storey et al. (2004) are reviewed first. Controls of FDR in the two
settings are briefly summarized. We then review the two-level BH procedure and
modify the procedure by incorporating the estimations of the proportion of true
null groups and proportions of true null hypotheses in the groups.
4.1.1 The Adaptive Procedures
The traditional error rate controlling approach in doing multiple hypothesis
testing is pre-specifying a significance level and then find the rejection region.
Storey (2002) proposed an opposite approach by fixing the rejection region and
then estimating the error rate accordingly. For 0 ≤ t ≤ 1, define the following
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empirical processes:
S(t) = number of false null hypotheses with p-values no larger than t,
W (t) = number of hypotheses with p-values larger than t (= m−R(t)).
According to Storey (2002), using a tuning parameter λ (0 < λ < 1), the true null




It assumes that largest p-values are most likely to come from true null hypotheses
and uniformly distributed. Therefore a number of (1−λ)pi0m p-values are expected
in the interval (λ, 1]. The choice of λ has a bias-variance trade-off and automatic
processes can be used to choose the optimal λ, such as by minimizing the mean-
squared error (see Storey, 2002; Storey et al., 2004; Liang and Nettleton, 2012).
Based on pˆi0(λ), the estimate of FDR is
F̂DRλ(t) =
pˆi0(λ)mt
R(t) ∨ 1 (4.2)
(Storey, 2002; 2003). For some function F defined on [0, 1], let
tα(F ) = sup {t : F (t) ≤ α, 0 ≤ t ≤ 1} . (4.3)
Then tα(F̂DRλ) would be the largest t such that the estimated FDR is no larger
than α. The adaptive procedure they proposed is as follows:
(1) Choose a λ. Count W (λ) and estimate pˆi0(λ) using (4.1).
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(2) For any fixed significance region [0, t], compute F̂DRλ(t) by (4.2) and search
tα(F̂DRλ) that satisfies (4.3).
(3) Reject all null hypotheses with p-values no larger than tα(F̂DRλ).
Storey et al. (2004) showed that the step-up method controls FDR in asymptotic
setting for independent and weak dependent test statistics under the following
convergence assumptions. Recall that among the m null hypotheses, m′ are true
null and the rest m′′ = m −m′ are false null. Let G0 and G1 be two continuous











= G1(t) almost surely,
0 < G0(t) ≤ t for each t ∈ (0, 1] ,














It is in fact the pointwise limit of F̂DRλ(t) under the convergence assumptions.
If F̂DR
∞
λ (t) < α for any t ∈ (0, 1], then tα(F̂DRλ) asymptotically provides strong









We reproduce their proof in Appendix D.
Storey et al. (2004) prove that this adaptive procedure is equivalent to the
BH procedure with number of hypotheses m replaced by pˆi0(λ)m. Both reject
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rλ = max
{
r : F̂DRλ(p(r)) ≤ α
}
number of hypotheses. Following this idea, we
plug in the estimations of the proportion of true null groups and the proportions
of true null hypotheses in the groups into the two-level BH procedure.
For finite sample case, slightly different formulas and conditions are needed in
order to control FDR. To begin with, the true null proportion is estimated as
pˆi∗0(λ) =
W (λ) + 1
(1− λ)m . (4.4)
The numerator is increased by one to guarantee that the estimated proportion is






R(t)∨1 if t ≤ λ,
1 if t > λ.
Their adaptive procedure for finite sample case is then the previous procedure for














It can be proved by a similar reverse-time martingale and optional stopping time
theorem as in the proof of the FDR control of the BH procedure. The condition
t ≤ λ in the estimation of FDR that is less than 1 suggests that if we are using
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the BH procedure with m replaced by pˆi∗0(λ)m for finite sample case, then it is also
required that the rejected p-values should be smaller than the threshold λ.
4.1.2 Quick Review of the Two-level BH Procedure
Assuming that we have m0 null groups with each group containing mi nul-
l hypotheses denoted as Hi1, · · · , Himi for i = 1, · · · ,m0. Their p-values are
pi1, · · · , pimi and pi(1) ≤ · · · ≤ pi(mi) are the ordered p-values. The two-level BH
procedure is as follows.








where p(1) ≤ · · · ≤ p(m0) are the ordered group p-values.
(3) If p0 > α, the procedure stops and reject no hypothesis; otherwise, reject
groups with one of the R0 smallest group p-values, where
R0 = max
{
j : p(j) ≤ αj/m0
}
.
(4) Let α1 = αR0/m0. In each rejected group, reject the hypotheses with ri




j : pi(j) ≤ α1j/mi
}
.







with V0 is the number of falsely rejected groups.
4.1.3 The Adaptive Two-level BH Procedure
To apply the adaptive approaches on the two-level BH procedure, we want to
make use of the information on the proportion of true null hypotheses to increase
detection power and try not to introduce too many errors. The proportion of
true null groups as well as the proportion of true null hypotheses in the groups
are estimated. Since there are two different estimates for finite sample case and
asymptotic setting in Storey et al. (2004), we propose two procedures accordingly.
We start by incorporating the estimated proportion of true null hypotheses in
the (one-level) BH procedure for asymptotic setting. For m null hypotheses, the
proportion of true null hypotheses is estimated using (4.1) according to Storey
et al. (2004). The overall p-value that all the null hypotheses are true null is





If p0 is larger than α, reject none; otherwise, reject null hypotheses with one of the
R smallest p-values, where
R = max
{
j : p(j) ≤ αj/(mpˆi0(λ))
}
.
Suppose the m null hypotheses can be classified into m0 groups with group i
containing mi null hypotheses. In the asymptotic setting, the adaptive two-level
BH procedure is the following.
(1) Choose a value for λ. In group i, find Wi(λ), i.e., count the number of
p-values larger than λ. Estimate the proportion of true null hypotheses in
group i as pˆii =
Wi(λ)




(2) When all m0 group p-values are computed, find Wg(λ), number of group
p-values larger than λ and estimate the proportion of true null groups as
pˆig =
Wg(λ)




(3) If p0 > α, stop and reject no hypothesis; otherwise, reject the groups with
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one of the R0 smallest group p-values, where
R0 = max
{
j : p(j) ≤ αj/(m0pˆig)
}
.




j : pi(j) ≤ αj/(mipˆii)
}
.
For i = 1, · · · ,m0, the adaptive two-level BH procedure replaces m0 and mi with
m0pˆig and mipˆii of the two-level BH procedure, respectively. Compared to the non-
adaptive procedure, group p-values in the adaptive procedures take into account the
estimated proportion of true null hypotheses in the groups. This makes the group p-
values in the adaptive procedure smaller than those in the non-adaptive procedure.
Equality happens only when pˆii = 1. If the estimated true null proportion in a group
is small, its group p-value would be small and rejection of this group is more likely.
Another difference is the adjusted threshold α1 in testing the hypotheses in the
rejected groups. In the non-adaptive procedure, α1 = αR0/m0 and α1 is always
less than α. In the adaptive two-level BH procedure, we use α1 = α to further
increase the detection power in the rejected groups.
Follow the procedure in Storey et al. (2004) for finite sample case, the adaptive
one-level BH procedure requires the additional condition that the p-values of the
hypotheses rejected cannot be larger than the tuning parameter λ. Hence the
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If p0 ≤ α, reject null hypotheses with one of the R smallest p-values, where
R = max
{
j : p(j) ≤ min (αj/(mpˆi0(λ)), λ)
}
.
When group information are available for the finite sample case, the adaptive two-
level BH procedure is the following.
(1) Choose a value for λ. In group i, find Wi(λ), number of p-values larger
than λ and estimate the proportion of true null hypotheses in group i as
pˆi∗i =
Wi(λ)+1






(2) When all m0 group p-values are computed, find Wg(λ), number of group
p-values larger than λ and estimate the proportion of true null groups as
pˆi∗g =
Wg(λ)+1






(3) If p0 > α, the procedure stops and reject no hypothesis; otherwise, reject
the groups with one of the R0 smallest group p-values, where
R0 = max
{
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j : pi(j) ≤ min (αj/(mipˆi∗i ), λ)
}
.
From previous chapter on the non-adaptive two-level BH procedure, we know
that if all the p-values independently follow Uniform(0, 1) distribution, the group
p-values also follow Uniform(0, 1) distribution. Using this idea, the GDR in the
non-adaptive two-level BH procedure is controlled because of the same arguments
in the control of FDR in one-level BH procedure. In the adaptive two-level BH
procedure, if all the null hypotheses in a group are true null, the proportion of true
null hypotheses pii should be 1 and the group hypothesis still follow Uniform(0, 1)
distribution. Hence, under the convergence assumptions from Storey et al. (2004)
for the group p-values in the adaptive procedure for asymptotic case, GDR should
be controlled. Similarly for the finite sample case.
4.2 Numerical Studies
We wish to show in the simulation that using the adaptive two-level BH pro-
cedure, GDR is closer to the significance level and we expect a better detection
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i=1 ri) ∨ 1
]
.
To use the adaptive procedure, we need to determine the value of the tuning
parameter λ first. A convenient choice of λ is 0.5, which in the simulation studies
of Storey et al. (2004) is shown to have not much difference from the exact λ that
provides the true null proportion pi0. Hence we will use λ = 0.5 in the following
simulation studies. In each setting, four procedures are applied. They are the
adaptive and non-adaptive one-level and two-level BH procedures. Sensitivities,
FDRs and GDRs are computed over 1000 runs with control level α = 0.1.
For finite sample case, 1000× 1000 null hypotheses are generated independent-
ly. Among the hypotheses, a × b hypotheses are false null that generated from
N(3, 1) and the rest are true null hypotheses all come from the standard normal
distribution. Corresponding p-values are computed. The value a denotes the num-
ber of false null groups and b is the number of false null hypotheses in the groups.
Assuming the same value of a and b, we simulate cases when a = b = 100, 200,
· · · , 900. The four procedures are applied. The non-adaptive and adaptive one-
level procedures are applied by treating all the 10002 null hypotheses as one group.
Figure 4.2.1(a) plots the sensitivities of the four procedures. Figure 4.2.1(b) is the
plot of FDRs and Figure 4.2.1(c) of the GDRs. In these plots, the dashed lines are
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the results for non-adaptive one-level BH procedure; the straight lines with circles
are the results for the non-adaptive two-level BH procedure; the dotted lines with
triangles are for adaptive one-level BH procedure and the straight lines with cross-
es are for adaptive two-level BH procedure. The straight lines (referred to as the
control lines) in the plots of FDRs and GDRs are the control level α = 0.1.
From the plot of sensitivities, adaptive two-level BH procedure has the largest
value, followed by the adaptive one-level BH procedure. Sensitivity of the non-
adaptive two-level BH procedure is slightly larger than in the non-adaptive one-
level BH procedure. FDR for non-adaptive two-level BH procedure is much smaller
compared to that in the non-adaptive one-level BH procedure, as shown in Figure
4.2.1(b). FDRs move closer to the control line for adaptive two-level BH procedure
and adaptive one-level BH procedures. However, when a, b are small, the FDR of
the adaptive two-level BH procedure is slightly above the control line. In Figure
4.2.1(c), the adaptive and non-adaptive one-level BH procedures have similar large
GDRs, since no group information is captured. The adaptive two-level BH proce-
dure has GDR closer to α as desired than the non-adaptive two-level BH procedure.
In the above simulation, number of false null groups is set to be the same as
number of false null hypotheses in these groups, i.e., a = b. In another simulation
study, we want to compare the performances of the four procedures when there are




Figure 4.2.1 Comparisons for finite sample case when a = b.




Figure 4.2.2 Comparisons for finite sample case when b = 100.




Figure 4.2.3 Comparisons for finite sample case when b = 900.
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different numbers of false null groups and different numbers of false null hypotheses
in the groups. Number of false null hypotheses in the false null groups is fixed to be
100 and 900 in two settings. For both settings, different numbers of false null groups
are considered. We take a = 100, · · · , 900. With the rest of the simulation setting
remain unchanged, results are shown in Figure 4.2.2 for b = 100 and Figure 4.2.3
for b = 900. An obvious observation in both cases is the constant performances
of the adaptive two-level BH procedure in all the three measurements. We see
that when the number of false null hypotheses in the groups is fixed, sensitivity,
FDR and GDR of the adaptive two-level BH procedure do not vary much to the
number of false null groups. By comparing these two figures, we also see that
when there are more clustered false null hypotheses in the group (b = 900), the
sensitivities of the two-level BH procedure are close to 1 and FDRs seem to be
around half of the control level; while for smaller number of clustered false null
hypotheses (b = 100), sensitivities of the two-level BH procedure are only a bit
larger than 0.6 and FDRs are slightly above the control line. Thus the adaptive
two-level BH procedure performs better when there are more false null hypotheses
in the group in the sense of larger sensitivity and smaller FDR. For GDR, when b
increases from 100 to 900, most of the GDRs are close to the control level. It only
decreases a bit when the number of false null groups is large. Since the GDRs are
mostly controlled at α and the threshold level in the rejected groups is also α in
the adaptive two-level BH procedure, FDRs would not get too large. Besides the
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three measurements for the adaptive two-level BH procedure, other lines that stay
horizontal in both figures are the FDRs of the adaptive one-level BH procedure.
They are around the control level as expected. For sensitivity and GDR of the
one-level BH procedure and the three measurements for the non-adaptive one-level
and non-adaptive two-level BH procedures, they vary to different numbers of false
null groups and different numbers of false null hypotheses in the groups.
Similarly, we use 3000×3000 independent null hypotheses to simulate the large
sample case and get the same conclusions as above. Figure 4.2.4 is the results for
a = b. The results of the three measurements are not different from the finite
sample case. Similar studies in comparing the procedures when there are different
numbers of false null hypotheses and different numbers of false null groups also
arrive in the same conclusion of the constant performances of the adaptive two-
level BH procedure, as shown in Figure 4.2.5 and Figure 4.2.6.
Overall, in the simulation studies, we see the best detection sensitivities of the
adaptive two-level BH procedure compared to the non-adaptive one-level and two-
level BH procedures and the adaptive one-level BH procedure. In the adaptive
two-level BH procedure, GDRs are mostly close to the control level for any num-
ber of false null groups and any number of false null hypotheses in the groups.
Interestingly, the performance of the procedure does not vary to the number of
false null groups. When the number of false null hypotheses in the groups is fixed,
4.2 Numerical Studies 77
sensitivity and FDR do not change much. When there are more clustered false
null hypotheses in the false null groups, the adaptive two-level BH procedure has
larger sensitivity and smaller FDR.




Figure 4.2.4 Comparisons for large sample case when a = b.




Figure 4.2.5 Comparisons for large sample case when b = 100.




Figure 4.2.6 Comparisons for large sample case when b = 2900.
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CHAPTER 5
A Scoring Criterion for Rejection
of Clustered P-values
In this chapter we introduce a scoring method in the detection of signals for
p-values with grouping or clustering information. The score function contains two
parameters that measure the benefits and costs in adopting a rejection vector. We
define and explain the score function in Section 5.1. The selection of the parameters
are discussed in Section 5.2 using analytical formulas as well as Monte Carlo and
importance sampling methods. Characteristics of the scoring method are discussed
in Section 5.3 in the context of random effects model. In Section 5.4, the scoring
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method is applied to the tumor dataset in identifying significant positions with
copy number aberration (CNA). A preliminary numerical study for dependence
case is shown in Section 5.5.
5.1 Scoring Rejection Spaces
Consider data with two-level structure. Suppose there are m0 groups and let mi
be the numbers of p-values in the groups for i = 1, · · · ,m0. Let ti be a candidate
critical value that null hypotheses in group i with p-values smaller than ti are





i=1Ri(ti), where ~t = (t1, · · · , tm0) is the candidate critical vector. Let #(~t) be
the number of groups containing rejected p-values for the candidate critical vector
~t. Let S(~t) =
∑m0
i=1 Si(ti) be the total number of rejected false null hypotheses
and V (~t) =
∑m0
i=1 Vi(ti) be the total number of falsely rejected null hypotheses.
We define a score function that counts the rejection of a false null hypothesis as
benefit of value 1 and there are two parameters that count the costs of rejecting a
true null hypothesis and a true null group. Denote the two parameters as λ˜ and η
(λ˜ > 0 and η > 0). Ideally, we want to maximize the score function
s˜c(~t) = S(~t)− λ˜V (~t)− η#(~t).
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Since R(~t) = V (~t) + S(~t), We have
S(~t)− λ˜V (~t) = R(~t)− (λ˜+ 1)V (~t).
Under the assumption that p-values of true null hypotheses are independent and
follow uniform distribution, V (~t) can be estimated as
∑m0
i=1miti . Hence, a substi-
tution of the score function is
sc(~t) = R(~t)− λ
m0∑
i=1
miti − η#(~t), (5.1)
with λ = λ˜ + 1 > 1 and sc(~0) = 0. The vector ~t that maximizes sc(~t) is chosen
as the critical vector and hypotheses in ith group with p-values less than the ith
entry of the critical vector are rejected.
The score function is related to existing FDR methodology in one group setting.
Consider m0 = 1, η = 0 and λ = α
−1. Since
{t : sc(t) ≥ 0} = {t : V (t)/R(t) ≤ α},
the FDR controlling Benjamini-Hochberg (BH) procedure is the same as rejecting
all p-values smaller than the critical value t that maximizing R(t) over the set
{t : sc(t) ≥ 0}. The maximization of the score function also has closer connection
with the local FDR approach (Efron, 2008[1]). Recall that f0(z) and f1(z) are
the densities of the true and false null hypotheses. The overall z-score density is
f(z) = pi0f0(z) + pi1f1(z) and fdr(z) =
pi0f0(z)
f(z)
is the local FDR. Check that when
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α = λ−1 and λ˜ = λ− 1,
Zλ = {z : fdr(z) ≤ α} = {z : pi1f1(z)/[(pi0f0(z)] ≥ λ˜}.
Since
{t : sc(t) ≥ 0} = {t : S(t)/V (t) ≥ λ˜},
under the interpretation that λ˜ is the ratio of the cost and benefit of the false and
true discoveries, the set Zλ is also the ideal rejection set of the score maximization
procedure.
The maximization of sc(~t) requires optimization in m0 dimensional space. If
we assume that rejections of the groups are independent, finding ~t maximizing
the score function sc(~t) is equivalent to finding the critical rejection value that
maximizing a group score function, which is defined as
sci(ti) = Ri(ti)− λniti − η1{ti>0} (5.2)
for group i and 1 ≤ i ≤ m0. For this score function to be larger than zero,
Ri(ti) needs to be larger than η. Thus it is not possible to reject less than η
p-values, regardless of how small these p-values are. Either there is no rejection
or the number of rejections needs to be larger than η. A value of η larger than 1
protects us against occasional outliers in the group. In addition, a reasonably large
η highlights the groups with clear signals for priority reinvestigations. Intuitively,
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one is more likely to believe in the presence of signals when rejected p-values
are clustered within groups rather than when they are scattered across groups.
Selecting a reasonably large η would conform to such a belief.
5.2 Parameter Selection
The two parameters λ and η in the score function needed to be decided. In
the score function, λ is related to the benefit/cost ratio of rejecting false/true null
hypotheses in the rejected groups and should not depend on the number or size of
the classified groups. If λ is related to m0, a large m0 would tends to have a large
λ. Large λ in the score function leads to less rejections and detection power will
decrease drastically. On the other hand as the number of groups increases, we can
increases η to control the probability of making a false rejected group. Hence, one
way to simplify the maximization is to advocate that λ be chosen as the reciprocal
of α, independently from m0, and η can be set to control the group FWER, which
is the probability of falsely rejecting at least one true null group. The estimation




[Ri(ti)− λmiti] = R(t∗i )− λmit∗i , 1 ≤ i ≤ m0. (5.3)
To achieve strong control of group FWER at level α, the intercept parameter η can
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be chosen so that P0{Mi ≥ η} = α/m0. The notation P0 refers to probability with
respect to independently uniformly distributed p-values under true null hypotheses.
Strong control ensures the overall probability of rejecting one or more groups with
only true null p-values is bounded by α. For notational simplicity, we will suppress
the subscript i when focusing on one group. Suppose there are n null hypotheses
in the group. We have
M = max
0≤t≤1
[R(t)− λnt] = R(t∗)− λnt∗ = max
0≤k≤n
[k − λnp(k)], (5.4)
where p(1) ≤ · · · ≤ p(n) are the ordered p-values and define p(0) = 0 for complete-
ness. We attempt to find η so that
P0{M ≥ η} ' α/m0 as m0 →∞. (5.5)
This can be achieved by utilizing the approximate exponential distributions of the
p-value gaps. The problem is transferred to a boundary-crossing problem which
can be solved using renewal theory follow Siegmund (1985).
5.2.1 Analytical P-value Approximations
Assume that p-values of the true null hypotheses are independent and uniformly






d−→ Gk(x) as n→∞,
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where Gk(x) is cumulative function of gamma distribution with scale parameter
equals to 1. This is a corollary of a results in Feller (1971) Chapter 1 that the
products of n times the successive intervals of the p-values behave asymptotically
as if they were mutually independently exponentially distributed, i.e., for each fixed
k ≥ 1,
(np(1), n[p(2) − p(1)], · · · , n[p(k) − p(k−1)]) d−→ (Y1, · · · , Yk) as n→∞, (5.6)
where Y1, Y2, · · · are i.i.d. Exp(1) random variables. Let











[1− λnp(1) + 1− λn(p(2) − p(1)) + · · ·+ 1− λn(p(k) − p(k−1))].
From (5.6),
P0{M ≥ η} .= P{MX ≥ η} for n large. (5.8)
Follow Siegmund (1985), we apply boundary-crossing probability theory, developed
for p-value approximations in sequential analysis, to approximate P{MX ≥ η}.
There is also a connection of the theory with the importance sampling algorithm
that will be introduced later.
The graph of y = xe−x on x > 0 (Figure 5.2.1) decreases monotonically to 0 as
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one gets away from x = 1. Hence for any λ > 1, there is a unique θ satisfying
θ−1e−1/θ = λ−1e−1/λ, 0 < θ < 1. (5.9)
Figure 5.2.1 Graph of y = xe−x on x > 0.
Lemma 5.1. Let λ > 1 and define β = θ−1 − λ−1. Then
P{MX ≥ η} ' νλe−βη as η →∞,
where νλ = (e
β − 1− β)/[(β − 1)eβ + 1].
Proof. Let T be the smallest k for which Sk ≥ η, with Sk defined in (5.7). When
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Let Pλ/θ and Eλ/θ denote the probability and expectation respectively with respect













































exp (−βST ) dPλ/θ (5.10)
= Eλ/θ exp(−βST )
= e−βηEλ/θ[−β(ST − η)]. (5.11)
The equality (5.10) is due to (5.9). It shows that the likelihood ratio between Pλ/θ
and P is exp(βST ). By Lemma 5.2 below, if τ is the smallest k for which Sk > 0,
then Sτ follows Uniform(0, 1). So with respect to Yk ∼ Exp(λ/θ), the density of
Sτ conditioned on τ <∞, fλ/θ(Sτ = u|τ <∞) = eβu for 0 ≤ u ≤ 1. Thus we have
Pλ/θ(Sτ ≥ u) =
∫
Sτ≥u
exp(βSτ ) dPλ/θ =
∫ 1
u




From Siegmund (1985) Chapter VIII, which uses renewal theory to solve the linear
boundary problem, it follows that
lim
η→∞




e−βuPλ/θ {Sτ > u} du








eβ − 1− β
βeβ − eβ + 1 . (5.12)
Combining equations (5.11) and (5.12), the lemma is proved.
From the lemma, the constant β approximates −η−1 logP {Mx ≥ η} and is
known as the large deviations rate. Based on equations (5.5), (5.8) and Lemma
5.1, the intercept parameter is estimated as
ηα/m0 = β
−1 log(m0νλ/α). (5.13)
By pre-computing the values of β and νλ, it is convenient to calculate the intercept
parameter. We plot the asymptotic overshoot constant νλ and β against λ in Figure
5.2.1. It shows that as λ increases, νλ decreases and β increases.
There is an exact formula for P{MX ≥ η}, specific to Xk = 1− λYk with Yk ∼
Exp(1). It was shown in Dwass (1974) and Shorack and Wellner (2009) Chapter
9 that the overshoot of Sk occurs with probability λ
−1 and has a Uniform(0,1)
distribution. Using a well-known formula on the sum of n i.i.d. Uniform(0,1)















P{MX ≥ η} can be derived as the following lemma.
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(a) νλ vs. λ (b) β vs. λ
Figure 5.2.2 Graphs of νλ and β against λ.
Lemma 5.2. Let λ > 1 and define τ = inf{k : Sk > 0}. Then P{τ < ∞} = λ−1
and conditioned on the event {τ <∞}, Sτ ∼ Uniform(0,1). Hence for η > 0,






Proof. The proof of P{τ <∞} = λ−1 is based on the non-negative increment of a
poisson process. Suppose τ exists and
Sτ = X1 + · · ·+Xτ = τ −
τ∑
i=1
λYi ≡ τ −
τ∑
i=1
Y ′i > 0,
where Y ′i := λYi. Let N(h) be a Poisson process. It counts the number of Y
′
i s
upto time h. Since Y ′i follows Exp(λ) distribution, the poisson parameter is λ
−1.
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Let H = sup{h : N(h) = h). To prove P (τ < ∞) = λ−1 is equivalent to prove
P (H > 0) = λ−1, which follows directly from Dwass (1974). We reproduce the
proof in Appendix E.
Conditioned on {τ <∞}, it follows from Dwass (1974) Theorem 3.1 or Shorack
and Wellner (2009) Proposition 9.7.2 that Sτ follows Uniform(0, 1) distribution
given {τ <∞}. We show the proof from Shorack and Wellner (2009) in Appendix
F.
The value Mx can be viewed as the sum of several such overshoots that follow
Uniform(0, 1) distribution. Based on Proposition 9.7.1 of Shorack and Wellner
(2009), the probability that the sum of uniform variables exceeds a constant is






Let η˜α/m0 be the root of P (Mx ≥ η) = α/m0. The value ηα/m0 in (5.13) is
expected to be close to the true value for large m0. We set λ to be 20 for α = 0.05
and simulate η˜α/m0 and ηα/m0 in Table 5.1. For m0 = 4, 40, 4,000 and 40,000, ηα/m0
are shown in the first row, η˜α/m0 in the second row and their absolute differences
in the third row. The results show good agreement of ηα/m0 and η˜α/m0 for large
m0.
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m0 4 40 400 4000 40000
η0.05/m0 0.678 1.188 1.698 2.208 2.718
η˜0.05/m0 0.774 1.018 1.737 2.200 2.715
|η˜0.05/m0 − η0.05/m0| 0.096 0.170 0.039 0.008 0.003
Table 5.1 Estimate the roots of P0{M ≥ η} = 0.05/m0 for λ = 20.
5.2.2 Monte Carlo P-values Checks
Though the numbers of null hypotheses in the groups are not needed when
estimating η using formula (5.13), the approximation (5.8) holds for large n. We
expect that the accuracy of (5.8) would deteriorate somewhat with smaller n and
larger η. We use direct Monte Carlo as well as importance sampling to check
the validation of (5.8) in estimating P0 {M ≥ η} for some values of n and η that
are likely to be encountered in practice. Significance level is 0.05 and λ = 20.
We choose three different settings from Table 5.1 with m0 = 4, 400, 40, 000 and the
corresponding η values are used. Under eachm0, three cases when n = 50, 200, 1000
are considered.
The simulation using direct Monte Carlo is straightforward. For true null hy-
potheses, p-values are generated from Uniform(0,1) distribution. Proportion of M
that are larger than η among 10,000 simulation runs is the estimated probability.
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Direct Monte Carlo procedures are useful for providing a check on (5.8) when η is
not large. Since large η implies small P0 {M ≥ η}, a large sample size is needed
to simulate small probability using direct Monte Carlo method. Rather than by
increasing n, we use importance sampling method. Less sample size is required
than the direct Monte Carlo method.
Let hj(z1, · · · , zj) be the joint density of (Z1, · · · , Zj). In importance sampling,
(Z1, · · · , Zj) is generated from an alternative importance density qj(z1, · · · , zj) that
can simulate the required probability more frequently. The required probability is
then estimated from the following likelihood indicator
LT :=

hT (Z1,··· ,ZT )
qT (Z1,··· ,ZT ) if M ≥ η,
0 otherwise,
where T is the minimum number of z such that the event of interest occurs. Let
Zk = p(k) − p(k−1). By (5.4), M ≥ η if and only if the following inequality holds,
np(k) ≤ (k − η)/λ, 1 ≤ k ≤ n. (5.14)
Hence T is the minimum k satisfying the inequality and it suffices to generate
Z1, Z2, · · · sequentially up to time T , or T = n if (5.14) does not hold for all
1 ≤ k ≤ n. We estimate the target probability as the average likelihood ratio over
10,000 simulation runs. Two importance sampling schemes are used to provide a
check on (5.8).
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(I) First one is directly approximating P0 {M ≥ η} from the uniformly dis-
tributed p-values. By Feller (1971) Chapter 1 on the properties of ordered uniform
variables, hj(z1, · · · , zj) =
∏j
k=1 hk(zk|p(k−1)) and






, 0 ≤ zk ≤ 1− p(k−1).
A convenient choice of the importance density qj(z1, · · · , zj) is to assume the p-
values p1, · · · , pn are i.i.d. Uniform(0, λ−1). Following this distribution, the largest
p-value is smaller than λ−1 and inequality (5.14) happens more frequently. Thus
the importance density is qj(z1, · · · , zj) =
∏j
k=1 qk(zk|p(k−1)), where






, 0 ≤ zk ≤ λ−1 − p(k−1).
(II) The second sampling scheme is designed to estimate P{MX ≥ η}. We have
Y1, · · · , Yn i.i.d. Exp(1). The joint density is








In Lemma (5.1), we follow Siegmund (1976) and estimate P{MX ≥ η} by making
use of the alternative probability Pλ/θ with respect to Yk ∼ Exp(λ/θ). This can be
chosen as the importance density. Thus the joint density is








Let T be the smallest k for which Sk ≥ η. The likelihood ratio is
LT =
hT (Y1, · · · , YT )




























= exp(−βST ) ≤ exp(−βη).
Having LT bounded above makes this importance density efficient.
The simulation results are shown in Table 5.2. When m0 is large, η is large and
the sample size is not large enough for the direct Monte Carlo method to generate
close value to the true probability of interest. For the two importance sampling
schemes, the estimates are all around 0.05. This numerical study shows that the
approximation (5.8) is reliable for n as small as 50 to 1000, and m0 as large as
40000.
5.2.3 Scoring Group P-values
We define a scoring group p-value p∗i as the following
p∗i = νλe
−βMi , 1 ≤ i ≤ m0. (5.15)
Since P0(Mi ≥ η) ≈ νλe−βη, the group hypothesis that all the null hypotheses in
the groups are true null is rejected if p∗i ≤ α/m0. The graph of group p-values
against i can be easily converted from the graph of Mi against i by relabelling the
y-axis, see Figure 5.4.2 in Section 5.4. Assuming that Mi = 1, Figure 5.2.3 plot
the scoring group p-values against λ. When λ is larger than 5, the group p-value
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m0 η n Direct MC Imp. Sampl. (I) Imp. Sampl. (II)
4 0.774 50 0.047±0.004 0.051±0.001 0.0500±0.0003
200 0.052±0.005 0.050±0.001 0.0503±0.0003
1000 0.052±0.005 0.049±0.001 0.0501±0.0003
400 1.737 50 0.08±0.06 0.049±0.002 0.0484±0.0005
200 0 0.050±0.002 0.0491±0.0005
1000 0.04±0.04 0.047±0.002 0.0492±0.0005
40000 2.715 50 0 0.052±0.004 0.0445±0.0005
200 0 0.047±0.004 0.0487±0.0005
1000 0 0.042±0.003 0.0501±0.0005
Table 5.2 Simulation results: m0Pˆ0
{
M ≥ η˜0.05/m0
}± standard error when λ =
20.
gets close to 0. A larger Mi would make the group p-value decreases more rapidly
and thus more easy to reject the group hypothesis.
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Figure 5.2.3 Graph of group p-values against λ when Mi = 1.
5.3 Characteristics of the Scoring method
Some characteristics of the scoring method can be observed in the context of
random effects model. Consider the one group setting with n null hypotheses. P-
values are assumed to follow Uniform(0,1) distribution if they are from true null
hypotheses and follow cumulative distribution G otherwise. For a given 0 < t ≤ 1,
the expected score is
E(sc(t)] = n[pi1G(t) + pi0t]− λnt− ηα/m0
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= n[pi1G(t) + (pi0 − λ)t]− ηα/m0 .
For large n, the score function is close to the expected score and so the critical
value converges to t∗, which is the maximizer of the function
h(t) := pi1G(t) + (pi0 − λ)t, 0 ≤ t ≤ 1,
provided [nh(t∗) − η]/√n → ∞ as n → ∞. By (5.13), ηα/m0 ' β−1 logm0 as
m0 →∞. Thus for large-scale testing, there is rejection in the group if
sc(t∗) ≈ nh(t∗)− β−1 logm0 > 0.











This suggests that we would able to detect signals as long as the number of
false null p-values is relatively large compared to logm0. In the tumor dataset,
logm0 = 10.65, which is small compared to n = 207. This may explain why there
is successful detection.
However, there might not have successful detection if G(t) ≤ λt, regardless of
the fraction of false null hypotheses. The critical value t∗ exists if h(t∗) > 0. If
G(t) ≤ λt and even for pi1 = 1, the maximum of h(t) is 0 at t = 0 and there is no
detection. This can be viewed as a form of robustness against deviation from the
uniform distribution of the true null p-values.
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5.4 Tumor Data Analysis
We apply the scoring method to the tumor dataset to find numbers of rejections
in the positions. Scoring group p-values are also computed using non-parametric
p-values converted from the rank of the z-scores.
5.4.1 Parametric Analysis
The p-values are computed as in Chapter 3. Significance level is fixed to be 0.05
and λ = 20. Firstly (5.13) is used to calculate η. A value of m0 equals to 42075
results in η = 2.73. For each position, the critical value has the maximum score is
chosen. If the maximum score is larger than 0, number of p-values smaller than the
critical value are the number of rejections. In Figure 5.4.1, we map out the number
of rejections at each probe position. The figure retains the key features of Efron
and Zhang (2011). Similar pattern of spikes and rejected intervals of probes can
be observed. On the gain side, there are short rejected intervals around positions
32000 and 41000. On the loss side, there is a spike in the interval 8800-8900, as
highlighted in Efron and Zhang (2011).
A distinct feature of our figure is that positions with weak signals are truncated
to 0. The smallest number of rejections in the positions is three, since η0.05/m0 > 2.
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(a) Losses (b) Gains
Figure 5.4.1 Number of rejections at each position of the tumor dataset using
scoring method.
There should be at least three rejections at a position for rejection to occur, no
matter how small the p-values are. This feature eliminates possible outlier. For
example, there is an outlier with very small p-value at position 11000 for gains.
It would have been rejected based on a simple Bonferroni adjustment of all 42075
× 207 p-values, but was not rejected in this analysis because the other p-values
at that probe are not small enough. It can be argued that we should not assign
a probe position to be within a CNV prone region based on the evidence in one
sample. By using the scoring criterion, this requirement of a minimum number of
rejections is positive in identifying CNA positions.
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5.4.2 Non-parametric Analysis
We next apply a non-parametric method to compute the scoring group p-values
in the tumor dataset. Instead of using a normal distribution to convert the z-scores
zij to p-values pij, non-parametric p-values are computed using the rank of zij.
That is, to detect for significance in copy number losses, the kth smallest member
of
{zij : 1 ≤ i ≤ 42075, 1 ≤ j ≤ 207}
is converted to a p-value equals to k/(42075 × 207). To detect for significance in
copy number gains, the kth largest zij is assigned a p-value of k/(42075 × 207).
Using these p-values, Mi are computed as in equation (5.3), which we then plug
into (5.15) to get the scoring group p-value in each probe position. These scoring
group p-values are plotted in Figure 5.4.2. There are three significant peaks, two
on the loss side and one on the gain side. Their positions and p-values achieved
are summarized in Table 5.3. In comparison to Figure 5.4.1, the detected signals
in Figure 5.4.2 are sharper, especially for losses. The stretch in the interval around
8900 is more prominent. When using a normal distribution for the standardized
z-scores in the detection of false null proportions, as in Efron and Zhang (2011),
deviations from normality is not that much of an issue because the key there is
having a good approximation of the shape of the null distribution. However p-value
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(a) Losses (b) Gains
Figure 5.4.2 Scoring group p-values at each position of the tumor dataset.
Losses Gains
Positions p-value peak Positions p-value peak
8847-8891 3.7× 10−10 32237-32661 1.5× 10−16
1661-1676 4.4× 10−8
1692 - 1775 6, 2× 10−8
Table 5.3 Significant scoring group p-values in tumor dataset.
conversions using a normal distribution can be very delicate due to the light tail
of the normal distribution.
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5.5 Initial Study Under Dependence
Another issue we are interested in is whether the analytical p-values are robust





when there are p-value dependencies in a group. We
consider only m0 = 4 due to the difficulty of estimating very small probabilities
using direct Monte Carlo. The n p-values are converted from a n-dimensional
multivariate normal with pair-wise correlation ρ = 0.1, 0.2, · · · , 0.9. We use 10, 000




obtained are in the range 0.047− 0.057, and have standard errors of about 0.005.
In the case of much larger m0, a theoretical study or efficient importance sampling
algorithms will be needed for a successful investigation.
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CHAPTER 6
Summary, Discussion and Future
Work
In Chapter 3, we extend the Benjamini-Hochberg (BH) procedure to multi-
level and show that the multi-level BH procedure achieves a cluster weighted false
discovery rate control. The procedure increases detection power especially when
there are more clustered false null hypotheses. For a two-level BH procedure, we
prove both the controls of GDR and CWFDR and elaborate that CWFDR control





















1{group i is false null}
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1{group i is false null}
)
≤ α.
The two-level BH procedure actually control GDR at a level smaller than the stated
α. A further research topic would be to improve the two-level BH procedure by
providing closer control of GDR to α if group control is more of interest. Moreover,
as illustrated in the simulations, FDR in two-level BH procedure is not controlled
at the significance level when there are few clustered false null hypotheses. This
is due to the tendency of the procedure to reject hypotheses within the rejected
groups. We expect the multi-level BH procedure to deviate from the control of
FDR when there are few clustered false null hypotheses in the groups, similarly
for the adaptive two-level BH procedure. However, since the procedure controls
both GDR in the group level and FDR in the rejected groups, we could expect an
upper bound for the overall FDR follow similar idea in Yekutieli et al. (2006) and
Yekutieli (2008). This also remains to be a further research topic.
In Chapter 4, we apply the adaptive approaches in Storey et al. (2004) to the
two-level BH procedure for both finite sample case and asymptotic setting. Making
use of the information on the true/false null hypotheses can help to improve the
detection power. We have seen in simulation studies that the GDRs are around the
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stated significance level and FDRs decrease as the number of clustered false null
hypotheses in the groups increase. It is also shown that the procedure performs
consistently well when the number of false null hypotheses in the groups is fixed.
Further research can study the behaviours of FDR and detection power when the
number of false null hypotheses in the false null groups is fixed. Another further
extension is to apply the adaptive approach to multi-level BH procedure, trying to
utilize as much true null information as possible in all the levels.
We still focus on data with two-level structure in Chapter 5 and propose a scor-
ing criterion. The score function consider a benefit/cost ratio of making true/false
discoveries and the cost of rejecting a true null group. The rejection vector that
maximized the score function is adopted. We derive the parameters of the score
function using analytical formula as well as Monte Carlo and importance sampling
techniques. The scoring method considered does not make use of the adaptive
approach and it remains to be another research topic.
All these studies mainly focus on independent p-values of the null hypotheses.
Even the scoring method needed to be closely investigated under the dependence
case. An initial simulation is carried out to study the performances of the one-
level and two-level BH procedures under various positive dependence cases. Let
ρ be the correlation between pairwise test statistics. Following the same setting
of the numerical study in Section 3.1.2, 32 × 32 null hypotheses are generated,
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among which there are 8 groups of false null hypotheses each containing 4 false
null hypotheses. The correlation ρ is set to be 0 to 0.9. We get the results in Table
6.1. We notice in the simulation results that sensitivities of the one-level and two-
One-level BH Two-level BH
ρ sen. FDR GDR sen. FDR GDR CWFDR
0 0.560 0.197 0.276 0.570 0.137 0.154 0.194
0.1 0.564 0.195 0.278 0.574 0.136 0.148 0.192
0.2 0.561 0.192 0.277 0.577 0.135 0.151 0.193
0.3 0.561 0.192 0.275 0.575 0.131 0.146 0.186
0.4 0.563 0.191 0.271 0.572 0.131 0.142 0.184
0.5 0.559 0.184 0.257 0.569 0.129 0.137 0.180
0.6 0.562 0.177 0.247 0.572 0.122 0.133 0.170
0.7 0.560 0.168 0.232 0.571 0.117 0.126 0162
0.8 0.556 0.162 0.213 0.569 0.118 0.123 0.156
0.9 0.561 0.152 0.195 0.573 0.105 0.110 0.135
Table 6.1 Simulation results for various dependence cases at control level α = 0.2
level BH procedures does not change much; while all the error rates, FDR and
GDR of the two procedures and CWFDR of the two-level BH procedure decrease
as ρ increases. This suggests that possible refinements of both of the one-level and
two-level BH procedures can improve sensitivities for dependence cases. Though
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Benjamini and Yekutieli (2001) proposed a general procedure for all dependence





so that FDR is
controlled at α, this term can greatly reduce the detection power. As dependence
is much more common in practice and it should be a merit but not a curse for
data inferences, it would be exploring to further investigate the large scale-testing




Proof. The theorem in Simes (1986) states: let
Am(α) = P
{
p(i) > iα/m, i = 1, · · · ,m
}
,
then Am(α) = 1− α.
To proof the theorem, first consider when m = 1. There would be only one




= 1−α, since p1 ∼ Uniform(0, 1).
For m > 1, we have
P (p(m) ≤ u) = P (p1 ≤ u, ..., pm ≤ u) = um.
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So p(m) has cumulative distribution u









the order statistics of m − 1 uniform random variables on the range (0, 1) and






, · · · , p(m−1) > (m− 1)α
m










































So Am(α) = 1− α is proved by induction. Hence
P (p0 ≤ α) = 1− Am(α) = α, (6.1)
showing that p0 follows Uniform(0,1) and is indeed a summary p-value of H0 when
the m null hypotheses are independent.
Appendix B
Here we summarize other procedures that provide strong control of FWER.
Hommel (1988) illustrated an example where the Simes procedure violates
strong control of FWER. Suppose of them independent null hypotheses, m′ are true
Appendix 112
null and m′′ are false to such an extent that their p-values satisfy P (pi ≤ α/m) .= 1.
Then the smallest p-value among the true null hypotheses is of order m′′ + 1. By




P (pi ≤ m′′+1m α) = m
′′+1
m




α. So the probability of rejecting at least one of the m′ true




. When m′ = 1
2
m, the probability of type I
error would tend to 1 as m→∞. Thus FWER is not controlled at α.
The closed test procedure (Marcus et al., 1976) is one solution to the strong
control of FWER. The method requires the set of hypotheses to be closed under
intersection. Elementary hypothesis Hi is rejected if all possible intersection hy-
potheses involvingHi are rejected at level α. As a result, a type I error is committed
if and only if the intersection of all true null hypotheses is rejected. The weak con-
trol of FWER is satisfied. When the intersection set of hypotheses contains any
number of true or false null hypotheses, the probability of type I error would be no
greater than the probability of type I error when all null hypotheses are true. This
guarantees the strong control. Built on the closed test principle, many procedures
can be constructed. Examples are the Holm-Bonferroni test (Holm, 1979), Hom-
mel’s procedure (Hommel, 1988) and Hochberg’s procedure (Hochberg, 1988). It is
clear that Simes procedure does not satisfy the closed test principle. Suppose the
overall intersection hypothesis H0 is rejected and a null hypothesis with p-value less
than the Rth largest p-value is rejected. But this hypothesis may not be rejected
in other intersection of this hypothesis with other hypotheses.
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The sequentially rejective Bonferroni test proposed by Holm (1979) rejects hy-
potheses with R′ smallest p-values, where s
R′ = max
{
i ∈ {1, ...,m} : p(k) ≤ α
m− k + 1 for all k = 1, ..., i
}
.
Hypotheses are rejected one at a time until no further rejection can be done.
Starting from the smallest p-value, it is compared with α
m
. If it is smaller than α
m
,
reject the corresponding hypothesis and proceed to compare the smallest p-value
of the remaining m − 1 p-values with α
m−1 . Continue doing this until no more
rejection. In fact, each time a null hypothesis is rejected, Bonferroni’s procedure
is applied on the remaining hypotheses. The procedure is thus referred as the
Holm-Bonferroni method. It is proved that the procedure controls FWER for free
combinations of hypotheses. If the p-values of the m′ true null hypotheses satisfy
the inequality pi >
α
m′ for all i = 1, ...,m
′, then there are at least m′ null hypotheses






m− (m+ 1−m′) + 1),
which suggests the sequentially rejective Bonferrnoi test stops in the step m+1−m′
or earlier. Since the critical values α
m−k+1 increases as the p-value increases, critical
values for those p-values smaller than pm+1−m′ are smaller than αm′ if the procedure
stops in the step m + 1 − m′. This implies that all hypotheses with p-values
greater than α
m′ will not be rejected and these hypotheses include all the true
null hypotheses. Hence, to commit a type I error, the smallest p-value of all
true null hypotheses needs to be smaller or equal to α
m′ . By Boole’s inequality,
P
(∪m′i=1 {pi ≤ αm′}) ≤ α. Hence the sequentially rejective Bonferrnoi test controls
FWER in the strong sense. It is easy to see that the Holm-Bonferroni method is
an example of the closed test procedure. Once an individual hypothesis is rejected,
Appendix 114
i.e., with p-value less than α
m−R′+1 , any intersection hypothesis including it is also
rejected using the procedure, because the denominator in the inequality will not
be larger than m−R′ + 1.
Also based on the principle of the closed test procedure, Hommel (1988) mod-
ified the Simes procedure and proposed the following procedure. First compute
i0 = max
{
i ∈ {1, ...,m} : p(m−i+k) > kα/i for all k = 1, ..., i
}
.
If the maximum does not exist, all the hypotheses are rejected; otherwise, reject
those hypotheses with p-values no greater than α/i0. A similar approach is pro-
posed by Hochberg (1988). Instead of finding all the consecutive ordered p-values
that satisfies the inequality p(i) ≤ αm−i+1 in Holm’s procedure, Hochberg’s proce-
dure searches for the largest ordered p-value that satisfies the same inequality and
rejects all the p-values that are smaller. It’s obvious that Hochberg’s procedure
is more powerful than Holm-Bonferroni procedure. Hommel (1989) proved that
Hommel’s procedure is more powerful than Hochberg’s procedure. All hypothe-
ses that are rejected by Hochberg’s procedure are rejected in Hommel’s procedure
and for m > 2, there could be situations where Hommel’s procedure rejects and
Hochberg’s procedure does not. We show the proof from Hommel (1989).
Proof. By Hochberg’s procedure, if Hi is rejected, there is a i
′ such that p(i) ≤
p(i′) ≤ αm−i′+1 . If i′ = m, p(m) ≤ α, all hypotheses are rejected. By Hommel’s
procedur, if p(m) ≤ α, i0 does not exist and all hypotheses are also rejected by
Hommel’s procedure. When i′ < m. Suppose j′ and k′ are such that m− i′ + 1 ≤
j′ ≤ m and k′ = i′ + j′ − n. Then 1 ≤ k′ ≤ j′ and
p(m−j′+k′) = p(i′) ≤ α/(m− i′ + 1) ≤ k′α/(k′ − 1 +m− i′ + 1) = k′α/j′,
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which suggests that i0 in Hommel’s procedure is less than n − i′. So Hi is also
rejected by Hommel’s procedure because p(i) ≤ α/(n− i′) ≤ α/i0. This shows that
Hommel’s procedure rejects at least as many hypotheses as Hochberg’s procedure.
There are situations when Hommel’s procedure rejects and the other does not.
Assume the following p-values:

α/(m− i+ 1) < p(i) ≤ 12α for i = 1, ...,m− 2;
1
2
α < p(m−1) ≤ 23α;
p(m) > α.
By Hochberg’s procedure, no Hi is rejected. However, i0 = 2 in Hommel’s pro-
cedure. The procedure rejects all null hypotheses with p-values no larger than
p(m−2). So in this case, Hommel’s procedure rejects and Hochberg’s procedure
does not.
Appendix C
We want to prove that Simes procedure is more powerful than any of the FWER
controlling procedures mentioned in Appendix B.
Since the critical value in Simes procedure iα
m
is larger than the critical value
α
m−i+1 in Hochberg’s procedure, the FDR controlling procedure rejects samplewise
at least as many hypotheses as Hochberg’s procedure. We prove that Simes pro-
cedure rejects no less hypotheses than Hommel’s procedure, and sometimes more.
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Proof. First consider when the maximum value i0 in Hommel’s procedure equals
to the number of hypotheses m. The critical value is α/m and is smaller than the
critical value in Simes procedure iα
m
for i > 1. So Simes procedure rejects at least
as many hypotheses as Hommel’s procedure in this case.
Secondly when i0 < m, by Hommel’s procedure, p(m−i+k) > kα/i for all i ≤ i0
and k = 1, · · · , i. The index i0 is the maximum number satisfying the inequalily
and i0 + 1 ≤ m. Hence there exists a number k′, where 1 ≤ k′ ≤ i0 + 1, such




. In Simes procedure, the critical value for p(m−(i0+1)+k′) is
m−(i0+1)+k′
m







(m− (i0 + 1) + k′)(i0 + 1)−mk′ = (m− (i0 + 1))((i0 + 1)− k′).
Since 1 ≤ k′ ≤ i0 + 1, the above expression is larger than 0. So k′i0+1 ≤
m−(i0+1)+k′
m
and p(m−(i0+1)+k′) ≤ m−(i0+1)+k
′
m
α. By Simes procedure, the hypothesis correspond-
ing to this p-value is rejected and also hypotheses with p-values smaller than this
p-value. Since k′ ≥ 1, the rejected p-value is at least p(m−i0) in Simes procedure.
However, the largest p-value rejected in Hommel’s procedure is no greater than
p(m−i0), since if the maximum number i0 exists, one needs to compare only the
p-values p(1), ..., p(m−i0) with the critical value α/i0 to check which of these hy-
potheses are rejected and ignore the rest. In the case when k′ is larger than 1, the
maximum p-value that Simes procedure rejects would be larger than p(m−i0) and
Simes procedure rejects more hypotheses than the other procedure.
The other case is when i0 does not exists. Hommel’s procedure rejects all the
hypotheses. It indicates that p(m) is no greater than α if i0 does not exist. In this
case Simes procedure also rejects all the hypotheses.
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Appendix D
Here we reproduce the FDR control of the adaptive procedure in asymptotic
setting from Storey et al. (2004).
Proof. Let α − F̂DR∞λ (t′) = ε > 0 from some t′ > 0. We take m large enough
such that
∣∣∣F̂DR∞λ (t′) − F̂DRλ(t′)∣∣∣ < ε/2. Then we have F̂DRλ(t′) < α and thus













∣∣∣V (t)/m− pi0G0(t)∣∣∣ = 0 almost surely.





∣∣∣V (t)/ {R(t) ∨ 1} − pi0mG0(t)/ {R(t) ∨ 1} ∣∣∣
≤ lim
m→∞
∣∣∣m/ {R(δ) ∨ 1} ∣∣∣ sup
t≥δ
∣∣∣V (t)/m− pi0G0(t)∣∣∣ = 0 almost surely. (6.3)





{pˆi0(λ)t− pi0G0(t)} ≥ 0 almost surely. (6.4)






F̂DRλ(t)− V (t)/ {R(t) ∨ 1}
}
≥ 0 almost surely.






















































 ≤ F̂DRλ {tα(F̂DRλ)} ≤ α.
Appendix E
We reproduce the proof from Dwass (1974) to show that P (H = 0) = 1− λ−1.
Proof. Let N ′1 = N(1) − 1, N ′2 = N(2) − N(1) − 1, N ′3 = N(3) − N(2) − 1, · · · .
Notice that N ′1 +N
′
2 = N
′(2)− 2, N ′1 +N ′2 +N ′3 = N(3)− 3 and so on. Because of
the non-negative increment of the Poisson process N(h), {N ′1, N ′2, · · · } is a station-
ary sequence of random variables, each of which assumes the values −1, 0, 1, · · · .
Define M(N ′1, N
′
2, · · · ) = max(N ′1, N ′1 + N ′2, · · · ). Let M+ = max(0,M) and
M− = min(M, 0) . We have M(N ′1, N
′




3, · · · ). So
E(M) = E(N ′1) + E(M
+) = E(N ′1) + E(M
+;M ≥ 0). (6.5)
Moreover M < 0 happens only when M = −1, E(M−;M < 0) = −P (M < 0) and
thus
E(M) = E(M+;M ≥ 0) + E(M−;M < 0) = E(M+;M ≥ 0)− P (M < 0). (6.6)
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From (6.5) and (6.6), P (M < 0) = −E(N ′1) = 1− λ−1. Hence,
P (H = 0)
= P (N(h) < h, for all h > 0)




2 < 0, · · · ) = P (M < 0)
= 1− λ−1.
Appendix F
Follow Shorack and Wellner (2009), given {τ <∞}, then Sτ ∼ Uniform(0, 1).




i and 0 < γ < 1
Denote fτ as the density of first τ exponential waiting times, fτ ∼ Gamma(τ, λ−1).
Then
fτ (τ − γ) = λ
−τ








i = τ − γ. In order for




i > l for all l < τ . This event has the
conditional probability 1−γ
τ−γ (see Shorack and Wellner (2009), Proposition 8.2.1).











which equals to λ−1 follows a power series calculation in Lemma 2 of Shorack
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