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THE GROUND STATE ENERGY OF THE THREE DIMENSIONAL
GINZBURG-LANDAU FUNCTIONAL
PART I: BULK REGIME
SØREN FOURNAIS AND AYMAN KACHMAR
Abstract. We consider the Ginzburg-Landau functional defined over a bounded and smooth
three dimensional domain. Supposing that the magnetic field is comparable with the second
critical field and that the Ginzburg-Landau parameter is large, we determine a sharp asymptotic
estimate of the minimizing energy. In particular, this shows how bulk superconductivity de-
creases in average as the applied magnetic field approaches the second critical field from below.
Other estimates are also obtained which allow us to obtain, in a subsequent paper [18], a fine
characterization of the second critical field. The approach relies on a careful analysis of several
limiting energies, which is of independent interest.
1. Introduction and main results
1.1. Introduction. Since the publication of the pioneering books [7, 19], the analysis of the
Ginzburg-Landau functional of superconductivity became the subject of a vast mathematical
literature. In particular, in the presence of an applied magnetic field and in an asymptotic
limit where the Ginzburg-Landau parameter tends to ∞, different advanced mathematical tools
indicates three critical values of the applied magnetic field, usually denoted byHC1 , HC2 andHC3 .
These critical fields may be described in a rough way as follows (see e.g. the book of deGennes
[10]). If a superconducting sample is subject to a constant applied magnetic field of intensity
H, then as long as H < HC1 , the sample is in a pure superconducting state and repels the
magnetic field. If the field is slightly increased above HC1 , the sample looses superconductivity
in point defects called vortices, whose number increases as long as the field H is increased all
the way up to the critical value HC2 ; this phase of the superconducting sample is the mixed
phase. Increasing the field above HC2 destroys superconductivity in the bulk of the sample, but
as long as the field H is below HC3 , the sample carries superconductivity along the surface.
Finally, if the field is increased past HC3 , superconductivity is lost in the sample which switches
to the normal state. However, to establish these results in a rigorous mathematical framework, a
variety of notations and methods are required. We mention here that the analysis of the presence
of vortices is the subject of the monograph [25] and references therein, while that of surface
superconductivity is that of [12] (and references therein). The methods originally developed to
the analysis of the Ginzburg-Landau functional are also appearing relevant in the analysis of other
mathematical models of condensed matter physics like superfluidity, Bose-Einstein condensates
and liquid crystals (see [1, 9, 23] and the references therein).
In this paper, we focus on the analysis of the Ginzburg-Landau functional in a three dimen-
sional domain and as the Ginzburg-Landau parameter tends to ∞. The regime of the applied
magnetic field considered here is when the field intensity varies close to and below the second
critical field HC2 . In two other subsequent papers [18, 20], the analysis is completed to cover
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variations of the magnetic field intensity in the regime ≫ HC1 and increasing all the way up
to HC3 . The novel issue in the results is that previous ones where only present for the two
dimensional Ginzburg-Landau functional, see [12, 25].
Many questions which are answered successfully for the two-dimensional Ginzburg-Landau
functional remain open for the three-dimensional functional. This includes, among other things,
a determination of the first critical field HC1 as precise as the one present in two-dimensions
1.
Among the other open questions, we mention the analysis of the mixed phase and the analysis
of the critical field HC2 (that is part of the subject of this and the subsequent papers [18, 20]).
However, in three-dimensions, the analysis of the third critical field HC3 already started in
[21], then a sharp characterization of it is given in [14]. The regime of an external magnetic field
strength close to and below HC3 is discussed in the papers [5, 22]. In particular, it is proved that
superconductivity is confined to the surface. These results will be significantly improved in the
subsequent paper [18].
In [5], interesting estimates are proved in the regime of applied fields close to and below HC2 ,
which also is the regime we treat in this paper. We improve the estimates in [5] by proving sharp
estimates. The approach we follow is considerably different from [5] and mainly variational in
nature.
1.2. The functional and main results. We consider a bounded and open set Ω ⊂ R3 with
smooth boundary. We suppose that Ω models a superconducting sample subject to an applied
external magnetic field. The energy of the sample is given by the Ginzburg-Landau functional,
E3D(ψ,A) = E3Dκ,H(ψ,A) =
∫
Ω
[
|(∇− iκHA)ψ|2 − κ2|ψ|2 + κ
2
2
|ψ|4
]
dx
+ κ2H2
∫
R3
| curlA− β|2 dx . (1.1)
Here κ and H are two positive parameters; κ (the Ginzburg-Landau constant) is a material
parameter and H measures the intensity of the applied magnetic field. The wave function (order
parameter) ψ ∈ H1(Ω;C) describes the superconducting properties of the material. The induced
magnetic field is κH curlA, where the potential A ∈ H˙1div,F(R3), with H˙1div,F(R3) being the
natural variational space for the problem defined in (1.2) below. Finally, β is the profile and
direction of the external magnetic field that we choose constant, β = (0, 0, 1).
The space H˙1(R3) is the homogeneous Sobolev space, i.e. the closure of C∞c (R3) under the
norm u 7→ ‖u‖H˙1(R3) := ‖∇u‖L2(R3). Let further F(x) = (−x2/2, x1/2, 0). Clearly divF = 0.
We define the space,
H˙1div,F(R
3) = {A : divA = 0 , and A− F ∈ H˙1(R3)} . (1.2)
Critical points (ψ,A) ∈ H1(Ω;C) × H˙1div,F(R3) of E3D are weak solutions of the Ginzburg-
Landau equations, 
−(∇− iκHA)2ψ = κ2(1− |ψ|2)ψ in Ω
curl2A = − 1
κH
Im(ψ (∇− iκHA)ψ)1Ω in R3
ν · (∇− iκHA)ψ = 0 on ∂Ω ,
(1.3)
where 1Ω is the characteristic function of the domain Ω, and ν is the unit interior normal vector
of ∂Ω.
1It is only recently that results related to this regime of the magnetic field and valid for general domains
appeared in [6]. Earlier contributions include a candidate for the expression of HC1 in the case of the ball [3], and
an expression of HC1 in the case of ‘thin’ shell domains [8].
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Our main results include a sharp asymptotic estimate of the ground state energy which is
defined as follows,
Eg.st(κ,H) = inf
{E3D(ψ,A) : (ψ,A) ∈ H1(Ω;C)× H˙1div,F(R3)} . (1.4)
The asymptotic estimate of Eg.st(κ,H) involves an auxiliary function g : [0,∞)→ [−12 , 0] intro-
duced in (2.5) below. The function g is increasing, continuous and g(b) = 0 for all b ≥ 1.
Theorem 1.1. Let 0 < Λmin < Λmax. There exist positive constants C and κ0 such that if
κ0 ≤ κ, Λmin ≤ H
κ
≤ Λmax ,
then the ground state energy in (1.4) satisfies,∣∣∣Eg.st(κ,H) − g(H/κ)|Ω|κ2∣∣∣ ≤ Cκ3/2 . (1.5)
Theorem 1.1 is an extension to three-dimensional domains of the analogous Theorem 1.4 in
[26] established for two-dimensional domains. Let us emphasize that the limiting function g(·)
in Theorem 1.1 is the same as that in [26], up to an additive constant.
In the particular regime when H = κ+ o(κ), Theorem 1.1 tells us that Eg.st(κ,H) = o(κ
2) as
κ→∞. In this case, the leading order term in the ground state energy is given in the subsequent
part of this paper [18]. Actually, we will prove that there exist two constants Esurf < 0 and E2 < 0
such that,
Eg.st(κ,H) = Esurfκ+ E2|Ω|[κ−H]2+ + o
(
max
(
κ, [κ−H]2+
))
. (1.6)
Here we use the function [x]+ = max(x, 0), x ∈ R. We stress that the constant Esurf depends
(only) on the boundary of Ω, while the constant E2 is universal. Part of the necessary estimates
to prove (1.6) are given in the last section of this paper.
Furthermore, in the subsequent part of this paper [18], we determine leading order estimates
of the ground state energy when the magnetic field increases all the way up to the critical
value HC3 . This gives an overall understanding of the ground state energy of three dimensional
superconductors subject to strong magnetic fields, with a precise description of the transition
from bulk to surface regime as well.
The next theorem concerns the behavior of order parameters for critical configurations. We
obtain a sharp asymptotic estimate on the average of the order parameter on small cubes.
Theorem 1.2. Suppose the assumptions of Theorem 1.1 are satisfied. There exist positive con-
stants C, R0 and κ0 such that, if
κ0 ≤ κ , R0κ−1 ≤ ℓ ≤ 1
2
,
and Qℓ is a cube of side-length ℓ and parallel to the external magnetic field β, satisfying Qℓ ⊂ Ω,
then the following is true.
(1) If (ψ,A) ∈ H1(Ω;C)× H˙1div,F(R3) is a solution of (1.3), then,
1
|Qℓ|
∫
Qℓ
|ψ|4 dx ≤ −2g(H/κ) + C
(
κ−1/2 +
1
ℓκ
)
, as κ→∞ . (1.7)
(2) If (ψ,A) ∈ H1(Ω;C)× H˙1div,F(R3) is a minimizer of (1.1), then,∣∣∣∣ 1|Qℓ|
∫
Qℓ
|ψ|4 dx+ 2g(H/κ)
∣∣∣∣ ≤ C (κ−1/2 + 1ℓκ
)
, as κ→∞ . (1.8)
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Remark 1.3. Theorem 1.2 still holds true (with a different error term) if cubes are replaced by
more general domains that can be approximated by cubes of side-length ℓ and κ−1 ≪ ℓ≪ 1 as
κ→∞. In particular, it is true for balls of radius ℓ.
Remark 1.4. The function g is a continuous increasing function, and g(b) = 0 for all b ≥ 1 (see
Section 2.1). Furthermore, there exists a universal constant α ∈ (0, 12) such that,
∀ b ∈ [0, 1] , α(b− 1)2 ≤ |g(b)| ≤ 1
2
(b− 1)2 .
Theorem 1.2 then shows that as the applied magnetic field approaches HC2 (i.e. H ∼ bκ and
b→ 1−), superconductivity decreases in the bulk like
√
1− b.
Remark 1.5. In connection with the result of Theorem 1.2, Almog [5] proves that if the magnetic
field is such that H = bκ+ o(κ) with b ≤ 1, and if (ψ,A) is a solution of the Ginzburg-Landau
equations (1.3), then
1
|Ω|
∫
Ω
|ψ|4 dx ≤ C
κ
+ 2
[
1− H
κ
]2
+
. (1.9)
The estimate (1.7) we give in Theorem 1.2 is an improvement of (1.9) in the sense that it
estimates the average of |ψ|4 on small cubes and to leading order.
In the case b = 1, the estimate of the ground state energy in (1.6) yields an estimate stronger
than the ones in (1.9) and Theorem 1.2. We refer to [18] for the precise statement.
Remark 1.6. In light of the result of Theorem 1.2, it is natural to expect that for any solution
(ψ,A) of the Ginzburg-Landau equation (1.3), the order parameter ψ satisfies
‖ψ‖L∞(ωκ) ≤ Cmax
(∣∣∣ κ
H
− 1
∣∣∣1/2 , κ−δ) ,
where C is a constant, δ ∈ (0, 1) and ωκ = {x ∈ Ω : dist(x, ∂Ω) ≥ κ−δ}. Bounds of this type
were obtained for the two dimensional equations in [13, 16, 17], but we are not at present able
to obtain them in 3D.
The general technique used in this paper is mainly based on the methods of [12]. After deter-
mining a priori estimates of the solutions, we reduce the problem, via localization techniques, to
that of a three dimensional model problem. The latter is linked to a two-dimensional problem,
which has been studied in [2, 26].
The main concern in [2, 26] was the leading order term in the ground state energy for the two-
dimensional model problem, without attention to estimates of the remainder terms. However,
precise estimates of those remainder terms are necessary in order to obtain the correct leading
order term in the energy (1.4).
We perform a very careful analysis of the two dimensional limiting problem thereby obtaining
estimates that, on the one hand, are stronger than those appearing in [2, 26], and on the other
hand, when inserted in the original functional in (1.1), their contribution to the remainder terms
is negligeable compared with the expected leading order term in the energy. On a technical
level, a key tool in the control of remainder terms is an L∞-bound for solutions of a reduced
Ginzburg-Landau equation in the plane, which was obtained in [13].
Let us point out that, using less sophisticated tools than the ones used in [2, 26], we recover
in a unified approach all the results obtained in [2] concerning the limiting problem. It seems
that our approach works for limiting energies arising in other contexts. In [18], through the same
approach, we identify the limiting problem of the surface regime.
The paper is organized as follows. In Section 2, we analyze the limiting energy. In Section 3,
we give asymptotic a priori estimates on solutions of the Ginzburg-Landau equation (1.3). In
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Section 4, we prove local energy estimates in small cubes for minimizers of the energy in (1.1).
Section 5 concludes with the proofs of the theorems announced in the introduction. Section 6 is
devoted to additional estimates related to the case when H is close to κ, which will be used in
[18].
Remark on notation:
• Throughout the paper, we write E for the functional E3D in (1.1).
• The letter C denotes a positive constant that is independent of the parameters κ and H,
and whose value may change from line to line.
• If a(κ) and b(κ) are two positive functions, we write a(κ) ≪ b(κ) if a(κ)/b(κ) → 0 as
κ→∞.
• If a(κ) and b(κ) are two functions with b(κ) 6= 0, we write a(κ) ∼ b(κ) if a(κ)/b(κ) → 1
as κ→∞.
• If a(κ) and b(κ) are two positive functions, we write a(κ) ≈ b(κ) if there exist positive
constants c1, c2 and κ0 such that c1b(κ) ≤ a(κ) ≤ c2b(κ) for all κ ≥ κ0.
• If x ∈ R, we let [x]+ = max(x, 0).
2. The limiting energy
This section contains the study of the large area/volune limit of Ginzburg-Landau functionals
with constant magnetic field in 2 and 3 dimensions. These models are fundamental for the results
of the paper. In the 2D case we compare different boundary conditions (Dirichlet in Section 2.1
and periodic in Section 2.1.2) and introduce the Abrikosov energy corresponding to restricting
the functional to periodic functions in the lowest Landau band in Section 2.1.3. Finally, in
Section 2.2 we reduce the 3 dimensional case to the 2D one.
2.1. Two-dimensional limiting energy.
2.1.1. Reduced Ginzburg-Landau functional and thermodynamic limit.
Given a constant b ≥ 0 and an open set D ⊂ R2, we define the following Ginzburg-Landau
energy,
Gb,D(u) =
∫
D
(
b|(∇− iA0)u|2 − |u|2 + 1
2
|u|4
)
dx . (2.1)
Here A0 is the canonical magnetic potential,
A0(x1, x2) =
1
2
(−x2, x1) , ∀ x = (x1, x2) ∈ R2 . (2.2)
We will consider the functional Gb,D first with Dirichlet and later with (magnetic) periodic
boundary conditions. It will be clear from the context what is meant.
Consider the functional with Dirichlet boundary conditions and for b > 0. If the domain D
is bounded, completing the square in the expression of Gb,D shows that Gb,D is bounded from
below. Thus, starting from a minimizing sequence, it is easy to check that Gb,D has a minimizer.
A standard application of the maximum principle shows that, if u is any minimizer of Gb,D, then
|u| ≤ 1, in D, (2.3)
see e.g. [25].
Given R > 0, we denote by KR = (−R/2, R/2)× (−R/2, R/2) a square of side length R. Let,
m0(b,R) = inf
u∈H1
0
(KR;C)
Gb,KR(u) . (2.4)
The main concern of this section is the proof of the following theorem.
Theorem 2.1. Let m0(b,R) be as defined in (2.4).
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(1) For all b ≥ 1 and R > 0, we have m0(b,R) = 0.
(2) If b ∈ [0,∞), there exists a constant g(b) ≤ 0 such that,
g(b) = lim
R→∞
m0(b,R)
|KR| . (2.5)
(3) The function [0,+∞) ∋ b 7→ g(b) is continuous, non-decreasing, concave and its range is
the interval [−12 , 0].
(4) There exists a universal constant α ∈ (0, 12) such that,
∀ b ∈ [0, 1] , α(b− 1)2 ≤ |g(b)| ≤ 1
2
(b− 1)2 . (2.6)
(5) There exist universal constants C and R0 such that,
∀ R ≥ R0 , ∀ b ∈ [0, 1] , g(b) ≤ m0(b,R)
R2
≤ g(b) + C
R
. (2.7)
The major part of Theorem 2.1 is obtained by Sandier-Serfaty [26] and Aftalion-Serfaty [2,
Lemma 2.4]. However, the estimate in (2.7) is new. We give an alternative proof of Theorem 2.1
through a direct approach 2.
An important key-ingredient in the proof of Theorem 2.1 is the following abstract lemma.
Lemma 2.2. Consider a decreasing function d : (0,∞) → (−∞, 0] such that the function
f : (0,∞) ∋ ℓ 7→ d(ℓ)
ℓ2
∈ R is bounded.
(1) Suppose that there exist constants C > 0 and ℓ0 > 0 such that the estimate
f(nℓ) ≥ f((1 + a)ℓ)− C
(
a+
1
a2ℓ2
)
, (2.8)
holds true for all a ∈ (0, 1), n ∈ N and ℓ ≥ ℓ0.
Then f(ℓ) has a limit A as ℓ→∞. Furthermore, for all ℓ ≥ 2ℓ0, the following estimate
holds true,
f(ℓ) ≤ A+ 2C
ℓ2/3
. (2.9)
(2) Suppose that there exist constants C > 0 and ℓ0 > 0 such that the estimate
f(nℓ) ≥ f(ℓ)− C
ℓ
, (2.10)
holds true for all n ∈ N and ℓ ≥ ℓ0.
Then f(ℓ) has a limit A as ℓ→∞. Furthermore, for all ℓ ≥ 2ℓ0, the following estimate
holds true,
f(ℓ) ≤ A+ 2C
ℓ
. (2.11)
Proof. We prove the first conclusion of the lemma. As the proof of the second conclusion is
similar, we do not write the details.
We denote by A = lim sup
ℓ→∞
f(ℓ). We know that A is finite since the function f is bounded.
Also, A ≤ 0 since d is non-positive. We will prove that lim inf
ℓ→∞
f(ℓ) ≥ A. This will give us that
f(ℓ) has limit A as ℓ→∞.
Suppose that ε ∈ (0, 1) is a given constant. We may select ℓ0 ≥ 1/(ε2) such that f(ℓ0) ≥ A−ε,
and the estimate in (2.8) holds true for all ℓ ≥ ℓ0.
2In [2, 26], the authors link the ground state energy m0(b,R) to that of a full Ginzburg-Landau energy (where
the magnetic field is an unknown), then for the latter, they analyze a simultaneous limit of both large area and
large Ginzburg-Landau parameter.
3D GINZBURG-LANDAU FUNCTIONAL 7
For each ℓ ∈ (ℓ0/(1+ε),∞), let n ∈ N be the unique natural number satisfying nℓ0 ≤ (1+ε)ℓ <
(n + 1)ℓ0. By monotonicity of ℓ 7→ d(ℓ), we have, d(ℓ) ≥ d
(
(n + 1)ℓ0/(1 + ε)
)
. By definition of
f(ℓ) we get,
f(ℓ) ≥
(
(n+ 1)ℓ0
(1 + ε)ℓ
)2
f
(
(n+ 1)ℓ0
1 + ε
)
.
Using the bound in (2.8) with a = ε, we deduce that,
f(ℓ) ≥
(
(n + 1)ℓ0
(1 + ε)ℓ
)2 [
f(ℓ0)− C
(
ε+
2
ε2ℓ20
)]
.
We notice that by our assumption on n,(
(n+ 1)ℓ0
(1 + ε)ℓ
)2
≤
(
nℓ0
(1 + ε)ℓ
)2
+
1
(1 + ε)ℓ
[
2nℓ0
(1 + ε)ℓ
+
ℓ20
(1 + ε)ℓ
]
≤ 1 + 2 + ℓ0
ℓ
.
Since d(ℓ0) ≤ 0, we deduce that,
f(ℓ) ≥
(
1 +
2 + ℓ0
ℓ
)[
f(ℓ0)−C
(
ε+
1
ε2ℓ20
)]
.
Consequently, we get by taking lim inf on both sides above,
lim inf
ℓ→∞
f(ℓ) ≥ A− C(ε+ ε2) .
Taking ε→ 0+, we get that
lim inf
ℓ→∞
f(ℓ) ≥ A .
The estimate in (2.8) applied with arbitrary n ∈ N and a ∈ (0, 1) yields,
f(nL) ≥ f((1 + a)L)− C
(
a+
1
a2L2
)
,
for all L ≥ ℓ0. Making n→∞ we get,
A ≥ f((1 + a)L)− C
(
a+
1
a2L2
)
.
Selecting L = ℓ/(1 + a) and a = ℓ−2/3 we obtain that,
A ≥ f(ℓ)− 2C
ℓ2/3
.
This finishes the proof of assertion (1) in Lemma 2.2. 
In the next lemma, we give rough bounds on the energy m0(b,R).
Lemma 2.3. For all b ≥ 0 and R > 0, we have,
− [1− b]
2
+R
2
2
≤ m0(b,R) ≤ 0 ,
where m0(b,R) is defined in (2.4).
Furthermore, there exist universal constants α ∈ (0, 12 ) and C > 0 such that, for all b ∈ [0, 1)
and n ∈ N, we have,
m0(b, 2
√
2π n)
8πn2
≤ −α(1− b)2 + C(1− b)
2
n
. (2.12)
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Proof. Let u ∈ H10 (KR). We extend u to a function u˜ ∈ H1(R2) by setting u˜ = 0 in R2 \KR.
Then,
Gb,KR(u) =
∫
R2
(
b|(∇− iA0)u˜|2 − |u˜|2 + 1
2
|u˜|4
)
dx .
Recall that the lowest lowest eigenvalue of the Schrödinger operator with constant magnetic field
−(∇− iA0)2 in L2(R2) is equal to 1. So, we get by the variational principle,
Gb,KR(u) ≥
∫
R2
(
(b− 1)|u˜|2 + 1
2
|u˜|4
)
dx =
∫
KR
(
(b− 1)|u|2 + 1
2
|u|4
)
dx .
Since u ∈ H10 (KR) was arbitrary this clearly gives the lower bound of the lemma when b ≥ 1.
When 0 < b < 1, we can complete the square to get,∫
KR
(
(b− 1)|u|2 + 1
2
|u|4
)
dx =
1
2
∫
KR
((
(b− 1)− |u|2)2 − (1− b)2) dx
≥ −1
2
(1− b)2R2 ,
which thereby finishes the proof of the lower bound of the lemma.
Since Gb,KR(0) = 0, we get the trivial upper bound m0(b,R) ≤ 0. This proves the first
estimate in the lemma.
The proof of the estimate in (2.12) consists of computing the energy of a test function con-
structed in [26]. A similar bound (more in line with the techniques of the present paper) can be
obtained by using the ‘lowest Landau band’ functions introduced below. We will briefly sketch
such a calculation. With R = 2
√
2π the space LR defined in Proposition 2.9 is non-empty and
contains a non-zero magnetic periodic function v ∈ ER=2√2π , where the space ER is defined
in (2.20). By defining u = λ
√
1− b v/‖v‖L2(KR), we may select λ > 0 sufficiently small and a
constant α ∈ (0, 1/2) such that,
Gb,KR(u) = −α(1 − b)2 < 0. (2.13)
We can take the magnetic periodic function u and cut it down to a box of size nR (in order to
satisfy the Dirchlet boundary) condition. Upon calculating the energy on KnR of this function
we get the bound (2.12), where the last term comes from the localization error.
This finishes the proof of the lemma. 
The next lemma establishes monotonicity properties of m0(b,R) with respect to R.
Lemma 2.4. For all b > 0, the function R 7→ m0(b,R) defined in (2.4) is monotone non-
increasing.
Furthermore, there exist universal constants C > 0 and ℓ0 > 0 such that, for all b > 0 and
ℓ ≥ ℓ0, we have the estimate,
m0(b, nR)
(nR)2
≥ m0(b,R)
R2
− C(b+ 1)
R
.
Proof. We start by proving that the function R 7→ m0(b,R) is monotone. Let r > 0 and
u ∈ H10 (KR). We extend u to a function u˜ ∈ H10 (KR+r) by setting u˜ = 0 outside KR. In this
way, we get,
Gb,KR(u) = Gb,KR+r(u˜) ≥ m0(b,R + r) .
Since u ∈ H10 (KR) was arbitrary this proves the montonicity of m0(b,R) with respect to R.
We prove the lower bound of the lemma. If j = (j1, j2) ∈ Z2, we denote by
Kj = Ij1 × Ij2 ,
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where
∀ m ∈ Z , Im =
(
2m+ 1− n
2
− 1
2
,
2m+ 1− n
2
+
1
2
)
.
For all R > 0, we set
KR,j = {Rx : x ∈ Kj} .
Let J = {j = (j1, j2) ∈ Z2 : 0 ≤ j1, j2 ≤ n − 1} and KnR = (−nR, nR) × (−nR, nR). Then
the family (KR,j)j∈J is a covering of KnR, and is formed exactly of n2 squares. Let unR be a
minimizer of Gb,KnR , i.e. Gb,KnR(unR) = m0(b, nR). We have the obvious decomposition,∫
KnR
|unR|4 dx =
∑
j∈J
∫
KR,j
|unR|4 dx. (2.14)
Let χR,j ∈ C∞c (R2) be a function satisfying,
0 ≤ χR,j ≤ 1 , in R2 , suppχR,j ⊂ KR,j , χR,j = 1 in KR−1,j , |∇χR,j| ≤ C in R2 ,
for some universal constant C.
Since unR satisfies the equation −b(∇ − iA0)2unR = (1 − |unR|2)unR, it results from an
integration by parts that Gb,KnR(unR) = −
1
2
∫
KnR
|unR|4 dx and,∫
KnR
(
b|(∇− iA0)χR,junR|2 − |χR,junR|2 + χ2R,j|unR|4
)
dx = b
∫
KnR
∣∣|∇χR,j |unR∣∣2 dx .
Using that |unR| ≤ 1, it is easy to check that (with a new constant C),
Gb,KnR(χR,junR) ≤ −
1
2
∫
KR,j
|unR|4 dx+ C(b+ 1)R . (2.15)
Since each χR,junR has support in a square of side length R, we get by magnetic translation
invariance,
Gb,KnR(χR,junR) ≥ m0(b,R) .
We insert this lower bound into (2.15), then we take the sum over all j ∈ J . In this way we get,
n2m0(b,R) ≤ −1
2
∑
j∈J
∫
KR,j
|un,R|4 dx+ Cn2(b+ 1)R
= −1
2
∫
KnR
|unR|4 dx+ Cn2(b+ 1)R .
To finish the proof of Lemma 2.4, we just recall that,
m0(b, nR) = Gb,KnR(unR) = −
1
2
∫
KnR
|unR|4 dx .

The next lemma treats the specific case b = 0.
Lemma 2.5. If b = 0 and R > 0, then m0(b,R) = −R
2
2
.
Proof. Let u ∈ H10 (KR). It is easy to see, by completing the square, that if b = 0,
Gb,KR(u) =
∫
KR
1
2
(|u|2 − 1)2 dx− R2
2
. (2.16)
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Consequently, we get m0(b,R) ≥ −R2/2 when b = 0. We will prove that m0(b,R) ≤ −R2/2. If
n > R is a natural number, let un ∈ C∞c (KR) be a function satisfying,
0 ≤ un ≤ 1, un ≡ 1 on KR− 1
n
.
Then m0(b,R) ≤ Gb,KR(un) for all n > R. It is easy to check that Lebesgue’s dominated conver-
gence theorem gives, lim
n→∞Gb,KR(un) = −
R2
2
, thereby proving that m0(b = 0, R) ≤ −R2/2. 
Proof of Theorem 2.1. The proof is separated into several steps.
Step 1. Notice that the first conclusion in the theorem is a direct consequence of Lemma 2.3.
We prove that
m0(b,R)
R2
has a limit g(b) as R→∞. Thanks to Lemma 2.5, we have nothing to
prove when b = 0. Also, Lemma 2.5 gives us that g(0) = −1/2.
Suppose that 0 < b ≤ 1. Let
fb(R) =
m0(b,R)
R2
, db(R) = m0(b,R) .
Thanks to Lemmas 2.3 and 2.4, the functions fb and db satisfy the assumptions of Lemma 2.2.
Therefore, we conclude that fb(R) has a limit g(b) as R→∞. Furthermore, since b ∈ [0, 1], we
infer from the estimate of Lemma 2.2,
fb(R) ≤ g(b) + C
R
,
where C is a universal constant. This proves the upper bound in assertion (5) of Theorem 2.1.
Step 2. In this step, we prove the lower bound m0(b,R) ≥ g(b)R2. Let n ∈ N and R > 0.
We use the notation KR = (−R2 , R2 ) × (−R2 , R2 ) and K˜R = (0, R) × (0, R). Let u ∈ H10 (K˜R) be
a minimizer of Gb,K˜R . By magnetic translation invariance, we get m0(b,R) = Gb,K˜R(u). We
extend u to a function u˜ ∈ H10 (K˜nR) by ‘magnetic periodicity’ as follows,
u˜(x1 +R,x2) = e
iRx2/2u(x1, x2) , u(x1, x2 +R) = e
−iRx1/2u(x1, x2) .
Using magnetic translation invariance, it is easy to check that
Gb,K˜nR(u˜) = n
2m0(b,R) .
Consequently, we get m0(b, nR) ≤ n2m0(b,R). We divide both sides of this inequality by n2R2
then we take the limit as n→∞. That gives us g(b) ≤ m0(b,R).
Step 3.
In this step we prove that the function g is increasing. Let b ≥ 0 and ε > 0. Since ε > 0, it
is easy to see that m0(b + ε,R) ≥ m0(b,R). Dividing both sides of this inequality by R2 then
taking R→∞ we get g(b+ ε) ≥ g(b).
Step 4.
In this step we prove that g is concave and continuous. The concavity of g is straight forward.
Upon writing
m0(b,R) = inf
u
∫ (
b|(∇− iA0)u|2 − |u|2 + 1
2
|u|4
)
dx, (2.17)
we see that b 7→ m0(b,R) is the infimum of a family of affine functions and therefore concave.
So g(b) is the pointwise limit of concave functions and therefore concave.
The concavity of g implies continuity except at the endpoint b = 0. Since g(0) = −1/2 and
g is non-decreasing it suffices to prove that lim sup
ε→0+
g(ε) ≤ −1/2. Consider ε > 0. In Step 2, we
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proved that
g(ε) ≤ m0(ε,R)
R2
, (2.18)
for all R ≥ 1. Let u ∈ H10 (KR). From (2.18) we get that
lim sup
ε→0+
g(ε) ≤ R−2 lim sup
ε→0+
∫
KR
(
ε|(∇− iA0)u|2 − |u|2 + 1
2
|u|4
)
dx
= R−2
∫
KR
(
−|u|2 + 1
2
|u|4
)
dx. (2.19)
Since u is arbitrary the result follows from Lemma 2.5.
Step 5. The assertion (4) in Theorem 2.1 follows directly from Lemma 2.3.
This finishes the proof of Theorem 2.1. 
2.1.2. Periodic minimizers.
Recall that for each R > 0, KR = (−R/2, R/2) × (−R/2, R/2) is a square of side length R.
We introduce the following space,
ER =
{
u ∈ H1loc(R2;C) : u(x1 +R,x2) = eiRx2/2u(x1, x2)
u(x1, x2 +R) = e
−iRx1/2u(x1, x2) , ∀ (x1, x2) ∈ R2
}
. (2.20)
Notice that the periodicity conditions in (2.20) are constructed in such a manner that, for any
function u ∈ ER, the functions |u|, |∇A0u| and the vector field u∇A0u are periodic with respect
to the given lattice.
Recall the functional Gb,D in (2.1) above. We introduce the ground state energy,
mp(b,R) = inf
u∈ER
Gb,KR(u) . (2.21)
Starting from a minimizing sequence, it is easy to see that when b > 0, Gb,KR admit minimizers
in the space ER. Various properties of the minimizers are collected in next proposition.
Proposition 2.6. Let b > 0 and let u ∈ ER be a minimizer of the functional Gb,KR, i.e.
Gb,KR(u) = mp(b,R). Then u has the following properties.
(1) u is a solution of the equation,
− b(∇− iA0)2u = (1− |u|2)u , in R2 . (2.22)
(2) There exists a universal constant Cmax > 0 such that
‖u‖L∞(R2) ≤ min
(
1, Cmax
[
1
b
− 1
]1/2
+
)
. (2.23)
Proof. Since u is a minimizer of Gb,KR , then u satisfies the equation in (2.22) in KR. Using the
periodicity of u together with the explicit definition of the magnetic potential A0, it is easy to
check that u satisfies the equation in R2.
Since |u| is periodic, then ‖u‖L∞(R2) = |u(x0)| for some x0 ∈ KR. It results from a standard
application of the strong maximum principle that |u(x0)| ≤ 1. This proves that ‖u‖L∞(R2) ≤ 1.
Since u is a bounded solution of (2.22), then Property (2) of the proposition is a straight
forward application of Theorem 3.1 in [13]. 
In the next proposition, we exhibit the relation between the ground state energies m0(b,R)
and mp(b,R).
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Proposition 2.7. Let m0(b,R) and mp(b,R) be as introduced in (2.4) and (2.21) respectively.
For all b > 0 and R > 0, we have,
m0(b,R) ≥ mp(b,R) .
Furthermore, there exist universal constants ǫ0 ∈ (0, 1) and C > 0 such that, if b ≥ 1 − ǫ0 and
R ≥ 2, then,
m0(b,R) ≤ mp(b,R) + C[1− b]+R . (2.24)
Proof. Since every function u ∈ H10 (KR) can be extended by magnetic periodicity to a function
in the space ER, we get immediately that m0(b,R) ≥ mp(b,R).
We prove the upper bound. Suppose that R ≥ 2. Let χR ∈ C∞c (R2) be a function satisfying,
0 ≤ χR ≤ 1 in R2 , suppχR ⊂ KR , χR = 1 in KR−1 , |∇χR| ≤M in R2 ,
for some universal constant M .
Let u ∈ ER be a minimizer of Gb,KR , i.e. Gb,KR(u) = mp(b,R). Let f = χRu. Then
f ∈ H10 (KR) and consequently
m0(b,R) ≤ Gb,KR(f) .
The equation for u and an integration by parts yield,
Gb,KR(f) =
∫
KR
b| |∇χR|u |2 dx+ 1
2
∫
KR
|χRu|4 dx−
∫
χ2R|u|4 dx ,
and
mp(b,R) = Gb,KR(u) = −
1
2
∫
KR
|u|4 dx .
Using the properties of χR—and the bound ‖u‖∞ ≤ 1—we deduce the following upper bound,
m0(b,R) ≤ mp(b,R) + 4(M2 + 1)R‖u‖2L∞(KR) .
We get (2.24) by inserting (2.23) in this estimate. 
The next proposition gives a uniform upper bound of mp(b,R) which is interesting when b is
close to 1 and R is large. It is a key-ingredient in the proof of Theorem 2.12 below. Actually,
this bound is also true with mp(b,R) replaced by m0(b,R) but we will not need this version.
Proposition 2.8. Let g(b) and mp(b,R) be as defined in (2.5) and (2.21) respectively. There
exist universal constants ǫ0 ∈ (0, 1), R0 ≥ 2 and C > 0 such that, if 1− ǫ0 ≤ b < 1 and R ≥ R0,
then,
mp(b,R)
R2
≤ g(b) + C(1− b)
3/2
R
.
Proof. Let n ≥ 2 be a natural number. If a ∈ (0, 1) and j = (j1, j2) ∈ Z2, we denote by
Ka,j = Ij1 × Ij2 ,
where
∀ m ∈ Z , Im =
(
2m+ 1− n
2
− (1 + a)
2
,
2m+ 1− n
2
+
(1 + a)
2
)
.
Consider a partition of unity (χj) of R
2 such that:∑
j
|χj|2 = 1 , 0 ≤ χj ≤ 1 in R2 , suppχj ⊂ Ka,j , |∇χj| ≤ C
a
,
where C is a universal constant. We define χR,j(x) = χj(x/R). Then we obtain a new partition
of unity χR,j such that suppχR,j ⊂ KR,j , with
KR,j = {Rx : x ∈ Ka,j} .
3D GINZBURG-LANDAU FUNCTIONAL 13
Let J = {j = (j1, j2) ∈ Z2 : 1 ≤ j1, j2 ≤ n} and KnR = (−nR, nR) × (−nR, nR). Then the
family (KR,j)j∈J is a covering of KnR, and is formed exactly of n2 squares.
We restrict the partition of unity (χR,j) to the setKnR = (−nR, nR)×(−nR, nR). Let unR be
a minimizer of Gb,KnR over the space ER, i.e. Gb,KnR(unR) = mp(b, nR). We have the following
decomposition formula (using the pointwise inequality
∑
χ4R,j ≤
∑
χ2R,j = 1),
Gb,KnR(unR) ≥
∑
j∈J
(
Gb,KnR(χR,junR)− ‖ |∇χR,j |unR‖2L2(KnR)
)
. (2.25)
We reformulate (2.25) as follows,
Gb,KnR(unR) ≥
∑
j∈J
(
Gb,KnR(χR,junR)
(1 + a)2
+
a(2 + a)
(1 + a)2
Gb,KnR(χR,junR)− ‖ |∇χR,j |unR‖2L2(KnR)
)
.
(2.26)
Notice that each χR,j has support in a square of side length (1 + a)R, hence it can be extended
to a function in the space E(1+a)R introduced in (2.20). Therefore, using magnetic translation
invariance, we get,
Gb,KnR(χR,junR) ≥ mp(b, (1 + a)R) .
We insert this lower bound into (2.26). To estimate the localization error we use that |∇χR,j | ≤
C/(aR). The support of |∇χR,j | is contained in an (aR)-neighborhood of a square of sidelength
(1 + a)R and therefore, its area is of the order aR2. So we get from (2.26) the following lower
bound,
mp(b, nR) ≥ n2mp(b, (1 + a)R)
(1 + a)2
− n2C
a
‖unℓ‖2L∞(KnR) +
a(2 + a)
(1 + a)2
∑
j∈J
Gb,KnR(χR,junR) . (2.27)
Here the constant C is independent of a and R. Since χR,junR has compact support in R
2, and
the lowest eigenvalue of the Schrödinger operator with constant unit magnetic field in L2(R2) is
equal to 1, we get by the variational min-max principle that,
Gb,KnR(χR,junR) ≥ (b− 1)
∫
KnR
|χR,junR|2 dx ≥ −(1− b)R2‖unR‖2L∞(KnR) .
Inserting this into (2.27) then dividing both sides of the resulting inequality by n2R2, we get
(using a ≤ 1)
mp(b, nR)
n2R2
≥ mp(b, (1 + a)R)
(1 + a)2R2
−
(
C
aR2
+ 3a(1 − b)
)
‖unR‖2L∞(KnR) . (2.28)
We select ǫ0 such that 0 < ǫ0 < 1/
√
1 + C2max , where Cmax is the universal constant from
Proposition 2.6. In this way, we get that ‖unR‖L∞(KnR) ≤ Cmax
√
1− b for all b ∈ (1− ǫ0, 1).
We infer from (2.30),
mp(b, nR)
n2R2
≥ mp(b, (1 + a)R)
(1 + a)2R2
− C
(
1
aR2
+ a(1− b)
)
(1− b) , (2.29)
for all b ∈ (1− ǫ0, 1), R ≥ 2, n ∈ N and a ∈ (0, 1). Theorem 2.1 and Proposition 2.7 together tell
us that the function mp(b, ℓ)/[ℓ
2] has limit g(b) as ℓ → ∞. Therefore, letting n → ∞ on both
sides of (2.29) gives us,
g(b) ≥ mp(b, (1 + a)R)
(1 + a)2R2
− C
(
1
aR2
+ a(1− b)
)
(1− b) . (2.30)
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We select a = 1
(1−b)1/2R . It results from (2.30) that
g(b) ≥ mp(b, R˜)
R˜2
− C(1− b)
3/2
R˜
,
for all b ∈ (ǫ0, 1), R˜ ≥ 2/√ǫ0 and some universal constant C. This finishes the proof of Proposi-
tion 2.8. 
2.1.3. The Abrikosov energy.
Recall the notation that if R > 0, KR = (−R/2, R/2)× (−R/2, R/2) is a square of side length
R. In this section, we assume the quantization condition that |KR|/(2π) is an integer, i.e. there
exists N ∈ N such that,
R2 = 2πN . (2.31)
Recall the definition of the space ER in (2.20). We denote by PR the operator,
PR = −(∇− iA0)2 in L2(KR) , (2.32)
with form domain the space ER introduced in (2.20). More precisely, PR is the self-adjoint
realization associated with the closed quadratic form
ER ∋ f 7→ QR(f) = ‖(∇− iA0)f‖2L2(KR) . (2.33)
The operator PR being with compact resolvent, let us denote by {µj(PR)}j≥1 the increasing
sequence of its distinct eigenvalues (i.e. without counting multiplicity).
The following proposition may be classical in the spectral theory of Schrödinger operators,
but we refer to [2] or [4] for a simple proof.
Proposition 2.9. Assuming R is such that |KR| ∈ 2πN, then the operator PR enjoys the fol-
lowing spectral properties:
(1) µ1(PR) = 1 and µ2(PR) ≥ 3 .
(2) The space LR = Ker(PR − 1) is finite dimensional and dimLR = |KR|/(2π) .
Consequently, denoting by Π1 the orthogonal projection on the space LR (in L
2(KR)), and by
Π2 = Id−Π1, then for all f ∈ D(PR), we have,
〈PRΠ2f , Π2f〉L2(KR) ≥ 3‖f‖2L2(KR) .
The next lemma is a consequence of the existence of a spectral gap between the first two
eigenvalues of PR. It is proved in [16, Lemma 2.8].
Lemma 2.10. Given p ≥ 2, there exists a constant Cp > 0 such that, for any γ ∈ (0, 12), R ≥ 1
with |KR| ∈ 2πN, and f ∈ D(PR) satisfying
QR(f)− (1 + γ)‖f‖2L2(KR) ≤ 0 , (2.34)
the following estimate holds,
‖f −Π1f‖Lp(KR) ≤ Cp
√
γ ‖f‖L2(KR) . (2.35)
Here Π1 is the projection on the space LR.
We introduce the following energy functional (the Abrikosov energy),
FR(v) =
∫
KR
(
−|v|2 + 1
2
|v|4
)
dx . (2.36)
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The energy FR will be minimized on the space LR, the eigenspace of the first eigenvalue of the
periodic operator PR,
LR = {u ∈ ER : PRu = u}
= {u ∈ ER :
(
∂x1 + i∂x2 +
1
2
(x1 + ix2)
)
u = 0} . (2.37)
We set,
c(R) = min{FR(u) : u ∈ LR} , (2.38)
In the next theorem, we exhibit a connection between the ground state energies mp(b,R) and
c(R). In the regime where the parameter b is close to 1, Theorem 2.11 is an improvement of
Proposition 4.2 in [2].
Theorem 2.11. Let mp(b,R) and c(R) be as introduced in (2.21) and (2.38) respectively. For
all b > 0 and R > 0, we have,
mp(b,R) ≤ [1− b]2+c(R) .
Furthermore, there exist universal constants ǫ0 ∈ (0, 1) and C > 0 such that, if R ≥ 2, b ≥ 1−ǫ0,
and 0 < σ < 1/2, then,
mp(b,R) ≥ [1− b]2+
(
(1 + 2σ)c(R) − Cσ−3(1− b)2R4
)
.
Proof. We start by proving the upper bound on mp(b,R). Let v ∈ LR be a minimizer of FR, i.e.
FR(v) = c(R). Let f = [1− b]1/2+ v. Then f ∈ ER and consequently,
mp(b,R) ≤ GKR(f) .
Using that v is an eigenfunction for the operator PR, a simple computation gives,
GKR(f) = [1− b]+
∫
KR
(
−(1− b)|v|2 + 1
2
[1− b]+|v|4
)
dx
= [1− b]2+c(R) .
We prove the lower bound on mp(b,R). Let u ∈ ER be a minimizer of GKR , i.e. GKR(u) =
mp(b,R). Since we do not know that u ∈ LR, we approximate u by its projection on the space
LR. Actually, we infer from mp(b,R) ≤ 0 the following inequality,∫
KR
(|(∇− iA0)u|2 − |u|2) dx ≤ 0 .
Let γ = [1b − 1]+. We infer from Lemma 2.10 that,
‖Π1u− u‖L4(KR) ≤ C
√
γ‖u‖L2(KR) ,
where Π1 is the projector on the space LR. We deduce from this inequality the following estimate,
‖u‖L4(KR) ≥ ‖Π1u‖L4(KR) − C
√
γ‖u‖L2(KR) .
This gives us, for some new constant C and for all σ ∈ (0, 1),
‖u‖4L4(KR) ≥ (1− σ)‖Π1u‖4L4(KR) − Cσ−3γ2‖u‖4L2(KR) . (2.39)
Now, we use the bound on ‖u‖L∞(R2) given in Proposition 2.6. By selecting ǫ0 such that
Cmax
√
ǫ0/
√
1− ǫ0 < 1, we get for all b ≥ 1− ǫ0,
‖u‖4L4(KR) ≥ (1− σ)‖Π1u‖4L4(KR) − Cσ−3γ4R4 . (2.40)
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Using Proposition 2.9 and variational min-max principle, we also get,∫
KR
(
b|(∇− iA0)u|2 − |u|2
)
dx ≥ (b− 1)
∫
KR
|Π1u|2 dx .
This estimate, togther with that in (2.40) give us the following lower bound,
GKR(u) ≥
∫
KR
(
−(1− b)|Π1u|2 + 1
4
(1− σ)|Π1u|4
)
dx− Cσ−3γ4R4 .
Recall that u is a minimizer of GKR , and that Proposition 2.6 tells us that u = 0 if b ≥ 1.
Therefore, the aforementioned lower bound is the same as,
mp(b,R) ≥
∫
KR
(
−[1− b]+|Π1u|2 + 1
4
(1− σ)|Π1u|4
)
dx−Cσ−3γ4R4 . (2.41)
We introduce a function v ∈ LR such that,
Π1u =
[1− b]+
1− σ v .
Notice that v = 0 if b ≥ 1, since u = 0 in this case. Notice that v is constructed so that the right
hand side on (2.41) becomes equal to,
1
1− σFR(v) .
Since v ∈ LR, then FR(v) ≥ c(R). Also, since 0 < σ < 1/2, then (1 − σ)−1 ≤ 1 + 2σ.
Consequently, we get,
mp(b,R) ≥ (1 + 2σ)[1 − b]2+c0(R)− Cσ−3γ4R4 .
Recalling the definition of γ = [1b − 1]+, the last estimate is nothing but the estimate of Theo-
rem 2.11. 
As consequence of Theorems 2.1 and 2.11, and Proposition 2.8, we prove the following theorem.
Theorem 2.12. Let the functions g(b) and c(R) be as defined in (2.5) and (2.38) respectively.
The limits
lim
b→1−
g(b)
(1− b)2 and limR→∞
|KR|/(2π)∈N
c(R)
|KR|
exist and are equal to a universal constant E2 ∈ [−12 , 0). That is,
E2 = lim
R→∞
|KR|/(2π)∈N
c(R)
|KR| = limb→1−
g(b)
(1− b)2 . (2.42)
Remark 2.13. The result of Theorem 2.12 appears first in [2, Theorems 1 & 2]. Our proof is
based on a different approach from [2]. Also in [2, p. 200], the proof of the inequality,
lim sup
R→∞
|KR|/(2π)∈N
c(R)
|KR| ≤ lim infb→1−
g(b)
(1− b)2 ,
seems to rely on an estimate of the type we give in Proposition 2.8, which is missing in [2].
Proof of Theorem 2.12. Using Theorems 2.7 and 2.11, we may write for all b ∈ (12 , 1) and σ ∈
(0, 12),
m0(b,R)
R2
+
C(1− b)
R
≤ (1− b)2 c(R)
R2
(2.43)
and
(1− b)2 c(R)
R2
≤ 1
1 + 2σ
(
mp(b,R)
R2
+ Cσ−3(1− b)4R2
)
, (2.44)
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Here m0(b,R) is introduced in (2.4). We get by dividing both sides in (2.43) by (1 − b)2 then
taking lim inf
R→∞
,
g(b)
(1− b)2 ≤ lim infR→∞
c(R)
R2
. (2.45)
Consequently, by taking lim sup
b→1−
on both sides of (2.45), we get,
lim sup
b→1−
g(b)
(1− b)2 ≤ lim infR→∞
c(R)
R2
. (2.46)
Using the upper bound for mp(b,R) in Proposition 2.8, we infer from (2.44),
c(R)
R2
≤ 1
1 + 2σ
(
g(b)
(1− b)2 +
C
(1− b)1/2R + Cσ
−3(1− b)2R2
)
. (2.47)
Let ε > 0 be given. By definition of lim sup, there exists δ > 0 such that, if 1 − δ ≤ b < 1,
then
g(b)
(1− b)2 ≤ lim supb→1−
g(b)
(1− b)2 + ε. Inserting this upper bound into (2.47), then selecting
b = 1−R−5/4, we get for all R ≥ δ−4/5,
c(R)
R2
≤ 1
1 + 2σ
(
lim sup
b→1−
g(b)
(1− b)2 + ε+ CR
−3/8 + Cσ−3R−1/2
)
.
Taking successively lim sup
R→∞
, then lim
ε→0+
and lim
σ→0+
on both sides of the above inequality, we get,
lim sup
R→∞
c(R)
R2
≤ lim sup
b→1−
g(b)
(1− b)2 .
Combining this inequality with that in (2.46), we deduce that
E2 := lim
R→∞
c(R)
R2
= lim sup
b→1−
g(b)
(1− b)2 . (2.48)
We return to (2.47) and select R = (1 − b)−3/4, so that R → ∞ as b → 1−. That way we get
(for this choice of R = R(b))
c(R)
R2
≤ 1
1 + 2σ
(
g(b)
(1− b)2 +C(1− b)
1/4 + Cσ−3(1− b)1/4
)
. (2.49)
Since c(R)/R2 has a limit as R →∞ which is given in (2.48), we get by taking lim inf
b→1−
on both
sides of (2.49),
lim sup
b→1−
g(b)
(1− b)2 = limR→∞
c(R)
R2
≤ lim inf
b→1−
g(b)
(1− b)2 .
It results from the estimate (2.6) in Theorem 2.1 that E2 ∈ [−12 ,−α]. The constant α is
universal and α ∈ (0, 12 ). This finishes the proof of the theorem. 
2.2. Three-dimensional limiting energy. Let us again consider a constant b ≥ 0. For any
domain D ⊂ R3, we define the following Ginzburg-Landau energy,
F 3Db,D(u) =
∫
D
(
b|(∇− iF)u|2 − |u|2 + 1
2
|u|4
)
dx . (2.50)
We will sometimes omit the parameter b from the notation and write F 3DD instead of F
3D
b,D.
Here F is the canonical magnetic potential,
F(x1, x2, x3) =
1
2
(−x2, x1, 0) , ∀ x = (x1, x2, x3) ∈ R3 . (2.51)
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We introduce the ground state energy,
M0(b,R) = inf
u∈H1
0
(QR;C)
F 3Db,QR(u) . (2.52)
Surprisingly, we find that the thermodynamic limit of the functional F 3DD is equal to the
corresponding two-dimensional limit.
Theorem 2.14. Suppose R > 0, QR = (−R/2, R/2) × KR ⊂ R3 and KR = (−R/2, R/2) ×
(−R/2, R/2) ⊂ R2. The following statements hold true.
(1) If b ≥ 1, then for all R > 0, M0(b,R) = 0 .
(2) There exists a universal constant M > 0 such that, for all b ≥ 0 and R > 0, we have,
Rm0(b,R) ≤M0(b,R) ≤ (R − 2)m0(b,R) +M ,
where m0(b,R) is the ground state energy introduced in (2.4).
(3) If 0 < b < 1, then
lim
R→∞
M0(b,R)
|QR| = g(b) ,
where g(b) is the constant from (2.5).
Proof. We start by proving the statement corresponding to b ≥ 1. Using the configuration u = 0
as a test function, we get obviously that
inf
u∈H1
0
(QR)
F 3DQR(u) ≤ 0 .
Let u ∈ H10 (QR). To get a lower bound, it is sufficient to prove that F 3DQR(u) ≥ 0. We extend u
to a function u˜ ∈ H1(R3) by setting u˜ = 0 in R3 \QR. Then,
F 3DQR(u) =
∫
R3
(
b|(∇− iF)u˜|2 − |u˜|2 + 1
2
|u˜|4
)
dx . (2.53)
Recall that the bottom of the spectrum of the magnetic Schrödinger operator (−∇ − iF)2 in
L2(R3) is equal to 1. Using the variational min-max principle, this gives the following lower
bound, ∫
R3
|(∇− iF)u˜|2 dx ≥
∫
R3
|u˜|2 dx .
Inserting this into (2.53), we get that F 3DQR(u) ≥ 0.
We prove the statement corresponding to 0 < b < 1. First we mention that if x = (x1, x2, x3) ∈
R
3, then we write x = (x⊥, x3) and ∇x⊥ = (∂x1 , ∂x2). Let u ∈ H10 (QR). Notice that
|(∇− iF)u|2 = |(∇x⊥ − iA0)u|2 + |∂x3u|2 ≥ |(∇x⊥ − iA0)u|2 ,
This gives the following lower bound,
F 3DQR(u) ≥
∫ R/2
−R/2
GKR
(
u(·, x3)
)
dx3 ,
where KR = (−R/2, R/2) × (−R/2, R/2) and GKR is the functional introduced in (2.1). Since
u ∈ H10 (QR), then u(·, x3) ∈ H10 (KR), for x3 ∈ (−R/2, R/2) almost everywhere. So we can write
GKR
(
u(·, x3)
) ≥ m0(b,R).
Consequently, we deduce that
M0(b,R) ≥ Rm0(b,R) .
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To get a matching upper bound, we consider the test function f(x1, x2, x3) = ub(x1, x2)χR(x3),
where ub(x1, x2) is a minimizer of GKR and the function χR(x3) satisfies,
χR ∈ C∞c (R) , 0 ≤ χR ≤ 1, suppχR ∈ [−R/2, R/2] , χR = 1 in [−
R
2
+ 1,
R
2
− 1] ,
and |χ′R| ≤M in R, for some universal constant M .
We estimate the energy F 3DQR(f). We get, using the pointwise bound χ
4
R ≤ χ2R,
F 3DQR(f) ≤
(∫
KR
|ub|2 dx1dx2
)∫ R/2
−R/2
|χ′R(x3)|2 dx3 +GKR(ub)
∫ R/2
−R/2
|χR(x3)|2 dx3 .
By (2.3) we have |ub| ≤ 1. Also, using the properties of χR we get,∫ R/2
−R/2
|χ′R(x3)|2 dx3 ≤ 2M , R− 2 ≤
∫
R
|χR(x3)|2 dx3 ≤ R .
Thus, we get,
F 3DQR(f) ≤ 2M + (R− 2)GKR(ub) .
Consequently, we obtain,
M0(b,R) ≤ 2M + (R− 2)m0(b,R) .
This proves statement (2) in Theorem 2.14.
The last statement in Theorem 2.14 results straightforwardly from the inequality in the second
statement. Actually, we divide both sides of the inequlity by R3 then we take R→∞. 
3. A priori estimates
The aim of this section is to give a priori estimates on the solutions of the Ginzburg-Landau
equations (1.3). Those estimates play an essential role in controlling the error resulting from
various approximations.
The starting point is the following L∞-bound resulting from the maximum principle. Actually,
if (ψ,A) ∈ H1(Ω;C)× H˙1div,F(R3) is a solution of (1.3), then
‖ψ‖L∞(Ω) ≤ 1 . (3.1)
The set of estimates below is proved in [15, Theorem 3.3 and Eq. (3.35)] (see also [22] for an
earlier version).
Theorem 3.1.
(1) Suppose 1 ≤ p ≤ 6. There exists a constant Cp > 0 such that, if κ > 0, H > 0 and
(ψ,A) ∈ H1(Ω)× H˙1div,F(R3) is a solution of (1.3), then
‖A− F‖W 2,p(Ω) ≤ Cp
1 + κH + κ2
κH
‖ψ‖L∞(Ω)‖ψ‖L2(Ω) . (3.2)
(2) There exists a constant C > 0 such that, if κ > 0, H > 0 and (ψ,A) ∈ H1(Ω)×H˙1div,F(R3)
is a solution of (1.3), then
‖ curl(A− F)‖L2(Ω) ≤
C
H
‖ψ‖L∞(Ω)‖ψ‖L2(Ω) . (3.3)
Theorem 3.1 is needed in order to obtain the improved a priori estimates of the next theorem.
Similar estimates are given in [22].
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Theorem 3.2. Suppose that 0 < Λmin ≤ Λmax. There exist constants κ0 > 1 and C1 > 0 such
that, if
κ ≥ κ0 , Λmin ≤ κ
H
≤ Λmax ,
and (ψ,A) ∈ H1(Ω;C)× H˙1div,F(R3) is a solution of (1.3), then
‖(∇− iκHA)ψ‖C(Ω) ≤ C1
√
κH‖ψ‖L∞(Ω) , (3.4)
‖A− F‖W 2,6(Ω) ≤ C1
(
‖ curl(A− F)‖L2(R3) +
1√
κH
‖ψ‖L6(Ω)‖ψ‖L∞(Ω)
)
, (3.5)
‖A− F‖C1,1/2(Ω) ≤ C1
(
‖ curl(A− F)‖L2(R3) +
1√
κH
‖ψ‖L6(Ω)‖ψ‖L∞(Ω)
)
. (3.6)
Proof.
Proof of (3.4):
Suppose the estimate (3.4) were false. Then, there exists a sequence of points (Pn) ⊂ Ω,
two real sequences (κn), (Hn), a sequence of solutions (ψn,An) of (1.3) and a constant Λ ∈
[Λmin,Λmax] such that,
|(∇− iκnHnAn)ψn(Pn)|√
κnHn ‖ψn‖L∞(Ω)
→∞ , (3.7)
κn → +∞ , κn
Hn
→ Λ as n→∞ .
Let Sn = ‖ψn‖L∞(Ω). Define the re-scaled functions,
ϕn(y) = S
−1
n e
−i√κnHnAn(Pn)·y ψn
(
Pn +
y√
κnHn
)
,
and
An(y) =
An(Pn + y/
√
κnHn)−An(y)
1/
√
κnHn
.
Two cases may occur:
Case 1:
√
κnHn dist(Pn, ∂Ω) is an unbounded sequence.
Case 2:
√
κnHn dist(Pn, ∂Ω) is a bounded sequence.
In both Cases 1 and 2, we apply a compactness argument by using elliptic estimates then a
diagonal sequence argument to select a limiting function. Actually, we refer to [15, Section 4.3] for
the detailed proof in the two dimensional case, and to [12, Lemma 12.5.4] for a precise statement
in the three dimensional case.
Therefore, in Case 1, we can extract a subsequence, still denoted ϕn, a function ϕ ∈ C1(R3)
and a vector field F˜ ∈ C(R3) such that
ϕn → ϕ in C1(K) , An → F˜ in C(K) ,
for any compact set K ⊂ R3. In particular, we get that,
|(∇− iκnHnAn)ψn(Pn)|√
κnHn ‖ψn‖L∞(Ω)
→ |(∇− iF˜)ϕ(0)| ,
which is contradictory with (3.7).
Similarly, in Case 2, we can extract a subsequence, still denoted ϕn, a function ϕ ∈ C1(R3+)
and a vector field A˜ ∈ C(R3+) such that
ϕn → ϕ in C1(K) , An → A˜ in C(K) ,
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for any compact set K ⊂ R3+ . In particular, we get that,
|(∇− iκnHnAn)ψn(Pn)|√
κnHn ‖ψn‖L∞(Ω)
→ |(∇− iA˜)ϕ(0)| ,
which is again contradictory with (3.7). Therefore, the estimate (3.4) should be true.
Proof of (3.5):
Let a = A−F. Since div a = 0, we get by regularity of the curl-div system see e.g. [11] (or [12,
Theorem D.3.1] for a statement of the result),
‖a‖L6(R3) ≤ C‖ curl a‖L2(R3) . (3.8)
The second equation in (1.3) reads as follows,
−∆a = 1
κH
Im(ψ (∇− iκHA)ψ)1Ω .
By elliptic estimates (see e.g. [11] or [12, Theorem E.4.2]),
‖a‖W 2,6(Ω) ≤ C(‖a‖L6(R3) + ‖∆a‖L6(R3)) .
The estimates in (3.4) and (3.8) now give,
‖a‖W 2,6(Ω) ≤ C
(
‖ curl a‖L2(R3) +
C√
κH
‖ψ‖L6(Ω)‖ψ‖L∞(Ω)
)
.
Proof of (3.6):
This is a consequence of the Sobolev embedding of W 2,6(Ω) into C1,1/2(Ω) and (3.5). 
The next result is a rather weak L∞-bound valid for all critical points of E3D provided that
the magnetic field strength H is close to HC2 .
Theorem 3.3. Suppose that g1 : R+ → R+ is a function such that
g1(κ)→∞ , g1(κ)
κ
→ 0 as κ→∞ .
There exists a function g2 : R+ → R+ satisfying
g2(κ)→∞ as κ→∞ ,
such that if κ ≥ 1, |H − κ| ≤ g1(κ) and (ψ,A) ∈ H1(Ω;C)× H˙1div,F(R3) is a critical point of the
energy in (1.1), then,
‖ψ‖L∞(ωκ) ≤ g2(κ) .
Here
ωκ = {x ∈ Ω : dist(x, ∂Ω) ≥ g1(κ)/κ} .
Proof. The proof is very close to Theorem 2.1 in [13]. We give the details for the reader’s
convenience.
Suppose that the conclusion of Theorem 3.3 were false. Then, we may find a number N > 1
and sequences κn, Hn, (ψn,An) such that,
κn → +∞ , κn
Hn
→ 1 as n→ +∞ ,
N−1 ≤ ‖ψn‖L∞(ωκn ) ≤ 1 , (3.9)
and (ψn,An) is a solution of (1.3) for (κ,H) = (κn,Hn).
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It results from Theorem 3.1 that ‖An − F‖W 2,6(Ω) ≤ C1 for some constant C1 > 0. Using
the compactness of the embedding of W 1,6(Ω) in C1,α(Ω) for 0 < α < 12 , we may select a
susbsequence, still denoted (ψn,An), and a function A˜ ∈ C1,α(Ω) such that
An → A˜ in C1,α(Ω) . (3.10)
It results from the estimate in (3.3) and the assumption Hn →∞ that
curl A˜ = 1 in Ω . (3.11)
Let Pn ∈ ωκn be a point satisfying |ψn(Pn)| = ‖ψn‖L∞(ωκn ). Using (3.9), we deduce that,
N−1 ≤ |ψ(Pn)| ≤ 1 .
We may select a new subsequence, still denoted (Pn;ψn,An), and a point P ∈ Ω such that
Pn → P as n→ +∞.
We define the following re-scaled functions,
an(y) =
An(Pn + y/
√
κnHn)−An(Pn)
1/
√
κnHn
ϕn(y) = e
−i√κnHnAn(Pn)·y ψn(Pn + y/
√
κnHn) .
Since g1(κn)→ +∞ as n→ +∞ by assumption, it follows that for any R > 0, we may select n0
sufficiently large such that an and ϕn are defined in {y ∈ R3 : |y| ≤ R} for all n ≥ n0.
Notice that an is constructed so that div an = 0. We then infer from the equation of ψn the
following equation,
−∆ϕn − 2ian · ∇ϕn + |an|2ϕn = κn
Hn
(1− |ϕn|2)ϕn . (3.12)
Consider R > 1. Using the definition of an together with (3.10) and (3.11) we deduce that,
an → F˜(y) in C0,α(B(0, R)) ,
where F˜(y) = DA˜(y) satisfies curl F˜ = 1.
Since |ϕn| ≤ 1 and |an| ≤ CR in B(0, 2R), we get by elliptic regularity that the sequence (ϕn) is
bounded in W 2,6(B(0, R)). The compactness of the embedding W 2,6(B(0, R))→ C1,α(B(0, R)),
α < 12 , and a standard diagonal sequence argument give the existence of a function ϕ ∈ C1,αloc (R3)
such that
ϕn → ϕ in C1,α(K) ,
for each compact set K ⊂ R3. Furthermore, the function ϕ satisfies,
N−1 ≤ ‖ϕ‖L∞(R3) ≤ 1 ,
and
−(∇− iF˜)2ϕ = (1− |ϕ|2)ϕ .
Since curl F˜ = 1, we may find a function φ such that F˜ = F+∇φ, where F = (−x2/2, x1/2, 0).
Setting u = e−iφϕ, we get that u ∈ L∞(R3) and satisfies the equation,
− (∇− iF)2u = (1− |u|2)u . (3.13)
At the same time u satisfies,
‖u‖L∞(R3) ≥ N−1 . (3.14)
But Proposition 12.5.1 in [12] tells us that the only bounded solution of (3.13) is u = 0, thereby
contradicting (3.14). Therefore, Theorem 3.3 is true. 
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4. Energy estimates in small cubes
In this section, the notation Qℓ stands for a cube in R
3 of side length ℓ > 0 and whose axis is
parallel to β = (0, 0, 1), i.e. Qℓ is of the form,
Qℓ = (−ℓ/2 + a1, a1 + ℓ/2)× (−ℓ/2 + a2, a2 + ℓ/2) × (−ℓ/2 + a3, a3 + ℓ/2) ,
where a = (a1, a2, a3) ∈ R3.
If (ψ,A) ∈ H1(Ω;C)× H˙1div,F(R3), we denote by e(ψ,A) = |(∇−κHA)ψ|2−κ2|ψ|2+ κ
2
2 |ψ|4.
Furthermore, we define the Ginzburg-Landau energy of (ψ,A) in a domain D ⊂ Ω as follows,
E(ψ,A;D) =
∫
D
e(ψ,A) dx + (κH)2
∫
R3
| curl(A− F)|2 dx . (4.1)
We also introduce the functional,
E0(u,A;D) =
∫
D
(
|(∇− iA)u|2 − κ2|u|2 + κ
2
2
|u|4
)
dx . (4.2)
If D = Ω, we sometimes omit the dependence on the domain and write E0(ψ,A) for E0(ψ,A; Ω).
We start with a lemma that will be useful in the proof of Proposition 4.2 below and also in
Section 6 of the paper.
Lemma 4.1. Let 0 < Λmin < Λmax. There exist positive constants C and κ0 such that if
κ0 ≤ κ, Λmin ≤ H
κ
≤ Λmax ,
and if (ψ,A) ∈ H1(Ω;C) × H˙1div,F(R3) is a critical point of (1.1), f is a bounded function
satisfying ‖f‖L∞(Ω) ≤ 1, supp f ⊂ Qℓ, fψ ∈ H1(Qℓ) and Qℓ ⊂ Ω is a cube of side length
ℓ ∈ (0, 1), then the estimate,
E0(fψ,A;Qℓ) ≥ (1− δ)E0(e−iφ0fψ,F;Qℓ)− C(δκ2 + δ−1ℓ2λ)
∫
Qℓ
|fψ|2 dx ,
holds true for all δ ∈ (0, 1), κ ≥ κ0 and some real-valued function φ0 ∈ H1(Ω). Here
λ = (κH)2
(
‖ curl(A− F)‖2L2(R3) +
1
κH
‖ψ‖2L6(Ω)
)
.
Proof. Let x0 be the center of the cube Qℓ. Without loss of generality, we may assume that
x0 = 0. In this way, we reduce to the case where
Qℓκ = (−ℓκ/2, ℓκ/2)× (−ℓκ/2, ℓκ/2) × (−ℓκ/2, ℓκ/2) ⊂ Ω .
Let φ0(x) =
(
A(x0)−F(x0)
)·x, where F is the magnetic potential introduced in (2.51). Invoking
the estimate in (3.6), we get,
|A(x)−∇φ0 − F(x)| ≤ C
√
λ
κH
ℓ ∀ x ∈ Qℓ.
Let u = e−iφ0fψ and A˜ = A−∇φ0. Then E0(fψ,A;Qℓ) = E0(u, A˜;Qℓ) and
|A˜(x)− F(x)| ≤ C
√
λ ℓ
κH
, ∀ x ∈ Qℓ . (4.3)
We estimate the energy E0(u, A˜;Qℓ) from below. We start by estimating the kinetic energy from
below as follows,
|(∇− iκHA˜)u|2 ≥ (1− δ)|(∇ − iκHF)u|2 + (1− δ−1)(κH)2|(A˜− F)u|2 ,
for any δ ∈ (0, 1).
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Using the estimate in (4.3) together with the assumptions H ≈ κ, ‖f‖∞ ≤ 1 we deduce the
lower bound,
E0(fψ,A;Qℓ) ≥ (1− δ)E0(u,F;Qℓ)− C(δκ2 + δ−1ℓ2λ)
∫
Qℓ
|fψ|2 dx . (4.4)

Proposition 4.2. Let 0 < Λmin < Λmax. There exist positive constants C,R0 and κ0 such that
the following is true.
Let ℓ > 0 satisfy R0 κ
−1 ≤ ℓ ≤ 1/2 and let
κ0 ≤ κ, Λmin ≤ H
κ
≤ Λmax .
Then, if (ψ,A) ∈ H1(Ω;C)× H˙1div,F(R3) is a critical point of (1.1) and Qℓ ⊂ Ω is a cube of side
length ℓ, then,
1
|Qℓ|E0(ψ,A;Qℓ) ≥ g(H/κ)κ
2 − C
(
ℓ+
1
ℓκ
)
κ2 ,
for all κ ≥ 1. Here g(·) is the function introduced in (2.5).
Proof. We may reduce to the case where
Qℓ = (−ℓ/2, ℓ/2) × (−ℓ/2, ℓ/2) × (−ℓ/2, ℓ/2) ⊂ Ω .
Recall the parameter λ introduced in Lemma 4.1. Using the bound ‖ψ‖∞ ≤ 1 and the estimate
in (3.3), we get λ ≤ Cκ2. We apply Lemma 4.1 with f the characteristic function of Qℓ. After
possibly performing a gauge transformation, we may assume the following lower bound,
E0(ψ,A;Qℓ) ≥ (1− δ)E0(ψ,F;Qℓ)− C(δ + δ−1ℓ2)κ2|Qℓ| ‖ψ‖2L∞(Qℓ) , (4.5)
where C > 0 is a constant only depending on Ω.
We estimate the energy E0(ψ,F;Qℓ) from below. Let b = H/κ and R = ℓ
√
κH . Define the
rescaled function,
ψ˜(x) = ψ(x/
√
κH) , ∀ x ∈ QR .
Recall the functional F 3DQR introduced in (2.50) above. It is easy to check that,
E0(ψ,F;Qℓ) = 1√
κH
∫
QR
(
|(∇− iF)ψ˜|2 − κ
H
|ψ˜|2 + κ
2H
|ψ˜|4
)
dx
=
1
b
√
κH
F 3DQR(ψ˜) . (4.6)
We still need to estimate from below the reduced energy F 3DQR(ψ˜). The problem is that ψ˜ is not
in H10 (QR). So, we introduce a cut-off function χR ∈ C∞c (R3) such that
0 ≤ χR ≤ 1 in R3 , suppχR ⊂ QR , χR = 1 in QR−1 .
In particular, the function χR can be selected such that |∇χR| ≤ C for some universal constant
C. Let u = χRψ˜. It is easy to check that,
F 3DQR(ψ˜) ≥
∫
QR
(
b|χR(∇− iF)ψ˜|2 − |χRψ˜|2 + |χRψ˜|4
)
dx+
∫
QR
(χ2R − 1)|ψ˜|2 dx
≥ F 3DQR(u) +
∫
QR
(|∇χR|2 + χ2R − 1)|ψ˜|2 dx− 2|〈(∇− iF)(χRψ˜), (∇χR)ψ˜〉| .
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The estimate in (3.4) tells us that |(∇ − iF)ψ˜| is bounded independently of κ and H. Also, by
using the bounds |u| ≤ 1, |∇χR| ≤ C and the assumption on the support of χR, it is easy to
check that,
F 3DQR(ψ˜) ≥ F 3DQR(u)− CR2 ‖ψ‖2L∞(Qℓ) .
After recalling the definition of M0(b,R) introduced in (2.52), we get,
F 3DQR(ψ˜) ≥M0(b,R) −CR2 ‖ψ‖2L∞(Qℓ) . (4.7)
We get by collecting the estimates in (4.5)-(4.7) that,
1
|Qℓ|E0(ψ,A;Qℓ) ≥ (1− δ)
1
bℓ3
√
κH
M0(b,R)− r(κ) , (4.8)
where
r(κ) = C
(
(δ + δ−1ℓ2)κ2 +
R2
bℓ3
√
κH
)
‖ψ‖2L∞(Qℓ) . (4.9)
Theorems 2.1 and 2.14 together tell us that M0(b,R) ≥ R3g(b) for all b ∈ [0, 1] and R sufficiently
large. Here g(b) is introduced in (2.5). Therefore, we get from (4.8) the estimate,
1
|Qℓ|E0(ψ,A;Qℓ) ≥ (1− δ)
R3
bℓ3
√
κH
g(b) − r(κ) . (4.10)
We choose δ = ℓ so that
r(κ) = O((ℓ+ (ℓκ)−1)κ2).
After recalling that R = ℓ
√
κH and b = H/κ, we finish the proof of the proposition. 
Proposition 4.3. Let 0 < Λmin < Λmax. There exist positive constants C,R0 and κ0 such that
the following is true. Let ℓ > 0 satisfy R0κ
−1 ≤ ℓ ≤ 1/2 and let
κ0 ≤ κ, Λmin ≤ H
κ
≤ Λmax .
Then, if (ψ,A) ∈ H1(Ω;C) × H˙1div,F(R3) is a critical point of (1.1), and Qℓ ⊂ Ω is a cube of
side length ℓ, then,
1
|Qℓ|E0(ψ,A;Qℓ) ≤ g(H/κ)κ
2 + C
(
ℓ+
1
ℓκ
)
κ2 .
Here g(·) is the function introduced in (2.5), and E0 is the functional in (4.2).
Proof. After performing a translation, we may assume that,
Qℓ = (−ℓ/2, ℓ/2) × (−ℓ/2, ℓ/2) × (−ℓ/2, ℓ/2) ⊂ Ω .
As explained earlier in the proof of Lemma 4.1, we may suppose, after performing a gauge
transformation, that the magnetic potential A satisfies,
|A(x)− F(x)| ≤ Cℓ√
κH
, ∀ x ∈ Qℓ , (4.11)
where F is the magnetic potential introduced in (2.51).
Let b = H/κ, R = ℓ
√
κH and uR ∈ H10 (QR) be a minimizer of the functional F 3DQR introduced
in (2.50), i.e. F 3DQR(uR) = M0(b,R) where M0(b,R) is introduced in (2.52).
Let χR ∈ C∞c (R3) be a cut-off function such that,
0 ≤ χR ≤ 1 in R3 , suppχR ⊂ QR+1 , χR = 1 in QR .
and |∇χR| ≤ C for some universal constant C. Let ηR(x) = 1 − χR(x
√
κH) for all x ∈ R3. We
introduce the function,
ϕ(x) = 1Qℓ(x)uR(x
√
κH) + ηR(x)ψ(x) , ∀ x ∈ Ω . (4.12)
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Notice that by construction, ϕ = ψ in Ω \Qℓ+ 1√
κH
. We will prove that, for all δ ∈ (0, 1),
E(ϕ,A; Ω) ≤ E(ψ,A; Ω \Qℓ) + (1 + δ) 1
b
√
κH
M0(b,R) + r0(κ) , (4.13)
where M0(b,R) is defined by (2.52), and for some constant C, r0(κ) is given as follows,
r0(κ) = Cℓ
3
(
δ + δ−1ℓ2 +
1
ℓκ
)
κ2 . (4.14)
Before proving (4.13), we explain how we get the result of the proposition. Actually, by
definition of the minimizer (ψ,A), we have,
E(ψ,A) ≤ E(ϕ,A; Ω) .
Since E(ψ,A; Ω) = E(ψ,A; Ω \Qℓ) + E0(ψ,A;Qℓ), the estimate (4.13) gives us,
E0(ψ,A;Qℓ) ≤ (1 + δ) 1
b
√
κH
M0(b,R) + r0(κ) .
Dividing both sides by |Qℓ| = ℓ3 and remembering the definition of r0(κ), we get,
1
|Qℓ|E(ψ,A, Qℓ) ≤
(1 + δ)
bℓ3
√
κH
M0(b,R) + C
(
δ + δ−1ℓ2 +
1
ℓκ
)
κ2 . (4.15)
Theorems 2.1 and 2.14 together tell us that M0(b,R) ≤ R3g(b) + CR2 for all b ∈ [0, 1] and R
sufficiently large. We substitute this into (4.15) and we select δ = ℓ, so that r0(κ) = κ
2O(ℓ +
(ℓκ)−1
)
. Recalling that R = ℓ
√
κH , b = H/κ, we get,
1
|Qℓ|E(ψ,A, Qℓ) ≤ g(b)κ
2 + κ2O(ℓ+ (ℓκ)−1) .
This establishes the result of Proposition 4.3.
Proof of (4.13):
Recall the Ginzburg-Landau energy E0 defined in (4.2). We write,
E0(ϕ,A; Ω) = E1 + E2 , (4.16)
where
E1 = E0(ϕ,A; Ω \Qℓ) , E2 = E0(ϕ,A;Qℓ) . (4.17)
We estimate each of E1 and E2 from above. Starting with E1, we write,
E1 = E0(ψ,A; Ω \Qℓ) +R(ψ,A) , (4.18)
where
R(ψ,A) =
∫
Ω\Qℓ
(
(η2R − 1)
(|(∇− iκHA)ψ|2 − κ2|ψ|2)+ |ψ∇ηR|2 + κ2
2
(η4R − 1)|ψ|4
+ 2ℜ〈ηR(∇− iκHA)ψ,ψ∇ηR〉
)
dx .
Using that ηR = 1 in Ω\Qℓ+ 1√
κH
together with the estimates |∇ηR| ≤ C
√
κH, |ψ| ≤ 1 and (3.4),
we get,
|R(ψ,A)| ≤ Cℓ2κ . (4.19)
Inserting (4.19) in (4.18) we get the following estimate,
E1 ≤ E0(ψ,A; Ω \Qℓ) + Cℓ2κ . (4.20)
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We estimate the term E2 from (4.17). We start by observing that for any δ ∈ (0, 1), we have the
following upper bound,
E2 ≤
∫
Qℓ
{
(1 + δ)|(∇− iκHF)ϕ|2 − κ2|ϕ|2 + κ
2
2
|ϕ|4
}
dx
+ (1 + δ−1)κ2H2
∫
Qℓ
|A− F|2|ϕ|2 dx . (4.21)
We use the estimates (4.11) and |ϕ| ≤ 1 and we get,
E2 ≤ (1 + δ)
∫
Qℓ
(
|(∇− iκHF)ϕ|2 − κ2|ϕ|2 + κ
2
2
|ϕ|4
)
dx+ Cδ−1ℓ4κ2 . (4.22)
Since ϕ(x) = uR(x
√
κH) in Qℓ and R = ℓ
√
κH , we get by performing a change of variables,∫
Qℓ
(
|(∇− iκHF)ϕ|2 − κ2|ϕ|2 + κ
2
2
|ϕ|4
)
dx
=
1√
κH
∫
QR
(
|(∇− iF)uR|2 − κ
H
|uR|2 + κ
2H
|uR|4
)
dx
=
1
b
√
κH
F 3DQR(uR) , (4.23)
where F 3DQR is the functional from (2.50) (with b = H/κ). Inserting (4.23) into (4.22), we get,
E2 ≤ (1 + δ) 1
b
√
κH
F 3DQR(uR) + Cδℓ
3κ2 + Cδ−1ℓ4κ2 . (4.24)
Inserting (4.20) and (4.24) into (4.16), we deduce that,
E0(ψ,A) ≤ E0(ψ,A; Ω \Qℓ) + (1 + δ) 1
b
√
κH
F 3DQR(uR) +Cδℓ
3κ2 + Cδ−1ℓ4κ2 + Cℓ2κ . (4.25)
Recalling the definition of E(ψ,A; ·) in (4.1), we see that (4.25) is sufficient to finish the proof
of (4.13). 
We conclude the section by giving an upper bound on Eg.st(κ,H).
Proposition 4.4. Let 0 < Λmin < Λmax and let δ > 0. There exist positive constants C and κ0
such that if
κ0 ≤ κ, Λmin ≤ H
κ
≤ Λmax,
then the ground state energy Eg.st(κ,H) in (1.4) satisfies,
Eg.st(κ,H) ≤ g(H/κ)|Ω|κ2 + Cκ1+δ .
Proof. Let R = R(κ) be a positive parameter such that 1 ≪ R ≪ κ as κ→ ∞. We will choose
R as a power of κ at the end of the proof. Recall the magnetic potential F introduced in (2.51)
and the ground state energy M0(b,R) in (2.52).
Let (Qj) be the lattice generated by the cube QR/√κH . Let I = {j : Qj ⊂ Ω}. We define
N = Card (I). Then, as R/√κH → 0, N satisfies,
N =
(
R√
κH
)−3
|Ω|+O
(
κH
R2
)
.
Let b = H/κ, and u a minimizer of the functional in (2.50), i.e.
M0(b,R) =
∫
QR
(
b|(∇− iF)u|2 − |u|2 + 1
2
|u|4
)
dx .
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Here recall the notation that if r > 0, then Qr = (−r/2, r/2)× (−r/2, r/2) × (−r/2, r/2).
Since u ∈ H10 (QR), we extend u to all R3 by ‘magnetic periodicity’ such that,
u(x1 +R,x2, x3) = e
iRx2/2u(x1, x2, x3), u(x1, x2 +R,x3) = e
−iRx1/2u(x1, x2, x3),
u(x1, x2, x3 +R) = u(x1, x2, x3) .
For all x ∈ Ω, define,
v(x) =
{
u(x
√
κH), x ∈ ∪j∈IQj
0 if not
.
Since the original u ∈ H10 (QR), this defines a v ∈ H1(Ω).
We will compute the energy of the configuration (v,F). By periodicity, we get,
E(v,F) = N ×
∫
Q
R/
√
κH
(
|(∇− iκHF)v|2 − κ2|v|2 + κ
2
2
|v|4
)
dx . (4.26)
A change of variables gives us,∫
QR/
√
κH
(
|(∇− iκHF)v|2 − κ2|v|2 + κ
2
2
|v|4
)
dx =
M0(b,R)
b
√
κH
.
Inserting this in (4.26), we get,
E(v,F) ≤ N × M0(b,R)
b
√
κH
.
We know from Theorems 2.1 and 2.14 that M0(b,R) ≤ g(b)R3 + CR2 for all b ∈ [0, 1] and R
sufficiently large. Using this together with the estimate on the number N , we get,
E(v,F) ≤ g(b)|Ω|κ2 + Cκ
2
R
.
We select R = κ−1+δ. Recalling that b = H/κ, this choice of R and the aforementioned upper
bound finishes the proof of the proposition. 
5. Proof of main theorems
Proof of Theorem 1.1.
In light of Proposition 4.4, we only need to establish a lower bound for the ground state energy
Eg.st(κ,H) in (1.4).
Let ℓ = κ−1/2. Then κ−1 ≪ ℓκ ≪ 1 as κ→∞. Consider a lattice (Qj,ℓ)j of R3 generated by
the cube,
Qℓ = (−ℓ/2, ℓ/2) × (−ℓ/2, ℓ/2) × (−ℓ/2, ℓ/2) .
Let I = {j : Qj,ℓ ⊂ Ω}, Nκ = CardI and Ωκ = Ω\(∪j 6∈IQj,ℓ). Notice thatNκ = |Ω|ℓ−3+O(ℓ−2)
as κ→∞.
If (ψ,A) is a minimizer of (1.1), we have,
Eg.st(κ,H) = E0(ψ,A; Ωκ) + E0(ψ,A; Ω \Ωκ) + (κH)2
∫
R3
| curlA− F|2 dx , (5.1)
where, for any D ⊂ Ω, the energy E0(ψ,A;D) is introduced in (4.2). We may write,
Eg.st(κ,H) ≥ E0(ψ,A; Ωκ) + E0(ψ,A; Ω \ Ωκ) . (5.2)
Notice that |Ω \ Ωκ| ∼ ℓ|∂Ω| as κ→∞. Thus, we get by using the estimate in (3.4),
|E0(ψ,A; Ω \Ωκ)| ≤ Cℓκ2 = Cκ3/2 . (5.3)
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To estimate E0(ψ,A; Ωκ), we notice that,
E0(ψ,A; Ωκ) =
∑
j∈I
E0(ψ,A;Qj,ℓ) .
Using Propositions 4.2 we get,
E0(ψ,A; Ωκ) ≥ Nκ
(
g(b)κ2 − Cκ3/2
)
ℓ3 = |Ω|g(b)κ2 − Cκ3/2 . (5.4)
Inserting (5.4) and (5.3) into (5.1) we deduce that,
Eg.st(κ,H) ≥ g(b)|Ω|κ2 − Cκ3/2 ,
thereby finishing the proof of Theorem 1.1. 
Proof of Theorem 1.2. It suffices to prove Theorem 1.2 in the case where ℓ ≤ κ−1/2. In order to
reduce to this case consider a cube Qℓ with sidelength ℓ > κ
−1/2. We can subdivide this cube
into (ℓ/ℓ′)3 identical cubes of side-length ℓ′ ∈ [κ−1/2/2, κ−1/2). If the result of Theorem 1.2 is
valid for each of these smaller cubes, the statement for Qℓ follows.
Therefore, let ℓ be such that κ−1 ≪ ℓ ≤ κ−1/2, and Qℓ a cube of side-length ℓ with a side
parallel to the external magnetic field β. Let (ψ,A) be a solution of (1.3). Then ψ satisfies,
− (∇− iκHA)2ψ = (1− |ψ|2)ψ in Ω . (5.5)
We multiply both sides of the equation in (5.5) by ψ then we integrate over Qℓ. An integration
by parts gives us,∫
Qℓ
(|(∇− iκHA)ψ|2 − κ2|ψ|2 + κ2|ψ|4) dx+ ∫
∂Qℓ
ν · (∇− iκHA)ψ ψ dσ(x) = 0 .
Using the estimates (3.1) and (3.4), we get that the boundary term above is O(κℓ2). So, we
rewrite the above equation as follows,
− 1
2
κ2
∫
Qℓ
|ψ|4 dx = E0(ψ,A;Qℓ) +O(κℓ2) . (5.6)
Using Proposition 4.2 and the assumption κ−1 ≪ ℓ, we conclude that
1
2
κ2
∫
Qℓ
|ψ|4 dx ≤ −g(H/κ)|Qℓ|κ2 + C
(
ℓ+
1
ℓκ
)
κ2ℓ3. (5.7)
If (ψ,A) is a minimizer of (1.1), then (5.6) is still true. We apply in this case Proposition 4.3
to write an upper bound for E0(ψ,A;Qℓκ). Consequently, we deduce that,
1
2
κ2
∫
Qℓ
|ψ|4 dx ≥ −g(H/κ)|Qℓ|κ2 − C
(
ℓ+
1
κℓ
)
κ2ℓ3 . (5.8)
Combining the upper bound in (5.8) with the lower bound in (5.7) and using that by assumption
ℓ ≤ κ−1/2, finishes the proof of Theorem 1.2. 
6. Additional estimates
The aim of this section is to give additional estimates on the energy which are particularly
interesting in the case where the magnetic field satisfies
H = κ+ o(κ) as κ→∞ .
These estimates will be used in [18] to prove the asymptotic formula in (1.6).
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6.1. A lower bound.
We will prove Theorem 6.1 below, whose statement requires some notation. Let D ⊂ Ω be a
given open set such that there exists a subset D˜ of R2 having smooth boundary and D = D˜∩Ω.
For all a > 0, we assign to D the following subset of Ω,
Da = {x ∈ Ω : dist(x,D) ≤ a} . (6.1)
Let g : R+ → R+ be a function such that g(κ)→∞ as κ→∞. We put
ωκ = {x ∈ Ω : dist(x, ∂Ω) ≥ g(κ)/κ} .
Theorem 6.1. Suppose that the magnetic field H is a function of κ such that,
1 ≤ lim inf
κ→∞
H
κ
≤ lim sup
κ→∞
H
κ
<∞ .
Let κ ∋ R+ 7→ a(κ) ∈ R+ be a function satisfying lim
κ→∞ a(κ) = 0. Then, for any solution
(ψ,A) ∈ H1(Ω;C) × H˙1div,F(R3) of (1.1) and any function h ∈ C1(Ω) satisfying ‖h‖L∞(Ω) ≤ 1
and supph ⊂ Da ∩ ωκ, the following asymptotic lower bound holds,
E0(hψ,A) ≥ E2|D|[κ−H]2+ + o
(
max
(
κ, [κ −H]2+
))
, as κ→∞ . (6.2)
Here E2 < 0 is the universal constant introduced in (2.42), and E0 is the functional introduced
in (4.2).
The proof of Theorem 6.1 will be split into several lemmas. One ingredient to control the
errors resulting from various approximations is an L4-bound on the order parameter given in [5]
(also it is obtained in [12, Chapter 12] by a different method). We state this bound below.
Lemma 6.2. Suppose the magnetic field H is a function of κ and satisfies,
1 ≤ lim inf
κ→∞
H
κ
≤ lim sup
κ→∞
H
κ
<∞ .
There exist positive constants C and κ0 such that, if (ψ,A) ∈ H1(Ω;C)×H˙1div,F(R3) is a solution
of (1.3), then, ∫
Ω
|ψ|4 dx ≤ Cmax
(
1
κ
,
[ κ
H
− 1
]2
+
)
,
for all κ ≥ κ0.
Proof. This is a combination of the conclusions of Lemma 3.2 and Theorem 3.3 in [5]. 
The next lemma is taken from [12, Lemma 10.33], which, together with Lemma 6.2, give a
good estimate of ‖ curl(A−F)‖L2(R3).
Lemma 6.3. There exists a constant C > 0 such that, if (ψ,A) ∈ H1(Ω;C) × H˙1div,F(R3) is a
solution of (1.3), then,
‖ curl(A− F)‖L2(R3) ≤
C
H
‖ψ‖2L4(Ω) , (6.3)
for all κ > 0 and H > 0.
Lemma 6.4. Suppose the assumptions in Theorem 6.1 hold. There exist positive constants C
and κ0 such that, if (ψ,A) ∈ H1(Ω;C)× H˙1div,F(R3) is a critical point of (1.1), f is a continuous
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function satisfying ‖f‖L∞(Ω) ≤ 1, supp f ⊂ Qℓ and Qℓ ⊂ Ω is a cube of side length ℓ ∈ (0, 1),
then the estimate,
E0(fψ,A) ≥ (1− δ) ℓ
κH
[κ−H]2+
(
(1 + 2σ)c(ℓ
√
κH)− Cσ−3(κ−H)2H2ℓ4
)
− C(δκ2 + δ−1ℓ2λ)
∫
Qℓ
|fψ|2 dx , (6.4)
holds true for all δ ∈ (0, 1), σ ∈ (0, 1/2) and κ ≥ κ0. Here,
λ = (κH)2
(
‖ curl(A− F)‖2L2(R3) +
1
κH
‖ψ‖2L6(Ω)
)
. (6.5)
Proof. Using Lemma 4.1, we get a real-valued function φ0 such that, with u = e
−iφ0fψ, we may
write,
E0(fψ,A) ≥ (1− δ)E0(u,F)− C(δκ2 + δ−1ℓ2λ)
∫
Qℓ
|fψ|2 dx . (6.6)
We estimate the energy E0(u,F) from below. Notice that suppu ⊂ Qℓ. By defining R = ℓ
√
κH
and the re-scaled function,
∀ x ∈ QR , v(x) = u(x/
√
κH) ,
we get that v ∈ H10 (QR). An easy computation gives,
E0(u,F) = 1√
κH
∫
QR
(
|(∇− iF)v|2 − κ
H
|v|2 + κ
2H
|v|4
)
dx .
Recall the definition of M0(b,R) in (2.52). With this notation, we get,
E0(u,F) ≥ 1√
κH
κ
H
M0
(
H
κ
,R
)
. (6.7)
The conclusions in Theorem 2.14, Theorem 2.11 and Proposition 2.7 altogether give,
M0
(
H
κ
,R
)
≥ R
[
1− H
κ
]2
+
(
(1 + 2σ)c(R) − Cσ−3
(
1− H
κ
)2
R4
)
.
Recall that R = ℓ
√
κH . Substitution into (6.7) gives,
E0(u,F) ≥ ℓ
κH
[κ−H]2+
(
(1 + 2σ)c(ℓ
√
κH)− Cσ−3(κ−H)2H2ℓ4
)
. (6.8)
Insersting (6.8) into (6.6) finishes the proof of Lemma 6.4. 
Proof of Theorem 6.1. Consider two parameters ℓ and α in the interval (0, 1). The parameters ℓ
and α will be chosen as functions of κ such that
ℓ→ 0 , α→ 0 , as κ→∞ .
We cover R3 by cubes (Q1(xj,α))j , where for all j ∈ Z3, y = (y1, y2, y3) ∈ R3 and ℓ > 0, we
define,
xj,α = (1− α)j , Qℓ(y) =
3∏
k=1
(
yk − ℓ
2
, yk +
ℓ
2
)
.
Let (fj) be a partition of unity in R
3 such that,∑
j
f2j = 1 , supp fj ⊂ Q1(xj,α) , |∇fj| ≤
C
α
,
for some universal constant C.
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Defining the re-scaled functions,
∀ x ∈ R3 , fj,ℓ(x) = fj(x/ℓ) ,
we get a new partition of unity (fj,ℓ)j such that each fj,ℓ has support in a cube of side length ℓ
and, ∑
j
f2j,ℓ = 1 , |∇fj,ℓ| ≤
C
αℓ
.
Let J = {j ∈ Z3 : Da ∩ supp fj,ℓ 6= ∅} and Nℓ = CardJ . Then we know that
Nℓ × ℓ3 → |Da| as ℓ→ 0 .
We have the localization formula,
E0(hψ,A) =
∑
j∈J
E0(fj,ℓhψ,A) −
∑
j
∫
Ω
|∇fj,ℓ|2|hψ|2 dx . (6.9)
Using that h ≤ 1, (6.9) gives us the following lower bound,
E0(hψ,A) ≥
∑
j∈J
E0(fj,ℓhψ,A) − C
α2ℓ2
∫
Ω
|ψ|2 dx . (6.10)
Many of the error terms will be controlled by the following parameter,
ζ = max
(
κ−1/2,
[ κ
H
− 1
]
+
)
. (6.11)
Recall the parameter λ from Lemma 6.4. Using Lemmas 6.2 and 6.3 we get the following upper
bound on λ,
λ ≤ Cκ2ζ2/3 .
We apply Lemma 6.4 with f = fj,ℓ to bound from below each term E0(fj,ℓhψ,A). This gives us,
E0(hψ,A) ≥ Nℓ(1− δ) ℓ
κH
[κ−H]2+
(
(1 + 2σ)c(ℓ
√
κH)− Cσ−3(κ−H)2H2ℓ4
)
− C
(
(δ + δ−1ℓ2ζ2/3)κ2 +
1
α2ℓ2
)∫
Ω
|ψ|2 dx , (6.12)
for all δ ∈ (0, 1) and σ ∈ (0, 1/2).
Theorem 2.12 tells us that if (ℓ
√
κH)2 is in 2πN and large, then,
c(ℓ
√
κH) = ℓ2κH(E2 + o(1)) .
Inserting this into (6.12) and using that Nℓ ∼ |D|ℓ−3, we get,
E0(hψ,A) ≥ (1− δ)|D|[κ −H]2+
(
(1 + 2σ)E2 − Cσ−3(κ−H)2ℓ2
)
− C
(
(δ + δ−1ℓζ2/3)κ2 +
1
α2ℓ2
)∫
Ω
|ψ|2 dx . (6.13)
Also, using Hölder’s inequality and Lemma 6.2 we get ‖ψ‖2L2(Ω) ≤ Cζ. That way, we infer from
(6.13) the bound,
E0(hψ,A) ≥ (1− δ)|D|[κ −H]2+
(
(1 + 2σ)E2 − Cσ−3κ2ζ2ℓ2
)
− C
(
(δ + δ−1ℓζ2/3)κ2 +
1
α2ℓ2
)
ζ . (6.14)
Let
ǫ1 = max(| ln(ζ11/6κ)|−1, ζ1/8) .
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It results from the definition of the parameter ζ that ǫ1 ≪ 1 as κ→∞. We select the parameters
δ, α and ℓ as follows,
α = ǫ1 , ℓ =
1
αǫ1κ
√
ζ
, δ = ǫ1ζ .
It is easy to check that,
κ2ζ2ℓ2 ≪ 1 , ζ
α2ℓ2
+ δκ2ζ + δ−1ℓζ5/3κ2 ≪ κ2ζ2 , and κ−1 ≪ ℓ ,
as κ→∞.
We select the parameter σ as follows,
σ =
(
κ2ζ2ℓ2
)1/4
so that σ ≪ 1 and σ−3κ2ζ2ℓ2 ≪ 1 as κ→∞. Thanks to this choice of parameters, and noticing
that κ2ζ2 = max(κ, [κ −H]2+), we infer from (6.14),
E0(hψ,A) ≥ |D|[κ−H]2+E2 + o
(
max
(
κ, [κ−H]2+
))
.
This finishes the proof of Theorem 6.1.

6.2. Energy estimate of a trial configuration.
The aim of this section is to prove Theorem 6.5 below, which estimates the energy of a test
configuration. The construction of the test configuration requires some notation. Let χ be a
cut-off function such that,
χ ∈ C∞c (R) , suppχ ⊂ [−2, 2] , 0 ≤ χ ≤ 1 in R , χ = 1 in [−1, 1] .
Let η ∈ (0, 1) and define a function hη ∈ C∞c (Ω) as follows,
∀ x ∈ Ω , hη(x) = 1− χ
(
dist(x, ∂Ω)
η
)
.
Notice that hη vanishes in a thin neighborhood of the boundary,
Ω(η) = {x ∈ ∂Ω : dist(x, ∂Ω) ≤ η} ,
and hη = 1 in Ω \Ω(2η).
Consider a parameter ℓ ∈ (0, 1). Let b = H/κ and R = ℓ√κH. Recall the ground state energy
mp(b,R) defined in (2.21), together with the space ER in (2.20). Let ub,R ∈ ER be a minimizer
of the energy in (2.1), i.e.
mp(b,R) =
∫
KR
(
b|(∇− iA0)ub,R|2 − |ub,R|2 + 1
2
|ub,R|4
)
dx ,
where KR = (−R/2, R/2) × (−R/2, R/2) and A0(x1, x2) = (−x2/2, x1/2). By definition of the
space ER, the function ub,R ∈ H1loc(R2).
We define the test function ψblkη,R ∈ H1(Ω;C) as follows,
∀ x ∈ Ω , ψblkη,R(x) = hη(x)ub,R(
√
κH x⊥) . (6.15)
Here we used the notation that if x = (x1, x2, x3) ∈ R3, then x⊥ = (x1, x2).
Theorem 6.5. Suppose that the magnetic field H is a function of κ such that,
1 ≤ lim inf
κ→∞
H
κ
≤ lim sup
κ→∞
H
κ
<∞ .
Suppose furthermore that ℓ and η are functions of κ such that, as κ→∞,
κ−1 ≪ ℓ≪ 1 , κ−1 ≪ η ≪ 1 .
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Let R = ℓ
√
κH, ψblkη,R be the function introduced in (6.15) and F(x) = (−x2/2, x1/2, 0). Then,
as κ→∞,
E(ψblkη,R,F) ≤ E2|Ω| [κ−H]2+ + o
(
max(κ, [κ −H]2+)
)
.
Here E2 < 0 is the universal constant introduced in (2.42), and E is the functional in (1.1).
Proof. Recall the magnetic potential A0(x1, x2) = (−x2/2, x1/2) and that the function ub,R
satisfies the equation ,
−b(∇− iA0)ub,R = (1− |ub,R|2)ub,R in R2 .
By assumption on the magnetic field, we can make [1−b]1/2+ arbitrarily close to 0 for all κ ≥ κ0 by
choosing κ0 > 0 sufficiently large. It results from Proposition 2.6 that ub,R satisfies the universal
bound |ub,R| ≤ Cmax[1− b]1/2+ .
An integration by parts gives us,∫
R3
(
b|(∇− iF)fub,R|2 − |fub,R|2 + f2|ub,R|4
)
dx =
∫
R3
∣∣|∇f |ub,R∣∣2 dx , (6.16)
for any compactly supported smooth real-valued function f ∈ C2c (R3) satisfying 0 ≤ f ≤ 1 in
R
3. Consequently, we get∫
R3
(
b|(∇− iF)fub,R|2 − |fub,R|2 + 1
2
|fub,R|4
)
dx ≤ 1
2
∫
R3
f2(f2 − 2)|ub,R|4 dx
+ C2max[1− b]+
∫
R3
|∇f |2 dx . (6.17)
Let D = supp f and (QR,j)j∈Z2 a uniform lattice of R3 whose unit cell is the cube
QR = KR × (−R/2, R/2) , KR = (−R/2, R/2) × (−R/2, R/2) .
Let J = {j ∈ Z2 : QR,j ∩D 6= ∅} and N = cardJ . Recall that |ub,R| is periodic in R2. Then,
writing∫
R3
f2(2− f2)|ub,R|4 dx =
∫
∪j∈JQR,j
|ub,R|4 dx+
∫
∪j∈JQR,j
(2f4 − f2 − 1)|ub,R|4 dx
= NR
∫
KR
|ub,R|4 dx⊥ +
∫
∪j∈JQR,j
(2f4 − f2 − 1)|ub,R|4 dx .
We use the bounds |ub,R| ≤ Cmax[1− b]1/2+ and 0 ≤ f ≤ 1, and we notice that an integration by
parts gives mp(b,R) = −12
∫
KR
|ub,R|4 dx. Consequently, we obtain that,∫
R3
f2(2− f2)|ub,R|4 dx ≥ −2NRmp(b,R) + 3C4max[1− b]2+
∫
∪j∈JQR,j
(f2 − 1) dx .
Inserting this into (6.17) we get,∫
R3
(
b|(∇− iF)fub,R|2 − |fub,R|2 + 1
2
|fub,R|4
)
dx
≤ NRmp(b,R) + C2max[1− b]+
∫
∪j∈JQR,j
(
|∇f |2 + 3Cmax[1− b]+
2
(1− f2)
)
dx . (6.18)
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We choose f(x) = hη(x/
√
κH). Performing a change of variable in (6.18), we get (recall that
b = H/κ by definition),
H
√
κH
κ
∫
R3
(
|(∇− iκHF)ψblkη,R|2 − κ2|ψblkη,R|2 +
κ2
2
|ψblkη,R|4
)
dx
≤ NRmp(b,R) +MC2max[1− b]+
(
1
η
+
ηκHCmax[1− b]+
2
)√
κH , (6.19)
where M is a universal constant. With this choice of f , it is easy to check that the number N
satisfies,
N ×
(
R√
κH
)3
→ |Ω| , as R→∞ .
We insert this into (6.19). Theorems 2.11 and 2.12 together tell us that
mp(b,R) ≤ R2[1− b]2+(E2 + o(1)) as R→∞ ,
where E2 is a universal constant. Therefore, we deduce from (6.19) that,
E(ψblkη,R,F) ≤ κ2[1− b]2+E2(1 + o(1)) +M ′C2max[1− b]+
(
1
η
+
ηCmaxκ
2[1− b]+
2
)
.
where M ′ is a new universal constant.
Since κ−1 ≪ η ≪ 1 as κ→∞, it is easy to check that
[1− b]+
η
≪ κ2max
(
1
κ
, [1− b]2+
)
.
Since b = H/κ, this finishes the proof of the theorem. 
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