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Kapitel 1
Einleitung
Die ersten Denitionen der metaplektischen Gruppe Mp(d) nden sich in den
Arbeiten von Segal [22] und Shale [23]. Die Ergebnisse dieser Arbeiten wurden
dann - in einer abstrakteren Sichtweise - von Weil [24] weiter entwickelt. Die
Theorie der metaplektischen Gruppe ist gegenwärtig in verschiedensten Berei-
chen der Mathematik und der Physik verbreitet (siehe unter anderem de Gosson
[13, 19], für Anwendungen in der Quantenmechanik). Ich möchte hier nur einige
Namen nennen die zur Entwicklung dieser Theorie beigetragen haben: Buslaev
[4], Reiter [21], de Gosson [11], Feichtinger [7], [12],[13], Leray [18], Wallach [25].
Nützlichkeit der metaplektischen GruppeMp(d) zeigt sich auch in der Time-
Frequency Analysis, zum Beispiel in Zusammenhängen mit der Theorie der Ga-
bor Frames (siehe Gröchenig [14], Gabor Analysis Anwendungen).
Das Bestreben dieser Diplomarbeit ist es, die metaplektische Darstellung
vom Standpunkt des Weyl Calculus der Pseudodi¤erential Operatoren zu un-
tersuchen. Die Resultate dieser Untersuchungen führen zu der quadratischen
Fourier Transformation, die einfach einen Spezialfall der metaplektischen Ope-
ratoren darstellt. Ich habe einige Resultate meiner Arbeit von de Gosson [12, 13]
übernommen, wobei [12, 13] mit Anwendungen in der mathematischen Physik
(Quantenmechanik) und einer anderen Zugangsweise motiviert ist.
Der Zugang den ich in dieser Diplomarbeit gewählt habe, ist dank der sym-
plektischen Cayley Transformation deutlich direkter. Vereinfacht gesagt, die Be-
tonung liegt auf dem Zusammenhang zwischen der symplektischen Gruppe und
der Fourier Transformation. Beispielsweise assoziiert die metaplektische Gruppe
zu der Fourier Transformation
Ff(!) =
Z
Rd
e 2i!xf(x)dx
die standard symplektische Rotation
J =

0 I
 I 0

.
Auf mathematisch etwas anspruchsvollerem Niveau kann die metaplektische
Gruppe Mp(d) auf zwei verschiedenen Wegen deniert werden. Hier eine kurze
Zusammenfassung dieser möglichen Zugänge zur metaplektischen Gruppe:
 Die symplektische Gruppe Sp(d) besitzt Überdeckungsgruppen der Ord-
nung q = 2; 3; :::;+1. Die Überdeckungsgruppe Sp2(d) mit der Ordnung
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2, kann mit der Gruppe der unitären Operatoren wirkend auf L2(Rd) iden-
tiziert werden: Diese Gruppe ist die metaplektische Gruppe, bezeichnet
mit Mp(d):
 Ein anderer Zugang zur metaplektischen Gruppe Mp(d) ist durch direk-
te Konstruktion: eine Familie von unitären Operatoren auf L2(Rd) kann
durch erzeugende Funktionen der symplektischen Matrizen konstruiert
werden. Auf diesem Wege wird eine Gruppe erzeugt, die metaplektische
Gruppe Mp(d); -das ist auch der Zugang den ich in dieser Diplomarbeit
gewählt habe.
Der konstruktive Zugang stellt auch eine Brücke zwischen der klassischen-
und der Quantenmechanik her. Diese erlaubt auch eine Verbindung zwischen
den quadratischen Hamilton Operatoren und der Schrödinger Gleichung (siehe
de Gosson [13]). Ein weiterer Vorteil der Wahl dieses konstruktiven Zuganges in
meiner Arbeit, sind die Bezüge zur Time-Frequency Analysis. Dadurch ist man
in der Lage, metaplektische Operatoren mit Objekten und Begri¤en aus der
Time-Frequency Analysis in Beziehung zu stellen, wie zum Beispiel der Time-
Shifts, modulations Operatoren, und symplektischen Matrizen. Das wiederum
erlaubt eine explizite Darstellung der Spreading Funktion von metaplektischen
Operatoren. Diese explizite Darstellung der Spreading Funktion erweist sich als
sehr praktisch für Zusammenhänge mit der fraktionalen Fourier Transformation,
was weitere interessante Betrachtungen erlaubt.
Meine Arbeit ist wie folgt strukturiert : Nach Einführung der relevanten
Grundbegri¤e, wird die Theorie der metaplektischen Gruppe vom Standpunkt
der quadratischen Fourier Transformation betrachtet. Als ein wichtiges Resultat
in diesem Abschnitt zeigt sich die Tatsache, dass jeder metaplektische Operator
in genau zwei quadratische Fourier Transformationen faktorisiert werden kann.
An dieser Stelle gebe ich eine sehr kurze Verbindung zu entsprechendem Gebiet
der Maslov Indizes. Danach werden die Elemente der metaplektischen Grup-
pe Mp(d) vom pseudodi¤erentionellen Standpunkt untersucht. Aus der Weyl
Darstellung der metaplektischen Operatoren folgt, dass jeder metaplektische
Operator -zu dem eine entsprechende symplektische Matrix A assoziiert wird
(wobei A nur Eigenwerte ungleich Null besitzt)- als
eA =pdet(A  I)Z
R2d
(Az)( z)dz;
für eine günstige Wahl von
p
det(A  I); dargestellt werden kann.
Hier ist  eine Abbildung die von der Time-Frequency Ebene auf den Raum
der unitären Operatoren abbildet, und durch
(z) = ei!xTxM!, für z = (x; !)
deniert ist. Diese konkrete Form der Translations- und Modulationsoperatoren
unterscheidet sich einwenig von der gewöhnlich vorkommenden Form, bietet
aber gerade durch diese Form Vorteile für die Zusammenhänge zwischen den
metaplektischen- und den Objekten der Time-Frequency Analysis. Weiters führt
diese Darstellung dazu, dass ein metaplektischer Operator in der Form
eA = 1p
det(A  I)
Z
R2d
eiMAz
2
(z)dz
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dargestellt werden kann. Dabei istMA ist eine reelle symmetrische Matrix die als
symplektische Cayley Transformation vom A bezeichnet wird. Es zeigt sich dass
die Spreading Funktion des metaplektischen Operators eA; mit det(A  I) 6= 0;
einfach ein Chirp ist, gegeben durch
 eA(z) = 1pdet(A  I)eiMAz2 :
Chirp ist ein Begri¤ der mehr bei den Ingenieuren verbreitet ist, weil im ein-
fachsten Fall die Abbildung x 7! eix2 einen "linear frequency sweep" darstellt.
Die entsprechenden mathematischen Zugänge dazu können zum Beispiel unter
dem Begri¤ Charakter zweiten Grades betrachtet werden. Um sich einen ein-
führenden Überblick über diese Begri¤e zu verscha¤en, kann das entsprechende
Unterkapitel im Kapitel 4 dieser Diplomarbeit benutzt werden. Für tiefergrei-
fende Betrachtungen siehe zum Beispiel Reiter [21].
Notation. Die in dieser Diplomarbeit gewählte Notation ist eine Standardno-
tation in dem betrachtetem Gebiet. Im Prinzip folge ich de Gosson [13], Folland
[8] und Gröchenig [14]. Die Elemente von R2d  RdRd werden bezeichnet mit
z = (x; !); und das symplektische Produkt von z mit z0 ist durch
(z; z0) = !  x0   !0  x
gegeben, wobei  das gewöhnliche euklidische Skalarprodukt ist. IstM eine sym-
metrische Matrix, und u ein Vektor, werde ich oft einfach Mu2 für Mu  u
schreiben.
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Kapitel 2
Fundamentales über
symplektische Räume
Ich folge und zitiere hier de Gosson [13].
2.1 Symplektische Vektorräume
In diesem Abschnitt werden nur reelle und endlichdimensionale Vektorräume
betrachtet. Das Kapitel beginnt mit der Betrachtung der symplektischen Form
und des symplektischen Raumes, womit dann die Begri¤e der symplektischen
Basis eingeführt werden können.
2.1.1 Grundlegendes
Eine Abbildung ! : E  E ! R auf einem Vektorraum E wird symplektische
Form auf E genannt, wenn gilt:
 ! ist in jedem Argument linear:
!(1z1 + 2z2; z
0) = 1!(z1; z0) + 2!(z2; z0);
!(z; 1z
0
1 + 2z
0
2) = 1!(z; z
0
1) + 2!(z; z
0
2);
für alle z; z0; z1; z
0
1; z2; z
0
2 in E und 1; 
0
1; 2; 
0
2 in R;
 ! ist antisymmetrisch (oder schiefsymmetrisch):
!(z; z0) =  !(z0; z);
für alle z; z0 in E
 ! ist nicht ausgeartet :
!(z; z0) = 0 8z 2 E , z0 = 0:
Denition 1 Ein Paar (E;!) bestehend aus einem reellen endlichdimensio-
nalen Vektorraum E und einer symplektischen Form auf E; wird reeller sym-
plektischer Vektorraum (im folgendem nur symplektischer Raum) genannt. Die
Dimension von (E;!) ist die gleiche wie die Dimension von E:
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Beispiel 2 (R2d; ) ist ein klassisches Beispiel für einen reellen und endlich-
dimensionalen symplektischen Vektorraum.  ist also eine symplektische Form
auf R2d, und ist durch
(z; z0) =
dX
j=1
!jx
0
j   !
0
jxj
deniert, wobei z = (x1; :::; xd;!1; :::; !d) und z0 = (x
0
1; :::; x
0
d;!
0
1; :::; !
0
d). (R2d; )
wird auch standard symplektischer Raum genannt, und  wird standard
symplektische Form genannt. Ist d = 1, so ist o¤ensichtlich
(z; z0) =  det(z; z0):
Denition 3 Sei (E;!) ein symplektischer Raum: Eine Menge B; gegeben durch
B =fe1; :::; edg [ ff1; :::; fdg;
wobei ei und fj aus E sind, wird symplektische Basis des symplektischen
Raum (E;!) genannt, wenn folgende Eigenschaften gelten:
!(xi; xj) = 0 = !(fi; fj); und !(xi; fj) = ij für 1  i; j  d:
ij ist der Kronecker Index: ij = 1 für i = j und ij = 0 für i 6= j).
Jede symplektische Basis ist auch eine Basis im gewöhnlichem Sinn, denn die
zu erfüllenden Eigenschaften in der Denition der symplektischen Basis, sichern
gerade die lineare Unabhängigkeit der Vektoren ei; fj für 1  i; j  d.
Beispiel 4 Betrachten wir die Vektoren e1; :::; ed und f1; :::; fd in R2d; gegeben
durch
ei = (ci; 0); fi = (0; ci):
Hier ist (ci) die kanonische Basis auf Rd; ( für d = 1 haben wir e1 = (1; 0) und
f1 = (0; 1) ). Diese Vektoren bilden auf dem standard symplektischem Raum
(R2d; ) eine symplektische Basis
B =fe1; :::; edg [ ff1; :::; fdg:
Wie man leicht sehen kann sind die Eigenschaften (ei; ej) = 0 = (fi; fj); und
(ei; fj) = ij für 1  i; j  d erfühlt. Die so konstruierte symplektische Basis
wird kanonische symplektische Basis genannt.
Eine kurze Wiederholung:
Denition 5 Bezeichnen wir zwei Gruppen mit G und G0; und weiters eine
Abbildung h : G! G0: Dann heißt h
1. Homomorphismus, wenn h(xy) = h(x)h(y) für alle x; y 2 G;
2. Monomorphismus, wenn h ein Homomorphismus und injektiv ist;
3. Epimorphismus, wenn h ein Homomorphismus und surjektiv ist;
4. Isomorphismus, wenn h ein Homomorphismus und bijektiv ist;
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5. Endomorphismus, wenn h ein Homomorphismus und G = G0 ist;
6. Automorphismus, wenn h ein Isomorphismus und G = G0 ist:
Denition 6 Die Gruppe aller Automorphismen s auf (R2d; ); für die gilt
(sz; sz0) = (z; z0); für alle z; z
0
in R2d;
wird die standard symplektische Gruppe genannt, und mit Sp(d) bezeichnet:
Folgende Denition bietet eine Di¤eomorphe-Sichtweise einer linearen sym-
plektischen Transformation:
Denition 7 Seien (E;!) und (E0; !0) zwei symplektische Räume: Ein Di¤eo-
morphismus f : (E;!) ! (E0; !0) wird Symplektomorphismus genannt, wenn
das Di¤erential dzf eine lineare symplektische Abbildung von E nach E0 ist, für
alle z 2 E:
Die Kettenregel zeigt dass die Komposition g  f zweier Symplektomorphis-
men f : (E;!) ! (E0; !0) und g : (E0; !0) ! (E00; !00); wieder ein Symplekto-
morphismus ist, von (E;!) nach (E00; !00): Betrachtet man den Fall
(E;!) = (E0; !0) = (R2d; );
so ist ein Di¤eomorphismus f auf (R2d; ) genau dann ein Symplektomorphis-
mus, wenn die Jakobimatrix von f in Sp(d) ist:
Zusammenfassend:
f ist ein Symplektomorphismus auf (R2d; ) () Df(z) 2 Sp(d) für jedes z 2 (R2d; ):
Denition 8 Die Menge aller linearen Symplektomorphismen eines symplekti-
schen Raumes (E;!) bildet eine Gruppe. Diese wird die symplektische Grup-
pe von (E;!) genannt; und wird bezeichnet mit Sp(E;!):
Proposition 9 Sind (E;!) und (E0; !0) zwei symplektische Räume der gleichen
Dimension 2d; dann sind die symplektischen Gruppen Sp(E;!) und Sp(E0; !0)
isomorph.
Beweis. (siehe de Gosson [13])
Korollar 10 Die standard symplektische Gruppe Sp(d) ist isomorph zur sym-
plektischen Gruppe Sp(E;!) für jeden 2d-dimensionalen symplektischen Raum.
Für praktische Zwecke ist es sehr nützlich in Koordinaten zu operieren, und
die Elemente der standard symplektischen Gruppe Sp(d) durch Matrizen dar-
zustellen. Beispielsweise sieht die standard symplektische Form  auf R2d in der
Matrix Darstellung wie folgt aus:
(z; z
0
) = (z
0
)TJ z = J zz0 :
Dabei ist J die so genannte standard symplektische Matrix, und ist gegeben
durch
J =

0 I
 I 0

;
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wobei 0 und I für eine d d Nullmatrix und eine d d Identitätsmatrix stehen.
J erfühlt folgende Eigenschaften:
J 2 =

0 I
 I 0

0 I
 I 0

=
 I 0
0  I

=  I;
und
J 1 =  J = J T :
Es ergibt sich dass wegen
det(ATJA) = detAT detA detJ = (detA)2 detJ =detJ
die Determinante von A eines der beiden Werte 1 annehmen kann: Genauer
folgt
A 2 Sp(d)) detA = 1:
(siehe de Gosson [13]).
Bemerkung 11 Die standard symplektische Gruppe Sp(d) ist abgeschloßen un-
ter der Transposition. Es gilt
A 2 Sp(d), ATJA = J :
Da die Inverse A 1 in Sp(d) ist, ergibt sich (A 1)TJA 1 = J ; und weiters
(A 1)TJA 1 = J (Inverse auf beiden Seiten), AJ 1AT = J 1:
Das heißt
AJ 1AT = J 1 , AJAT = J ;
womit also auch die Transponierte AT in Sp(d) ist: Damit folgt
A 2 Sp(d)() ATJA = J () AJAT = J :
Bemerkung 12 Betrachten wir
A 2 Sp(d) in einer Block-Matrix Form A =

A B
C D

;
wobei also A;B;C;D dd Matrizen sind. Man kann zeigen dass die Bemerkung
11 und die folgenden äquivalenten Aussagen äquivalent sind:
i) : ATC und BTD sind symmetrisch, und ATD   CTD = I;
ii) : ABT und CDT sind symmetrisch, und ADT  BCT = I:
Eigenschaft ii) impliziert gerade die Form der Inversen Matrix von A :
A 1 =

DT  BT
 CT AT

:
Die Eigenwerte der symplektischen Matrizen haben folgende Eigenschaften:
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Proposition 13 Sei A 2 Sp(d).
1. Ist  ein Eigenwert von A; so ist auch  und auch 1= (und damit auch
1=) ein Eigenwert von A.
2. Ist k das Vielfache des Eigenwertes  der Matrix A; so ist k auch das
Vielfache des Eigenwertes 1=:
3. Die Matrix A und die Matrix A 1 haben die gleichein Eigenwerte.
Beweis. ad (1.) : Betrachten wir das charakteristische Polynom PA() = det(A I)
der Matrix A; Dieses erfühlt die Beziehung
PA() = 2nPA(1=):
Da für reelle Matrizen die Eigenwerte als konjugierte Paare auftreten, folgt die
erste Eigenschaft. Wegen ATJA = J haben wir A =  J(AT ) 1J; und weiters
PA() = det( J(AT ) 1J   I)
= det( (AT ) 1J + I)
= det( J + A)
= 2n det(A  1I):
Somit ergibt sich
PA() = 2nPA(1=):
ad (2.) : Sei P (j)A die jte Ableitung des Polynoms PA: Besitzt der Eigenwert
0 das Vielfache k; dann ist P
(j)
A (0) = 0 für 0  j  k   1 und P (k)A () 6= 0:
Wegen PA() = 2nPA(1=) ergibt sich auch P
(j)
A (1=) = 0 für 0  j  k   1
und P (k)A (1=) 6= 0:
ad (3.) : Eigenschaft 3. folgt aus der Eigenschaft 2. .
2.2 Freie symplektische Matrizen und ein Fak-
torisierungsergebnis
Freie symplektische Matrizen sind sehr e¢ ziente mathematische Objekte in vie-
len praktischen Betrachtungen. In dieser Diplomarbeit ermöglichen die freien
Matrizen einen konstruktiven Zugang zur metaplektischen Gruppe.
Denition 14 Sei A 2Sp(d) eine symplektische Matrix. Wir denieren
A =

A B
C D

ist frei () detB 6= 0:
Bemerkung 15 (i)Jede symplektische Matrix kann als Produkt von genau zwei
freien symplektischen Matrizen dargestellt werden.
(ii) Die freien symplektischen Matrizen bilden eine dichte Teilmenge der
standard symplektischen Gruppe Sp(d).
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Eine weitere wichtige Eigenschaft der freien symplektischen Matrizen, eine
die zu einem wichtigen faktorisierungs Resultat führt, ist dass die freie sym-
plektische Matrizen durch eine quadratische Form auf Rd  Rd erzeugt werden
können.
Betrachten wir genauer was das bedeutet:
Sei
A =

A B
C D

eine freie symplektische Matrix,
und weiters
W (x; x0) =
1
2
DB 1x2  B 1x  x0 + 1
2
B 1Ax0  x0
eine quadratische Form.
Es gilt
@xW (x; x
0) = DB 1x  ( B)Tx0 ;
und
@x0W (x; x
0) =  B 1x+B 1Ax0 :
Setzen wir jetzt
! = @xW (x; x
0) und !0 =  @x0W (x; x0);
so ergibt sich die Relation
(x; !) = A(x0 ; !0) =

A B
C D

(x
0
; !
0
)
T
:
Wir sehen also dass die gestellten Bedingungen und die daraus folgende Relation
an die freie symplektische Matrix A und die betrachtete FunktionW (x; x0); eine
direkte Beziehung zwischen A und W (x; x0) erzwingen:
Die quadratische Form W (x; x0) erzeugt also durch die Relation (x; !) =
A(x0; !0) die freie Matrix A; was auch der Grund dafür ist dass W (x; x0) freie
erzeugende Funktion von A genannt wird.
Ist A eine durch W erzeugte freie symplektische Matrix, so bezeichnet man
diese Matrix mit AW .
Betrachten wir wieder die Relation (x; !) = A(x0 ; !0). Wir haben weiters die
Beziehung
x = Ax
0
+B!
0
; ! = Cx
0
+D!
0
:
Die Matrizen DB 1 und B 1A sind symmetrisch. IstW eine quadratische Form
vom Typ fW (x; x0) = 1
2
Px  x  Lx  x0 + 1
2
Qx0  x0;
wobei P = PT ; Q = QT ; und detL 6= 0; dann ist die Matrix
AfW =

L 1Q L 1
PL 1Q  LT PL 1

eine freie symplektische Matrix deren erzeugende Funktion gegeben ist durch
fW (x; x0) = 1
2
Px  x  Lx  x0 + 1
2
Qx0  x0:
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Beispiel 16 Betrachten wir A =

A B
C D

= J =

0 I
 I 0

: Es gilt dass
detB = det I 6= 0; also ist J nach Denition eine freie symplektische Matrix.
Die erzeugende Funktion in diesem Fall ist gegeben durch
W (x; x0) =  x  x0:
Da die Inverse einer freien symplektischen Matrix A durch
A 1 =

DT  BT
 CT AT

gegeben ist , folgt dass die Inverse von A auch eine freie symplektische Matrix
ist. Weiters gilt dass A 1W = AW 0 und auch W 0(x; x0) =  W (x0; x).
Proposition 17 Für jedes A 2 Sp(d) gibt es zwei erzeugende Funktionen W
und W 0; so dass gilt A = AWAW 0 .
Ein geometrischer Beweis dieser Behauptung ist In [13] zu nden.
Solange man mit erzeugenden Funktionen arbeitet, ist es wichtig zu wissen
dass jede freie symplektische Matrix AW in der Form
AW = V DB 1MB 1JV B 1A (2.1)
faktorisiert werden kann, wobei hier
VP =

I 0
 P I

,ML =

L 0
0 (LT ) 1

für P = PT und detL 6= 0 (dass DB 1 und B 1A tatsächlich symmetrisch sind,
folgt aus A 2 Sp(d)). Von (2.1) und der Proposition 17 folgt dass die Matrizen
VP ,ML und J die standard symplektische Gruppe Sp(d) erzeugen.
Es folgt ein technisches Resultat das sich als sehr nützlich erweisen wird in
der Betrachtung der Spreading Funktion der metaplektischen Operatoren:
Lemma 18 Für komplexe d  d Matrizen A;B;C;D, die AC = CA erfüllen;
gilt
det

A B
C D

= det(AD   CB):
Beweis. (folgend Folland [8], Appendix A)
Angenommen A ist invertierbar. Dann gilt
A B
C D

=

A 0
C I

I A 1
0 D   CA 1B

:
Die Matrizen auf der rechten Seite der Gleichung sind Block-Dreiecksmatrizen.
Damit folgt
det

A B
C D

= det(A)(det(D   CA 1B)) = det(AD  ACA 1B):
Es gilt ACA 1 = C, und somit sind wir fertig. Wenn A nicht invertierbar ist,
dann ist A + I; für entsprechend klein gewähltes  > 0; invertierbar. Somit
kommutiert A + I immer noch mit C, und wir können das gerade verwendete
Argument für invertierbares A wieder anwenden, indem wir eben nur A durch
A+ I ersetzen und  gegen 0 gehen lassen.
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Kapitel 3
Metaplektische Operatoren
3.1 Quadratische Fourier Transformation
Wie in Kapitel 2 schon betrachtet, wird die standard symplektische Gruppe
Sp(d) durch freie Matrizen
A =

A B
C D

2 Sp(d) , detB 6= 0.
erzeugt. Zu jeder solchen Matrix wird eine erzeugende Funktion
W (x; x0) = 12


DB 1x; x
  
B 1x; x0+ 12 
B 1Ax0; x0
assoziiert, und wir haben gesehen dass dabei folgende Relationen gelten:
(x; !) = A(x0; !0)() ! = @xW (x; x0) , !0 =  @x0W (x; x0).
Andererseits, zu jeder quadratischen Form vom Typ
W (x; x0) = 12 hPx; xi   hLx; x0i+ 12 hQx0; x0i (3.1)
mit P = PT , Q = QT , und detL 6= 0;
kann eine freie symplektische Matrix assoziiert werde, nämlich
AW =
 
L 1Q L 1
PL 1Q  LT PL 1
!
. (3.2)
Wir gehen jetzt einen Schritt weiter, und führen weitere Objekte ein die uns
der metaplektischen Gruppe näher bringen werden.
Betrachten wir einen Operator bAW;m gegeben wie folgt:
(für f 2 S(Rd)) : bAW;mf(x) =   12id=2(W )Z
Rd
eiW (x;x
0)f(x0)dx0. (3.3)
Die im Integranden auftauchende Funktion W (x; x0) erzeugt eine freie symplek-
tische Matrix AW : Das ist der Grund warum wir zu jedem solchen OperatorbAW;m auch eine freie symplektische Matrix AW assoziieren.
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Weiters gilt für den Operator bAW;m; dass arg i = =2; und der Faktor (W )
ist durch
(W ) = im
p
jdetLj (3.4)
gegeben. Die ganze Zahlm korrespondiert gewissermaßen zurWahl von arg detL:
m  arg detL mod2. (3.5)
Die Darstellung (3.3) des eingeführten Operators bAW;m kann auch in etwas
modizierten Art in folgender Form dargestellt werden
bAW;mf(x) =   12 d=2  e i4 (W )Z
Rd
eiW (x;x
0)f(x0)dx0; (3.6)
wobei
 = 2m  d: (3.7)
Denition 19
(i) Der Operator bAW;m wird quadratische Fourier Transformation ge-
nannt. Zu jedem solchen Operator wird eine freie symplektische Matrix AW
assoziiert.
(ii)Die "Klasse modulo 4" der ganzen Zahlen m; wird "Maslov index des
Operators bAW;m genannt. Die quadratische Fourier Transformation, die zum
Fall AW = J und m = 0 korrespondiert, wird mit bJ bezeichnet.
Wie schon in einem Beispiel vom Kapitel 2 gesehen, ist die Erzeugende Funk-
tion der standard symplektischen Matrix J durch
W (x; x0) =  (x  x0)
gegeben. Daraus folgt dass
bJf(x) =   12id=2 Z
Rd
e ixx
0
f(x0)dx0 = i d=2Ff(x) (3.8)
für f 2 S(Rd), wobei F die gewöhnliche Fourier Transformation ist. Aus der
Darstellung der inversen Fourier Transformation folgt, dass die Inverse bJ 1 vonbJ durch bJ 1f(x) =   i2 d=2 Z
Rd
eixx
0
f(x0)dx0 = id=2F 1f(x)
gegeben ist.
Betrachten wir jetzt die Operatoren bV P und cML;m; gegeben durch
bV P f(x) = e i2 (Pxx)f(x) , cML;mf(x) = impjdetLjf(Lx). (3.9)
Wir haben folgendes wichtiges faktorisierungs Ergebnis:
Proposition 20 Sei W eine quadratische Form wie in (3.1).
(i) Es gilt bAW;m = bV PcML;m bJ bV Q; (3.10)
(ii) Die Operatoren bAW;m können zu unitären Operatoren von L2(Rd) nach
L2(Rd) fortgesetzt werden; und das Inverse von bAW;m ist durchbA 1W;m = bAW;m ; wobei W (x; x0) =  W (x0; x) , m = d m (3.11)
gegeben.
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Beweis. siehe de Gosson [13]
Die Operatoren bAW;m bilden also eine Untergruppe von der Gruppe U(L2(Rd))
der unitären Operatoren wirkend auf L2(Rd).
Denition 21 Die Untergruppe von U(L2(Rd)); die durch die Operatoren der
quadratischen Fourier Transformation bAW;m erzeugt ist; wird metaplektische
Gruppe"genannt und mit Mp(d) bezeichnet. Die Elemente von Mp(d) werden
metaplektische Operatoren genannt .
Jedes bA 2 Mp(d) ist somit ein Produkt bAW1;m1    bAWk;mk von metaplek-
tischen Operatoren, die wiederum zu freien symplektischen Matrizen assoziiert
werden.
Satz 22 Jeder Operator eA 2 Mp(d) kann als Produkt von genau zwei quadrati-
schen Fourier Transformationen dargestellt werden : eA = bAW;m bAW 0;m0 . Diese
Fakrorisierung ist nicht eindeutig. Zum Beispiel gilt I = bAW;m bAW;m für jede
erzeugende Funktion W .
Beweis. siehe [11, 13, 18].
Ein metaplektischer Operator kann also durch verschiedene Faktoren als
Produkt bAW;m bAW 0 ;m0 dargestellt werden:
Es folgt eine wichtige Beziehung zwischen der metaplektischen Operatoren
und der Wigner Transformation.
Zur Erinnerung, für f 2 S(Rd) (oder allgemeiner f 2 S 0(Rd)) ist dieWigner
Transformation Wf durch
Wf(x; !) =
Z
Rd
e 2i!yf(x+ 12!)f(x  12!)dy
gegeben. (Für f 2 S 0(Rd) sollte das Integral in der distributionellen Sichtweise
interpretiert werden). Für jedes A 2 Sp(d) haben wir die so genannte symplek-
tische kovariante Darstellung
Wf(A 1(x; !)) =W ( eAf)(x; !); (3.12)
wobei eA der metaplektische Operatoren der zu A 2 Sp(d) korrespondiert ist.
Ein mathematisches Objekt das in einer engen Verbindung mit der Wigner
Funktion steht, ist die Short-Time Fourier Transformation, bekannt aus der
Signal Theorie und der Time-Frequency Analysis:
Denition 23 Für  2 S(Rd) ist die Short-Time Fourier Transformation (STFT)
eine Abbildung V : S(Rd)  ! S(Rd) die durch
V (z) =
Z
Rd
e 2i!x
0
 (x0)(x0   x)dx0
gegeben ist. Die STFT wird auch die gefensterte Fourier Transformation, mit
dem Fenster  2 S(Rd) genannt.
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Die STFT steht mit der Cross-Wigner Transformation
W ( ; )(z) = (
1
2
)d
Z
Rd
e i!y(x+
1
2
y)(x  1
2
y)dy
durch die Darstellung
W ( ; )(z) = (
2

)
d
2 e2i!xV_p
2
 p2(z
r
2

)
in einer Beziehung, wobei  p2(x) =  (x
p
2) und _ = ( x). Ebenso gilt
V (z) = (
2

) 
d
2 e i!xW ( 1p
2
; _p
2
)(z
r

2
):
3.2 Weyl Darstellung der metaplektischen Ope-
ratoren
3.2.1 Symplektische Fourier Transformation
Dieses Unterkapitel beginnt mit einer Einführung der Fourier Transformation
von Funktionen (oder Distributionen) deniert auf einem symplektischen Raum
(R2d; ).
Denition 24 Für f 2 S(R2d) ist die symplektische Fourier Transformation
von f durch
f(z0) = (
1
2
)d
Z
R2d
e i(z0;z)f(z)dz
deniert, und wird mit f = Ff bezeichnet:
( ist dabei natürlich die standard symplektische Form auf R2d).
Sei F die gewöhnliche Fourier Transformation für f 2 S(R2d) die durch
Ff =
Z
R2d
e 2izz
0
f(z0)dz0
deniert ist. Es gilt folgende wichtige Beziehung zwischen der symplektischen
Fourier Transformation und der gewöhnlichen Fourier Transformation:
Ff(J z) = Ff(z):
Weil die gewöhnliche Fourier Transformation F zu einem unitären Operator
von L2(R2d) nach L2(R2d) fortgesetzt werden kann; und -durch Dualität- ebenso
zu einem Operator von S 0(R2d) nach S 0(R2d); so besitzt auch die symplektische
Fourier Transformation F diese Eigenschaft: Zusammenfassend:
Die symplektische Fourier Transformation F ist ein unitärer
Operator auf L2(R2d); der zu einem Automorphismus auf dem Raum
S 0(R2d) der temperierten Distributionen ausgedehnt werden kann.
Aus der Relation zwischen F und F ; folgt dass F eine Involution ist:
F 1 = F; oder F2 = I.
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Proposition 25 Für jedes A 2 Sp(d) gilt
F(f  A) = (Ff)  A:
Beweis. Weil (Az; z0) = (z;A 1z0) ergibt sich
Ff(Az) = ( 1
2
)d
Z
R2d
e i(z;A
 1z0)f(z0)dz0:
Diese Darstellung ist (nach einer Variablensubstitution, und der Tatsache dass
Determinante einer symplektischen Matrix gleich 1 ist), nichts anderes als
Ff(Az) = ( 1
2
)d
Z
R2d
e i(z;z
00)f(Az00) jdetAj dz00 =
= (
1
2
)d
Z
R2d
e i(z;z
00)f(Az00)dz00;
womit die Behauptung gezeigt ist.
3.2.2 Pseudodi¤erential Operatoren
Es folgen einige Grundbegri¤e über pseudodi¤erential Operatoren.
(Dabei folge und zitiere ich Gröchenig [14].)
Die Theorie der pseudodi¤erential Operatoren hat ihre Wurzeln nicht nur in
der Mathematik, sondern insbesondere in der Physik und Ingeniuerwissenschaf-
ten.
In der Theorie der partiellen Di¤erentialgleichungen betrachtet man Glei-
chungen der Form
Af(x) =
X
jjN
(x)D
f(x) = g(x):
Dabei bezeichnet N den Grad des di¤erential Operators A; und f : jj 
Ng stellt die Menge der nicht-konstanten Koe¢ zienten dar, für die man für
gewöhnlich annimmt, dass sie glatt sind (also C1):
Die inverse Fourier Darstellung (siehe Appendix) zeigt dass
Df(x) =
Z bf(!)(2i!)e2ix!d!:
Somit kann A ausgedrückt werden durch
Af(x) =
Z
Rd
X
jjN
(x)(2i!)
 bf(!)e2ix!d! =
=
Z
Rd
(x; !) bf(!)e2ix!d!:
In dieser Darstellung ist
(x; !) =
X
jjN
(x)(2i!)
;
und wird das Symbol von A genannt: Um allgemeinere Symbole denieren zu
können, ist folgende Denition nötig:
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Denition 26 Für eine (messbare) Funktion  oder eine temperierte Distribu-
tion (siehe Appendix) auf R2d; wird der Operator
Kf(x) =
Z
Rd
(x; !) bf(!)e2ix!d!
ein pseudodi¤erential Operator mit Symbol  genannt:
Diese Denition bildet also die Symbole der Time-Frequency Eben auf die
(pseudodi¤erential) Operatoren. Um K von anderen Typen der pseudodi¤e-
rential Operatoren zu unterscheiden, wird die Abbildung  ! K als Kohn-
Nirenberg Zuweisung, und  als Kohn-Nirenberg Symbol genannt.
Bemerkung 27 Bei der Lösung der partiellen Di¤erentialgleichungen der Art
Af(x) =
X
jjN
(x)D
f(x);
ist es wichtig eine Darstellung für den inversen Operator von A
Af(x) =
Z
Rd
(x; !) bf(!)e2ix!d!
zu nden. In Sinne der Denition des pseudodi¤erential Operators und einiger
Resultate aus dem Bereich der partiellen Di¤erentialgleichungen mit konstan-
ten Koe¢ zienten, ergibt sich die Notwendigkeit den möglichen Zusammenhang
zwischen A 1 und den pseudodi¤erential Operator
K 1

f(x) =
Z
Rd
(x; !) 1 bf(!)e2ix!d!
zu untersuchen. Dieser Weg hat sehr tie¤ührende und interessante Ergebnisse
hervorgebracht. Man kann zeigen dass A 1 "fast gleich" K 1

ist (siehe: L. Hör-
mander: The Weyl Calculus of pseudodi¤erential operators; J. J. Kohn and L.
Nirenberg: An algebra of pseudo-di¤erential operators).
Beispiel 28 Ist das Symbol nur von x abhängig; also zum Beispiel (x; !) =
m(x); dann ist
Kf(x) =
Z
Rd
m(x) bf(!)e2ix!d! = m(x)f(x):
K stellt also einen multiplikations Operator dar. Genauer,
wenn (x; !)  c; dann ist K = cI.
Andererseits, wenn (x; !) = (!); dann ergibt sich
Kf(x) =
Z
Rd
(!) bf(!)e2ix!d! = F 1( bf)(x):
K ist also ein so genannter Fourier Multiplikator.
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3.2.3 Weyl Operatoren
Es folgt die Denition des Weyl Operators der mit einem Symbol korrespondiert.
(Dabei folge und zitiere ich de Gosson [13]).
Denition 29 Sei a 2 S(R2d):
(i) Der zu einem Symbol a korrespondierende Weyl Operator ist ein
bA : S(R2d)! S(R2d);
deniert durch bA (x) = ( 1
2
)d
Z
R2d
a(z0) bT (z0) (x)dz0:
(ii) Die symplektische Fourier Transformation a = Fa zum Symbol a wird
"gedrehtes Symbol von bA" genannt ("twisted symbol of A").
Folgende Bezeichnungen werden dafür verwendet:bA Weyl ! a oder a Weyl ! bA (die "Weyl Korrespondents").
Eine nützliche Schreibweise um
bA (x ) = ( 1
2
)
d
Z
a(z 0)
bT (z 0) (x )d2dz0
darzustellen ist die folgende:
bA = ( 1
2
)
d
Z
R2d
a(z) bT (z)dz
wobei die rechte Seite als Bochner integral interpretiert werden sollte (das heißt
Integral mit Werten im einem Banach Raum).
Aus der Relation F 1 = F folgt dass das gewöhnliche Weyl Symbol a
und deren gedrehte Version a; in einem explizitem Zusammenhang durch die
Darstellungen
a(z) = (
1
2
)d
Z
R2d
e i(z;z
0)a(z0)dz0;
a(z) = (
1
2
)
Z
R2d
e i(z;z
0)a(z
0)dz0
stehen.
3.2.4 Der Kernsatz von L. Schwartz
Der Weyl Operator kann auch für allgemeine Symbole deniert werden. Um zu
sehen wie das funktioniert, ist es nützlich den "Kern"des Wayl Operator mit
einem Symbol a 2 S(R2dx ) zu betrachten: Zuerst ein dafür wichtiges Theorem
aus der Funktionalanalysis (ein Beweis kann aus F. Trèves, Topological Vector
Spaces, Distributions and Kernels entnommen werden):
Satz 30 Der Kernsatz von L. Schwartz: Die stetigen linearen Transfor-
mationen bA : S(Rd)! S(Rd)
sind genau die Operatoren mit dem Kern K bA 2 S 0(Rd  Rd):
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Die Wirkung so eines Operators auf eine Funktion  2 S(Rdx) wird bezeich-
net mit bA (x) = Z
Rd
K bA(x; y) (y)dy;
wobei das Integral, für feste x; interpretiert als die "distributionelle Klammer"
(distributional bracket)
bA (x) = 
K bA(x; );  ()
werden sollte. Das folgende Theorem zeigt dass die Weyl Operatoren einfach
eine spezielle Art der pseudodi¤erential Operatoren sind:
Satz 31 Für a 2 S(R2d) und bA Weyl ! a gilt
(i) Der Kern von bA ist gegeben durch
K bA(x; y) = ( 12 )d
Z
ei!(x y)a(
1
2
(x+ y); !)d!;
und damit
bA (x) = ( 1
2
)d
Z
R2d
ei!(x y)a(
1
2
(x+ y); !) (y)d!dy
für  2 S(R2d):
(ii) Umgekehrt kann a 2 S(R2d) in der Form
a(x; !) =
Z
Rd
e i!yK bA(x+ 12y; x 
1
2
y)dy
dargestellt werden.
Beweis. siehe de Gosson[13]
Der erste Teil des letzten Theorems zeigt dass der Weyl Operator in ver-
gleichsweise einfachen Termen des Grossmann-Royer OperatorseT (z0) (x) = e2i!0x x0 (2x0   x)
dargestellt werden kann. Genaueres über den Grossmann-Royer Operator ndet
man im Kapitel 5 von de Gosson [13].
Schwartzsches Kern Theorem (siehe auch Gröchenig [14], Kapitel 14) besagt
dass jeder lineare Operator L : S(Rd)  ! S 0(Rd) der stetig in der schwach
-Topologie ist, in der Form
L =
Z
R2d
L(x; !)e
i!xTxM!dxd! (3.13)
dargestellt werden kann, wobei L (die Spreading Funktion) eine temperierte
Distribution ist, die tatsächlich die symplektische Fourier Transformation des
KohnNirenberg Symbols des Operator L ist, wenn gilt:
` = FL = L  J 1
Das Integral (3.13) sollte im distributionellen Sinne betrachtet werden.
Da S(Rd)  S 0(Rd) von jedem Operator eA 2 Mp(d) wieder in
S(Rd)  S 0(Rd) stetig abgebildet wird; stellt sich natürlicherweise die Frage:
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Was ist die Spreading Funktion eines metaplektischem Operator?
Vor der Antwort auf diese Frage wird zuerst die symplektische Cayley Trans-
formation einer symplektischen Matrix eingeführt. Die symplektische Cayley
Transformation ist eine Art der Cayley Transformation für Matrizen, wie sie
in Howe [16] in seinen Untersuchungen über die oscillator Gruppe betrachtet
werden kann, aber auch im Folland [8] Kapitel 5.
3.2.5 Die symplektische Cayley Transformation
Seien alle Eigenwerte von A 2 Sp(d) ungleich Null, also
det(A  I) 6= 0
und bezeichnen wir die Menge solcher 2d 2d symplektischer Matrizen mit
Sp(d).
Denition 32 Die symplektische Cayley Transformation von A 2 Sp(d) ist
durch die Matrix
MA =
1
2
J (A+ I)(A  I) 1 (3.14)
gegeben.
Einige Eigenschaften der symplektischen Fourier Transformation können im
folgendem Resultat zusammengefasst werden:
Proposition 33
(i) Für A 2 Sp(d) gilt MA = (MA)T ; und die symplektische Cayley Trans-
formation ist eine injektive Abbildung von Sp(d) nach Sym(2d;R); wobei Sym(2d;R)
die symmetrischen 2d  2d Matrizen repräsentiert. Die Inverse Abbildung der
Cayley Transformation ist dann durch die Darstellung
A = (MA   12J ) 1(MA + 12J )
gegeben.
(ii) Es gilt MA 1 =  MA und
MA +MA0 = J (A  I) 1(AA0   I)(A0   I) 1: (3.15)
(iii) Für die Matrizen A, A0, AA0 die nur Eigenwerte ungleich Eins besitzen,
ist die symplektische Cayley Transformation von AA0 durch
MAA0 =MA + (AT   I) 1J (MA +MA0) 1J (A  I) 1 (3.16)
gegeben.
Beweis. Durch die Relation
ATJA = AJAT = J
sind die Eigenschaften (i) und (ii) leicht ersichtlich. Zeigen wir (3.16); Betrachten
wir
MA +M =MAA0 : (3.17)
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Dabei ist die Matrix M durch
M = (AT   I) 1J (MA +MA0) 1J (A  I) 1
gegeben, und diese Darstellung besitzt im Sinne von(3.15) folgende Form
M = (AT   I) 1J (A0   I)(AA0   I) 1.
Wegen AT =  JA 1J und ( A 1 + I) 1 = A(A  I) 1 ergibt sich
M = (AT   I) 1J (A0   I)(AA0   I) 1
=  J ( A 1 + I) 1(A0   I)(AA0   I) 1
=  JA(A  I) 1(A0   I)(AA0   I) 1
=  J (A0   I)(AA0   I) 1   J (A  I) 1(A0   I)(AA0   I) 1.
Weil MA = 12J + J (A  I) 1 ist, haben wir
MA +M =
J ( 12I + (A  I) 1   (A0   I)(AA0   I) 1   (A  I) 1(A0   I)(AA0   I) 1);
Es gilt weiters
(A I) 1 (A I) 1(A0 I)(AA0 I) 1 = (A I) 1(AA0 I A0+I)(AA0 I) 1)
und somit
(A  I) 1   (A  I) 1(A0   I)(AA0   I) 1 = (A  I) 1(AA0  A0)(AA0   I) 1
= A0(AA0   I) 1):
Schließlich ergibt sich die gewünschte Darstellung
MA +M = J ( 12I   (A0   I)(AA0   I) 1 +A0(AA0   I) 1)
= J ( 12I + (AA0   I) 1)
=MAA0 :
Es folgt wieder ein faktorisierungs Resultat. Diese sich wiederholende Mög-
lichkeit der Faktorisierung ist typisch für den konstruktiven Zugang zur me-
taplektischen Gruppe den ich in dieser Diplomarbeit gewählt habe:
Proposition 34 Jedes A 2 Sp(d) kann geschrieben werden als Produkt AWAW 0
von zwei freien symplektischen Matrizen, die zur Menge Sp(d) gehören.
Beweis. Betrachten wir zwei freie symplektische Matrizen AW und AW 0 so
dass A = AWAW 0 . Wie wir im Kapitel über die symplektische Matrizen und
entsprechendes faktorisierungs Resultat schon gesehen haben, ist die Darstel-
lung A = AWAW 0 immer möglich, weil zu jedem A 2 Sp(d) zwei erzeugende
Funktionen W und W 0 existieren, so dass sich die entsprechende Operator Dar-
stellung A = AWAW 0 immer realisieren lässt. Mit der Darstellung (2.1) ergibt
sich
A = V DB 1MB 1JV (B 1A+D0B0 1)MB0 1JVB0 1A0 :
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Ist det(AW   I) 6= 0 und det(AW 0   I) 6= 0; dann ist nichts mehr zu zeigen. Ist
das nicht der Fall, so betrachten wir eine reelle Zahl  und folgende Darstellung
A0W =

A  B B
C   D D

, A0W 0 =

A0 B0
C 0 + A0 D0 + B0

:
Wegen der Relation BTD = DTB und ATB = BTA sind A0W und A0W 0 freie
symplektische Matrizen, und es ergibt sich AWAW 0 = A0WA0W 0 ; jetzt kann  so
gewählt werden, dass det(A0W   I) 6= 0 und det(A0W 0   I) 6= 0.
3.3 Die Operatoren A()
Wir führen folgende praktische Schreibweise ein
(z) = ei!xTxM! =M!=2TxM!=2
mit z = (x; !): Dabei wird (z) der HeisenbergWeyl Operator der Quanten-
mechanik genannt, und bildet von der Time-Frequency Ebene in die Menge der
unitären Operatoren U(L2(Rd)) ab. Für A 2 Sp(d) und  2 R kann zum Paar
(A; ) ein Operator A() assoziiert werden, der durch folgende Darstellung
A() = i
p
jdet(A  I)j
Z
R2d
(Az)( z)dz
gegeben ist, wobei dz = dxd!. Das Integral sollte wieder als Bochner Integral
interpretiert werden. Der Operator A() kann durch Verwendung der symplekti-
schen Cayley Transformation in die folgende Weyl Form umgeschrieben werden
:
Lemma 35 Für jedes (A; ) 2 Sp(d) R gilt
eA() = ipjdet(A  I)j
Z
R2d
eiMAz
2
(z)dz. (3.18)
Beweis. Mit der Bezeichnung
MAz2 = ( 12J + J (A  I) 1)z  z
= J (A  I) 1z  z
= ((A  I) 1z; z):
und der Variablentransformation z 7 ! (A I) 1z des Integrals in (3.18), ergibt
sich Z
R2d
eiMAz
2
(z)dz = i
p
jdet(A  I)j
Z
R2d
ei(z;Az)((A  I)z)dz:
Wegen (z + z0) = e i(z;z
0)(z)(z0) gilt weiters
ei(z;Az)((A  I)z) = (Az)( z)
womit (3.18) folgt.
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Die Operatoren eA(); die identiziert werden mit den metaplektischen Ope-
ratoren bAw;m und einer Wahl von ; sind unitäre Operatoren. Es ergibt sich
folgendes Resultat für die Operatoren AW ; .
Zuerst folgt aber die generalisierte Fresnel Darstellung, da diese auch für
den Bewies des eben erwähnten Resultates nützlich sein wird. Diese besitzt die
Form Z
Rm
e 2ixeiMx
2
dx = ei

4 signM (jdetM j) 1=2e M 12 : (3.19)
Die generalisierte Fresnel Darstellung gilt für reelle MatrizenM , mit detM 6= 0;
signM ist die so genannte Signature von M (siehe Folland [8], Appendix A);
Proposition 36
(i) Der Operator A() ist invertierbar, und es gilt (A()) 1 = (A 1)( ).
(ii) Für symplektischen Matrizen A, A0, und AA0 in Sp(d) gilt
A()A0(0) = (AA0)(+0+ 12 sign(MA+MA0 )) (3.20)
(iii) Der Operator A() ist unitär: A = A
 1
 .
Beweis. Beginnen wir mit dem Beweis der kompositions Darstellung in (ii).
Einfachheit halber schreiben wir M = MA und M 0 = MA0 . Die Spreading
Funktionen von A() und A0(0) sind gegeben durch
(z) =
ipjdet(A  I)jeiMz2 , 0(z) = ipjdet(A0   I)jeiM 0z2 ,
und die vom Produkt A()A0(0) hat die Form
00(z) =
Z
R2d
ei(z;z
0)(z   z0)0(z0)dz0; (3.21)
was gerade
00(z) = K
Z
R2d
ei(z;z
0)ei(z;z
0)dz0
ist, wobei die Konstante K und die Funktion  durch
K =
i+
0pjdet(A  I)(A0   I)j
(z; z0) =Mz2   2Mz  z0 + (M +M 0)z02
gegeben sind. Wegen
(z; z0)  2Mz  z0 = (J   2M)z  z0 =  2J (A  I) 1z  z0
ergibt sich die Gleichung
(z; z0) + (z; z0) =  2J (A  I) 1z  z0 +Mz2 + (M +M 0)z02
und somit
00(z) = KeiMz
2
Z
R2d
e 2iJ (A I)
 1zz0ei(M+M
0)z02dz0. (3.22)
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Auf das Integral kann jetzt die Fresnel Formula (3.19) angewendet werden, und
durch das Einsetzen von K = i
+0p
j det(A I)(A0 I)j ergibt sich
00(z) = jdet[(MA +MA0)(A  I)(A0   I)]j 1=2e i4 sgnMe2i(z); (3.23)
wobei  die folgende quadratische Form darstellt
(z) = (M + (AT   I) 1J (MA +MA0) 1J (A  I) 1)z2;
was gerade, im Sinne der Proposition 33, (z) =MAA0 ergibt. Außerdem gilt
MA +MA0 = J (I + (A  I) 1 + (A0   I) 1)
und mit detJ = 1 ergibt sich
det[(MA +MA0)(A  I)(A0   I)] = det[(A  I)(MA +MA0)(A0   I)]
= det(AA0   I)
womit der Beweis von (ii) abgeschlossen ist.
Zum Beweis von (i): Wegen det(A   I) 6= 0 gilt auch det(A 1   I) 6= 0.
Die Darstellung (3.22) im Beweis von (ii) zeigt dass die Spreading Funktion von
A()(A 1)( ) durch
(z) = KeiMAz
2
Z
R2d
e 2iJ (A I)
 1zz0ei(MA+MA 1 )z
02
dz0
gegeben ist, wobei in diesem Fall
K =
1pjdet(A  I)(A 1   I)j = 1jdet(A  I)
wegen det(A 1   I) = det(I   A). Es gilt MA +MA 1 = 0, und somit (durch
Setzen von z00 = (AT   I) 1J z)
(z) =
1
jdet(A  I)je
iMAz2
Z
R2d
e 2i(J (A I)
 1zz0)dz0
= eiMAz
2
Z
R2d
e 2izz
00
dz00
= (z);
wobei im letzten Schritt die inverse Fourier Darstellung
R
e 2izz
00
dz00 = (z)
verwendet wurde;  ist das Weyl Symbol des Identitäts Operators.
Zum Beweis von (iii): Die Produkt Darstellung (3.21) erlaubt es zu zeigen
dass die Operatoren A() unitär sind. Das Weyl Symbol eines adjungierten pseu-
dodi¤erential Operators ist das komplex konjugierte des Weyl Symbols dieses
Operators. Da Weyl Symbol und die Spreading Funktion sich gegenseitig die
symplektische Fourier Transformation darstellen, ist das Symbol a von A()
somit gegeben durch
a(z) =
ipjdet(A  I)j
Z
R2d
e 2i(z;z
0)eiMAz
02
dz0.
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Somit ist weiters
a(z) =
i pjdet(A  I)j
Z
R2d
e2i(z;z
0)e iMAz
02
dz0,
was auch, wegen MA 1 =  MA und jdet(A  I)j = jdet(A 1   I)j; als
a(z) =
i pjdet(A 1   I)j
Z
R2d
e 2i(z;z
0)eiMA 1z
02
dz0
=
i pjdet(A 1   I)j
Z
R2d
e2i(z;z
0)eiMA 1z
02
dz0
dargestellt werden kann, womit gezeigt wurde dass a(z) das Symbol von (A()) 1
darstellt, und somit ist der Beweis abgeschlossen.
3.4 Die Spreading Funktion eines metaplekti-
schen Operators
Die bisherigen Resultate werden nun zur Betrachtnung der Spreading Funktion
eines metaplektischen Operators herangezogen.
Zuerst wird gezeigt dass der Operator A() durch das skalare Vielfache eines
metaplektischen Operators darstellbar ist:
Lemma 37 Für jedes (A; ) 2 Sp(d) R gibt es eine Konstante c = c(A; );
mit jcj = 1;so dass gilt A() = c bAW;m.
Beweis. Da A() unitär ist, genügt es die Darstellung
A()(z0) = (Az0)A(); für jedes z0 2 R2d
zu zeigen (siehe dazu Gröchenig [14], Kapitel 9). Es gilt
A()(z0) = i
p
jdet(A  I)j
Z
R2d
(Az)( z)(z0)dz
(Az0)A() = i
p
jdet(A  I)j
Z
R2d
(Az0)(Az)( z)dz
und bei wiederholten Anwendung von
(z + z0) = e i[z;z
0](z)(z0)
ergibt sich
(Az)( z)(z0) = (Az0)(Az)( z):
Das folgende Resultat stellt den Zusammenhang zwischen den Operatoren
A() und den metaplektischen Operatoren:
Satz 38 (i) Für eine freie symplektische Matrix AW in Sp(d) gilt
\(AW )w;m = (AW )(m InertWxx) (3.24)
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wobei InertWxx der so genannte Inertionsindex der Hesse Matrix der Funktion
x 7 !W (x; x) ist.
(ii) Jedes eA 2 Mp(d) kann als Produkt (AW )()(AW 0)(0) dargestellt werden;
mit
 = m  InertWxx , 0 = m0   InertW 0xx (3.25)
wo m und m0 die Maslov Indizes von (AW )() und (AW 0)(0) sind, und in wei-
terem ergibt sich
eA = A(00) , 00 =  + 0 + 12 sign(MAW +MA0W ):
Beweis. Lässt man (AW )() auf die Dirac Delta Funktion wirken, uns setzt
dabei x = 0; ergibt sich
(AW )()(0) =
ipjdet(AW   I)j
Z
Rd
eiMAW (0;!
0)(0;!0)d!0
Wegen MAW =
1
2J + J (AW   I) 1 gilt dann
MAW (0; !
0)  (0; !0) = [(AW   I) 1(0; !0); (0; !0)]:
Um die rechte Seite der Gleichung auszuwerten, setzen wir
(x; !) = (AW   I) 1(0; !0):
Das ist äquivalent zu
AW (x; !) = (x; ! + !0);
und weil AW durch W erzeugt wird, ist das nichts anderes als
! + !0 = (@xW )(x; x) und ! =  (@x0W )(x; x):
Benutzt man weiters die explizite Darstellung für W; ergibt sich
x = (DB 1 +B 1A B 1   (BT ) 1) 1!0 =W 1xx !0
und somit MAW (0; !
0)  (0; !0) =  W 1xx !02. Wir haben also
(AW )()(0) =
ipjdet(AW   I)j
Z
Rd
e iW
 1
xx !
02
d!0:
Auf das Integral kann die Fresnel Formula angewendet werden, was dann
(AW )()(0) = e i

4 signWxx
ipjdet(AW   I)j
p
jdetWxxj
ergibt, wobei signWxx die so genannte Signatur der symmetrischen MatrixWxx
ist. Benutzt man die Identität
det(A  I) = ( 1)d(detB) det(B 1A+DB 1  B 1   (BT ) 1);
nimmt die obere Darstellung die Form
(AW )()(0) = e i

4 signWxxi
p
jdetB 1j (3.26)
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an. Andererseits, eine direkte Rechnung zeigt dass
\(AW )W;m(0) = im d=2
p
jdetB 1j;
und somit    12 signWxx = m  12d; was nichts anderes als  = m  InertWxx
ist; weil Wxx nicht ausgeartet ist (siehe Denition der symplektischen Form im
Kapitel 1). Die Darstellung (3.24) folgt im Sinne des Lemmas 37.
Zeigen wir (ii): Im Sinne von Proposition 34 gibt es AW und AW 0 in Sp(d),
so dass eA = (AW )()(AW )(0): Der Rest ergibt sich durch Proposition 36.
Beispiel 39 Für die gewöhnliche Fourier Transformation F auf L2(Rd) gilt
F = id=20(J ):
Wie man zeigen kann, ist
MJ =  1
2
I; InertMJ = d; det(J   I) = 2d;
und somit (mit (3.25))
F = (4i) d=2
Z
R2d
i jzj
2
(z)dz
wobei nach Denition i' = ei

2 ' für ' 2 R.
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Kapitel 4
Weil versus Weyl
In diesem Kapitel möchte ich zwei verschiedene Zugänge zu den gleichen me-
taplektischen Objekten betrachten. Der erste Zugang ist in einer mehr abstrak-
teren Sichtweise, und baut auf den Untersuchungen der Arbeiten von Weil und
Reiter [21] auf. Der zweite Zugang ist einer konstruktiven Natur, der auch Be-
züge zur Time-Frequency Analysis und der Quantenmechanik erlaubt. Dieser
konstruktive Zugang ist der gleiche der bei de Gosson [13] zu nden ist, und
dem in dieser Diplomarbeit das Hauptgewicht zugeordnet wird.
Bei den erwähnten Betrachtungen werde ich die entsprechende Literatur von
de Gosson [13] und Reiter [21] zu Hilfe nehmen, dieser hier folgen und daraus
zitieren.
Im Falle des abstrakten Zuganges werden eine lokal kompakte abelsche Grup-
pe G und deren duale Gruppe G - die ebenso wieder lokal kompakt ist - be-
trachtet. Beim konstruktiven Zugang werden diese Objekte durch G = Rd = G
und somit GG = Rd  Rd  R2d konkretisiert.
4.1 Charakter zweiten Grades
Denition 40 Ein stetiger Homomorphismus  : G ! T auf einer lokal kom-
pakte abelsche Gruppe G; (wobei T die multiplikative Gruppe der komplexe Zah-
len ist, mit Werten vom Betrag gleich Eins) wird Charakter von G gennant. Es
gilt also
(x; y) = (x)(y); wobei x; y in G sind:
Die Charaktere der Gruppe G bilden die duale Gruppe G; die mit der
kompakt-o¤enen Topologie lokalkompakt ist.
Mit der Schreibweise (x) = hx; xi kann die Operation der dualen Gruppe
G additiv geschrieben werden als hx; x1 + x2i = hx; x1i hx; x2i : Auch folgende
Schreibweise kann sehr nützlich sein: a = hx; ai ; für xes a in G:
Denition 41 Seien G1; G2 lokal kompakte abelsche Gruppen, und betrachten
wir eine stetige Funktion
F0 : G1 G2 ! T;
so dass gilt
x1 7! F0(x1; x2) ist ein Charakter in G1; für xes x2 in G2;
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x2 7! F0(x1; x2) ist a Charakter in G2; für xes x1 in G1:
Dann wird F0 Bicharakter auf G1 G2 genannt.
Denition 42 Eine stetige Funktion  : G! T für die gilt
 (x+ y) =  (x) (y)B(x; y); für x; y in G;
wird  Charakter zweiten Grades genannt. Dabei ist B = B ein Bicharakter
auf GG ist:
Es ist B(x; y) = hx; yi für ein  2Mor(G;G) für das weiters gilt  = ;
und somit B(x; y) = B(y; x):
Die Charakter zweiten Grades bilden unter der Operation der Multiplikation
eine abelsche Gruppe, die mit Ch2(G) bezeichnet wird:
4.2 André Weil versus Hermann Weyl
Aufbauend auf Carl Siegels Arbeit in der Zahlentheorie, zeigte André Weil
einen abstrakten Zugang zu dem was heutzutage metaplektische Darstellung
der symplektischen Gruppe genannt wird. Dieser Zugang wird von Reiter in
[21] genau beschrieben.
Der konstruktive Zugang hat seine Wurzeln in den Ergebnissen der Arbeit
von Hermann Weyl. Dieser wurde aber seit dem - abhängig vom Kontext in
unterschiedlicher Form - deutlich modiziert und entsprechend angepasst. Der
konstruktive Zugang den ich hier vergleiche, ist einer wie man ihn in de Gos-
son [13] sehr anschaulich präsentiert bekommt. Es folgt also ein Vergleich der
Objekte eines abstrakten-, mit den entsprechenden Objekten des konstruktiven
Zuganges.
4.2.1 Operator M() vs Operator cML
Es folgt die Denition eines Operators des abstrakten Zuganges:
Denition 43 Für  2 Aut(G); denieren wir den Operator M() durch
[M()f ](x) = jj1=2 f(x), wobei x aus G ist; und f in L2(G) liegt:
M() ist ein unitärer Operator, und für jedes f 2 L2(G) ist die Abbildung
 ! M()f von Aut(G) in L2(G) stetig, die injektive unitäre Darstellung
!M() der multiplikativen Gruppe Aut(G) in L2(G) ist also stetig im Sinne
der starken Operator Topologie.
Als den entsprechenden Repräsentanten des konstruktiven Zuganges, be-
trachten wir den in Kapitel 3 denierten Operator
cML;mf(x) = impjdetLjf(Lx);
der aus dem Zusammenhang mit der quadratischen Fourier Transformation ent-
steht. Dabei ist L;mit detL 6= 0; eine symmetrische Matrix. Für unsere Betrach-
tungen hier ist der Maslov Index nicht von Belangen, wir betrachten also den
Operator cMLf(x) =pjdetLjf(Lx):
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Der Zusammenhang zwischen M() und cML
Um den Zusammenhang zu zeigen, starte ich beim Operator M():
Es muss zuerst geklärt werde was jj in der Denition von M() überhaupt
bedeutet, für  2 Aut(G): Nach Reiter [21] Kapitel 1, wird jj als Haar modulus
von  bezeichnet und ist durch den AusdruckZ
G
f(x0)dx0 = jj
Z
G
f(x)dx; für f aus L1(G)
charakterisiert. Bewegen wir uns einen ersten Schritt in Richtung Operator cML:
Wie schon erwähnt ist auf unserem konstruktiven Zugang G = Rd:
Sei eine symmetrische Matrix L; mit detL 6= 0; die auf Rd für den Automor-
phismus  2 Aut(G) stehen soll. Es gilt alsoZ
Rd
f(x)dx =
Z
Rd
f(Lx)dx;
und mit der Substitution y = Lx; und damit dy = jdetLj dx; ergibt sichZ
Rd
f(x)dx =
Z
Rd
f(Lx)dx =
Z
Rd
f(y)
1
jdetLjdy:
Der Ausdruck
R
G
f(x0)dx0 = jj R
G
f(x)dx kann also dargestell werden alsZ
Rd
f(x0)dx0 =
jj
jdetLj
Z
Rd
f(y)dy
woraus folgt
1 =
jj
jdetLj ;
und daher
jj = jdetLj
was äquivalent ist zu
jj1=2 =
p
jdetLj:
Wir können also schreiben
M()f(x) = jj1=2 f(x) =
p
jdetLjf(x) = cMLf;
womit eine direkte Verbindung zwischen zwei verschiedenen Zugängen gezeigt
ist.
4.2.2 Operator A( ) vs Operator cV  P
Ich deniere wieder den zu betrachtenden abstrakten Operator zuerst:
Denition 44 Der Automorphismus A( ) auf L2(G) ist deniert durch
A( )f =  f; für f in L2(G):
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 7! A( ) ist eine injektive unitäre Darstellung der abelschen Gruppe
Ch2(G):
Der entsprechende OperatorcV  P des konstruktiven Zuganges, der im selben
Kontext deniert ist wie der eben betrachtete Operator cML; ist gegeben durch
den Ausdruck bV P f(x) = e i2Pxxf(x);
wobei P eine symmetrische Matrix ist.
Der Zusammenhang zwischen A( ) und bV P
Wir betrachten also jetzt A( ) und bV P :Wir beachten dabei, dass  in Ch2(G)
ist, also gilt denitions gemäß
 (x+ y) =  (x) (y)B(x; y);
wobei B = B der im Unterkapitel Charakter zweiten Grades deniert ist.Wenn
es eine passend Matrix P gibt, dann setzen wir B(x; y) = e
i
2Pxy: Es ergibt sich
somit bV P (x+ y) = e i2P (x+y)(x+y) = e i2 (Pxx+2Pxy+Pyy) =
= e
i
2Pxxe
i
2PyyeiPxy =  (x) (y)B(x; y);
und somit also bV P (x+ y) =  (x+ y):
Also gilt
A( )f(x) =  f(x) = bV P f(x):
4.2.3 Operator W  vs Operator bJcML 1
Denition 45 Für Is(G;G) 6= ? ist der unitäre Operator W  auf L2(G); für
 2 Is(G;G) durch
W f = jj 1=2 bf  () 1; für f 2 L2(G)
deniert.
Dabei ist bf die gewöhnliche Fourier Transformation von f; durch bf(x) = R
G
f(x)hx; xidx gegeben:
Der Zusammenhang zwischen M() und cML
M()f(x) = jj1=2 f(x) =
p
jdetLjf(x) = cMLf;
ergibt auch
W f = jj 1=2 bf  () 1 = (detL) 1=2 bJf(L 1x) = bJcML 1 ;
wobei bJ die quadratische Fourier Transformation der standard symplektischen
Matrix J ist (siehe Kapitel 3 dieser Diplomarbeit).
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4.2.4 Komentare zu den Weil Operatoren
Die oben betrachteten Operatoren M(); A( ) und W  werden Weil Operato-
ren genannt. Sie gehören zu der Menge der so genannten Normalisatoren B(G)
auf der Heisenberg Gruppe A(G) in Aut(L2(G)). Die Menge B(G) bildet eine
Gruppe, die Weil Gruppe. Sei S ein beliebiger Weil Operatoren M(); A( )
oder W  ; dann gilt die Darstellung
S 1U(z)S = c(z)U(z0);
für c(z) in T; z; z0 in G  G und U(z) aus A(G): Weiters versteht man z0 als
die Projektion von der metaplektischen in die symplektische Gruppe. Für die
jeweiligen Operatoren ergibt sich:
S =M() : z0 = (u; u
 1
); c(z) = 1;
und für den konstruierten Operator cML gilt
cML !  L 1 00 (L)T

;mit z0 = (Lx; (L 1)T!):
S = A( G) : z
0 = (u; u + u); c(z) =  G(u);
und für den konstruierten Operator cV  P gilt
cV  P !  I 0P I

;mit z0 = (x; Px+ !):
S =W  : z0 = (u; u 1); c(z) = 
u; u 1 = hu; ui ;
und für den konstruierten Operator JcML 1 gilt
bJcML 1 !  0 I I 0

L 0
0 (L 1)T

; mit z0 = (Lx ; L 1x ):
Ich erinnere ein weiteres Mal dass bei den konkreten Betrachtungen hier,
also die Betrachtung des konstruktiven Zuganges, immer gilt
G = Rd = G;
und dass diese Konretisierung der Räume für die entsprechenden Elemente fol-
gende Bedeutung hat
(u; u) 2 GG = Rd  Rd  R2d 3 (x; !):
In Reiter [21] wird gezeigt dass die Weil Gruppe von den Operatoren M();
A( ) und W  erzeugt wird. Somit gilt folgende Darstellung für ein jedes S aus
B(G)
S 1U(z)S = c(z)U(z0):
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Es ergibt sich
S 1U(z)S =  (z)U(z); für z in GG:
Diese Darstellung ist aber nichts anderes als die symplektische kovariante Dar-
stellung (siehe de Gosson [13])
bS%(z)bS 1 = %(z)(S 1z);
wobei S die Projektion auf den metaplektischen Operator bS der symplektischen
Gruppe Sp(n) ist, und %(z) der Heisenberg-Weyl Operator (beide im Kapitel 3
dieser Diplomarbeit deniert).
4.3 Fraktionale Fourier Transformation
Die Ursprünge der fraktionalen Fourier Transformation (FRFT) nden sich im
Jahr 1929 (siehe auch die historischen Bemerkungen in den Arbeit von Bultheel
und Sulbaran [3]). Die erste konkrete Arbeit zu diesem Thema scheint aber die
Verö¤entlichung von Kober [17] im Jahre 1939 zu sein.
Abgesehen von den in dieser Diplomarbeit dargestellten Zusammenhängen
der FRFT, sind auch die numerischen Anwendungen sehr erwähnenswert. Diese
reichen von Filter Design und Signal Analysis, über so genannten Phase Re-
trieval, Pattern Recognition, bis zur Optik (siehe zum Beispiel das Buch [20]
von Ozaktas et al., oder die Arbeit von Almeida [2], oder auch die Arbeiten
von Alieva und Bastiaans [1]). Es zeigt sich dass die FRFT eigentlich nichts
anderes ist als ein Spezialfall der metaplektischen Darstellung. In diesem Ab-
schnitt werden systematisch Wege vorgestellt, die Zusammenhänge der FRFT
mit verschiedenen symplektischen Objekten zeigen.
Die eindimensionale FRFT ist eine Familie von unitären Operatoren, ab-
hängig von einem reellen Parameter , welcher als ein Rotationswinkel in der
Time-Frequency Ebene interpretiert werden kann. Beispielsweise, eine FRFT
mit dem Winkel  = =2 korrespondiert zu der klassischen Fourier Transforma-
tion, und eine FRFT mit dem Winkel  = 0 korrespondiert zu dem Identitäts
Operator.
Der Abschnitt beginnt mit der Deniton der FRFT:
Denition 46 Die FRFT mit einem Winkel  =2 Z ist gegeben durch
Ff(u) =
Z 1
 1
K(x; x
0)f(x0)dx; (4.1)
wobei der Kern K durch die Darstellung
K(x; x
0) =
p
1  i cot exp

i
(x2 + x02) cos  2x  x0  u
sin

(4.2)
gegeben ist.
Es zeigt sich dass (F)2= der Identitätsoperator ist. Bei der richtigen Wahl
des Argumenten ist die FRFT F einfach ein zu der Rotation
r( ) =

cos sin
  sin cos

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assoziierter metaplektischer Operator, und die erzeugende Funktion von r( )
ist gegeben durch
W (x; x0) =
(x2 + x02) cos  2xx0
2 sin
;
was (bis au den Faktor i) genau der Exponent von K (deniert in (4.2)) ist.
Die Zuweisung  7 ! F (die stetig fortgesetzt werden kann für alle  2 R)
ist der Operator der Lösung der Schrödinger Gleichung
i
d
d
F = 1
2

  d
2
dx2
+ x2

F , lim
!0
F = I:
Im folgenden sieht man das leicht:
Aus den Gruppen Eigenschaften
FF0 = F+0
folgt dass für jede reelle Zahl s gilt
(F)s = Fs
und somit
(F)2= = I
so dass F tatsächlich FRFT mit dem Winkel  ist.
Der einfachste Weg um FRFT in höheren Dimensionen zu konstruieren ist
den eben betrachteten Operator F zu verallgemeinern. Die Rolle der obigen Ro-
tationsdarstellung r( ) übernehmen dabei symplektische Matrizen der Form
J =

(cos)I (sin)I
 (sin)I (cos)I

:
Dabei ist I die d  d Identitätsmatrix. Matrizen dieser Form sind freie sym-
plektische Matrizen für  =2 Z; und sie sind für die Winkel  =2 Z durch die
Funktion der Form
W(x; x
0) =
1
2 sin
((jxj2 + jx0j2) cos  2x  x0)
erzeugt. Zu den Matrizen der Form (J) können metaplektische Operatoren
( eJ) der Form
eJf(x) = i d=2 d[=2]j sinj 1=2 Z
Rd
e2iW(x;x
0)f(x0)dx0
assoziiert werden. Der Operator
eJ0 = lim
!0
eJ
stellt den Identitätsoperator dar, und
eJ=2 = eJ :
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Durch gleiche Argument wie eben im Falle der Schrödinger Gleichung, kann
gezeigt werden dass
( eJ)2= = I
erfühlt ist, so dass diese Operatoren tatsächlich die Form der fraktionalen Fou-
rier Transformation aufweisen.
Die bisherigen Ergebnisse erlauben für eJ folgende praktische Darstellungs-
form zu benutzen: die symplektische Cayley Transformation der Rotation
J =

(cos)I (sin)I
 (sin)I (cos)I

ist für  =2 2Z durch
M =
1
2

cot(=2)I 0
0 cot(=2)I

gegeben, und die FRFT eJ kann somit in der Weyl Form als
J =

1
2 sin(=2)(1 + cos2(=2))1=2
d Z
R2d
e
i
4 jzj2 cot(=2)(z)dz (4.3)
geschrieben werden.
Von der kovarianten Darstellung (3.12) folgt folgende Beziehung zwischen
der FRFT und der Wigner Transformation:
Wf(r()(x; !)) =W ( eAf)(x; !): (4.4)
Das kann man wie folgt geometrisch interpretieren: istWf die Wigner Transfor-
mation einer Funktion f in den (x; !) Koordinaten dargestellt, dann istW ( eAf)
die Darstellung von Wf im entsprechenden Koordinatensystem das sich durch
die Achsenrotation von x und ! um den Winkel  ergibt .
Bemerkung 47 Alles bisher Erwähnte kann -bis auf einige Modizierungen-
auf jeden Operator eA 2 Mp(d) angewendet werden, solange seine Projektion
A auf die symplektische Gruppe Sp(d) sich in einem Bereich der exponential
Abbildung exp : sp(d)  ! Sp(d) bendet.
4.4 Multiple Winkel der FRFT
In diesem letzten Abschnitt wird die Weyl Form des metaplektischen Operators
benutzt um einige Resultate zu verallgemeinern. Ein klassisches Theorem, ge-
geben durch Williamson [26] (siehe auch [8, 13]), zeigt dass A 2 Sp(d) existiert,
so dass
M = ATDA , D =

 0
0 

gilt, wobei  eine diagonale Matrix ist, deren von Null verschiedene Einträge
gerade die Eigenwerte j von JM sind. Die Hamilton Gleichungen
dz
d
= JMz
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sind wegen JAT = A 1J äquivalent zum System
du
d
= JDu , u = Az:
Es ergibt sich u() = eJDuu(0); und weiters z() = Az(0) wobei  7 ! A
durch
A = A 1R()A , mit R() =

A() B()
 B() A()

gegeben ist. Dabei sind A() und B() folgende diagonal Matrizen
A() =
0BBBBBBBBBB@
cos(1) 0       0 0
0 cos(2) 0
. . .
. . . 0
... 0
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
...
0
. . .
. . . 0 cos(d 1) 0
0 0 0    0 cos(d)
1CCCCCCCCCCA
B() =
0BBBBBBBBBB@
sin(1) 0       0 0
0 sin(2) 0
. . .
. . . 0
... 0
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
...
0
. . .
. . . 0 sin(d 1) 0
0 0 0    0 sin(d)
1CCCCCCCCCCA
:
Es kann jetzt die Frage für welche Werte des Winkel  ist der metaplektische
Operator eA eine fraktionale Fourier Transformation?betrachtet werden. Eine
mögliche Antwort ist im folgendem gegeben:
Satz 48 Für j =2 2Z (j = 1; 2; :::; d) ist der Operator eA durch
eA = 1
M()
Z
R2d
ei

4C(z;)(Az)dz (4.5)
M() = 2d
Qd
j=1 sin(j=2)(1 + cos
2(j=2))
1=2 (4.6)
C(z; ) =
dP
j=1
cot(j=2)(x
2
j + !
2
j ) (4.7)
gegeben. Für ein  2 R mit j  1 mod 2 (j = 1; 2; :::; d) ist ( eA)= =eA = I.
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Beweis. Es folgt die Berechnung der symplektischen Cayley Transformation
M der symplektischen Matrix A = A 1R()A. Es gilt
MA =
1
2
J (A + I)(A   I) 1
=
1
2
JA(R() + I)(R()  I) 1A 1
=
1
2
(AT ) 1J (R() + I)(R()  I) 1A 1.
Setzt man
M() =
1
2
J (R() + I)(R()  I) 1
(das ist die symplektische Fourier Transformation von R()) ergibt sich
MA = (AT ) 1M()A 1
und somit eA = i()pjdet(R()  I)j
Z
R2d
eiM()z
2
(Az)dz.
Weiters gilt damit
(R()  I) 1 =  1
2

I (I  A()) 1B()
 (I  A()) 1B() I

womit die symplektische Cayley Transformation von R()
M() =
1
2

(I  A()) 1B() 0
0 (I  A()) 1B(:)

eine Block-Diagonal Matrix ist. Wegen
(I  A()) 1B() = 1
2
0BBB@
cot(1=2) 0    0
0 cot(2=2)    0
...
...
. . .
...
0 0    cot(d=2)
1CCCA
und
det(R()  I) = 4dQdj=1 sin2(j=2)(1 + cos2(j=2))
folgen die Darstellungen (4.5)(4.7).
Für ganze Zahlen kj , ( j = 1; 2; :::; d) (so dass j = 2kj+1) und mit  = ,
gilt cos(j=2) = 0; und wegen detA = 1 ergibt sich
eA = Z
R2d
(Az)dz =
Z
R2d
(z)dz = I:
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4.5 Ein technisches Lemma
In diesem Abschnitt wird die Gaussfunktion
f(x) = e Ax
2
auf Rd betrachtet, wobei A eine d  d komplexe Matrix ist, mit A = AT und
ReA > 0.
Betrachten wir zuerst folgendes:
Betrachtung Sei f(x) = e Ax
2
= e (X+iY )x
2
= e Xx
2
e Y x
2
; dann gilt
f 2 S(Rd) , X > 0;
wobei S der Schwartzraum ist.
Beweis. Es gilt
f 2 S(Rd), g 2 S(Rd); mit g(x) = e Xx2 :
Durch die Multiplikation mit der beschränkten Funktion e Y x
2
bleiben wir im-
mer noch im Raum S(Rd):Wir haben g 2 S(Rd) genau dann, wenn gR 2 S(Rd)
für ein (und somit alle) R 2 GL(n;Rd): Sei jetzt R 2 O(n;R); so dass
RTXR = D =
0BBBB@
1 0    0
0
. . .
. . .
...
...
. . .
. . . 0
0    0 n
1CCCCA :
Es gilt
g(Rx) = e XRxRx = e R
TXRx2 = e Dx
2
= e 1x
2
1 :::e nx
2
n :
Durch das Setzen gj(xj) = e jx
2
j ; ergibt sich g = g1 
 :::
 gn; und somit ist g
in S(Rd) wenn gj 2 S(R):
Wir kommen nun zu einem Lemma, das in den weiteren Untersuchungen der
FRFT der Gaussfunktion entscheidende Hilfe bieten wird. Damit beim
verweisen auf das Lemma keine Verwirrung entsteht, nenne ich es das
FG-Lemma:
FG-Lemma Sei bf die Fourier Transformation von der Gaussfunktion f
bf(u) = Z
Rd
e 2iuve Avvdv:
Seien 1; :::; d Eigenwerte von A. Die reellen Anteile aller k sind strikt
positiv, und wir haben bf(u) = (detA) 1=2e Auu
mit
(detA) 1=2 =
Yd
k=1

 1=2
k ;
wobei  1=2k die Quadratwurzel von 
 1
k mit dem positiven reellem Anteil
ist.
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Beweis. Wir gehen in vier Schritten vor:
Schritt 1.
Sei d = 1 und A reell (für d = 1 ist A einfach eine Zahl) . Betrachten wir
I(z) =
1Z
 1
e Ax
2 2izxdx;
für A > 0; z 2 C. Dann ist
I 0(z) =
1Z
 1
( 2ix)e Ax2 2izxdx = i
A
1Z
 1
d
dx
(e Ax
2
)e 2izxdx =
=   i
A
1Z
 1
(e Ax
2
)
d
dx
e 2izxdx =  2z
A
I(z):
Es gilt
d
dz
[I(z)ez
2=A] = 0;
und somit
I(z) = Ce z
2=A;
wobei
C = I(0) =
Z
(e Ax
2
)dx = A 
1
2 :
Schritt 2.
Zum allgemeinem Fall der Dimension d : Sei A reell und diagonal. Das Inte-
gral Z
Rd
e 2iuve Avvdv = bf(u) = (detA) 1=2e Auu
stellt dann ein Produkt von eindimensionalen Integralen dar, wobei jeder von
denen nach Schritt 1. ausgewertet werden kann.
Schritt 3.
Sei A reell und nicht diagonal. Solange A = AT , gibt es eine Rotation R so
dass RTAR = D diagonal ist. Setzen wir x = Ry, so ist für RT = R 1 und mit
Schritt 2 Z
Rd
e xAx 2izxdx =
Z
Rd
e yDy 2izRydy =
= (detD) 1=2e (R
 1z)D 1(R 1z) = (detA) 1=2e zA
 1z:
Schritt 4.
Das folgende Integral Z
Rd
e 2iuve Avvdv
stellt eine analytische Funktion der Einträge Aij = Aji von A dar, für den
Bereich Re A > 0: Der allgemeine Fall folgt aus Schritt 3 unter analytischen
Betrachtungen.
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4.6 Fraktionale Fourier Transformation der Gaus-
sfunktion
In diesem Abschnitt wird die FRFT der Gaussfunktion f = e Ax
2
berechnet,
wofür das FG-Lemma des letzten Abschnittes verwendet wird. Um dieses Lem-
ma aber anwenden zu können, muss die FRFT der Gaussfunktion die dafür
nötige Form besitzen. Der erste Schritt in diesem Abschnitt ist also der FRFT
der Gaussfunktion eine für die Anwendung des FG-Lemmas passende Form zu
geben.
Die FRFT der Gaussfunktion f ist durch
Jf(x) =

1
2 sin(=2)(1 + cos2(=2))1=2
d Z
R2d
e
i
4 jzj2 cot(=2)(z)f(x)dz
gegeben, wobei
(z0) = e
i!xTxM! =M!0
2
Tx0M!02
der im Kapitel 3 denierte Heisenberg-Weyl Operator ist. Lässt man diesen auf
eine Funktion f wirken, so ergibt sich für (z0)f(x) :
(z0)f(x) = (M!0
2
Tx0M!02 f)(x) =
=M!0
2
(Tx0M!02 f)(x)
= e2i(
!0
2 )x(Tx0M!02 f)(x)
= e2i(
!0
2 )x(M!0
2
f)(x  x0)
= e2i(
!0
2 )xe2i(
!0
2 )(x x0)f(x  x0):
Bemerkung 49 Ich möchte hier kurz auf die Reihenfolge der Anwendung der
Modulations- und Translationsoperatoren aufmerksam machen: Modulationsope-
ratoren kommutieren untereinander, und auch Translationsoperatoren kommu-
tieren untereinander - aber diese kommutieren nicht miteinander! Im Jahr1927
zeigte Weyl dass die Modulations- und Translationsoperatoren folgende Relation
erfüllen
TxM! = e
 2i!xM!Tx; (!; x) 2 R2d:
Für (z0)f(x) gilt also
(z0)f(x) = e
2i(
!0
2 )xe2i(
!0
2 )(x x0)f(x  x0)
= e2i(
!0
2 )x+2i(
!0
2 )x 2i(
!0
2 )x0f(x  x0)
= e2i!0x i!0x0f(x  x0)
= e2i!0xe i!0x0f(x  x0);
Und mit der Gaussfunktion f = e Ax
2
ergibt sich
(z0)f(x) = e
2i!0xe i!0x0e A(x x0)
2
:
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Für die weitere Berechnung des Integrals wird der Term
1
2 sin(=2)(1 + cos2(=2))1=2
d
erstmal ignoriert. Das heißt, für die Berechnung von der FRFT der Gaussfunk-
tion Jf(x) wird betrachtet
 =
Z
R2d
e
i
4 jz0j2 cot(=2)(z0)f(x)dz0:
Wir haben
 =
Z
R2d
e
i
4 jz0j2 cot(=2)(z0)f(x)dz0 =
Z
R2d
e
i
4 jz0j2 cot(=2)e2i!0xe i!0x0e A(x x0)
2
dz0:
Da z0 = (x0; !0) ist, haben wir jz0j2 = (
p
x20 + !
2
0)
2 = x20 + !
2
0, und somit
 =
Z
R2d
e
i
4 (x
2
0+!
2
0) cot(=2)e2i!0xe i!0x0e A(x x0)
2
d(x0; !0)
Weiters beachten wir dass
 A(x  x0)2 =  A(x2   2xx0 + x20) =  Ax2 + 2Axx0  Ax20;
und mit der damit verbundenen Änderung in e A(x x0)
2
hat das Integral nun
folgende Form
 =
Z
R2d
e
i
4 (x
2
0+!
2
0) cot(=2)e2i!0xe i!0x0e Ax
2
e2Axx0e Ax
2
0d(x0; !0):
Die Integrationsvariablen sind x0 und !0, also kann e Ax
2
vor das Integral
gesetzt werden. Jetzt wird der Exponent von e als eine quadratische Form in x0
und !0 geschrieben, und damit ergibt sich
 =
Z
R2d
e
i
4 (x
2
0+!
2
0) cot(=2)e2i!0xe i!0x0e2Axx0e Ax
2
0d(x0; !0)
=
Z
R2d
e2ix!0+2Axx0e (Ax
2
0  i4 cot(=2)x20  i4 cot(=2)!20+i!0x0)d(x0; !0)
=
Z
R2d
e 2i( x!0+
2A
 2ixx0)e [A+
i
4 cot(=2)I]x
2
0+
i
4 cot(=2)!
2
0 i!0x0d(x0; !0);
Hier sollte die Rolle der Identitätsmatrix I wahrgenommen werden; -diese gibt
dem Ausdruck A+ i4 cot(=2) überhaupt einen Sinn, d.h. die betrachtete Opera-
tion wird durch das Einführen der Identitätsmatrix überhaupt erst ermöglicht.
Wir führen jetzt die entscheidende Substitution durch (ich erinnere, wir sind
dabei dem Integral eine Form zu geben die für das Anwenden des FG-Lemmas
passend ist):
v = (x0; !0) und u = (
2A
 2ix; x) = (
Ai

x; x);
und somit
u  v =  x  !0 + 2A 2ix  x0:
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Wir setzen jetzt
Mv  v = [A+ i
4
cot(=2)I]x20 +
i
4
cot(=2)!20   i!0  x0
und berechnen diesbezüglich die Matrix M :
M =
1
2
 
d2
dx0
(Mv  v) ddx0 ( dd!0 (Mv  v))
d
d!0
( dx0 (Mv  v)) d
2
d!0
(Mv  v)
!
=
1
2

A+ i4 cot(=2)I  iI
 iI i2 cot(=2)I

:
Wir wissen, dass
M =

A B
C D

mit AC = CA) detM = det(AD   CB):
Somit ist
detM = (
1
2
)2d det[i cot(

2
)(A+
i
4
cot(

2
)I   2I]
= 2 2d det[iA cot(

2
)  1
4
cot2(

2
)I   2I]
= 2 2d det[i cot(

2
)A  (2 + 1
4
cot2(

2
))I)]:
Weil A eine symmetrische Matrix ist, gibt es Matrizen R und D so dass A =
RDRT mit R 2 O(d;R) und
D =
0B@1 0 00 . . . 0
0 0 d
1CA
wobei j Eigenwerte von A sind: Mit D = RTAR ergibt sich also
detM = 2 2d det( R[i cot(

2
)D   (2 + 1
4
cot2(

2
))I]RT ) =
= 2 2d det( (i cot(

2
)D   (2 + 1
4
cot2(

2
))I ):
Weiters gilt
(i cot(

2
)D   (2 + 1
4
cot2(

2
))I=
=
0BBBB@
i1 cot(

2 ) 0 ::: 0
0
. . .
...
...
. . . 0
0 ::: 0 id cot(

2 )
1CCCCA 
0BBBB@
2 + 14 cot
2(2 ) 0 ::: 0
0
. . .
...
...
. . . 0
0 ::: 0 2 + 14 cot
2(2 )
1CCCCA
=
0BBBB@
i1 cot(

2 )  (2 + 14 cot2(2 )) 0 ::: 0
0
. . .
...
...
. . . 0
0 ::: 0 i1 cot(

2 )  (2 + 14 cot2(2 ))
1CCCCA :
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Schließlich hat man
detM = 2 2d
dY
k=1
[ik cot(

2
)  (2 + 1
4
cot2(

2
))]
und man sieht, dass
detM 6= 0, 8k : ik cot(
2
) 6= (2 + 1
4
cot2(

2
)):
Für die FRFT der Gaussfunktion gilt jetz also
Jf(x)

1
2 sin(=2)(1 + cos2(=2))1=2
 d
=
Z
R2d
e
i
4 jzj2 cot(=2)(z)f(x)dz
=
Z
R2d
e 2i( x!0+
2A
 2ixx0)e [A+
i
4 cot(=2)I]x
2
0+
i
4 cot(=2)!
2
0 i!0x0d(x0; !0)
=
Z
R2d
e 2iuveMvvdv;
wobei der Integrand jetzt die für das Anwenden des Lemmas (aus Abschnitt
4.1.) die nötige Form aufweist. Das war unser Ziel, jetzt kann das FG-Lemma
angewendet werden, um die Berechnung der FRFT fortzusetzen:Z
R2d
e 2iuveMvvdv = det(M) 
1
2 eMvv
= 2d
dY
k=1
[ik cot(

2
)  (2 + 1
4
cot2(

2
))] 
1
2 eMvv:
Und konkret für die Gaussfunktion f(x) = e Ax
2
auf Rd ergibt sich also
Jf(x) =

1
2 sin(=2)(1 + cos2(=2))1=2
d
2d
dY
k=1
[ik cot(

2
) (2+1
4
cot2(

2
))] 
1
2 eMvv
mit M = 12

A+ i4 cot(=2)I  iI
 iI i2 cot(=2)I

; v = (x0; !0); und j als Eigen-
werte von A.
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Kapitel 5
Appendix
5.1 Fourier Analysis und TF- Analysis
In diesem Abschnitt folge und zitiere ich Gröchenig [14]
Time-Frequency Analysis ist ein moderner Bereich der Harmonischen Ana-
lysis. Dieser verbindet alle solche Bereiche der Mathematik und deren An-
wendungen, die für Analysis von Funktionen und Operatoren die Strukturen
der Translations- und Modulationsoperatoren (auch Time-Frequency Shifts ge-
nannt) benutzen.
In diesem Appendix werden nur die nötigsten Grundlagen der Time-Frequency
Analysis vorgestellt.
5.2 Fourier Transformation
Denition 50 Für 1  p <1 ist
kfkp =
Z
Rd
jf(x)jp dx
 1
p
die Lp Norm der Funktion f ; und Lp(Rd); oder einfach nur Lp; ist der Ba-
nachraum aller (äquivalenten Klasse der) messbaren Funktionen f mit einer
endlichen Lp Norm:
Für ein stetiges f in L1(Rd) gilt kfk1 = sup
x2Rd
jf(x)j :
p = 2 ist ein Spezialfall, weil das innere Produkt
hf; gi =
Z
Rd
f(x)g(x)dx
den Banachraum L2(Rd) zu einem Hilbertraum macht.
Denition 51 Die Fourier Transformation einer Funktion f 2 L1(Rd) ist de-
niert durch bf(!) = Z
Rd
f(x)e 2ix!dx:
45
Die Fourier Transformation ist ein linearer Operator der auf einem Funktio-
nenraum wirkt. Um das hervorzuheben kann man Ff statt bf schreiben:
Für Mathematiker ist die Fourier Transformation eine natürliche Transfor-
mation die tief in die Struktur von Rd verankert ist. Mit einer Ingeniuer In-
terpretation stellt ! die Frequenz dar, und bf(!) ist als die Amplitude dieser
Frequenz ! zu verstehen:
Die Fourier Transformation ist zuerst auf L1 deniert: Aus der Denition
der Fourier Transformation folgt bf
1
 kfk1 :
Lemma 52 (Riemann-Lebesque): Für f 2 L1(Rd) ist die Fourier Transfor-
mation bf gleichmäßig stetig, und es gilt
lim
j!j!1
 bf(!) = 0:
Bezeichnen wir mit C0(Rd; k:k1) den Banachraum der stetigen Funktionen
die im unendlichen verschwinden. Das letzte Lemma verdeutlicht die folgende
Eigenschaft der Abbildung der Fourier Transformation:
F : L1(Rd; k:k1)! C0(Rd; k:k1):
Die Fourier Transformation kann auf andere Räume fortgesetzt werden. Das
fundamentale Resultat dazu ist das Plancherel Theorem:
Satz 53 (Plancherel): Für f 2 L1(Rd) \ L2(Rd) gilt
kfk2 =
 bf
2
:
Als eine Konsequenz der Fortsetzung wird F zu einem unitärem Operator
auf L2(Rd); und erfüllt dabei folgende Parseval Gleichung
hf; gi =
D bf; bgE ; für alle f; g 2 L2(Rd):
Das Plancherel Theorem wird in Signal Analysis wie folgt interpretiert:
Die Fourier Transformation Ff bewahrt die Energie vom Signal f .
Die Inverse Fourier Transformation
Satz 54 Für f 2 L1(Rd) und bf 2 L1(Rd) gilt
f(x) =
Z
Rd
bf(!)e2ix!d!; für alle x 2 (Rd):
Man kann auch sagen
F 1= IF ;
wobei I die Reektion durch
If(x) = bf( x)
gegeben ist.
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5.2.1 Translation und Modulation
Denition 55 Für x; ! 2 Rdwerden folgende Operatoren deniert
Txf(t) = f(x  t)
und
M!f(t) = e
2i!tf(t):
Hier ist Tx eine Translation in x, und M! ist eine Modulation in !: Operato-
ren der Form TxM! oder M!Tx werden Time-Frequency Shifts genannt. Diese
besitzen folgende grundlegende Relationen
TxM!f(t) = (M!f)(t  x)
= e2i!(t x)f(t  x)
= e 2ix!e2i!tf(t  x)
= e 2ix!M!Txf(t):
Einige Eigenschaften der Time-Frequency Shifts
Es gilt folgende Isometrie auf Lp (für jedes 1  p  1)
kTxM!fkp = kfkp :
Weiters gilt
(Txf)
b=M x bf;
und wir haben auch
(M!f)
b= T! bf:
Das Verhalten der Time-Frequency Shifts unter der Fourier Transformation
folgt aus der RechnungZ
f(t  x)e 2itdt =
Z
f(t)e 2i(t+x)dt
= e 2ix bf();
und Z
(M!f)(t)e
 2itdt =
Z
f(t)e 2i(x !)dt
= T! bf():
Durch die Kombination der obigen Eigenschaften gewinnt man eine der wich-
tigsten Darstellungen der Time-Frequency Analysis, nämlich
(TxM!f)
b=M xT! bf
= e 2ix!T!M x bf:
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5.2.2 Konvolution
Denition 56 Eine Konvolution von zwei Funktionen f; g 2 L1(Rd) ist eine
Funktion f  g durch
(f  g)(x) =
Z
Rd
f(y)g(x  y)dy
deniert.
Es gilt
kf  gk1  kfk1 kgk1
und
(f  g)b= bf  bg:
Die letzte Gleichung folgt aus der Rechnung
(f  g)b(!) =
Z
Rd
(
Z
Rd
f(y)g(x  y)dy)e 2iy!e 2i(x y)!dx
und somit (nach dem Fubini Theorem)
(f  g)b(!) =
Z
Rd
f(y)e 2iy!(
Z
Rd
g(x  y)e 2i(x y)!dx)dy
= bf(!)bg(!):
5.3 Distributionen Theorie
In diesem Abschnitt folge und zitiere ich G. Hörmann, R. Steinbauer [15].
5.3.1 Glatte Funktionen, Testfunktionen
Denition 57 (C1-Funktionen) Für 
  Rd eine o¤ene und nicht leere
Teilmenge sind folgende Funktionenräume deniert:
(i) C(
) = C(
) =ff : 
!C j f ist stetigg; C = C(Rd):
(ii) k 2 N : Ck(
) =
ff : 
!Cjf ist k mal stetig di¤erenzierbarg; Ck= Ck(Rd):
(iii) E(
) = C1(
) =
\
k2N
Ck(
) =
ff : 
!C j f hat stetige partielle Ableitungen beliebiger Ordnungg
E ist der Raum der glatten Funktionen
E = C1 = C1(Rd):
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Denition 58 (Konvergenz in Ck)
(i) Für eine Folge (fl)l2N und ein f in Ck(
) (oder in E(
)) gilt
fl
Ck!
l!1
f
genau dann wenn
8K b 
 (K kompakte Teilmenge von 
 ),8 2 Nn0 ; mit jj  k : @fl ! @f gleichmäßig auf K;
d:h: : k@fl ! @fkLp(K) ! 0:
(ebenso: fl
E!
l!1
f () BR(x0)K b 
 8 2 Nn0 : @fl ! @f gleichmäßig
auf K:)
Diese Konvergenz wird auch
gleichmäßige Konvergenz in allen Ableitungen
genannt.
Denition 59 (Der Raum der Testfunktionen)
(i) k 2 N0 : Ckc (
) = ff 2 Ck(
) j supp(f) ist kompaktg;
(ii) Die Menge
C1c (
) = D(
) = ff 2 C1(
) j supp(f) ist kompaktg
wird der Raum der Testfunktionen auf 
 genannt:
Denition 60 (Der Raum Dk(K)): Für K b 
; 0  k  1 denieren wir
(i) Dk(K) = ff 2 Ckc (
) j supp(f)  Kg; Für k = 1 wird statt D1(K)
einfach D(K) geschrieben.
(ii) Sei fn (n 2 N) und f in D(K) [oder Dk(K) mit k < 1]. Man sagt,
die Folge (fn) konvergiert gegen f in D(K) wenn gilt
@fn ! @f gleichmäßig auf K; 8 2 Nn0 .
Denition 61 (Konvergenz der Testfunktionen)
(i) Für eine Folgen 'n (n 2 N) und ' in D(
) gilt 'n n!1! ' in D(
)
wenn
(1) 9K b 
 : supp(')  K und supp('n)  K 8n 2 N;
und
(2) @'n ! @' gleichmäßig auf K für alle  2 N0:
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5.3.2 Distributionen
Denition 62 (Distributionen)
(i) Eine Distribution u auf 
 ist ein lineares Funktional auf D(
) (also
u: D(
)! C linear) das die folgenden Stetigkeitseigenschaften besitzt:
'n ! ' in D(
)) u('n)! u(') in C
(ii) Der komplexe Vektorraum der Distributionen auf 
 wird mit D0(
)
bezeichnet: Man schreibt manchmal einfach hu; 'i statt u('):
Denition 63 (Cauchy Folge in D0(
)) Eine Folge ('l)l in D(
) heißt Cauchy
Folge, wenn
(i) 9K b 
 : supp('l)  K 8l 2 N; und
(ii) 8 2 Nn0 8 > 0 9N(; ) : k@'k   @'lkL1(K) <  8k; l  N(; ):
Satz 64 (Stetigkeitskriterium - Halbnormabschätzung)
Für u: D(
)! C linear, gilt
u 2 D0(
)() 8K b 
 9C > 0 9m 2 N0 :
jhu; 'ij  C
X
jjm
k@'kL1(K) 8' 2 D(K):
Beispiel 65 (Einige wichtige Distributionen)
(i) Stetige Funktionen als Distributionen:
Für f 2 Cc(
) wird uf : D(
)! C deniert durch
huf ; 'i =
Z


f(x)'(x)
2Cc(
)!
dx:
uf ist linear; wir zeigen dass die Halbnormabschätzung gilt: Für K b 
 und
' 2 D(K) ist
jhuf ; 'ij 
Z


jf(x)j j'(x)j dx =
Z
K
jf(x)j j'(x)j dx 
 k'kL1(K)
Z
K
jf(x)j dx = kf(x)kL1(K) k'kL1(K) .
Die Halbnormabschätzung ist also mit m = 0 und C = kf(x)kL1(K) erfüllt.
(ii) Die Heaviside Funktion: H soll (Klasse der L1 ) Funktionen auf
R bezeichnen,gegeben durch
H(x ) = 0 f ur x < 0 und H (x ) = 1 f ur x > 0 .
Es gilt
hH ; 'i =
1Z
 1
H(x)'(x )dx =
1Z
0
'(x )dx (' 2D(R)).
50
Für K b R ist jhH ; 'ij  diam(K) k'kL1(K) , womit die Halbnormabschätzung
für m = 0 und C = diam(K) erfüllt ist; und somit ist H2D0(R):
(iii) Die Dirac Distribution, (" Funktion") am einem Punkt x0 2 
 :
hx0 ; 'i = '(x0); (' 2D(
)):
Linearität von x0 ist klar, und
jhx0 ; 'ij = j'(x0)j  k'kL1
zeigt dass x02D0(R); Die Halbnormabschätzung gilt für m = 0 und C = 1. Für

 = Rd und x0 = 0 schreibt man einfach  statt 0 :
Denition 66 L1loc(
) bezeichnet den Raum von (einer Klasse von-) Lebesgue-
messbaren Funktionen die auf jeder Teilmenge von 
 Lebesque-integrierbar sind:
Es gilt C(
)  L1loc(
)  D0(
):
Denition 67 (Reguläre Distributionen) Eine Distribution u 2 D0(
) wird
regular genannt, wenn es ein f in L1loc(
) gibt, so dass u=uf gilt: D.h.:
hu; 'i =
Z


f(x)'(x)dx = huf ; 'i 8' 2 D(K):
5.3.3 Konvergenz der Distributionen
Denition 68 (Folgen Konvergenz in D0) Für eine Folge (ul) in D0(
) und
u 2 D0(
) sagt man:
(i) (ul) konvergiert in D0(
); (bezeichnet mit ul l!1! u)
wenn lim
l!1
hul; 'i = hu; 'i 8' 2 D(
);
(ii) (ul) ist eine Cauchy Folge in D0(
); wenn (hul; 'i)l2N eine Cauchy Folge
in C ist, für alle ' 2 D(
):
5.3.4 Distributionen mit kompaktem Träger
In diesem Abschnitt wird ein wichtiger Teilraum von D0 vorgestellt -der Raum
der Distributionen mit kompakten Träger.
Denition 69 (E 0 Distributionen) Wir bezeichnen den Raum der folgen-
stetigen linearen Funktionale auf E(
) = C1(
) mit E 0(
):
[Für jedes lineares u : E(
)! C gilt
u 2 E 0(
), 'n !E(
) ' in) hu;'ni ! hu;'i in C:]
Satz 70 (Stetigkeitskriterium - Halbnormabschätzung)
Für lineares u: E(
)! C gilt
u 2 E 0(
), 9K b 
 9C > 0 9m 2 N0 :
jhu; 'ij  C
X
jjm
k@'kL1(K) 8' 2 E(K) (= C1(
)):
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[Der Vergleich mit der HN-Abschätzung für den D0-Fall zeigt dass 8K durch
9K ersetzt wurde.]
Satz 71 (Distributionen mit kompakten Träger D0 sind E 0-Distributionen)
Für u 2 D0(
) mit kompaktem Träger gibt es genau ein eu 2 E 0(
) miteuD(
) =u.
5.3.5 Fourier Transformation und Temperierte Distribu-
tionen
Denition 72 Sei ' 2 C1(Rd):
(i) ' heißt eine schnell fallende Funktion, wenn folgende Halbnormabsschät-
zung gilt
() : 8;  2 Nn0 : q;(') = sup
x2Rd
xD'(x) <1:
(ii) Der Vektorraum aller schnell fallenden Funktionen auf Rd ist bezeichnet
mit S(Rd) und wird der Schwartzraum genannt.
(iii) Eine Folge ('m) in S(R
d) konvergiert gegen ' 2 S(Rd) ('m m!1!S ');
wenn gilt
8;  2 Nn0 : q;('m   ') m!1! 0:
Bemerkung 73 Für ' 2 C1(Rd) ist die Bedingung () äquivalent zur folgen-
den
(e) : 8 2 Nn0 8l 2 N0 9C > 0 : jD'(x)j  C(1 + jxj)l 8x 2 Rd:
Es ist o¤ensichtlich dass () eine Konsequenz von (e) ist: Andererseits im-
pliziert ()
8 2 Nn0 8k 2 N0 9C > 0 : sup
x2Rn
D'(x)+ sup
x2Rn
jxj2kD'(x) < C;
[wobei sup
x2Rn
D'(x)+ sup
x2Rn
jxj2kD'(x)  sup
x2Rn
(1 + jxj)2kD'(x)]
Wir haben also
D(Rd)  S(Rd)  E(Rd):
Ein Beispiel einer Funktion ' 2 S(Rd)nD(Rd) ist '(x) = e cjxj2
mit Re(c) > 0:
Satz 74 S(Rd) ist vollständig (als ein metrischer Raum)
D.h. S(Rd) ist ein Fr·echet Raum ( also ein lokalkonvexer und vollständiger
topologischer Vektorraum mit einer abzählbaren Nullumgebungsbasis).
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Ein kurzer Exkurs: Metrische Räume
Denition 75 Ein metrischer Raum, bezeichnet mit (X; d); ist eine nicht leere
Menge X zusammen mit einer ("Metrik-") Abbildung
d : X X ! R+0
die folgende Eigenschaften erfüllt:
(D1) d(x; y)  0; und d(x; y) = 0, x = y;
(D2) d(x; y) = d(y; x);
(D3) d(x; z)  d(x; y) + d(y; z); 8x; y; z 2 X:
Denition 76 (Norm): Sei V ein Vektorraum über einem Körper K (R oder
C):Eine Norm auf V ist eine Abbildung k:k : V ! R mit den Eigenschaften:
(N1) : kvk  0; kvk = 0, v = 0; v 2 V ;
(N2) : kvk = jj kvk ;  2 K; v 2 V ;
(N3) : kv + wk  kvk+ kwk ; v; w 2 V:
Denition 77 (Normierter Raum): Ein normierter Vektorraum, bezeichnet mit
(V; k:k); ist ein reeller oder komplexer Vektorraum V mit einer Norm darauf.
Bemerkung 78 Jeder normierte Raum (V; k:k) (bzw jede Teilmenge davon)
wird durch d(x; y) := ky   xk zum metrischen Raum.
Denition 79 In einem metrischen Raum konvergiert eine Folge (xn)n2N ge-
nau dann gegen ; wenn gilt
8 > 0 9N()8n  N : d(xn; ) < ;
oder einfach xn
n!1!  , d(xn; ) < :
Denition 80 Eine Folge (xn)n2N in einem metrischen Raum (X; d) ist genau
dann eine Cauchyfolge, wenn gilt
8 > 0 9N()8n;m  N : d(xn; xm) < :
Denition 81 Ein metrischer Raum (X; d) heisst vollständig, wenn für jede
Cauchyfolge aus (X; d) in (X; d) konvergiert.
... Exkurs Ende ...
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Satz 82 Die Fourier Transformation F : S(Rd) ! S(Rd) ist eine lineare und
stetige Abbildung mit stetiger Inversen F 1 durch
F 1 (x) =
Z
Rn
 ()e2ixd ( 2 S(Rd))
gegeben.
Denition 83 Der Raum der (in allen Ableitungen) schwach wachsenden glat-
ten Funktionen ist deniert durch
OM(Rn) = ff 2 C1(Rd) j 8 2 N09N 2 N09C > 08x 2 Rd : j@f(x)j  C(1+jxj)Ng:
Satz 84 1.
2. Für einen partiellen Di¤erentialoperator P (x;D)
P (x;D) =
X
jjm
a(x)D
 (a 2 OM(Rd))
gilt
P (x;D) : S(Rd)! S(Rd) linear und stetig.
3. D(Rd)  S(Rd) mit stetiger Einbettung.
4. D(Rd) ist dicht in S(Rd):
5. S(Rd)  L1(Rd) mit stetiger Einbettung.
Bemerkung 85 Punkt 4. erlaubt die Fourier Transformation auf S  L1 zu
deniert; und wegen bf()  kfkL1 8 2 Rd; für bf : Rd ! C und jedes f 2 L1(Rd)
ergibt sich
F(S)  Cb:
Man kann zeigen: Es ist eine spezielle Eigenschaft des Raumes S dass er
einerseits unter Di¤erentiation, andererseits auch unter der Fourier Transfor-
mation invariant ist, d.h. die Fourier Transformation ist ein Isomorphismus auf
S(Rd):
Lemma 86 Für jedes ' 2 S(Rd) und  2 Nn0 gilt
(D')b() = b'()
und
(x')b() = ( 1)jjDb'();
also b' 2 C1(Rd):
Lemma 87 Es gilt F(S(Rd))  S(Rd) und die Abbildung '! b' ist stetig von
S(Rd) nach S(Rd):
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Sobald man weiss, dass die Fourier Transformation S(Rd) invariant lässt ist
klar, dass auf S auch die Inversionsformel im Sinne der punktweisen Darstellung
gilt:
Lemma 88 (Inverse Fourier Darstellung) Für jedes ' 2 S(Rd) gilt die
inverse Darstellung
'(x) =
Z
Rd
b'()e2ixd (x 2 Rd).
Temperierte Distributions
Denition 89 Eine temperierte Distribution auf Rd ist ein stetiges lineares
Funktional u: S(Rd)! C; d.h.
'k ! 0 in S ) hu; 'ki ! 0 in C:
Der Raum der temperierten Distributionen auf Rd wird bezeichnet mit S 0(Rd):
Wie im Fall D0 und E 0 gibt es eine analytische Darstellung der Stetigkeit der
linearen Funktionen auf S; wieder in Termen der Halbnormabschätzung.
Satz 90 Ein lineares Funktional u: S(Rd) ! C ist genau dann auf S 0(Rd)
stetig; wenn folgende Stetigkeitsbedingung gilt:
9C > 0 9N 2 N0 so dass 8' 2 S 0(Rd)
jhu; 'ij  CQN (') = C
X
jj;jjN
xD'
L1(Rd):
Bemerkung 91 (S 0 und D0) Weil D(Rd) eine stetige dichte Einbettung in
S(Rd) ist (mit den jeweils natürlichen Topologien), gilt
für jedes u 2 S 0(Rd) dass ujD(Rd) 2 D0(Rd)
und u 7 !ujD(Rd) ist eine injektive Abbildung von S 0(Rd) nach D0(Rd): Somit
kann S 0(Rd) als Teilmenge von D0(Rd) betrachtet werden:
Fourier Transformation auf S 0
Für u 2 L1(Rd) betrachten wir u auch als Element von S 0(Rd); und für bu
2 Cb(Rd)  L1(Rd) betrachten wir bu auch als Element von S 0(Rd); denn,
für u 2 L1(Rd) und ' 2 S(Rd) gilt:
jhu; 'ij = R u(x)'(x)d(x)  R ju(x)j j'(x)j
k'k1
d(x)  k'k1
R ju(x)j d(x) =
k'k1 kuk1 ;
womit die Stetigkeitsbedingung aus Satz 91
jhu; 'ij  C
X
jj;jjN
xD'
L1(Rd)
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für C = k'k1 und N = 0 erfüllt ist.
Da für jedes ' 2 S(Rd)  L1(Rd) auch b' 2 S(Rd)  L1(Rd); ergibt sich
hbu; 'i = Z bu()'()d() = Z u(x)b'(x)d(x) = hu;b'i :
Weil ' 7! b' ein stetiger Isomorphismus auf S(Rd) ist; deniert die Abbildung
' 7! hu;b'i ein Element in S 0(Rd):
Denition 92 Für u 2 S 0(Rd) ist die Fourier Transformation bu (oder Fu)
durch
hbu; 'i = hu;b'i 8' 2 S(Rd)
deniert.
Satz 93 Die Fourier Transformation F : S 0(Rd)! S 0(Rd) ist linear und bijek-
tiv, und sowohl F als auch F 1 sind folgenstetig. Es gilt
bbu = (2)n_u
und auch F 1u = (2) n ( bu )_ :
Für ein u 2 L1(Rd) stimmt dann nach Denition _u mit der gewöhnlicher
Fourier Transformation von u überein (als L1-Funktion), d.h. auf L1 gilt:
"Die gewöhnliche Fourier Transformation und die verallgemeinerte Fourier
Transformation
(d.h. die Fourier Transformation in der distributionellen Theorie),
stimmen auf L1 überein, d.h. die verallgemeinerte Fourier Transformation ist
eine natürliche Verallgemeinerung der gewöhnlichen".
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