Abstract: Al-Mg-Si alloys often contain small additions of, for example, Mn or Cr, to form dispersoids, which may act as nucleation sites for Mg 2 Si particles after homogenization. The purpose of adding Mn and Cr is to ensure a high density of uniformly distributed small β'-particles, which can be dissolved during further processing prior to the final age hardening step. However, their density and spatial distribution are critically dependent on the homogenization procedure. It is therefore important to have a robust and reliable method for assessing their spatial distribution. In the present work, an existing methodology for assessing spatial uniformity, the Global Shannon Entropy (GSE), was implemented and evaluated for different dispersoid structures characterized by scanning electron microscopy. This metric is highly dependent on the parameters used, but by careful selection of adequate parameters, it can be effective in detecting non-uniformity. An important weakness with the GSE was identified, and a modification to improve on the ability to differentiate degrees of non-uniformity is suggested. To evaluate the proposed methodology, the effect of heating rate on dispersoid precipitation behaviour during homogenisation of four Al-Mg-Si alloys with different Mn/Cr-content was investigated. In general, the dispersoid density increased with decreasing heating rates as longer times in the furnace resulted in particle coarsening. Slower heating rates were found to promote a more uniform dispersoid structure for most alloys investigated in this study. The metric with the new term demonstrated promising results, and improved the ability to differentiate degrees of spatial uniformity.
Introduction
Al-Mg-Si series alloys are the most common aluminium extrusion alloys and are attractive for applications in a range of sectors, e.g., construction, automotive, and recently also in consumer electronics, due to their generally good combination of strength, ductility, and corrosion resistance. However, their extrudability and end properties depend critically on the alloy chemistry as well as prior processing conditions. Coarse β-AlFeSi or Mg 2 Si-particles typically have a detrimental effect on extrudability, while small dispersoid particles may affect recrystallization, grain growth, and precipitation of Mg and Si. The strengthening potential in the final age hardening step depends strongly on the amount of Mg and Si in solid solution after extrusion. The manner in which the different second-phase particles are spatially distributed decide whether the final product exhibits uniform properties, and the number density and sizes determines the extent of the effect.
Al-Mg-Si alloys often have alloy additions, like Mn, Cr, and Zr, which form dispersoids. With a relatively high level of Mn, the dispersoids act as recrystallization inhibitors, and their number density and spatial distribution will have a large influence on the final grain sizes and their uniformity. Even with small additions of Mn, the dispersoids may be important, e.g., to increase the kinetics of
where X v represents the fraction recrystallized (or amount of "growth"), k is a constant, and n is the so-called JMAK exponent. In the situation of site saturation (all nuclei start growing at t = 0) of a random distribution of nucleation sites in two dimensions, the JMAK exponent, n, is equal to 2. Thus, the spatial distribution may be evaluated by n's deviation from 2. By using this method, one would get an idea of both the spatial distribution of primary particles, and the final grain size in the case of recrystallization by particle-stimulated nucleation (PSN). Lodgaard and Ryum [12] developed a method where a threshold was used to separate dispersoid-containing areas from areas empty of dispersoids. The latter area, A e , was used as a measure of the spatial distribution of dispersoids. A large A e represents a large area without dispersoids, and consequently a poor spatial distribution. However, this method is more convenient for lower magnifications, and clearly defined DFZs. On the other hand, if the magnification is low, the smallest dispersoids may not be detected, and the results may become inaccurate. Moreover, a low dispersoid density will make it challenging to identify the DFZ, and where A e begins and ends. However, recent years' interest in metal matrix nanocomposites (MMNCs) has resulted in an intensified effort in implementing mathematical models for the assessment of spatial particle distributions. In these materials, nano-sized ceramic particles are embedded into a metal matrix and the uniformity of their distribution is critical to their performance in terms of mechanical properties. Zhou et al. [16] and Kam et al. [17] have given thorough reviews of such metrics, and compared their effectiveness in various tests. In these metrics, particles are treated as dimensionless points, and the resulting patterns are referred to as spatial point patterns. To provide a reference, patterns of complete spatial randomness (CSR) are created, and a specific pattern of interest is tested and compared to the CSR pattern to assess their uniformity (or more precisely their deviation from complete spatial randomness). The CSR patterns are thus regarded as having optimal uniformity. Examples of a CSR pattern and a non-uniform pattern are found in Figure 1 . There are two main ways of quantifying the uniformity of spatial point patterns, namely with quadrat-based metrics and distance-based metrics. Distance-based metrics are based on the distances between each point. Other methods exist, but will not be considered here (for more information, see [16] [17] [18] ). In the quadrat-based metrics, the image is separated into a grid of a certain number of quadrats (q), as illustrated in Figure 2a . Each point is then allocated to a grid, and the manner in which the points are distributed over the grids is used as the basis for the calculation of the different metrics. Quadrat-based methods are simple and convenient, but one of their weaknesses is that they do not provide spatial information about the points inside each quadrat. Distance-based metrics, illustrated in Figure 2b , provide more spatial information, but also have their drawbacks. These metrics are based on the distances between each point. However, it was pointed out by Cressie [18] that it is arbitrary if the nearest neighbour, second-nearest, third-nearest etc. are chosen, and this may largely influence your results. Moreover, a problem arises when a point is located closer to the frame of the image than any other point. This is known as the "edge-effect", and several methods have been developed to account for this (e.g., [19] ).
(a) (b) Figure 2 . Illustration of (a) quadrat-based methods and (b) distance-based methods. Reproduced from [17] , with permission from Elsevier, 2013.
In general, the quadrat-based metrics, Index of Dispersion (ID) and Global Shannon Entropy (GSE), are found to be both more effective and convenient than the distance-based metrics. They are therefore explored further in this study to assess the spatial distribution of dispersoids in aluminium alloys. According to Kam et al. [17] , the GSE metric is found best at being able to detect nonuniformity in all the variations of patterns the metrics were tested on. In their studies, the probability of the metric to detect non-uniformity in patterns of different levels of non-uniformity was referred to as the detection power. The detection power is thereby the fraction of patterns not accepted as uniform. Critical values for the metrics with an unknown null distribution were found based on the generation of 10,000 CSR patterns, and using a 95% significance level. In addition to testing the detection power, Zhou et al. [16] also made an effort to test the ability of the metric to differentiate There are two main ways of quantifying the uniformity of spatial point patterns, namely with quadrat-based metrics and distance-based metrics. Distance-based metrics are based on the distances between each point. Other methods exist, but will not be considered here (for more information, see [16] [17] [18] ). In the quadrat-based metrics, the image is separated into a grid of a certain number of quadrats (q), as illustrated in Figure 2a . Each point is then allocated to a grid, and the manner in which the points are distributed over the grids is used as the basis for the calculation of the different metrics. Quadrat-based methods are simple and convenient, but one of their weaknesses is that they do not provide spatial information about the points inside each quadrat. Distance-based metrics, illustrated in Figure 2b , provide more spatial information, but also have their drawbacks. These metrics are based on the distances between each point. However, it was pointed out by Cressie [18] that it is arbitrary if the nearest neighbour, second-nearest, third-nearest etc. are chosen, and this may largely influence your results. Moreover, a problem arises when a point is located closer to the frame of the image than any other point. This is known as the "edge-effect", and several methods have been developed to account for this (e.g., [19] ). There are two main ways of quantifying the uniformity of spatial point patterns, namely with quadrat-based metrics and distance-based metrics. Distance-based metrics are based on the distances between each point. Other methods exist, but will not be considered here (for more information, see [16] [17] [18] ). In the quadrat-based metrics, the image is separated into a grid of a certain number of quadrats (q), as illustrated in Figure 2a . Each point is then allocated to a grid, and the manner in which the points are distributed over the grids is used as the basis for the calculation of the different metrics. Quadrat-based methods are simple and convenient, but one of their weaknesses is that they do not provide spatial information about the points inside each quadrat. Distance-based metrics, illustrated in Figure 2b , provide more spatial information, but also have their drawbacks. These metrics are based on the distances between each point. However, it was pointed out by Cressie [18] that it is arbitrary if the nearest neighbour, second-nearest, third-nearest etc. are chosen, and this may largely influence your results. Moreover, a problem arises when a point is located closer to the frame of the image than any other point. This is known as the "edge-effect", and several methods have been developed to account for this (e.g., [19] ).
In general, the quadrat-based metrics, Index of Dispersion (ID) and Global Shannon Entropy (GSE), are found to be both more effective and convenient than the distance-based metrics. They are therefore explored further in this study to assess the spatial distribution of dispersoids in aluminium alloys. According to Kam et al. [17] , the GSE metric is found best at being able to detect nonuniformity in all the variations of patterns the metrics were tested on. In their studies, the probability of the metric to detect non-uniformity in patterns of different levels of non-uniformity was referred to as the detection power. The detection power is thereby the fraction of patterns not accepted as uniform. Critical values for the metrics with an unknown null distribution were found based on the generation of 10,000 CSR patterns, and using a 95% significance level. In addition to testing the detection power, Zhou et al. [16] also made an effort to test the ability of the metric to differentiate In general, the quadrat-based metrics, Index of Dispersion (ID) and Global Shannon Entropy (GSE), are found to be both more effective and convenient than the distance-based metrics. They are therefore explored further in this study to assess the spatial distribution of dispersoids in aluminium alloys. According to Kam et al. [17] , the GSE metric is found best at being able to detect non-uniformity in all the variations of patterns the metrics were tested on. In their studies, the probability of the metric to detect non-uniformity in patterns of different levels of non-uniformity was referred to as the detection power. The detection power is thereby the fraction of patterns not accepted as uniform. Critical values for the metrics with an unknown null distribution were found based on the generation of 10,000 CSR patterns, and using a 95% significance level. In addition to testing the detection power, Zhou et al. [16] also made an effort to test the ability of the metric to differentiate the degree of non-uniformity of different patterns. In their study, all the metrics were found inadequate to differentiate reliably the degree of non-uniformity between different patterns, including the GSE. However, in our opinion, this conclusion is not relevant to the approach used in the present work. This point will be further discussed later in this section. Moreover, a new approach to quantify non-uniformity, which may improve differentiability, will be suggested. Due to the generally good results of the GSE metric, this method was chosen as the basis for the modified metric.
Global Shannon Entropy (GSE)
The GSE is an entropic measure, where the probability of a point falling into a certain quadrat, p i , is calculated for each quadrat in an image grid. The GSE is then calculated through:
where x i is the number of points found in quadrat i. Under perfect uniformity, p i will be equal for all quadrats, namely p i = 1/q, and GSE = 1. This ideal situation, however, may only occur under conditions of regularity, which rarely occur in nature. CSR patterns, which better reflect the ideal for spatial distributions, such as those for dispersoids, will return a GSE lower than 1. How much lower is dependent on the parameters in use. Moreover, as non-uniformity increases, the GSE decreases until all points are found in one quadrat, and GSE = 0. The aim of the following section is to evaluate whether the GSE may be useful in quantifying the spatial uniformity of dispersoids in aluminium alloys. In this regard, differentiating the degree of non-uniformity is the main concern. A new simple approach for improving the GSE metric is presented and evaluated.
Generation of Spatial Point Patterns
The GSE was calculated from a sample population of 100 spatial point patterns to be comparable with the results from backscatter scanning electron microscopy (SEM) (Zeiss Ultra 55 LE, Carl Zeiss AG, Oberkochen, Germany). The resolution of the generated images was also set equal to the SEM images, with an area of, A = 23-33 µm. Each "image" was given a random number of points, based on the density chosen, n (average number of points per image). The CSR patterns were generated by assigning random x-and y-coordinates to each point in a pattern, until the amount of points in each pattern, x i , was fulfilled. To test the efficiency of the GSE metric in detecting non-uniformity, cluster patterns were chosen, as they have been found to pose the biggest challenge for the metrics [16, 17] . The cluster patterns were generated in the following way.
1.
A point is given random x-and y-coordinates.
2.
Based on the location of the first point, new points are distributed at distances around this location, based on a normal distribution. If a point lands outside the image boundaries, the generation process will continue regardless, and the cluster will contain one less point. The amount of points per cluster will be referred to as n c .
3.
The generation process is continued until the desired number of points in the image, x i , is fulfilled.
4.
The intensity of clustering is changed by varying the number of points in each cluster, n c , and the standard deviation in the normal distribution, σ. The standard deviation is set to be a factor multiplied with the maximum dispersoid radius (150 nm), e.g., σ = 5r max .
Effect of Point Intensity and Number of Quadrats (q) on the GSE Metric
Due to the nature of the quadrat-based metrics, they will necessarily be dependent on the intensity of points in the patterns. The more points, the higher the metric will score for a given spatial distribution, until the value saturates at a certain intensity. Non-uniform patterns must therefore always be tested against CSR patterns with the same average density, n, as a point of reference. This reduces the "smoothing effect", making it easier to compare the spatial distribution of samples with different densities. In the current study, all patterns were normalized in the following way: Figure 3 shows how the metric value is dependent on the amount of quadrats in the grid. This was also pointed out by Zhou et al. [16] and Kam et al. [17] , and may be interpreted as an inverse density effect. The lower the q, the more points per quadrat, and the GSE increases. This dependency follows from the nature of quadrat-based metrics, and as point intensities vary, so does q. This is further illustrated in Figure 4 , where the grids are seen as three images at different magnifications. In each image, n/q is constant, and keeping such a relationship should result in the most accurate results over different densities. The red curve in Figure 3 shows that keeping n/q constant reduces the variation of GSE with the point intensity. This indicates that the optimal value for q must correspond with the intensity of points in the image to minimize the "smoothening effect". If there is a large number of quadrats, and few points in the pattern, a large number of quadrats will be empty. This will result in a low GSE CSR , and the detection power of the metric will be reduced. This is likely why Zhou et al. [16] and Kam et al. [17] found that a relatively low q (9-16) was ideal for optimal detection power. However, their tests only comprised intensities of n = 30 and n = 100. reduces the "smoothing effect", making it easier to compare the spatial distribution of samples with different densities. In the current study, all patterns were normalized in the following way: Figure 3 shows how the metric value is dependent on the amount of quadrats in the grid. This was also pointed out by Zhou et al. [16] and Kam et al. [17] , and may be interpreted as an inverse density effect. The lower the q, the more points per quadrat, and the GSE increases. This dependency follows from the nature of quadrat-based metrics, and as point intensities vary, so does q. This is further illustrated in Figure 4 , where the grids are seen as three images at different magnifications. In each image, n/q is constant, and keeping such a relationship should result in the most accurate results over different densities. The red curve in Figure 3 shows that keeping n/q constant reduces the variation of GSE with the point intensity. This indicates that the optimal value for q must correspond with the intensity of points in the image to minimize the "smoothening effect". If there is a large number of quadrats, and few points in the pattern, a large number of quadrats will be empty. This will result in a low GSECSR, and the detection power of the metric will be reduced. This is likely why Zhou et al. [16] and Kam et al. [17] found that a relatively low q (9-16) was ideal for optimal detection power. However, their tests only comprised intensities of n = 30 and n = 100. An example of q's relationship with density, n. As the point intensity decreases, an accompanying decrease in grid size is required to give the same spatial distribution. However, due to the "smoothening effect", the GSE increases slightly with increasing point intensity also in this example. Figure 5 shows the effect of changing the degree of clustering. In this example, the intensity is set to an average of n = 50 points per image. For the solid line, σ is set constant to five times the radius reduces the "smoothing effect", making it easier to compare the spatial distribution of samples with different densities. In the current study, all patterns were normalized in the following way: Figure 3 shows how the metric value is dependent on the amount of quadrats in the grid. This was also pointed out by Zhou et al. [16] and Kam et al. [17] , and may be interpreted as an inverse density effect. The lower the q, the more points per quadrat, and the GSE increases. This dependency follows from the nature of quadrat-based metrics, and as point intensities vary, so does q. This is further illustrated in Figure 4 , where the grids are seen as three images at different magnifications. In each image, n/q is constant, and keeping such a relationship should result in the most accurate results over different densities. The red curve in Figure 3 shows that keeping n/q constant reduces the variation of GSE with the point intensity. This indicates that the optimal value for q must correspond with the intensity of points in the image to minimize the "smoothening effect". If there is a large number of quadrats, and few points in the pattern, a large number of quadrats will be empty. This will result in a low GSECSR, and the detection power of the metric will be reduced. This is likely why Zhou et al. [16] and Kam et al. [17] found that a relatively low q (9-16) was ideal for optimal detection power. However, their tests only comprised intensities of n = 30 and n = 100. An example of q's relationship with density, n. As the point intensity decreases, an accompanying decrease in grid size is required to give the same spatial distribution. However, due to the "smoothening effect", the GSE increases slightly with increasing point intensity also in this example. Figure 5 shows the effect of changing the degree of clustering. In this example, the intensity is set to an average of n = 50 points per image. For the solid line, σ is set constant to five times the radius 2.5. Efficiency of the GSE Metric in Detecting Non-Uniformity Figure 5 shows the effect of changing the degree of clustering. In this example, the intensity is set to an average of n = 50 points per image. For the solid line, σ is set constant to five times the radius of the maximum dispersoid size (i.e., σ = 5, r max = 5-150 nm), and n c is varied. For the dashed line, n c is set constant to 5, while σ is varied. The number of quadrats is set to q = 48. In both graphs, the CSR condition may be distinguished as having a GSE = 1. The non-uniformity is clearly detected by the GSE in each case, and there is a steady increase in deviation from GSE CSR as non-uniformity increases. A discontinuity is seen for the graph with variable σ, as clustering with σ = 10 is still some way off CSR uniformity. Figure 5 illustrates the degree of spatial uniformity for σ = 2, 5, and 8. of the maximum dispersoid size (i.e., σ = 5, rmax = 5-150 nm), and nc is varied. For the dashed line, nc is set constant to 5, while σ is varied. The number of quadrats is set to q = 48. In both graphs, the CSR condition may be distinguished as having a GSE = 1. The non-uniformity is clearly detected by the GSE in each case, and there is a steady increase in deviation from GSECSR as non-uniformity increases. A discontinuity is seen for the graph with variable σ, as clustering with σ = 10 is still some way off CSR uniformity. Figure 5 illustrates the degree of spatial uniformity for σ = 2, 5, and 8. . Conditions close to CSR will only occur at σ » 10, leading to the discontinuity for the clustering distance graph at σ = 10. In both cases, q has been set constant to 6 × 8 = 48.
Efficiency of the GSE Metric in Detecting Non-Uniformity
/ non uniform CSR GSE GSE GSE − = ,(3)

A Modified GSE Metrics
An important weakness of the GSE metric, in its original form, is that it does not provide enough spatial information. The lack of spatial information on the points inside each quadrat was mentioned in the introduction; however, there is also a lack of information about the order of the quadrats in the grid. For example, the two grids in Figure 6 represent very different spatial distributions, but the GSE metric cannot distinguish between them, and will, in both cases, result in GSE = 0.78. This is a major drawback, and likely the reason why Zhou et al. [16] and Kam et al. [17] found the metric to perform poorly at large qs. Intuitively, large qs should provide a higher resolution and therefore improved accuracy. In fact, ideally, using large enough qs should result in the resolution approaching that of distance-based metrics. However, GSE in its original form is not able to benefit from the larger amount of information available when using a higher resolution.
Metrics, which account for the location of the quadrats in the grid, are called spatial autocorrelation measures. Kam et al. [17] included four such metrics for which the Local Gi (LG) had the best detection power. However, it still scored well below the index of dispersion (ID) and the GSE, and the question is whether instead a new term may be added to the GSE to account for this problem, to combine the best of both worlds. . Conditions close to CSR will only occur at σ » 10, leading to the discontinuity for the clustering distance graph at σ = 10. In both cases, q has been set constant to 6 × 8 = 48.
Metrics, which account for the location of the quadrats in the grid, are called spatial auto-correlation measures. Kam et al. [17] included four such metrics for which the Local G i (LG) had the best detection power. However, it still scored well below the index of dispersion (ID) and the GSE, and the question is whether instead a new term may be added to the GSE to account for this problem, to combine the best of both worlds.
amount of information available when using a higher resolution.
Metrics, which account for the location of the quadrats in the grid, are called spatial autocorrelation measures. Kam et al. [17] included four such metrics for which the Local Gi (LG) had the best detection power. However, it still scored well below the index of dispersion (ID) and the GSE, and the question is whether instead a new term may be added to the GSE to account for this problem, to combine the best of both worlds. The new term would require the ability to determine whether quadrats with large counts are confined to certain areas in the image, and quadrats with small counts to others. A simple model of how this could be solved is described below. For high qs and under CSR conditions, the quadrats with no (or a small amount of) points will be evenly distributed. This means that moving along the rows or columns in the grid, the value of the quadrats should increase and decrease regularly. For example, in the grid in Figure 6a , moving downwards in column 1, the quadrat value will first decrease from 2 to 0, then increase to 2, before it decreases to 0 again, and so on. If there is non-uniformity, the amount of times an increase or a decrease occurs, should be lower than for CSR, as seen in Figure 6b .
The principle may be better explained by imagining a row in an image grid. Figure 7 represents such a row, where the average intensity of points per quadrat, n/q, is equal to 0.5. In the case of CSR, the graph passes the mean seven times, while with a non-uniformity, it is only passed three times. However, in both cases, four quadrats contain one point while four are empty, so the GSE will see the patterns as equal. It is suggested that the GSE metric can be improved by including the amount of times the mean is crossed for each row and column in the grid. The new term would thus be the counts of crossings of the mean for a non-uniform pattern, c x non−uni f orm normalized to that of the CSR, c x CSR . A modified GSE denoted GSE* could then be described by:
It is necessary to point out that this approach will fail if the spatial distribution approaches complete uniformity. In such a case, the graph would have a very low amount of crossings, or even none, as it would rest on (or close to) the mean. However, as was mentioned earlier, regularity rarely occurs in nature, and this should not be an issue when dealing with dispersoid distributions. Under CSR, as illustrated in Figure 7 , the number of crossings increases with the intensity of points in the pattern, until it saturates at approximately half of the maximum amount of crossings possible. That is, for q = 8 × 6 = 48, the maximum amount of crossings is c x max CSR = 7 × 6 + 5 × 8 = 82. Thus, the number of crossings for q = 48 saturates at 41, as seen in Figure 8 , and this behaviour is the same for all values of q. It is also noted that there are drops in each graph, and the drop seems to occur when the intensity of points is equal to an integer, N, multiplied by q (N × q = n, or n/q = 1, 2, 3, . . . ). This may be related to an effect of regularity, as it then would be possible for every square to be occupied by N points, which could result in a low number of crossings.
of crossings for q = 48 saturates at 41, as seen in Figure 8 , and this behaviour is the same for all values of q. It is also noted that there are drops in each graph, and the drop seems to occur when the intensity of points is equal to an integer, N, multiplied by q (N × q = n, or n/q = 1, 2, 3, …). This may be related to an effect of regularity, as it then would be possible for every square to be occupied by N points, which could result in a low number of crossings. The drop in the plot may be due to this being the optimal q for the specific point intensity (see text).
Differentiating Degrees of Spatial Uniformity
Zhou et al. [16] were not satisfied with any of the metrics' ability to differentiate degrees of spatial uniformity in their study. The conclusion was based on the fact that the intensity distributions of the metrics in their study overlapped for different degrees of uniformity. A metric similar to the tessellation method by Marthinsen et al. [11] , for example, scored very well in terms of detection power, but for some pattern types, it had intensity distributions that were impossible to separate. However, the severity of the overlaps varied for each metric, and was the lowest for the index of dispersion (ID) and the GSE. Some overlap of the distributions is unavoidable, and it does not contradict the usefulness of the metric to provide valuable information about the degrees of uniformity. As long as they are separable, the most important indicator must be the mean of the distribution relative to the distributions of other degrees of spatial uniformity. The question is if the parameters of the metric may be optimized to provide a better separation of the distributions and the mean, and if the new term introduced in the previous section may improve the differentiation ability. Figure 9 exemplifies four different point distributions with different degrees of clustering (nonuniformity). Figure 10a-d show the corresponding variation of the metrics, GSE and GSE*, for different point intensities, n, in each case, as a function of the number of quadrats, q. The graphs all have clusters of nc = 5, but different σ (= 2, 5, and 8). As the non-uniformity approaches CSR, it is seen that the required q for optimal detection power decreases, i.e., the minimum peak of the curves is shifted towards the smaller qs. As the patterns become more uniform for spatial distributions that approach CSR, a low q is thus necessary to detect non-uniformity. However, it is also apparent that most of the curves for the different degrees of non-uniformity separate as q increases. This means that the metric's ability to differentiate the different spatial distributions is higher for larger qs, as long as the non-uniformity is large enough to be detected. 
Zhou et al. [16] were not satisfied with any of the metrics' ability to differentiate degrees of spatial uniformity in their study. The conclusion was based on the fact that the intensity distributions of the metrics in their study overlapped for different degrees of uniformity. A metric similar to the tessellation method by Marthinsen et al. [11] , for example, scored very well in terms of detection power, but for some pattern types, it had intensity distributions that were impossible to separate. However, the severity of the overlaps varied for each metric, and was the lowest for the index of dispersion (ID) and the GSE. Some overlap of the distributions is unavoidable, and it does not contradict the usefulness of the metric to provide valuable information about the degrees of uniformity. As long as they are separable, the most important indicator must be the mean of the distribution relative to the distributions of other degrees of spatial uniformity. The question is if the parameters of the metric may be optimized to provide a better separation of the distributions and the mean, and if the new term introduced in the previous section may improve the differentiation ability. Figure 9 exemplifies four different point distributions with different degrees of clustering (non-uniformity). Figure 10a-d show the corresponding variation of the metrics, GSE and GSE*, for different point intensities, n, in each case, as a function of the number of quadrats, q. The graphs all have clusters of n c = 5, but different σ (= 2, 5, and 8). As the non-uniformity approaches CSR, it is seen that the required q for optimal detection power decreases, i.e., the minimum peak of the curves is shifted towards the smaller qs. As the patterns become more uniform for spatial distributions that approach CSR, a low q is thus necessary to detect non-uniformity. However, it is also apparent that most of the curves for the different degrees of non-uniformity separate as q increases. This means that the metric's ability to differentiate the different spatial distributions is higher for larger qs, as long as the non-uniformity is large enough to be detected. It is suggested that the difficulty in detecting vague non-uniformity with higher qs may be related to the problem of the relative localization of the quadrats, discussed in the previous section. The graphs of GSE* are indeed different, and seem to have a better detection power for larger qs, compared to the original GSE. Moreover, the differences between the different degrees of nonuniformity are larger, suggesting a better ability to differentiate. The new expression does, however, seem to be unstable for lower qs, indicating that larger qs in this case leads to both better stability and resolution. To reveal how the GSE and GSE* may be used in practice, an experimental study is presented in the next sections. It is suggested that the difficulty in detecting vague non-uniformity with higher qs may be related to the problem of the relative localization of the quadrats, discussed in the previous section. The graphs of GSE* are indeed different, and seem to have a better detection power for larger qs, compared to the original GSE. Moreover, the differences between the different degrees of non-uniformity are larger, suggesting a better ability to differentiate. The new expression does, however, seem to be unstable for lower qs, indicating that larger qs in this case leads to both better stability and resolution. To reveal how the GSE and GSE* may be used in practice, an experimental study is presented in the next sections. It is suggested that the difficulty in detecting vague non-uniformity with higher qs may be related to the problem of the relative localization of the quadrats, discussed in the previous section. The graphs of GSE* are indeed different, and seem to have a better detection power for larger qs, compared to the original GSE. Moreover, the differences between the different degrees of nonuniformity are larger, suggesting a better ability to differentiate. The new expression does, however, seem to be unstable for lower qs, indicating that larger qs in this case leads to both better stability and resolution. To reveal how the GSE and GSE* may be used in practice, an experimental study is presented in the next sections. 
Materials and Methods
Four alloys were direct-chill (DC)-cast at Hydro (Sunndalsøra, Norway), and samples were cut out of the billets at a distance of ~3-4 cm from the centre and ~2 cm from the edge. The chemical composition of the different alloys is listed in Table 1 , as determined by X-ray diffraction analysis (XRD, PANalytical Empyrean, Almelo, The Netherlands). The alloy selection was made to provide alloys (after homogenization) with different dispersoid structures, in terms of size, number density, and spatial distribution. The samples were homogenized in an air furnace (Nabertherm GmbH, Lilienthal, Germany) at a final holding temperature of 575 °C, for 2 h and 15 min. Three different heating rates were used, and all samples were water quenched upon removal. The intended homogenization cycles are found in Figure 11 , along with the actual homogenization cycles logged in the furnace. The heating rate denoted "Normal" was chosen according to a typical industrial heating rate, using a five stage heating procedure set to an average of 4.6 °C/min until reaching 525 °C, and subsequently 1.0 °C/min until reaching the final temperature. The "Slow" heating rate was chosen to be the half of that of "Normal" (i.e., an average of 2.3 °C/min from 25-525 °C), while the "Fast" was set to 2 times "Normal". As a consequence of the different heating rates, the total amount of time in the furnace was different for each heating rate.
Samples were prepared by grinding and polishing for the microstructure investigation. Dispersoid characteristics were studied in a scanning electron microscope (SEM), Zeiss Ultra 55 LE (Carl Zeiss Ag, Oberkochen, Germany). Back-scatter electron (BSE) imaging was used to obtain a Zcontrast and separate the Mn-dispersoids from the matrix. The acceleration voltage was set to 4 kV to minimize the penetration volume, and a working distance of 7.3 mm was found to be optimal for the BSE detector. 
Four alloys were direct-chill (DC)-cast at Hydro (Sunndalsøra, Norway), and samples were cut out of the billets at a distance of~3-4 cm from the centre and~2 cm from the edge. The chemical composition of the different alloys is listed in Table 1 , as determined by X-ray diffraction analysis (XRD, PANalytical Empyrean, Almelo, The Netherlands). The alloy selection was made to provide alloys (after homogenization) with different dispersoid structures, in terms of size, number density, and spatial distribution. The samples were homogenized in an air furnace (Nabertherm GmbH, Lilienthal, Germany) at a final holding temperature of 575 • C, for 2 h and 15 min. Three different heating rates were used, and all samples were water quenched upon removal. The intended homogenization cycles are found in Figure 11 , along with the actual homogenization cycles logged in the furnace. The heating rate denoted "Normal" was chosen according to a typical industrial heating rate, using a five stage heating procedure set to an average of 4.6 • C/min until reaching 525 • C, and subsequently 1.0 • C/min until reaching the final temperature. The "Slow" heating rate was chosen to be the half of that of "Normal" (i.e., an average of 2.3 • C/min from 25-525 • C), while the "Fast" was set to 2 times "Normal". As a consequence of the different heating rates, the total amount of time in the furnace was different for each heating rate.
Samples were prepared by grinding and polishing for the microstructure investigation. Dispersoid characteristics were studied in a scanning electron microscope (SEM), Zeiss Ultra 55 LE (Carl Zeiss Ag, Oberkochen, Germany). Back-scatter electron (BSE) imaging was used to obtain a Z-contrast and separate the Mn-dispersoids from the matrix. The acceleration voltage was set to 4 kV to minimize the penetration volume, and a working distance of 7.3 mm was found to be optimal for the BSE detector. The microscope was set to the "High current" mode and an aperture of 60 μm was used to ensure a balance between a high resolution and sufficient backscatter signal. Imaging was performed in Bruker Quantax 9.4 (Bruker, Billerica, MA, USA), where the images were taken at a magnification of 5000×, and saved with a resolution of 4000 × 3000 pixels to ensure the best possible detection power. Figure 12 shows a representative BSE image from this study taken from alloy 6082. 100 such images were taken of each alloy and the heating rate and these were taken in a straight line through the samples, covering a distance of 1500 μm, and crossing approximately 18-22 grains. The total area covered was ~0.036 mm 2 for each sample.
The images were analyzed in the software, IMT iSolution DT (Version 12.0, IMT i-Solution, Vancouver, BC, Canada). Thresholding was carried out manually for each image, and the final result was compared to each original image. A macro was created to return information on each dispersoid in the image, including size, position in the image (x-/y-coordinates in pixels), feret diameter, etc. Only dispersoids of sizes from 20-300 nm in diameter were accepted. Several challenges were encountered in the image analysis process. Patterns in the matrix, as seen in Figure 12 , which are commonly seen in the SEM after polishing with OP-S (Oxide Polishing Solution), interfered with thresholding by making it difficult to separate the particles from the light patterns in the matrix. This problem was resolved by using the feature, "Open by area", where one can define the minimum amount of neighbouring white pixels. Another challenge arose with the presence of dispersoids with very different sizes. Thresholding was increased to detect the smallest dispersoids, and consequently the larger particles may have been over-saturated. Areas without dispersoids, or with severe contamination, which could not be removed by thresholding, were deselected from the analyses. The microscope was set to the "High current" mode and an aperture of 60 µm was used to ensure a balance between a high resolution and sufficient backscatter signal. Imaging was performed in Bruker Quantax 9.4 (Bruker, Billerica, MA, USA), where the images were taken at a magnification of 5000×, and saved with a resolution of 4000 × 3000 pixels to ensure the best possible detection power. Figure 12 shows a representative BSE image from this study taken from alloy 6082. 100 such images were taken of each alloy and the heating rate and these were taken in a straight line through the samples, covering a distance of 1500 µm, and crossing approximately 18-22 grains. The total area covered was~0.036 mm 2 for each sample.
The images were analyzed in the software, IMT iSolution DT (Version 12.0, IMT i-Solution, Vancouver, BC, Canada). Thresholding was carried out manually for each image, and the final result was compared to each original image. A macro was created to return information on each dispersoid in the image, including size, position in the image (x-/y-coordinates in pixels), feret diameter, etc. Only dispersoids of sizes from 20-300 nm in diameter were accepted. Several challenges were encountered in the image analysis process. Patterns in the matrix, as seen in Figure 12 , which are commonly seen in the SEM after polishing with OP-S (Oxide Polishing Solution), interfered with thresholding by making it difficult to separate the particles from the light patterns in the matrix. This problem was resolved by using the feature, "Open by area", where one can define the minimum amount of neighbouring white pixels. Another challenge arose with the presence of dispersoids with very different sizes. Thresholding was increased to detect the smallest dispersoids, and consequently the larger particles may have been over-saturated. Areas without dispersoids, or with severe contamination, which could not be removed by thresholding, were deselected from the analyses. The microscope was set to the "High current" mode and an aperture of 60 μm was used to ensure a balance between a high resolution and sufficient backscatter signal. Imaging was performed in Bruker Quantax 9.4 (Bruker, Billerica, MA, USA), where the images were taken at a magnification of 5000×, and saved with a resolution of 4000 × 3000 pixels to ensure the best possible detection power. Figure 12 shows a representative BSE image from this study taken from alloy 6082. 100 such images were taken of each alloy and the heating rate and these were taken in a straight line through the samples, covering a distance of 1500 μm, and crossing approximately 18-22 grains. The total area covered was ~0.036 mm 2 for each sample.
The images were analyzed in the software, IMT iSolution DT (Version 12.0, IMT i-Solution, Vancouver, BC, Canada). Thresholding was carried out manually for each image, and the final result was compared to each original image. A macro was created to return information on each dispersoid in the image, including size, position in the image (x-/y-coordinates in pixels), feret diameter, etc. Only dispersoids of sizes from 20-300 nm in diameter were accepted. Several challenges were encountered in the image analysis process. Patterns in the matrix, as seen in Figure 12 , which are commonly seen in the SEM after polishing with OP-S (Oxide Polishing Solution), interfered with thresholding by making it difficult to separate the particles from the light patterns in the matrix. This problem was resolved by using the feature, "Open by area", where one can define the minimum amount of neighbouring white pixels. Another challenge arose with the presence of dispersoids with very different sizes. Thresholding was increased to detect the smallest dispersoids, and consequently the larger particles may have been over-saturated. Areas without dispersoids, or with severe contamination, which could not be removed by thresholding, were deselected from the analyses. Mathworks' software, Matlab (Version 2016a, MathWorks, Natick, MA, USA), was used as the main tool to execute the different calculations in the evaluation of the GSE metric. A script was written to search through the Excel sheets with the results from iSolution, and extract the coordinates of each particle. The dispersoids were then allocated to a matrix, representing the grid of the quadrat-based method, which was explained in the previous section. Finally, the GSE was calculated based on this "grid-matrix" with the equations found in the theory. Figure 13 and Table 2 shows results for the number density and % area (i.e., percentage of area coverage) of all four alloys. Here, the "Slow" heating rate was chosen as a reference, and the variation in dispersoid density is expressed as the percent change with the increasing heating rate. No significant differences were seen in the number of density measurements for alloy 6063 when increasing the heating rate from "Slow" to "Normal". However, increasing to the "Fast" heating rate resulted in a~30% drop in dispersoid density. A similar development was seen for the % area measurements. With increasing heating rates, the area covered by dispersoids was also found to decrease, but this time also between "Slow" and Normal". This behaviour of the % area was also found for alloy 6005, although less pronounced. However, for this alloy, the number density increased slightly with an increasing heating rate. Due to the higher Mn content, both larger dispersoid densities and % areas were found in this alloy, revealed by the absolute values of the dispersoid studies found in Table 2 . Large variations in dispersoid density and % area between the images were also seen, expressed by the standard deviations, and indicating a non-uniform spatial distribution. The heating rate had more or less the same effect on the dispersoid density in alloys 6082 and 6005. In contrast, the % area of dispersoids in alloy 6082 remained more or less unchanged. The Cr content in alloy 6061 clearly made the dispersoid density less sensitive to differences in heating rate. The % area, however, decreased somewhat when increasing the heating rate from "Slow" to "Normal". Finally, by examining the % area plot, it is seen that the largest percent change with increasing the heating rate was found for the leanest alloy, and the percent change decreased with increasing the alloying element content. Mathworks' software, Matlab (Version 2016a, MathWorks, Natick, MA, USA), was used as the main tool to execute the different calculations in the evaluation of the GSE metric. A script was written to search through the Excel sheets with the results from iSolution, and extract the coordinates of each particle. The dispersoids were then allocated to a matrix, representing the grid of the quadratbased method, which was explained in the previous section. Finally, the GSE was calculated based on this "grid-matrix" with the equations found in the theory. Figure 13 and Table 2 shows results for the number density and % area (i.e., percentage of area coverage) of all four alloys. Here, the "Slow" heating rate was chosen as a reference, and the variation in dispersoid density is expressed as the percent change with the increasing heating rate. No significant differences were seen in the number of density measurements for alloy 6063 when increasing the heating rate from "Slow" to "Normal". However, increasing to the "Fast" heating rate resulted in a ~30% drop in dispersoid density. A similar development was seen for the % area measurements. With increasing heating rates, the area covered by dispersoids was also found to decrease, but this time also between "Slow" and Normal". This behaviour of the % area was also found for alloy 6005, although less pronounced. However, for this alloy, the number density increased slightly with an increasing heating rate. Due to the higher Mn content, both larger dispersoid densities and % areas were found in this alloy, revealed by the absolute values of the dispersoid studies found in Table 2 . Large variations in dispersoid density and % area between the images were also seen, expressed by the standard deviations, and indicating a non-uniform spatial distribution. The heating rate had more or less the same effect on the dispersoid density in alloys 6082 and 6005. In contrast, the % area of dispersoids in alloy 6082 remained more or less unchanged. The Cr content in alloy 6061 clearly made the dispersoid density less sensitive to differences in heating rate. The % area, however, decreased somewhat when increasing the heating rate from "Slow" to "Normal". Finally, by examining the % area plot, it is seen that the largest percent change with increasing the heating rate was found for the leanest alloy, and the percent change decreased with increasing the alloying element content.
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(a) (b) Figure 13 . Percent change in dispersoid number density (a) and % area (b) as a function of the heating rate. 
Size and Spatial Distribution of Dispersoids
The dispersoid size distributions are presented in Figure 14 . For alloys 6005, 6061, and 6082, the distribution shifted towards larger particles for slower heating rates. A "Fast" heating rate gave a larger amount of dispersoids with equivalent circle diameters (ECD) between 20-80 nm than the slower heating rates. For the larger particles, the black column, indicating the "Slow" heating rate, became dominant. This behaviour was more pronounced for alloys 6005 and 6082, which contained the highest levels of Mn.
The addition of Cr in alloy 6061 reduced the precipitation kinetics, and resulted in less coarsening of the dispersoids. The 6063 alloy displayed the same behaviour for the "Slow" and "Normal" heating rates, but a lower amount of dispersoids for all size intervals with the "Fast" heating rate. 
The addition of Cr in alloy 6061 reduced the precipitation kinetics, and resulted in less coarsening of the dispersoids. The 6063 alloy displayed the same behaviour for the "Slow" and "Normal" heating rates, but a lower amount of dispersoids for all size intervals with the "Fast" heating rate. The results concerning the spatial distribution of dispersoids, in terms of the original GSE and the modified GSE*, are presented in Table 3 . Different values for q and q*, referring to GSE and GSE*, respectively, were selected based on the discussion in Section 2.7. Q was set to correspond to q/n = 1, and q* was chosen based on when the number of crossings in Figure 2 stabilized. Both GSE and GSE* showed a clear decrease with an increasing heating rate for alloys 6063 and 6005, but the modified metric showed lower values than the original GSE. For 6061 and 6082, the trends were not clear. The GSE and GSE* for the 6061 alloy seemed to decrease, but the trend was very weak. The same trend, however, was observed in the relative standard deviation, s/x, showing the variation between the images, though also weak. Finally, 6082 showed no trend as the "Normal" heating rate resulted in the poorest spatial distribution.
In addition to the GSE and GSE*, which return results about the spatial distribution inside the images, it may be useful to assess the variation in density between the images. A measure for this is the relative standard deviation, which increased with increasing non-uniformity, and is also found in Table 3 . It corresponded quite well with the results from the GSE analysis, and is thus an independent metric that supports these results of the GSE and GSE*. Table 3 . The results from the GSE analysis where GSE refers to Equation (2) and GSE* refers to Equation (3).
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Discussion
Density and % Area
The first objective of the present study was to establish a reliable method for the characterization of the density and area fraction of dispersoids by SEM, and to evaluate how they evolve as a function of the heating rate. The quantitative analysis of particles from images is often a challenge, where one must make judgements on what features belong to the class of interest, and which do not. Due to the small sizes of dispersoids, both sample preparation and thresholding require the utmost care, but even then, some contamination is unavoidable, which may affect the accuracy. However, with the measures taken in the sample preparation and image processing, contamination of OP-S on the sample surface was negligible, and the absolute values for the number densities are deemed reliable. On the other hand, the absolute values for the % area and particle sizes are more uncertain.
From Table 2 , it is seen that the results for the % area did not correspond well with the Mn-/Cr-content. Assuming α-Al(FeMn) 3 Si as the reigning dispersoid phase, the modelling software, Alstruc (Version 2016, SINTEF, Trondheim, Norway) [20, 21] , estimated the % volume fraction of dispersoids as 0.04 (6063), 0.05 (6005), 0.06 (6061), and 0.12 (6082). As the images cover several were be considered interchangeable. This is generally considered to be a good assumption if the particles are (near) spherical and the spatial distribution is not too far from random, which was the case for our samples. In this regard, alloy 6063 showed a reasonable % area, with values ranging between 0.019-0.027. However, the other alloys showed values for the % area that were two to three times larger than the modelling results indicate. Alstruc gave only an estimate of the volume fraction, and some dispersoids were likely different phases than α-Al(FeMn) 3 Si. However, these factors were expected to have a limited effect on the results. The most likely explanation for this behavior is that it comes as an effect of the experimental penetration volume. Although a low acceleration voltage in the SEM was used, a certain penetration volume is unavoidable, and will result in the inclusion of areas slightly under the sample surface. This effect may be more pronounced for larger particles, as parts of the dispersoids just below the surface may be included. Furthermore, the sample preparation with OP-S gives a slight etch around the Mn-/Cr-particles, which results in a shallow "ditch" around the dispersoids, indicating a larger area than the real value. An alternative is to use transmission electron microscopy (TEM), but that gives problems with statistics, and is not within the scope of this study.
Precipitation kinetics typically increases with super-saturation, and is expressed by the % area. It is therefore reasonable to assume that there should be a relationship between the alloying content and changes in % area as the heating rate is changed. Mn and Cr have low diffusivities in aluminium, and as the atoms may have to travel long distances to nucleate, the heating rate, or rather, the amount of time spent at higher temperatures, may be more critical than for alloys with a higher Mn content. This was clearly expressed in Figure 13b , where the graphs distinctly align according to the alloying content. The plot thus gives an indication of how much Mn and Cr was precipitated. As the 6082 alloy showed small variations, it is reasonable to assume that, for this alloy, Mn was more or less fully precipitated for all heating rates. This was not the case for the other alloys, however, and especially 6063 did not fulfilled its nucleation potential of Mn for the faster heating rates.
Upon commencing these experiments, it was expected to find that number densities would be influenced by the heating rate in a manner similar to what was seen for the 6063 alloy in Figure 13a . Here, the dispersoid density was higher for lower heating rates. This expectation was based on earlier studies, which showed an increase in dispersoid number densities with decreasing homogenization temperatures [10, 22] . Such a relation suggests that the amount of time spent at lower temperatures could lead to an increase in number density. This also fits well with Lodgaard and Ryum's work [8] on the precipitation behaviour of these particles. Assuming that the reigning precipitation mechanism is via intermediate phases precipitated at lower temperatures, it is reasonable to expect that a high density of the intermediate phases should result in a high density of the final dispersoid phase(s).
For 6063, there was a~30% difference in number density between the "Normal" and "Fast" heating rates while there was no significant difference between "Slow" and "Normal". This suggests that there exists a 'critical heating' rate or temperature range for optimal nucleation. However, this critical region is unlikely to be at lower temperatures, since the temperature logs in the furnace showed that it was not possible to heat the samples at a higher rate than "Normal" in the first heating stage. This means that the heating rate for "Normal" and "Fast" were practically the same until reaching~450 • C. The change in number density must therefore mainly be the result of occurrences after this stage. According to Lodgaard et al. [8] , precipitation of Mn starts through the precipitation of an intermediate "u-phase" around 350-400 • C, before dispersoids were nucleated on this phase from~400 • C. If this is the case, the current results suggest that the nucleation of the "u-phase" and Mn-dispersoids was the critical stage for alloy 6063, and that the final density of dispersoids may be less, or not at all, influenced by the precipitation of β' at lower temperatures. However, this hypothesis is based solely on the assumption that Lodgaard's model was dominant [8] , and one must keep in mind that there may also be other precipitation mechanisms operating.
Interestingly, 6005 was found to behave in a rather different manner. In contrast to 6063, the number density increased by~20% when increasing the heating rate from "Slow" to "Fast". An explanation for this behaviour arises from the likely differences in super-saturation of Mn, Mg, and Si in the two alloys. It is suggested that, due to the higher alloying content in the 6005 alloy, the diffusion distances were shorter, and consequently nucleation and growth occurred easier. The nucleation nose (in a TTT-diagram) was shifted towards shorter times, and was fully entered also by the heating curve for the "Fast" heating rate. This is supported by the results from the denser alloy 6082, which showed the same behaviour, only more prominent.
The dispersoid density of the Cr-containing 6061 alloy was unaffected by the changes in the heating rate. This is likely due to the different nucleation temperatures for Mn and Cr. Cr-dispersoids nucleate at higher temperatures than Mn-dispersoids, and since the super-saturation of Cr was quite low, the precipitation was likely to be slow below 500 • C. Electrical conductivity measurements by Lodgaard and Ryum [23] gave a dip around 530 • C for a 0.15 wt % Cr alloy, while the dip occurred around 490 • C for a 0.32 wt % Cr alloy. As the 6061 alloy contained 0.08 wt % Cr and 0.06 wt % Mn, precipitation should start around 530 • C. This reasoning also supports the interpretation of the number density results of 6063. With a Mn-content of only 0.05 wt %, the dispersoid precipitation in 6063 is likely to occur at significantly higher temperatures than for 6005 and 6082, which agrees with the assumption that the 30% drop in number density must have resulted from temperatures above 450 • C. This behavior suggests that the "Fast" heating rate of 6063 must have passed a nucleation nose too fast to fulfil the nucleation potential of Mn. Why a change in number density was not seen for the 6061 alloy may be due to the differences in the heating rate above 530 • C being too small to give a significant effect, or perhaps that a slight difference in nucleation density was compensated for by a competing coarsening of the dispersoid phases for slower heating rates. Figure 14 clearly shows a particle distribution shifted towards coarser particles for decreasing heating rates in 6005, 6061, and 6082. This behavior was already suggested by Figure 13a , which showed a lower number density for decreasing heating rates in 6005 and 6082. The "Slow" heating was found to give a significantly lower amount of dispersoids between 20-80 nm than what was found for other two heating rates. The alloy in this case also contained a slightly larger amount of particles in the size ranges above 80 nm. Together, these plots indicate increased Oswald ripening as the heating rate was reduced. The same behaviour was seen for 6063 with the "Slow" and "Normal" heating rate. However, the "Fast" heating rate was strongly shifted towards larger particles. That is, the bars for the two smallest particle size intervals were now significantly lower as compared to the other heating rates, while the bars for the larger particles fitted with the trend. This result clearly agrees with the suggestion that nucleation was limited for the "Fast" heating rate, but that growth at higher temperatures proceeded normally.
It has been reported that Cr-dispersoids coarsen more slowly than Mn-dispersoids [7] , and the particle size distribution in Figure 14 agrees with this. It was clearly shifted towards smaller sizes than for the Mn alloys, and the absolute dispersoid density was also much higher with respect to the alloying content. Moreover, Figure 13b shows a 20% difference in % area when comparing the "Slow" and "Normal" heating rates. The "Slow" heating rate results in approximately 1 h and 15 min more above 500 • C than the "Normal", and suggests that sufficient time above this temperature range was crucial for complete precipitation with such a low Cr and Mn content.
Spatial Distribution (GSE)
The second objective of the current study was to assess methods for evaluating the spatial distribution of dispersoids. Several methods have been developed, but many of these are not sufficiently precise or easy to implement. An attractive feature of the GSE is its simplicity. It only requires point coordinates or the count in each square of the grid, and the rest can be automated. The choice of using the quadrat-based method was based partly on convenience, but of course, also on efficiency. The GSE proved to have the most efficient detection power in the studies by Zhou et al. [16] and Kam et al. [17] , but also gave indications of an ability to differentiate degrees of spatial uniformity [16] . The latter was dismissed by Zhou et al. [16] due to overlapping intensity distributions; these were, however, only partially overlapping for the GSE, and could clearly be distinguished from each other. The conclusion was based on an interest in evaluating whether one image has a certain spatial distribution, and this is not a relevant concern in the present study. At high magnifications, such as those needed when studying dispersoids, both density and spatial distribution may vary significantly from image to image, and the main concern is thus whether a sample population of images differs from another. It should be noted that the size of the particles is not accounted for by the GSE-metric. As the dispersoids are small compared to the sample area, this is, however, not an issue in the present work. Figure 5 shows how the GSE metric consistently picks up the differences in spatial distribution as the cluster parameters were gradually changed. This indicates that the GSE could differentiate the spatial uniformity of sample populations. However, the graph, for which only σ was changed (open symbols) shows that the ability to differentiate decreased as the spatial distribution approached uniformity. This is also what was pointed out by Zhou et al. [16] , where the largest overlaps were seen close to CSR. However, the effect of each incremental change of σ on uniformity became smaller as σ increased. This characteristic of the graph was thus a result of small changes in the spatial distribution and was not caused by problems with the metric. Although this is true, it is also obvious that the necessity to differentiate spatial uniformity disappears as it approaches uniformity.
A problem appears, however, when the point intensity was large. This is seen in Table 3 , where the GSE of 6082 was almost 1. By visual inspection of the images, e.g., in Figure 12 , it is obvious that this cannot be accurate. The question is whether GSE* can improve the sensitivity of the metric. This effect was already seen in Figure 10 , where the graphs are more spaced than for the GSE. Moreover, this is again expressed in Table 3 , where GSE* showed the same trend as for the GSE, but with lower values. It also seems to pick up information in the analyses of 6061 and 6082 that GSE cannot, however, these results are ambiguous.
In Table 3 , the trend seems to be the same for both the original and the modified GSE. In general, the GSE and the GSE* scores higher for slower heating rates, indicating a more uniform spatial distribution. Earlier studies have found the spatial distribution of both Cr-and Mn-containing alloys to be dependent on the heating rate [12] . In general, both a slower heating rate, and a lower homogenisation temperature seem to promote a more uniform spatial distribution [8, 12, 23] . In Lodgaard and Ryum's studies [12] , Cr-containing alloys required a slower heating rate than the Mn-containing alloys, and the critical heating rates for a homogeneous spatial distribution were far above the one's used in the current study. However, the alloys used were also much denser, and this may have a significant effect. According to Table 3 , both the GSE and the GSE* decreased steadily with an increasing heating rate for the two low-Mn alloys, 6063 and 6005. Moreover, the relative standard deviation of the density between the images was very high in each condition, and showed the same trend towards a more non-uniform spatial distribution for faster heating rates. The 6061 alloy seems to have a weaker trend than the above mentioned, and indicates that the higher precipitation temperature or slower diffusivity of the Cr-containing alloy makes the dispersoid density and spatial distribution less sensitive to changes in the heating rate for the alloy compositions in question. The results from the 6082 alloy are more difficult to interpret, and are somewhat different for GSE and GSE*. There is no clear trend, but there was quite a big difference between the GSE and the GSE* results.
Conclusions
On the basis of the findings in this study, the following may be concluded. The dispersoid density, particle size distribution, and spatial distribution for Al-Mg-Si alloys with a low Mn content were affected by the heating rate to the homogenization temperature. An increase in dispersoid number density and a more uniform distribution of dispersoids was found for the lowest heating rate, as compared to the more rapid heating rates, for the alloy with 0.05 wt % Mn. This is suggested to be due to shorter times in the temperature range for precipitation of Mn-dispersoids. For the alloy with 0.15 wt % Mn, it was found that the number density increases with the heating rate. This is suggested to be due to particle coarsening as an effect of the samples spending a longer time in the furnace with the low heating rate.
Concerning the possibilities and ability to characterize the spatial distribution of dispersoids, it can be concluded that the Global Shannon Entropy (GSE) metric, with a careful selection of relevant parameters, is an adequate metric for the detection of non-uniformity of dispersoid structures in Al-Mg-Si-alloys. Moreover, with the new term it was demonstrated that the ability to differentiate the degrees of spatial uniformity was improved.
Both GSE and GSE* show a clear decrease with an increasing heating rate for alloys AA6063 and AA6005, where the trend was most obvious with the modified metric (GSE*). For AA6061 and AA6082, the trends in terms of GSE/GSE* were not clear, although a weak decrease was indicated for both alloys.
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