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A method for finding the exact analytical solutions for the bulk and edge energy levels and
corresponding eigenstates for all commensurate Aubry-Andre´/Harper single-particle models under
open boundary conditions is presented here, both for integer and non-integer number of unit cells.
The solutions are ultimately found to be dependent on the behavior of phase factors whose compact
formulas, provided here, make this method simple to implement computationally. The derivation
employs the properties of the Hamiltonians of these models, all of which can be written as Hermitian
block-tridiagonal Toeplitz matrices. The concept of energy spectrum is generalized to incorporate
both bulk and edge bands, where the latter are a function of a complex momentum. The method
is then extended to solve the case where one of these chains is coupled at one end to an arbitrary
cluster/impurity. Future developments based on these results are discussed.
PACS numbers: 74.25.Dw,74.25.Bt
I. INTRODUCTION
Tight-binding (TB) models have become ubiquitous
due to their success in describing a wide array of dif-
ferent physical systems, ranging from condensed matter1
to photonic lattices2 and ultracold atoms in optical
lattices3, etc. For d-dimensional (dD) crystalline mod-
els under periodic boundary conditions (PBC), finding
the energy spectrum associated to the Bloch eigenstates
is a straightforward task. Complications arise, on the
other hand, when open boundary conditions (OBC) are
considered. In this case, the broken translational symme-
try at the edges prevents a direct calculation of the en-
ergy bands. Furthermore, edge-localized states, possibly
corresponding to symmetry-protected topological (SPT)
states, may appear under OBC4,5. Already at the level
of open 1D TB models, general formulas for the ana-
lytical determination of both the bulk and edge states
are hard to find, with exact solutions not going beyond
the Su-Schrieffer-Heeger (SSH) model6, a textbook ex-
ample of a 1D topological insulator7. However, recent
progress was made regarding more general crystalline 1D
models (or higher-dimensional models with OBC along
a single direction)8–11. Here, we detail on how to find
the analytical solutions of an entire family of 1D lin-
ear models under OBC, namely the extensively studied
family of (commensurate) Aubry-Andre´/Harper (AAH)
models12–23, and accordingly general expressions for find-
ing all the eigenstates and corresponding energy spectra
are provided here in an easily algorithmizable format.
Central to the studies carried out below is that the
Hamiltonian of an open 1D linear model with arbitrary
on-site potentials vi and hopping constants ti within
the unit cell, labeled ionic SSHm (ISSHm), where m is
the size of the unit cell (see Fig. 1), is a periodic Her-
mitian block-tridiagonal matrix24, also called a tridiag-
onal Hermitian m-Toeplitz matrix25–29. Each ISSHm
model corresponds to an AAH model with specific pe-
riodic modulations on ti and vi, which can be different
in general, labeled here as commensurate AAH model.
Banchi and Vaia30 showed that the characteristic equa-
tion of a model with the same hopping parameter across
the chain can be expressed in terms of Chebyshev poly-
nomials of the second kind and, by introducing then
edge perturbations31,32 to the system, the authors were
able to find exact formulas for the phase shifts these
induce on the eigenstates (which were left implicit in
a similar study33). This technique has been proven
very powerful in the development of minimal engineer-
ing schemes widely adopted in the context of optimiz-
ing quantum34–37 and classical38 state transfer. The ex-
tension of the method to include midchain impurities39,
whose strength controls the transmission ratio of an in-
coming wave, can be applied in the generation of NOON
states40. Here, we show how the method described in
[30] can be extended for general ISSHm models, selecting
some particular cases as pedagogical examples to illus-
trate the relevant new features. Even though there is
some unavoidable complexity to its rigorous derivation,
it is important to highlight that this method ultimately
relies on a very simple calculation of phase factors with
compact analytical formulas. The reader interested in its
immediate application can skip directly to Section IV. We
point out that Eliashvili et al.41, by following a different
yet analogous approach to the one outlined here, based
on the results of [42], have already successfully solved
the particular cases of the open SSH (≡ SSH2) and SSH4
models.
a
t1 tm-1t2 t3
v1 v2 v3
tm-2tm-3
vmvm-1vm-2
tm
Figure 1. Unit cell of the ISSHm model, where {ti} are the
hopping parameters, tm is the intercell hopping parameter,
{vi} are the on-site potentials and a is the lattice spacing.
The SSHm model is obtained by setting all {vi} in the ISSHm
model to zero.
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2The rest of the paper is organized as follows. In Sec-
tion II, we familiarize the reader with the method of find-
ing the exact analytical solutions of 1D linear models
under OBC by deriving it step-by-step for an illustrative
example, namely the SSH4 model. In Section III, the
method is extended to incorporate models with periodic
modulations also on the on-site potentials, with explicit
formulas for the ISSH and ISSH5 models presented there.
In Section IV, general expressions of the method for an
arbitrary ISSHm model are provided in a summarized
version. In Section V, the method is generalized to in-
clude ISSHm chains with OBC and non-integer number
of unit cells, that is, with extra sites of an incomplete
unit cell added to one of the edges. In Section VI, we
study edge deformations in the form of arbitrary clusters
coupled to an edge site of the ISSHm model, and deter-
mine the momentum shift the deformation induces on the
solutions. Finally, in Section VII we conclude and point
to possible future developments on the subject.
II. SSH4 MODEL
The method for finding the analytical solutions to the
eigenvalues and eigenvectors of a crystalline 1D model
with a tridiagonal Hamiltonian and open boundaries can
be best understood with a hands-on approach. As such,
before we generalize the method we start by demonstrat-
ing how it is applied to solve the concrete example of the
SSH4 model, whose real-space Hamiltonian, under OBC,
is written as an Hermitian periodic tridiagonal matrix24,
H = −

0 t3
t3 0 t2
t2 0 t1
t1 0 t4
t4 0
. . .
. . .
. . .
0 t4
t4 0 t3
t3 0 t2
t2 0 t1
t1 0

, (1)
where
U = −
 0 t3t3 0 t2t2 0 t1
t1 0
 (2)
is the periodic unit cell block that is repeated N times,
t4 is the intercell hopping and the basis follows the order
{|4N〉 , |4N − 1〉 , . . . , |2〉 , |1〉}, with |j〉 the jth-site of the
chain.
For convenience, we introduce a dependence of the hop-
ping parameters of the general SSHm model on a syn-
thetic momentum δ,
tj(δ)/t = 1− 0.8
m− 1
[
(1−cos δ)(j−1)+cos δ(m−j)
]
, (3)
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Figure 2. Energy spectrum in units of t of an open SSH4
chain with N = 10 unit cells as a function of δ. Symmetric
δ have the same spectrum. Solid blue curves represent bulk
states and the dashed red curves represent in-gap edge states
(degenerate for zero energy). At δ = 0, pi
2
the energy spectra
(vertical dashed lines) are the same, apart from four in-gap
states for δ = 0 that become bulk states for δ = pi
2
.
where we set t = 1 as the energy unit and j = 1, 2, . . . ,m.
When δ = 0, pi2 , the tj(δ) are uniformly spaced between
0.2 and 1, but with opposite progressions. For example,
in the SSH4 model we get
δ = 0→ (t1, t2, t3, t4) = (0.2, 0.46¯, 0.73¯, 1), (4)
δ =
pi
2
→ (t1, t2, t3, t4) = (1, 0.73¯, 0.46¯, 0.2), (5)
where the overbars indicate repeating decimals. The en-
ergy spectrum of an open SSH4 model as a function of δ
is given in Fig. 2, where it can be seen that δ = 0 and
δ = pi2 (the relevant cases from hereafter) have the same
spectrum, apart from four states which change from in-
gap to bulk states above the gap closing point.
The characteristic polynomial of the whole system is
defined as
χ
1:4N
(λ) = det(λ−H), (6)
which can be expanded in two ways: i) a top down ex-
pansion, growing from χ
1:1
(a chain with a single site at
position 4N) to χ
1:4N
(the complete chain with all 4N
sites), or ii) a bottom up expansion, growing from χ
4N:4N
(a chain with a single site at position 1) to χ
1:4N
. Here,
unless stated otherwise, we follow the top down expan-
sion i), through which (6) is expanded from the bottom
corner to read as
χ
1:4N
(λ) = λχ
1:4N−1(λ)− t21χ1:4N−2(λ). (7)
However, different relations hold for χ
1:4N−1 ,χ1:4N−2 and
χ
1:4N−3 , as the hopping parameter at the last term of (7)
is changed to t2, t3 and t4, respectively, before returning
to t1 again. Therefore we write (7) as a system of coupled
3recurrence relations. Defining χ
1:4n+1−i(λ) = χ
i
n(λ), with
i = 1, 2, 3, 4 and n = 0, 1, 2, . . . , N (where χi0(λ) will be
determined by the boundary conditions), we get
χ1n(λ) = λχ
2
n(λ)− t21χ3n(λ), (8)
χ2n(λ) = λχ
3
n(λ)− t22χ4n(λ), (9)
χ3n(λ) = λχ
4
n(λ)− t23χ1n−1(λ), (10)
χ4n(λ) = λχ
1
n−1(λ)− t24χ2n−1(λ). (11)
Using (9-11) to develop (8) we arrive, after some algebra,
at
χ1n(λ) =
[
λ4 − (t21 + t22 + t23 + t24)λ2 + t21t23 + t22t24
]
χ1n−1(λ)
− (t1t2t3t4)2χ1n−2(λ). (12)
Now, our strategy will be to identify the λ parameter
with one of the energy bands in k-space of the SSH4
model for an infinite chain, which can be straightfor-
wardly found to be given by
λ±±(cos k) = ± 1√
2
√
t21 + t
2
2 + t
2
3 + t
2
4 ±
√
(t21 + t
2
2 + t
2
3 + t
2
4)
2 − 4(t21t23 + t22t24 − 2t1t2t3t4 cos k), (13)
where k ∈ [−pi, pi[ and the lattice spacing was set to
a = 1. In other words, we are searching for the eigenen-
ergies of the open SSH4 model within the energy range
of each band of the spectrum. Possible edge states, such
as topological edge states which appear in some energy
gap, fall outside the parametrization ranges and have to
be dealt separately, as we will show later on. The follow-
ing relation holds for all bands in (13),
λ4−(t21+t22+t23+t24)λ2+t21t23+t22t24 = 2t1t2t3t4 cos k, (14)
which in turn simplifies (12) to
χ1n(λ) = 2t1t2t3t4 cos kχ
1
n−1 − (t1t2t3t4)2χ1n−2(λ). (15)
All χ1n≥2(λ) can then be obtained from the boundary
conditions χ10(λ) and χ
1
1(λ). We set χ
1
0(λ) = 1 and de-
termine χ11(λ) from (6),
χ11(λ) = χ1:4(λ) =
∣∣∣∣∣∣∣
λ t3 0 0
t3 λ t2 0
0 t2 λ t1
0 0 t1 λ
∣∣∣∣∣∣∣
= 2t1t2t3t4 cos k + t
2
4(λ
2 − t22), (16)
where (14) was used again in the last step. By defining
χ11K(λ) as the determinant of the kernel of χ
1
1(λ), that is,
χ11K(λ) is constructed by taking the first and last rows
and columns of χ11(λ),
χ11K(λ) =
∣∣∣∣λ t2t2 λ
∣∣∣∣ = λ2 − t22, (17)
then (16) can be simplified to
χ11(λ) = 2t1t2t3t4 cos k + t
2
4χ
1
1K(λ). (18)
The recurrence relation in (15) can be further simpli-
fied by defining
W 1n(λ, cos k) := (t1t2t3t4)
N−nχ1n(λ), (19)
where in turn λ = λ(cos k), becoming then
W 1n = 2 cos kW
1
n−1 −W 1n−2, (20)
where the dependence on λ and cos k was left implied
for convenience. These W 1n follow the same recurrence
relation as the Chebyshev polynomials of the second-kind
Un = Un(cos k), but with modified boundary conditions,
in relation to U−1 = 0, U0 = 1 and U1 = 2 cos k. With
χ10(λ) = 1 and χ
1
1(λ) given in (18), we can use (19) to
determine the boundary conditions W 10 and W
1
1 ,
W 10 = (t1t2t3t4)
N (1 + 0)
= (t1t2t3t4)
N (U0 + U−1), (21)
W 11 = (t1t2t3t4)
N
(
2 cos k + α1(λ)
)
= (t1t2t3t4)
N
(
U1 + α1(λ)U0
)
, (22)
with α1(λ) =
t4
t1t2t3
χ11K(λ). Comparing (21) and (22),
the general relation for W 1n , with n ≥ 2, can be readily
found to yield
W 1n(λ, cos k) = (t1t2t3t4)
N
[
Un(cos k)+α1(λ)Un−1(cos k)
]
.
(23)
For each band λ, the corresponding k solutions are
found by solving the characteristic equation χ1N (λ) = 0.
Noting that χ1N (λ) = W
1
N (λ, cos k), through (19), and
using the well known result
Un(cos k) =
sin
[
(n+ 1)k
]
sin k
, (24)
the characteristic equation W 1N (λ, cos k) = 0 can be ma-
nipulated to read, using standard trigonometric identi-
ties, as
cot
[
(N + 1)k
]
=
1
α1(λ) sin k
+ cot k, (25)
from where one finally arrives at
φ1λ(k) = (N + 1)k − npi, n = 1, 2, . . . , N, (26)
φ1λ(k) = cot
−1
[ 1
α1(λ) sin k
+ cot k
]
, (27)
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Figure 3. (a) Momentum shift φ1λ as a function of k for the
SSH4 model with δ =
pi
2
[see (5)]. Equally spaced orange
lines represent the successive fn(k) = (N + 1)k − npi, with
n = 1, 2, . . . , N and N = 10 the number of unit cells. The kn
values of the red dots at the intersections are the momentum
values of the eigenstates. (b) Same as in (a) but with inverted
hopping parameters δ = 0 [see (4)]. Note that each band has
one less k-solution than in (a). (c) Imaginary momentum shift
φ1,eλ as a function of p for the SSH4 model with the parameters
of (b). Only regions where φ1,eλ (p) is real are depicted. Orange
line represents fe(p) = (N+1)p, where N = 10 is the number
of unit cells. Only the degenerate edge phases of the chiral
pair of bands λ+− and λ−− are represented here, since only
they have non-trivial p solutions, given by the p values of the
black stars at the intersections.
where the phase, defined in the interval φ1λ(k) ∈]− pi2 , pi2 ],
represents the momentum shift in relation to the usual
φ1λ(k) = 0 case, for which one recovers kn =
npi
N+1 . For
every band λ we solve (26) for each n to find the set
of allowed kn values within the Reduced Brillouin Zone
(RBZ), kn ∈ [0, pi[. An example of the geometrical de-
termination of the k states, for a system with N = 10
unit cells and δ = pi2 , is shown in Fig. 3(a). The en-
ergy of these k-states of the open chain is given by the
corresponding value of λ(k). Each of the two distinct
φ1λ(k) is twice degenerate, since the SSH4 model is bi-
partite and, therefore, has chiral symmetry defined as
CH(k)C−1 = −H(k), so that the λ bands come in chiral
pairs sharing the same φ1λ(k) and the same set of {kn}.
In general, the SSHm model has m distinct φ
1
λ(k) for m
odd, and m/2 distinct φ1λ(k) for m even. These results
lead to two important remarks: i) defined in the RBZ, the
absolute momentum k is still a good quantum-number,
and ii) contrary to periodic models, the set of allowed
k-values can, in principle, be different for every band.
Having determined the absolute momentum kn and re-
spective energy of all eigenstates, we want to find now the
spatial profile of these states along the open chain with
N unit cells. The treatment followed here consists of as-
suming a larger periodic system (we consider 2N+2 unit
cells to simplify, but the same procedure holds for peri-
odic chains with n ≥ N + 2 unit cells) and then combine
degenerate k-states in order to impose nodes at specific
positions, such that an open chain of N unit cells, with
eigenstates satisfying the OBC, can be extracted from
the full periodic chain. A general k-state of the periodic
SSH4 model with 2N + 2 unit cells of Fig. 4(a) can be
written as
|ϕλ(k)〉 = 1√
2N + 2
2N+1∑
j=0
eikj

aλ(k)e
−iθaλ(k)
bλ(k)e
−iθbλ(k)
cλ(k)e
−iθcλ(k)
dλ(k)
 ,(28)
∑
η=a,b,c,d
|ηλ(k)|2 = 1 (29)
where k ∈ [−pi, pi[, the phase of the D-component was
set to zero for convenience and ηλ(k) ∈ R+0 , with η =
A,B,C,D. From the presence of time-reversal symmetry
it follows that θηλ(k) = −θηλ(−k) and η(k) = η(−k). The
eigenfunctions of the open chain can be found through
the standard combination of degenerate symmetric k-
states of the periodic chain,
|ψλ(k)〉 = 1√
2
( |ϕλ(k)〉 − |ϕλ(−k)〉 )
=
1√
N + 1
2N+1∑
j=0
|uλ,j(k)〉 , (30)
|uλ,j(k)〉 =
aλ(k) sin[kj − θ
a
λ(k)]
bλ(k) sin[kj − θbλ(k)]
cλ(k) sin[kj − θcλ(k)]
dλ(k) sin[kj]
 , (31)
where k is now within the RBZ. By identifying |j, η〉 as
the η = A,B,C,D component of |uλ,j(k)〉, the bound-
ary conditions are defined as 〈0, D|ψλ(k)〉 = 0, which is
automatically satisfied, and 〈N + 1, A|ψλ(k)〉 = 0, which
yields (26) since we can directly identify θaλ(k) ≡ φ1λ(k).
We decompose |ψλ(k)〉 in two terms,
|ψλ(k)〉 = 1√
N + 1
[ N∑
j=1
|uλ,j(k)〉+
2N+2∑
j=N+1
|uλ,j(k)〉
]
,
(32)
where |2N + 2, η〉 ≡ |0, η〉. These two terms are iso-
lated from one another due to the nodes at |0, D〉 and
|N + 1, A〉. Finally, to get the form of an eigenstate of
our open SSH4 chain with N unit cells we drop the sec-
ond term at the right-and side of (32) and re-normalize
50 pi
4
pi
2
pi3pi
4
1
0.5
0
-0.5
1.5
-1
-1.5
(x2)
k (p)
E
Bulk state
Edge state
λ++
λ-+
λ--
λ+-
D
C
B
A
A
B
C
D
n=0 n=N+1
N unit cells
N unit cells
(a)
(b)
Figure 4. (a) Periodic SSH4 model with 2N + 2 unit cells.
Sites of unit cells n = 0, N + 1 are highlighted. By com-
bining symmetric k-states and imposing nodes at |0, D〉 and
|N + 1, A〉, an open SSH4 chain is created at the upper N unit
cells. (b) Energy spectrum of the SSH4 model with δ = 0 [see
(4)] in the RBZ as a function of k for the λ(cos k) bands (solid
curves) and as a function of p for the λ(cosh p) bands (dotted
curves) and λ(− cosh p) bands (dashed curves). Identically
colored bands give the cos k and ± cosh p parametrizations of
the same λ band. The k (p) solutions for an open chain with
N = 10 unit cells are indicated by the red dots (black stars).
Highlighted encircled states correspond to those of Fig. 5.
our state,
|ψλ(k)〉 = ζλ(k)
√
2
N + 1
N∑
j=1
|uλ,j(k)〉 , (33)
|ζλ(k)|2 = N + 1
2
[ N∑
j=1
|uλ,j(k)|2
]−1
, (34)
where, in general, |ζλ(k)| 6= 1, as can be expected from
the different sizes of the upper and lower chains separated
by the nodes at |0, D〉 and |N + 1, A〉 in Fig. 4(a). We
presented this detailed derivation of the eigenstates un-
der OBC in order to show that, contrary to what is some-
times assumed6, one cannot directly extrapolate from the
well known results for the chain with a single hopping
parameter and set ζλ(k) = 1. Also, it is important to
notice that since, as mentioned above, under OBC the
set of allowed k-values can be different for every band,
it is clear that they do not in general coincide with the
allowed k-values under PBC. In other words, the degener-
ate symmetric k-states of the form of (28) that are being
combined to produce nodes at specific positions are not
eigenstates of the larger chain with PBC.
A. Edge states
For the hopping parameters considered in Fig. 3(b),
the parametrization of φ1λ(k) using each of the λ bands
finds one less kn than for the set of parameters used in
Fig. 3(a). Since the total number of states is fixed to
4N , this implies the existence of four edge states that
drifted away from the bulk bands and into the energy
gaps as the ti’s are varied adiabatically from those of
Fig. 3(a) to those of Fig. 3(b), which, in turn, implies
that a transition takes place between these two cases
(with and without edge states). In order to find the edge
states we therefore have to extend the energy range of the
parametrization, which can be achieved by considering a
complex k = q + ip6,10,30,43,44. The imaginary part p of
the complex momentum is the inverse localization length
of the edge state. The condition of keeping all λ(k) real
imposes that q = 0∨pi (the “+” and “-” solutions, respec-
tively), such that now we have λ(cos k) → λ(± cosh p).
As can be seen in Fig. 4(b), the λ(± cosh p) bands fill all
the energy gaps between the λ(cos k) bands, so that each
in-gap edge state falls into the energy range of its cor-
responding λ(± cosh p) band. The relation in (24) now
becomes
Un(± cosh p) = (±)n sinh[(n+ 1)p]
sinh p
. (35)
With the substitution cos k → ± cosh p in (23), the char-
acteristic equation W 1N (λ,± cosh p) = 0 yields
φ1,eλ,±(p) = (N + 1)p, (36)
φ1,eλ,±(p) = coth
−1
[ 1
±αe1,±(λ) sinh p
+ coth p
]
, (37)
where the edge α1,e1,±(λ) is given by applying cos k →
± cosh p to the α1(λ) defined in (22)45 and φ1,eλ,±(p) rep-
resents the imaginary momentum shift from the k = 0, pi
states. Note that, contrary to the N bulk equations that
have to be solved for each λ band [see (26)], there is
only one edge equation for each band, even though it can
in general have multiple solutions, that is, multiple edge
states belonging to the same edge band. For the hopping
parameters of Fig. 3(b) the only bands with non-trivial
p-solutions are λ−−(± cosh p) and λ+−(± cosh p). Since
these middle bands form a chiral pair they share the same
φ1,eλ,±(p) and, therefore, the same p-solutions, as depicted
in Fig. 3(c). By substituting the k-solutions of Fig. 3(b)
6and the p-solutions of Fig. 3(c) in their respective energy
bands, the full energy spectrum can be found, as shown
in Fig. 4(b). There is a duality between the set of k-
bands and the set of p-bands, in the sense that each of
them exactly fills the energy gaps of the other.
Since φ1,eλ,±(p) in (37) has to follow directly from φ
1
λ(k)
in (27) after substituting k → q + ip, with q = 0 ∨ pi, we
find that θaλ(k) = φ
1
λ(k)→ iφ1,eλ,±(p), with equivalent rela-
tions holding for θbλ(k)→ iθb,eλ,±(p) and θcλ(k)→ iθc,eλ,±(p)
in (31), as will be shown in Section V A. By further ap-
plying ηλ(k) → ηeλ,±(p) to (31), with η = a, b, c, d, the
eigenstates of the edge states are written as, apart from
a global phase factor,
∣∣ψeλ,±(p)〉 = ζeλ,±(p) N∑
j=1
(±)j ∣∣ueλ,j,±(p)〉 , (38)
∣∣ueλ,j,±(p)〉 =

aeλ,±(p) sinh[pj − φ1,eλ,±(p)]
beλ,±(p) sinh[pj − θb,eλ,±(p)]
ceλ,±(p) sinh[pj − θc,eλ,±(p)]
deλ,±(p) sinh[pj]
 , (39)
|ζeλ,±(p)|2 =
[ N∑
j=1
|ueλ,j,±|2
]−1
, (40)
where we highlighted that θa,eλ,±(p) ≡ φ1,eλ,±(p). These
eigenstates are edge localized. Examples of a bulk state
and a right-edge localized state computed using (33) and
(38), respectively, are shown in Fig. 5.
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Figure 5. Spatial profile along the i sites of an open SSH4
chain with N = 10 unit cells of the wavefunction of the (a)
bulk and (b) edge states highlighted in Fig. 4(b) computed
through (33) and (38), respectively. Agreement with exact
diagonalization results was verified.
III. ISSH MODEL
In order to see the effect of introducing arbitrary on-
site potentials within the unit cell let us study the ISSH
model under OBC. Its Hamiltonian can be written as
H = −

−v2 t1
t1 −v1 t2
t2 −v2
. . .
. . .
. . .
−v1 t2
t2 −v2 t1
t1 −v1

, (41)
H ′ =
H − v1I
t1
= −

−v 1
1 0 t
t −v
. . .
. . .
. . .
0 t
t −v 1
1 0

,(42)
where I is the identity matrix, t = t2/t1 and v =
(v2−v1)/t1. Note that we always have the freedom of set-
ting one hopping parameter to one (the energy unit) and
one on-site potential as the zero potential energy level.
Since we have two sites per unit cell and N unit cells, we
get a system of two coupled recurrence relations for the
characteristic polynomials,
χ1n(λ) = λχ
2
n(λ)− χ1n−1(λ), (43)
χ2n(λ) = (λ− v)χ1n−1(λ)− t2χ2n−1(λ), (44)
for n = 0, 1, . . . , N . Using (44) to develop (43) we arrive
at
χ1n(λ) =
[
λ2 − vλ− 1− t2]χ1n−1(λ)− t2χ1n−2(λ). (45)
The energy bands of the periodic model are given by
λ±(k) =
1
2
(
v ±
√
v2 + 4(1 + t2 + 2t cos k)
)
, (46)
with lattice spacing a = 1, from where both bands can
be found to obey the following relation,
λ2 − vλ− 1− t2 = 2t cos k, (47)
which, when inserted back in (45), yields a relation equiv-
alent to that of (15),
χ1n(λ) = 2t cos kχ
1
n−1 − t2χ1n−2(λ), (48)
from where one can follow the same procedure as for the
SSH4 model to arrive at the same expressions for φ
1
λ(k)
and φ1,eλ,±(p), with α1(λ) = tχ
1
1K(λ), showing them to be
insensitive to the introduction of the on-site potential v.
From
χ11(λ) = χ1:2(λ) =
∣∣∣∣λ− v 11 λ
∣∣∣∣ , (49)
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Figure 6. (a) Degenerate φ1λ phases of λ+ and λ− bands as
a function of k for the ISSH model with arbitrary v and two
different t values. Equally spaced orange lines represent the
successive fn(k) = (N + 1)k − npi, with n = 1, 2, . . . , N and
N = 10 the number of unit cells. The kn values at the in-
tersections are the eigenstates. (b) Degenerate φ1,eλ phases of
λ+ and λ− bands as a function of p for the ISSH with arbi-
trary v and t = 2. Orange line represents fe(p) = (N + 1)p,
where N = 10 is the number of unit cells. The non-trivial
p-solutions come from the intersections of the λ(− cosh p)
bands. (c) and (d) Same as in (a) but for the SSH5 model with
(t1, t2, t3, t4, t5) = (1, 0.8, 0.6, 0.4, 0.2) (that is, δ =
pi
2
) and for
the ISSH5 with the same hopping parameters and vi = ti, re-
spectively. The labeling of the λi bands follows an increasing
energy order. Non-solid curves have one less solution than
the solid curves.
we find χ11K(λ) = 1 and α1(λ) = t, in accordance with
[6]. Only for the ISSH model, the simplest of the ISSHm
models, is χ11K(λ) [and therefore α1(λ)] also independent
of any on-site potentials. As such, even though a finite
v breaks chiral symmetry in the ISSH model, the φ1λ(k)
and φ1,eλ,±(p) phases of both bands remain the same for
all v, as can be seen in Fig. 6(a) and Fig. 6(b), respec-
tively. The edge states are shown in Fig. 6(b) to be in the
λ(− cosh p) bands, i.e., the real part of their momentum
is q = pi, which is the gap closing point at t = 1 in the
thermodynamic limit.
In the case of the ISSH5 model, for instance, we have
a vi sensitive α1(λ), given in this case by
α1(λ) = − t5
t1t2t3t4
χ11K , (50)
with
χ11K(λ) =
∣∣∣∣∣∣
λ− v4 t3 0
t3 λ− v3 t2
0 t2 λ− v2
∣∣∣∣∣∣ . (51)
where the λ bands depend on all ti and vi. Given that
the φ1λ(k) in (27) depend on the set of on-site potentials{vi}, the corresponding set of k-solutions will also change
with {vi}, as can be seen by comparing the solutions of
the SSH5 model in Fig. 6(c) with those of the ISSH5
model in Fig. 6(d). In particular, qualitatively different
behavior between these two cases is found for λ1, having
one less k-solution in the SSH5 model than for the ISSH5
model, that is, one of the edge states of SSH5 model
becomes a bulk state in the ISSH5 model.
IV. GENERAL METHOD
In this section we outline a summarized and operative
version of the method for finding the eigenstates of a
general ISSHm model under OBC, with the unit cell of
Fig. 1, omitting some intermediate steps explicitly shown
in the previous sections.
1. First one starts by computing the λ(cos k) energy
bands under PBC.
2. The system of coupled recurrence relations for the
characteristic polynomials χjn(λ), with j = 1, 2, . . . ,m
and n = 1, 2, . . . , N , where N is the number of unit
cells under OBC, can be written as
χin(λ) = (λ− vi)χi+1n (λ)− t2iχi+2n (λ), (52)
...
χm−1n (λ) = (λ− vm−1)χmn (λ)− t2m−1χ1n−1(λ), (53)
χmn (λ) = (λ− vm)χ1n−1(λ)− t2mχ2n−1(λ), (54)
where i = 1, 2, . . . ,m − 2. Using these equations and
the expressions for the λ bands to develop χ1n one ar-
rives at
χ1n(λ) = 2T cos kχ
1
n−1(λ)− T 2χ1n−2(λ), (55)
T = (−1)m
m∏
j=1
tj , (56)
where the pre-factor to the product operator comes
from the “-” sign of the convention we adopted in the
definition of the hopping parameters at the Hamilto-
nian [see (1)]. The boundary conditions to (55) are
given by
8χ10(λ) = 1, (57)
χ11(λ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(λ− vm) tm−1
tm−1 (λ− vm−1) tm−2
tm−2 (λ− vm−2)
. . .
. . .
. . .
(λ− v3) t2
t2 (λ− v2) t1
t1 (λ− v1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (58)
3. The characteristic polynomial χ1n(λ) can be recast as
W 1n(λ, cos k) := T
N−nχ1n(λ), (59)
W 1n(λ, cos k) = T
N
[
Un(cos k) + α1(λ)Un−1(cos k)
]
,(60)
where Un(cos k) are the Chebyshev polynomials of the
second kind defined in (24). From the characteristic
equation for the whole system, W 1N (λ, cos k) = 0, one
arrives at (26-27) with
α1(λ) =
t2m
T
χ11K(λ), (61)
where the kernel polynomial χ11K(λ) is constructed by
taking the first and last columns and rows in χ11(λ) in
(58),
χ11K(λ) =
∣∣∣∣∣∣∣∣∣∣
(λ− vm−1) tm−2
tm−2 (λ− vm−2)
. . .
. . .
. . .
(λ− v3) t2
t2 (λ− v2)
∣∣∣∣∣∣∣∣∣∣
.
(62)
4. Solve (26) for each λi band and for all n to find the
k-solutions, with k defined in the RBZ, whose respec-
tive energies are given by λi(cos k). The form of the
eigenstates in real-space is given by
|ψλ(k)〉 = ζλ(k)√
N + 1
N∑
j=1
|uλ,j(k)〉 , (63)
|uλ,j(k)〉 =

c1λ(k) sin[kj − θ1λ(k)]
c2λ(k) sin[kj − θ2λ(k)]
...
cm−1λ (k) sin[kj − θm−1λ (k)]
cmλ (k) sin[kj]
 , (64)
|ζλ(k)|2 = (N + 1)
[ N∑
j=1
|uλ,j(k)|2
]−1
, (65)
where the ciλ(λ) coefficients are obtained from the
eigenstate under PBC [see an example for the SSH4
model in (28)] and the θiλ(k) phases from (79) (antici-
pating some results of the next section). Note that we
set θmλ (k) = 0, which in turn defines θ
1
λ(k) ≡ φ1λ(k).
5. If one does not find all mN states with (26) it means
that there are edge states. These can be found by
following the procedure leading to (35-40) laid out in
Section II A, adapting (39) to the size of the chain
considered.
Note that fixing all intracell hoppings (t1, t2, . . . , tm−1)
and varying the intercell hopping tm in the determina-
tion of α1(λ) in (61) provides a practical way of cross-
ing through different regimes in the energy spectrum, in
agreement with the approach followed in Ref.[46] to de-
tect topological transitions in some types of SSH4 models.
It should also be noted that this method assumes all
ti > 0, such that T 6= 0 in (56). However, when one or
more ti are zero, the ISSHm chain becomes simply a se-
quence of decoupled and repeated small segments of few
sites, whose highly degenerate eigenstates can be easily
obtained. In the specific case where at least one hop-
ping parameter is zero but tm > 0, the decoupled seg-
ments at the edge unit cells are different from those at
the bulk, and may as a consequence harbor non-decaying
edge states, which can be regarded as edge states with
p → +∞8 (for instance, the fully dimerized limit of an
open SSH chain in the topological phase has t1 = 0 and
t2 > 0, leading to the appearance of zero-energy states
localized at the decoupled edge sites).
A striking result of this method is that from the cal-
culation of χ11K(k) in (62), together with calculation of
the band structure under PBC, one can derive the full
energy spectrum of any ISSHm model under OBC. In a
sense, χ11K(k) codifies the relevant features of any given
ISSHm model.
V. NON-INTEGER NUMBER OF UNIT CELLS
So far we have restricted our studies to open ISSHm
models with N ∈ N unit cells, implying a site 1 and a
site m at opposite edges, as shown for the ISSH5 model
in Fig. 7(a). In this section we will determine the general
solutions for arbitrary terminations of the ISSHm model.
We choose to fix the right edge at the |N,m〉 site, so
that the last m sites define the unit cell, and vary the
terminations by adding l sites, with l = 1, 2, . . . ,m − 1,
in the unit cell 0 at the left edge, as exemplified for the
ISSH5 model in Fig. 7(a). For instance, adding l = 1, 2, 3
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Figure 7. (a) ISSH5 chain with N complete unit cells and extra sites at unit cell j = 0. (b) and (c) φ
5
λ and φ
5,e
λ,± phases as
a function of k and p, respectively, for the ISSHm chain in (a) with N = 10 unit cells and an extra site at |0, 5〉, δ = 0 and
vi = ti. (d) Energy spectrum of the ISSH5 model with δ = 0 and vi = ti in the RBZ as a function of k for the λ(cos k) bands
(solid curves) and as a function of p for the λ(cosh p) bands (dotted curves) and λ(− cosh p) bands (dashed curves). Identically
colored bands give the cos k and ± cosh p paremetrizations of the same λ band. The k (p) solutions for an open chain with
N = 10 unit cells and an extra site at |0, 5〉 are indicated by the red dots (black stars). Highlighted encircled state corresponds
to the one depicted in (f). (e) Same as in (b) but for δ = pi
2
. (f) Spatial profile of the highlighted edge state in (d) along the i
sites of the chain, with maximum amplitude at the extra site in i = 0, computed using (93) and verified numerically.
sites in the SSH4 model enlarges the Hamiltonian in (1)
at the bottom by l rows and columns. It should be noted
that this exhausts all different possibilities, since adding
sites also at the right edge just amounts to a redefinition
of the unit cell and, therefore, of the hopping and on-site
potential parameters, such that one effectively is adding
sites at the left edge.
In general, the characteristic equation for the ISSHm
model with a |0, i〉 site at the left edge is defined as
χiN+1 = 0. All equations in (52-54) can be developed
to the form of (55),
χin(λ) = 2T cos kχ
i
n−1(λ)− T 2χin−2(λ), (66)
W in(λ, cos k) := T
N−nχin(λ), (67)
W in = 2 cos kW
i
n−1 −W in−2, (68)
with i = 2, . . . ,m and T defined in (56). In order to
express W in in terms of Chebyshev polynomials Un, we
compute W i1 = T
N−1χi1 and W
i
2 = T
N−2χi2 to find, using
the same inductive reasoning followed in (21-23),
W in = T
N−1[χi1Un−1 + T 2i−1,mT χm+2−i1K↑ Un−2],(69)
T 2i−1,m =
m∏
s=i−1
t2s, (70)
where χi1K↑ is the kernel determinant of χ
i
1↑, which is the
bottom up expansion of the characteristic polynomial,
e.g., for the ISSH4 model one has
χ21(λ) = χ1:3(λ) =
∣∣∣∣∣∣
λ− v4 t3 0
t3 λ− v3 t2
0 t2 λ− v2
∣∣∣∣∣∣ , (71)
χ21↑(λ) = χ4N−2:4N (λ) =
∣∣∣∣∣∣
λ− v3 t2 0
t2 λ− v2 t1
0 t1 λ− v1
∣∣∣∣∣∣ ,(72)
such that χ21K = λ−v3 and χ21K↑ = λ−v2. The boundary
conditions are defined as χm−11K↑ = 1 and χ
m
1K↑ = 0. The
10
characteristic equation can be written as
W iN+1(λ, cos k) = 0,
Un(cos k) + αi(λ)Un−1(cos k) = 0, (73)
where
αi(λ) =
T 2i−1,m
T
χm+2−i1K↑
χi1
. (74)
It is clear that (73) leads to the solution of (25) with
α1(λ)→ αi(λ), so that (26-27) become
φiλ(k) = (N + 1)k − npi, n = 1, 2, . . . , N + 1, (75)
φiλ(k) = cot
−1
[ 1
αi(λ) sin k
+ cot k
]
, (76)
where now there is an extra equation relative to n =
N + 1. However, for a system with l extra sites there is
at most l bands with N + 1 bulk state solutions, such
that no more than mN + l states are found with (75), as
expected. This is illustrated for the t1t2t1 model
47, which
is an SSH3 model with t1 = t3, with an extra site shown
in Fig. 8(a). In-gap topological edge states appear in this
model when |t1| > |t2| and there is at least one edge with
a single t1 hopping followed by t2
44. As the extra site
of Fig. 8(a) generates two consecutive t1 hoppings at the
left edge, we expect all 3N + 1 states to be bulk states.
Indeed, 3N + 1 k-solutions are found in Fig. 8(b), where
it can be seen that the top (λ3) and bottom (λ1) energy
bands yield N solutions each, whereas the middle band
(λ2) yields N + 1 solutions, with the extra one coming
from the n = N + 1 equation in (75).
Concerning possible edge states, they can be found
with the same relations (36-37) found for the l = 0 case,
with the αe1,±(λ)→ αei,±(λ) and φ1,eλ,±(p)→ φi,eλ,±(p) sub-
stitutions.
A. ISSHm with l = 1
Let us now turn again to the ISSH5 model of Fig. 7(a)
and study separately the l = 1 and l = 4 cases, which
exemplify the different behaviors a general ISSHm model
can manifest when extra sites are added.
When l = 1, the chain in Fig. 7(a) ends with a |0, 5〉
site at the left edge. The explicit expression for α5(λ)
can be calculated from (74),
α5(λ) =
t4t5
t1t2t3
(λ− v2)(λ− v3)− t22
λ− v5 , (77)
where χ21K↑ = (λ−v2)(λ−v3)−t22 and χ51 = λ−v5. After
substituting α5(λ) in (76) to find φ
5
λ(k), one finds the k-
solutions for every energy band λ [whose expressions are
found from the diagonalization of the bulk Hamiltonian
H(k)] through (75), for the set of ti and vi parameters
considered. For (t1, t2, t3, t4, t5) = (0.2, 0.4, 0.6, 0.8, 1)
(that is, δ = 0), vi = ti and N = 10 unit cells, the bulk k-
solutions are given by the intersections at Fig. 7(b). The
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Figure 8. (a) t1t2t1 chain with N complete unit cells and
an extra site at unit cell j = 0. (b) φ3λ phases as a function
of k for the chain in (a) with N = 10 complete unit cells
and t2/t1 = 0.5. The highlighted encircled solution in band 2
comes from the n = N + 1 equation for λ2 in (75), meaning
there is one more solution for band 2 than for bands 1 and 3.
total number of states is mN + 1 = 51 and each band
contributes with N−1 solutions (recall that k = pi, the k
value at the rightmost intersection, is outside the RBZ),
totaling m(N − 1) = 45 states. The missing six states
are the edge states found in Fig. 7(c). The eigenenergies
are retrieved by substitution of the k- and p-solutions
into their respective λi(cos k) and λi(± cos p) bands. The
combined energy spectrum of both bulk and edge bands
is shown in Fig. 7(d). The highlighted edge state with
the second highest p is depicted in Fig. 7(f), where it can
be seen to decay from the left edge, with a maximum of
amplitude at the extra site.
In the determination of the bulk eigenstates for the
l ≥ 1 case, modified boundary conditions have to be con-
sidered, in relation to the l = 0 case (integer number of
unit cells). While the right boundary condition (RBC)
is still given by 〈N + 1, 1|ψλ(k)〉 = 0, the addition of
extra sites changes the left boundary condition (LBC),
since a node has to be imposed farther to the left as l
increases, and is written as 〈0, i− 1|ψλ(k)〉 = 0, where
i = m − l + 1 is the left edge site. If one sets the phase
of the (i − 1)th-component to zero the LBC is automat-
ically satisfied [see (63)], and in turn the phase of the
1st-component becomes φiλ(k), so that the solutions ob-
tained from (75) also satisfy the RBC. The phases of each
component within the unit cell of the eigenstates for the
ISSH5 model with different terminations, relative to the
l = 0 case given by (64), are shown in Table I. It should
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be noted that it is at the level of the bulk eigenstate that
the phases are set according to each case: for instance, in
the SSH4 model studied above the phases are set in the
bulk eigenstate of (28), before the anti-symmetric com-
bination of k-states in (30) that leads to the eigenstate
under OBC, where each component becomes a sine func-
tion dependent on its phase. Recalling that the phase of
Comp.
l 0 1 2 3 4
1 θ1λ θ
1
λ − θ4λ θ1λ − θ3λ θ1λ − θ2λ 0
2 θ2λ θ
2
λ − θ4λ θ2λ − θ3λ 0 θ2λ − θ1λ
3 θ3λ θ
3
λ − θ4λ 0 θ3λ − θ2λ θ3λ − θ1λ
4 θ4λ 0 θ
4
λ − θ3λ θ4λ − θ2λ θ4λ − θ1λ
5 0 −θ4λ −θ3λ −θ2λ −θ1λ
Table I. Phases of the components (Comp.) within the unit
cell of the ISSH5 chain with N complete unit cells and l =
5 + 1 − i extra sites added at the left, relative to the l = 0
case.
the 1st-component equates with φiλ, one gets a system of
coupled equations from which analytical expressions for
all phases can be obtained,
φ1λ = θ
1
λ
φ5λ = θ
1
λ − θ4λ
φ4λ = θ
1
λ − θ3λ
φ3λ = θ
1
λ − θ2λ
φ2λ = 0
⇒

θ1λ = φ
1
λ
θ2λ = φ
1
λ − φ3λ
θ3λ = φ
1
λ − φ4λ
θ4λ = φ
1
λ − φ5λ
θ5λ = 0
. (78)
These equations can be readily generalized for any ISSHm
model as 
θ1λ = φ
1
λ
...
θjλ = φ
1
λ − φj+1λ
...
θmλ = 0
, (79)
with j = 2, 3, . . . ,m− 1. The set of all {φiλ} is obtained
from (27) and (76). If, on the one hand, the ciλ coeffi-
cients of the eigenstates in (64) can in general be easily
extracted from the bulk eigenstates under PBC, on the
other hand it can be numerically challenging to extract
also from them all θiλ(k) phases, which can have rather in-
volved expressions. As such, the ability to find analytical
expressions for the phases through (79) can reduce sig-
nificantly the computational complexity of this method.
The general expression for the bulk eigenstates for an
ISSHm chain with a node at |0, i− 1〉 is given by
|ψλ(k)〉 = ζλ(k)
√
2
N + 1
×[ N∑
j=1
|uλ,j(k)〉+ |uλ,0(k)〉i→m
]
, (80)
|uλ,j(k)〉 =

c1λ sin[kj − θ1λ + θi−1λ ]
c2λ sin[kj − θ2λ + θi−1λ ]
...
ci−1λ sin[kj]
...
cm−1λ sin[kj − θm−1λ + θi−1λ ]
cmλ sin[kj + θ
i−1
λ ]

, (81)
|uλ,0(k)〉i→m =

ciλ sin[−θiλ + θi−1λ ]
...
cm−1λ sin[−θm−1λ + θi−1λ ]
cmλ sin[θ
i−1
λ ]
 , (82)
|ζλ(k)|2 = N + 1
2
[ N∑
j=1
|uλ,j(k)|2 + |uλ,0(k)|2i→m
]−1
,(83)
where |uλ,0(k)〉i→m accounts for the extra sites at the
j = 0 unit cell. The eigenstates of the edge states can be
found, as for the l = 0 case, by applying k → q+ ip, with
q = 0∨ pi, ciλ(k)→ ci,eλ,±(p), and φiλ(k)→ iφi,eλ,±(p) to the
phases in (79), so that θiλ(k)→ iθi,eλ (p), resulting in∣∣ψeλ,±(p)〉 =ζeλ,±(p)×
N∑
j=1
(±)j
[ ∣∣ueλ,j,±(p)〉+ ∣∣ueλ,0,±(p)〉i→m ],
(84)
∣∣ueλ,j,±(p)〉 =

c1,eλ,± sinh[pj − θ1,eλ + θi−1,eλ ]
c2,eλ,± sinh[pj − θ2,eλ + θi−1,eλ ]
...
ci−1,eλ,± sinh[pj]
...
cm−1,eλ,± sinh[pj − θm+1,eλ + θi−1,eλ ]
cm,eλ,± sinh[pj + θ
i−1,e
λ ]

,(85)
∣∣ueλ,0,±(p)〉i→m =

ci,eλ,± sinh[−θi,eλ + θi−1,eλ ]
...
cm−1,eλ,± sinh[−θm−1,eλ + θi−1,eλ ]
cm,eλ,± sinh[θ
i−1,e
λ ]
 , (86)
|ζeλ,±(p)|2 =
[ N∑
j=1
|ueλ,j,±|2 + |ueλ,0,±(p)|2i→m
]−1
. (87)
The eigenstate in Fig. 7(f) has been obtained with (93)
and verified against numerical results.
To conclude this subsection, we study also the l =
1 case of the ISSH5 model with (t1, t2, t3, t4, t5) =
(1, 0.8, 0.6, 0.4, 0.2) (that is, δ = pi2 ) and ti = vi. The
bulk k-solutions given by the intersections at Fig. 7(e)
show that every band contributes with N solutions, so
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there is one extra edge solution (not shown here), yield-
ing 5N + 1 states in total. By comparing Fig. 7(e) with
Fig. 6(d), which shows the bulk solutions for the same
model without the extra site, one sees that the main
qualitative change comes from λ5, going from contribut-
ing with N−1 solutions in the latter to contributing with
N solutions in the former.
For intermediate cases, with l = 2, 3, . . . ,m − 2, the
solutions are found following the same procedure as for
the l = 1 case outlined here.
B. ISSHm with l = m− 1
When l = m−1 = 4 sites are added to the ISSH5 chain
with N unit cells, the left edge ends with at a |0, 2〉 site
[see Fig. 7(a)]. Setting i = 2 in (73) we get
χ51K↑ = α2(λ) = 0, (88)
φ2λ(k) = cot
−1
[
±∞
]
= 0, (89)
as shown at the last column in Table I, yielding k = npiN+1 ,
with n = 1, 2, . . . , N , for all λ bands, that is, we recover
the same k.solutions as for the case of a linear chain with
a single hopping parameter11. The nodes of this chain,
|0, 1〉 and |N + 1, 1〉, both occur on the first component of
the |uλ,j(k)〉 eigenstates, and 〈0, 1|uλ,j(k)〉 = 0 automati-
cally entails (89). In this situation the normalization fac-
tor in (83) yields ζλ(k) = 1. This can be understood by
looking at the SSH4 model in Fig. 4(a): for l = m−1 = 3
added sites, the left edge corresponds to the |0, B〉 site,
and the labeled A sites are the nodes, such that the peri-
odic chain is divided in two equal open chains with 4N+3
sites each, hence ζλ(k) = 1 [see discussion below (34)].
Returning to the ISSH5 chain with l = 4 added sites
at hand, one finds trivial solutions for the l edge states
from φ2λ(k) → iφ2,eλ,±(p) = 0 → p = 0. We are unable to
find the correct solutions to the missing l states because
the role of χ21 in the definition of α2(λ) [see (74)] gets
neglected given that χ51K↑ = 0 in the numerator. There-
fore, the l = m − 1 case requires a different approach:
taking advantage of having χ51K↑ = 0, one directly solves
the characteristic equation W iN+1 = 0 which, from (69),
reads simply as
χ21(λ)UN (λ, cos k) = 0, (90)
χ21(λ) =
∣∣∣∣∣∣∣
λ− v5 t4 0 0
t4 λ− v4 t3 0
0 t3 λ− v3 t2
0 0 t2 λ− v2
∣∣∣∣∣∣∣ ,(91)
where χ21(λ) is an l
th-degree polynomial. From UN =
0 one finds the abovementioned k = npiN+1 solutions,
whereas from χ21(λ) = 0 the missing l solutions are found,
each of which can a be real (bulk) or complex (edge) k (in
the latter case the real part is again either 0 or pi). For
the t1t2t1 model of Fig. 8(a) with l = 2 extra sites (|0, 2〉
site at the left edge) and t1/t2 = 2, both solutions are
bulk states and are associated with the middle λ2 band
as
χ21(λ2) = λ2 − t22 = 0→ k = 0, pi. (92)
For the ISSH5 chain with l = 4, δ = 0 and ti = vi,
all l extra states are edge states, whose explicit complex
k-values are shown in Table II. The general form of the
Band q p
λ2 pi 1.71844
λ3 0 1.02436
λ3 0 3.48218
λ4 pi 1.59907
Table II. Edge state solutions with k = q + ip for the ISSH5
chain with l = 4 extra sites, δ = 0 and ti = vi, obtained from
χ21(λi) = 0 in (90), with the labeling of the λi bands following
Fig. 7(d).
edge states found for l = m− 1 is given by
∣∣ψeλ,±(σp)〉 = ζeλ,±(σp) N∑
j=0
(±)je−σpj ∣∣ueλ,j,±(σp)〉 ,(93)
∣∣ueλ,j,±(σp)〉 =

0
c2,eλ,±(σp)e
σθ2,eλ,±(p)
...
cm,eλ,±(σp)e
σθm,eλ,±(p)
 , (94)
|ζeλ,±(σp)|2 =
[ N∑
j=1
|ueλ,j,±|2
]−1
, (95)
where p > 0 and σ = ±, that is, one chooses the sign
σ according to the substitution k → q + σp to the bulk
eigenstate [see an example for the SSH4 model in (28)]
|ϕλ(k)〉 →
∣∣∣ueλ,j,±(σp)〉 that yields c1,eλ,±(σp) = 0, since
the virtual sites |0, 1〉 and |N + 1, 1〉 are both at the first
component and, therefore, an edge state can only be con-
structed by imposing nodes at this component. Note that
σ, through its presence at the argument of the exponen-
tial is (93), also defines the edge to which the state is
localized: for σ = (−)+ we have a (left-) right-edge lo-
calized state.
VI. ISSHm CHAIN CONNECTED TO CLUSTER
We conclude the exposition of our method with a prob-
lem that showcases its effectiveness in dealing with a
wider range of systems. Namely, we will study next a sys-
tem composed of an ISSHm chain connected at one end
to an M -site cluster with arbitrary hopping parameters
and on-site potentials. The first step in solving this prob-
lem is to independently diagonalize the M -site cluster, as
illustrated in Fig. 9(a). Then, one computes the effective
couplings τj between these diagonalized states (which are
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a normalized linear combination of the original cluster
sites) with energies wj , where j = 1, 2, . . . ,M , and the
left edge site of the ISSHm chain. The resulting charac-
teristic polynomial reads as (except when deemed neces-
sary, we drop the λ and all other dependencies henceforth
to ease the notation)
ξM = χ1:mN+M =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
λ− vm tm−1
tm−1 λ− vm−1
. . .
. . .
. . .
λ− v2 t1
t1 λ− v1 τ1 τ2 . . . τM−1 τM
τ1 λ− w1
τ2 λ− w2
...
. . .
τ
M−1 λ− wM−1
τ
M
λ− w
M
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (96)
where we have defined ξj ≡ χ1:mN+j . Expanding ξj from
below yields, after some straightforward algebra, the fol-
lowing recurrence relation,
ξj = (λ− wi)ξj−1 − τ2j
j−1∏
i=1
(λ− wi)χ2N , (97)
with boundaries ξ0 ≡ χ1N and ξ−1 ≡ χ2N . From (97), the
expression for ξM can be found by recursively substitut-
ing the lower degree polynomials down to j = 1,
ξM = Pχ
1
N − Sχ2N , (98)
P =
M∏
j=1
(λ− wj), (99)
S =
M∑
j=1
τ2j
∏
i 6=j
(λ− wi). (100)
From (59) and (67) we have that χ1N = W
1
N and χ
2
N =
W 2N which, from (60) and (69), read as
χ1N = T
N−1[TUN − α1UN−1], (101)
χ2N = T
N−1χ21UN−1, (102)
Upon substituting these equations back in (98) we arrive
at
ξM = T
N−1[PTUN − (α1PT − χ21S)UN−1]. (103)
Finally, with the expression for the Chebyshev polyno-
mials given in (24), the characteristic equation ξM = 0
can be manipulated to yield
φMλ = (N + 1)k − npi, n = 1, 2, . . . , N + 1, (104)
φMλ = cot
−1
[ 1
αM (λ) sin k
+ cot k
]
, (105)
αM (λ) = α1(λ)− χ
2
1S
PT
. (106)
The expression for αM shows that when the whole clus-
ter is decoupled from the chain then all τj = 0, yielding
S = 0 and αM = α1 [given by (61)], that is, one is ef-
fectively finding the solutions for the decoupled ISSHm
chain. Furthermore, the signs (or more generally the
phases) of the τj hoppings are irrelevant, as only their
squared values appear in S. It is also clear from (100)
that the labeling of the diagonalized cluster (DC) states
follows an arbitrary order. The edge states are found
through (36-37) with the αe1,±(λ) → αeM,±(λ) substitu-
tion, where
αeM,±(λ) = α
e
1,±(λ)−
χ21(λ)S
PT
, (107)
and recalling that λ = λ(± cosh p) in this case.
If we suppose now a cluster constituted of a single site
with on-site energy vm connected to |1, 1〉 by tm, then
the problem is reduced to the l = 1 case described in the
previous section and φMλ → φmλ . The LBC in this case
is given by 〈0,m− 1|ψλ(k)〉 = 0. The same LBC holds,
however, for a cluster of arbitrary size and parameters.
In a sense, all DC sites of the cluster are condensed to the
|0,m〉 site, and can be thought of as an internal degree of
freedom relative to this site only, whose presence modifies
φmλ → φMλ = φmλ + ∆φλ. The deviation from the l = 1
case, represented here by ∆φλ = φ
M
λ −φmλ , propagates to
every component of the eigenstate, whose bulk-periodic
part can be written, after setting the phase of the (m−
1)th-component to zero (see l = 1 case in Table I) and
using (79), as
c1λe
−iφmλ
c2λe
−i(φmλ −φ3λ)
...
cm−1λ
cmλ e
−i(φmλ −φ1λ)

(
×e−i∆φλ
)
−−−−−−−→

c1λe
−iφMλ
c2λe
−i(φMλ −φ3λ)
...
cm−1λ e
−i∆φλ
cmλ e
−i(φMλ −φ1λ)
 . (108)
Following the procedure outlined in Section II of combin-
ing anti-symmetric k-states in order to define the eigen-
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Figure 9. (a) Depiction of an ISSHm chain with N unit cells
coupled to an arbitrary M -site cluster at the left edge site, be-
fore and after diagonalization of the cluster subsystem, where
the diagonalized cluster states have eigenenergies ui and ef-
fective τi couplings to |1, 1〉, with i = 1, 2, . . . ,M . (b) Energy
spectrum of the ISSH5 model with δ = 0 and vi = ti, con-
nected by |1, 1〉 to a 3-site cluster with diagonalized parame-
ters (τ1, τ2, τ3) = (0.2, 0.6, 1) and (w1, w2, w3) = (−1,−0.5, 2),
in the RBZ as a function of k for the λ(cos k) bands (solid
curves) and as a function of p for the λ(cosh p) bands (dotted
curves) and λ(− cosh p) bands (dashed curves). Identically
colored bands give the cos k and ± cosh p paremetrizations of
the same λ band. The k (p) solutions considering a chain of
N = 10 unit cells are indicated by the red dots (black stars).
Highlighted encircled state corresponds to that of Fig. 10.
states under OBC, we arrive at the following expression
for the eigenstates in each j = 1, 2, . . . , N unit cell of the
ISSHm chain,
|uλ,j(k)〉 =

c1λ sin[kj − φMλ ]
c2λ sin[kj − φMλ + φ3λ]
...
cm−1λ sin[kj −∆φλ]
cmλ sin[kj − φMλ + φ1λ]
 . (109)
Since the diagonalized cluster sites are all connected
to |1, 1〉, whose component is given by ψ1,1λ (k) =〈1, 1|uλ,1(k)〉 = c1λ sin[k − φMλ ], the components of the
eigenstates in the DC sites are directly extracted from
their TB equations,
µiλ(k) = −
τi
λ(cos k)− wiψ
1,1
λ (k), (110)
with i = 1, 2, . . . ,M , and collected as a vector of the form
|µλ(k)〉 =
(
µ1λ, µ
2
λ, . . . , µ
M
λ
)T
. Finally, the full eigenstate
is obtained by gathering the components relative to the
ISSHm lattice and to the diagonalized cluster sites, and
normalizing the resulting state,
|ψλ(k)〉 = ζλ(k)
√
2
N + 1
[ N∑
j=1
|uλ,j(k)〉+ |µλ(k)〉
]
,(111)
|ζλ(k)|2 = N + 1
2
[ N∑
j=1
|uλ,j(k)|2 + |µλ(k)|2
]−1
. (112)
Regarding the edge states, both those decaying from the
left edge cluster and those decaying from the right edge,
the procedure is the same as before, that is, one applies
the substitutions k → q + ip, with q = 0 ∨ pi, ciλ(k) →
ci,eλ,±(p), and φ
i
λ(k)→ iφi,eλ,±(p), to arrive at
∣∣ueλ,j,±(p)〉 =

c1,eλ,± sinh[pj − φM,eλ,± ]
c2,eλ,± sinh[pj − φM,eλ,± + φ3,eλ,±]
...
cm−1,eλ,± sinh[pj −∆φeλ,±]
cm,eλ,± sinh[pj − φM,eλ,± + φ1,eλ,±]
 , (113)
from where we get the component of the state at the DC
sites through
ψ1,1λ,± =
〈
1, 1
∣∣ueλ,1,±(k)〉 = c1,eλ,± sinh[p− φM,eλ,± ],(114)
µi,eλ,±(p) = −
τi
λ(± cosh p)− wiψ
1,1
λ,±(p), (115)
all of which collected in
∣∣∣µeλ,±(p)〉 =(
µ1,eλ,±, µ
2,e
λ,±, . . . , µ
M,e
λ,±
)T
. The complete normalized
edge eigenstates are finally given by∣∣ψeλ,±(p)〉 = ζeλ,±(p)√ 2N + 1 ×[ N∑
j=1
∣∣ueλ,±,j(p)〉+ ∣∣µeλ,±(p)〉 ], (116)
|ζeλ,±(p)|2 =
N + 1
2
[ N∑
j=1
|ueλ,±,j(p)|2 + |µeλ,±(p)|2
]−1
.(117)
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With all eigenstates determined, the last step is to revert
back from the M diagonalized to the M original cluster
sites. The components of the eigenstate in the original
cluster (OC) sites can be found by solving a system of
M equations and M variables which, in matrix notation,
reads as
|µλ(k)〉 = Rˆ |νλ(k)〉 , (118)
Rˆ =
 r
1
1 r
1
2 . . . r
1
M−1 r
1
M
...
...
rM1 r
M
2 . . . r
M
M−1 r
M
M
 , (119)
M∑
l=1
|ril |2 = 1, for i = 1, 2, . . . ,M, (120)
where |µλ(k)〉 is known from (110), |νλ(k)〉 =(
ν1λ, ν
2
λ, . . . , ν
M
λ
)T
is the vector form of the components
at the OC sites and Rˆ the cluster diagonalization matrix.
When inverted, (118) yields |νλ(k)〉 = Rˆ−1 |µλ(k)〉, such
that by computing Rˆ−1 one finally obtains |νλ(k)〉. The
same procedure is followed for the edge states, leading to∣∣∣νeλ,±(p)〉 = Rˆ−1 ∣∣∣µeλ,±(p)〉.
As an example, we study a 3-site cluster of DC
sites with parameters (τ1, τ2, τ3) = (0.2, 0.6, 1) and
(w1, w2, w3) = (−1,−0.5, 2), connected to an ISSH5
chain with δ = 0 and vi = ti. Substituting the k- and
p-solutions, found with (104) and (37), in their respec-
tive λ energy bands, one finds the full energy spectrum
shown in Fig. 9(b). The edge states coinciding with those
of Fig. 7(d) are right-edge localized, while the others are
localized around the DC sites at the left-edge, such as
the top and bottom edge states which have the highest
p values. This is illustrated in Fig. 10, where the spa-
tial profile of the lowest energy edge state in Fig. 9(b) is
shown, with the maximum of amplitude occurring at the
DC site 1.
ψ(i)
5010 20 30 40
i
0.8
0.6
0.4
0.2
0.0
Diagonalized cluster site
ISSH   site5
1
2
3
Figure 10. Spatial profile of the highlighted edge state in
Fig. 9(b) along the diagonalized cluster sites (blue squares)
and the i sites of the ISSH5 chain (red circles), computed
using (116) and verified numerically.
Since p is the inverse localization length of the edge
states, clusters with arbitrarily high τi and wi absolute
values are expected to lead to the appearance of edge
states with arbitrarily high absolute energy and p val-
ues, exhibiting almost no decay to the ISSHm chain sites.
These states can only belong either to the top or to the
bottom edge energy bands, which helps to explain why
these bands do not have an upper limit for p for any
ISSHm model. Evidently, when there are edge states with
a high p value, it becomes impractical to represent both
the bulk and these edge states in the same energy spec-
trum, as has been the case with the examples studied so
far.
A closer look at (110) shows that there are two kinds
of eigenstates that cannot be found by solving (104) and
(37). The first kind is trivial: it occurs whenever a τi = 0,
corresponding to a DC site decoupled from the ISSHm
chain which is already an eigenstate of the overall sys-
tem. The second kind occurs when there are states with
energy λ = wi, yielding a singularity at the right-hand
side of (110). These states appear when more than one
DC site has energy wi and finite hoppings to |1, 1〉. The
subsystem composed of these n-fold degenerate DC sites
plus the |1, 1〉 site is frustrated, that is, there are n − 1
linear combinations of DC sites that, due to quantum
interference, originate states with a node at |1, 1〉 (no
decay to the ISSHm chain) and degenerate energy wi,
somewhat akin to the “emergent” states studied in [9]
and to the edge states with p → +∞ discussed above8.
The other of the n states does not have a node at |1, 1〉,
so it appears naturally as one of the solutions of (104) or
(37). For each group of n-fold degenerate DC sites, one
finds the extra (n − 1)-fold degenerate states by direct
diagonalization of the subsystems these form with |1, 1〉.
VII. CONCLUSIONS
We developed a method for finding the anaytical
solutions of ISSHm models (or commensurate Aubry-
Andre´/Harper models) under open-boundary conditions,
both for integer and non-integer number of unit cells.
It is shown that these solutions are found from self-
consistent equations involving the phases of the com-
ponents of the eigenstates, whose compact formulas are
presented here. The quantum number distinguishing be-
tween eigenstates in each energy band is identified with
the absolute momentum defined in a reduced Brillouin
zone for bulk states and a complex momentum, where
the real part can only be 0 or pi and the positive imagi-
nary part corresponds to the inverse localization length,
for the edge states. Accordingly, the concept of energy
spectrum was generalized to complex momentum space
in order to incorporate both bulk and edge bands simul-
taneously, whose visualization helps get an intuitive un-
derstanding of the system considered. The determination
of this generalized energy spectrum is not limited to the
ISSHm models we study, but can be found for all open
1D models with inversion and/or time reversal symme-
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try, such that in the periodic model symmetric momenta
are degenerate and their combination can produce nodes
at specific positions, in order to satisfy open boundary
conditions (as detailed in Section II).
From the “clean” limit, defined by unperturbed pe-
riodic modulation of the parameters across the ISSHm
chain, we apply edge perturbations, in the form of ar-
bitrary clusters connected to one of the edge sites, and
find the exact analytical solutions of the whole system
(ISSHm chain + cluster). Regarding the bulk states, the
role of the cluster is to induce shifts in the their absolute
momentum, in relation to the “clean” limit. Note that a
single-site cluster essentially amounts to an edge impu-
rity, and the exact analytical solutions derived for this
case enable one to go beyond perturbation theory and
consider arbitrary energy offsets for the impurity48.
Concerning possible applications of this method, we
highlight some of them: i) as the groundwork of
future studies in commensurate Aubry-Andre´/Harper
models12–23, ii) in the topological characterization
of ISSHm models, such as the ISSH3
15,18,44,47,49–51,
ISSH4
41,46,52–55 and ISSH6
46,56 models, iii) in studies
on quantum state transfer across more complex ISSHm
models57–60, and iv) in simplifying the calculation of
expectation values of arbitrary operators or interacting
matrix elements in many-body problems built on these
models10.
The results presented here lay the foundations for fu-
ture studies on this topic. We plan to extend the method
to systems with both edges of an ISSHm chain coupled
to arbitrary clusters/impurities. Although these solu-
tions are found following the same procedure as the one
outlined here, preliminary calculations show that sev-
eral intermediate steps and new definitions have to be
included, leading to additional terms on the character-
istic equations and more complex analytical expression
to the phases. We point out that if the whole system
has inversion-symmetry, then the subspaces of even and
odd solutions can be decoupled from one another, each
becoming an ISSHm chain connected to a cluster at a sin-
gle edge, which can be solved following the steps detailed
in Section VI. These studies are expected to be relevant,
e.g., for applications in quantum state transfer, where
the dynamics across the data bus (the ISSHm chain) is
controlled by external manipulations on the emitter and
receiver sites (the edge impurities)61–63 or on the edge
multi-branches (clusters), allowing in this case simulta-
neous transfer of states64. Conversely, we also plan to
address the case where a cluster is embedded in the mid-
dle of an ISSHm chain, in a way that preserves reflection
symmetry. This can prove useful in conductance studies
on molecules or nano-rings65,66 coupled to finite leads.
Another problem that we are currently addressing
is the extension of the method presented here to two-
dimensional (2D) lattices with a linear profile and open
boundaries along both directions, such as the 2D SSH
model, where a cos ki dependence in the energy bands
is preserved (required to write the characteristic equa-
tion in terms of Chebyshev polynomials), where now the
momentum k = (k1, k2) is a vector. Interesting questions
arise for these higher dimensional models. How would the
introduction of a magnetic flux through the plaquettes af-
fect the solutions? Can bipartite lattices with a different
number of sites in each sublattice (e.g., the Lieb lattice),
which entails the presence of flat bands, still be solved?
Aside form bulk and edge states, can higher-order topo-
logical (corner) states, with complex momentum in both
directions, be found? In principle, we expect a solution
for these 2D lattices to be readily generalizable to models
of arbitrary dimension.
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