Abstract Genetic algorithms are among of the global optimization schemes that have gained popularity as a means to calibrate rainfall-runoff models. However, a conceptual rainfall-runoff model usually includes 10 or more parameters and these are interdependent, which makes the optimization procedure very time-consuming. This may result in the premature termination of the optimization process which will prejudice the quality of the results. Therefore, the speed of optimization procedure is crucial in order to improve the calibration quality and efficiency. A hybrid method that combines a parallel genetic algorithm with a fuzzy optimal model in a cluster of computers is proposed. The method uses the fuzzy optimal model to evaluate multiple alternatives with multiple criteria where chromosomes are the alternatives, whilst the criteria are flood performance measures. In order to easily distinguish the performance of different alternatives and to address the problem of non-uniqueness of optimum, two fuzzy ratios are defined. The new approach has been tested and compared with results obtained by using a two-stage calibration procedure. The current single procedure produces similar results, but is simpler and automatic. Comparison of results between the serial and parallel genetic algorithms showed that the current methodology can significantly reduce the overall optimization time and simultaneously improve the solution quality.
INTRODUCTION
Flood forecasting and catchment basin management require the estimation of model parameters through calibration with observed data. A great deal of research effort has been devoted to develop feasible and effective calibration procedures based on optimization techniques (Sorooshian & Dracup, 1980; Gupta & Sorooshian, 1985; Sorooshian et al., 1993; Duan et al., 1992 Duan et al., , 1994 Yapo et al., 1998; Yu & Yang, 2000; Boyle et al., 2000; Khu et al., 2001; Abebe & Price, 2003; Deka & Chandramouli, 2003; Sivapalan et al., 2003; Vrugt et al., 2003; Cheng et al., 2004) . Recently, Duan et al. (2003) presented in-depth and excellent reviews of global optimization for watershed model calibration. It has been pointed out that simulated annealing, genetic algorithm (GA) (Wang, 1991; Franchini, 1996 , Franchini & Galeati, 1997 Savic et al., 1999; Liong et al., 2001 Liong et al., , 2002 Cheng et al., 2002; Akter & Simonovic, 2004) and shuffled complex evolution (SCE-UA) (Duan et al., 1992 (Duan et al., , 1994 are three global optimization methods commonly used in watershed model calibration. However, the traditional GA might not be efficient and effective in locating the global optima when the size of the population and the maximum number of generations are limited by computer processing time. In particular, with more parameters, it takes longer time to accomplish the optimization procedure. This may result in premature termination of the optimization process which will adversely affect the quality of the results. Therefore, the speed of the optimization procedure is crucial in order to improve the calibration quality and efficiency.
For GA-based approaches, there are several potential ways to deal with the problems: improving migration mechanism and evolution operators, introducing selfadjusting technique or parallel operation, and so on. Duan et al. (1992 Duan et al. ( , 1994 were probably the first to use the migration mechanism and evolution operators to improve the optimization procedure of the GA. The SCE-UA method, which was designed to combine the strengths of existing global and local search methods, such as the GA and the simplex method, with newly conceived concepts of complex partition and complex shuffling, was used for watershed model calibration purposes (Duan et al., 1992 (Duan et al., , 1994 . The SCE-UA approach treats the global search as a process of natural evolution. The population constituted by various sampling points is partitioned into several communities (complexes), each of which is permitted to evolve independently. The process of competitive evolution and complex shuffling inherent in the SCE-UA algorithm helps to ensure that the information contained in the sample is efficiently and thoroughly exploited. These properties endow the SCE-UA method with good global convergence properties over a broad range of problems (Duan et al., 2003) .
A feasible way of solving a problem as quickly as possible is to partition the problem into smaller pieces so that all the pieces can be solved simultaneously. Here, another approach to improve GAs, namely, a parallel operation, was investigated. Parallel genetic algorithms (PGAs) were developed for watershed model calibration in order to speed up the optimization procedure. Traditionally, this speeding up would require expensive and high-end systems. Recently, due to the decreasing hardware cost and the increasing computation power of workstations, using a cluster of personal computers (PCs) has become an attractive alternative to high-end systems. Clusters of PCs have the following advantages: they have a better price/performance ratio than high-end systems; they may be upgraded more frequently; they can employ different kinds of machines; and, their aggregate power scales with the number of machines. Parallel genetic algorithms are founded on the paradigm of nature that parallel and isolated populations evolve and adapt to their own particular environmental conditions. Driven by the availability of less expensive computers and the inherent parallelization of canonical GAs, PGAs have recently been employed to improve both quality of solutions and computing time in many fields. However, to the authors' knowledge, PGAs have so far not been used widely in water resources and hydrology problems.
This study seeks to improve the quality and efficiency of calibration for a conceptual rainfall-runoff model by combining the PGA with a fuzzy optimal model in a cluster of computers. The PGA presented herein is written in Java and software programming tool-JPVM library for communication, is based on SQL Server 2000 databases and is executed in a cluster of PCs. The main objective is to explore a more effective and efficient optimization procedure that can help in the automatic identification for both model and GA parameters within a short time. The general framework of PC clusters is presented and the running environment is introduced. For comparison, the Xinanjiang model and observed data from Cheng et al. (2002) were used. It is shown that the current methodology can reduce significantly the overall optimization time and produce similar results compared to the previous method. Because of the short time requirement for an overall optimization procedure during the calibration, the user can try different combinations of parameters, and thus seek better solutions in a more convenient manner.
BRIEF REVIEW OF GAs AND PGAs
Genetic algorithms (Holland, 1975; Goldberg, 1989) , which are based upon the principles of natural selection and species evolution, are powerful optimization techniques. They can work with numerical values to establish objective functions without difficulty; they are free from a particular model structure and thereby only require an estimate of the objective function value for each decision set in order to proceed, regardless of whether such information comes from a simple equation or a very complex model. The advantages of GAs over conventional parameter optimization techniques are the appropriateness for the ill-behaved problem, the use of nonlinear spaces in the accomplishment of global optima and high adaptability. As such, GAs are suitable for many practical applications for multi-objective optimization problems However, in solving some problems, GAs may require hundreds or thousands of functional evaluations. Depending on the cost of each evaluation, it may take the GA days, months, or even years to determine an acceptable solution. In such cases, the parallel implementation of GAs is a desirable choice in order to attain highquality solutions within reasonable times (Cantu-Paz & Goldberg, 2000) . Parallel genetic algorithms may be categorized into three different basic approaches: masterslave GAs, cellular GAs (fine-grained) and coarse-grained GAs (island or distributed) (Pereira & Lapa, 2003) .
The master-slave GA, as shown in Fig. 1(a) , is the parallel version of the simple GA. Consequently, it does not alter nor restrict the genetic operations. Only the fitness evaluation is distributed among the available machines. Generation control, selection and genetic operations are not paralleled. The search-space exploration of this PGA paradigm is conceptually identical to that of GAs. It is important to note that, in order to realize any computational speedup, computations of the objective function should be fairly complex and time consuming. Otherwise, the communication time might overwhelm the computation time and hence poor speedup results. This method should only be used when the effort on fitness evaluation is substantial.
In cellular GAs, each individual member of the population is put into a processor (cell). The cells are geographically arranged so that neighbourhood restrictions will be imposed in the crossover operations, as shown in Fig. 1(b) . This paradigm requires a number of processors and is usually running on massive parallel computers with single instruction multiple data stream (SIMD). The platform is not easily available for ordinary users and therefore this method is rarely used unless a large-scale SIMD parallel computer is available.
The coarse-grained GA is an "island" paradigm, which is sometimes termed coarse-grained or distributed or multi-population approach. The paradigm is based on the phenomenon of natural populations evolving in relative isolation, such as those that might occur within some ocean island chains with limited migration. Communication backbones can connect processors in logical or physical geometric structures such as rings, meshes, toruses, triangles and hypercubes. Each sub-population is located in a processor (island) and evolved by a separate process. In order to promote cooperation between processors, a new operator, called migration is created. According to some predefined strategy, individuals migrate from one processor to another. As migration occurs, information about different regions of the search space is exchanged between processors, thus providing more diversity in the search. The paradigm can therefore be implemented on a PC-LAN with a relatively small number of workstations, and can be easily implemented because the available computer platform is a conventional local computer network. Therefore, this method becomes the most widely used approach. Fig. 1(c) shows a typical ring topology of this paradigm.
GENERAL FRAMEWORK FOR CALIBRATION

Rainfall-runoff model
The Xinanjiang rainfall-runoff model (Zhao et al., 1980; Zhao, 1992 ) is used in this study. The model has been successfully and widely applied in humid and semi-humid regions of China since its initial development in the 1970s. The model has 17 parameters:
, X e and L. The first seven are runoff parameters, whilst the remainder are runoff routing parameters. Their values are within certain ranges depending on the watershed characteristics (Zhao, 1992) . Except parameter L which can be estimated by relating to observable characteristics of the watershed, the others are abstract conceptual representations of non-measurable watershed characteristics that have to be estimated through a calibration procedure. The physical representations of these parameters and their suggested ranges are shown in Table 1 . The parameter calibration of the Xinanjiang model can be divided broadly into two structural parts: water balance parameter calibration and runoff routing parameter calibration. Cheng et al. (2002) proposed a two-stage procedure to calibrate the model parameters with multiple objectives, i.e. water balance parameter and runoff routing parameter calibration. The two stages adopt a simple GA and a hybrid method that combines a fuzzy optimal model with a GA, respectively. After the water balance parameters have been calibrated, it is necessary to pre-process and adjust precipitation values in order to eliminate errors between the observed and simulated water balance for each flood event before the runoff routing calibration procedure. The apparent disadvantages are that the whole procedure is split into two parts and, therefore, it is difficult to discern the best behaviours of model during calibration. Sometimes, iterative trials between the two-stage procedures are needed for better performance. Hence, a learning curve is required and it may be difficult to fully implement automatic calibration. In fact, the water balance and runoff routing interact with one another. Therefore, a single-stage calibration procedure is more reasonable and attractive. In this paper, a single-stage procedure is adopted for the model calibration. Moreover, if the number of parameters is increased, the difficulty in the optimization will be greater than the two-stage procedure due to the enlargement of the solution space. Then more effective optimization techniques become necessary.
Description of calibration methodology
Calibration criteria According to the national criteria for flood forecasting in China, the percentage error of peak discharge, peak time and total runoff volume are three important performance measures to evaluate real-time flood forecasting and flood simulation (NCHI, 1985) . The simulation or forecasting result relative to the peak value for a given flood is acceptable if the absolute percentage error of peak discharge between the simulated and observed floods is less than 20%. The result relative to the peak time is acceptable if the difference in peak time is within a routing period. The result relative to the total runoff volume is acceptable if the absolute error between the simulated and observed floods is less than 3 mm or the absolute percentage error less than 20%. Conventionally, various single-criterion approaches are widely utilized and considerable research has been devoted to identifying the "best" criterion and the "best" optimization (Boyle et al., 2000) . Recently, automatic calibration procedures have been extended to handle multiple criteria Yapo et al., 1998; Madsen, 2000 Madsen, , 2003 Yu & Yang, 2000; Cheng et al., 2002) . In general, the criteria most commonly used in the literature are expressed as an objective function, such as the root mean squared error (RMSE) evaluated on either the streamflows or the log of the streamflows, the daily root mean square (DRMS), and so on Boyle et al., 2000) . However, the national criteria for flood forecasting in China stipulate three conditions to evaluate the parameter calibration performance of a rainfallrunoff model, i.e. three statistical ratios relative to the peak discharge, peak time and total runoff volume among the calibrated and validated historical flood events, respectively. They are expressed as r peak_discharge , r peak_time and r runoff :
where M pd , M pt and M r represent the total number of floods that satisfy the acceptable criteria relative to the peak discharge, peak time and total runoff volume, respectively; and N is the total number of the calibrated floods or validated ones. When all three ratios are more than 85%, the performances of parameter calibration satisfy the first class standard of flood forecasting calibration or validation (NCHI, 1985) . When all three ratios are more than 75% and one of three ratios is less than 85%, the performances of parameter calibration satisfy the second class standard of flood forecasting calibration or validation. Otherwise, the results of the performances of parameter calibration are not useful for real-time flood forecasting. Except for the total runoff volume which can be replaced by other criteria such as RMSE, the other two indexes are difficult to derive since they are statistical values.
For total runoff volume and peak discharge, a good performance depends not only on statistical ratios but also on the sum of sample errors. When using objective functions of statistical ratios, non-uniqueness of the optimum might occur, which makes different parameter sets equivalent in terms of objective functions. It is a common problem in parameter calibration, especially for multi-objective functions. Hence, a "fuzzy" ratio of flood relative to the total runoff volume and peak discharge is defined here:
where y i is a fuzzy ratio for a flood event; δ i is an absolute fractional error of peak discharge or of total runoff volume between the simulated and observed floods (when δ i ≤ 0.2 (20%) the peak discharge or total runoff volume is acceptable and thus the fuzzy ratio is 1.0); λ is a coefficient that makes the sum of fuzzy ratios for a special criterion from unacceptable floods less than 1.0, i.e. the total number of acceptable floods remains the same and the fitness function can distinguish flood performances when the same acceptable flood is obtained. The parameter λ can be determined by:
where N is the total number of floods for calibration. According to the national criteria for flood forecasting in China (NCHI, 1985) , the calibration parameters should have acceptable ratios of more than 75%, otherwise the calibrated parameters are rated as inappropriate for use in real-time flood forecasting. From the stipulation, it is supposed that the upper limit of the total number of unacceptable floods should be less than N/4. In order to avoid that the definition of equation (2) will produce conflicting results with the traditional criteria from equations (1a)- (1c), it is supposed that the sum of fuzzy ratios for all unacceptable floods is less than 1.0. For each unacceptable flood, let δ i ≈ 0.2 and from equation (2), the following equation is obtained:
Thus, equation (3) is determined. Figure 2 depicts the definition of the fuzzy ratio. Fig. 2 The definition of fuzzy ratio about peak discharge or total runoff volume.
Similarly, for the peak time, its fuzzy ratio is defined as following (see Fig. 3 
where τ i is the difference in peak time between the observed and simulated floods (when τ i < 1, the peak time is acceptable and thus the fuzzy ratio is 1.0). From equation (2) or (5), a total fuzzy ratio for calibrated floods can be obtained:
where ii = 1, 2, 3; a ii replaces the definitions of equations (1a)-(1c).
Parallel genetic algorithm As mentioned previously, among the three PGAs, the coarse-grained GAs are suitable to LAN-PC computation and are therefore adopted in this study. The coarse-grained PGA is described below.
Step 1. Encoding Successful implementation of a GA requires representing a single solution using a data structure supported by the GA. An integer-coded sub-string is used to represent the solution. In GA terminology, a single solution to the calibration problem is called a chromosome. A chromosome now represents the calibrated sixteen parameters. Using this representation, a decision variable (parameter) between the range Z t,min and Z t,max should be transformed into a series of integer sets by the following equation:
where Z t,min and Z t,max are respectively the minimum and maximum of the decision variable Z t ; ε is the permissible precision; and κ is an integer that stipulates the maximum scale (from 1 to κ). For each variable, an initial population of integer strings representing possible parameter sets is generated at random. A series of sub-strings, ) , , , (
where H = 16, and denotes the total number of the calibrated parameters, and P size is the population size, constitutes the populations of the GA.
Step 2. Decoding The integer strings are decoded to obtain decimal-valued parameter variables. A solution decoder creates a set of the calibrated parameters which are then input into the Xinanjiang model to get simulated results for each flood event. Decoded decimal presentation of a sub-string of the nth chromosome is represented as: Step 3. Evaluating the fitness functions Fitness calculation is a problem-oriented process. Here, the three criteria r peak_discharge , r peak_time and r runoff are used to evaluate flood performances (Cheng et al., 2002) and they are replaced by three total fuzzy ratios for calibrated floods (refer to equation (6)) in order to address the problem of non-uniqueness of optimum. This problem often happens because the acceptable number is counting the flood number that satisfies the national criteria for flood forecasting. Hence, it is possible that there are a lot of chromosomes with the same number of acceptable floods but different flood performances. If only the simple ratios of flood are used, it is difficult to give the optimal ranges through equation (12).
Step 4. Crossover is an operation where two parent strings exchange parts of their corresponding chromosomes. In this study, a one-point crossover is used.
Step 5. Mutation is an important process that permits new genetic material to be introduced to a population. Nonuniform mutation is selected in this study.
Step 6. Migration means that some individuals are allowed to migrate from one subpopulation to another. The coarse-grained GAs require identification of suitable migration polices defining how often migration occurs, the number of solutions to migrate, how to select emigrating solutions, and which solutions are replaced by immigrants. Each parameter affects the quality of the search and the efficiency of the algorithms. In this study, ring topology is selected. Periodically, the best individuals of the sub-population on each workstation are sent to PCs at both its right-and left-hand sides. In the meantime, the best individuals from the neighbouring machines replace the same number of worst individuals of the sub-population on the machine.
Step 7. Selection and evaluation of the multiple criteria The best-fit chromosomes are selected to mate and reproduce. In this study, a (µ + λ) selection method is used to produce offspring for the next generation. The method first generates λ children chromosomes from µ parent chromosomes by crossover and mutation operation, then selects µ strong chromosomes as a new population but keeps the mating pool as large as the original population. It should be noted that the procedure, with the (µ + λ) selection method being used to produce offspring for the next generation, is in fact an evaluation problem with limited alternatives and multiple criteria. Alternatives herein are the chromosomes, whilst the criteria are flood characteristics such as peak value, peak time and total runoff volume. The above-mentioned problem consisting of selected alternatives with multiple criteria is a typical multi-criteria evaluation with limited alternatives. Cheng et al. (2002) introduced the fuzzy optimal evaluation methods with limited alternatives and multiple criteria for rainfall-runoff parameter calibration. It is supposed that the total number of criteria for a chromosome evaluation is m, and the total number of chromosomes through crossover and mutation operation is n. The alternative set consisting of n alternatives is denoted by A = {A 1 , A 2 , ..., A n }. The decision matrix is represented by X = (x ij ) m×n , where x ij is the ith criterion value of the alternative A j (j = 1, 2, ..., n). In determining the relatively optimal decision among n alternatives, the decision matrix X should be transformed into the matrix of membership degree by the following equations:
where
If the maximum value represents more optimum membership degree, equation (9) should be adopted; otherwise, equation (10) should be used. After the transformation, the matrix of membership degree is represented as:
Here, only the final equation is given (refer to Cheng et al., 2002 for more details): 
where i = 1, 2, ..., m; j = 1, 2, ..., n. Generally, the weights of criteria are determined from experience depending on the individual problem. The three indexes are equally significant according to the national criteria for flood forecasting in China. Hence, in this study, the weights of the three criteria are the same, i.e. w = (0.333,0.333,0.333) T . The value of u j is obtained from equation (12). By sorting the values of membership degree of n alternatives in descending order, the optimal order of alternatives can be obtained. After comparison with the procedure reproducing offspring in GAs for the next generation, the membership degree of alternative u j can be defined as the fitness of the jth chromosome.
Step 8. Stopping criterion The stopping criterion is set as the maximum number of generations, or when there is no obvious change about fitness or pre-set fitness, whichever is the earlier. The stopping criterion is checked and, if it is not satisfied, the program will return to Step 2 and the steps will be repeated.
Software programming tool-JPVM
The role of distributed computing is becoming more important because personal computers and workstations may now be linked by a networking system to provide engineers with more powerful integrated systems, without the additional expense of high-performance computers. In order to implement the PGAs model in the PC-LAN, the program in this study is written in Java and JPVM library for communication (Ferrari, 1999) . JPVM supports an interface provided by Parallel Virtual Machine (PVM) systems, but with syntax and semantics enhancements afforded by Java programming styles. At the same time, JPVM offers novel features not found in standard PVM such as thread safety, multiple communication end-points per task, and default-case direct message routing. JPVM is implemented entirely in Java, and is thus highly portable among platforms supporting some version of the Java Virtual Machine.
Implementation of the PGAs model in the PC-LAN
In order to implement the PGAs model, each GA instance is assigned to a separate workstation of a PC-LAN. The PGAs model executes on a cluster of eight PCs, each of which has a P4 2.0 GHz CPU and 512 Mb memory. For a ring topology, the communication object is divided into eight areas, each of which is assigned to a subpopulation. The emigrants of a population are put in the associated area. The eight subpopulations are connected into a ring, as shown in Fig. 3 . The PGA is controlled by a master process that is executed on a master computer and also one of the slave computers. In order to control the cooperation between master process and GA instances, the course of the total work is subdivided into several phases. The first phase involves data input by retrieving data from the SQL Server 2000 database, including raingauge stations, daily rainfall, daily evaporation, interval rainfall, streamflow, and by pre-setting the initial range of each parameter and the parameters of the PGAs, such as sub-population size, cross-over probability, mutation probability, maximum number of generation, migration interval and migration intensity. The following phase performs the standard PGA procedure. During the concurrent calculation of the calibration problem, an important task is to calibrate the simulated results iteratively based on one of the chromosomes in the sub-population. The finesses for all chromosomes are evaluated respectively based on equation (8) 
APPLICATION
The model is applied to Shuangpai Reservoir in Hunan province, southern China, and at the downstream of the Xiaoshui Stream, which is one of tributaries of the Xiangjiang River. The reservoir, with a drainage area of 10 594 km 2 and a water holding capacity of up to 373.8 million cubic meters, is used for power generation and flood control, as well as for irrigation purposes. Its main stream length is 154.9 km and the average slope is 0.61‰. The area is located in a sub-tropical monsoon zone with high rainfall and rich vegetation cover. The annual rainfall is 1500 mm; the average . The temporal distribution of rainfall during a given year is significantly heterogeneous in this area. The flood events are mainly due to thunderstorms; 45.9% of the total rainfall falls between April and June, and 34% between September and October, which are referred to as the high-flow periods. For a more detailed discussion of model calibration data and the reservoir, the reader should refer to Cheng et al. (2002) .
A total of 34 historical floods over a 12-year period were used for calibration, whilst 11 floods between 1999 and 2000 are used for validation. The initial values for PGA algorithmic parameters are presented as follows: crossover probability is 0.65, mutation probability 0.05, sub-population size 50, maximum number of generation 100, migration interval 20, migration intensity 2 and the permissible precision of coding 0.0001. The initial ranges of parameter values are listed in Table 2 together with the calibrated results. Table 3 shows the results of parameter calibration and lists the performances of the validated parameters. Results in Table 3 show that the acceptable ratios of three flood performances are more than 85% for both calibration and validation, which satisfy the "class one" standard of flood forecasting calibration and validation (NCHI, 1985) . Hence, the calibrated parameters can be fully applied to a real-time flood forecasting system. Table 4 shows the result comparisons of the current method and a previous method, and indicates that similar results are obtained by both methods. It is noted that the above results in Tables 2-4 are obtained from stochastic operation.
Compared with the two-stage calibration procedure (Cheng et al., 2002) , the optimized parameters of the current single-stage method are augmented to 16 instead of 7 and 9 originally. Therefore, it takes longer time to accomplish the optimization process for the current method. Comparisons between the serial GAs and the PGAs based on a single calibration procedure with the same number of parameters are given. In order to compare the efficiency and solution quality between the serial GAs and the PGAs based on a single calibration procedure, the effect on their capacity of different combinations of population size, maximum number of generation and number of PCs -8.41 1993-06-09 11 1993-06-09 14 1 3.71 19930615 1940 2106 8.53 1993-06-16 02 1993-06-15 23 -1 9.83 19940421 5070 4181 -17.52 1994-04-23 20 1994-04-23 17 -1 -3.60 19940525 2700 2740 1.19 1994-05-26 14 1994-05-26 17 1 6.91 19940614 3330 2664 -20.00 1994-06-18 08 1994-06-17 17 -5 -0.88 19940723 5810 5112 -12.01 1994-07-24 05 1994-07-24 5  94  79  88  91  73  91  400  1  49  94  85  85 100  100 100  2  97  82  88  64  73 100  3  94  85  85 100  100 100  4  94  85  85 100  100 100  5  97  82  88  91  82 100  600  1  73  94  85  88  91  82 100  2  97  82  88  91  73 100  3  94  85  85  91  100 100  4  94  85  88  91  91 100  5  94  85  88 100  82 100  800  1  95  94  85  88 100  91 100  2  97  85  88  91  91 100  3  97  85  88  91  91 100  4  94  88  88  91  100 100  5  94  85  88  91  91 100  1000  1  118  94  88  88 100  100 100  2  97  85  88  91  91 100  3  97  85  88  91  91 100  4  94  85  88  91  91 100  5  94  88  88  91  91 100  Cluster 50  100  8  1  7  94  85  88  91  91 100  2  94  85  88 100  100 100  3  94  85  88 100  100 100  4  94  85  85 100  91 100  5  94  85  85  91  82 100 are tested. The evaluation indexes refer to calibration, validation, and the execution time. Considering the stochastic searching characteristics of GAs, each structure is run stochastically five times for robust results. The results are listed in Table 5 , which shows that the optimal solution is unstable for the three flood performances using the serial GA when the population size is less than 800, with the validation results being worse than the calibrated ones. However, with the population size greater than or equal to 800, the system can produce a stable solution that satisfies the criteria at the same time. The above results indicate that there exists a threshold population size in order to get a stable solution, although it is possible to obtain an optimal solution using a smaller population size. When a population size increases from 200 to 1000, the execution time also increases from 24 to 118 min, with a nearly linear relationship between the population size and execution time owing to the stopping criterion. More importantly, Table 5 demonstrates that the system can give a stable solution by setting a smaller sub-population size for PGAs. A structure of PGAs with the sub-population size of 50 under eight PCs is equivalent to a serial GA with a population size of 400, but the former solution has apparent superiority over the latter in terms of stability. In order to get a stable solution, the serial GA requires a structure with a threshold population size of 800 lasting 95 min, whilst PGAs only require 7 min. Thus it was proven that using PGAs can result in significant reduction of run time. Owing to the shorter time requirement, the user can now make different trials in model structures and obtain the performance evaluation rapidly, hence improving both efficiency and solution quality. Furthermore, the effects of weights on the calibration and validation were tested: the sensitivity results are listed in Table 6 . Table 6 shows that the weights have only a small effect on the calibration and validation when there is a minor difference among the three criteria. However, the performance of flood of another two criteria may decrease sharply when a single criterion is highlighted. It can be concluded that the calibration with multiple criteria is beneficial to improve the flood performance.
CONCLUSIONS
The genetic algorithm is a global optimization scheme that has gained popularity as a means to calibrate rainfall-runoff models. However, because of the large number of parameters required for conceptual models, it takes much time to obtain good performance and it is more difficult to get the optimal solution due to the enlargement of the decision space. A feasible way to enhance the execution speed is to partition the problem into smaller pieces to be solved simultaneously. In this paper, PGAs were developed for watershed model calibration in order to speed up the optimization procedure and the two stages were integrated during the calibration of the Xinanjiang rainfall-runoff model. A comparison between the serial and parallel GAs has shown that a threshold population size exists that will ensure a stable solution, which may require a longer execution time for the serial GAs. It can be concluded that a more effective and rapid calibration method is required to improve the efficiency and solution quality. Parallel genetic algorithms have shown superiority over GAs in the overall optimization time and stability of solution. With the increase in number of PCs, the execution time is reduced significantly so that the user can benefit more from computation power, and seek better solutions by adjusting the various parameters associated with hydrological models and PGAs. Using PGAs to calibrate the rainfallrunoff model parameters offers considerable potential to improving the solution. A further development of this work is to incorporate advanced computer and software knowledge in order to enhance the capability of the model to suit different hydrological conditions. The programming codes for this type of watershed model calibration will become larger and the setting environment of the execution for PGAs will become more complex.
