Deep learning works as a discrete non-linear mapping function and has achieved great success as a powerful classification tool. However, it has been overhyped in many fields. This comment takes image segmentation as a typical filed to prove this point of view. Firstly, deep learning is not omnipotent. It only generates a prediction map and relies on other segmentation methods to complete the segmentation task. Secondly, the performance of deep learning is inversely proportional to the number of outputs. Consequently, deep learning is not a good choice for image segmentation unless the resolution of the image is extremely small.
for the outputs and they are formulated by the following equations. x1 = w11 × x1 + w21 × x2 + w31 × x3 + b1 (1) x2 = w12 × x1 + w22 × x2 + w32 × x3 + b2
As can be seen, the above model can be easily solved by least squares regression. However, when the inputs are not linearly separable, there will be no linear mapping between the inputs and the outputs. Deep learning uses hidden layers to construct the nonlinear mapping. As shown in Fig. 1 (b) , one hidden layer with three neurons is added and the nonlinear mapping between the input and the output is formulated by the following equations. 
The training process of deep learning is used to solve the above model. Different from regression, deep learning could only determine these parameters to make the outputs respond to the inputs according to the training data instead of generate a continuous and meaningful mapping function between the inputs and the outputs. With the continuous and meaningful mapping function, i.e. the exact mathematical equations, regression could determine the linear or non-linear mapping between the continuous input variables and the continuous output variables while deep learning could only determine the non-linear mapping between the discrete input variables and the finite number of discrete output variables with a set of discrete training parameters.
Without loss of generality, regression is formulated as a mapping model by the following simple equation.
is a continuous linear or non-linear mapping function. denotes the coefficients to be determined by regression.
denotes the continuous input variable and denotes the continuous output variable.
Similarly, deep learning could be formulated as:
is a discrete and non-linear mapping function. denotes the discrete mapping parameters to be determined by training. denotes the discrete input variable and denotes its total number. denotes the discrete output variable and denotes its total number.
Compared to the regression model, deep learning has the major advantage that deep learning is more robust in estimating the discrete response variables for the linear indivisible data. Up to now, deep learning has been recognized as the most powerful classification tool. However, deep learning also has the following limitations.
(1), deep learning determines a set of parameters instead of the exact mathematical functions to map the input variables into the output variables. Without the exact mathematical functions, not only deep learning could not be explained reasonably, but also the output variables could not be determined as continuous response variables.
Consequently, deep learning could only map sufficient inputs into a finite number of categories. When the number of output is infinite or close to infinity, the performance of deep learning will be affected significantly.
(2), Lack of the exact mathematical mapping, deep learning could not yield the ideal outputs even when it is tested with the inputs used during the training process or tested with the ground truth.
(3), Lack of the exact mathematical mapping, deep learning is only powerful for the classification applications, where sufficient input variables are available while the number of output variables is comparatively limited. In information theory, there is Shannon theorem that tells the maximum rate at which information can be transmitted over the channel with the specified bandwidth in the presence of noise. In deep learning, there is no theorem about what the maximum number of the output variables is after the input variables are determined, which indicates that it is immature.
(4), the training process of deep learning relies on large amounts of human-annotated data to determine the parameters. However, when different annotated training data are used, the performance of deep learning may vary significantly.
(5), there is no known efficient training algorithm with provable guarantees for deep learning and its success relies on descent algorithms, such as coordinate, gradient or stochastic gradient descent [2] .
Analysis of Deep Learning with its Big Achievements
The deep learning revolution took place around 2012 when it won several well-known speech or image recognition and classification competitions. The competitions that made deep learning resurge include, but not limited to: large-scale automatic speech recognition competition [3] [4] , MNIST handwritten digits competition [5] , Traffic sign competition [6],
Chinese handwriting recognition competition [7] , ImageNet large scale visual recognition competition [8] [9] , PASCAL visual object classes competition [10] and so on.
Large-scale automatic speech recognition competition uses the TIMIT dataset that contains a total of 6300 sentences, 10 sentences spoken by each of 630 speakers from 8 major dialect regions of the United States. The test data has a core portion containing 24 speakers, 2 male and 1 female from each dialect region. According to Eq. (9), the number of inputs is 6300 and the number of the outputs is 8, which is sufficient for deep learning to determine the training parameters robustly. In [4] , it is reported that the recognition error rate for the training sets is 13.3 and the recognition error rate for the core test sets is 16.5. The MNIST database of handwritten digits has a training set of 60,000 examples and a test set of 10,000 examples. According to Eq. (9), the number of inputs is 60000 and the number of the outputs is 10, which is sufficient for deep learning to determine the training parameters. In [5] , it is reported that the error rate is only 0.23%.
Traffic sign competition contains 39209 training images in 43 classes. According to Eq. (9), the number of inputs is 39209 and the number of the outputs is 43, which is sufficient for deep learning to determine the training parameters. In
[6], it is reported that a recognition rate of 99.46%, better than the one of humans on this task (98.84%), had been achieved. Chinese handwriting recognition competition contains of a large dataset of isolated characters with about 3.9 million samples of 7,356 classes (7,185 Chinese characters and 171 symbols). According to Eq. (9), the number of inputs is 3900000 and the number of outputs is 7356, which is also sufficient for deep learning to determine the training parameters robustly. In [7] , a 97.39% character recognition rate was achieved. ImageNet image classification competition between 2012 and 2014 contains 1281167 images for 1000 classes of objects. According to Eq. (9), the number of inputs is 1281167 and the number of outputs is 1000, which is sufficient for deep learning to determine the training parameters.
In [8] , an error rate of 15.3% had been achieved, which ignite the revolution of deep learning. In [9] , it is reported that the best error rate 6.66% is achieved by GoogLeNet. However, GoogLeNet only achieved 43.93% average precision for object detection, which already ranked the first among 17 competing teams. In the last session of ImageNet Large Scale Visual Recognition Challenge that took place in 2017, the team from Nanjing University of Information Engineering and Imperial College of Technology achieved the best object detection accuracy which is 73.14%. The average precision is a relatively loose measure for image segmentation. If the measure is changed to F-measure or DICE, the achieved accuracy would be significantly reduced compared to the precision. All these measures range from 0 to 1 and the higher the better.
For the PASCAL VOC datasets, 8498 images are used to train a deep learning method called FCN and only 67.5 % average precision was achieved [10] . From the visual results in [10] , it is seen that even the input is the ground truth, the precision of the output is still not high. We use Eq. (9) to analyze the achieved accuracy. The number of inputs is 1281167 for ImageNet and 8498 for PASCAL VOC, the number of the outputs is not fixed and is computed as:
where is the width of the image and is the height of the image. denotes the total number of labeling. If the image is segmented into two classes, equals 2. If the image is segmented into three classes, equals 3, etc. To segment an image with a resolution of 100 × 100 into two classes, the number of outputs is close to infinity. Since deep learning is a discrete mapping function and is not capable of generating continuous (infinite) outputs, the performance of deep learning in such cases will be reduced significantly. Consequently, no good results are expected for deep learning to do the image segmentation work unless the resolution of the image is small enough.
For better comparison, we list all the competitions mentioned above in Table 1 with their critical data information and best accuracies achieved so far. As can be seen, the performance of deep learning is inversely proportional to the number of outputs with the assumption that sufficient inputs are available. Similar to Shannon theorem, a theorem about the proportion of the number of the inputs and the number of the outputs should be studied to guide the performance of the deep learning. 
Is Deep Learning Good for Image Segmentation?
In theory, deep learning does not have the ability to achieve an accurate image segmentation result since it simulates human brains to classify the objects based on approximation information instead of the exact information of the object as analyzed in the above sections. However, there are many reported research work about the unprecedented segmentation accuracy achieved by deep learning. Let us look into the details of how these researchers made it. In [11] , Ciresan who had won three international competitions [5] [6] [7] claimed that his deep neural network was trained with 3 million pixels with only 2 outputs: membrane denoted as 1 and non-membrane denoted as 0. The output is a prediction map which looks the same as the probability map generated by another competitor [12] and the popular method to generate the probability map is described in [13] . When deep learning generates a prediction map for image segmentation, the number of outputs is close to infinity, which will affect the performance of deep learning significantly. It is difficult for it to achieve an acceptable segmentation without further processing. As can be seen from the illustration in [14] , there were serious segmentation errors in the final segmentation result by the deep learning method. Although there are only 30 training images and 30 test images, the organizers still employed non-professional persons to generate the manual segmentations and then claimed that deep learning beats human, which seems a deliberate speculation. However, the accuracy achieved by Ciresan in this competition is reasonable because of two reasons: (1), he divided the image into many small blocks with extremely small resolutions and conducted the segmentation work on the small blocks instead of the whole image; (2), For this special kind of images, all divided blocks look similar. In another object detection competition [15] , Ciresan used his deep learning method to detect mitosis in breast cancer histology images. Although the achieved F-measure accuracy was only 78.2%, it was already significantly higher than the closest competitor who only achieved 71.8% F-measure accuracy. The low accuracy achieved at this time was caused by one major reason that the divided blocks do not look similar enough. In total, Ciresan had won five well-known international competitions [5] [6] [7] 11, 15] with his deep learning method, yet he did not disclose any related source codes so far, which indicates that the international competitions might not be reliable [16] .
Besides international competitions, there are also many papers that overhyped deep learning and published in internationally recognized journals. Here, I can only point out the contradictory results for the image segmentation applications with which I am familiar. In [17] , deep learning was combined with the deformable model to segment the left ventricle in MRI images and the unprecedented segmentation accuracy was reported. Its DICE measure is reported as 94% and its APD is reported as 1.81. The most contradictory part of this paper is that the inferred shape by deep learning is used as initialization contour for the deformable model evolvement. However, the accuracy of the deformable model is determined by the generated edge map instead of its initialization contour. Therefore, the final accuracy of the combined method should be similar to that of the deformable model based methods. On the contrary, the reported accuracy was much better than those reported by the deformable model based methods. Another contradictory part is that the reported DICE measure (94%) is not proportional to the reported APD (1.81) measure reasonably. The inferred shape by deep learning was also compared with the ground truth qualitatively in Figure 8 of the discussed paper [17] , which showed that the predicted result by deep learning was far from accurate. As reported in [18] , the DICE measure of the LV segmentation by deep learning was below 79%. On the other hand, there are many traditional methods that could achieve DICE measure higher than 90% [19] . Then what is the meaning of using deep learning here? It is not a unique instance, but has so many counterparts. For instance, deep learning is combined with surface evolution to segment CT livers in [20] and is combined with graph cut to segment the CT livers in [21] . Even combined with deep learning for prediction, the reported liver segmentation accuracy was still lower than the previously reported liver segmentation accuracy by a non-deep-learning method [22] [23] . For the liver tumor detection by deep learning [24] , the reported accuracy computed as DICE measure is only 69% compared to 88.9% computed by a non-deep-learning method [25] .
Deep learning was also used for cell segmentation and cell tracking [26] [27] [28] . Deep learning was combined with watershed for cell segmentation in [26] and the reported accuracy by DICE measure was only 86%. In addition, it was reported in [27] that the accuracy of cell segmentation by support vector machine was more robust than deep learning. In [28] , deep learning was used for cell tracking and it was reported that only one cell could be tracked, which is much more inefficient than traditional cell tracking methods [29] . For better comparison, we list the results mentioned above in Table 2 with their critical data information if any and their achieved accuracies. The cases described above are only the tip of the iceberg, there are also many cases in which deep learning performed very poorly or it was outperformed by other methods. However, it is usually difficult to publish these results since the traditional methods may be lack of originality for publishing. In many cases, the claimed accuracy in the published paper and the reported accuracy in international competitions might make people think that it is the inability of the researcher instead of inability of deep learning for the failure of a segmentation task. Unfortunately, there are no authors that use deep learning for image segmentation would like to disclose enough relevant data, source codes or other information to reproduce their results yet. As a matter of fact, most of the deep learning methods are far away from meeting the commercial need, thus it will not cause any loss for disclosure. 77.8% [21] Score 79.6% [23] Liver tumor segmentation DICE 69% [24] DICE 88.9% [25] Cell segmentation OR 0.83% [27] OR 0.69% [27] Cell tracking Capable of tracking one cell at a time [28] Capable of tracking hundreds of cells simultaneously [29] Please note: DICE, Score, the higher the better; VOE, OR, the lower the better.
The fetishistic devotion to deep learning is mainly caused by its excessive hype and lack of true understanding of deep learning. According to Gary Marcus, the professor at New York University, "Deep learning systems are most often used as classification system in the sense that the mission of a typical network is to decide which of a set of categories (defined by the output variables on the neural network) a given input belongs to. In problems where inputs are limited, deep learning often is not an ideal solution." [30] . According to Eq (9), deep learning is a discrete, but not continuous as regression model, and non-linear mapping function and its performance will be affected significantly when the number of the outputs approaches infinity. As criticized by the Professor Moeck in [31] that "these deep learning based crystallographic symmetries classification methods are ignorant of the fact that many crystallographic symmetries are hierarchic, i.e. that the classification classes are often non-disjoint.", deep learning does not have the ability of reasoning and abstraction. For many image segmentation applications, priori knowledge is also very important. However, deep learning does not have the capability to integrate it.
There is no omnipotent method for artificial intelligence and deep learning is only a powerful tool of it. Deep learning excels in selecting the best answer from a list of choices instead of coming up with an accurate answer because it does not have the ability of reasoning and abstraction and only works as a discrete non-linear mapping function. In principle,
given infinite data, deep learning systems are powerful enough to represent any finite deterministic "mapping" between any given set of inputs and a set of corresponding outputs [29] . However, when the number of the outputs approaches infinity, the approximating ability of deep learning will fall off rapidly. Besides the low accuracy in image segmentation, deep learning also performed poorly for natural language understanding. Both failures could be explained by Eq. (9) that the number of the outputs is close to infinity. So far, deep learning has only achieved great success in classification of limited classes. Whether it could still make similar success in other applications remains unrevealed. However, Geoff
Hinton, the grandfather of deep learning has already suggested that "entirely new methods will probably have to be As surveyed among 151 chemists in [32] , 45.7% chemists agree that deep learning is overhyped while 32.4% chemists disagree. In brief, most scientists believe that deep learning is overhyped.
Conclusion
In conclusion, deep learning is not a good choice for image segmentation unless the segmentation work could be conducted on small blocks of the image with extremely small resolutions and the divided blocks are similar. In the past years, deep learning boomed because of the tremendous increase of computing power in the affordable hardware and the availability of big data. Despite the great success of deep learning in many fields such as speech recognition, sign recognition and digit recognition, its capability is being exaggerated by the media and deified by the outsiders. The excessive hype has made deep learning the signature for individuals or companies to attract investments and attention.
Many researchers devote themselves to study deep learning and grasp every chance to use deep learning no matter what their research work are because the overhype of deep learning make them believe that deep learning performed the best in all fields. Obviously, the overhype of deep learning not only abuses the limited resources, but also delays the development of new methods in many fields.
