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The aim of this paper is to study sustainability of the pseudo-linear superposition principle,
that is, of the nonlinear superposition principle (NLSP) observed in the pseudo-analysis’
framework. The focus of this paper is on the so-called generated partial differential
equation that is, for the purpose of this study, based on the stochastic Burger’s equation.
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1. Introduction
As the background for this paper we have chosen the ﬁeld of pseudo-analysis, that is, a contemporary mathematical
theory obtained as a generalization of the classical analysis. Reason for this choice lies in the fact that the pseudo-analysis
combines approaches from many different ﬁelds and is capable of supplying solutions that were not achieved by the classical
tools (see [9,10,15,19,20,22–24,38]).
The core of this paper contains g-calculus, a part of the pseudo-analysis based on the generated operations (see [13,14,
19,21,22,25–27,33]). The g-calculus allows as to work with derivatives, partial derivatives, measures and integrals based on
pseudo-operations ⊕ and  that are deﬁned merely through an assigned function g . Some of important applications of the
g-calculus can be found in the theory of aggregation operators [4,5,17] and, which is of the special interest for this paper,
in the theory of the partial differential equations [28–32,36,37].
The notion of the basic generated equation, i.e., a partial differential equation given by a generator g that is also a generat-
ing function for pseudo-operations, has been introduced in [36,37]. This problem has been further studied in [35] where the
nonlinear superposition principle (NLSP) based on pseudo-operations given by another generator h has been considered. The
aim of this paper is to expand the previous researches and investigate applicability of the NLSP to the generated stochastic
Burger-type equation. For the sake of completeness, we are considering commutative and associative g-operations, as well as
not-commutative and not-associative generalized g-operations [29,31].
This paper is organized as follows. Section 2 contains preliminary notions, such as pseudo-operations. The generated ho-
mogeneous stochastic Burger-type equation is given in Section 3, while the NLSP based on the generated pseudo-operations
is being investigated in Section 4.
2. Preliminaries
This section contains basic information on pseudo-operations that will be used as the core of the nonlinear superposition
principle (NLSP).
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D. Vivona et al. / J. Math. Anal. Appl. 386 (2012) 948–955 949Let M be a real number from (0,+∞]. A pseudo-addition on [0,M] as a binary operation ⊕ : [0,M]2 → [0,M] that is
commutative, positively increasing (with respect to ), associative, with a neutral element and continuous. For each pseudo-
addition it is possible to deﬁne corresponding ⊕-ﬁtting pseudo-multiplication as a binary operation  : [0,M]2 → [0,M] (or
 : [0,M] × [0,N] → [0,M], see [3]) that fulﬁlls the following:
(M1) (a  0) = 0 b = 0;
(M2) monotonicity, i.e., a a′,b b′ ⇒ a  b  a′  b′;
(M3) left distributivity, i.e., (a ⊕ b)  c = (a  c) ⊕ (b  c);
(M4) left continuity, i.e., (supn an)  (supm bm) = supn,m(an  bm).
Remark 2.1. Presented approach to the pseudo-operations is from [2,3] where the general problem of the monotone set
functions-based integrals with respect to those operations was investigated. Properties (M1)–(M4) present only the bare
minimum that some ⊕-ﬁtting pseudo-multiplication has to fulﬁll. Very often some additional properties, such as existence
of the (right or left) neutral element, associativity, right distributivity or commutativity, are being required (see [2,3]).
Remark 2.2. Another line of approach to the pseudo-operations, i.e., to the pseudo-analysis, is given in [10,15,19,20,22]:
Let [a,b] be a closed subinterval of [−∞,+∞] (in some cases semiclosed subintervals will be considered) and let
 be a total order on [a,b]. A semiring is a structure ([a,b],⊕,) such ⊕ is a pseudo-addition, i.e., a function ⊕ :
[a,b]×[a,b] → [a,b] which is commutative, non-decreasing (with respect to ), associative and with a neutral element,
denoted by 0;  is a pseudo-multiplication, i.e., a function  : [a,b] × [a,b] → [a,b] which is commutative, positively
non-decreasing (x y implies x z y  z, z ∈ [a,b]+ = {x: x ∈ [a,b], 0 x}), associative and for which there exists a
neutral element denoted by 1; 0 x = 0 and x (y ⊕ z) = (x y) ⊕ (x z).
There are three basic classes of semirings with the continuous (up to some points) pseudo-operations. The ﬁrst class
contains semirings with idempotent pseudo-addition and non-idempotent pseudo-multiplication. Semirings with strict
pseudo-operations deﬁned by the monotone and continuous generator function g : [a,b] → [0,+∞], i.e., g-semirings
[16,19,20], form the second class, and semirings with both idempotent operations belong to the third class.
For the purpose of this paper we are considering pseudo-addition given by an increasing bijection g : [0,M] → [0,+∞]
as
x⊕ y = g−1(g(x) + g(y)). (1)
Now, the corresponding ⊕-ﬁtting pseudo-multiplication  : [0,M]2 → [0,M] that is associative and with a neutral element
is
x y = g−1(g(x) · g(y)). (2)
Function g is a generator for operations (1) and (2) and those operations are known as g-operations. For this choice of
operations the neutral element for ⊕ is 0 and for  is g−1(1).
Remark 2.3. Operations (1) and (2) coincide with the operations from the g-semiring ([0,M],⊕,) generated by an in-
creasing bijection (see [19,20]). Generating function for g-semiring, i.e., for g-operations from [19], can also be a decreasing
bijection. In that case 0= M , 1= g−1(1) and the total order  is opposite to the usual .
Results presented in this paper can be extended without any loss of the generality to an arbitrary g-semiring
([a,b],⊕,) from [19].
Example 2.4. Some typical nonlinear generators for g-operations are the power function and the exponential function.
(a) Let g : [0,∞] → [0,∞] (M = ∞) be a generator given by g(x) = xp where p > 0. Pseudo-operations that corresponds
to this choice of generator are
x⊕ y = (xp + yp)1/p and x y = xy.
(b) Let g : [0,∞] → [0,∞] (M = ∞) be a generator given by g(x) = ex − 1. Pseudo-operations that corresponds to this
choice of generator are
x⊕ y = ln(ex + ey − 1) and x y = ln(ex+y − ex − ey).
(c) Since results also hold for arbitrary g-semiting from Remark 2.2, let g : [−∞,∞] → [0,∞] be a generator given by
g(x) = ex . Pseudo-operations that corresponds to this choice of generator, i.e., to the g-semiring ([−∞,∞],⊕,) with
the given generator, are
x⊕ y = ln(ex + ey) and x y = x+ y.
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where the complete characterization of the generalized pseudo-operations was given. A special class of the generalized
pseudo-operations from [29] represents a generalization of the g-operations given by the following
x⊕ y = g−1(εg(x) + g(y)) and x y = g−1(gε(x)g(y)), (3)
where ε is an arbitrary but ﬁxed positive real number and g is a positive strictly monotone bijection. Latter on, in [30] and
[31], this class was broaden to class of the generalized generated pseudo-operations with three parameters (ε1, ε2, δ) of the form
x⊕ y = g−1(ε1g(x) + ε2g(y)) and x y = g−1(gδ(x)g(y)) (4)
which were used in the pseudo-linear superposition principle for Burger’s type equations. It should be stressed that opera-
tions (3) and (4) need not be commutative nor associative.
Another notion necessary for this paper is the notion of derivatives. Let us assume the ⊕ and  are g-operations of the
form (1) and (2) and that g ∈ C2([0,M]). Now, for an arbitrary function u : R2 → [0,M], based on deﬁnitions from [19,37],
the g-partial derivative (e.g., with respect to the ﬁrst variable) is
u⊕x (x, t) = ∂⊕x u(x, t) := g−1
(
∂xg
(
u(x, t)
)) = g−1(g′(u)ux) (5)
and the second order g-partial derivative (e.g., with respect to the ﬁrst variable) is
u⊕xx(x, t) = ∂2⊕xx u(x, t) := g−1
(
∂2xxg
(
u(x, t)
))= g−1(g′′(u)u2x + g′(u)uxx), (6)
where ux = ∂∂x u and uxx = ∂
2
∂x2
u are the classical partial derivatives.
3. The generated hsB-type equation
As in [35–37], we are considering the generated form of a speciﬁc partial differential equation.
Pseudo-analysis’ form of the homogeneous stochastic Burger-type equation for the g-operations (1) and (2), where g ∈
C2([0,M]), and some function u :R2 → [0,M], is
u⊕t (x, t) ⊕
[
u(x, t)  u⊕x (x, t)
]⊕ u2⊕xx (x, t) = 0.
Therefore, having in mind (5) and (6), the generated homogeneous stochastic Burger-type equation, or the generated hsB-type
equation, is given by
g
(
u⊕t
)+ g(u)g(u⊕x )+ g(u⊕xx)= 0,
i.e.,
g′(u)ut + g(u)g′(u)ux + g′(u)uxx + g′′(u)u2x = 0. (7)
Remark 3.1. If the generating function is of the form g(u) = u, g-operations are the classical operations and the homoge-
neous stochastic Burger-type equation
ut(x, t) + u(x, t)ux(x, t) + uxx(x, t) = 0 (8)
is obtained [6,11,18].
Now, for notation
g′′(u)
g′(u)
= Φ(u), g′(u) 
= 0,
where Φ :R→R, Eq. (7) is given by
ut + g(u)ux + uxx + Φ(u)u2x = 0,
and it can be easily checked that the following classiﬁcation holds:
I) Let Φ(u) = 0. Then g′′(u) = 0 and g′(u) = c > 0, and the generator function is g(u) = cu.
II) Let Φ(u) = k ∈R+ (const). Then g′′(u) = kg′(u), and the generator function is g(u) = 1k expku − 1k , k ∈R+ .
III) Let Φ(u) = ρϕ(u) + τ , such that ϕ(u) is an arbitrary twice differentiable function. Then the generator function is
g(u) =
∫
exp
[
ρ
∫
ϕ(u)du + τu + σ
]
du + α, ρ, τ ,σ ,α ∈R+.
This type of generator function for the similar problem has been investigated in [31].
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Let ⊕ and  be an arbitrary pseudo-addition and the corresponding pseudo-multiplication, then the so-called Nonlinear
Superposition Principle (NLSP), which is, in this case, also called Pseudo-linear Superposition Principle (PLSP), states:
for two given solutions u and v of the considered nonlinear equation and two real numbers α and β , the pseudo-linear combina-
tion
w = (α  u) ⊕ (β  v) (9)
is again a solution of the considered nonlinear equation,
where range of u and v is [0,M] and α and β are from [0,M] (see [1,7,8,12,34]).
The focus of this paper is on g-operations (1) and (2) and their non-commutative and non-associative generalizations
given by (4). While results based on those operations for some nonlinear equations, e.g., for Burger’s equation [29,31], are
promising, some possible diﬃculties and restrictions are illustrated by the following sections.
4.1. Commutative and associative case
Let ⊕ and  be pseudo-operations of the form (1) and (2) and with an increasing bijection g : [0,M] → [0,+∞], such
that M ∈ (0,∞] and g ∈ C2([0,M]), as the generating function. Let u, v : R2 → [0,M] be some arbitrary solutions of the
generated hsB-type equation given by (7) and let α,β ∈ [0,M]. Then, NLSP, i.e., PLSP holds only for some speciﬁc cases
which are given by the following propositions.
Theorem 4.1. If u and v are two arbitrary solutions of the generated hsB-type equation given by (7), then the pseudo-sum u ⊕ v is
again a solution of (7) if and only if the product u  v does not depend on the ﬁrst variable.
Proof. Let w be the pseudo-sum of two solutions u and v of Eq. (7), i.e.,
w = u ⊕ v = g−1(g(u) + g(v)). (10)
For the following notation
w(x, t) = g−1(σ(x, t)), i.e., σ(x, t) = g(w(x, t)), (11)
where σ :R2 →R, it holds
wx = σx
g′(w)
and wxx = σxx(g
′(w))2 − σ 2x g′′(w)
(g′(w))3
.
Moreover, from and (10) and (11), it follows
σx = g′(u)ux + g′(v)vx (12)
and
σxx =
(
g′′(u)u2x + g′(u)uxx
)+ (g′′(v)v2x + g′(v)vxx). (13)
Therefore, (10) is a solution of (7) if and only if
g′(w)wt + g(w)g′(w)wx + g′(w)wxx + g′′(w)w2x = 0,
which is equivalent to
σt + g(w)σx + σxx = 0
and, based on (12) and (13), to
g′(u)ut + g′(v)vt +
(
g(u) + g(v))(g′(u)ux + g′(v)vx)+ g′′(u)u2x + g′(u)uxx + g′′(v)v2x + g′(v)vxx = 0.
Taking into account that u and v are solutions of Eq. (7), the previous equation becomes
g(v)g′(u)ux + g(u)g′(v)vx = 0,
i.e.,
∂
∂x
[
g(u)g(v)
]= 0.
That is, w is a new solution of (7) if and only if u  v does not depend on the ﬁrst variable. 
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(a) Let us consider generator and pseudo-operations from Example 2.4(a). Eq. (7) is now of the form
uut + up+1ux + uxx + (p − 1)u2x = 0.
If u and v are solutions of the previous equation such that they can be written as
u(x, t) = ϕ(x)ψ(t) and v(x, t) = ϕ−1(x)φ(t),
a new solution is of the form
w = (ϕp(x)ψ p(t) + ϕ−p(x)φp(t))1/p.
(b) Let us consider generator and pseudo-operations from Example 2.4(c). Eq. (7) is now of the form
ut + euux + uxx + u2x = 0.
If u and v are solutions of the previous equation such that they can be written as
u(x, t) = ϕ(x) + ψ(t) and v(x, t) = −ϕ(x) + φ(t),
a new solution is of the form
w = ln(eϕ(x)+ψ(t) + e−ϕ(x)+φ(t)).
Pseudo-multiplication is also providing a very restrictive result.
Proposition 4.3. If u is an arbitrary solution of the generated hsB-type equation given by (7) and α ∈ (0,M), then the pseudo-product
α  u is again a solution of (7) if and only if u does not depend on the ﬁrst variable.
Proof. Let g(α) = a ∈ (0,1) ∪ (1,∞), i.e., let us assume that α is not a neutral element for ⊕ nor for , and let
w = α  u = g−1(ag(u)).
For notation ρ = g(w) = ag(u) it holds
ρt = ag′(u)ut and ρxx = ag′′(u)u2x + ag′(u)uxx.
Now
ut = ρt
ag′(u)
and uxx = ρxxag(u)g
′(u) − ρ2x g′′(u)
a2(g′(u))3
.
Pseudo-product w is a solution of (7) if and only if
g′(w)wt + g(w)g′(w)wx + g′(w)wxx + g′′(w)w2x = 0
is valid, which is equivalent to
ρt + g(w)ρx + ρxx = 0
and
g′(u)ut + ag(u)g′(u)ux + ag′′u2x + g′(u)uxx = 0. (14)
Since u is a solution of (7), Eq. (14) obtains the following form
ag(u)g′(u)ux − g(u)g′(u)ux = 0 (15)
for all a ∈ (0,1) ∪ (1,∞). Now (15) implies that w is a new solution if and only if g(u)g′(u)ux = 0, i.e., that either u = 0,
which is the trivial case, or g is a constant function, which is in the contradiction with the starting assumptions, or that
ux = 0. 
Having in mind the previous two claims it is possible to say that pseudo-linear superposition principle holds on one
very restrictive subclass of all solutions of (7). This result is given by the following corollary.
Let F be the class of all solutions of the generated hsB-type equation given by (7) that does not depend on the ﬁrst
variable.
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α  u ⊕ β  v is again a solution of (7).
Remark 4.5. Due to the form of the observed generated equation, the previous corollary gives us a trivial case, i.e., the class
F is trivial. The problem of solutions that are not from F is given at the end of the next section for the more general
background.
4.2. Non-commutative and non-associative case
Let us now consider a wider class of g-operations, i.e., the generalized generated pseudo-operations with three param-
eters given by (4). As already mentioned, operations in questions need not be commutative nor associative. In order to
extend this investigation a bit further, let us assume that now the generator for operations in the core of PLSP is different
from one used in (7). To stress this difference, operation now used for PLSP will be denoted with ⊕h and h where h is a
new generator, while observed generated equation is still in the form (7) given by the generator g .
Let ε1, ε2, and δ be three arbitrary parameters from (0,+∞) and let h be a strictly monotone and positive bijection
from C2([0,M]). The generalized generated pseudo-operations with three parameters for generator h are
u ⊕h v = h−1
(
ε1h(u) + ε2h(v)
)
, (16)
u h v = h−1
(
hδ(u) · h(v)). (17)
As in the previous section, it is possible to say that pseudo-linear superposition principle holds on a certain subclass of
all solutions of (7). Again, let F be the class of all solutions of the generated hsB-type equation given by (7) that does not
depend on the ﬁrst variable. Now, the following is a generalization of the result from the previous section.
Corollary 4.6. If u and v are solutions of (7) from F , α and β real numbers from (0,M) and h′ = cg′ where c ∈ (0,M), then the
pseudo-linear combination α h u ⊕h β h v is again a solution of (7).
Proof. Though proof easily follows from the assumption that u and v are trivial, i.e., from F , the complete proof that
explains the assumptions and allows further discussion is given.
Let w a pseudo-linear combination of some solutions of (7), i.e.,
w = α h u ⊕h β h v = h−1
(
ε1h
δ(α)h(u) + ε2hδ(β)h(v)
)
, (18)
where ⊕h and h are operations (16) and (17) and α and β are parameters from (0,M). For notation λ = ε1hδ(α) and
μ = ε2hδ(β), (18) obtains the following shorter form
w = h−1(λh(u) + μh(v)). (19)
For
w(x, t) = h−1(ρ(x, t)), i.e., ρ(x, t) = h(w(x, t)),
derivatives are
wx = ρx
h′(w)
, wxx = ρxx(h
′(w))2 − ρ2x h′′(w)
(h′(w))3
(20)
and
ρx = λh′(u)ux + μh′(v)vx, (21)
ρxx = λ
(
h′′(u)u2x + h′(u)uxx
)+ μ(h′′(v)v2x + h′(v)vxx). (22)
Now, (18) it is solution of (7) if and only if
g′(w)wt + g(w)g′(w)wx + g′(w)wxx + g′′(w)w2x = 0, (23)
i.e., taking into account (20), (21) and (22),
g′(w)
h′(w)
ρt + g(w) g
′(w)
h′(w)
ρx + g′(w)
[
ρxx(h′(w))2 − ρ2x h′′(w)
(h′(w))3
]
+ g′′(w) ρ
2
x
[h′(w)]2 = 0.
Since the assumed connection between generators is h′(w) = cg′(w), the previous is equivalent to
ρt + g(w)ρx + ρxx = 0 (24)
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λh′(u)ut + μh′(v)vt + g(w)
[
λh′(u)ux + μh′(v)vx
]+ λh′′(u)u2x + λh′(u)uxx + μh′′(v)v2x + μh′(v)vxx = 0.
For the considered connection between generators and some solutions u and v of (7) the previous insures
−λuxg′(u)
[
g(u) − λg(u) − μg(v)]− μvxg′(v)[g(v) − λg(u) − μg(v)]= 0. (25)
Since u and v are additional from F , (25) is valid, i.e., (23) holds. 
Remark 4.7. Since the previous results are focused on a highly restrictive class of solutions of (7), the question of sustain-
ability of PLSP remains for solutions that are not from F . As seen in the previous proof, w = α h u ⊕h β h v , where u
and v are arbitrary solutions of (7), is a new solution of (7) if and only if (25) holds. Now, the following two cases remain:
i) If solutions u and v are not from F , i.e., if ux 
= 0 and vx 
= 0, suﬃcient condition for (25) is{
g(u) − λg(u) − μg(v) = 0,
g(v) − λg(u) − μg(v) = 0,
that is,
λ + μ = 1 and g(u) = g(v).
Since g is a bijection, the conclusion is that w is a solution if λ +μ = 1 and u = v , i.e., if w = h−1(λh(u) +μh(u)) = u,
which is a trivial case.
ii) If u ∈F and v /∈F , i.e., if ux = 0 and vx 
= 0, suﬃcient condition for (25) is
g(v) − λg(u) − μg(v) = 0,
which gives the following
g(u)
g(v)
= 1− μ
λ
.
Since g is a bijection and (1 − μ)/λ is a constant, the previous is in a contradiction with assumption that u does not
depend on the ﬁrst variable while v does depend on it.
Remark 4.8. If our generated equation is of the form (8), i.e., if generator is g(u) = u, pseudo-linear superposition principle
is just the classical linear superposition principle and it holds under previously described restrictive conditions.
However, if we consider the classical Burger’s equation (without generator) of the type
ut + 1
2
u2x −
c
2
uxx = 0 (26)
where c is a positive parameter, the pseudo-linear superposition principle holds without any restrictions, i.e., if u and v are
solutions of (26), so is the pseudo-linear combination (for both commutative and non-commutative case, see [29]). This also
holds for the trivial generator g(u) = u, therefore the classical linear combination is again a solution of (26).
Situation for Burger’s type equations of the following form:
ut − cuxx = cΦ(u)u2x ,
where Φ is a given continuous function and c is a real parameter, is somewhat more complex. Now, the pseudo-linear
combination of solutions is a solution when g-operations are given by a special generator g of the form
g(x) = ±
∫
e(
∫
Φ(x)dx) dx (27)
(see [31]). The sign in front of integral from (27) is chosen in such manner that generator remains nonnegative function.
Therefore, the pseudo-linear superposition principle is now restricted to a speciﬁc subclass of the g-operations.
5. Conclusion
The main topic of this paper was sustainability of the pseudo-linear superposition principle for the so-called generated
KdV-type equation. Through this paper, as the core of the PLSP, the g-operations and the generalized generated pseudo-
operations given by another generator h, were considered. Although PLSP has provided signiﬁcant results for some equations,
due to the strong non-linearity of the observed equation, the PLSP holds only on very restrictive class of solutions.
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