Abstract. Let N and M be positive integers satisfying 1 ≤ M ≤ N , and let 0 < p0 < p1 < 1. Define a process {Xn} ∞ n=0 on Z as follows. At each step, the process jumps either one step to the right or one step to the left, according to the following mechanism. For the first N steps, the process behaves like a random walk that jumps to the right with probability p0 and to the left with probability 1 − p0. At subsequent steps the jump mechanism is defined as follows: if at least M out of the N most recent jumps were to the right, then the probability of jumping to the right is p1; however, if fewer than M out of the N most recent jumps were to the right, then the probability of jumping to the right is p0. We calculate the speed of the process. Then we let N → ∞ and M N → r ∈ [0, 1], and calculate the limiting speed. More generally, we consider the above questions for a random walk with a finite number l of threshold levels, (Mi, pi) l i=1 , above the pre-threshold level p0.
Introduction and Statement of Results
Over the past couple of decades, quite a number of papers have been devoted to the study of edge or vertex reinforced random walks and excited (also known as "cookie") random walks. These processes have a simple underlying transition mechanism-such as simple symmetric random walkbut this mechanism is "reinforced" or "excited" depending on the location of the random walk and its complete history at that location. For survey papers which include many references, see [3] and [2] .
In this paper, we consider random walks with a different kind of excitement. These random walks are excited by their recent history, irrespective of their present location. Let N and M be positive integers satisfying 1 ≤ M ≤ N , and let 0 < p 0 < p 1 < 1. Define a process {X n } ∞ n=0 on Z as follows. At each step, the process jumps either one step to the right or one step to the left, according to the following mechanism. For the first N steps, the process behaves like a random walk that jumps to the right with probability p 0 and to the left with probability 1 − p 0 . At subsequent steps the jump mechanism is defined as follows: if at least M out of the N most recent jumps were to the right, then the probability of jumping to the right is p 1 ; however, if fewer than M out of the N most recent jumps were to the right, then the probability of jumping to the right is p 0 . We call this process a random walk excited by its recent history. We call N the history window for the process, and M N the threshold fraction. Note that although this process is not Markovian, the (N + 1)-dimensional process {X j , X j+1 , · · · , X j+N } ∞ j=0 is Markovian. We are interested in the deterministic speed of the process, which we denote by s(N, M ; p 0 , p 1 ): s(N, M ; p 0 , p 1 ) ≡ lim n→∞ X n n a.s.
The following theorem gives an explicit expression for the speed. Remark. The form of the speed function s(N, M ; p 0 , p) is quite complicated, even for small values of N . The one case where the form is somewhat simple is the case in which N = M , that is, the case in which the process is excited only at those times at which it has just experienced at least N consecutive jumps to the right. One writes
) N , and then writes
where S N is the sum of N IID Ber(
Making the calculations and doing a little algebra, one finds that
We now let the history window N increase to infinity and we let the threshold fraction M N converge to some limiting value r ∈ [0, 1]. There exists a critical value of r below which the speed converges to 2p 1 − 1 and above which the speed converges to 2p 0 − 1.
Then r * (p 0 , p 1 ) is strictly monotone in each of its variables, and p 0 < r * (p 0 , p 1 ) < p 1 .
One has
If r = r * (p 0 , p 1 ) and lim N →∞
Remark 1. Note that r * (p 0 , p 1 ) can be characterized as the unique value of r ∈ (0, 1) for which (
Remark 2. Note that for fixed p 0 , p 1 , every limiting speed between 2p 0 − 1 and 2p 1 − 1 is possible, depending on the behavior of M , however the only speeds that are stable with respect to small perturbations of M (or r) are 2p 0 − 1 and 2p 1 − 1.
Remark 3. If
M N converges to r * (p 0 , p 1 ) sufficiently rapidly, then α = 1 and the limiting speed is
, which is larger than the average between the speeds 2p 1 − 1 and 2p 0 − 1, obtained respectively when r < r * (p 0 , p 1 ) and when r > r * (p 0 , p 1 ).
We now consider a multi-stage threshold version of the process. Let l ≥ 1 be an integer, denoting the number of threshold stages. (The case l = 1 is the case treated above; we include it here so that Theorems 3 and 4 below will include Theorems 1 and 2 as particular cases.) Let N ≥ l denote the history window. Let {M j } l j=1 satisfy 1 ≤ M 1 < · · · < M l ≤ N and let {p j } l j=0 satisfy 0 < p 0 < p 1 < · · · < p l < 1. For notational convenience, define M l+1 = N + 1. We define the process {X n } ∞ n=0 on Z as follows. At each step, the process jumps either one step to the right or one step to the left, according to the following mechanism. For the first N steps, the process behaves like a random walk that jumps to the right with probability p 0 and to the left with probability 1 − p 0 . At subsequent steps the jump mechanism is defined as follows: if for some i = 1, · · · , l, between M i and M i+1 − 1 out of the N most recent jumps were to the right, then the probability of jumping to the right is p i ; if fewer than M 1 out of the N most recent jumps were to the right, then the probability of jumping to the right is p 0 . We denote the speed of the process by s(N, M 1 , · · · , M l ; p 0 , · · · , p l ): . Recall that we have already defined M l+1 = N + 1.
As in the case of the single stage threshold, we now let the history window N increase to infinity, and we let the threshold fractions converge to limiting 
ii. If
with at most one j for which α i j = ∞, then
, every limiting speed between 2p 0 −1 and 2p l − 1 is possible, depending on the behavior of {M i } l i=1 , however the only speeds that are stable with respect to small perturbations of
, if the speed is stable then it must be from among the speeds {2p i − 1} i:r i <p i <r i+1 . We note that necessarily there is at least one i for which
Remark 2. The requirement in part (ii) that at most one of the α i j = ∞ was made in order to avoid complications in the statement of the theorem.
The method of proof of (ii) would also show that if more than one of the α i j 's is equal to infinity, and there is a particular j 0 such that the order of
is larger when j = j 0 than it is for any other j, then the limiting speed is 2p i j 0 − 1. On the other hand, if there exist say
that the order of the above expression is the largest if and
Remark 3. In part (ii) of the theorem, the set {i 1 , · · · , i d } need not consist of consecutive integers. For example, consider l = 2 and denote the expression corresponding to i appearing on the left hand side of (1.4) by J i .
Then one has
and similarly, after some algebra, J 2 = (
Since lim p 2 →p 1 (
uniformly over r 2 ∈ [0, 1], we can choose p 2 and r 2 such that p 1 < r 2 < p 2 < r 3 = 1 and such that J 2 = J 0 . Thus, the left hand side of (1.4) is equal to 
case the limiting speed is greater than zero, since the term on the left hand side above, over which the maximum is being taken, is equal to 2 when i = 0. In section 2 we define and compute the invariant probability measure of an auxiliary Markov chain that encodes the N most recent jumps of the original process. Using this result, the proof of Theorem 3 is almost immediate; it appears in section 3. In section 4 we give the proof of part (i) of Theorem 4. In section 5 we prove Theorem 2 in the case r = r * (p 0 , p 1 ). Part (ii) of Theorem 4 is left to the reader; it is proved in the same way as the proof of Theorem 2 in the case r = r * (p 0 , p 1 ). In order for the proof to work it is important that the maximum appearing in part (ii) is only over those i for which r i < p i < r i+1 . That one is indeed allowed to restrict this maximum to such i follows from the proof of part (i) of Theorem 4. The statement in Theorem 2 about the behavior of r * (p 0 , p 1 ) is a simple calculus exercise.
An auxiliary Markov chain and its invariant measure
Let {X n } ∞ n=0 denote the simple symmetric random walk with l threshold stages, l ≥ 1. Define the N -dimensional process {Z n } ∞ n=0 by
The process {Z n } ∞ n=0 encodes the most recent N jumps of the original process {X n } ∞ n=0 . It is clear from the definition of the original process that {Z n } ∞ n=0 is a Markov process; its state space is H N ≡ {−1, 1} N . Denote probabilities for this Markov process starting from v ∈ H N by P v , and denote the corresponding expectation by E v . Clearly, {Z n } ∞ n=0 is irreducible.
1 {v i =1} denote the number of 1's from among its N entries. It turns out that the invariant probability measure µ Z on H N for the process {Z n } ∞ n=0 is constant on the level sets of # + . That this should occur might seem reasonable, but it is not at all obvious. It is this fact that allows for the explicit calculation of the speed in Theorem 3. Recall that we have defined for notational convenience
where C is the appropriate normalizing constant.
Proof. Let A = {A w,v } w,v∈H N denote the transition probability matrix for the Markov chain {Z n } ∞ n=0 ; that is, A w,v = P (Z n+1 = v|Z n = w). The invariant probability measure µ Z = µ Z (v) is the unique function satisfying 
Because we have assumed that
Consequently, conditioned on Z n = w i , it follows that at time n + N , no more than M 1 − 1 of the most recent N jumps of the process
were to the right. This means that conditioned on Z n = w i , the probability that X N +n+1 = X N +n +1 is equal to p 0 ; equivalently, A w i ,v = p 0 .
Thus, from the equation indexed by v in the equality µ Z A = µ Z , and from the definition of {α i }, we obtain (2.1)
From this we conclude that 
which is consistent with (2.1).
Now consider the equation corresponding to a v ∈ H N satisfying # + (v) = M 1 − 1 and v N = −1. There are exactly two states w that lead to v; namely
follows that at time n + N , exactly M 1 of the most recent N jumps of the process {X k } ∞ k=0 were to the right. This means that conditioned on Z n = w 1 , the probability that X N +n+1 = X N +n − 1 is equal to 1 − p 1 ; equivalently, A w 1 ,v = 1 − p 1 . However, conditioned on Z n = w 2 , it follows that at time n + N , exactly M 1 − 1 of the most recent N jumps of the process {X k } ∞ k=0 were to the right. This means that conditioned on Z n = w 2 , the probability that X N +n+1 = X N +n − 1 is equal to 1 − p 0 ; equivalently, A w 2 ,v = 1 − p 0 . Thus, from the equation indexed by v in the equality µ Z A = µ Z , and from the definition of {α i }, we obtain
From this and (2.2) we conclude that were to the right. This means that conditioned on Z n = w i , the probability that X N +n+1 = X N +n + 1 is equal to p 1 ; equivalently, A w i ,v = p 1 . Thus, from the equation indexed by v in the equality µ Z A = µ Z , and from the definition of {α i }, we obtain (2.5)
From this we conclude that α M 1 +j = (
In conjunction with (2.4), this gives
Now consider the equation corresponding to a v ∈ H
The two states that lead to v
So by the same reasoning as in the previous case, we obtain
which is consistent with (2.5). 
Thus, the same type of reasoning as above gives
This is consistent with (2.3). Thus, the same type of reasoning as above gives
This in conjunction with (2.6) gives (2.7)
Note that (2.2),(2.4),(2.6) and (2.7) are consistent with the claim of the proposition. (The factor 1 − p 0 is absorbed in the constant C.) Continuing in this vein completes the proof of the proposition.
Proof of Theorem 3
By the ergodic theorem, the fraction of time that the process {Z k } n k=0 spends in a state v ∈ H N converges almost surely to µ Z (v) as n → ∞. Now
Using these facts and the formula for µ Z in Proposition 1, (1.2) follows.
Proof of part (i) of Theorem 4
To prove part (i) of the theorem, we need to determine which of the l + 1
in the denominator of (1.2) dominates as N → ∞. (We have ignored the factor 1 1−p i which does not depend on N .) Let {Y n } ∞ n=1 be a sequence of IID Ber( 
As is well-known [1] , the large deviations rate function for {S n } ∞ n=1 is given by I(s) = log 2s s (1−s) 1−s , s ∈ [0, 1]. Recalling that 
The function −I(s)
− log 2r
Thus, lettinĝ
and letting
we have from (4.2), (4.3) and the definition of I(s) that (4.4)
If max 0≤i≤l J i occurs uniquely at i = i 0 , then it follows from (1.2) and the definition of the {J i } that the limiting speed is given by
From the Laplace asymptotic method noted above, it follows that the right hand side above is equal to 2s * In light of the above paragraph, (1.3) will follow under the assumption of part (i) if we show that if max 1≤i≤l J i occurs at some i 0 , then r i 0 < p i 0 < r i 0 +1 . (We won't assume that this maximum occurs uniquely at i 0 ; thus, the proof will allow one also to restrict the maximum in part (ii) to those i for which r i < p i < r i+1 .) We first show that it is not possible to have 
From (4.4), the value of J i 0 +1 depends on whether
Consider first the case that r i 0 +2 < p i 0 +1 . Then from (4.4), (4.6)
)
Also,
, where the last inequality follows from the fact that
Now consider the case that r i 0 +1 < p i 0 +1 ≤ r i 0 +2 . From (4.4) we have (4.8)
From (4.5), (4.8) and the above noted monotonicity of
We now show that it is not possible to have r i 0 ≥ p i 0 . Assume that
From (4.4), we have (4.9)
From (4.4), the value of J i 0 −1 depends on whether r i 0 −1 ≤ p i 0 −1 < r i 0 or
Consider first the case that r i 0 −1 ≤ p i 0 −1 < r i 0 . Then from (4.4) (4.10)
We will show that (4.11) 1
From (4.9)-(4.11) it follows that 
Then J i 0 −1 > J i 0 will follow from (4.13) and (4.9) if we show that (4.14) 1
Since r i 0 −1 > p i 0 −1 , (4.14) will follow if we show that 1 r
Since r i 0 −1 < r i 0 , (4.15) holds for the same reason that (4.12) holds.
Proof of Theorem 2 in the case
We analyze the behavior of the two summands in the denominator of (1.1); namely
(1−p 1 ) ) j−M . Let {Y n } ∞ n=1 be a sequence of IID Ber( 
