Abstract-This paper studies lossy transmission of a memoryless bivariate Gaussian source over a bandwidthmismatched memoryless Gaussian broadcast channel with two receivers, where each receiver is interested in reconstructing only one source component. For both bandwidth expansion and compression regimes, novel hybrid digital/analog (HDA) coding schemes are proposed. With appropriate choice of parameters, our schemes are shown to specialize to separate source-channel coding studied by Gao and Tuncel, and is, therefore, superior to it in both bandwidth regimes. Our scheme for bandwidth expansion also outperforms the HDA coding scheme of Behroozi et al. On the other hand, if a proposed conjecture (supported by numerical observations) is indeed true, the same superiority follows for the bandwidth compression regime as well. Finally, when the bandwidth expansion/compression ratio approaches 1, both of our schemes become optimal as their performance approaches that of the bandwidth-matched scheme of Tian et al.
I. INTRODUCTION
W E CONSIDER the problem of transmitting a pair of Gaussian sources over a Gaussian broadcast channel, where each receiver is interested in reconstructing only one source component. This scenario is relevant in sensor network settings where sensors are taking measurements of multiple environmental phenomena, such as temperature, humidity, pressure, that are typically correlated with each other. On the other hand, each receiving agent may be interested in just one of these measurements.
This problem has attracted considerable attention in the past decade. Bross et al. showed in [5] that sending a linear combination of the two sources, which is purely analog, is optimal in the bandwidth-matched (BM) regime provided that parameters of the problem satisfy a certain inequality. Later, Tian et al. showed in [15] that a hybrid code achieves the optimum distortion tradeoff using the outer bound given in [5] yielding a complete characterization of the distortion tradeoff in the BM regime.
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For the bandwidth mismatch scenarios, Behroozi et al. [2] - [4] proposed hybrid digital/analog (HDA) coding schemes that are inspired by [13] and [17] which focused on sending a single Gaussian source. They introduced schemes both for bandwidth expansion (BE) and bandwidth compression (BC) regimes, but especially for the BC case, they demonstrated that the gap between the performances of their scheme and a genie-aided outer bound was fairly small [4] . In [9] , Gao and Tuncel showed that optimal separate source-channel coding, based on successive coding of correlated sources introduced in [11] , can outperform the joint source-channel coding schemes in [4] for some source/channel parameters. In [14] , the lossy transmission of correlated Gaussian vectors over bandwidth-matched Gaussian broadcast channels is investigated and achievable distortion region is found for the vector-scalar case. Recently, Abou Saleh et al. considered the joint recovery of correlated sources together with the interference in the BM case [1] .
In this paper, we propose new hybrid digital/analog coding schemes for both BE and BC regimes. The schemes make use of similar layered coding structures and coding techniques as those proposed in the aforementioned work. We demonstrate that, to our best knowledge, the proposed schemes offer the best distortion tradeoffs reported in the literature so far. In particular, for both bandwidth expansion and compression, distortion regions of the proposed schemes reduce to those characterized in [4] , [9] for special choices of parameters. We also show that both of our schemes for the bandwidth expansion and compression cases specialize to the same coding scheme when the bandwidth expansion ratio approaches 1 from either side. Although this specialized scheme is not the same as the one given in [15] , we show analytically that it achieves the same (optimal) performance.
The rest of the paper is organized as follows. After formulating the problem in Section II, in Section III we briefly explain the previously known schemes along with introducing a separate source-channel coding alternative to the scheme in [9] . Sections IV and V are devoted to the proposed schemes for bandwidth expansion and compression, respectively. Finally, Section VI concludes the paper.
II. PROBLEM FORMULATION
Let X n 1 , X n 2 be an i.i.d. Gaussian source generated according to the probability distribution p X 1 X 2 = N (0, C) with
0090-6778 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. where the correlation coefficient satisfies 0 ≤ ρ < 1. 1 At the transmitter the encoder ψ m,n : R n × R n → R m maps the source into the channel input U m = ψ m,n X n 1 , X n 2 which is power-limited by . We will assume that the signal-to-noise-ratio (SNR) at the second receiver is greater than that at the first receiver, i.e., γ 2 > γ 1 where
The ratio κ = m n is commonly referred to as the bandwidth expansion factor or the joint source-channel coding rate (in channel uses per source symbol). When κ > 1, κ < 1, or κ = 1, we say that we are in BE, BC, or BM regimes, respectively.
The scenario is illustrated in Fig.1 .
III. PREVIOUS WORK

A. Reznic-Feder-Zamir (RFZ)
The scheme in [13] was designed to transmit a single Gaussian source to two receivers over Gaussian broadcast channel with BE, i.e., ρ = 1, X n = X n 1 = X n 2 , and κ > 1. The source is first optimally quantized intoX n 1 using the backward test channel X =X 1 + Z . The quantization error Z n is scaled and sent using the first n channel uses in an uncoded fashion, and the remaining bandwidth of m − n channel uses is dedicated to the transmission of digital data with two superposed layers, expending power levels η P and η P, respectively, where here and in the sequel, we use s = 1 − s for any s. The first layer of digital information consists of the quantization index ofX n 1 . For the second layer, the quantization error Z n is quantized again intoX n 2 . The quantization index is Wyner-Ziv coded and only the resultant binning index is transmitted, for the noisy version of Z n serves as side information available at the receiver forX n 2 . Combining all the analog and digital information available, the receivers outputX n 1 andX n 2 . This scheme attains
In [12, Sec. V], this inner bound was further improved by simply adjusting the power distribution between the bandwidth matching the source, i.e., the analog part, and the remaining bandwidth, i.e., the digital part, as
Also for transmission of single Gaussian source over broadcast channel with bandwidth compression, a scheme, which is dual of the RFZ scheme as pointed out in [10] , was given in [12] . That scheme yields
B. Behroozi-Alajaji-Linder (BAL)
One of the HDA coding schemes of Behroozi, Alajaji, and Linder in [4] for bandwidth expansion is very similar to the RFZ scheme [13] , except the two layers of information transmitted using superposition are not the indices of a two-stage quantizer. Instead, they are the quantization indices for the two components of the source, X n 1 and X n 2 . More specifically, X n 1 is quantized intoX n 1 , and the quantization error Z n is transmitted uncoded in the first n uses of the channel. In the remaining m − n channel uses, the quantization index M 1 ofX n 1 is superposed onto the Wyner-Ziv coded quantization index M 2 ofX n 2 . In this case, Wyner-Ziv coding utilizes as side information the MMSE estimate of the first source,X n 1 . It is also worth noting that the scheme does not benefit from power adjustment as in [12] .
The distribution of power and bandwidth is illustrated in Fig. 2 . Here, and in any illustration of superposed information in the sequel, we adopt the convention that upper items "treat" lower items as noise, and once decoded, upper items can be eliminated either through subtraction or dirty-paper decoding.
The resultant (D 1 , D 2 ) pair is expressed as (6) for any 0 ≤ η ≤ 1. Comparing (5)- (6) to (1)- (2), it is clear that the former reduces to the latter as ρ → 1.
In their work [4] , the authors presented another coding scheme (referred to as the HWZ scheme) for the same scenario, and observed identical numerical results. The two schemes were analytically shown to have identical performance later in [9] .
Note that with this scheme the distortion at the second, i.e., better, receiver cannot be minimized to the value
−κ unless ρ = 1 because the first subband and a fraction (1/κ) of power is dedicated to the uncoded transmission of the first component of the source X n 1 . We will address this shortcoming in our proposed scheme in Section IV by introducing a digital layer in the first subband.
Behroozi et al. [4] also considered the BC regime. Although they only analyzed the special case κ = 1/2, their scheme can easily be generalized to any κ ≤ 1. Each component of the source is divided into two parts, i.e.,
There are one analog and three digital superposed layers in this scheme. In the analog layer, a linear combination of the first parts of the source components,
is sent uncoded. In the first digital layer, which is meant for both receivers, the second part of the first component X , intended to be decoded only at the second receiver. The third and last digital layer is dirty-paper coded, where the previous layers are treated as channel state information available at the encoder. This layer is used for sending the message M 3 (i.e., the bin index) obtained The distribution of power and the source is illustrated in Fig. 3 . As can be seen from the diagram, the analog layer is placed between the second and third digital layers. That is because Z m a is treated as noise in the decoding of M 1 and M 2 , but its effect can be circumvented through the dirtypaper coding process of M 3 , since using Costa coding [6] , the same communication rate can be achieved as if there is no interference (i.e., channel state information) in additive whiteGaussian noise (AWGN) channels.
For all κ < 1 the scheme attains
for some 0 ≤ η, μ, λ, θ ≤ 1, where
and
Once again, it is not difficult to see that as ρ → 1, (7)- (8) reduce to (3)- (4) with μ = 0.
The scheme seems to have the handicap that while M 2 is decoded only at the second receiver, which is interested in the second source, it encodes information that is about the first source, i.e., X n−m
. This is, at least intuitively, not an efficient way of communicating X n 2 . Indeed, when we removed M 2 and ran extensive simulations with different parameters, we observed that the resultant distortion regions did not change. This phenomenon is illustrated for a few sample cases in Fig. 4 . Using this numerical observation, we make the following conjecture.
Conjecture 1: The region of (D 1 , D 2 ) pairs achieved by the BAL scheme in the BC regime can be obtained by setting μ = 0 in (7) to (10) , yielding
where
Another possible handicap is that the analog signal Z m a is the only information conveyed about the first subband of the source pair (X m 1 , X m 2 ). We will address these shortcomings in our proposed scheme in Section V.
C. Genie-Aided Outer Bound
In [4] , the authors also obtained a genie-aided outer bound. It is based on the scenario that the noisy version of the first component of the source
is provided at the second receiver for free. In this new scenario, the resultant outer bound given as
for some 0 ≤ η ≤ 1, must clearly also be an outer bound for the original scenario. This outer bound is the best known to date.
D. Gao-Tuncel (GT)
Nayak and Tuncel introduced in [11] a layered joint source coding of correlated Gaussian sources, referred to as successive coding of correlated sources, where the encoder φ src :
, the first decoder ψ src,1 : M 1 → R n maps the first message M 1 into the estimation of the first sourceX 1 (M 1 ), and the second decoder ψ src,2 :
into the estimation of the second sourceX
. In [9] , Gao and Tuncel showed that the optimal separate sourcechannel coding scheme, comprising of successive coding of [11] followed by superposition coding over the broadcast channel can somewhat surprisingly outperform the BAL schemes in [4] for some source/channel parameters.
Although it is not immediately clear, the successive-codingbased scheme of [9] is equivalent in performance to the alternative described below, as will be shown in Lemma 1.
Alternative Separate Coding Scheme: The encoder quantizes a linear combination
toX n a and sends the quantization index with power η P in the first layer, to be decoded by both receivers. In the second layer with power η P, X n 2 is quantized and WynerZiv coded, utilizingX n a as side information available at the second receiver.
The theorem below states the resultant achievable region. Theorem 1: For all κ > 0, the alternative separate coding scheme described above achieves the distortion levels
for any 0 ≤ θ, η ≤ 1, where α is as in (9) and
Now we are ready to state the equivalence of the two separate source-channel coding schemes. The equivalence is crucial, as the joint source-channel coding schemes we propose can easily be specialized to achieve the (D 1 , D 2 )-region in Theorem 1, thereby showing their superiority against separate coding.
Lemma 1: The achievable region in Theorem 1 is the same as that of the GT scheme. , conveying purely digital data, is transmitted from the remaining m − n channel uses. The Wyner-Ziv coder exploits the fact that in addition toX n a , the (second) receiver has access to V n h,2 = U n h + W n 2 .
The proofs of Theorem 1 and Lemma 1 are deferred to Appendix A and Appendix B, respectively.
IV. PROPOSED SCHEME FOR BANDWIDTH EXPANSION
As mentioned in of Section III-B, the main drawback of the BAL scheme for BE is that the first subband is dedicated to the transmission of X n 1 , in which only the first receiver is interested. As proposed originally by the authors, it does not benefit from a power adjustment either. As shown in [12] , such an adjustment proves useful in the lossy transmission of a single i.i.d. Gaussian source over a bandwidth mismatched broadcast channel (i.e., when ρ = 1). Moreover, albeit being an HDA scheme, it can be outperformed at some achievable distortion points by a purely digital scheme, i.e., the GT scheme, which is described in Section III-D. This fact suggests the existence of an HDA scheme with more layers which could not only subsume both schemes but also outperform them with respect to the achievable distortion region.
We propose an HDA coding scheme with three digital layers and one analog layer. The bandwidth is divided as the previous schemes into two subbands, the bandwidth matching the source, i.e., n channel uses, and the remaining bandwidth, i.e., m − n channel uses. The analog layer and the third digital layer are transmitted from the first subband with power ω P for some 0 ≤ ω ≤ κ, while the first and the second layers are from the second subband with powerω P witĥ
Note that the average power constraint over the entire bandwidth is still satisfied, as
The first step is to optimally quantize a linear combination of the sources to a source codewordX n a with rate R 1 . The quantization error Z n a = X n a −X n a , is normalized to have a power of ωλP and sent through the analog layer (in n channel uses). Note that Z n a ∼ N 0 n , α 2 2 −2R 1 I n . In the first digital layer, M 1 , the message for the quantization index ofX a is channel encoded into S m−n 1 (M 1 ) in a standard manner and transmitted from the second subband (in m−n channel uses) with powerωη P. This "common" message is intended to be decoded at both receivers.
Treating the decodedX n a and V n h,2 , the observed signal at the second receiver from the first n channels uses, as the side information at the receiver, the second component of the source, X n 2 , is then Wyner-Ziv coded with rate R W Z = R 2 + R 3 where the binning index is demultiplexed into the messages M 2 and M 3 with cardinalities 2 n R 2 and 2 n R 3 , respectively. M 2 is mapped into a digital channel word S m−n 2 (M 2 ) which has powerωη P and superimposed on the first digital layer, and sent through the second subband (in m − n channel uses). The message M 3 , on the other hand, is sent from the first subband using dirty paper coding with power ωλP regarding the analog layer as channel state information. Both "private" messages M 2 and M 3 are to be decoded only by the second receiver.
The encoding procedure is illustrated in Fig. 5 and the power/bandwidth splitting between the layers is illustrated in Fig. 6 .
We are ready to state the main result of this section.
Theorem 2: For bandwidth expansion factor κ > 1, the distortion pair
is achievable for any 0 ≤ η, θ, λ ≤ 1 and 0 ≤ ω ≤ κ, where α is as in (9) , and
(18) Proof: It follows from the behavior of the capacity region of degraded Gaussian channels [7] and the fact that interference can be completely circumvented in Gaussian dirty paper coding [6] that the message M 1 is correctly decoded at both receivers, and M 2 and M 3 are correctly decoded at the second receiver if 
At the second receiver we first make use of only M 1 and the observation from the first subband V n h,2 to have an initial estimation. Following the same calculations as we did above, the distortion with the initial estimation is
. (23) Fig. 7 . The distortion performances of our coding scheme, the BAL scheme and GT scheme are compared with the genie-aided lower bound when P = 1,
.95, and κ = 1.2, 5. The BAL scheme performs poorly especially in (a), (c), and (e), i.e., when κ is close to one.
In (e), as ρ and κ are both close to one, uncoded transmission scheme must be almost optimal, and therefore the GT scheme performs poorly compared to the other coding schemes since it is purely digital. When κ is high, as in (b), (d) and (f), the genie-aided outer bound is no longer useful, and the coding schemes seem to perform relatively close to each other.
Since M 2 and M 3 are used for the Wyner-Ziv coding we have
Substituting the rates (19)- (21) into (22)- (24) finishes the proof.
Corollary 1: The proposed scheme outperforms both the GT and BAL schemes.
Proof: We immediately observe that, as expected, setting ω =ω = 1 and λ = η, (16)-(18) reduce to (13)- (15) . Similarly, setting ω =ω = 1, θ = 1, and λ = 1 reduces (16)- (18) to (5)-(6). Therefore, the proposed scheme can only perform better than both the BAL and GT schemes.
It turns out that in some cases, there are in fact considerable performance gains in adopting the proposed scheme as demonstrated in Fig. 7 . The gains are especially pronounced when κ is small, where the proposed schemes comes significantly closer to the genie-aided lower bound.
V. PROPOSED SCHEME FOR BANDWIDTH COMPRESSION
In light of the shortcomings of the BAL scheme for BC mentioned in Section III-B, we propose the following scheme. where the first one is transmitted using hybrid coding while the second subsource utilizes only digital coding. The transmission consists of one analog and three digital layers as in the proposed coding scheme for 
2 is available at the (second) receiver.
bandwidth expansion. However, since there is no bandwidth splitting in the channel, all four layers are superimposed.
Let α d and α h are defined as in (9) where θ is replaced with θ d and θ h , respectively, and 0 ≤ θ h , θ d ≤ 1. The first step is to take the linear combination , as side information available at the receiver, with a rate R 2 . The resultant bin index M 2 is intended to be decoded only at the second receiver, and transmitted using dirty paper coding as S m 2 (M 2 ) with power μηP, treating the sum of the analog and the first digital layers as channel state information.
in a conditional manner, i.e., treating the information from the first layer,X n−m ad , as side information available both at the transmitter and the receiver, expending rate R 3 . The coding index M 3 is then mapped into the signal S m 3 (M 3 ) and transmitted with power μ ηP using dirty paper coding, treating all other layers as channel state information. This is at the highest rank in the decoding hierarchy and intended for the second receiver only. The encoding procedure is illustrated in Fig. 8 and the power splitting with the coding hierarchy is illustrated in Fig. 9 .
We are now ready for the main result. 
Proof: As in the proof of Theorem 2, it follows from standard channel coding results provided that the rates are Fig. 9 . The diagram and coding hierarchy of power splitting for bandwidth compression. As in bandwidth expansion case, the upper layers "see" the lower layers as noise, while the lower layers cancel the effect of the upper ones. The lowest two layers are intended for the second receiver only.
for arbitrarily small δ > 0, the messages are correctly decoded at the intended receivers.
Note that the first receiver makes use of the first two layers to estimate the first component of the source. After M 1 is decoded the estimation of X m−n 1,d is performed by using onlỹ X m−n ad which yields
For the estimation of X 1,h the codeword S m 1 (M 1 ) is simply subtracted from the observation V m 1 since it does not contain any information pertaining to that subsource. Hence the distortion for X 1,h is
The second receiver makes initial estimations of X m 2,h and X m−n 2,d by using the first two layers as follows. As done at the first receiver, the codeword pertaining to the first layer 
For X m−n 2,d , the initial distortion becomes
With the help of the other layers that is used for Wyner-Ziv coding, we obtain
Using (27)- (29) in (30) Proof: First we show that the scheme outperforms GT scheme. Set θ d = θ h = θ (and therefore α d = α h = α) and
where it can easily be verified that 0 ≤ μ ≤ 1 and 0 ≤ λ ≤ 1. Substituting (36) and (37) into (25) and (26) yields
and (39) at the bottom of the next page. Now, with the choice of λ in (37), we observe
Comparing (38)- (39) with (13)- (15), it can be seen with the help of (40) that the achievable distortion region is larger than that with the GT scheme. If Conjecture 1 is true, the second digital layer (information M 2 ) in the BAL scheme is redundant. But in the absence of the second digital layer, the BAL scheme for BC is simply subsumed by our scheme where θ d = 1 and μ = 0.
The superiority of our scheme over the others is demonstrated in Fig. 10 .
As κ → 1, both schemes in Sections IV and V reduce to sending a linear combination of the sources θ X n 1 +θ X n 2 , i.e., an analog layer, with power λP and using the remaining power (1 − λ) P to send M 3 , which is the digital information containing Wyner-Ziv coding index for X 2 , by using dirty paper coding. The achievable distortion pair in this case can be shown to reduce to
We show in Appendix C that (41) and (42) are equivalent to the original optimal distortion region presented in [15] by finding a one-to-one relation between (θ, λ) and the parameters of the scheme in [15] .
This limiting scheme is also subsumed by the classes of schemes introduced in [14, Secs. IV-A and IV-B].
VI. CONCLUSION
We considered lossy transmission of correlated Gaussian sources over bandwidth mismatched Gaussian broadcast channel where each receiver is interested in only one component of the source. We identified the shortcomings of the BAL scheme, and proposed HDA schemes that outperform, in both BE and BC regimes, the BAL scheme as well as separate source-channel coding (the GT scheme). In some cases, the proposed schemes come close to the genie-aided outer bound. Finally, the proposed schemes collapse to an optimal scheme as the bandwidth expansion ratio approaches one either from above or below.
APPENDIX A PROOF OF THEOREM 1
The source codebook of size 2 n R 1 used to quantize X n a is generated in i.i.d. fashion according to the Gaussian random variableX a where the relation betweenX a and X a is defined by the backward test channel X a =X a + Q with Q ∼ N 0, 2 −2R 1 E X 2 a ,X a ⊥ Q, and also such that X a − X a − (X 1 , X 2 ) forms a Markov chain. Using standard arguments (i.e., Markov lemma), it can be shown that the selected source codeword at the encoderX n a (M 1 ) that is jointly typical with X n a will also be jointly typical with
Since the first receiver uses only the source codeword X n a (M 1 ), it incurs the distortion
If the second receiver used onlyX n a (M 1 ) to reconstruct X n 2 , it would incur the distortion
Therefore, usingX n a (M 1 ) as side information, the Wyner-Ziv coding of X n 2 with rate R 2 then yields
Using superposition coding over the broadcast channel, the messages M 1 and M 2 can be decoded correctly if the source coding rates are at most
with some 0 ≤ η ≤ 1. Substituting R 1 and R 2 above into (43), (44), and (45) yields (13), (15), and (14), respectively, thereby finishing the proof.
APPENDIX B PROOF OF LEMMA 1
The source coding region in Lemma 2 of [9] can be rearranged and combined with the capacity region of Gaussian broadcast channels [7] to conclude that (D 1 , D 2 ) is achievable with separate source channel coding (i.e., the GT scheme) if and only if there exist 0 ≤ η ≤ 1 and ν ∈ ρ, ν with
Now, denote by (D 1 (θ ), D 2 (θ )) the distortion pairs achieved by the alternative separate coding scheme given in (13)- (15) . We show that for each (D 1 , D 2 ) achieved by the GT scheme, an appropriate θ can be chosen such that
and observe that g(ν) is a decreasing function with g(ρ) = 1 and g( 
Using (13) and (48), (46) can then be rewritten as
Similarly, using (49) together with (14) , (15) and (47), we obtain
Thus, the alternative separate source channel coding scheme can achieve a (D 1 , D 2 ) region at least as large as the GT scheme. On the other hand, since the GT scheme is optimal, equivalence of the two schemes follow immediately.
APPENDIX C OPTIMALITY WHEN κ = 1
The hybrid coding scheme proposed in Tian et al. [15, eqs. (39) and (45)] achieves, under the regime where it is optimal, i.e., P(1 − ρ) > 2ρσ 2 W 2 , the distortion pairs
(50)
for all 1 − ρ 2 P − 2ρ 2 σ 2
with
Essentially we will need to show that there exists a pair of coding parameters (θ, λ) for every φ 2 satisfying (52) such that 0 ≤ θ, λ ≤ 1 and our scheme achieves D 1 =D 1 and D 2 =D 2 for the same source/channel parameters ρ, P, σ 2 W 1 , and σ 2 W 2 . Comparing (41) and (50), for D 1 =D 1 to be satisfied, we need to set (θ, λ) so that
for any φ 2 satisfying (52). Substituting (53) into (51) and comparing with (42) yields that (θ, λ) must also satisfy
After some algebra, it can be seen that (54), which is quadratic in λ, has a repeated solution at
Substituting (55) in (53) then yields
It then suffices to show 0 ≤ θ(φ 2 ) ≤ 1 and 0 ≤ λ(θ (φ 2 )) ≤ 1 for all φ 2 satisfying (52). Now, observe that θ(φ 2 ) is decreasing in φ 2 , and therefore substituting the boundary values for φ 2 in (52), we can write
for all valid φ 2 , with
Note that due to P(1−ρ) > 2ρσ 2
, we have M > 0. It is also easy to see M ≤ 1, and therefore we conclude 0 ≤ θ(φ 2 ) ≤ 1.
Finally, rewriting (55) as
we observe that λ is a decreasing function of θθ. But, according to (57), we also have
which, using (58), yields λ(θ (φ 2 )) ≤ 1 with equality satisfied if and only if φ 2 is at either end of the interval in (52). Since λ(θ ) ≥ 0 follows immediately from (55), this concludes the proof.
