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1. INTRODUCTION 
In a recent paper [1], J iang and Weng studied the existence of positive solutions of the following 
boundary value problems of second-order functional differential equations of the form 
y" (x) + r (x) f (y (~ (~))) = 0, 
~y (~) - Zy' (~) = q (x),  
~y (~) + ~y' (x) = ~ (z),  
0<x<l ,  
a<x<0,  
l<x<b.  
(1.1)' 
In this article, a discrete analogue of the BVP (1.1)' is considered. We investigate the existence 
of positive solutions for the boundary value problems of a second-order functional difference 
equation (FDE) of the form 
e In, b], 
n e [~1, a], 
n • [b, T2], 
(1.1) 
--A2y (n -- 1) ---- f (n, y (w (n))), 
ay  (n -- 1) -- f~Ay (n -- 1) = q (n) ,  
7Y (n) + ~y (n) = ~ (n) ,  
where a, b (b > a + 1) are integers and [a, b] denote the discrete set {a, a + 1 , . . . ,  b}. As usual, 
A denotes the forward difference operator defined by 
Ay (n) = y (n -b 1) -- y (n).  
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We will assume that the following conditions are satisfied. 
(H1) w(n) is defined on [a, b] satisfies 
c- -  inf{w (n): a < n < b} < b, 
d--  sup{w (n) : a < n < b} > a. 
Let E1 := {n E E : a <_ w(n) <_ b - 1} be nonempty subset of 
E := {~ e [a, b]: a < ~ (~) < b). 
(H2) a, 7 ,5>_0,13>0,7+5>0,  a+~>0.  
(H3) ¢(n) and ~(n) are defined on [~-1 ÷ 1, a] and [b, 72] respectively, where T1 := min{a, c}, 
72 :-- max{b, d}; furthermore, ¢(a) = 7](b) ---- 0; 
~(k) 1+ >0, 
k=n+l 
(~) > o, 
(1 - 5 ) ~  (k) (1 -  5)-(k+1) > 0, 
k=b 
(H4) f : [a, b] × R --* R is continuous with respect 
denotes the set of nonnegative r al numbers. 
For the case of w(n) =- n, the BVP (1.1) becomes the two-point BVP of ODE. 
Boundary value problems for functional difference quations have been studied in recent years. 
We cite some appropriate references here [2,3]. Reid and Yin [2] applied a cone theoretic fixed- 
point theorem to obtain a • interval on which there exists a nontrivial positive solution of the 
functional difference quation, 
--A2x (t -- 1) +Aa( t ) f (x (¢ ( t ) ) )  = O, t E [1 ,T+ 1], (1.2) 
subject o the initial value 
and the boundary conditions 
for n e IT1, a]; 
for n E [b, T2] as ~ -- 0; 
for n e [b, 72] as 5 > 0. 
o y and f (n ,y )  > 0 for y E R +, where R + 
x (j) = v ( j ) ,  j E [ - r ,  0], (1.3) 
x (0) = 0, x (T + 2) = 0. (1.4) 
Eloe, et al. [3] applied a cone theoretic fixed-point heorem and obtained sufficient conditions 
for the existence of positive solutions of a boundary value problem for the functional difference 
equations, 
-A2x  (t - 1) + )~a (t) f (x ( t ) ,x  (¢ (t))) = 0, t e [1, T + 1]. (1.5) 
The solution x is required to satisfy the initial value 
x(j)  = v(j), j e [ - r , -1] ,  (1.6) 
and the boundary conditions (1.4). They considered analogues of sublinear or superlinear growth 
in the nonlinear terms. 
In this paper, we shall use a fixed-point index theorem in cones to investigate the existence of 
positive solutions to BVP (1.1). For the special case A -- 1, ou r problem is more general than 
the problems (1.2)-(1.4). Besides, our results include the situations that f is either superlinear 
or sublinear. 
2. MAIN  THEOREMS 
First, we give the following definitions of solution and positive solution of the BVP (1.1). Then, 
we give lemmas which will be used later. 
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DEFINITION. y(n) is said to be a solution of BVP (1.1), fl it satisfies the following: 
1. y(n) is nonnegative; 
2. y(n)= y(T1;n) as n • [Tl,a], where y(~'l;n): IT1, a]--* [0, +o¢) is defined by 
k=n-t-1 
(2.1) 
3. y(n) = y(r2; n) as n • [b, T2], where y(T2; n):  [b, T21 --* [0, +oo) is defined by 
[1~1 (1_7  -(k+l) 
y (T2;n) = 1 / (n ) ,  
-b ] 
g)  ~(b) ,  ~>0,  
5=0.  
(2.2) 
Denote by ~o(n) and ¢(n), the solutions of the corresponding homogeneous equation 
-A2y  (n -  1) = 0, n • [a,b], (2.3) 
under the initiM conditions 
(a - 1) = j3, A~ (a - 1) = a ;  
(b) = 5, ZX¢ (b) = - ; .  (2.4) 
Define the number D by 
D := a¢  (a - 1) - ~A¢ (a - 1) = "y~ (b) + 5A~o (b). (2.5) 
U,~ing the initiM conditions (2.4), we can deduce from equation (2.3) for ~(n) and ~2(n), the 
fo.llowing equations: 
~o(n) =f l+a(n - -a+l ) ,  
¢ (n) = 5 d- 7 (b -  n). 
(2.6) 
(2.7) 
(See [4].) Let G(n, s) be the Green's function for the boundary value problem 
--A2y (n - 1) = 0, n • [a, b], 
ay (a - 1) - ,3Ay (a - 1) = 0, 
7y (b) + ~/xy (b) = O, 
is given by 
1 t qo(n)~b(s), a - l<n<s<b-b l ,  
G(n,s):=__~ qo(s)¢(n), a - l  <s<n<b+l ,  (2.8) 
where ~(n) and ¢(n) are given in (2.6) and (2.7), respectivelr, and D := ~5 + ~-~ + ~'r(b- a + 1). 
It is obvious from (H2), that D > 0 holds. 
Suppose that y(n) is a solution of the BVP (1.1), then, it could be expressed as 
{ Y :2 ;n ) '  "r l<n<a, 
y (n) ---- G (n, s) f (s, y (w (s))), a < n < b, (2.9) 
y ('r2; n), b<n<T2.  
F~rthe~more, ~solution v(n) of (1.1) ~ c~lled a positive solution, i fv(~) > 0, for n e [a, b]. 
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LEMMA 2.1. Assume that Condition (H2) is satisfied. Then, 
(i) o < c(~,  s) < c(~, s), fo r  ~, s e [~ - 1, b]; 
(ii) G(n, s) > crG(s, s), for n E [a, b - 1] and s e [a - 1, b], 
where 
{ f l+a  5+"/  } (2.10) 
~=min  f l+a(b -a+l ) '5+~, (b -a+l )  " 
PROOF. ~o(n) > 0, for n E [a - l ,b+l ] ,  and ¢(n) _> 0, for n E [a -  1,b]. Besides, ~o(n) 
is nondecreasing and ¢(n) is nonincreasing, for n E [a - 1, b + 1]. Therefore, we have, for 
a- l  <n<s<b,  
1 1 
a (~, s) = -5~ (~) ¢ (s) < -5~ (s) ¢ (s) = a (s, s), 
and we have, fo ra - l<s<n<b,  
a(~,,) = D~O(s) ¢ (n) _< D~(S)¢(s)= a(~,s). 
So, Statement (i) of the lemma is proved. | 
If G(s, s) = 0, for a given s E [a - 1, b], then Statement (ii) of the lemma is obvious for such 
values. Now, let s E [a - 1, b] and G(s, s) 7~ O. Consequently, G(s, s) > 0, for all such s. Let us 
take any n E [a, b - 1]. Then, we have, for s E [a - 1, n], 
G (n, s) 
a (s, s) 
and we have, for s E [n, b], 
a(~,s )  
a(s ,s )  
¢(~) > ¢(b -1)  _ 5+~ 
¢(~) - 7N-Y)  5+~(b-a+l ) '  
(~) ~(~) ~ + 
~(b) 13+a(b-a+l ) "  
Note that the number a defined by (2.10) satisfies the inequalities 0 < ~ < 1. 
LEMMA 2.2. (See [5-8].) Assume that B is a Banach space, and IE C B is a cone in B. Let 
/(:p = {u 6/C : HuH < p}. Furthermore, assume that • : 1C --. lE is a compact map and ~u # u 
for u e 0/(:p = {u e/C:  HuH = p}. Then, one has the following concIusions. 
1./~llull _< II'I'~ll, for ~ e 0~:p, then, i(~,PCp,~C) = O. 
2. I~ II~ll > II~ll, fo r~e o~p, then, ~(~,~p,~) = 1. 
We shall show the conclusion of Theorems 2.1 and 2.2 only for the situation 5 > 0. The 
arguments for 5 = 0 are similar. Throughout his paper, we assume that uo(n) is the solution 
of (BVP) with f _ 0. Clearly, it can be expressed as follows. 
a n 1 a a -k  
u0 (n) = 0, a < n < b, (2.11) 
7"~ '~ [1 ~1 , . ,  [~ ~,,~--(k+l)] 
1-7)  [~kZ,=bTl(~JkZ--X) J, b<n<T2.  
Let y(n) be a solution of (BVP) and u(n) = y(n) -uo(n). Noting that u(n) - y(n), for n E [a, b], 
then, by using (2.11), we have 
( { ~_1+ u(a), rl < n <_a, 
u(n) = b (2.12) c (n, s) f (s, ~ (w (s)) + ~0 (w (s))), a < n < b, 
I ~[\n--b 
[1 -  -~) u(b), b<n<~'2.  
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Let K~ be a cone in the "1"2 - 71 + 1-dimensional real Banach space B of real-valued functions u(n) 
defined on [7"1,72] by/(7 = {u • /3 :  min~<,~<b_lu(n) > allul[ }, where I[ull := max~,<,~<~ 2 lu(n)l 
and a is defined by (2.10). 
Define an operator ~b :/C -+/C by 
l; .... 
1+ O(a ,s )  f (s, u (w (s)) + uo (w (s)) , rl <n<a,  
b 
(~u)(n) = C (n, s) f (s, u (w (s)) + uo (w (s))),  a < n < b, (2.13) 
/ , . [ \n - -b  b 
~1 - -~) E G (b, s) f (s, u (w (s)) + uo (w (s))), b < n < r2. 
LEMMA 2.3. ¢(K)  C K. 
PROOF. For 7"1 < n < a and b _< n _< r2, we have 0 < (q?u)(n) < (~u)(a) and 0 < (~u)(n) <_ 
(¢,u)(b), respectively. Thus, [l~u[[[~,~2] = l]~u[l[~,bl- 
It follows from the definition of K and Lemma 2.1, that 
min 
a<n<b-1  
b 
(¢u) (n )= min ~--"G(n ,s ) f ( s ,u (w(s ) )+uo(w(s ) ) )  
a<n<~/ J - -  1 ~ " " 
.q~o,  
b 
>_ ~ ~ a (s, s) f (s, ~ (w (s)) + uo (w (s))) 
b 
> o max 5-" a (~,,) Y (~, ~ (~ (~)) + ~o (~ (~))) 
- -  a<n<b z.-.,¢ 
8~a 
lid lit b] = ~ II~"-,,llt ] : (7 U a ,  7" 1 ,T  2 
which implies ~(/C) C/C. 
LEMMA 2.4. • : IC --+ K is completely continuous. 
LEMMA 2.5. I f  
lira f (n ,  v) = co and lim f (n ,  v) (O lA'~ 
v-+O+ V v -~+oo V 
for all n • [a, hi, then, there exist 0 < ro < Ro < 0% such that i(~, Mr, lC) = O, for 0 < r < ro 
and i(~, ICR, IC) = O, for R >_ Ro. 
PROOF. Choose M > 0, such that 
~M ~ C(~, ~) > 1. (2.15) 
Ez  
By using the first equality of (2.14), we can choose r0 > 0, such that 
f (n ,  v) >_ My,  0 < v < to, 
If u e 0K:r (0 < r < r0), then, for n0 E [a, b - 1], we obtain (noting that uo(n) =- 0 as n • [a, b]), 
b 
(~u) (no) = E G (n0, s) f (s, u (w (s)) -t- u0 (w (s))) 
8~a 
b 
> o y~ a (s, s) f (s, ~ (w (s)) + ~0 (w (s))) 
> o ~ c (s, s) f (~, ~ (~ (~)1) 
E1 
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> aM E G (s, s) u (w (s)) 
Ei  
-> ~ I1~11M E a (s, s) 
Ei 
> I1~11. 
This leads to 
I1@~11 > I1~11, w e o~.  
Thus, we have from Lemma 2.2, i(@, Cr, C) = 0, for 0 < r < r0. On the other hand, the second 
equality of (2.14) implies that for every M > 0, there is an Ro > r0, such that 
f (n, v) k My, v > o'Ro. (2.16) 
Here, we choose M > 0, satisfying (2.15). For u 60ldR, R >_ Ro, we have from the definition of 
/CR that 
(,~) > a IMI -- aR, n e [a, b - 11. 
Thus, we have from (2.16) that 
b 
(flu) (no) = E G (no, s) f (s, u (w (s)) + u0 (w (s))) 
8---~a 
b 
> o ~ G (s, s) f (s, ~ (~ (4 /+ ~0 (~ (~)11 
8=a 
> aEG(s ,s )  f(s,u(w(s)) ) 
Ei 
>_ a2MR ~_, G (~, s) 
E1 
> R = IM[, 
which leads to 
I1~11 > I1~11, w e a~R. 
Thus, i(~, ]Q~, K:) = 0 for R _> R0. The proof is completed. 
In the next theorem, we will also assume the following condition on f(n, v). 
(H5) lim~_~0+ inf minne[~,b] (f(n, v)/v) > kAi, lim~-~+oo sup maxn¢[~,b] (f(n, v)/v) < qAi, 
where k > 0 is large enough, such that 
b 
E1 n=a 
and q > 0 is small enough, such that 
b--1 b 
E ¢i(n) __ q E el(n), 
where el(n) (¢i(n) > 0, n e [a, b D is the eigenfunction related to the smallest eigenvalue Ai 
(A1 > 0) of the eigenvalue problem 
--A2¢l(n -- 1) ---- A¢l(n), ~¢i(a -- 1) -- flA¢i(a -- 1) = 0, 7¢i(b) + 5A¢l(b) = 0. 
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THEOREM 2.1. Assume that Conditions (H1)-(HS) are satisfied. Then, the BVP (1.1) has at 
least one positive solution. 
PRoof.  Fix 0 < m < 1 < ml and let fl(U) = u "~ ÷u ml for u _> 0~ Then, fl(u) satisfies (2.14). 
Define ~1 : ]C --+ K: by 
1 ÷ E G (a, 8) f l  (u (w (8)) ÷ ~/,o (w (8))) , T1 ~ n < a, 
s~a 
b 
(~lu) (n) ---- E G (n, s) f l  (u (w (s)) ÷ uo (w (s))), a <= n < b, (2.17) 
8~a 
1 - -~] E G (b, s) f l  (u (w (s)) -t- u0 (w (s))), b < n < T2. 
$~a 
Then, by using Lemma 2.5, we conclude that there exist 0 < r0 < R0 < oo, such that 
0 < r _< r0 implies i (~1, K:~,~) = 0 (2.18) 
and 
R > R0 implies i (~t, K~R, ]C) ---- 0. (2.19) 
Define H : [0,1] x ]C ~ K: by H(t, u) -- (1 - t)~u ÷ ~lu, then, H is a completely continuous 
operator. By the first inequality in (H5) and the definition of f l ,  there are e > 0 and 0 < rl <_ r0, 
such that 
f(n,u)>_(kAl+e)u, VnC[a,b], 0<u<r l ,  
fl(u) >_ (kA1 + e)u, V0 < u < rl. (2.20) 
We now prove that H(t, u) ~ u, for all t • [0, 1] and u • 0~:, 1. In fact, if there exists to • [0, 1] 
and Ul • 0K:rl, such that H(t0, ul) = Ul, then, ul(n) satisfies the equation 
-A2Ul (n - 1)=(1 - to) f (n, ul (w (n))+uo (w (n)))+tofl (ul (w (n))+uo (w (n))), a < n < b, 
and the boundary condition. Multiplying the last equation by ¢1(n) and then, summing it from 
a to b, using summation by parts in the left-hand side two times, we get that 
b b 
)~1 E ¢l(n)ul(n) = E [(1 - to) f (n, Ul  (W(7~)) ÷ UO (w(n))) ÷ tofl (ul (w (n)) 
+u0 (w (n)))] ¢i (n) 
> ~ [(1 - to) f (n, ~1 (~ (n))) + toll (~1 (~ (~)))] ¢1 (~), 
E1 
(2.21) 
we obtain from (2.20), that 
>_ ~ [(1 - to) (k~,~ + ~) ~ (w (~)) + to (k~,~ + ~) ~ (~ (n))] ¢~ (n) 
E1 
S 
E1 
Et 
b 6 
>-- ()~1 ÷ ~)IlUIII E 41 (n). 
n~a 
(2.22) 
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We also have 
b b 
m~ ~ ¢1 (n) ~l (n) _< ml II~'a II~ ¢1 (~), (2.23) 
which, together with (2.22), leads to 
E A1_>Ai+~. 
This is impossible. Thus, H(t, u) ¢ u for u E 0/C~ and t E [0,1] . By (2.18) and the homotopy 
invariance of the fixed-point index (see [9]), we get that 
(~, ~:~, ~:) = ~ (H (o,.),  ~:~, ~:) 
= i (H (1,-), ]C~, E) 
= i (~1, K:~, K:) 
----0. (2.24) 
On the other hand, according to the second inequality of (H5), there exist e > 0 and R' > Ro, 
such that 
f (n, u) _< (qA1 - ~) u, u > R' and n E [a, b]. 
Set 
then, we deduce that 
C = max If(m ~) - (q~l - E)~I ÷ 1, 
a<n<b, O<u<R' 
f (n, u) _< (qA1 - E) u + C, u _> 0 and n e [a, b]. (2.25) 
Define Hi : [0, 1] x K: --+ K: by Hl(t,u) = t~u, then, Hi is a completely continuous operator. 
We now prove that there exists R1 > R ~, such that Hl(t,u) 7 ~ u, for any 0 < t < 1 and u E/C, 
Ilull > R1. In fact, if0 _< to _< 1 and ul E/C satisfy Hl(t0,Ul) = ul, then, 
b b 
/~1 Z ~zl (n) ¢1 (n) _< ~ f (n, ul (w (n)) ÷ u0 (w (n))) ¢1 (n) 
n~a 75~a 
b b 
I1o1,o011 
b b 
and 
b b--1 b--1 b--1 
.'~1 ~-~Ul (n )¢ l  (n) ~__ )~1 ~-~Ul (72)¢1 (n) > .,ho-Ilu~ll ~--~ ¢1 (n) > ,hq Ilulll ~-~¢1 (n) ,  
where C1 -- q(A1 - x/q)lluol[ ÷ c. Combining (2.26) with (2.27), we have 
Hence, if 
then, we have that 
8 
R1 = max{R',/~1 } + 1 
Hl(t,u)¢u, forte[0,1] ,  uelC,  I lul l>R. 
(2.27) 
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Therefore, we have by the homotopy invariance of the fixed-point index, 
i (4, Enl ,  K:) = i (HI (1, .), K:Rx,/~) 
= i (HI (0, .), K:R~ ,K:) 
= i (o ,~R~,~)  
where O is zero operator. Use (2.24) and (2.28) to conclude that 
i(~, ~R~\~, ,~)  = ~(~,~R~,~)  - ~ (~,~,g)  = 1 -0  = 1. 
(2.28) 
Therefore, • has a fixed point in (K:R~ \/C~). 
Let y(n) = u(n) + uo(n). Since y(n) = u(n) for n E [a, b] and 0 < r l  <__ I]u[[ = [[u[[[,,b] = 
Ilyllto,b] <__ R~. 
(H6) 
~(~)-o, ~(~)=o. 
f (n,v) 
lim sup max - -  < qA1, 
v-*O + n~[a,b] V 
lira inf rain v____~)f (n,  > kA1, 
v---*-t-oo nE[a,b] V 
THEOREM 2.2. Assume that Conditions (H1)-(H4) and (H6) are satisfied. Then, the BVP (1.1) 
has at least one positive solution. 
PROOF. Define Hi  : [0, 1] x ~: --~ ~ by Hl(t,u) = t~u, then, HI is a completely continuous 
operator. By the first inequality in (H6), there exist E > 0 and r l  : 0 < r l  < r0, such that 
f(n,v)<<_(qAl-e)v, Yne[a,b], 0<v<r l .  (2.29) 
We now prove that Hl(t,u) ~ u, for 0 < t < 1 and u 6 0K:~ 1 . In fact, if there exists 0 < to < 1 
and ul 6 O/Crl, such that Hi(t0, ul) = Ul, then, the ul(n) satisfy the boundary condition. Since 
q(n) = 0, rl(n) - 0, we have uo(n) =- O. 
-A2~l  (n -1 )= t0f (~,~1(~ (~))), vne  [~, b]. 
Multiplying the last equality by ¢1(n), and summing from a to b, we see that 
b b 
A1 ~ ut (n) ¢1 (n) = to ~ f (n, Ul (w (n))) ¢I (n) (2.30) 
~a n~a 
b 
< ~ y (~, ~ (~ (n))) ¢~ (~) 
n~a 
b 
_< (q:h - E)I1~11 ~ ¢1 (n) (2.31) 
n~a 
and 
b b--1 b--1 b 
A1 ~ Ul (n) ¢1 (n) > A1 ~ ua (n) ¢1 (n) > Alo II~'lll ~ ¢1 (n) >_ .Xlq I1~111 ~ ¢1 (n), 
n~a n=a n-~a n=a 
which, together with (2.31), leads to 
(2.32) 
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This is impossible. Using homotopy invariance of the fixed-point index, we have that 
i (~, K:~,,/¢) = i (/-/1 (0,-), ~1, /C)  
= ~(o ,~,~)  
---- I. (2.33) 
Define H : [0, 1] x K: ~/C  by H(t,u) -= (1 - t )~u + t~lu, then, H is a completely continuous 
operator. By the second inequality in (H6) and the definition of f l ,  there exist 6 > 0 and R ~ > Ro, 
such that 
f(n,u)>__(kAl-t-~)u, VnE[a,b], u>_R', 
A (~) > (k~ +6)~,  W>R' .  
Let 
C = max If (n, u) - (k%1 + 6) u I + max If1 (u) - (kA1 + 6) u I + 1, 
O<u<R',nE[a,b] 0<u<R'  
then, it is obvious that 
f (n, u) > (kA1 + 6) u - c, V n E [a, b], u > 0, (2.34) 
f l  (U) _~ (ka  1 -~- ~) U -- e, VU _> 0. (2.35) 
We now prove that there exists R1 >_ R ~, such that H(t, u) ¢ u for any 0 < t < 1 and u E ~, 
Iiull >_ R1. In fact, if 0 < to _< 1 and ul E /C, satisfying H(to, ul) = ul, then, using (2.34) 
and (2.35), it is analogous to the argument of (2.22) and (2.23) that 
b 
~1 ~ ¢1 (n) Ul (n) = 
~q~a 
_> 
> 
> 
b 
31 ~ ¢1 (n) ~1(~) < 
_< 
b 
[(1 - to) 
n=a 
~-'~ [(1 - t0) 
E1 
{(1 - to) [(k~l + 6) ~ (~ (n)) - ~] 
E1 
+to [(k~l + 6) ~1 (~ (~1) - ~1} ¢1 (~1 
[(kA1 -t- z) ul (w (n)) - c] ¢1 (n) 
E1 
Ex E1 
b 
Ex 
f (n,~l (w (n))) + t0fl (~1 (w (~)))] ¢1 (n) 
f (n, ul (w (n))) + toll (Ul (w (n)))] ¢1 (n) 
(2.36) and (2.37) lead to ]Iulll <: c/6~ =/ l l .  Let R1 = max{R',/~1} + 1. 
We obtain 
i (¢, ](:R1, K:) = i (H (0, .),/¢R1, K:) 
= i (H (1, .),/CR1,/C) 
= i (~1, JeRk, JC) 
~0.  
Use (2.33) and (2.38) to conclude that 
Therefore, ¢ has a fixed point in/(:R~ \/C~. 
(2.36) 
(2.37) 
(2.3s) 
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COROLLARY. Using the following (H7) or (H8) instead of (Hh) or (H6), the conclusions of The- 
orems 2.1 and 2.2 are true. For alI n 6 [a, hi, 
(H7) lim,_~0+ ( f(n,  v)/v) = +c~, l imv_~+~o(f(n, v)/v)  = 0 (sublinear); 
(H8) lira,_,0+ ( f (n ,  v) /v)  -- 0, l im,--++o~(f(n, v) /v)  -- +~ (superlinear), q(n) =- O, n(n) - O. 
F~XAMPLE. Let us introduce an example to i l lustrate the usage of our theorems. 
Consider the BVP:  
-A2y  (n - 1) = a (n) e a~(n-3), 1 < n < 7, 
y (n - 1) - Ay (n -- 1) = e n, --2 <: n < 1, (2.39) 
(7) = 0. 
I1~ is assumed that  a < 0 and a(n) is nonnegative on [1,7] and is not identically zero on E l .  
Then, w(n) = n - 3, ~-1 = -2 ,  T2 = 7, f (n,  v) = a(n)e ~v, ~ = ~ = 6 = 1, 7 = O. 
Since l im,_~o+(f(n,v)/v) = +co, fimv-~+~o(f(n,v)/v) = 0. Thus, (H1)-(H4) and corollary are 
satisfied and (2.39) has at least one positive solution y(n). 
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