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Resumen
Los sistemas de soporte al trabajo colaborativo son herramientas valiosas en contextos 
en los cuales se requiere la participación de un grupo de personas para llevar a cabo 
una determinada tarea. Uno de estos contextos es la Bibliotecología, Archivística y 
Documentación. Las interacciones entre los usuarios y profesionales de esta área, 
mediante el uso de herramientas tales como Twitter, Facebook, fuentes RSS y blogs, 
generan grandes flujos de datos (streams) no estructurados. Estos streams pueden 
ser estudiados para analizar aspectos tales como influencia, relaciones de cercanía, 
opinión y generación de recomendaciones, logrando de esta forma que las bibliotecas 
obtengan otros beneficios del uso de las tecnologías de información y comunicación. 
Desde la perspectiva de la minería de datos, el procesamiento de estos streams plantea 
importantes desafíos. El uso de algoritmos de minería en este contexto, implica que 
en estos se deban considerar aspectos como la adaptación a la alta velocidad en que 
llegan los datos, la diversidad de las fuentes de datos y su estructura, la variabilidad 
de los datos en el tiempo y el trabajo sin restricciones de memoria. 
Este artículo revisa el estado del arte en lo referente a algoritmos de minería de datos 
sobre streams originados en redes sociales, específicamente, Facebook y Twitter. Se 
presenta una revisión de las técnicas más representativas de clasificación y agrupa-
miento, y de cómo cada una de ellas aporta al descubrimiento de conocimiento en el 
área de la Bibliotecología. Para concluir se presentan algunos de los problemas que 
son objeto de investigación activa.
Abstract 
Data Mining Streams of Social Networks, A Tool to Improve The Library Servi-
ces. The Groupware systems are a valuable source for disseminating information 
in contexts in which the participation of a group of people is required to perform a 
task. One such context is the Library, Archives and Documentation. The interactions 
among users and professionals in this area, who use tools such as Twitter, Facebook, 
RSS feeds and blogs, generate a large amount of unstructured data streams. They 
can be used to the problem of mining topic-specific influence, graph mining, opinion 
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mining and recommender systems, thus achieving that libraries can obtain maximum 
benefit from the use of Information and Communication Technologies. From the 
perspective of data stream mining, the processing of these streams poses significant 
challenges. The algorithms must be adapted to problems such as: high arrival rate, 
memory requirements without restrictions, diverse sources of data and concept-drift. 
In this work, we explore the current state-of-the-art solutions of data stream mining 
originating from social networks, specifically, Facebook and Twitter. We present a 
review of the most representative algorithms and how they contribute to knowledge 
discovery in the area of librarianship. We conclude by presenting some of the pro-
blems that are the subject of active research.
Artículo recibido: 05-11-2014. Aceptado: 20-04-2015
Introducción 
En la actualidad cientos de aplicaciones generan grandes volúmenes de información 
en forma de streams de datos. Un stream es una secuencia continua, potencialmente 
infinita, de datos que llegan en determinados instantes de tiempo a un sistema para su 
almacenamiento o procesamiento (Chaudhry, Show y Abdelguerfi, 2005). Ejemplos de 
streams de datos son los provenientes de sensores, sistemas de vigilancia, transacciones 
bancarias, procesos de marketing, mercados de valores y sistemas Groupware. Estos 
últimos tienen como objetivo fundamental soportar a grupos de personas que trabajan 
para lograr una tarea común y proveen una interfaz para el ambiente compartido 
(Ellis, Gibbs y Rein, 1991) (Henríquez; Fandos y Gisbert, 2000). Se clasifican a nivel 
de las aplicaciones en: Sistemas de mensajes, Editores multiusuario, White Boards, 
sistemas de apoyo a las decisiones grupales y salas de reuniones electrónicas, confe-
rencias por computador, agentes inteligentes colaborativos y juegos colaborativos. 
Los sistemas Groupware generan datos no estructurados resultantes de interacciones 
entre las personas, como es el caso del correo electrónico, herramientas de control de 
cambios en wikis, editores multiusuarios y las redes sociales. 
La aplicación de técnicas de minería de datos sobre los datos provenientes de redes 
sociales puede revelar patrones sobre los individuos inmersos en el ambiente compar-
tido y producir conocimiento que antes no era factible encontrar debido a la variedad 
y complejidad de la información, como por ejemplo: estrategias de inteligencia de 
negocios, modelos de predicción avanzada y propagación de historias. Se han desa-
rrollado varios algoritmos para funcionar en ambiente stream, y que son aplicables 
al análisis de información proveniente de redes sociales, entre ellos los algoritmos 
de clasificación y métodos de segmentación (clustering). 
El presente trabajo analiza dos importantes redes sociales al servicio de la Bibliote-
cología, a saber: Facebook y Twitter, y diferentes algoritmos de minería de datos que 
pueden utilizarse para obtener conocimiento a partir de la información de dichas 
redes.
El artículo se estructura de la siguiente forma: en primer  lugar se presentan aspec-
tos conceptuales sobre las redes sociales Facebook y Twitter, luego se muestran las 
principales aproximaciones existentes para minería de datos sobre streams de redes 
sociales. En las secciones siguientes se indica la importancia de dichos algoritmos 
para procesar información proveniente de las redes sociales Facebook y Twitter en 
beneficio de la Bibliotecología y las ventajas de su aplicación para la obtención de 
conocimiento al interior del grupo de trabajo. Finalmente se presentan las conclu-
siones del trabajo. 
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Facebook y Twitter, dos redes sociales al servicio de la Bibliotecología
Facebook es una red social que permite conectar a una persona con sus amigos y otras 
personas relacionadas con su entorno (Zuckerberg, 2004). Facebook ofrece servicios 
tales como la creación de grupos, mensajería, video llamadas, creación de páginas, 
comunidades de amigos, listado de intereses y manejo de eventos. En la actualidad 
esta herramienta está siendo utilizada en el ámbito de la Bibliotecología para generar 
espacios de intercambio, mediante los cuales se pueda mejorar y ampliar la cantidad 
de servicios de información ofrecidos por las bibliotecas. Entre los principales usos 
que usuarios y profesionales del área le dan a Facebook está: la generación de perfiles 
para las bibliotecas, la creación de páginas como modelo de presencia (para difundir 
los servicios de las bibliotecas) y la formación de grupos (Margaix-Arnal, 2008) (Uribe 
Tirado y Echavarría Ramírez, 2008). 
En el trabajo realizado por Uribe Tirado y Echavarría Ramírez (2008) se presenta 
un informe con la cantidad de Grupos en Facebook relacionados con el área de la 
Bibliotecología en Iberoamérica. La consulta realizada consistió en buscar dentro de 
Facebook las palabras claves: Ciencia de la Información, Bibliotecología, Bibliote-
conomía, Documentación y Archivística. Allí seleccionaron los grupos cuyo nombre 
contenía la palabra clave y que eran pertinentes con la búsqueda. Para la búsqueda 
no se tuvieron en consideración nombres amplios, con más de dos de las palabras 
claves. Los resultados obtenidos se muestran en la Tabla 1.
Palabra clave Grupos
Bibliotecología 28
Documentación 145
Archivística 16
Ciencia de la Información 77
Biblioteconomía 11
Para identificar si la tendencia de uso de Facebook en el área de la Bibliotecología 
había aumentado, a abril de 2015, se realizó esta misma consulta, obteniendo los 
resultados mostrados en la Tabla 2.
Palabra clave Grupos
Bibliotecología 127
Documentación 240
Archivística 62
Ciencia de la Información 120
Biblioteconomía 108
Los resultados evidencian que la creación de grupos en Facebook para manejar aspec-
tos referentes al área de Bibliotecología, Archivística y Documentación, crece con el 
paso de los años, lo cual tiene coherencia con la tendencia impuesta por la Web 2.0 
de compartir información. 
Por su parte, Twitter (Dorsey; Glass; Williams y Stone, 2006) es una red que permite 
conectarse con amigos y obtener en tiempo real información de eventos y temas de 
interés. Un tuit es una publicación o mensaje en esta plataforma de micro blog o una 
Tabla 1. Consolidado de grupos 
relacionados con la Bibliotecología, 
Documentación y Archivística a 
septiembre de 2008 (Uribe Tirado 
y Echavarría Ramírez, 2008)
Tabla 2. Consolidado de 
grupos relacionados con la 
Bibliotecología, Documentación 
y Archivística a abril de 2015
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actualización en el estado de un usuario. Los tuits pueden acompañarse de etiquetas 
que permitan precisar el enfoque de la publicación, o crear una relación con un tema 
de conversación que es tendencia. Un tuit puede aparecer destacado en la cuenta de 
un usuario debido a la trascendencia que este haya tenido entre la comunidad de 
seguidores. Twitter ofrece la posibilidad de fijar tuits para darle una mayor visibili-
dad a un mensaje dentro de la línea de tiempo y determinar los tuits que son temas 
relevantes en el momento, dependiendo del interés generado o por la importancia 
del tema dentro de la comunidad (Seven, 2015).
Twitter puede ser utilizado por el bibliotecario para ofrecer, en tiempo real, servicios 
de referencias e información, proporcionando a cada usuario la dirección web de 
los servicios ofrecidos (Peña, 2013). De igual forma, en el área de la Bibliotecología, 
es posible su utilización para determinar por ejemplo, temáticas y libros que son 
tendencia a nivel mundial. Esta información podría aplicarse, entre otros fines, para 
mejorar el proceso de adquisición y reserva de material bibliográfico. 
Procesamiento y análisis de streams de datos 
Para procesar streams de datos existen dos modelos de cómputo. El primero de 
ellos, el evolutivo, que toma en consideración el histórico de los datos. El segun-
do, llamado modelo de ventana, se aplica a sistemas en los cuales se requiere 
considerar los datos recibidos más recientemente (Callau Zori, 2013). Este modelo 
funciona de forma similar a una “cola”, ya que cuando se inserta información al 
final de la ventana, la transacción que se encuentra en el extremo inicial se saca 
de la cola. En este modelo, solo el sub-stream acotado por las dimensiones de la 
ventana se procesa y almacena. La ventana tiene un tamaño y un desplazamiento, 
ver Figura 1. El tamaño de la ventana puede ser fijo o no, dependiendo de ello los 
límites de la ventana se desplazan. Cuando el tamaño de la ventana es fijo y la ventana 
se desliza, los puntos extremos se mueven, a ambos lados en la misma cantidad a lo 
largo del stream de datos. 
La obtención de conocimiento a partir de los streams, requiere la aplicación de 
técnicas de minería de datos. Se entiende por minería de datos, al proceso no 
trivial de identificación válida, novedosa, potencialmente útil y entendible de 
patrones comprensibles que se encuentran ocultos en los datos (Fayyad; Piatetsky 
Shapiro y Smyth, 1996).
Existen diversos marcos de trabajo (frameworks) de minería sobre streams de datos, 
que hacen uso de los modelos evolutivo y de ventana. Algunos de los más relevantes 
Figura 1. Ventana deslizante de 
tamaño 10 y desplazamiento 2 
(Finlay, Pears y Connor, 2014) 
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para minería de datos sobre streams, son Massive Online Analysis (MOA) y Scalable 
Advanced Massive Online Analysis (SAMOA), ambos open-source (University of 
Waikato, 2014). MOA incluye, entre otros, la implementación de algoritmos de 
clasificación y clustering. La Tabla 3 presenta algunos de los algoritmos implemen-
tados en MOA.
Técnica Descripción
Algoritmos implementados en el 
Framework MOA
Clasificación Permite asignar una categoría 
a ejemplos antes no vistos. 
Por ejemplo, conociendo 
las palabras claves de la 
introducción de un libro o 
artículo es posible determinar 
la temática con la cual está 
relacionado.
Clasificadores Bayesianos
Árboles de decisión de Hoeffding
Meta clasificadores (combinación 
de modelos cuyas predicción 
individuales se combinan de 
alguna forma para formar una 
predicción final)
Clustering Se utiliza para particionar 
los datos en grupos de 
objetos similares. Una 
colección de objetos con 
características similares 
entre sí, recibe el nombre 
de cluster. El bibliotecario 
podría tener clusters, con 
libros correspondientes 
a determinadas áreas 
temáticas. Sobre estos 
clusters podría, entre 
otras funciones, calcular 
estadísticas, identificar 
libros pertenecientes a cada 
cluster. También sería posible 
identificar áreas temáticas 
afines, calculando medidas de 
cercanía entre los cluster.
StreamKM++
CluStream
ClusTree
DenStream
D-Stream
CobWeb
Por su parte, SAMOA permite realizar minería sobre streams de datos en un 
ambiente cluster o nube. Mediante este framework es posible desarrollar un algo-
ritmo de Machine Learning distribuido y ejecutarlo sobre múltiples motores de 
procesamiento de streaming (SPE), tales como S4 (Apache Software Foundation, 
2013) o Storm (Apache Software Foundation, 2014). SAMOA permite hacer uso 
de los algoritmos implementados en MOA y adicionalmente brinda algoritmos 
como los presentados en la Tabla 4.
Técnica Algoritmos implementados en el Framework MOA
Clasificación Árbol de decisión vertical de Hoeffding (VHT), metaclasificadores 
(Bagging, Adaptive Bagging, Boosting)
Clustering CluStream distribuído
Tabla 3. Algoritmos de cla-
sificación y clustering im-
plementados en MOA
Tabla 4. Algoritmos de cla-
sificación y clustering imple-
mentados en SAMOA
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Trabajos previos en los que se aplican técnicas de minería de da-
tos sobre streams provenientes de redes sociales
Con relación al uso de la minería de datos para extraer conocimiento de las redes 
sociales se han dado varias aproximaciones. En Bifet y Frank (2010) se aplican técni-
cas de clasificación para minería de opinión y análisis de sentimientos sobre Twitter 
(Twitter, Inc., 2014). El análisis de opinión permite detectar información obtenida 
de un texto y clasificar la orientación expresada en dichos texto. Básicamente, lo 
que se pretende con el análisis de opiniones es comprender la actitud que tiene la 
persona que escribe sobre una temática o la polaridad contextual (positiva, negativa 
o neutra) que expresa. Entre la información que puede obtenerse empleando análisis 
de opiniones se tiene: nivel de fidelización de clientes, polaridad (en lo referente a 
críticas sobre productos, servicios, entre otros), tendencias de mercado y predicciones 
sobre candidatos que aspiran a ser elegidos. Al respecto, se resalta que las opiniones 
de las personas expresadas en lenguaje natural son un importante recurso para la 
construcción de perfiles de usuario en la gestación de los Sistemas de recomendación. 
En Balasubramanyan; Routledge y Smith (2010) se comparan medidas de opinión 
pública obtenidas mediante encuestas con medidas de sentimiento calculadas desde 
texto. Se encuentra que lo expresado en las encuestas se correlaciona con las frecuen-
cias de palabras de opinión en los mensajes analizados, esto les permite identificar 
tendencias a gran escala. Por su parte, en Aston; Munson; Liddle; Hartshaw y Livings-
ton (2014) se presenta el algoritmo Winnow modificado para análisis de opinión en 
línea sobre redes sociales. Este algoritmo, que es utilizado para el aprendizaje de un 
clasificador lineal a partir de ejemplos pre-etiquetados, se integra a MOA con el fin de 
entrenar y correr el clasificador. En AT&T Labs (2013) se hace referencia a un motor 
de búsqueda visual online que realiza minería de texto en tiempo real. Los tuits recu-
perados son automáticamente categorizados y resumidos haciendo uso de técnicas de 
análisis semántico y métodos de clustering. Por su parte, Wood; Zheludev y Treleaven 
(2014) presentan a UCL’s SocialSTORM, una plataforma para minar datos provenien-
tes de Twitter, Facebook, fuentes RSS y blogs. La plataforma permite monitorear datos 
de streams históricos y actuales. Fue diseñada para aplicaciones comerciales, pero 
puede ser usada en otros ámbitos, tales como supervisión de seguridad y monitoreo 
de variables macroeconómicas. En Popovici, Weiler y Grossniklaus (2014) extienden 
el algoritmo de clustering DenStream y lo aplican sobre datos provenientes de redes 
sociales para lograr detección de tópicos en tiempo real. Finalmente, en Bifet; Holmes; 
Pfahringer y Gavaldà (2011) se presenta a MOA-TweetReader, un sistema de tiempo 
real que lee tuits, detecta cambios y halla los términos cuya frecuencia ha cambiado.
Ahora bien, la aplicación de técnicas de minería de datos en bibliotecas, bibliomining, 
es analizada en varios trabajos. Doszkocs (1991) profundiza en el uso de redes neu-
ronales para identificar asociaciones entre los documentos. Por su parte, Chau (2000) 
plantea cómo la minería de datos Web beneficia la personalización de los servicios de 
referencia electrónica. Nicholson (2005) menciona el uso de la minería de datos para 
brindar un mejor acceso a la colección. Finalmente, Candás Romero (2006) y Herrera 
Varela (2006) enuncian aplicaciones prácticas de la minería de datos en beneficio 
de los servicios de las bibliotecas 2.0. Entre las aplicaciones expuestas se destacan: 
evaluación bibliotecaria, selección, administración y adquisición de fondos, apoyo 
a la toma de decisiones, organización de la colección, presentación de resultados, 
catalogación automatizada partiendo del títulos de libros y revistas, descubrimiento 
de información oculta en colecciones y sistemas de recomendaciones. Las referencias 
anteriores se enfocan en la aplicación de técnicas de minería en ambientes por lotes 
(modo batch). Existen numerosas referencias sobre entornos batch pero se omiten por 
no corresponder al tema del presente artículo. Los sistemas tipo batch pueden verse 
como el extremo opuesto al procesamiento de streams de datos. En las aplicaciones 
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de tipo stream los datos se generan en tiempo real y su análisis debe ejecutarse sobre 
la marcha, esto quiere decir, que requieren, durante su procesamiento, respuesta con 
unos plazos de tiempo acotados. Además, la tasa de llegada y el volumen de los datos 
es tan grande que es impráctico su almacenamiento. Las limitaciones inherentes a los 
streams de datos en términos de tiempo y memoria hacen que algoritmos de clasifi-
cación y clustering tradicionales no puedan ser directamente aplicados, y por ende, 
deban adaptarse para considerar la evolución de los datos en el tiempo y trabajar 
con datos en tan solo una pasada, es decir, luego de que el dato llega y se procesa, 
éste generalmente caduca y no se tiene disponible para análisis posteriores (Jiang y 
Gruenwald, 2006) (Domingos y Hulten, 2001).
El uso de minería sobre streams de datos provenientes de redes sociales, en el área de 
la Bibliotecología, es un tema relativamente nuevo. Se destaca el proyecto realizado 
por la Biblioteca del Congreso de los Estados Unidos, que consiste en procesar los 
comentarios efectuados a través de Twitter, mediante la aplicación técnicas de minería 
de datos, para extraer conocimiento aplicable, entre otros aspectos, por la protección 
de los derechos de autor (BiblioInstruccion, 2010). 
La Tabla 5 presenta una clasificación de las aproximaciones presentadas previamente 
con base en el modelo de cómputo y los algoritmos de extracción de conocimiento.
Aplicación de técnicas de minería de datos en información prove-
niente de redes sociales utilizadas en el área de la Bibliotecología 
La aplicación de técnicas de minería de datos sobre redes sociales puede hacerse 
principalmente desde dos contextos. El primero de ellos, el análisis de vínculos 
o minería de grafos, tiene como objetivo medir la dinámica de la población, des-
cubrir patrones referentes a la formación de la comunidad y analizar la forma 
de dispersión de la información dentro de la misma. El segundo enfoque, en el 
que se analiza el contenido de los mensajes, considera realizar clasificación y 
agrupamiento, análisis de opinión, detección de temas e identificación de identi-
dades. Algunas de las dificultades que se plantean para la aplicación de técnicas 
de aprendizaje sobre estos flujos de información son la cantidad de ruido, el flujo 
permanente y la longitud corta de los textos.
La aplicación de minería de información en redes sociales trae importantes ventajas, 
al permitir obtener conocimiento en tiempo real a partir de texto, consolidándose en 
un instrumento potencial de análisis y permitiendo establecer correlaciones entre los 
textos y las noticias de medios o mainstream (Anguiano Hernández, 2011). 
La minería sobre datos provenientes de Facebook y Twitter, puede beneficiar a la 
Bibliotecología en los siguientes aspectos:
 » Uso de sistemas de recomendación basados en confianza para sugerir elemen-
tos que se ajustan a las necesidades del usuario de la biblioteca partiendo del 
conocimiento de las preferencias del usuario (micro segmentación) y el contexto 
en que se desenvuelve. 
 » Análisis de las consultas y comportamiento de los usuarios en el OPAC.
 » Inferir opiniones tanto a nivel particular como grupal sobre determinados asun-
tos o temáticas relacionados con la Bibliotecología, por ejemplo en lo referente 
a calidad de los servicios prestados por la biblioteca.
 » Determinación de las preferencias de los usuarios de la biblioteca.
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Referencia Contexto Dataset
(Bifet y Frank, 2010) Análisis de sentimientos 
de streams provenientes de 
Twitter.
-twittersentiment.appspot.com 
-Edinburgh Corpora
(Balasubramanyan; 
Routledge y Smith, 
2010)
Correlacionan las 
observaciones expresadas en 
encuestas de opinión pública 
con los resultados del 
análisis de los sentimientos 
efectuado sobre textos de 
Twitter
1 billón de tuits
 publicados en los años 2008 y 
2009
(Aston; Munson; 
Liddle; Hartshaw y 
Livingston, 2014)
Análisis de sentimientos. 
Se evalúa la exactitud del 
clasificador
-Sanders Corpus (5513 tweets 
clasificados manualmente)
-STS ( 2034 tuits)
-Gold SentiStrength (4242 
mensajes provenientes de 
MySpace, YouTube, Digg, BBC, 
Runners World)
(AT&T Labs, 2013) Un motor de búsqueda 
visual en línea para minería 
de texto sobre streams en 
tiempo real
Se obtienen los datos mediante 
el Twitter’s streaming API, de 
acuerdo a la palabra clave 
seleccionada por el usuario. Los 
tópicos disponibles son deportes, 
visualización, datos, ciencia, 
tecnología y TED (Tecnología, 
Entretenimiento, Diseño)
(Wood; Zheludev y 
Treleaven, 2014)
Minería sobre datos sociales, 
permite identificación de 
tendencias de cambio, 
sentimientos globales y 
propagación de historias
Los datos se obtienen mediante 
elTwitter API y el Facebook’s 
Graph API
(Popovici; Weiler y 
Grossniklaus, 2014)
Clustering on-line para 
detección de tópicos en 
tiempo real en redes sociales
SNOW challenge (1,041,227 tuits)
(Bifet; Holmes; 
Pfahringer y 
Gavaldà, 2011)
Detección de cambios de 
sentimiento en streams de 
tuits.
Obtenidos mediante APIS: 
Twitter Application Programming 
Interface (API) y REST APIs. 
(BiblioInstruccion, 
2010)
Identificación de tendencias 
de cambio, análisis de 
sentimientos, categorización
Twitter
 » Obtener datos demográficos importantes (género, idioma o localización) sobre 
los usuarios.
 » Segmentar usuarios con gran precisión; esta información puede ser la base de 
una estrategia de publicidad de los servicios de la biblioteca.
 » Generación de gráficos sociales que sinteticen la información de los usuarios, 
o de los profesionales del área de la Bibliotecología.
 » Predecir cuestiones indirectas, por ejemplo, correlaciones estadísticas directas 
entre el estado de ánimo de los usuarios y la tasa de préstamos de libros.
 » Evaluación de resultados y apoyo a toma de decisiones, para mejorar futuras 
actuaciones.
Tabla 5. Clasificación de algunos 
de los trabajos realizados sobre 
minería de datos en redes sociales
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 » Identificar tendencias globales, por ejemplo libros que son ampliamente leídos 
a nivel mundial.
 » Analizar formas de interacción que llevan a un comportamiento colectivo 
complejo; determinar puntos atípicos y valores extremos dentro de la red de 
usuarios de la biblioteca.
 » Obtener información actualizada sobre los últimos mensajes escritos en Twitter 
referente a determinada temática o publicación.
 » Predecir cuáles serán las necesidades de los usuarios de la biblioteca.
 » Identificar aspectos relacionados por similitud, derivación o causa/efecto (Can-
dás Romero, 2006).
 » Resumen automático de documentos.
 » Descripción completa y adecuada de los ítems.
 » Optimizar los servicios ofrecidos (por ejemplo respecto a la reorganización de 
contenidos).
 » Personalización, mediante la identificación de temas de interés, contribuyendo 
a mejorar los sistemas de Difusión Selectiva de Información, DSI. 
 » Determinar cuáles materiales tienen baja tasa de consulta porque han sido 
mal clasificados. 
 » Toma de decisiones respecto a acuerdos inter-bibliotecarios, por ejemplo ana-
lizando costo del préstamo frente a costo de compra del material.
Conclusiones
La Bibliotecología, Archivística y Documentación es un área propicia para la aplicación 
de técnicas de minería de datos. Allí se cuenta con una gran cantidad de información, 
que puede ser procesada para mejorar el potencial de la biblioteca: ahorrar dinero, 
resolver de forma eficiente las necesidades del usuario, identificar problemas dentro 
de la colección, seleccionar programas y justificar la toma de decisiones. En general, 
esto puede verse como gerencia del conocimiento. Hasta ahora, el bibliomining ha 
sido usado efectivamente en entornos tipo batch (por lotes), pero su aplicación sobre 
streams de datos es un tema relativamente nuevo e inexplorado. 
A pesar de lo novedoso del tema, puede afirmarse que el uso de técnicas de minería 
sobre streams de datos provenientes de Facebook y Twitter beneficia el entorno biblio-
tecológico en gran medida. Es una importante herramienta para obtener conocimiento 
en “tiempo real” y predecir patrones. Su uso hace posible, entre otros objetivos, 
identificar fortalezas y/o debilidades mediante el análisis de opiniones que puedan 
considerarse como marcadamente positivas o negativas, para con base en ello, poner 
práctica acciones correctivas al interior del grupo de trabajo y contribuir a que se dé un 
proceso real de mejoramiento de la calidad de los procesos al interior de la biblioteca. 
 Cualquiera que sea el enfoque seguido para la aplicación de minería de datos sobre 
streams (minería de grafos o análisis de contenido de los mensajes), es necesario tener 
en consideración las limitaciones inherentes a los flujos de datos en lo referente a 
tiempo, memoria y cambios en distribuciones subyacentes. En la actualidad, estas 
limitantes son área de investigación activa; al igual que lo es el manejo de datos no 
estructurados. Respecto a estos últimos, la Web semántica se proyecta como una 
importante alternativa para mejorar los resultados obtenidos mediante la aplicación 
de técnicas de Aprendizaje Automático, esta combinación puede ser aplicable para 
extraer recomendaciones basadas en ontologías. 
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