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ON THE MAGNITUDE OF ODD BALLS
VIA POTENTIAL FUNCTIONS
SIMONWILLERTON
Abstract. Magnitude is a measure of size defined for certain classes of metric
spaces; it arose from ideas in category theory. In particular, magnitude is defined
for compact subsets of Euclidean space and Barceló and Carbery gave a procedure
for calculating the magnitude of balls in odd dimensional Euclidean spaces. In
this paper their approach is modified in various ways: this leads to an explicit
determinantal formula for themagnitude of odd balls and leads to the conjecturing
of a simpler formula in terms ofHankel determinants. This latter formula is proved
using a rather different approach in “The magnitude of odd balls via Hankel
determinants of reverse Bessel polynomials”, but the current paper provides the
reasoning that led to the formula being conjectured. Finally, an empirically-tested
Hankel determinant formula for the derivative of the magnitude is conjectured.
1. Introduction
Throughout this paper we will adopt the convention that n is an odd integer
and n  2p + 1, there will be reminders of this now and again.
1.1. Background and overview. Magnitude was introduced by Leinster [2] as a
measure of size for finite metric spaces; this was done by generalizing a notion
of Euler characteristic for finite categories. It soon became clear that the realm of
definition of magnitude could be extended to a large class of infinitemetric spaces,
this class includes compact subspaces of Euclidean spaces. Mark Meckes [5, 6]
gave various equivalent ways of defining the magnitude on such spaces, one of
these ways using a notion of potential function for compact subsets of Euclidean
space, another using a notion of weight distribution.
Magnitude was known to be connected with many classical concepts including
volume, total scalar curvature [7], and Minkowski dimension [6] and was conjec-
tured to be connected with intrinsic volumes of convex sets [4]. However, the
precise magnitude of any compact set with dimension greater than one was un-
known. Then, utilizing the spherical symmetry, Barceló and Carbery [1] were able
to give an algorithm for calculating the potential function of any odd dimensional
ball of given radius, and from this they could give a procedure for calculating
the ball’s magnitude. In general, for a fixed, odd dimension, this process gives
the magnitude as a rational function in the radius of the ball. They were able to
compute this function essentially by hand in dimensions 1, 3, 5 and 7. Here are the
formulas they found.B1R  R + 1B3R  R3 + 6R2 + 12R + 63!B5R  R6 + 18 R5 + 135 R4 + 525 R3 + 1080 R2 + 1080 R + 3605! (R + 3)B7R  R10 + 40R9 + 720R8 + · · · + 1814400R2 + 1209600R+ 3024007! (R3 + 12R2 + 48R + 60)
1
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In work [8] inspired by their paper, but logically independent, I gave an explicit
formula for |Bn
R
| as a ratio of Hankel determinants of reverse Bessel polynomials
(see below for what these terms mean); I prove this formula by using the weight
distribution approach to magnitude, rather than the potential function approach.
The numerator and denominator in the formula are given combinatorial interpre-
tations as path counting polynomials which means that various properties (which
are probably evident in the examples listed above) such as positivity of the coef-
ficients and bounds on degrees are straightforward to obtain. However, in [8] no
explanation is given for how the Hankel determinant formula was arrived at; it is
just pulled out of the air and proved to be correct.
One purpose of the current paper is to explain how that formulawas conjectured
and to provide a bridge from [1] to [8]. Another purpose is show an alternative
approach to calculating the magnitude which could be useful. It is quite possible
that the approach given here could be used to prove the Hankel determinant
formula, although I have been unable to do this.
1.2. Two sequences of functions. There are two sequences of functions that will
be used throughout the paper. First we have the sequence of function (ψi : (0,∞) →
R)∞
i0
, we will define this sequence inductively via
ψ0(r) ≔ e
−r and ψi+1(r) ≔ −
1
r ψ
′
i(r).
We will deduce many properties of these from this definition in Section 1.2. It is
immediate by induction that ψi(r) ∈ e−rN[
1
r ]. In fact this is how we will define
the second sequence (χi)∞i0, which is a sequence of polynomials called the reverse
Bessel polynomials: χi(r) : e r r2iψi(r). The first few of these functions are as
follows:
ψ0(r)  e
−r ; χ0(R)  1;
ψ1(r)  e
−r
(
1
r
)
; χ1(R)  R;
ψ2(r)  e
−r
(
1
r2 +
1
r3
)
; χ2(R)  R
2
+ R;
ψ3(r)  e
−r
(
1
r3 +
3
r4 +
3
r5
)
; χ3(R)  R
3
+ 3R2 + 3R;
ψ4(r)  e
−r
(
1
r4 +
6
r5 +
15
r6 +
15
r7
)
; χ4(R)  R
4
+ 6R3 + 15R2 + 15R.
1.3. Further background. MarksMeckes [6] showed that the magnitude of a com-
pact subset X of Rn can be determined via a potential function. In this context a
potential function means a p-times differentiable function h : Rn → R such that
• h  1 on X;
• (1 − ∆)p+1h  0 on R \ X.
The magnitude of X can then be calculated via
|X | 
1
n!ωn
∫
Rn
(1 + ‖x‖2)p+1
̂h(x)2 dx ,
where ĥ is the Fourier transform of h.
Barceló and Carbery showed, provided the boundary of X was sufficiently
smooth, that the formula could be written in terms of the volume of X and an
integral over the boundary of X:
|X | 
1
n!ωn
(
vol(X) +
∑
(p+1)/2< j≤p+1
(−1) j
(
p + 1
j
) ∫
∂X
∂
∂ν
∆
j−1h ds
)
, (1)
where ∂∂ν means the normal derivative at the boundary and ∆ is the Laplacian
operator, ∆ f 
∑n
i1
∂2
∂x2
i
f .
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Leinster and Meckes [3] later showed that, provided that the potential func-
tion was integrable, the magnitude can be expressed simply as an integral of the
potential function:
|X | 
1
n!ωn
∫
Rn
h(x) dx. (2)
Moving specifically now to the case that X is the n-ball, Barceló and Carbery [1]
use the fact that the potential function h will be spherically symmetric and find
the potential function for the n-ball by finding all spherically symmetric solutions
of the equation (I − ∆)p+1g  0 on R2p+1\{0} with appropriate decay at infinity;
the set of solutions is precisely the set of linear combinations of the functions
ψ0(r), . . . , ψp(r) which are defined above, with r being the radial coordinate. This
means that the potential function h on the n-ball is of the form
h(r) 
{
1 r < R∑p
i0
αiψi(r) r ≥ R,
for some set of coefficients {αi}
p
i0
which depend on R. They then set up boundary
conditions for the differential equation in the following way which is apparently
natural for analysts. They first define the set of differential operators {D i}i  0
∞
at the boundary ∂X in terms of powers of the Laplacian ∆ by D2 j : ∆ j and
D2 j+1 : ∂∂ν∆
j . Then the boundary conditions are
h(R)  1; Dh(R)  0; D2h(R)  0; . . . ; Dph(R)  0. (3)
This leads to the following linear system for the coefficients, where p is assumed
even — the odd case involves removing the bottom row — and where for reasons
of space ψi is written for ψi(R).
©­­­­­­­­­­«
ψ0 ψ1 ... ... ψp−2 ψp−1 ψp
ψ1 ψ2 ... ... ψp−1 ψp ψp+1
2pψ1 2(p−1)ψ2 ... ... 2·2ψp−1 2ψp 0
2pψ2 2(p−1)ψ3 ... ... 2·2ψp 2ψp+1 0
4p(p−1)ψ2 4(p−1)(p−2)ψ3 ... ... 4·2·1ψp 0 0
4p(p−1)ψ3 4(p−1)(p−2)ψ4 ... ... 4·2·1ψp+1 0 0
...
...
2
p
2 p!
(p/2)! ψp/2
2
p
2 (p−1)!
(p/2−1)! ψp/2+1 ... 2
p
2 (p/2)!ψp 0 ... 0 0 0
ª®®®®®®®®®®¬
©­­­­­­­­­«
α0
α1
α2
α3
α4
α5
...
αp
ª®®®®®®®®®¬

©­­­­­­­­­«
1
0
1
0
1
0
...
1
ª®®®®®®®®®¬
For a given n, one can then solve this system to find α0 , . . . , αp . Barceló and
Carbery go on to describe a recursive algorithm for using this solution to obtain
∂
∂ν∆
j−1h(R) for (p + 1)/2 < j ≤ p + 1 and hence obtain the magnitude |Bn
R
| via
formula (1). This is how they calculated the formulae on the first page.
1.4. What is in this paper. In this paper we will do two things differently: we will
use a different formulation of the boundary conditions and a different formula,
namely (2), for the magnitude. These lead us to a formula in terms of determinants
and thence to the conjecture which is proved in [8].
We take more naive boundary conditions. We know that all derivatives of the
potential function h up to degree p vanish at the boundary of the ball, so we
write that as the vanishing of the higher normal derivatives. In this spherically
symmetric situation, the normal derivative ∂∂ν is just the radial derivative
d
dr so we
have the following boundary conditions:
h(R)  1; h′(R)  0; h′′(R)  0; . . . ; h(p)(R)  0. (4)
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We will see in Section 3 that boundary conditions lead to the following linear
system for the coefficients of h.
©­­­­­­­­­­­­­­«
ψ0(R) ψ1(R) ψ2(R) ψ3(R) . . . . . . ψp (R)
ψ1(R) ψ2(R) ψ3(R) . . . . . . ψp+1(R)
ψ2(R) ψ3(R) . . . . . . ψp+2(R)
ψ3(R) . . . . . . ψp+3(R)
...
...
... . . . ψ2p−1(R)
ψp (R) . . . . . . ψ2p (R)
ª®®®®®®®®®®®®®®¬
©­­­­­­­­­­­­­­«
α0
α1
α2
α3
...
...
αp
ª®®®®®®®®®®®®®®¬

©­­­­­­­­­­­­­­«
1
0
0
0
...
...
0
ª®®®®®®®®®®®®®®¬
(5)
This is a ‘Hankel system’ as the anti-diagonals are constant and it is evidently more
symmetric than the Barceló-Carbery system, it also has only one non-trivial entry
on the right hand side, so can being viewedas being ‘simpler’ than their system. On
the other hand the Barceló-Carbery system has many zeros in the matrix and only
uses ψ0, . . . , ψp+1 whereas our matrix uses ψ0 , . . . , ψ2p . In any case our matrix can
be reduced to theirs using elementary row operations together with the recurrence
relation R2ψi+2(R)  ψi(R) + (2i + 1)ψi+1(R). The reduction and the proof of the
recurrence relation are left as exercises for the interested reader.
Note that as eRR2iψi(R) is a polynomial, namely the reverse Bessel polynomial
χi(R), we can rewrite this as a matrix of polynomials by scaling appropriately, this
means writing α˜i : e−RR2iαi , and h(r) 
∑
α˜i eR−r(R/r)2iχi(r) for r ≥ R.
We then use Leinster and Meckes formula (2) for the magnitude from the po-
tential function and we obtain the magnitude |Bn
R
| as a linear combination of the
coefficients α˜0 , . . . , α˜p . Expressing themagnitude in thiswayallows it to be thought
of as a solution of a linear system. Using Cramer’s Rule leads to Theorem 13 which
gives the following explicit form of the magnitude, where ξp ,0(R) . . . ξp ,p(R) are
certain specific integer polynomials.
BnR  (−1)pn! R

χ1(R) . . . χp+1(R)
...
...
χp(R) . . . χ2p(R)
ξp ,0(R) . . . ξp ,p(R)

χ0(R) . . . χp(R)
...
...
χp(R) . . . χ2p(R)

An empirical observation, which was made independently also by Barceló and
Carbery, is that the coefficient α0 of the potential function for the (n + 2)-ball
has the same numerator as the magnitude of the n-ball. Using the linear system
for the α˜0 , . . . , α˜p and Cramer’s Rule it is possible to calculate the numerator
as proportional to the determinant [χi+ j+2(R)]
p
i , j0
, this is the determinant of a
Hankel matrix so is called a Hankel determinant. The denominator we get for
|BnR | is proportional to det[χi+ j(R)]
p
i , j0 and a look at small values of n leads to
conjecturing Formula 15, which is the following
|BnR |
?

1
n! R
det
(
[χi+ j+2(R)]
p
i , j0
)
det
(
[χi+ j(R)]
p
i , j0
) .
Whilst it is easy to check, for instance with SageMath, that Theorem 13 and For-
mula 15 give the same answer for n < 40, I have been unable to prove that the
expression in Theorem 13 is equal to that in Formula 15. However, using rather
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different methods, I have proved Formula 15 in [8], where it is part of the main
theorem. Those methods, unfortunately, do not give any insight into why such a
beautifully symmetric expression for the magnitude exists.
The paper ends with a justification of the following conjecture which relates
the derivative of the magnitude function to the first not trivial derivative of the
potential function at the boundary:
d
dR
|BnR |
?

Rn−1
(n − 1)!
[
h(p+1)(R)
]2
.
This is shown to be equivalent to the following explicit formula for the derivative
of the magnitude function:
d
dR
|BnR |
?

(
det[χi+ j+1(R)]
p
i , j0
)2
(2p)! R2
(
det[χi+ j(R)]
p
i , j0
)2 .
2. Solving (I − ∆)p+1g(r)  0 on R2p+1\{0}.
The purpose of this section is to give a more streamlined proof of the result of
Barceló and Carbery [1] that the functions ψ0, . . . , ψp span the space of asymptoti-
cally decaying, spherically symmetric functions on R2p+1 \ {0}which are solutions
of the differential equation (I − ∆)p+1g(r)  0.
We begin by proving basic properties of the sequence of functions (ψi : R\{0} →
R)∞
i0
from the definition given in Section 1.2.
Theorem 1. For i ≥ 0 we have ψ′′
i
(r) + 2ir ψ
′
i
(r) − ψi(r)  0.
Proof. This is proved by induction. It is clearly true for i  0. To prove the inductive
step, begin by substituting in the inductive definition of ψi+1.
ψ′′i+1 +
2i+2
r ψ
′
i+1  (−
1
r ψ
′
i)
′′
+
2i+2
r (−
1
r ψ
′
i)
′
 −( 2r3ψ
′
i −
2
r2ψ
′′
i +
1
r ψ
′′′
i ) −
2i+2
r (−
1
r2ψ
′
i +
1
r ψ
′′
i )
 − 1r [ψ
′′′
i +
2i
r ψ
′′
i −
2i
r2ψ
′
i]
 − 1r [ψ
′′
i +
2i
r ψ
′
i]
′
 − 1r ψ
′
i  ψi+1.
The next to last equality comes from the inductive hypothesis. 
We can now get to the main property of the sequence (ψi) that we are interested
in. We will switch perspectives, fix a positive integer n and consider each ψi as a
spherically symmetric function onRn\{0}. Reallywe should denoteΨi : R
n\{0} →
RwithΨi(x) ≔ ψi(|x |), butwewill abuse notation and just useψi in the two senses,
with r being interpreted at the radial coordinate.
There is the Laplacianoperator∆ on functions onRn ; on a spherically symmetric
function ψ(r) the Laplacian is given by
∆ψ(r)  ψ′′(r) + n−1r ψ
′(r).
We can now reveal the main property of interest.
Theorem 2. For i ≥ 0
(I − ∆)ψi  (n − 1 − 2i)ψi+1.
Proof. We just use the definition of the Laplacian together with Theorem 1 and the
inductive definition in Section 1.2.
(I − ∆)ψi(r)  ψi(r) − ψ
′′
i (r) −
n−1
r ψ
′
i(r)

2i
r ψ
′
i(r) −
n−1
r ψ
′
i(r)
 (n − 1 − 2i)ψi+1(r)
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
In other words, applying the differential operator I − ∆moves us up the ladder
of functions.
Corollary 3. For i, k ≥ 0,
(I − ∆)kψi 
( k∏
j1
(
n + 1 − 2(i + j)
))
ψi+k
If n is odd, with p  (n−1)/2 then (I−∆)ψp  0, so we find that I−∆ is nilpotent
on certain ψi.
Corollary 4. If n  2p + 1 and 0 ≤ i ≤ p then
(I − ∆)p+1ψi  0.
We can now prove the theorem we were aiming for.
Theorem 5. If n is odd and g : Rn{0} → R is a spherically symmetric function with
g(r) → 0 as r → ∞ satisfying
(I − ∆)(n+1)/2g  0.
then g is a linear combination of {ψ0, . . . , ψp}.
Proof. If we define ψ
0
(r) : e r and ψi+1(r) : −
1
r ψ i(r) then you can easily see
ψ i ∈ e
r
N[ 1r ]. All of the arguments used above for the sequence (ψi) go through
unchanged for (ψi), so in particular we find that (I−∆)
p+1ψi  0 for 0 ≤ i ≤ p. This
means that the set {ψ0, . . . , ψp , ψ0, . . . , ψp} gives us n − 1 linearly independent
solutions to (I − ∆)p+1g  0 which is an order n − 1 linear ordinary differential
equation, so our solutions span the space of solutions. However, for a solution to
decay, as required, it must be a linear combination of the first half of those. 
3. Finding the potential function h
In this section we will find the potential function h of the odd-ball Bn
R
in terms
of the solution set of a particularly symmetric linear system of equations involving
the reverse Bessel polynomials.
The potential function h of the ball Bn
R
will be spherically symmetric, so can
be thought of as a radial function h : [0,∞) → R. We will first summarize the
properties of the potential function.
Theorem 6 ([1, Section 3]). The potential function h : [0,∞) → R of the odd-ball Bn
R
, for
n  2p + 1 is such that
(a) h ≡ 1 on [0, R];
(b) (I − ∆)p+1h  0 on (R,∞);
(c) h(r) → 0 as r → ∞;
(d) h is p times differentiable.
By conditions (b) and (c) with Theorem 5 above, we obtain the following corol-
lary.
Corollary 7. There is a set of coefficients {αi }i (implicitly dependent on R) such that the
potential function of the n-ball Bn
R
is of the form
h(r) 
p∑
i0
αiψi(r) for r > R.
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We will use condition (d) at r  R to find these coefficients. We have p + 1
unknowns and the final condition essentially gives us p + 1 constraints at the
boundary, so we might hope that these condition determine the potential function
uniquely. That does indeed turn out to be the case.
Using the fact that h(r) is p times differentiable and is constantly 1 for r ≤ R we
have the following boundary conditions at r  R:
h(R)  1, h(1)(R)  0, h(2)(R)  0, . . . , h(p)(R)  0. (6)
We will need the following lemma, the proof of which is a straightforward induc-
tion.
Lemma 8. If (g j(r))
∞
j0
is a sequence of functions with g j+1(r)  −
1
r g
′
j
(r) then for j > 0
g j(r) 
j∑
k1
(−1)kd
j
k
g
(k)
0
(r)
r2 j−k
,
for non-negative integer constants d
j
k
which satisfy d
j+1
k
 d
j
k−1
+ (2 j − k)d
j
k
, with d
j
0

0  d
j
j+1
and d1
1
 1. [As d
j
0
 0 for j > 0 we can extend the lower limit of the summation
to k  0.]
In fact, d
j
k
 c
j
2 j−k
in the notation of [1] and explicitly
d
j
k

(2 j − k − 1)!
2 j−k( j − k)! (k − 1)!
for 1 ≤ k ≤ j.

Nowwe use the potential function h(r) to define a sequence of functions
h0(r) 
p∑
i0
αiψi(r) and h j+1(r)  −
1
r h
′
j(r),
so h0(r)  h(r) for r ≥ R.
By Lemma 8 above, the vanishing of the derivatives from h(1)(R) up to h( j)(R)
in (6) implies the vanishing h j(R), so the boundary conditions become
h0(R)  1, h1(R)  0, h2(R)  0, . . . , hp(R)  0. (7)
However, by using induction and the recursive definition of the function se-
quence (ψi(r))
∞
i1
, we find
h j(r) 
p∑
i0
αiψi+ j(r).
Thus we can write these conditions (7) as the following system of linear equa-
tions. ©­­­­­«
ψ0(R) ψ1(R) ψ2(R) . . . ψp(R)
ψ1(R) ψ2(R) ψ3(R) . . . ψp+1(R)
ψ2(R) ψ3(R) ψ4(R) . . . ψp+2(R)
...
...
...
...
ψp(R) ψp+1(R) ψp+2(R) . . . ψ2p(R)
ª®®®®®¬
©­­­­­«
α0
α1
α2
...
αp
ª®®®®®¬

©­­­­­«
1
0
0
...
0
ª®®®®®¬
The matrix on the left has constant anti-diagonals, and a matrix of this form is
known as a Hankel matrix. This system is somewhat different to that of Barceló
and Carbery, offering an alternative approach. It is structurally simpler, but in-
volves more terms. One advantage of this approach will be shown later with the
conjectural closed form for the magnitude.
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By rescaling each αi we can make the entries in the Hankel matrix into reverse
Bessel polynomials, that is to saywe canget rid of exponentials andnegativepowers
of r. Write α˜i : e−RR−2iαi andwrite χi  eRR2iψi for the reverse Bessel polynomi-
als then the above system,
∑p
i0
ψi+ j(R)αi  δ0, j becomesR
−2 j
∑p
i0
χi+ j(R)α˜i  δ0, j ,
i.e.
p∑
i0
χi+ j(R)α˜i  δ0, j for j  0, . . . , p ,
Summarizing this all in matrix form we have the following.
Theorem 9. The function
h(r) 
{
1 r ∈ [0, R)∑p
i0
eR−r(R/r)2i α˜iχi(r) r ∈ [R,∞)
is the potential function on the ball Bn
R
if the sequence (α˜i(r))
p
i0
is a solution of the following
linear system: ©­­­­«
χ0(R) χ1(R) . . . χp(R)
χ1(R) χ2(R) . . . χp+1(R)
...
...
...
χp(R) χp+1(R) . . . χ2p(R)
ª®®®®¬
©­­­­«
α˜0
α˜1
...
α˜p
ª®®®®¬

©­­­­«
1
0
...
0
ª®®®®¬
.

Note that α˜i will be a rational function of R, for i  0, . . . , p.
4. Calculating the magnitude
In this section we will get a couple of expressions for the magnitude of odd
balls by using the expression in the last section. First, we use an expression for
the magnitude in terms of an integral of the potential function due to Leinster
and Meckes. This gives a linear expression for the magnitude in terms of the
solution set to the linear system in Theorem 9. We can add this linear expression
to the linear system, thus giving the magnitude as an unknown in a linear system:
an application of Cramer’s Rule gives an formula for the magnitude as a ratio of
determinants. We then use this to calculate some examples.
4.1. Magnitude formula using the Leinster-Meckes expression. The goal of this
subsection is prove the following theorem.
Theorem 10. For n  2p + 1, we have the following expression for the magnitude of the
n-dimensional ball:BnR  1n! Rn + n
p∑
i0
α˜i
p−i∑
j0
2 j(p − i)!
(p − i − j)!
R2(p− j)−1χi+ j+1(R)
 ,
where {α˜i}
p
i0
is the set of solutions to the linear system in Theorem 9.
The idea is to combine the expression for the potential function h in Theorem 9
with the following theorem of Leinster and Meckes.
Theorem 11 (Leinster-Meckes [3]). Let K ⊂ Rn be a convex body with n odd. If the
potential function h is integrable then the magnitude of K can be obtained by integrating
the potential function h:
|K | 
1
n!ωn
∫
Rn
h(x) dx.

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To prove Theorem 10 we will need a lemma.
Lemma 12. For i and b non-negative integers, R > 0 , we have∫ ∞
R
e−rχi(r)r
2b dr  e−R
b∑
j0
2 j b!
(b − j)!
R2(b− j)−1χi+ j+1(R).
Proof. We proceed by induction on b.
Observe first that
d
dr
(
−
e−rχi+1(r)
r
)

d
dr
(
−ψi+1(r)r
2i+1
)
 rψi+2(r)r
2i+1 − ψi+1(r)(2i + 1)r
2i
 r2i
(
r2ψi+2(r) − (2i + 1)ψi+1(r)
)
 r2iψi(r)
 e−rχi(r).
So, by the Fundamental Theorem of Calculus,∫ ∞
rR
e−rχi(r) dr 
[
−
e−rχi+1(r)
r
]∞
rR

1
R e
−Rχi+1(R),
as required. Thus the statement is true for all i with b  0.
Now assume that it is true for 0 ≤ b < c; we will prove it when b  c. Start by
using integration by parts together with the above lemma.∫ ∞
R
e−rχi(r)r
2c dr 
[
−
e−rχi+1(r)
r
r2c
]∞
R
−
∫ ∞
R
−
e−rχi+1(r)
r
2cr2c−1 dr
 e−Rχi+1(R)R
2c−1
+ 2c
∫ ∞
R
e−rχi+1(r)r
2(c−1) dr
 e−Rχi+1(R)R
2c−1
+ 2ce−R
c−1∑
j0
2
j (c−1)!
(c−1− j)!R
2(c−1− j)−1χi+1+ j+1(R)
 e−Rχi+1(R)R
2c−1
+ e−R
c∑
k1
2
k c!
(c−k)!R
2(c−k)−1χi+k+1(R)
 e−R
c∑
k0
2
k c!
(c−k!)R
2(c−k)−1χi+k+1(R),
as required, where the third equality used the inductive hypothesis and the fourth
equality used the substitution k  j + 1. The lemma follows by induction. 
Proof of Theorem 10. We use Theorem 11 with the expression for the potential func-
tion given in Theorem 9.
|BnR | 
1
n!ωn
∫
Rn
h(x) dx 
1
n!ωn
∫
BnR
1 dx +
1
n!ωn
∫
|x |>R
h(x) dx

1
n!ωn
Rnωn +
1
n!ωn
∫
r>R
h(r)rn−1σn−1 dr

1
n!
{
Rn + n
∫ ∞
rR
h(r)rn−1 dx
}
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
1
n!
{
Rn + n
p∑
i0
α˜i e
R R2i
∫ ∞
rR
e−rχi(r)r
−2i r2p dx
}
Using Lemma 12 above then gives us the theorem. 
4.2. Determinant formula for the magnitude. Now we will give a reasonably
explicit formula for the magnitude of an odd dimensional ball in terms of a ratio
of two determinants.
Defining, for i  0, 1, 2, . . . , p, the integral polynomial
ξ˜p ,i : n
p−i∑
j0
2 j(p − i)!
(p − i − j)!
R2(p− j)χi+ j+1(R),
recalling n  2p+ 1, and rearranging the formula for magnitude in Theorem 10 we
find
−n! R
BnR + p∑
i0
ξ˜p ,i α˜i  −R
2p+2.
We can extend the linear system in Theorem 9 to deduce that the magnitude
BnR
is obtained by solving the following linear system.
©­­­­­­«
χ0(R) χ1(R) . . . χp(R) 0
χ1(R) χ2(R) . . . χp+1(R) 0
...
...
...
...
χp(R) χp+1(R) . . . χ2p(R) 0
ξ˜p ,0 ξ˜p ,1 . . . ξ˜p ,p −n! R
ª®®®®®®¬
©­­­­­«
α˜0
α˜1
...
α˜p
|BnR |
ª®®®®®¬

©­­­­­«
1
0
...
0
−R2p+2
ª®®®®®¬
Clearly this can be simplified by adding a multiple of the top row to the bottom
row, so defining, for i  0, 1, . . . , p the integral polynomial
ξp ,i(R) : R
2p+2χi(R) + ξ˜p ,i(R)
we find that the magnitude is obtained in the solution to the following linear
system. ©­­­­­«
χ0(R) χ1(R) . . . χp(R) 0
χ1(R) χ2(R) . . . χp+1(R) 0
...
...
...
...
χp(R) χp+1(R) . . . χ2p(R) 0
ξp ,0(R) ξp ,1(R) . . . ξp ,p(R) −n! R
ª®®®®®¬
©­­­­­«
α˜0
α˜1
...
α˜p
|BnR |
ª®®®®®¬

©­­­­­«
1
0
...
0
0
ª®®®®®¬
Astraightforwardapplication of Cramer’s Rule then gives the following reasonably
explicit form for the magnitude.
Theorem 13. The magnitude |B
2p+1
R
| of the 2p + 1-dimensional, radius R ball, is given
by the following expression involving a ratio of determinants.
B2p+1R   (−1)pn! R

χ1(R) . . . χp+1(R)
...
...
χp(R) . . . χ2p(R)
ξp ,0(R) . . . ξp ,p(R)

χ0(R) . . . χp(R)
...
...
χp(R) . . . χ2p(R)


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4.3. Examples. It is easy to implement this formula in a dozen or so lines of
SageMath. So for example we have when n  3, i.e. p  1,
B3R  −13! R
 χ1(R) χ2(R)R4χ0(R) + 3R2χ1(R) + 6χ2(R) R4χ1(R) + 3R2χ2(R)χ0(R) χ1(R)χ1(R) χ2(R)

−1
3! R
 R R2 + RR4 + 3R3 + 6R2 + 6R R5 + 3R4 + 3R31 RR R2 + R

−1
3! R
−R2(R3 + 6R2 + 12R + 6)
R

1
3!
(R3 + 6R2 + 12R + 6),
which is exactly as was calculated by Barcelo and Carbery [1].
Similarly, when n  5, i.e. p  2we have
B5R  15! R
 χ1(R) χ2(R) χ3(R)χ2(R) χ3(R) χ4(R)
R6χ0+5R4χ1+20R2χ2+40 χ3 R6χ1+5R4χ2+10R2χ3 R6χ2+5R4χ3
χ0(R) χ1(R) χ2(R)χ1(R) χ2(R) χ3(R)χ2(R) χ3(R) χ4(R)


1
5! R
2R3(R6 + 18R5 + 135R4 + 525R3 + 1080R2 + 1080R + 360)
2R2(R + 3)

1
5!
R6 + 18R5 + 135R4 + 525R3 + 1080R2 + 1080R + 360
R + 3
,
which again agrees with the earlier calculation.
5. Conjecturing the Hankel determinant expression for the magnitude
In this section we want to see how some empirical (and unexplained) observa-
tions about the solution set to the linear system in Theorem 9 lead to a conjecture
about a much more symmetric expression for the magnitude of an odd-ball. This
conjecture is proved in [8], but no explanation is given there for the how that
expression was guessed. This is the missing explanation.
First we must embellish the notation a little by indicating on the coefficients of h
which dimension we are working in. So write α
[n]
i
for the ith coefficient of h when
we are working with the n-dimensional ball Bn
R
. Here are some values of α˜
[n]
0
for
small, odd n.
α˜
[1]
0
 1
α˜
[3]
0
 R + 1
α˜
[5]
0

R3 + 6R2 + 12R + 6
2! (R + 3)
α˜
[7]
0

R6 + 18R5 + 135R4 + 525R3 + 1080R2 + 1080R + 360
3! (R3 + 12R2 + 48R + 60)
α˜
[9]
0

R10 + 40R9 + 720R8 + · · · + 1814400R2 + 1209600R + 302400
4!(R6 + 30R5 + 375R4 + 2475R3 + 9000R2 + 16920R + 12600)
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You can compare these values with the magnitudes listed in the introduction and
arrive at the following which was also observed independently by Barcelo and
Carbery [1].
Empirical observation 14. For those n for which the magnitude was calculated, the
magnitude of the n-ball is a rational function whose numerator is — up to powers of R —
the same as the zeroth coefficient from the next dimension up:
|BnR | ∝
numerator
(
α˜
[n+2]
0
)
denominator
(
α˜
[n]
0
) .
Due to the simple form of the right hand side of the linear system in Theorem 9,
Cramer’s Rule immediately gives us the following easy to write down expression
for α˜
[n]
0
.
α˜
[n]
0

det[χi+ j(R)]
p
i , j1
det[χi+ j(R)]
p
i , j0
.
Using these observations together with some computations to fix the constants of
proportionality, one is led to conjecture the following.
Formula 15. For n  2p + 1 the magnitude of the n-dimensional ball of radius R has the
following form:
|BnR | 

χ2(R) χ3(R) . . . χp+2(R)
χ3(R) χ4(R) . . . χp+3(R)
...
...
...
χp+2(R) χp+3(R) . . . χ2p+2(R)

n! R

χ0(R) χ1(R) . . . χp(R)
χ1(R) χ2(R) . . . χp+1(R)
...
...
...
χp(R) χp+1(R) . . . χ2p(R)

.
In the presence of Theorem 13 proving the formula is equivalent to proving the
following determinantal identity:
(−1)p

χ1(R) . . . χp+1(R)
...
...
χp(R) . . . χ2p(R)
ξp ,0(R) . . . ξp ,p(R)
 

χ2(R) . . . χp+2(R)
...
...
χp+1(R) . . . χ2p+1(R)
χ2p+2(R) . . . χ2p+2(R)
 .
Unfortunately I do not know how to give a direct proof of this identity. Fortunately,
I do know how to prove the formula using a rather different approach, using the
weight distribution for the ball rather than the potential function. This is done
in [8], however, using that approach it is not clear why one might guess such a
formula for the magnitude.
6. Conjecturing the derivative of the magnitude
In the previous section we saw how some observations about the lowest coef-
ficient α˜
[n+2]
0
lead to a conjecture about expressing the magnitude of BnR in terms
of Hankel determinants. In this final section we see how some observations about
the highest coefficient α˜
[n+2]
p+1 leads to a conjecture about expressing the derivative
of the magnitude of BnR in terms of Hankel determinants.
ON THE MAGNITUDE OF ODD BALLS VIA POTENTIAL FUNCTIONS 13
We can calculate α˜
[n]
p for some for small n.
α˜
[1]
0
 1
α˜
[3]
1
 −1
α˜
[5]
2

R + 2
2! (R + 3)
α˜
[7]
3

−(R3 + 9R2 + 27R + 24)
3! (R3 + 12R2 + 48R + 60)
α˜
[9]
4

R6 + 24R5 + 240R4 + 1260R3 + 3600R2 + 5220R + 2880
4! (R6 + 30R5 + 375R4 + 2475R3 + 9000R2 + 16920R + 12600)
In a seemingly unrelated direction, we know that d
i
dr i
h[n](R)  0 for i  1, . . . , p,
and the derivative d
p+1
drp+1
h[n] is discontinuous at r  R. The limit from below at this
discontinuity will be 0 as h[n](r)  1 for r ≤ R and we can calculate the limit from
above for small values of n.
lim
r↓R
dh[1]
dr
 −1
lim
r↓R
d2h[3]
dr2

−(R + 2)
R
lim
r↓R
d3h[5]
dr3

−(R3 + 9R2 + 27R + 24)
R2 (R + 3)
lim
r↓R
d4h[7]
dr4

−(R6 + 24R5 + 240R4 + 1260R3 + 3600R2 + 5220R + 2880)
R3 (R3 + 12R2 + 48R + 60)
Again, we see the phenomenon that denominator of something in dimension n is
essentially the denominator of one of the coefficients in dimension n + 2. I have no
explanation for this. But it does lead to some explicit formulas. As before due to
the simple form of the right hand side of the linear system in Theorem 9, Cramer’s
Rule immediately gives us the following easy to write down expression for α˜
[n]
0
.
α˜
[n]
p  (−1)
p
det[χi+ j+1(R)]
p−1
i , j0
det[χi+ j(R)]
p
i , j0
.
With that in mind one can then formulate and prove the following theorem.
Theorem 16. For n  2p + 1 we have the following expression for the first non-trivial
derivative of the potential function at the boundary of the ball:
lim
r↓R
dp+1
drp+1
h[n]  −
det[χi+ j+1(R)]
p
i , j0
Rp+1 det[χi+ j(R)]
p
i , j0
.
Proof. Take h0(r) :
∑p
i0
α
[n]
i
ψi(r) so that
lim
r↓R
dp+1
drp+1
h[n] 
dp+1
drp+1
h0(R).
Define the sequence (hi)
∞
i0
as above. By Lemma 8, the fact that d
k
drk
h0(R)  0 for
k  0, . . . , p and the fact that d
p+1
p+1  1we have
hp+1(R) 
p+1∑
k1
(−1)kd
p+1
k
d
k
drk
h0(R)
R2(p+1)−k

(−1)p+1 d
p+1
drp+1
h0(R)
Rp+1
.
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On the other hand,
hp+1(R) 
p∑
i0
α
[n]
i
ψp+1+i(R)  R
−2p−2
p∑
i0
α˜
[n]
i
χp+1+i(R).
Equating these two expression gives
(−1)p+1Rp+1
dp+1
drp+1
h0(R) 
p∑
i0
α˜
[n]
i
χp+1+i(R).
Moving the left hand side to the right hand side and appending the resulting
equation to the linear system in Theorem 9 gives
©­­­­­«
χ0(R) χ1(R) . . . χp(R) 0
χ1(R) χ2(R) . . . χp+1(R) 0
...
...
...
χp(R) χp+1(R) . . . χ2p(R) 0
χp+1(R) χp+2(R) . . . χ2p+1(R) (−1)
pRp+1
ª®®®®®¬
©­­­­­­«
α˜0
α˜1
...
α˜p
d
p+1
drp+1
h0(R)
ª®®®®®®¬

©­­­­­«
1
0
...
0
0
ª®®®®®¬
.

It turns out that on further experimentation these polynomials crop up in the
derivatives of the magnitude function for odd balls. We can calculate the following
derivatives, e.g. using SageMath.
d|B1R |
dR
 1
d|B3
R
|
dR

1
2!
(R + 2)2
d|B5R |
dR

(R3 + 9R2 + 27R + 24)2
4! (R + 3)2
d|B7
R
|
dR

(R6 + 24R5 + 240R4 + 1260R3 + 3600R2 + 5220R + 2880)2
6! (R3 + 12R2 + 48R + 60)2
This leads to the following intriguing conjecture which has been verified numeri-
cally up to n  57.
Conjecture 17. The derivative of the magnitude of the n-ball is related to the first non-
trivial derivative of the potential function at r  R.
d
dR
|BnR | 
(
det[χi+ j+1(R)]
p
i , j0
)2
(2p)! R2
(
det[χi+ j(R)]
p
i , j0
)2  Rn−1(n − 1)! [limr↓R dp+1drp+1 h(r)]2 .
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