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Abstract
In this paper, we introduce a PQ-norm and discuss the condition number of the generalized inverse A(2)T;S .
We get some results on the condition numbers with respect to A(2)T;S and constrained linear systems Ax=b; x∈T
which are similar to the regular inverse A−1 and nonsingular linear systems Ax = b. Finally, we investigate
the structured perturbation of the generalized inverse A(2)T;S .
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1. Introduction
As for our topic, 7rst we give the de7nition of the generalized inverse A(2)T;S as follows.
Denition 1.1. Let A∈Cm×n, let T be a subspace of Cn of s6 r , and let S be a subspace of Cm
of dimension m− s. If matrix X ∈Cn×m satis7es
XAX = X; R(X ) = T; N (X ) = S;
then X is called the generalized inverse A(2)T;S of A.
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In this paper, we adopt the notations on generalized inverses used in [1]: the Moore–Penrose
inverse A†, the Drazin inverse AD, and the {2}-inverse of matrix A with prescribed range T and null
space S; A(2)T;S , etc. Particularly we recall the concept of group inverse Ag.
Let us denote k = Ind(A) the smallest nonnegative integer which satis7es rank(Ak+1) = rank(Ak).
Then we know the unique matrix AD that satis7es equations: AkADA=Ak; ADAAD =AD; AAD =ADA
is called the Drazin inverse. When k = 1 we call it the group inverse, denote as Ag.
Higham [3] have discussed diJerent condition numbers of regular inverses and nonsingular linear
systems. As for generalized inverses and singular linear systems there are similar results on these
problems. Papers [6,7,11,2] have some results when the generalized inverse is a Moore–Penrose
inverse, Drazin inverse and generalized Bott–DuKn inverse, respectively. Because all the generalized
inverses belong to the generalized inverse A(2)T;S , we are more interested in the condition numbers
connected with the generalized inverse A(2)T;S . Papers [4,8–10,5,12] have discussed this topic when the
generalized inverse is A(2)T;S . In [12] we mainly consider the spectral norm and Frobenius norm. That
is for A; E ∈Cm×n and T ⊆ Cn, S ⊆ Cm, we discuss the condition number
CondTS(A) := lim
→0+ sup‖E‖6‖A‖
‖(A+ E)(2)T;S − A(2)T;S‖
‖A(2)T;S‖
;
and for the constrained linear systems Ax = b, x∈T we discuss the condition number
CondTS(A; b) := lim
→0+ sup‖E‖6‖A‖;‖b‖6‖b‖
‖(A+ E)(2)T;S(b+ b)− A(2)T;Sb‖
‖A(2)T;Sb‖
;
the norm above is ‖:‖2 or ‖:‖F .
In this paper we will consider the so-called PQ-norm and we will see that better results can be
obtained. First we introduce the concept of PQ-norm.
For A∈Cm×n, B∈Cn×m, x∈Cm and y∈Cn; we de7ne norms as follows:
‖A‖QP := ‖QAP−1‖2; ‖B‖PQ := ‖PBQ−1‖2;
and
‖x‖Q := ‖Qx‖2; ‖y‖P := ‖Py‖2;
where P ∈Cn×n and Q∈Cm×m are nonsingular.
In the following contents we will 7nd the matrices P and Q and use the PQ-norm to derive some
results on the condition number of the generalized inverse A(2)T;S .
2. Condition number of the generalized inverse A(2)T;S
The following lemma is needed in what follows.
Lemma 2.1 (Ben-Israel and Greville [1, p. 70]): Let A∈Cm×n; rank(A) = r; T ⊆ Cn; S ⊆ Cm;
dim(T )=dim(S⊥)= r. Then, A has a {2}-inverse X such that R(X )=T; and N (X )=S if and only
if AT ⊕ S = Cm; in which case X = A(2)T;S is unique.
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Lemma 2.2 (Wei [4]): If the conditions of Lemma 2.1 are satis:ed, and G ∈Cn×m; R(G)=T; N (G)=
S; where R(G) denotes the range of G and N (G) the null space of G. Then
A(2)T;S = (GA)gG = G(AG)g:
Lemma 2.3 (Wei and DjordjeviLc [5]). If the conditions of Lemmas 2.1 and 2.2 are satis:ed, then
A, G and A(2)T;S have the following structure:
A= Q−1
(
A11 0
0 A22
)
P; (1)
G = P−1
(
G11 0
0 0
)
Q; (2)
A(2)T;S = P
−1
(
A−111 0
0 0
)
Q; (3)
where A11; G11 ∈Cr×r ; P ∈Cn×n; Q∈Cm×m, and P;Q; A11; G11 are all invertible.
Next we will present a simple expression for the generalized inverse (A+ E)(2)T;S .
Theorem 2.4. Suppose the conditions of Lemmas 2.1 and 2.2 are satis:ed, and E ∈Cm×n; R(E) ⊆
AT , R(E∗) ⊆ A∗S⊥, if ‖A(2)T;S‖PQ‖E‖QP ¡ 1; then
(A+ E)(2)T;S = (I + A
(2)
T;SE)
−1A(2)T;S = A
(2)
T;S(I + EA
(2)
T;S)
−1: (4)
Proof. Denote QEP−1 =
(
E11
E21
E12
E22
)
, it is easy to verify that R(E) ⊆ AT if and only if AA(2)T;SE = E;
R(E∗) ⊆ A∗S⊥ if and only if EA(2)T;SA= E. From AA(2)T;SE = E we can get E21 = 0; E22 = 0; and from
EA(2)T;SA= E we can get E12 = 0; E22 = 0.
So A+E=Q−1
(
A11+E11
0
0
A22
)
P; and (A+E)T ⊕S=AT ⊕S=Cm; that is to say, (A+E)(2)T;S exists.
From Lemma 2.3 we have
(A+ E)(2)T;S = P
−1
(
(A11+E11)−1
0
0
0
)
Q = (I + A(2)T;SE)
−1A(2)T;S .
Similarly we can get the second equality of (4).
Now we are in a position to analyze the condition number of the generalized inverse A(2)T;S .
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Theorem 2.5. Let A; E ∈Cm×n; R(E) ⊆ AT; R(E∗) ⊆ A∗S⊥; if ‖A(2)T;S‖PQ‖E‖QP ¡ 1; then the condi-
tion number
Cond2(A) := lim
→0+ sup‖E‖QP6‖A‖QP
‖(A+ E)(2)T;S − A(2)T;S‖PQ
‖A(2)T;S‖PQ
satis:es
Cond2(A) = ‖A‖QP‖A(2)T;S‖PQ: (5)
Proof. From Theorem 2.4 we have
(A + E)(2)T;S − A(2)T;S = −A(2)T;SEA(2)T;S + O(2); with ‖E‖QP6 ‖A‖QP and neglecting the second-order
term O(2) we have
(A+ E)(2)T;S − A(2)T;S =−A(2)T;SEA(2)T;S :
So we have
‖(A+ E)(2)T;S − A(2)T;S‖PQ = ‖A(2)T;SEA(2)T;S‖PQ6 ‖A‖QP‖A(2)T;S‖2PQ;
that is
‖(A+ E)(2)T;S − A(2)T;S‖PQ
‖A(2)T;S‖PQ
6 ‖A‖QP‖A(2)T;S‖PQ:
We know that there exist y; z ∈Cr which satisfy ‖y‖2 =‖z‖2 =1; such that ‖A−111 y‖2 =‖z∗A−111 ‖2 =
‖A−111 ‖2. Set E = ‖A‖QPQ−1(y0 )(z∗ 0)P, it is easy to verify that ‖E‖QP = ‖A‖QP, and with E =
‖A‖QPQ−1
(yz∗
0
0
0
)
P, we can show that AA(2)T;SE = EA
(2)
T;SA= E; that is R(E) ⊆ AT; R(E∗) ⊆ A∗S⊥.
Furthermore,
‖A(2)T;SEA(2)T;S‖PQ = ‖PA(2)T;SEA(2)T;SQ−1‖2
= ‖A‖QP
∣∣∣∣∣
∣∣∣∣∣
(
A−111 y
0
)(
z∗A−111 0
)∣∣∣∣∣
∣∣∣∣∣
2
= ‖A‖QP
∣∣∣∣∣
∣∣∣∣∣
(
(A−111 y)(z
∗A−111 ) 0
0 0
)∣∣∣∣∣
∣∣∣∣∣
2
= ‖A‖QP‖A−111 y‖2‖z∗A−111 ‖2 = ‖A‖QP‖A−111 ‖22
= ‖A‖QP
∣∣∣∣∣
∣∣∣∣∣P−1
(
A−111 0
0 0
)
Q
∣∣∣∣∣
∣∣∣∣∣
2
PQ
= ‖A‖QP‖A(2)T;S‖2PQ:
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Thus
‖(A+ E)(2)T;S − A(2)T;S‖PQ
‖A(2)T;S‖PQ
= ‖A‖QP‖A(2)T;S‖PQ:
For A∈Cm×n, B∈Cn×m, x∈Cm and y∈Cn; we can de7ne norms as follows.
‖A‖FQP := ‖QAP−1‖F ; ‖B‖FPQ := ‖PBQ−1‖F ;
and
‖x‖Q := ‖Qx‖F = ‖Qx‖2; ‖y‖P := ‖Py‖F = ‖Py‖2;
where P ∈Cn×n and Q∈Cm×m are nonsingular, then we have the following result.
Theorem 2.6. Let A; E ∈Cm×n; R(E) ⊆ AT; R(E∗) ⊆ A∗S⊥, if ‖A(2)T;S‖FPQ‖E‖FQP ¡ 1; then the condi-
tion number
CondF(A) := lim
→0+ sup‖E‖FQP6‖A‖FQP
‖(A+ E)(2)T;S − A(2)T;S‖FPQ
‖A(2)T;S‖FPQ
satis:es
CondF(A) =
‖A‖FQP‖A(2)T;S‖2PQ
‖A(2)T;S‖FPQ
: (6)
Proof. From Theorem 2.5, we know
(A + E)(2)T;S − A(2)T;S = −A(2)T;SEA(2)T;S + O(2); with ‖E‖FQP6 ‖A‖FQP and neglecting the second-order
term O(2) we have
(A+ E)(2)T;S − A(2)T;S =−A(2)T;SEA(2)T;S ;
thus
‖(A+ E)(2)T;S − A(2)T;S‖FPQ = ‖A(2)T;SEA(2)T;S‖FPQ = ‖PA(2)T;SEA(2)T;SQ−1‖F
6 ‖PA(2)T;SEP−1‖F‖PA(2)T;SQ−1‖26 ‖PA(2)T;SQ−1‖2‖QEP−1‖F‖A(2)T;S‖PQ
= ‖A(2)T;S‖PQ‖E‖FQP‖A(2)T;S‖PQ6 ‖A‖FQP‖A(2)T;S‖2PQ;
i.e.,
‖(A+ E)(2)T;S − A(2)T;S‖FPQ
‖A(2)T;S‖FPQ
6
‖A‖FQP‖A(2)T;S‖2PQ
‖A(2)T;S‖FPQ
:
Similar to the proof of Theorem 2.5, we can choose y; z ∈Cr which satisfy ‖y‖2=‖z‖2=1; such that
‖A−111 y‖2=‖z∗A−111 ‖2=‖A−111 ‖2. Set E=‖A‖QPQ−1(y0 )(z∗ 0)P; it is easy to verify that ‖E‖FQP=‖A‖FQP
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and AA(2)T;SE = EA
(2)
T;SA= E; that is R(E) ⊆ AT; R(E∗) ⊆ A∗S⊥. So we have
‖A(2)T;SEA(2)T;S‖FPQ = ‖PA(2)T;SEA(2)T;SQ−1‖F
= ‖A‖FQP
∣∣∣∣∣
∣∣∣∣∣
(
A−111 y
0
)(
z∗A−111 0
)∣∣∣∣∣
∣∣∣∣∣
F
= ‖A‖FQP
∣∣∣∣∣
∣∣∣∣∣
(
A−111 y
0
)(
z∗A−111 0
)∣∣∣∣∣
∣∣∣∣∣
2
= ‖A‖FQP‖A−111 y‖2‖z∗A−111 ‖2 = ‖A‖FQP‖A−111 ‖22
= ‖A‖FQP
∣∣∣∣∣
∣∣∣∣∣P−1
(
A−111 0
0 0
)
Q
∣∣∣∣∣
∣∣∣∣∣
2
PQ
= ‖A‖FQP‖A(2)T;S‖2PQ;
then
‖(A+ E)(2)T;S − A(2)T;S‖FPQ
‖A(2)T;S‖FPQ
=
‖A‖FQP‖A(2)T;S‖2PQ
‖A(2)T;S‖FPQ
:
From Theorem 2.6 we can see as a special case, if A is a invertible matrix then we cover the
similar result in [3], that is:
Corollary 2.7 (Higham [3]): The condition number
CondF(A) := lim
→0+ sup‖E‖F6‖A‖F
‖(A+ E)−1 − A−1‖F
‖A−1‖F (7)
satis:es:
CondF(A) =
‖A‖F‖A−1‖22
‖A−1‖F : (8)
The condition number of the Moore–Penrose inverse can be simpli7ed as follows.
Corollary 2.8 (Wei and Wang [6]): Let A; E ∈Cm×n. If R(E) ⊆ R(A); R(E∗) ⊆ R(A∗), then
(i) CondF(A) := lim
→0+ sup‖E‖F6‖A‖F
‖(A+ E)† − A†‖F
‖A†‖F =
‖A‖F‖A†‖22
‖A†‖F ; (9)
(ii) Cond2(A) := lim
→0+ sup‖E‖26‖A‖2
‖(A+ E)† − A†‖2
‖A†‖2 = ‖A‖2‖A
†‖2: (10)
As a special case for the Drazin inverse, we have the similar result.
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Corollary 2.9 (Wei et al. [7]): Let A; E ∈Cn×n; k=Ind(A), suppose R(E) ⊆ R(Ak); R(E∗) ⊆ R(A∗k),
then
(i) CondF(A) := lim
→0+ sup‖E‖F
PP−16‖A‖FPP−1
‖(A+ E)D − AD‖FPP−1
‖AD‖FPP−1
=
‖A‖FPP−1‖AD‖2PP−1
‖AD‖FPP−1
; (11)
(ii) Cond2(A) := lim
→0+ sup‖E‖PP−16‖A‖PP−1
‖(A+ E)D − AD‖PP−1
‖AD‖PP−1
= ‖A‖PP−1‖AD‖PP−1 ; (12)
where PAP−1 is the Jordan canonical form of A.
3. Condition numbers of constrained linear systems Ax = b, x∈T
Now we will present some results on the condition numbers of constrained linear systems. As for
the nonsingular linear systems Ax = b we have:
Theorem 3.1 (Higham [3]): For the nonsingular linear systems Ax = b the condition number
CondF(A; b) := lim
→0+ sup‖E‖F6‖A‖F ;‖b‖F6‖b‖F
‖(A+ E)−1(b+ b)− A−1b‖F
‖A−1b‖F (13)
satis:es:
CondF(A; b) = ‖A‖F‖A−1‖2 + ‖A
−1‖2‖b‖2
‖A−1b‖2 : (14)
As for constrained linear systems Ax = b; x∈T we have the following result.
Theorem 3.2. If the conditions of Lemmas 2.1 and 2.2 are satis:ed, and R(E) ⊆ AT , R(E∗) ⊆
A∗S⊥; b∈AT; b ∈ET , then the condition number of Ax = b; x∈T :
Cond2(A; b) := lim
→0+ sup‖E‖QP6‖A‖QP;‖b‖Q6‖b‖Q
‖(A+ E)(2)T;S(b+ b)− A(2)T;Sb‖P
‖A(2)T;Sb‖P
satis:es
Cond2(A; b) = ‖A‖QP‖A(2)T;S‖PQ +
‖A(2)T;S‖PQ‖b‖Q
‖A(2)T;Sb‖P
: (15)
Proof. It is easy to know that Ax=b; x∈T and its perturbation system (A+E)(x+x)=b+b; x+
x ∈T have unique solution x=A(2)T;Sb (without loss of generality x 	= 0) and x+x=(A+E)(2)T;S(b+b),
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when b∈AT and b+ b ∈ (A+ E)T . So we have
x = (A+ E)
(2)
T;S(b+ b)− x = (A+ E)(2)T;S(b+ b)− A(2)T;Sb:
On the other hand, when ‖E‖QP6 ‖A‖QP; ‖b‖Q6 ‖b‖Q we have
x = A
(2)
T;S(b − Ex) + O(2) (see [12]);
neglecting the second-order term O(2) we have
‖(A+ E)(2)T;S(b+ b)− A(2)T;Sb‖P = ‖A(2)T;S(b − Ex)‖P
6 ‖A(2)T;S‖PQ‖b − Ex‖Q6 ‖A(2)T;S‖PQ(‖b‖Q + ‖Ex‖Q)
6 ‖A(2)T;S‖PQ(‖b‖Q + ‖E‖QP‖x‖P)
6 ‖A(2)T;S‖PQ(‖b‖Q + ‖A‖QP‖A(2)T;Sb‖P):
So
‖(A+ E)(2)T;S(b+ b)− A(2)T;Sb‖P
‖A(2)T;Sb‖P
6 ‖A‖QP‖A(2)T;S‖PQ +
‖A(2)T;S‖PQ‖b‖Q
‖A(2)T;Sb‖P
:
Denote P = (P1P2 ); P1 ∈Cr×n; then
Px = (P1P2 )x = (
P1x
P2x
) = P A(2)T;Sb = PP
−1
(
A−111
0
0
0
)
Qb , (f0 ), that is P1x = f; P2x = 0, and since
x 	= 0, we get P1x 	= 0 and ‖Px‖2 = ‖P1x‖2. Set
E =
−‖A‖QP
‖Px‖2 Q
−1
(
y
0
)
x∗P∗
(
I 0
0 0
)
P =
−‖A‖QP
‖Px‖2 Q
−1
(
yx∗P∗1 0
0 0
)
P;
b= ‖b‖Q Q−1(y0 ), where y is the same as in Theorem 2.5, that is, ‖y‖2 = 1; such that ‖A−111 y‖2 =
‖A−111 ‖2. Obviously b ∈E T and ‖b‖Q = ‖b‖Q. It is easy to verify AA(2)T;SE = EA(2)T;SA = E; so
R(E) ⊆ AT; R(E∗) ⊆ A∗S⊥.
‖E‖QP = ‖A‖QP‖Px‖2
∣∣∣∣∣
∣∣∣∣∣
(
y
0
)(
x∗P∗
(
I 0
0 0
))∣∣∣∣∣
∣∣∣∣∣
2
=
‖A‖QP
‖Px‖2 ‖y‖2
∣∣∣∣∣
∣∣∣∣∣x∗P∗
(
I 0
0 0
)∣∣∣∣∣
∣∣∣∣∣
2
=
‖A‖QP
‖Px‖2 ‖((P1x)
∗ 0)‖2
=
‖A‖QP
‖Px‖2 ‖P1x‖2 = ‖A‖QP:
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Thus
‖(A+ E)(2)T;S(b+ b)− A(2)T;Sb‖P
‖A(2)T;Sb‖P
=
‖A(2)T;S(b − Ex)‖P
‖A(2)T;Sb‖P
=
∣∣∣∣∣
∣∣∣∣∣A(2)T;S
(
‖b‖QQ−1
(
y
0
)
+ ((‖A‖QP‖P1x‖22=‖Px‖2))Q−1
(
y
0
))∣∣∣∣∣
∣∣∣∣∣
P
‖A(2)T;Sb‖P
=
(‖b‖Q + ‖A‖QP‖Px‖2)
∣∣∣∣∣
∣∣∣∣∣A(2)T;SQ−1
(
y
0
)∣∣∣∣∣
∣∣∣∣∣
P
‖A(2)T;Sb‖P
=
(‖b‖Q + ‖A‖QP‖A(2)T;Sb‖P)‖A−111 y‖2
‖A(2)T;Sb‖P
=‖A‖QP‖A(2)T;S‖PQ +
‖A(2)T;S‖PQ‖b‖Q
‖A(2)T;Sb‖P
:
(Notice that ‖A(2)T;S‖PQ = ‖A−111 ‖2 = ‖A−111 y‖2:)
Next we will consider the condition number of the constrained linear systems with respect to
F-norm.
Theorem 3.3. If the conditions of Lemmas 2.1 and 2.2 are satis:ed, R(E) ⊆ AT; R(E∗) ⊆
A∗S⊥; b∈AT; b ∈ET; then the condition number of Ax = b; x∈T :
CondF(A; b) := lim
→0+ sup‖E‖FQP6‖A‖FQP;‖b‖Q6‖b‖Q
‖(A+ E)(2)T;S(b+ b)− A(2)T;Sb‖P
‖A(2)T;Sb‖P
satis:es
CondF(A; b) = ‖A‖FQP‖A(2)T;S‖PQ +
‖A(2)T;S‖PQ‖b‖Q
‖A(2)T;Sb‖P
: (16)
As for the special case of the Moore–Penrose inverse and the least-squares problem, we have the
following result.
Corollary 3.4 (Wei and Wang [6]): Let A; E ∈Cm×n, suppose R(E) ⊆ R(A), R(E∗) ⊆ R(A∗),
b; b ∈R(A); If the conditions of Lemmas 2.1 and 2.2 are satis:ed, then
(i) CondF(A; b) := lim
→0+ sup‖E‖F6‖A‖F ;‖b‖26‖b‖2
‖(A+ E)†(b+ b)− A†b‖2
‖A†b‖2
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satis:es
CondF(A; b) = ‖A‖F‖A†‖2 + ‖A
†‖2‖b‖2
‖A†b‖2 : (17)
(ii) Cond2(A; b) := lim
→0+ sup‖E‖26‖A‖2 ;‖b‖26‖b‖2
‖(A+ E)†(b+ b)− A†b‖2
‖A†b‖2
satis:es
Cond2(A; b) = ‖A‖2‖A†‖2 + ‖A
†‖2‖b‖2
‖A†b‖2 : (18)
As for the special case of the Drazin inverse and the singular linear systems, we can obtain the
following result.
Corollary 3.5 (Wei et al. [7]): Let A; E ∈Cn×n; k=Ind(A), suppose R(E) ⊆ R(Ak), R(E∗) ⊆ R(A∗k),
b; b ∈R(Ak); If the conditions of Lemmas 2.1 and 2.2 are satis:ed, then
(i) CondF(A; b) := lim
→0+ sup‖E‖F
PP−16‖A‖FPP−1 ;‖b‖P6‖b‖P
‖(A+ E)D(b+ b)− ADb‖P
‖ADb‖P
satis:es
CondF(A; b) = ‖A‖FPP−1‖AD‖PP−1 +
‖AD‖PP−1‖b‖P
‖ADb‖P : (19)
(ii) Cond2(A; b) := lim
→0+ sup‖E‖PP−16‖A‖PP−1 ;‖b‖P6‖b‖P
‖(A+ E)D(b+ b)− ADb‖P
‖ADb‖P
satis:es
Cond2(A; b) = ‖A‖PP−1‖AD‖PP−1 +
‖AD‖PP−1‖b‖P
‖ADb‖P ; (20)
where PAP−1 is the Jordan canonical form of A.
4. The minimum quality of condition number
In this section we will discuss a type of problems about the minimum quality of condition number
of the generalized inverse A(2)T;S and the constrained linear systems: Ax = b; x∈T .
As for generalized Bott–DuKn inverse A(+)(L) , where A∈Cn×n; L ⊆ Cn; Chen et al. (see [2]) have
obtained the following results: for all the  (A; L) which satisfy the inequality
‖(A+ E)(+)(L) − A(+)(L) ‖
‖A(+)(L) ‖
6
 (A; L)‖E‖=‖A‖
1−  (A; L)‖E‖=‖A‖ ;
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then ‖A‖‖A(+)(L) ‖ is the smallest, that is ‖A‖‖A(+)(L) ‖6  (A; L), here  (A; L) is independent of E, but
dependent on A and L. Correspondingly there has the same result on the condition number of
constrained linear systems.
As for generalized inverse A(2)T;S , we get the following results.
Theorem 4.1. Suppose the conditions of Lemmas 2.1 and 2.2 are satis:ed, if R(E)⊆ AT , R(E∗) ⊆
A∗S⊥; ‖A(2)T;S‖PQ‖E‖QP ¡ 1; then
‖(A+ E)(2)T;S − A(2)T;S‖PQ
‖A(2)T;S‖PQ
6
–T;S(A)‖E‖QP=‖A‖QP
1− –T;S(A)‖E‖QP=‖A‖QP ; (21)
where –T;S(A) = ‖A‖QP‖A(2)T;S‖PQ is the condition number of A(2)T;S .
Proof. It follows from Theorem 2.4 that
(A+ E)(2)T;S = (I + A
(2)
T;SE)
−1A(2)T;S ; and ‖(A+ E)(2)T;S‖PQ6
‖A(2)T;S‖PQ
1− ‖A(2)T;S‖PQ‖E‖QP
;
and from (A+ E)(2)T;S − A(2)T;S =−A(2)T;SE(A+ E)(2)T;S we get
‖(A+ E)(2)T;S − A(2)T;S‖PQ
‖A(2)T;S‖PQ
6 ‖E‖QP‖(A+ E)(2)T;S‖PQ6
‖E‖QP‖A(2)T;S‖PQ
1− ‖A(2)T;S‖PQ‖E‖QP
=
–T;S(A)‖E‖QP=‖A‖QP
1− –T;S(A)‖E‖QP=‖A‖QP :
Next we shall consider the minimum property of the condition number of the generalized inverse
A(2)T;S .
Theorem 4.2. Suppose the conditions of Lemmas 2.1 and 2.2 are satis:ed, and R(E) ⊆ AT ,
R(E∗) ⊆ A∗S⊥; ‖E‖QP6 ; (¡ 1=‖A(2)T;S‖PQ), if it is always true that
‖(A+ E)(2)T;S − A(2)T;S‖PQ
‖A(2)T;S‖PQ
6
 (A; T; S)‖E‖QP=‖A‖QP
1−  (A; T; S)‖E‖QP=‖A‖QP ;
then
–T;S(A) = ‖A‖QP‖A(2)T;S‖PQ6  (A; T; S);
where  (A; T; S) is a positive number independent of E, but dependent on A; T; S. This means that
–T;S(A) is the minimum in the above sense.
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Proof. From Theorem 2.4 we obtain
(A+ E)(2)T;S = (I + A
(2)
T;SE)
−1A(2)T;S =
∞∑
i=0
(−A(2)T;SE)iA(2)T;S
=A(2)T;S − A(2)T;SEA(2)T;S + (A(2)T;SE)2
∞∑
i=0
(−A(2)T;SE)iA(2)T;S ;
so we have
‖A(2)T;SEA(2)T;S‖PQ6 ‖(A+ E)(2)T;S − A(2)T;S‖PQ + ‖A(2)T;S‖3PQ‖E‖2QP
∞∑
i=0
; (‖A(2)T;S‖PQ‖E‖QP)i:
Set E = Q−1(y0 )(z
∗ 0)P, P;Q; z; y are the same as Theorem 2.5.
‖E‖QP = ‖y‖2‖z‖2 = ; A(2)T;SEA(2)T;S = P−1
(
A−111 yz
∗A−111 0
0 0
)
Q;
‖A(2)T;SEA(2)T;S‖PQ = ‖(A−111 y)(z∗A−111 )‖2 = ‖A−111 y‖2‖z∗A−111 ‖2
= ‖A−111 ‖22 = ‖A(2)T;S‖2PQ:
–T;S(A) = ‖A‖QP‖A(2)T;S‖PQ =
‖A‖QP‖A(2)T;SEA(2)T;S‖PQ
‖E‖QP‖A(2)T;S‖PQ
6
 (A; T; S)
1−  (A; T; S)‖E‖QP=‖A‖QP + ‖A‖QP‖A
(2)
T;S‖2PQ‖E‖QP
∞∑
i=0
(‖A(2)T;S‖PQ‖E‖QP)i;
let ‖E‖QP = → 0, we get –T;S(A)6  (A; T; S).
Now let us discuss the minimum quality of condition number of constrained linear systems, for
convenience we just consider the case that only A has perturbation E.
Theorem 4.3. If Ax=b and (A+E)x˜=b have the solution x=A(2)T;Sb and x˜=(A+E)
(2)
T;Sb respectively,
R(E) ⊆ AT , R(E∗) ⊆ A∗S⊥, ‖A(2)T;S‖PQ‖E‖QP ¡ 1, then
‖x˜ − x‖P
‖x‖P 6
–T;S(A)‖E‖QP=‖A‖QP
1− –T;S(A)‖E‖QP=‖A‖QP (22)
where –T;S(A) = ‖A‖QP‖A(2)T;S‖PQ.
Proof. From (A + E)(2)T;S = A
(2)
T;S(I + EA
(2)
T;S)
−1 we have (A + E)(2)T;S − A(2)T;S = −(A + E)(2)T;SEA(2)T;S , and
x˜ − x = [(A+ E)(2)T;S − A(2)T;S]b=−(A+ E)(2)T;SEA(2)T;Sb=−(A+ E)(2)T;SEx.
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Thus
‖x˜ − x‖P
‖x‖P 6 ‖E‖QP‖(A+ E)
(2)
T;S‖PQ
6
‖E‖QP‖A(2)T;S‖PQ
1− ‖A(2)T;S‖PQ‖E‖QP
(see the proof of Theorem 4:1)
=
–T;S(A)‖E‖QP=‖A‖QP
1− –T;S(A)‖E‖QP=‖A‖QP :
Now we can study the minimum property of the constrained linear systems: Ax = b; x∈T .
Theorem 4.4. Suppose Ax = b and (A + E)x˜ = b have the solution x = A(2)T;Sb and x˜ = (A + E)
(2)
T;Sb
respectively, and R(E) ⊆ AT , R(E∗) ⊆ A∗S⊥; ‖E‖QP6 ; (¡ 1=‖A(2)T;S‖PQ), if it is always true that
‖x˜ − x‖P
‖x‖P 6
 (A; T; S)‖E‖QP=‖A‖QP
1−  (A; T; S)‖E‖QP=‖A‖QP ;
then
–T;S(A) = ‖A‖QP‖A(2)T;S‖PQ6  (A; T; S);
where  (A; T; S) is a positive number independent of E, but dependent on A; T; S.
Proof. From the proof of Theorem 4.3 we have
x˜ − x=−(A+ E)(2)T;SEx =−(I + A(2)T;SE)−1A(2)T;SEx =−
∞∑
i=0
(−A(2)T;SE)iA(2)T;SEx
=−[A(2)T;SE − (A(2)T;SE)2
∞∑
i=0
(−A(2)T;SE)i]x;
so
‖x˜ − x‖P¿ ‖A(2)T;SEx‖P − ‖A(2)T;S‖2PQ‖E‖2QP
∞∑
i=0
(‖A(2)T;S‖PQ‖E‖QP)i‖x‖P:
Set E=(=‖x‖P)Q−1(y0 )(x∗P∗1 0)P, P;Q; y is still the same as Theorem 2.5, then we have ‖E‖QP=
, and
‖A(2)T;SEx‖P =

‖x‖P
∣∣∣∣∣
∣∣∣∣∣PP−1
(
A−111 0
0 0
)
QQ−1
(
y
0
)(
x∗P∗1 0
)
Px
∣∣∣∣∣
∣∣∣∣∣
2
=

‖x‖P
∣∣∣∣∣
∣∣∣∣∣
(
A−111 y
0
)
(x∗P∗1P1x)
∣∣∣∣∣
∣∣∣∣∣
2
=

‖x‖P ‖A
−1
11 y‖2‖P1x‖22
= ‖x‖P‖A(2)T;S‖PQ;
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thus
–T;S(A) = ‖A‖QP‖A(2)T;S‖PQ = ‖A‖QP
‖A(2)T;SEx‖P
‖E‖QP‖x‖P
6
‖A‖QP
‖E‖QP‖x‖P
[
‖x˜ − x‖P + ‖A(2)T;S‖2PQ‖E‖2QP
∞∑
i=0
(‖A(2)T;S‖PQ‖E‖QP)i‖x‖P
]
6
‖A‖QP
‖E‖QP
[
 (A; T; S)‖E‖QP=‖A‖QP
1−  (A; T; S)‖E‖QP=‖A‖QP + ‖A
(2)
T;S‖2PQ‖E‖2QP
∞∑
i=0
(‖A(2)T;S‖PQ‖E‖QP)i
]
=
 (A; T; S)
1−  (A; T; S)‖E‖QP=‖A‖QP + ‖A‖QP‖A
(2)
T;S‖2PQ‖E‖QP
∞∑
i=0
(‖A(2)T;S‖PQ‖E‖QP)i ;
let ‖E‖= → 0, we get –T;S(A)6  (A; T; S).
5. Structured perturbation
We shall present the structured perturbation of the generalized inverse A(2)T;S in this section.
Theorem 5.1. If the condition of Lemmas 2.1 and 2.2 are satis:ed. If |QEP−1|6 |QAP−1| and the
spectral radius "(A(2)T;SE)¡ 1; then
(A+ E)(2)T;S = (I + A
(2)
T;SE)
−1A(2)T;S : (23)
Proof. Without loss of the generality, partition E as the same size as A in (1).
QEP−1 =
(
E11 E12
E21 E22
)
:
It follows from Lemma 2.3 and |QEP−1|6 |QAP−1| that
E12 = 0; E21 = 0; |E22|6 |A22|:
Since
PGQ−1 =
(
G11 0
0 0
)
; Q(A+ E)P−1 =
(
A11 + E11 0
0 A22 + E22
)
;
it is not diKcult to verify that A11+E11 is nonsingular and (A+E)R(G)⊕N (G)=Cm, i.e., (A+E)(2)T;S
exists and (A+ E)(2)T;S = G[(A+ E)G]g. After little algebra we have
(A+ E)(2)T;S =G[(A+ E)G]g
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=P−1
(
G11 0
0 0
)
Q
(
Q−1
(
(A11 + E11)G11 0
0 0
)
Q
)
g
=P−1
(
G11 0
0 0
)(
G−111 (A11 + E11)
−1 0
0 0
)
Q
=P−1
(
(I + A−111 E11)
−1A−111 0
0 0
)
Q
= (I + A(2)T;SE)
−1A(2)T;S :
Finally, we can cover the special case of the Drazin inverse.
Corollary 5.2 (Wei et al. [7]): Let B=A+E ∈Cn×n with Ind(A) = k. Suppose |PEP−1|6 |PAP−1|
and "(ADE)¡ 1, then
(A+ E)D = (I + ADE)−1AD; (24)
where PAP−1 is the Jordan canonical form of A.
As for another special case of the Moore–Penrose inverse, we have
Corollary 5.3. Let B= A+ E ∈Cm×n. Suppose |QEP∗|6 |QAP∗| and "(A†E)¡ 1, then
(A+ E)† = (I + A†E)−1A†; (25)
where QAP∗ is the singular value decomposition of A.
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