In this paper, a rapidly deployable PCS architecture based on our novel resource management scheme, namely, virtual cell layout (VCL), is introduced. VCL is used to develop new selforganization and routing procedures, which mitigate the scalability problem of infrastructureless routing and resource management. In VCL, the communication area is tessellated with regularly shaped fixed size virtual cells. Radio resources such as frequency carriers and CDMA codes are assigned to the fixed cells of this layout. The real cells, which do not need to be the same size as the virtual cells, can move over the VCL cells. Simulation results show that the VCL based architecture satisfies the requirement for rapid deployment and can provide acceptable grade of service.
Introduction
Third generation PCS services (3G PCS) are already offered in limited areas, and will be used more extensively in the future [11] . 3G PCS will convey multimedia traffic in mobile and wireless environments. Universal Mobile Telecommunications System (UMTS) is a 3G PCS system which will replace GSM gradually. UMTS uses both wideband code division multiple access (WCDMA) and hybrid time division multiple access/CDMA [1] [4] in the radio access network.
Since UMTS and most of the other PCS technologies are cellular architectures, they require a carefully designed and deployed infrastructure. Sometimes rapid deployment without extensive preplanning is needed. Tactical communication systems and networks used after disasters are examples of systems which require rapid deployment. In these systems, predeployment of a cellular infrastructure is often impossible. Therefore, infrastructureless routing algorithms and resource management schemes are needed to fulfill the rapid deployment requirement.
Ad hoc techniques have been developed to route data packets between mobile terminals through an infrastructureless network. Many ad hoc routing techniques have been proposed in the literature [9] . Available ad hoc routing algorithms however are not scalable enough to manage tens of thousands of nodes. Furthermore, they do not address the management of radio resources. Therefore, we have developed the VCL based architecture concept, which leverages both cellular and ad hoc paradigms to handle a large number of mobile terminals in a rapidly deployable network. In this paper, we use the VCL concept to adapt the UMTS terrestrial radio access network (UTRAN) to the next generation tactical communication systems.
In VCL, the communication area is tessellated with fixed size hexagons. Each hexagon represents a VCL cell to which the available spectrum is assigned. Also, the CDMA codes are distributed among the fixed VCL cells. Hence, if a mobile access point can find out its geographic location, it can also determine the available set of carriers and codes without a need for a central topology database or a central resource manager.
Based on this approach, we propose new algorithms and schemes that make the techniques used in UTRAN applicable to the radio access system of rapidly deployable mobile networks.
In order to make the proposed system compatible with UMTS, we design these algorithms such that a UMTS terminal can access the proposed system or a terminal of the system can access a UMTS network.
We also complement this architecture with ad hoc procedures. These procedures enable the mobile terminals of the proposed system to self-organize in the absence of an access point in the vicinity. VCL is used to devise a distributed ad hoc clustering technique that organizes the unconnected mobile terminals into clusters and connects these clusters to an access point. We also examine handoff and routing techniques that can operate on the proposed architecture.
The rest of the paper is organized as follows: In Section 2, we describe the principles of tactical communication systems, and discuss the overall architecture envisioned for the next generation systems. In Section 3, the new VCL concept is introduced. The algorithms developed to deploy the VCL concept to the mobile subsystem of the tactical communication systems are presented in the same section. We summarize the results of performance evaluation studies in Section 4. Section 5 concludes the paper.
Next Generation Tactical Communication Systems
The essence of designing a good tactical communication system is to enhance survivability and rapid deployment capability. Since this goal must be often achieved in a very harsh and hostile environment, tactical communication systems are one of the most challenging application areas of communications. Other important characteristics of tactical communications are [5] , [8] , [10] , [12] :
− Different mobility patterns: While some subscribers move at supersonic speeds, others may be fixed. In order to satisfy these requirements, intensive research activities have been carried out both in the U.S. and in NATO, such as Defense Information System (DISN) [12] , Post-2000 Tactical Communications (TACOMS) [10] , Global Mobile Communications [8] . Figure 1 illustrates the architecture of the next generation tactical communications systems derived from DISN and TACOMS efforts. This architecture has four subsystems: the local area subsystem (LAS), the wide area subsystem (WAS), the mobile subsystem (MS), and the system management and control subsystem (SMCS). A security system is also integrated into the architecture. The WAS interconnects other subsystems as a wide area backbone. It is generally a pre-deployed high capacity network designed and managed better than the other subsystems. It may even be deployed and used in peacetime. The LAS can be considered as a nomadic local area network The technology components of this architecture and its subsystems are examined in detail in [12] . Among these components, radio access points (RAPs) [12] and mobile terminals have a key role in the proposed system. Users of the proposed system access the integrated services through these components. RAPs convey the multimedia traffic among mobile terminals, and between a WAS and a MS. In the rest of this paper, we use the term "man packed radio" (MPR) instead of mobile terminal. MPRs have similar capabilities with future digital radios [12] . They can transmit and receive through more than a single carrier simultaneously.
Although we call them MPRs, they may be mounted on various types of vehicles.
System Description
The VCL based architecture is designed for the Mobile Subsystem of the next generation tactical communication systems. It has a rapidly deployable mobile infrastructure, and uses both cellular and ad hoc techniques. In Figure 2 
Virtual Cell Layout (VCL)
In the VCL based architecture, radio resources (i.e., frequency carriers and CDMA codes) are dynamically assigned to the components of a mobile infrastructure by using a VCL. A VCL eliminates the need for a central system or an accurate and timely topology database. In VCL, the communication area is tessellated with virtual cells, which are regularly shaped fixed size hexagons that are placed starting from a reference geographic location. If an access point knows its geographic location, this location information can be mapped into a VCL cell index, which can be used to determine the radio resources assigned to the fixed cells of VCL.
The real cells are mobile and created by either RAPs or cluster head MPRs (i.e., MPRT cell heads). The size of a real cell may be different from the size of a VCL cell. If a VCL cell radius is r, then the real cell radius is kr, k∈R + , where k is a multiplication factor. When the multiplication factor is one, a real cell usually does not cover the entire virtual cell where it is located, because the access points are not necessarily at the centers of the virtual cells.
The carrier frequency set consists of a group of carriers. We assume that the frequency band allocated to this system is divided into carriers that have bandwidths between 4.4 and 5
MHz as in UMTS. These carriers are divided into three carrier sets, and each VCL cell is assigned a carrier set according to N=3 fixed frequency reuse plan as illustrated in Figure 3 .
N=3 frequency reuse plan is proposed, since it is the one with the highest frequency reuse that ensures that none of the VCL cells has a neighbor VCL cell using the same carrier set. The use of CDMA is required because RAPs are mobile. Two RAPs can come too close to use the same frequency carrier even if they are in separate VCL cells. UMTS uses 512 CDMA codes for identifying base stations [4] . We divide them into two groups of 256 codes. RAPs use the first 256 codes, and MPRs use the rest. We assign two codes to each VCL cell; one for RAPs and one for the MPR cluster heads. This implies that we distribute 256 code sets among the VCL cells as illustrated in Figure 3 .
If a component can find out its geographic location, it can learn the most appropriate CDMA code and carrier set without the need for a central system or a database. Global
Positioning System (GPS) or other location finding techniques [7] can be used to learn the current geographic location.
Radio Access Point Algorithms
We assume that each RAP has a connection to the WAS through one of the access points (i.e., WAS access point, satellite, UAV). Since the number of RAPs is relatively limited, we can use more complex algorithms in these tiers [6] or we can implement the VCL approach for these tiers as well.
A RAP can be in one of the four states illustrated in Figure 4 . It runs the procedure for its current state and collects the data for calculating the required parameters by sensing the environment. When a RAP is turned on, it first discovers its current location. It then calculates the time for the next location check, which is the time required to reach to the closest edge of replicating RAP is informed so that it can start to use the remaining resources.
Man Packed Radio Algorithms
MPRs are the mobile terminals of our architecture. They are equivalent to UMTS user equipment. They also have a few additional features such as the capability of knowing the possible codes and carriers that can be used in their current location, and the possible codes and the carriers to handoff. This is achieved as a result of the VCL approach. We also assume that they can run as a cluster head (i.e., the MPRT cell head) when required.
MPRs use the procedures related to their current status and gather the required data by sensing the environment. Hence, they can run in a distributed manner without the need for a central topology database. The basic design principle is to have a system where two MPRs can communicate with each other even if they cannot communicate with other components. The state transition diagram of an MPR is shown in Figure 5 . It is more complex than the diagram for RAPs because MPRs may sometimes become cluster heads or relay the traffic between a RAP and a cluster. In Figure 5 , In Figure 6 , we illustrate the transitions between the states by an example. In our scenario, there are six MPRs and a RAP. MPRs a and b are in the range of the RAP, so they immediately go to the RUN state when they are turned on. However, the other MPRs are out of range, so they are in the STANDBY state after being turned on. The MPRs determine a random period, when they make a state transition to the STANDBY state. These random periods are shown at the upper right side of the MPR symbols in Figure 6 . They try to find an MPR in one of the HEAD states or a RAP during this period. If they cannot find one until the end of the period, they make a state transition to the HEAD_ALONE_NO_USER state. This transition is illustrated in Figure 6(b) . MPR e makes a state transition to the HEAD_ALONE_NO_USER state. Then MPR c detects MPR e, registers to it, and makes a state transition to RUN_LINKED_PARTIAL state, which also indicates a state transition to the HEAD_ALONE state for MPR e. MPR c determines a time period that it will wait in RUN_LINKED_PARTIAL state when it enters to this state. In Figure 6 
Performance of the System
In order to evaluate the performance of the proposed system, Computer Aided Exercises
Interacted Tactical Communications Simulation (CITACS) [3] was used. CITACS is a simulation system developed in the Network Laboratory (NETLAB) at Bogazici University. This is the scenario that has the highest mobility.
Since our system runs mainly in an open rural area, we used in our simulations a free space propagation model with a 2 dB pathloss exponent up to the Fresnel breakpoint, and shadowed propagation with a 4 dB pathloss exponent and a 4 dB shadow fading standard deviation after the Fresnel breakpoint. Antenna heights were assumed to be 185 cm because our mobile terminals are mainly man packed. The soft capacity of the system was determined by the bit energy to noise density ratio (E b /N o ) where the interference made by each active terminal (i.e., a terminal that is making a transmission at that instant) was calculated according to its location. Simulations were run for both E b /N o =5 and E b /N o =3. A sensitivity analysis was carried out for varying radio ranges between 1 and 8 km. In the simulations, we assumed that the UAV or satellite coverage was not available for MPRs.
The mobility patterns of the terminals are based on real data. MPRs and RAPs move with the military unit that owns them. The mobility patterns of the units were taken directly from realistic military exercises. Node failures were determined by using the posture and event data from these exercises. Based on this data, 52 MPRs and 2 RAPs were destroyed on average in a two-hour simulation with the first scenario. Similarly, call models were based on real data. Posture, contact (i.e., the contact with the opposing side) and unit type data determined the call rate of a unit. For instance, the call rate for an infantry unit in the attack posture was higher than that of an infantry unit in the tactical move posture. The typical call rates for varying postures and unit types were determined from a statistical study [3] performed among 50 experienced officers. The call rates used for the attack posture are given in Table 1 . The call rates for other postures are calculated by multiplying the typical call rates for the attack posture with the normalization factors in Table   2 . The details about call generation can be found in [3] . A sensitivity analysis was also carried out by changing the typical call rates. We used the exponential distribution for call interarrival times in the majority of the experiments. Note that the mean call inter-arrival time is different for each unit and each posture. We also did a sensitivity analysis by changing call inter-arrival time distributions [3] . Call durations are 19.33 seconds on the average, which was also determined from the statistical study. In general, we can characterize call related parameters for tactical communications as bursty, frequent and short. The type of calls can be voice, teleconference, videophony, video-teleconference, high priority data, or data [3] . In most of the simulations, the ratio of the number of voice calls to the total number of calls was 0.63. We also checked the sensitivity of call blocking rates to a higher rate of multimedia calls, where the voice calls constituted 37% of the calls. The source-destination pairs for calls were found using the same statistical study [3] . Most of the calls are directed to the parent or children units in the command hierarchy. Another important group of destination nodes are terminals owned by the neighboring units. Fewer calls are destined to other units. The average call intensities, (i.e., the ratio of the call arrival rate to the call departure rate) observed in our simulations are shown in Table 3 . Since call arrival rates are based on the posture of units, the average call intensity is different for each scenario. Although call holding times are usually short in tactical communications, call arrival rates are high especially when the units are in contact with the opposing units. Therefore, the traffic that we observed in our simulations is higher than that of a typical commercial system. The total offered load in the three scenarios are, respectively, 1908.49 Erl, 469.12 Erl, and 376.27 Erl.
In the performance studies, we first evaluated how long the system needs to configure itself if all the components are turned on at the same instance. Among all cases studied, selfconfiguration took two minutes at worst as illustrated in Figure 7 . These results demonstrate that the proposed system is highly scalable and rapidly deployable. Note that the number of terminals involved in this initial self-configuration is more than 18000. We checked the sensitivity of this value in three different scenarios for different cell sizes and multiplication factors. The system always required less than two minutes for the initial configuration. Based on this finding, we omit the simulation data related to the first two minutes while studying the average performance of the system for the other performance metrics. In Figure 8 , the average ratio of the number of partially connected MPRs to the total number of MPRs is illustrated for varying cell sizes. A partially connected MPR is an MPR that registers to a cluster head that is not connected to the WAS. Since the coverage area of
RAPs enlarges as the cell size increases, the partially-connected MPR ratio reduces with higher cell sizes. In Figure 9 , the average not-connected MPR ratio is illustrated. A not- In Figure 10 , each of the curves represents the average call blocking rates for a given k.
The call blocking rate is the ratio of the number of blocked calls to the total number of calls.
Since the inter-cell interference gets higher and the frequency reuse gets lower when the cell radius gets larger, the call blocking rate is higher for the larger real cell radii. The average call blocking rate is lower than 0.01 when the real cell radius is lower than 12000 m. The number of carriers assigned to each virtual cell is three for all of the curves in Figure 10 .
We examine the sensitivity of the call blocking rates to the changes in the number of carriers assigned to the virtual cells, channel characteristics and call types in Figure 11 .
Unless the number of carriers assigned to a virtual cell is lower than three, we do not observe much difference in call blocking rates. In Figure 11 , k is 2 for all of the curves. In our simulations, system performance was also evaluated for handoff related performance metrics. Based on the average cell residency time, we found that the average speed of an MPR relative to the registered RAP is lower than the pedestrian speed (i.e., 4 km/h). This is because RAPs move with the units to which they are attached. Hence, when the average speed of a unit is 50 km/h, the average relative speed of an MPR is less than 4 km/h according to the position of the RAP serving it. This is a major advantage, since it indicates better radio transmission characteristics and lower handoff signaling traffic. When the virtual cell radius is 2000 m and k is 2, the MPR handoff rate per second is 10 -4 , which is very low.
The RAP handoff rate per second is 10 -5 , which is even lower. More detailed results of the performance studies related to handoff rates can be found in [2] . Figure 12 . The comparison of three scenarios.
The three scenarios described in the beginning of this section are compared in Figure 12 , 
Conclusion
In this article, we have proposed a novel resource management scheme named Virtual Cell Layout (VCL). In VCL, the communication area is covered with fixed virtual cells to which the radio resources such as the frequency carriers and the CDMA codes are assigned.
The real cells are mobile over the VCL cells. RAPs use the radio resources assigned to the virtual cells where they are located to create real cells that are not necessarily the same size as the virtual cells.
We use this architecture to adapt the 3G PCS technologies for tactical communications systems. We modify the initial cell search and registration procedures of UMTS for VCL, and develop new procedures such as an RAP level handoff where an RAP makes an inter-resource handoff when it changes virtual cells. We also propose some ad hoc clustering algorithms based on VCL. These ad hoc algorithms are used to organize MPRs into cells in the absence of a RAP in the vicinity.
The performance of the proposed system was evaluated by using CITACS, which is a simulation system for tactical communication systems. In our simulation studies, we observed that it takes two minutes at most to start the system if we turn on more than 18000 mobiles at the same time. Since the system does not require a fixed infrastructure and much preplanning, this observation indicates a highly scalable and rapidly deployable architecture. The results related to performance metrics such as call blocking and handoff rates demonstrate that our system can meet even the grade of service requirements expected from an immobile infrastructure.
We continue to work on issues related to the proposed architecture such as the integration with the higher tiers, service outage detection, handover procedures for the replicating RAPs, comparison of different handoff schemes for the proposed architecture, rerouting techniques during handoffs, and the effects of more bursty call arrival patterns.
