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I D E N T I F I C A T I O N  AND E S T I M A T I O N  O F  THE ERROR-IN-VARIABLES 
MODEL (EV1.I) I N  STRUCTURAL FORM 
R . K .  M e h r a  
J u l y  1 9 7 5  
R e s e a r c h  M e m o r a n d a  are i n f o r m a l  p u b l i c a t i o n s  
r e l a t i n g  t o  ongoing o r  projected areas of re- 
search a t  I I A S A .  T h e  v i e w s  expressed are 
those of t h e  a u t h o r ,  and do n o t  necessar i ly  
ref lec t  those of I I A S A .  

I d e n t i f i c a t i o n  and  E s t i m a t i o n  o f  t h e  E r r o r - I n - V a r i a b l e s  
- 
* Model (EVM) i n  S t r u c t u r a l  Form 
* *  
R . K .  Mehra 
A b s t r a c t  
I t  i s  shown t h a t  t h e  EVM i n  s t r u c t u r a l  form i s  i den -  
t i f i a b l e  i f  s e r i a l  c o r r e l a t i o n  i s  p r e s e n t  i n  t h e  indepen-  
d e n t  v a r i a b l e s .  L e a s t  S q u a r e s ,  I n s t r u m e n t a l  V a r i a b l e  and  
Maximum L i k e l i h o o d  t e c h n i q u e s  f o r  t h e  i d e n t i f i c a t i o n  and  
e s t i m a t i o n  o f  s e r i a l  c o r r e l a t i o n s  and o t h e r  EVM p a r a m e t e r s  
a r e  g i v e n .  The t e c h n i q u e s  used  a r e  b a s e d  on S t a t e  V e c t o r  
Models ,  Kalman F i l t e r i n g  and I n n o v a t i o n  r e p r e s e n t a t i o n s .  
G e n e r a l i z a t i o n s  t o  EVM i n v o l v i n g  m u l t i p l e  r e g r e s s i o n s  and 
randomly t i m e - v a r y i n g  c o e f f i c i e n t s  a r e  a l s o  d i s c u s s e d .  
I n t r o d u c t i o n  
The E r r o r - I n - V a r i a b l e s  Model (EVM) i s  a  r e g r e s s i o n  model 
i n  which t h e  i n d e p e n d e n t  v a r i a b l e s  a r e  o n l y  measured  w i t h  
e r r o r s .  I t  h a s  been i n v e s t i g a t e d  e x t e n s i v e l y  i n  t h e  s t a t i s t i -  
c a l  and  t h e  e c o n o m e t r i c  l i t e r a t u r e  f o r  o v e r  t h i r t y  y e a r s  ( [ l - 1 0 1 ;  
f o r  f u r t h e r  r e f e r e n c e s  see t h e  r e c e n t  p a p e r  by P l o r e n s  e t  a l .  
[ l o ] ) .  However, a s  some o f  t h e s e  a u t h o r s  p o i n t  o u t ,  t h e  p roposed  
.* 
 his pa?e r  was p r e p a r e d  f o r  p r e s e n t a t i o n  a t  t h e  Symposium 
on  S t o c h a s t i c  Sys tems,  U n i v e r s i t y  o f  Kentucky,  L e x i n g t o n ,  
Kentucky, J u n e  10-14,  1975.  The work r e p o r t e d  h e r e  was made 
p o s s i b l e  t h r o u g h  a g r a n t  f rom IIASA a n d  t h r o u g h  US J o i n t  S e r v i c e s  
C o n t r a c t  No. N00014-67-A-0298-0006 t o  t h e  D i v i s i o n  of E n g i n e e r i n g  
and  App l i ed  P h y s i c s ,  Harvard  U n i v e r s i t y ,  Cambridge, M a s s a c h u s e t t s .  
* * I n t e r n a t i o n a l  I n s t i t u t e  o f  A p p l i e d  Systems A n a l y s i s ,  
Laxenburg ,  A u s t r i a ,  and Harvard  U n i v e r s i t y ,  Cambridge, 
P l a s s a c h u s e t t s ,  USA. 
s o l u t i o n s  t o  t h e  problem a r e  s t i l l  f a r  from s a t i s f a c t o r y  and 
r e q u i r e  s p e c i f i c a t i o n  of  d a t a  t h a t  may n o t  b e  r e a d i l y  a v a i l -  
a b l e  i n  p r a c t i c e .  
The two b a s i c  assumpt ions  of EVM i n  S t r u c t u r a l  Form a r e  
n o r m a l i t y  and independence  ( o r  s e r i a l  u n c o r r e l a t e d n e s s )  of t h e  
e x p l a n a t o r y  v a r i a b l e s .  The consequences of r e l a x i n g  n o r m a l i t y  
w e r e  ana lyzed  by Reiersal [ll] who showed t h a t  t h e  EVM i s  
i d e n t i f i a b l e  f o r  non-normal d i s t r i b u t i o n s .  I n  t h i s  p a p e r ,  w e  
examine t h e  assumpt ion  of independence and show t h a t  r e l a x a t i o n  
of  t h i s  assumpt ion  makes t h e  EVM i d e n t i f i a b l e  f o r  normal d i s -  
t r i b u t i o n s .  T h i s  may seem p a r a d o x i c a l  a t  f i r s t  s i g h t ,  s i n c e  
one i s  i n t r o d u c i n g  e x t r a  c o r r e l a t i o n  p a r a m e t e r s  i n t o  t h e  
problem which may b e  e x p e c t e d  t o  worsen t h e  i d e n t i f i a b i l i t y  
problem. But w e  show, i n  t h i s  p a p e r ,  t h a t  t h e  i n t r o d u c t i o n  o f  
a  c o r r e l a t i o n  s t r u c t u r e  between t h e  independen t  v a r i a b l e s  g i v e s  
e x t r a  e q u a t i o n s  t h a t  a l l o w  one t o  i d e n t i f y  a l l  t h e  p a r a m e t e r s  
a s s o c i a t e d  w i t h  t h e  independen t  v a r i a b l e s  w i t h o u t  u s i n g  EVM. 
T h i s  s o l v e s  t h e  b a s i c  i d e n t i f i a b i l i t y  problem of EVM i n  s t r u c -  
t u r a l  form. 
The o r g a n i z a t i o n  o f  t h e  paper  i s  a s  f o l l o w s .  I n  S e c t i o n  2 ,  
w e  o u t l i n e  t h e  i d e n t i f i a b i l i t y  problem of  EVM. The e s t i m a t i o n  
of  t h e  c o v a r i a n c e  and c o r r e l a t i o n  p a r a m e t e r s  a s s o c i a t e d  w i t h  
t h e  independen t  v a r i a b l e  u s i n g  a  f i r s t  o r d e r  c o r r e l a t i o n  
model i s  d i s c u s s e d  i n  S e c t i o n  3 .  The comple te  i d e n t i f i c a t i o n  
and e s t i m a t i o n  of  t h e  EVM model i s  d i s c u s s e d  i n  S e c t i o n s  4 and 
5 .  E x t e n s i o n s  of  t h e  EVM t o  m u l t i p l e  r e g r e s s i o n  and t o  r an-  
domly t ime-vary ing  c o e f f i c i e n t s  i s  d i s c u s s e d  i n  S e c t i o n  6 .  
2 .  E r r o r - I n - V a r i a b l e s  Model, S t r u c t u r a l  Form 
Cons ide r  a  s i m p l i f i e d  l i n e a r  r e g r e s s i o n  model 1 8 1 ,  
where a  and f3 a r e  c o n s t a n t  unknown p a r a m e t e r s ,  xi and yi a r e  
r e s p e c t i v e l y  t h e  i n d e p e n d e n t  and t h e  dependen t  v a r i a b l e s  and 
ui i s  an e r r o r  v a r i a b l e ,  n o r m a l l y  d i s t r i b u t e d ,  w h i t e ,  z e r o  
2 
mean and v a r i a n c e  a  . The v a r i a b l e  xi  i s  measured  w i t h  e r r o r  
U 
where vi i s  n o r m a l l y  d i s t r i b u t e d ,  w h i t e ,  z e r o  mean, and 
2 
v a r i a n c e  a  . W e  assume t h a t  vi and u  a r e  i n d e p e n d e n t  f o r  
v j 
a  i j. N o t i c e  t h a t  ui i n c l u d e s  b o t h  t h e  model e r r o r  i n  
(1) and t h e  measurement e r r o r  i n  y i .  I n  t h e  s t r u c t u r a l  form 
of  EVM, it i s  f u r t h e r  assumed t h a t  x i ,  i = 1, ..., N a r e  i n -  
dependen t  ( o f  each  o t h e r  and o f  vi and u .  ) 2nd n o r m a l l y  
1 
2 d i s t r i b u t e d  w i t h  mean 1-1 and v a r i a n c e  ox.  
2 2 The u n k n o w n p a r a m e t e r s i n  t h e  above model are a ,  B ,  o v ,  a U ,  
L 1-1 and ox. I t  i s  i n t u i t i v e l y  c l e a r  t h a t  t h e  maximum l i k e l i -  
hood e s t i m a t e s  o f  t h e s e  s i x  p a r a m e t e r s ,  i f  t h e y  e x i s t ,  can 
be o b t a i n e d  by e q u a t i n g  t h e  sample mean and  c o v a r i a n c e  o f  
t h e  p a i r  ( y i , z i )  t o  t h e i r  t h e o r e t i c a l  v a l u e s ,  i . e .  
and 
The f i v e  e q u a t i o n s  ( 3 )  - ( 7 )  can  be s o l v e d  f o r  o n l y  f i v e  of  t h e  
s i x  unknown p a r a m e t e r s ,  t h u s  c r e a t i n g  a n  i d e n t i f i a b i l i t y  
problem. * It h a s  been s u g g e s t e d  i n  t h e  l i t e r a t u r e  [l-101 
2 2 2  t h a t  e i t h e r  av  o r  t h e  r a t i o  au/av s h o u l d  b e  assumed t o  re- 
s o l v e  t h e  i d e n t i f i a b i l i t y  problem.** However, s u c h  i n f o r ~ n a t i o n  
i s  g e n e r a l l y  n o t  a v a i l a b l e  i n  p r a c t i c e  and it would b e  d e s i r -  
a b l e  t o  d e v i s e  a l t e r n a t i v e  t e c h n i q u e s .  An e x t e n s i v e  a n a l y s i s  
by Z e l l n e r  [8] shows t h a t  t h e  u s e  o f  Bayes ian  t e c h n i q u e s  i n -  
c o r p o r a t i n g  a  p r i o r i  i n f o r m a t i o n  i n  a  less r i g i d  form t h a n  
2 2  2  t h e  e x a c t  s p e c i f i c a t i o n  o f  ov o r  oU/ov i s  p o s s i b l e ,  b u t  t h e  
e f f e c t  of t h e  p r i o r  i n f o r m a t i o n  r emains  s t r o n g  f o r  a l l  sample 
s i z e s ,  a s  p o i n t e d  o u t  by F l o r e n s  e t  a l .  [ l o ] .  A l so  a  r e c e n t  
r o b u s t n e s s  s t u d y  by Brown [32]  r e v e a l s  t h e  ex t r eme  s e n s i t i v i t y  
* 
I n  t e r m s  o f  t h e  l i k e l i h o o d  f u n c t i o n ,  t h i s  i m p l i e s  
t h a t  no maximum e x i s t s  i n  t h e  a d m i s s i b l e  r a n g e  o f  t h e  
p a r a m e t e r s  [ 8 ] .  
* * 2 2 
L e t  A = au/av and s o l v e  E q u a t i o n s  ( 5 )  and  ( 6 )  f o r  
2 
a  . Then u s i n q  E q u a t i o n  ( 7 )  , t h e  f o l l o w i n g  q u a d r a t i c  e q u a t i o n  
X 
f o r  i s  o b t a i n e d :  
2 2 
of t h e  c l a s s i c a l  e s t i m a t o r  t o  t h e  assumed va lue  of u / u  . 
u  v  
2 I n  f a c t ,  i f  t h e  assumed va lue  of u U / u t  i s  i n  e r r o r  by more than  
25%, t h e  o rd ina ry  l ea s t - squa re s  e s t i m a t o r ,  even though b i a s e d ,  
t u r n s  ou t  t o  have a  lower mean square  e r r o r  compared with  t h e  
c l a s s i c a l  EVM e s t i m a t o r .  
Since t h e  e s t i m a t i o n  and i d e n t i f i c a t i o n  of t h e  EVM seems 
so  o u t  of p ropor t ion  with  i t s  s i m p l i c i t y ,  one i s  i n c l i n e d  t o  
ask t h e  ques t ion :  Is t h e r e  something miss ing i n  t h e  model? 
C l e a r l y ,  any model i s  an i d e a l i z a t i o n  of r e a l i t y  and one 
should make s u r e  t h a t  t h e  s imp l i fy ing  a s s p p t i o n s  do n o t  make 
t h e  model degenera te .  I n  t h e  nex t  s e c t i o n ,  we examine 
c r i t i c a l l y  t h e  assumption of independence of x i ' s  and show 
t h a t  a  r e l a x a t i o n  of t h i s  assumption makes EVM i d e n t i f i a b l e .  
I n  most of t h e  p r a c t i c a l  a p p l i c a t i o n s ,  some form of c o r r e l a -  
t i o n  e i t h e r  a l r eady  e x i s t s  o r  may be caused t o  e x i s t  between 
t h e  independent v a r i a b l e s , s o  t h a t  t h e  above assumption is  
u s e f u l  n o t  only  from a  mathematical  s t andpo in t  b u t  a l s o  bene- 
f i c i a l  from a  p r a c t i c a l  s t andpo in t .  
3. EVM with Cor re l a t ed  Independent Var i ab l e s  
In  t h i s  s e c t i o n  we analyze a  p a r t i c u l a r  c o r r e l a t i o n  
s t r u c t u r e  having a  Gauss-Markov o r  s t a t e - v e c t o r  r e p r e s e n t a t i o n  
[12]. This s t r u c t u r e  has  been used f o r  Time-Series Analysis  
and System I d e n t i f i c a t i o n  wi th  g r e a t  success  [13,14,15]. 
In  some a p p l i c a t i o n s  of EVM, t h e  assumption of t h i s  type  of 
c o r r e l a t i o n  s t r u c t u r e  may n o t  be completely v a l i d  and one 
may use  some o t h e r  s t r u c t u r e  more s u i t e d  t o  t h e  p a r t i c u l a r  
a p p l i c a t i o n .  However, f o r  t hose  a p p l i c a t i o n s  where t h e  
independent v a r i a b l e s  come from time s e r i e s  (e .g .  i n  fo re -  
c a s t i n g  problems) and f o r  i l l u s t r a t i v e  purposes ,  we cons ider  
t h e  fol lowing f i r s t  o r d e r  Gauss-Markov model f o r  t h e  in -  
dependent v a r i a b l e s  xi. ( A  more g e n e r a l  model w i l l  be 
considered i n  t h e  nex t  s e c t i o n . )  
where 0  < 1 $ 1 <  1 and wi i s  a sequence of zero mean* Gaussian 
2 
uncor re l a t ed  v a r i a b l e s  wi th  var iance  ow. We have excluded 
t h e  ca ses  41 = 0 and 141)  2 1 s i n c e  t h e  former l eads  t o  EVM 
with  unco r re l a t ed  x i ' s  and t h e  l a t t e r  l eads  t o  a  nons t a t i ona ry  
sequence. The s t eady  s t a t e  o r  s t a t i o n a r y  covar iance  of (8 )  
s a t i s f i e s  [13], 
I f  we choose xo t o  be normally d i s t r i b u t e d  wi th  ze ro  mean and 
2 
va r i ance  o  then  t h e  sequences (xi , z i )  , i = 1 , 2 , .  . . , genera ted  
X I  
2 by Equations ( 8 )  - ( 9 )  a r e  s t a t i o n a r y .  IJow we e s t i m a t e  4 ,  ow 




For s i m p l i c i t y ,  we have assumed E(x i )  = u = 0 .  I n  t h e  
gene ra l  c a s e ,  one should t a k e  E ( w i )  = u (1-$) . 
L e t  
c ( k )  = E(z iz i+k)  r k  = 0 , 1 , 2 , 3  ,.... 
A c o n s i s t e n t  e s t i m a t o r  o f  c ( k )  i s  e ( k )  where 
1 6 ( k )  = N 1 
i=l ' i z i + k  . 
The c o r r e l a t i o n  sequence  c ( k )  s a t i s f i e s  113J 
I n  g e n e r a l ,  
k  2 
c ( k )  = @ ax , k  = 1 , 2 , 3  ,.... 
2 
E q u a t i o n s  ( 1 3 )  and ( 1 4 )  may be s o l v e d  f o r  @ and ax: 
From e q u a t i o n  (12 ) , 
and from e q u a t i o n  (10) , 
It i s  e a s i l y  shown t h a t  i f  E ( k )  is  used f o r  c ( k )  i n  
Equations ( 1 6 ) - ( 1 9 ) ,  t h e  corresponding e s t i m a t e s  of $,  a  2  
X '  
a: a r e  c o n s i s t e n t  [13]. Using t h e s e  e s t i m a t e s  i n  Equat ions  
2 6 - 7  one can o b t a i n  c o n s i s t e n t  e s t i m a t e s  o f  B and oU. 
The e s t i m a t i o n  of  a and p i s  done from t h e  sample means yi 
and zi u s ing  Equat ions  ( 3 )  and ( 4 ) .  Thus t h e  EVM w i t h  t h e  
c o r r e l a t i o n  s t r u c t u r e  of  equa t i on  ( 8 )  and $ # 0 i s  i d e n t i f i a b l e .  
Of c o u r s e ,  t h e  accuracy  of  e s t i m a t e s  would depend on $,  wi th  
s m a l l e r  v a l u e s  of  $ t end ing  t o  g i v e  l a r g e r  s t a n d a r d  d e v i a t i o n s  
of t h e  parameter  e s t i m a t e s .  I n  t h e  l i m i t  a s  $ + 0 ,  e q u a t i o n s  
( 1 3 ) - ( 1 5 )  do n o t  p rov ide  any in format ion  about  o: and one has  
t h e  problem of  de te rmin ing  bo th  a: and a: from e q u a t i o n  (12) 
a lone .  Th i s  g i v e s  rise t o  t h e  i d e n t i f i a b i l i t y  problem of  t h e  
c l a s s i c a l  EVM. T h e o r e t i c a l l y ,  t h u s ,  t h e  EVM i s  i d e n t i f i a b l e  
f o r  nonzero $, however sma l l .  Fur thermore ,  i f  c o r r e l a t i o n  i s  
p r e s e n t ,  i t s  i n c l u s i o n  i n  t h e  model would, i n  g e n e r a l ,  improve 
t h e  r e s u l t s .  
I n  t h e  n e x t  s e c t i o n ,  w e  c o n s i d e r  e s t i m a t i o n  of  t h e  EVM 
wi th  a  more g e n e r a l  Gauss-Markov c o r r e l a t i o n  s t r u c t u r e .  From 
he re  on,  w e  assume t h a t  t h e  independent  v a r i a b l e  has  some 
c o r r e l a t i o n .  Unless t h e r e  a r e  s t r o n g  p h y s i c a l  r e a s o n s  t o  
b e l i e v e  t h a t  t h e  independent  v a r i a b l e  is  complete ly  u n c o r r e l a t e d ,  
t h e  above assumption i s  j u s t i f i e d  i n  p r a c t i c e .  The procedure  
t o  be o u t l i n e d  i n  t h e  n e x t  s e c t i o n  may, i n  f a c t ,  be used t o  
t es t  c o r r e l a t e d n e s s .  
4. Consistent Estimation and Identification of the 
Correlated EVM 
Since the details of some of the techniques to be de- 
scribed here are also covered elsewhere [13,14,15] we will 
only sketch these techniques here. The new or special aspects 
of the EVM will be described in detail. 
Consider again the EVM, equations (1) - (2) with scalar 
X i ' We now generalize the first order correlation structure 
of equation (8) to an nth order correlation structure using a 
state-vector model, i.e. 
where si is nxl state vector; (nxn) , r (nxl) and h (lxn) are respec- 
tively a constant matrix and vect-ors with unknown parameters. By a 
basis change, the matrices a, T' and h can always be put into 
the following canonical form [13,14,15] : 
Furthermore,  wi can be taken t o  be of u n i t  va r i ance  s o  
t h a t  t h e  model (20)  - ( 2 2 )  has  a  t o t a l  of (2n+ l )  parameters .  
Gene ra l i za t ions  of t h e  technique  d i scussed  i n  Sec t ion  3 t o  
t h i s  ca se  a r e  given i n  Reference 1131. The r e l e v a n t  equa t ions  
a r e  ( 2 3 ) - ( 2 5 )  below. 
where c  (k) I s  a r e  e s t ima ted  by Equation (11) ; 
I t  should be montioned t h a t  a  model e q u i v a l e n t  t o  
Equations ( 2 0 ) - ( 2 2 )  i s  t h e  fol lowing ' I nnova t ion '  o r  'Kalman 
F i l t e r 1  model [13,14,15] , 
where Si+l denotes  t h e  c o n d i t i o n a l  mean e s t i m a t e  of s i+l l i 
g i v e n  { z l ,  ..., z i } , a n d  vi d e n o t e s  t h e  s e q u e n c e  o f  one - s t ep -  
ahead  p r e d i c t i o n  e r r o r s  o r  i n n o v a t i o n s  [13], s i n c e  from 
E q u a t i o n  ( 2 7 )  
I t  i s  known t h a t  1131 vi i s  a  z e r o  mean G a u s s i a n  w h i t e  
2  2  
n o i s e  s equence  w i t h  v a r i a n c e  a  = o v / ( l - h k ) .  The Kalman v  
g a i n  k ( n x 1 )  i s  a  c o n s t a n t  v e c t o r  o f  g a i n s  r e l a t e d  t o  a t  and  
2  
a  ( c f .  E q u a t i o n s  ( 3 1 )  - ( 3 2 )  ) . 
W 
The i n t e r e s t i n g  p r o p e r t y  o f  t h e  model ( 2 6 ) - ( 2 7 ) ,  b e s i d e s  
t h e  w h i t e n e s s  o f  t h e  s equence  vi ,  i s  t h e  u n c o r r e l a t e d n e s s  o f  
' i w i t h  vi s i n c e  2 i s  a  f u n c t i o n  o f  {z l , - , z i - l  i 1 1 i-1 1 i-1 
o n l y .  T h i s  f a c t  i s  u s e f u l  i n  c o n s t r u c t i n g  a n  i n s t r u m e n t a l  
v a r i a b l e  [l6] f o r  e s t i m a t i n g  B a s  f o l l o w s .  
C o n s i d e r  EVM ( 1 ) - ( 2 )  combined i n t o  a  s i n g l e  e q u a t i o n  
Us ing  gi a s  i n s t r u m e n t a l  v a r i a b l e  ( I V )  [161 , 1 i-1 
Equation ( 3 )  can be used t o  o b t a i n  a  c o n s i s t e n t  I V  
e s t i m a t o r  f o r  6 by r e p l a c i n g  t h e  t h e o r e t i c a l  c o r r e l a t i o n s  by 
t h e i r  sample v a l u e s .  The sequence gi = hSi i s  1 i-1 1 i-1 
genera ted  u s ing  Equa t ions  (26)  - (27)  . The m a t r i x  i s  
es t ima ted  from t h e  c o r r e l a t i o n s  of z i l s  u s ing  equa t i on  ( 2 3 ) ,  
2 
and k  i s  o b t a i n e d  from t h e  e s t i m a t e s  of r and ov,  a s  f o l l ows .*  
where 
Other methods f o r  d i r e c t  and more e f f i c i e n t  e s t i m a t i o n  
of k  e x i s t  and a r e  d e s c r i b e d  i n  References  [13 ,14 ,15 ] .  I n  
p r a c t i c e ,  however, t h e  Maximum Like l ihood  method seems t o  
g i v e  t h e  b e s t r e s u l t s ,  and it may be  used f o r  t h e  s imul taneous  
e s t i m a t i o n  of  a l l  t h e  paramete rs ,  denoted c o l l e c t i v e l y  a s  
I n  t h e  n e x t  s e c t i o n ,  w e  d e s c r i b e  a  Maximum Like l ihood  (ML) 
Es t ima to r ,  keeping i n  mind t h a t  t h e  above c o r r e l a t i o n  procedure  
i s  t o  be used t o  o b t a i n  a  c o n s i s t e n t  e s t i m a t o r  6 which w i l l  0 
* 
To m a i n t a i n  t h e  u n c o r r e l a t e d n e s s  of 2 w i t h  { zi,  z ~ + ~ ,  i 1 i-1 
z  i + 2 '  . . . ) , t h e  e s t i m a t e s  of and k  used i n  t h e  Kalman F i l t e r  
a r e  based on t h e  p a s t  d a t a ,  v i z .  { Z ~ - ~ , Z ~ - ~ , . . . ) .  These 
e s t i m a t e s  a r e  computed o n - l i n e  by u s i n g  a  r e c u r s i v e  form of 
Equat ion (23)  [ 1 3 ] .  
be r e q u i r e d  t o  s t a r t  t h e  ML e s t i m a t i o n  i t e r a t i v e  p rocedure .  
~ u t  f i r s t  w e  d i s c u s s  t h e  problem of  de te rmin ing  t h e  o r d e r  
n  of  t h e  sys tem.  
4 . 1  Order De te rmina t ion :  The s t a t e  v e c t o r  model ( 2 6 ) - ( 2 7 )  
a long w i t h  c a n o n i c a l  forms f o r  @ and H may be w r i t t e n  i n  
inpu t -ou tpu t  form a s  [13,14] 
Equat ions  ( 2 6 ) -  (27)  and Equation (33)  a r e  r e l a t e d  by 
t h e i r  t r a n s f e r  f u n c t i o n s ,  v i z .  
(34 
where q  i s  a  forward s h i f t  o p e r a t o r ,  i . e .  
- 9gi - 'i+l and qz i  = z  l i i + l  1 i-1 
Equat ion (33)  i s  an A u to re g re s s ive  Moving Average (ARMA) 
model of  o r d e r  ( n , n )  [171. L e t  us  s u c c e s s i v e l y  m u l t i p l y  and 
t a k e  e x p e c t a t i o n s  on b o th  s i d e s  of Equat ion (33)  by 2 
' I  i-ll 
2 A I .  . .  , z ~ + ~  where 2 i+j  - 
icll i-1 / i-1 1 i-1 - E{Z=+, 1 z l1 . .  . l ~ i - l  1 
i s  a  f u n c t i o n  of ( z l . . . . . z i - l )  on ly .  Then s i n c e  ~ { v ~ + ~ z ~ ]  = 0  
f o r  k  - < i-1 and f o r  j  - > 0 ,  w e  g e t  

Also  from e q u a t i o n  (39)  and t h e  o r t h o g o n a l i t y  p r o p e r t y ,  
a 
t , k  
s a t i s f y  t h e  e q u a t i o n s  
Equa t ion  ( 3 7 )  shows t h a t  i f  t h e  o r d e r  o f  t h e  sys t em i s  
n ,  t h e n  t h e  m a t r i x  o f  c o r r e l a t i o n s  C2g  h a s  r ank  (n-1)  and t h e  
e i g e n v e c t o r  c o r r e s p o n d i n g  t o  t h e  z e r o  e i g e n v a l u e  i s  [$ l , . . . , $n , l ] .  
An e s t i m a t e  of  C 2 2  may be o b t a i n e d  by computing sample  
h 
c o r r e l a t i o n s  C ( R )  , R = 0 , .  . . ,m (of  Equat ion (11) ) and by 
s o l v i n g    qua ti on ( 4 1 )  u s i n g  an e f f i c i e n t  r e c u r s i v e  a l g o r i t h m  
b a s e d  on  t h e  work of  Levinson [18] , Durbin [19] and Wiggins 
and Robinson C201. - The a l g o r i t h m  can  be made r e c u r s i v e  b o t h  
i n  t h e  o r d e r  m of l a g s  and and i n  t h e  l e a d  v a r i a b l e  j 1 0 a s  shown 
i n  Refe rence  [21]. N o t i c e  t h a t  o n l y  t h e  s m a l l e s t  e i g e n v a l u e  
of  C 2 2  needs  t o  be computed f o r  d i f f e r e n t  v a l u e s  o f  n  t o  
d e c i d e  on t h e  model o r d e r .  
Another  p r o c e d u r e  p roposed  by Akaike [22] i s  t o  u s e  t h e  
method of  c a n o n i c a l  c o r r e l a t i o n s  between t h e  sets  o f  
v a r i a b l e s  I... 
"i+n and q  = { z ~ - ~ , . . . ,  ' i - m  1 / i-1 i-1 
f o r  m s u f f i c i e n t l y  l a r g e .  In t h i s  method,  c o r r e l a t i o n s  be- 
tween a l l  n o r m a l i z e d  l i n e a r  combina t ions  of  < and q  v i z  A <  
and B q ,  w i t h  I ( A < I  ( = ( I B ~ ( (  = 1 a r e  c h e c k e d ,  and t h e  combina- 
t i o n s  w i t h  t h e  l e a s t  c o r r e l a t i o n  a r e  t e s t e d  f o r  u n c o r r e l a t e d -  
n e s s .  In e s s e n c e ,  a  S i n g u l a r  Value Decomposi t ion [23] o f  
T t h e  m a t r i x  E{cq ) i s  performed and t h e  lowes t  c h a r a c t e r i s t i c  
v a l u e  i s  checked f o r  s i g n i f i c a n c e .  The t e s t  h a s  been found 
u s e f u l  i n  p r a c t i c a l  p rob lems ,  b u t  seems t o  i n v o l v e  more 
computa t ion  t h a n  t h e  method proposed above.  
Remark: 1. Akaike [22]  h a s  shown t h a t  t h e  s t a t e  v e c t o r  of  t h e  
system may be d e f i n e d  a s  
Then Si r e p r e s e n t s  a l l  t h e  i n f o r m a t i o n  from t h e  p a s t  1 i-1 
needed t o  p r e d i c t  t h e  f u t u r e  o u t p u t s  of  t h e  system. Thus f o r  
an n t h  o r d e r ,  z^i,n w i l l  be l i n e a r l y  dependent  on gi ( i-1 1 i-1' 
which a l s o  f o l l o w s  from Equat ion  ( 3 7 ) .  
2.  I n  d e r i v i n g  Equa t ion  (37)  from Equa t ion  (33)  , 
, k  = 0 , .  . . ,n  were used a s  i n s t r u m e n t a l  v a r i a b l e s .  
I f  one u s e s ,  i n s t e a d ,  l agged  v a l u e s  o f  z , v i z .  ( Z ~ - ~ , Z ~ - ~ , . . . )  
a s  i n s t r u m e n t s ,  Modif ied  Yule-Walker Equa t ions  a r e  o b t a i n e d  
[ 1 3 ] .  The advantage  o f  u s i n g  &i+k ' s  a s  i n s t r u m e n t s  i s  1 i-1 
an improvement i n  e f f i c i e n c y  of  e s t i m a t i n g  ( $ l l . . . l $ n )  s i n c e  
t h e  r e s u l t i n g  e q u a t i o n s  have a  s t r u c t u r e  s i m i l a r  t o  t h e  
Maximum L i k e l i h o o d  e s t i m a t o r  d i s c u s s e d  below. I t  i s  i m p o r t a n t  
f o r  o r d e r  d e t e r m i n a t i o n  t h a t  t h e  e s t i m a t e s  of ($,, . . . ,$,) be a s  
e f f i c i e n t  a s  p o s s i b l e  w i t h i n  t h e  c o n s t r a i n t s  o f  t h e  computa- 
t i o n  burden.  
5. Maximum Likelihood Estimation of the Correlated EVM 
The EVM described by Equations (1) and (20)- (22) may be 
written in state-vector form as 
Equations (22) and (23) may be combined into a vector equation 
where mi = (: ) is 2 x 1 vector of measurements, ni = (it) 
is 2 x 1 vector of noises with covariance matrix 
and H is 2 x n matrix defined as 
Let 9 ((2n + 3) x 1) be the vector of all unknown parameters 
in the above model, i.e. 
~ -- 
* 
It is assumed at a = 0 or equivalently the mean value 
of yi has been subtracted already. 
We have shown in Section 4 that 0 is identifiable as long 
as el,.. . 'On are not identically zero and the roots of 0 lie 
inside the unit circle. Thus the maximum likelihood estimate 
of 0 would be expected to be consistent. In fact, stronger 
results can beproved,viz. that under the above conditions, 
the MLE is asympotically unbiased, efficient, normal and 
strongly consistent (24,251. Xe describe here only the pro- 
cedure for obtaining I4LE of 9. For further computational details 
the reader may refer to [26,27]. 
The log-likelihood function is 
L(9) = log p(yl,. ..,YN, Zlf - .  .'ZNI9) 
= log p(ml....,mN8) 
N 
The conditional density p(mj ~ml,...,mj-l, 9) is normal with 
A 
* "  
mean and covariance denoted respectively by m j 11-1 and P j 11-1- 
As is well known, these quantities can be computed recursively 
using a Kalman Filter [12] of the following form: 
* 
Double hats are used for estimates conditional on the 
joint set of measurements iml,...,mj-l . Thus 
The initial conditions are specified from a priori know- 
A 
A 
ledge as s - - S 010 0 and 0 = Po. If no a priori information 
is available, one may use the Information Form of the Kalman 
Filter [28] that propagates P-l and P-l j (1-1 j ( j  starting from an 
initial value of zero. Another method often used in practice 
is to set Po to a very large value which essentially eliminates 
the dependence of the Kalman filter on initial values. 
 hel log-likelihood function (28) may now be written as 
+ log\Hpjl j-1 H~ + R I  1 + constants . (34) 
We now maximize L(8) with respect to 8 E O subject to the 
constraints of ~qs.(29)-(33). Since this is a nonlinear pro- 
gramming problem, a comnonly used method is modified Gauss- 
Newton, tne details of which are given in [27]. The basic 
iteration is 
where 8' is the value of 8 during the jth iteration, 0 < p < 1 
is a step-size parameter, ~(8') is an estimate of the Fisher 
Information Matrix at 8' defined as 
and M' is a modified inverse of M obtained by setting eigen- 
values of M below a certain threshold (such as lo-* times the 
largest eigenvalue) to larger positive values. Most of the 
computation in this algorithm is involved in calculating the 
2 
as partial derivatives %j lj-1 ap and =jJj-l from a set of linear 
recursive equations. As indicated in Ref. [26,27], simplifi- 
cations to these computations are possible in practice. Notice 
-1 * A that M (8) evaluated at the MLE 8 is the Cramer-Rao lower 
bound. For large samples, it gives a good estimate of the 
covariance of the ML estimates. 
Remarks: 1. Since the log-likelihood function may be multi- 
modal, it is important to have a good starting estimate eO&O 
of the parameters. The Innovation Correlation - Instrumental 
Variable technique described in Section 4 is recommended for 
this purpose. In the small sample case, even the order n may 
have to be rechecked using MLE along with an F-test or Infor- 
mation criterion 1221 . 
2. It is also possible to develop a maximum like- 
lihood estimator using the alternative model (26)-(27). This 
formulation leads to some simplifications and is also useful 
in the Multiple Regression case to be discussed in the next 
section, since in that case, a multivariate version of (26)-(27) 
is identified directly. The new set of equations is 
where c i  = B ( V i  - v i )  + u i 
and 
D e f i n i n g  
t h e  l o g - l i k e l i h o o d  f u n c t i o n  L ( 8 ' )  may b e  w r i t t e n  i n  terms o f  
t h e  Kalman F i l t e r , *  
(27 ' 
L ( 8 '  ) h a s  t h e  same form a s  Eq. (34 )  e x c e p t  t h a t  o: i n  R 
i s  r e p l a c e d  by ( I -  h k )  0: and Eqs .  ( 2 5 ' ) - ( 2 7 ' )  a r e  u s e d  t o  
A 
e v a l u a t e  p and i n  t e r m s  o f  8 '  p a r a m e t e r s .  N o t i c e  j 11-1 j 11-1 
t h a t  no m a t r i x  i n v e r s i o n  i s  r e q u i r e d  i n  Eqs.  ( 2 6 ' ) - ( 2 7 ' ) .  
* 
The Kalman F i l t e r  f o r  E q u a t i o n s  ( 2 0 ' ) - ( 2 1 ' )  i s  d e r i v e d  by 
r e g a r d i n g  E q u a t i o n  ( 2 0 ' )  a s  a n  e q u a t i o n  c o n t a i n i n g  no p r o c e s s  
n o i s e ,  v i z .  
where  z  i s  a  known s e q u e n c e .  i 
6. Extensions 
In this section, we consider two extensions: 
(i) vector B and vector x case (Multiple Regression EVM), and 
(ii) randomly time-varying B .  
6.1 Multiple Regression EVM 
Let x denote a p x 1 vector of independent variables and 
* f3 be the corresponding vector of regression coefficients. 
- 
The EVM is 
We now develop a state-vector model for the series Czi}, 
of the same form as Eqs. (20) - (22) except that h - is a matrix 
(p x n). The identification of this model is more complicated, 
but follows the same basic principles as outlined in Sections 
4 and 5. The essential differences lie in choosing a canon- 
ical form which in the multi-output case depends on p integers 
P A 




A bar under a scalar variable denotes a vector and a 
bar under a vector denotes a matrix. A bar under a matrix 
denotes another matrix of different dimensions. 
A 
where zi+ I i-l ( k )  d e n o t e s  t h e  ( j + l )  -s tep-ahead p r e d i c t e d  
e s t i m a t e  of  t h e  k t h  component of  z ~ + ~  ~h~ inteoers 
n1,n2, ..., n a r e  determined by e x m i n i n g  c o r e l a t i o n s  between P 
A A 
t h e  above v a r i a b l e s  i n  t h e  o r d e r  ~ ~ ~ ~ - ~ ( l ) ,  ~ ~ ~ ~ - ~ ( 2 ) , . . . ,  
Z i 1 i-1 ( P I  , zi+l 1 i-l(') , 'i+lI i-1 ( 2 ) , * * . , '  i +n , + l l  i-1 ( j )  , where j  
J 
r e f e r s  t o  t h e  o u t p u t  v a r i a b l e  w i t h  t h e  h i g h e s t  v a l u e  n 
1 
Thus, nl i s  determined when zi+n (1) becomes l i n e a r l y  1 i-1 
c o r r e l a t e d  t o  i t s  a n t e c e d e n t s .  The p rocedure  i s  q u i t e  s t r a i g h t -  
forward and i s  w e l l  d e s c r i b e d  i n  Ref.  [22]. The p rocedure  
d e s c r i b e d  i n  S e c t i o n  4 u s i n g  EqS- ( 3 6 ) -  ( 4 1 )  i s  a l s o  e a s i l y  exten-  
ded t o  t h e  v e c t o r  c a s e  u s i n g  r e c u r s i v e  a l g o r i t h m s  of  Wiggins- 
Robinson 120,211. W e  now summarize t h e  complete  p rocedure  
adding a few more p r a c t i c a l  d e t a i l s .  
A 
1. Compute t h e  sample c o r r e l a t i o n  m a t r i c e s  c _ ( k ) ,  of  {z l ,  ..., z 1 
-n 
* 
a f t e r  s u b t r a c t i n g  t h e  mean, f o r  k up t o  m 2 N/lO. 
2. Determine a s t a t e - v e c t o r  model f o r  x i ' s  u s i n g  e i t h e r  t h e  
Canonical  C o r r e l a t i o n  Procedure  of  Akaike [22] o r  t h e  
p rocedure  of  S e c t i o n  4 extended t o  t h e  v e c t o r  c a s e  [21]. 
During t h i s  s t e p ,  t h e  o r d e r  11, o u t p u t  numbers n ,..., n 
1 P 
and m a t r i c e s  ( 0 ,  k, h )  i n  c a n o n i c a l  form a r e  de te rmined :  
3. Th i s  s t e p  should  be performed i f ,  due  t o  s m a l l  sample 
s i z e ,  t h e  p rocedure  of  s t e p  2 i s  expec ted  t o  y i e l d  i n -  
e f f i c i e n t  e s t i m a t e s  t h a t  may a l s o  a f f e c t  t h e  c o r r e c t  
* 
N/10 is  a n  e m p i r i c a l  number beyond which t h e  accuracy  
of  c o r r e l a t i o n s  i s  found t o  degrade  s e r i o u s l y .  
determination of (nl,. . . , np) [ 2 2 ]  . During this step, 
obtain maximum likelihood estimates of parameters in 
@ I  kt h and Evv (covariance matrix of x's), denoted 
-- 
collectively by vector I), by maximizing the log-likeli- 
hood function, 
A A 
4. Use _xili-l - hsil as instrumental variables with 
Eqs. (36) and (37) to obtain a consistent estimate of - 6: 
From the sum-of-squares of the residuals (yi - T A zi 
obtain an estimate of o: using estimated values of B and 
= (I - hk) Evv, covariance of measurement noise xi. L n  -- 
5. Steps 1-4 give the model structure and a consistent estimate 
of all the unknown parameters, 0 ~ ( 6 ,  our El)y, @ ,  k, &I. 
We now perform final maximum likelihood estimation by 
maximizing with respect to 0 E 0 ,  
subject to the constraints 
6.2 EVM with Randomly Time-Varying Coefficients 
In this section we propose an approximate technique 
based on Extended Kalman Filtering [28,29] for estimation of 
EVM with time-varying coefficients. For simplicity, consider 
the simple EV1.I (1)- (2) with a = 0, and B a function of i, 
which now explicitly refers to time. (This connection with 
time is not essential, but helps motivation, since such models 
generally arise in forecasting applications where i is a time 
variable. 
One way of modeling random changes i n  Bi  t h a t  ha s  been used 
s u c c e s s f u l l y  i n  p r a c t i c e  wi th  o r d i n a r y  r e g r e s s i o n  models [30] 
where 0 5 6 < 1 i s  a c o n s t a n t  unknown parameter  and A i  i s  a 
* 2 
Gaussian wh i t e  n o i s e  sequence w i th  unknown v a r i a n c e  oA.  
L e t  u s  assume, a g a i n  f o r  s i m p l i c i t y ,  t h a t  x i ' s  obey a 
f i r s t  o r d e r  model ( c f  Eq. ( 8 )  ): 
Regarding (xi ,  B i )  a s  t h e  s t a t e  v e c t o r ,  t h e  above f o u r  e q u a t i o n s  
c o n s t i t u t e  a  l i n e a r  s t a t e - v e c t o r  model w i th  n o n l i n e a r  neasure-  
rnents s i n c e  t h e  p roduc t  o f  s t a t e s ,  pixi, appea r s  i n  Eq. ( 5 0 ) .  
I n i t i a l  e s t i m a t i o n  of  $ and o: can s t i l l  be c a r r i e d  o u t  i n  t h e  
same f a s h i o n  a s  b e f o r e ,  bu t  t o  e s t i m a t e  Bils, w e  u s e  an  Extended 
Kalman F i l t e r  of t h e  fo l l owing  form 1281, 
- - - - 
* 
A s  shown i n  Z e l l n e r  [8], t h e  assumpt ion of  Gaussian 
p r i o r  d i s t r i b u t i o n  of B may l e a d  t o  i n a d m i s s i b l e  v a l u e s .  I n  i 
such c a s e s ,  w e  assume t h a t  Bi  i s  a t ransformed v a r i a b l e  w i t h  
Gauss ian  d e n s i t y .  
where 
The Extended Kalman Filter is not an optimal nonlinear 
filter for estimation of B's and x's. Other filters such as the 
Iterated Sequential-Extended Kalman Filter [29],which involves 
a little more computation, may give better results. The choice 
of the filter is dependent qualitatively on the amount of noise 
and the extent of nonlinearity in the equations. 
Approximate Maximum Likelihood estimation of the unknown 
parameters 8 = (aUI aVI 6 ,  a,, 4 ,  ow) may be performed by 
maximizing the following approximate log-likelihood function 
subject to Eqs. (52)- (58). 
where 
L ( 8 )  is approximate log-likelihood since ei is not exactly 
Gaussian and white. Further details of this procedure may be 
found in Ref. 1311. 
Remarks: 1. The above method is extended easily to Multiple 
Regression EVM with a general correlation model for the indep- 
dent variables. 
2. In many forecasting applications where regression 
is used, the values of the independent variables also have to 
be predicted for the future. If the independent variables 
are regarded as serially uncorrelated, this cannot be done. 
Our procedure directly gives forecasts of both the independent 
and dependent variables via the equations 
6. Conclusions 
The EVM in structural form is completely identifiable 
as long as some serial correlation is present in the independent 
variables. ~ o t h  least squares and maximum likelihood techniques 
have been given to identify and estimate the serial correlations 
and the EVM parameters. Construction of Bayesian techniques is 
also straightforward and will be discussed elsewhere. The 
following summarize what are believed to be the original con- 
tributions of the paper: 
1. The assumption of no serial correlation of independent 
variables is a cause of the identifiability problem. The 
assumption is generally not justified in practical applications 
such as forecasting where regression models are commonly 
used. 
2. Consistent estimates of the correlation parameters are 
obtained by analyzing the series of independent variables alone. 
These estimates are then used along with a new instrumental 
variable technique to obtain consistent estimates of the EVM 
parameters. 
3. In Section 4.1, a computationally efficient technique is 
given for model order determination. 
4. In Sections 5 and 6, a maximum likelihood technique using 
the observations one at a time and incorporating new information 
into an 'Innovation' model is described (cf. Eqs. (20')- (27') 
and (42) - (49) ) . 
5. An EVM with randomly time-varying coefficients is estimated 
using Extended Kalman Filtering and Approximate Maximum Like- 
lihood Estimation. The technique is applicable to nonlinear 
systems, as well. 
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