Abstract. An algorithm is given which makes only O(log n) comparisons, and which will determine the ordering of the uniformly distributed (pseudo random) Weyl sequences given by {(kc)rood 1:1 _-< k =< n}, where a is an unspecified irrational number. This result is shown to be best possible in the sense that no algorithm can perform the same task with fewer than (log n) comparisons.
1. Introduction1. Any algorithm which sorts sets of n real numbers only on the basis of comparisons will always require, in the worst case, at least log2 (n!)= O(n log2 n) comparisons. Similarly, if n reals are chosen at random from any continuous distribution, the expected number of comparisons required for sorting them is also O(n log2 n). These familiar facts may make it surprising that there are sequences which share many properties with random sequences, but whose order can always be determined with fewer than 4 log2 n comparisons.
The sequences considered here are the so called Weyl sequences given by
Xk ka mod 1, where a is an irrational number. These sequences share with the independent uniformly distributed random variables the basic property that the number of elements from X1, X2, Xn in (a, b) is asymptotic to n (b a), for 0 _-< a < b _-< 1.
(For a purely probabilistic proof of this property, see Feller [2, p. 268].) Since the Weyl sequences are "uniformly distributed" in the sense described, Franklin [3] has further examined the pseudo-random virtues of {Xk} by a variety of statistical tests. This inherent randomness, together with their rich and well studied mathematical structure, makes it intriguing to see just how efficiently the Weyl sequences can be ordered. The principal objective of this paper is to provide an algorithm which determines the order of XI, X2,'' ", Xn on the basis of fewer than 4 log2 n comparisons. We further show that any algorithm for sorting {(ka)mod 1:1-<_k <_-n} by comparisons must make at least lq(log2 n) comparisons, so the algorithm given here is the best possible.
One key motivation for studying the sorting of Weyl sequences is the general question: "How does one use the fact that a sequence is of a certain structure to provide a sorting algorithm which is information theoretically optimal?" This problem was explicitly posed in M. L. Friedman [4] and is implicit in Berlecamp's problem on sum set sorting (see, e.g., Harper, et In the next section, we give an algorithm called Alpha-Sort, which is a very simple procedure which sorts any collection of the form {(ka)mod 1:1 <=k-<_n} with fewer than o(n) comparisons. The third section then uses the structures uncovered by Alpha-Sort to provide the required information theoretic lower bound fl(log2 n). The fourth section applies a binary search speedup of Alpha-Sort which gives an explicit algorithm which performs as well as the theoretical lower bound can permit. The final section makes a brief speculation about the use of sorting as an appropriate measure of complexity of a pseudo random sequence.
2. Alpha-Sort: An o(n) algorithm for sorting (ka) mod 1, l<=k<=n. For brevity, we will subsequently write (kc) for the representative of (ka) mod 1 in [0, 1). The key idea for efficient sorting of {(ka) 1 <-k <-_ n} is that the order structure can be completely determined from the largest and smallest elements of the set. We define L* and R* to be the integers in {1,2,...,n} satisfying (L*a)=minl<=k<__n(ka) and (R*c)= maxl__<k__<n (ka). The Alpha-Sort algorithm shows how one can compute L* and R*, and how these integers can be used to determine the ordering of (ka), 1 <= k <-n.
Alpha-Sort algorithm. Given Xk (ka)mod 1, 1-<_ k-<_ n, this algorithm returns
The fact that Alpha-Sort correctly performs the task of sorting {(ka) 1 -< k _-< n} with O(n) comparisons, will follow from the next two lemmas. These elementary results will form the theoretical core for the rest of the analysis. LEMMA 1. Suppose min {(a), (2a),. ., (ja)} (La) and max {(a), (2a),. .,
Proof. (i). If I<-H<R and ((L+H
The definitions of L and R and (1) imply (2) (Ra (Ra (Ha) + (Ha)
>1. This contradiction establishes (i).
(ii). If 1 _-< H < R and ((L / H)a > (Ra), then the definitions of L and R imply
This is a contradiction to the fact that ((L + H R)a) > (La). Suppose for some 1 -< -< S
If (2) then (1) implies
this is impossible since by Lemma l(i), (La) must be minimal. Since (2) fails to hold,
(mi+la)=((mi-R)a).
Since R ms and < S, Lemma 1 (ii) implies (mia)< (Ra). But then,
contradicting (1) . Thus, (mia)< (mi+la) for 1 -<_ < S, and the lemma is proved. 71 The first lemma proves that step (A2) of Alpha-Sort correctly determines L* and R*. The second lemma shows how these two quantities completely determine the ordering of {(ka):l<=k<-_n}. We actually showed that L* and R* determine the ordering of the larger set {(ka) 1 _-< k _-<L* + R*-1}; step (A3) of Alpha-Sort deletes the irrelevant members from the ordering of the larger set.
Since each comparison performed by Alpha-Sort increases either L or R, and since these quantities never exceed n, the total number of comparisons performed is at most O(n). One can actually show that for any fixed a, as n increases only o(n) comparisons are required. In fact, one can show that for almost every a (in the sense of Lebesque measure), for every e>0 Alpha-Sort will find L* and R* with o((logn) +) comparisons. Still, by taking Liouville irrationals like = 10 -where a < a2 <" is a rapidly increasing sequence, one can also show that o(n) is the most precise statement which one can make about the number of comparisons required by AlphaSort. We do not need to elaborate on these points since the next section will show that o(n) is far from theoretically optimal, and the final section will sharpen Alpha-Sort to attain that optimal rate.
3. InIormation theoretic bounds. In the second lemma of the preceding section, we saw that the two quantities L* and R* completely determine the ordering of {(kc 1 <-k -< n }. We will now show that this suggests that it may be possible to sort {(ka 1 =< k <_-n } with only O (log2 n) comparisons, but no fewer.
Classically, the fact that a binary tree with m leaves must have height at least log2 (m), and the fact that there are n! orderings of n real numbers, collectively imply that at least O(n log2 n) comparisons are required to determine their order. This information theoretic perspective makes it interesting to determine E,, the total number of orderings of {(ka) 1 PROPOSITION. n <= En <-n 2. Proof. For any a, we have (by Lemma 2 above) that there are integers 1 <-L* <= n, 1 =<R* <-n which completely determine the ordering of {(ka): 1 <-k <-n}. Since there are only n 2 such pairs L* and R*, the upper bound is established. To see that E,->n, we consider the n irrationals defined by ak 1/k-e for k 1, 2,..., n and some very small positive irrational e. For ak one can see that (ak)<(2ak)<"' "<(kotk) but ((k+l)a)<(ak). The (ak) thus each yield a different ordering, so E, => n as claimed.
Since the conclusions to be drawn from this proposition depend only on O(log2 E), we have obtained only the simplest bounds. One can actually show that if is the Euler phi-function, we have E, =k_-<, &(k)= 3/rr2n2+O(n log n) (for facts on &(k) see [1] ). The proposition immediately establishes the following result.
COROLLARY. At least f(log2 n) comparisons are required in order to sort {(ka) 1 <= k<-n}.
The upper bound in the preceding proposition also suggests that it might be possible to sort {(ka)" 1 -<_ k -< n} with only O(log n) comparisons. The main objective of the next section will be to show that this is in fact the case.
4. Fast Alpha-Sort: An O(log n) algorithm. In Lemma 2, we proved that the ordering of S ={(a), (2a),..., (ha)} is completely determined by L* and R* where (L*a)=min__<_,(ka) and (R*a)=max_<__<_,(ka). Now we will show how AlphaSort can be improved to compute these values with only O(log2 n) comparisons.
The improvement over Alpha-Sort is made by replacing the linear process for computing L and R by a geometric process. The details are somewhat complicated due to the presence of several cases, but the conceptual essence of the matter is brought out in the following Lemma 3, which shows essentially that if certain conditions are valid at times k and 2k they are valid at all intermediate times.
DEFINITION. A value (]a
is the minimum (respectively maximum) of {(ia)" 1 <-<-}. 
Since each ((L + iR)a), 0 <= <= k, is a left extreme,
Expressing ((L + 2kR)a) and ((L + kR)a) as telescoping sums and applying (1), (2), (3) and the fact that j _>-k + 1, we have (4) 
Inequality (4) Besides serving to prove the validity of the following Fast Alpha-Sort algorithms, the preceding lemmas should also serve to motivate the algorithm. As a tool for use within Fast Alpha-Sort, we will require a binary search procedure which we call SEARCH(L, R, v, z). The Fast Alpha-Sort. Given Xk (ks), 1 _-<k <-n, this algorithm returns L* and R* such that (sL*) minl_<k<= (ks), (sR*) maxl_<_k=< (ks). The main result of this section is the following" THEOREM. The Fast Alpha-Sort Algorithm returns L* and R* after at most O(log n) comparisons between pairs in {(is); 1-<i-< n}.
Before proving the theorem we will establish three lemmas. Lemma 5 requires at most b additional comparisons, after which it will set L ,-p + q/'. The total number of comparisons made is thus at most 1 + 2b.
If p +/" 1 _-< n < p + 2 b/ lq, Fast Alpha-Sort will follow the same procedure as above, except the comparison of ((p +2bq)a) with ((p +2b/lq)c) will be omitted; hence at most 2b comparisons will be made.
If n <p +]q, Fast Alpha Sort will sequentially compare ((p+ 2i-lq)a) with ((p+ 2iq)), 1-<i-<c. Upon learning that p+2C+lq>n, it will then compute SEARCH(p, q, c + 1, 0), which by Lemma 5 requires at most c additional comparisons, after which it will set L -p +,[(n-p)/q],q. The total number of comparisons made is thus at most 2c.
In any case, the total number of comparisons is at most 1 + 2 min (b, c (2) m+2 log2( ji)<-_m+21og2n. (2) and (3) show that the number of comparisons between pairs in {(ia)" 1 <_-<_-n } made by Fast Alpha-Sort in computing L* and R* is bounded above by 1 + (2 + (log2 b)-l) logz n, which establishes the theorem. [3 $. A br|e| sleeulation. The introduction isolated two motivations for studying the sorting of Weyl sequences, and a third motivation was deferred until now. This comes from the problem of measuring the complexity of a class of sequences and using this measurement to aid one's choice of pseudo-random number generators. The Weyl sequences are not genuine candidates for pseudo-random numbers, and this is reinforced by the speed with which they are sorted. One would especially like to determine the number of comparisons needed to sort sequences generated by the widely used classes of PRN generators. This analysis has many practical and conceptual complications, but the Weyl sequences can be considered a preliminary case in this wider program.
