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Abstract
A general approximation property for topological spaces is studied in relation with xed point theory for set-valued maps.
A particular instance of this property is the admissibility in the sense of Klee. Examples of \convex" sets of topological
spaces equipped with a local topological convexity structure as well as general classes of approximative neighborhood
retracts are shown to have this approximation property. A general topological principle on the preservation of the xed
point property under this space approximation is proved. It allows the passage from basic classes of spaces to more
elaborate ones for general classes of nonconvex set-valued maps. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
The Brouwer xed point theorem [7] is one of the deepest existence results in Analysis. It guar-
antees the existence of a xed point for a continuous transformation of a closed ball in a Euclidean
space. It has been extended to compact convex subsets of possibly innite dimensional locally convex
spaces by Schauder [36]. A signicant generalization to continuous transformations with relatively
compact range (called compact transformations) of convex subsets of locally convex spaces was
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given by Tychono [39]. The replacement of the compactness of the domain by that of the transfor-
mation played a decisive role in the solvability of nonlinear equations where the domains are convex
subsets of functional spaces which are either unbounded or have nonempty interiors (see [14] for a
variety of examples).
A wide new eld of applications was opened by the extensions of the Brouwer, Schauder, and
Tychono theorems to upper semicontinuous set-valued maps with closed convex values by Kakutani
[25], Ky Fan [15] and Himmelberg [20], respectively. We refer to Park’s survey paper [31] for a
detailed historical account of Brouwer’s theorem and its o-springs.
It is crucial to point out that concepts of approximation play a key role in both passages:
single-valued mappings! set-valued mappings
and
compact domains! compact maps:
The rst important step in extending Brouwer’s theorem to an upper semicontinuous set-valued
map  with closed convex values is to show that the graph of  can be approximated by the
graph of single-valued continuous mappings. The Brouwer xed point theorem (applied to those
approximations) provides a net of approximate xed points of  which, due to the compactness of
the domain, has a cluster point. Since  has closed graph, this cluster point must be a xed point of
. This approximation property has been used by several authors and extensively studied in [1,3].
On the other hand, the passage from compact domains to compact maps can be addressed by
observing that compact subsets of convex sets in locally convex spaces can be approximated by
convex nite polyhedra contained in the underlying convex domain (see Example 2.2 below) via the
so-called Schauder projection. Kakutani’s theorem applied to the restrictions of the map in question
to those convex nite polyhedra provides a net of approximate xed points which converges, due
to the compactness and the closedeness of the map, to a xed point.
This space approximation property was elegantly used by Klee [26] who called it space admissi-
bility.
A purely topological notion of space approximation which contains the admissibility of Klee and
accommodates recent topological notions of convexity is dened in Section 2. We show there that
a large class of approximative neighborhood extension spaces have this approximation property thus
generalizing Klee’s results.
From these observations we derive a key xed point principle for set-valued maps (Theorem 4.3)
which not only allows the passage from basic domains (e.g. closed balls in nite dimensions or
convex nite polyhedra) to more elaborate ones (absolute retracts, absolute neighborhood retracts,
\topologically convex" sets, etc.) but also permits the shifting of compactness (or substitutes to
compactness) from domains to maps.
Our results unify a number of recent generalizations of the Kakutani{Fan{Himmelberg xed point
theorem and shed some light on the role of topology in xed point theory for set-valued maps. The
reader is referred to [4,24,30,32,33] for related results and applications to multivalued variational
inequalities.
For the reader’s convenience, essential topological notions on topological convexities, retracts, and
extension spaces are discussed in Appendix A.
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2. Space approximation
In this section we dene an approximation property that plays a crucial role in xed point the-
ory. We show that compact subsets of topologically convex sets in spaces with abstract convexity
structures as well as compact subspaces of approximative neighborhood extension spaces can be
approximated by nite polyhedra.
We start this section by xing some basic notations and terminology:
 The identity mapping on a set X is denoted by idX .
 By space, we mean Hausdor topological space. The closure of a subspace A of a space X is as
usually denoted by A.
 Given a subset K of a space X; CovX (K) denotes the collection of all covers of K by open subsets
of X ; Cov(X ) := CovX (X ). We write
S
! :=
S
W2! W . Given two covers !;!
0 2 CovX (K); !0 2
! means that !0 is a renement of !. The star of a subset AX with respect to a cover
! 2 Cov(X ) is the set S fW 2 !: A \ W 6= ;g. A cover !0 is a barycentric renement of a
cover ! if the cover fSt(x; !0): x 2 X g renes !. !0 is a star renement of ! if the cover
fSt(W 0!0): W 0 2 !0g renes !.
 Given a uniform space (X;U); x 2 X; AX; and U 2 U; U [x] := fx0 2 X : (x; x0) 2 Ug and
U [A] :=
S
x2A U [x].
 Given a set X , a space Y; and ! 2 Cov(Y ), two single-valued maps f; g :X ! Y are said to be:
 !-near if for each x 2 X; ff(x); g(x)gW for some member W of !.
 !-homotopic if there exists a homotopy h :X  [0; 1] ! Y joining f and g and such that for
each x 2 X; h(fxg  [0; 1])W for some member W of ! (such a homotopy is called an
!-homotopy between f and g).
 The class of continuous single-valued mappings from a space X into a space Y is denoted by
c(X; Y ).
 A topological space P is called a polyhedron if there exists a simplicial complex K such that the
space jK j of K is homeomorphic to P. A triangulation of a polyhedron P is a pair T = (K; )
where K is a simplicial complex and  : jK j ! P is a homeomorphism (see [12,8]). The space
jK j is the geometric realization of P; it has vertices at the unit points in a linear space equipped
with the topology induced by the Euclidean topology of its nite-dimensional ats. We often do
not distinguish between P and jK j. The set of all vertices of (the geometric realization of) a
polyhedron P is denoted by P0. A polyhedron is nite if P0 is a nite set (such a polyhedron is a
compact space). A polyhedron is locally nite if each vertex of its geometric realization belongs
to a nite number of simplexes.
 Let != fWi: i 2 Ig 2 Cov(X ) be any cover of a space X . Dene the nerve of ! as the complex
P consisting of all simplexes = (u0; : : : ; up) for which Wi0 \    \Wip 6= ;. The geometric nerve
of ! is the geometric realization jN (!)j of P.
 A nite convex polyhedron can be viewed as the convex hull, in a linear space, of a nite set of
vectors.
The approximation property dened and studied below is motivated by a result of Klee [26]
on the existence of arbitrarily small continuous displacements of compact sets into nite
polyhedra.
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The reader is referred to Appendix A for basic facts on (neighborhood) retracts and extension
spaces and to Granas [19] for a detailed exposition, along the same lines of thought, on the Lefschetz
theory for single-valued maps.
Denition 2.1. Let K;P be two classes of spaces. A space X is said to have the (K;P)-
approximation property (respectively the (K;P)H -approximation property) written X 2 A(K;P)
(X 2AH (K;P) respectively), if and only if8>>>>>><
>>>>>>:
8K 2K with K 
closed
X; 8! 2 CovX (K);
9!0 2 CovX (K); !0 2 !; 9P 2 P;
9 a pair of continuous functions s :
[
!0 ! P;
r :P !
[
!0 such that r  s and the identity id[!′
are !-near (!-homotopic respectively):
(1)
It is clear that AH (K;P)A(K;P).
Convex subsets of locally convex spaces have these approximation properties.
Example 2.2. Let K be the class of compact spaces, P the class of nite polyhedra, and let X be
a non-empty convex subset of a locally convex topological vector space E. Then
X 2AH (K;P):
Proof. Let K be compact subset of X and ! 2 CovX (K). Let U a convex symmetric open neigh-
borhood of the origin in E such that !0 := f(xi+U )\X gni=1 2 covX (K) is a nite renement of !.
The Schauder projection associated to U; s :
S
!0 ! X is dened by
s(x) :=
1Pn
i=1 i(x)
nX
i=1
i(x)xi;
where i(x) := maxf0; 1−pU (x−xi)g; pU being the Minkowski functional associated to U . It veries
8x 2
[
!0; s(x)− x 2 U; s(x) 2 P;
where P is a nite polyhedron, copy of the geometric realization of the cover !0. If r denotes the
inclusion P ,! X; then s  r and id[!′ are !-near, i.e., X 2A(K;P). Since U is convex, for each
x 2 S!0; the line segment joining s(x) to x belongs to (x + U ) \ X . Hence s  r and id[!′ are
!-homotopic through the linear homotopy h(x; t) := t((s  r)(x)) + (1 − t)x; t 2 [0; 1]. Therefore,
X 2AH (K;P).
The following observation is quite important for the sequel.
Remark 2.3. The nite polyhedron P is not necessarily convex. The renement !0 can be chosen
so that PS! (to be precise, PSni=1f(xi + 2U ) \ X g). Obviously, P is contained in the convex
hull of the nite set fx1; : : : ; xng; so that in eect, convex subsets of locally convex spaces are in
the smaller class A (compact spaces; convex nite polyhedra). Spaces in this class are known as
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being admissible in the sense of Klee. This approximation property of compact subsets of convex
sets was extended by Klee [26] to some nonlocally convex spaces (e.g., ‘p; 0<p< 1).
We shall prove next that \convex" subsets of spaces equipped with some abstract topological
convexity are also admissible in the sense of Klee.
Proposition 2.4. LetK be the class of compact spaces and P the class of convex nite polyhedra.
Assume that X is a nonempty C-convex subset of a locally C-convex space E (see Denition A:6)
where C is:
(i) a convexity structure in the sense of Horvath (see Example A:3); or
(ii) a B0-convexity (see Example A:5); or
(iii) an L-convexity (see Denition A:2).
Then
X 2A(K;P):
If in (i) and (ii) the space E is in addition metrizable; then X 2AH (K;P).
Proof. We only prove (i); the proof of (ii) and (iii) being simpler are left to the reader. We start
by showing that X 2A(K;P).
Let K be a compact subset of X and let ! 2 CovX (K). The cover ! has a suitable uniform
renement !0 of the form fV [yi]\ X : yi 2 K; i=0; : : : ; ng of open subsets of X; where V 2V; the
uniform structure of E.
Let  be the Kuratowski barycentric mapping that transforms the set KV :=
Sn
i=0 V [yi] into a
subset of the closure  of the open n-simplex  = 0; : : : ; n; (see [27,12,8]). The mapping  veries
for each simplex i0    ik ; −1(i0    ik) = V [yi0 ] \    \ V [yik ]n
[
i 6=ij
V [yi]:
We shall now show (with an argument similar to the one used in Theorem 1 in [24]) the existence
of a continuous mapping f : ! X such that
(f  )(x) 2  (fyi: x 2 V [yi]g) for all x 2 KV :
To do this, denote by (k) the complex consisting of all k-dimensional faces of ; k=0; : : : ; n; (n)=.
We construct a nite sequence of mappings f(k) : (k) ! X; k = 0; : : : ; n with the property
f(k)(i0 : : : ik) (fyij : j = 0; : : : ; kg) for every k-dimensional face i0 : : : ik of .
If k = 0, let f(0) : f0; 1; : : : ; ng ! X be the mapping
f(0)(i) = zi where zi is an arbitrary point in  (fyig); i = 0; 1; : : : ; n:
This mapping is obviously continuous on the set of vertices (0) of  equipped with the discrete
topology. Assume that for some k 2 f1; : : : ; n − 1g such a function f(k) has been constructed, and
let i0 : : : ik+1 be an arbitrary (k + 1)-dimensional face of . The mapping f(k) maps the boundary of
i0 : : : ik+1 into the set
Sk+1
l=0  (fyij : j=0; : : : ; k+1; j 6= lg) which, by monotonicity of the c-structure  ,
is contained in the contractible (thus (k+1)-connected) set  (fyi0 ; : : : ; yik+1g). Therefore, the restric-
tion of f(k) to the boundary of i0 : : : ik+1 extends continuously into a partial mapping f
(k+1)
i0 :::ik+1 of the
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entire simplex i0 : : : ik+1 into the set  (fyi0 ; : : : yik+1g). Keeping in mind that  is equipped with a
CW-complex topology, one can certainly piece together these partial mappings to form a contin-
uous mapping f(k+1) : (k+1) ! X verifying f(k+1)(i0 : : : ik+1) (fyij : j = 0; : : : ; k + 1g) for every
(k+1)-dimensional face i0 : : : ik+1 of . By the property of , the mapping f := f(n) has the desired
property. It is important to observe that given x 2 KV ; if x 2 V [yi] then yi 2 V [x] which is a
C-convex set. Hence,
f((x)) 2  (fyi: x 2 V [yi]g)V [x];
that is, the mapping f   and the inclusion KV ,! X are V -near, hence X 2A(K;P).
In cases (i) and (ii) and in view of Examples A.11 and A.12, X is an AR, hence an ANR. The
entourage V in the begining of the proof can be chosen so that !0 := fV [yi]: i = 0; : : : ; ng veries
Proposition A.14 Thus, f   and the inclusion KV ,! X are !-homotopic.
Remark 2.5. (1) Obviously, (iii) is more general than (i) and (ii). The proof of (iii) is however
simpler in that the mapping f constructed in the proof is readily provided in the denition of an
L-structure (see (12)).
(2) We conjecture that the metrizability of E is not necessary for the inclusion X 2 AH (K;P)
to hold in cases (i) and (ii).
(3) It would be interesting to determine sucient conditions on the convexity structure C for the
C-convex sets to be in AH (K;P).
We shall show now that A(K;P) includes known classes of spaces \modeled" on P that have
been widely used in topology, in particular in homotopy theory.
Let X; P be two spaces. If there are continuous mappings s 2 c(X; P) and r 2 c(P; X ) such that the
diagram idX X
s

r
P commutes, we say that P dominates X . The class of spaces that are dominated
by members of a given class P of spaces is
X 2 R(P), X is dominated by some P 2 P: (2)
Given a cover !2 cov(X ); we say that P!-dominates X (!-H -dominates X; respectively) if
there are mappings s2 c(X; P) and r 2 c(P; X ) such that r  s and idX are !-near (!-homotopic
respectively). The classes D(P) and DH (P) are dened by
X 2D(P)
(X 2DH (P); respectively) ,
8<
:
8! 2 cov(X ); 9P 2 P;
such that P!-dominates X
(!-H-dominates X respectively):
(3)
It is clear that for any class P; PR(P)DH (P)D(P) and that for any class K, K \
A(K;P)D(P) and K \AH (K;P)DH (P).
Proposition 2.6. D(P)A(K;P) and DH (P)AH (K;P) for any given classes of spaces P; K.
Proof. We only prove the rst inclusion, the proof of the second one being identical. Let X 2
D(P); K 2K, be a closed subspace of X; and let ! 2 CovX (K). By hypothesis, 9P 2P; 9s2
c(X; P); 9r 2 c(P; X ) such that r  s and idX are !^-near, where !^ := ! [ fX nKg is an open cover
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of X . For any x 2 K; the member Wx of !^ containing fx; (r  s)(x)g cannot be X nK . The open set
Ux := (r  s)−1(Wx) is a neighborhood of x in X and the family !0 := fWx \Ux: x 2 Kg is an open
cover of K that renes !. The mappings sj[!′  r and id[!′ are !0-near.
The passages P! D(P) or DH (P) preserve certain fundamental topological properties of spaces.
As a result, they are used to enlarge basic classes of spaces without altering topological \features".
For example, the passage from nite to innite products of spaces can be described by the domination
property (3).
Indeed, given an arbitrary family of spaces fXi: i 2 Ig; X =Qi2I Xi, and given J 2 J= fJ  I : J
is niteg; let XJ =Qi2J Xi. Then we have:
Proposition 2.7. If X is paracompact and P= fXJ : J 2 Jg; then X 2D(P).
Proof. The proof is identical to that of Proposition 4:1 in [19] where the compact case is treated.
For each i 2 I; let x0i be a base point in the space Xi and for J 2J; let ~X J X be the product
XJ  (x0i )i 62J ; i.e.,
(xi) 2 ~X J ,

xi 2 Xi if i 2 J;
xi = x0i if i 62 J:
Clearly, ~X J can be identied with XJ .
Consider the subcollection C of Cov(X ) dened as follows:
! 2 C,
8>><
>>:
! is a neighborhood-nite cover of X by open sets
of the form
Q
i2I Ui where; for each i 2 I;
Ui is an open subset of Xi; and Ui = Xi
except for at most nitely many indices i:
Since X is paracompact and by the very denition of the Cartesian product topology, it follows that
C is conal in Cov(X ). Let ! = f!g2 2 C be arbitrary and let 0 be the nite set of those
indices  for which x0 2 !. By denition, each !;  2 0, is of the form Qi2I U i where, for each
i 2 I; U i is an open subset of Xi, and Ui = Xi except for some essential indices forming a nite set
I() := fi 2 I : Ui 6= Xig. The set J (!) :=
S
20 I() is clearly nite and i 62 J (!), Ui = Xi for
all  2 0.
Let s :X ! XJ (!) be the projection and r : ~X J (!) ! X be the natural imbedding. One readily
veries that r  s and idX are !-near. This completes the proof.
Properties (1){(3) can be used to describe the passage from basic types of spaces to more elaborate
ones. For instance:
Example 2.8. (i) If P is the class of all normed spaces, then R(P) is the class AR of absolute
retracts.
(ii) If P is the class of all open subsets of normed spaces, then R(P) is the class ANR of absolute
neighborhood retracts.
(iii) If P is the class of all nite (respectively, locally nite) polyhedra endowed with the
CW-topology, then DH (P) contains the class of compact (respectively, arbitrary) ANRs.
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(iv) Examples A.11 and A.12 together with (iii) yield to a renement of Proposition 2.4: C-convex
subsets of locally C-convex metrizable spaces in the sense of Horvath or in the sense of Bielawski
are in DH (P) where P is the class of all nite polyhedra.
The following remark is important for the sequel:
Remark 2.9. (1) One should keep in mind that in the proof of inclusion (iii) in Example 2.8, for
a given ! 2 Cov(X ), the polyhedron P that !-H -dominates an ANR X is precisely the geometric
nerve jN (!)j of the cover ! (see [8,12]). (Moreover, the mappings s and r involved in (3) are,
respectively, essentially the Kuratowski barycentric mapping  (as in the proof of Proposition 2.4)
and the neighborhood retraction involved in the denition of an ANR.)
(2) The property, for a paracompact space X; of being !-H -dominated is \transitive" in the
following sense:
If X 2 DH (P) and PDH (P0); then X 2 DH (P0):
Indeed, given ! 2 Cov(X ), let ! 2 Cov(X ) be a star renement of ! and let P 2P; s2
c(X; P); r 2 c(P; X ) be such that r  s and idX are !-homotopic. Let  = r−1(!) 2 Cov(P)
and let P0 2 P0; s0 2 c(P; P0); r0 2 c(P0; P) be such that r0  s0 and idP are -homotopic (through
a homotopy h :P  [0; 1] ! P). For any x 2 X; f(r0  s0  s)(x); s(x)gA = r−1(W ), for some
W  2!, that is f(rr0s0s)(x); (rs)(x)gW . But f(rs)(x); xgW ′ for some W ′ 2 !. Thus
f(r  r0  s0  s)(x); (r  s)(x); xgSt(W ; !)W for some W 2 !. This means that P0!-dominates
X . Now, observe that r  r0  s0  s and r  s are homotopic through the homotopy r  h(s(:); :). But
r  s is homotopic to idX . Thus, r  r0  s0  s and idX are homotopic (one can choose ! in such a
way that the latter homotopy is controlled by !).
Note that in view of the rst part of this remark, if P is an ANR, P0 can be chosen to be the
nerve jN ()j of the cover  and that this nerve is a subpolyhedron of the nerve of ! (both nerves
having the same vertices).
These remarks lead to the fact
Theorem 2.10. Assume that X 2DH (P) where P is the class of nite polyhedra. If X has non-
trivial Euler{Poincare characteristic E(X ). 1 Then; 8! 2 Cov(X ); 9P 2P such that: (i) P!-H -
dominates X; and (ii) E(P) 6= 0.
Proof. Let ! 2 Cov(X ) be arbitrary but xed, and let jN (!)j be the geometric nerve of !. By
Proposition 5:2, and since jN (!)j is an ANR, there exists an open cover 2Cov(jN (!)j), such that
for any metric space Z , any two mappings f; g2 c(Z; jN (!)j) that are -near are homotopic. Consider
now a triangulation  of jN (!)j ner than the cover . Let us choose the (possibly iterated) star
renement ! of !, the polyhedron P, the cover =r−1(!) in the proof of Remark 2.9(2) in such
a way that jN (!)j is a subpolyhedron of (jN (!)j; ), and that the cover 0 = r0r−1() of jN ()j
1 Recall that for a spherical complex X; the Cech cohomology graded linear space fHq(X ;Q)g is of nite type. The
Euler{Poincare characteristic of X is dened to be the Lefschetz number of the identity mapping, namely, E(X ) is the
nite sum (idX ) :=
P
q>0(−1)qq where ′q = dimHq(X ;Q) is the qth-Betti number of X (see [29,37]).
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renes the trace of the cover  on jN ()j (keep in mind that jN ()j is a subpolyhedron of jN (!)j,
thus jN ()j is a subpolyhedron of jN (!)j). Denote jN ()j again by P. Obviously, P!-H -dominates
X , and the mappings idP; s0  s  r  r0 :P!P are 0-near. Hence, idP and s0  s  r  r0 are homotopic.
By the homotopy invariance of the Lefschetz number, E(X )=(rr0s0s) and E(P)=(s0srr0).
It is well known (e.g. see [19,8]; Lemma 1 III.C) that, when dened for a pair of mappings f and
g, the Lefschetz numbers (f  g) and (g f) are equal. Hence E(X ) = (r  r0  s0  s) = (s0  s 
r  r0) = E(P).
We prove now a more general result than Example 2:3(iii); namely that the larger class of ap-
proximative neighborhood extension spaces for compacts spaces (see Appendix A for the denition
of the classes ES, NES, and ANES) have the approximation property (1).
Theorem 2.11. Let K be the class of compact spaces;P the class of nite polyhedra; and N the
class of normal spaces. Then:
N \ ANES(K)A(K;P) and N \ AHNES(K)AH (K;P): (4)
Proof. We only provide the proof of the rst inclusion, the second one being a mere adaptation to
the homotopical case. Let X 2ANES(K) be a normal space, let K ,! X be compact, and let ! 2
CovX (K). The Tychono imbedding theorem asserts that, as a compact space, K is homeomorphic
to a closed subset K^ of a Tychono cube T (i.e., a Cartesian product of copies of the unit interval
imbedded in a normed space E). Let h be this homeomorphism and let !0 2CovX (K) be a barycentric
renement of !.
By Denition A.8(iv), there exist an open subset V of T; V  K^ , and f 2 c(V; X ) such that h−1
and fjK^ in the following diagram:
X
h−1% "f
K^ ,! V ,! T
are !0-near.
Due to the compactness of K^ , there exist a convex open neighborhood of the origin U in the
normed space E containing T and a nite set fx^igni=1 K^ such that !^ := f(x^i+U )\Tgni=1 2 CovT (K^)
and
Sn
i=1f(x^i + 2U ) \ TgV .
The Schauder projection  :
S
!^! P onto a nite polyhedron PSni=1f(x^i + 2U ) \ TgV and
the identity on K^ are !^-near (this follows from Example 2.2 and Remark 2.3).
The Tietze’s extension theorem implies that every Tychono cube is an extension space for normal
spaces, i.e. T 2 ES(N). Moreover, it is known that for a given class of normal spaces Q, every open
subspace of an NES(Q) space is also NES (Q) (see [19, Theoreme 2.2]). Since ES(N)NES(N),
then
S
!^ 2 NES(N). Consequently, there exists ~h 2 c(S!0;S !^) such that the diagram[
!^ ,! T
h% " ~h
K ,!
[
!0 ,! X
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commutes. The mappings s=   ~h and r = f  j in the following diagram:[
!^ ! P j,! V
~h " # f[
!0 ,! X
are so that r  s and id[!′ are !-near, i.e., X 2A(K;P).
By Proposition A.15, the class AANR(K) of approximative ANRs for compact spaces is precisely
K \ ANES(K) which, by (4), is included in K \A(K;P) which is in turn contained in D(P);
hence
Corollary 2.12. If K is the class of compact spaces and P is the class of nite polyhedra; then
AANR(K)D(P) and AHANR(K)DH (P):
Since compact AANRs (in particular, compact ANRs) are in AANR(K) for the class K of
compact spaces (see [18]), it follows that
Corollary 2.13. Every compact AANR (in particular; compact ANR) is in D(P) where P is the
class of nite polyhedra.
3. The class A of approachable set-valued maps
We start with a list of notations used in this section.
 Let M be a class of set-valued maps. Following [3], we write:
 Mc := f= n      1: j 2M; j = 1; : : : ; ng.
 If K is a class of spaces, MK := f 2 M: the range of  is contained in some member
of Kg.
 Given two sets X; Y;M(X; Y ) := f : X  Y :  2Mg;M(X; X ) :=M(X ).
 CL := class of set-valued maps with closed values.
 The classes of semicontinuous set-valued maps are denoted:
 USC := class of all upper semicontinuous set-valued maps with nonempty values between
spaces.
 USCL := USC \ CL.
 USCO := f 2 USC :  has compact valuesg.
Clearly, cUSCOUSCLUSC.
Denition 3.1. (i) (see [1{3]) Let (X;U) and (Y;V) be two uniform spaces and let : X  Y be a
set-valued map. Given (U; V ) 2 U V, a single-valued map s :X ! Y is said to be a (U; V )-
approximative selection of  if and only if:
8x 2 X; 9x0 2 U [x] with s(x) 2 V [(x0)]: (5)
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Denote by a(;U; V ) := fs 2 c(X; Y ) : s is a (U; V )-approximative selection of g.
(ii)  is said to be approachable if and only if
8(U; V ) 2 UV; a(;U; V ) 6= ;:
Let the class A of approachable set-valued maps from X into Y be
A(X; Y ) := f 2 usc(X; Y ):  is approachableg:
The class A contains several important subclasses. Indeed, consider the following classes of
set-valued maps (the topological notions involved in the denitions below are discussed in the
appendix):
 K(X; Y ) := f 2 USC(X; Y ):  has nonempty convex valuesg.
 C(X; Y ) := f 2 USC(X; Y ):  has nonempty C-convex valuesg, C being a convexity structure.
 C1(X; Y ) := f 2 USCO(X; Y ):  has nonempty contractible valuesg.
 D(X; Y ) := f 2 USCO(X; Y ): Y is a uniform space and the values of  have trivial shape
in Yg.
Clearly, KC and KC1D.
Example 3.2. (i) If X is paracompact and Y is a convex subset of a locally convex topological
vector space then K(X; Y )A(X; Y ) [9].
(ii) If X is paracompact and Y is a locally C-convex space, then C(X; Y )A(X; Y ) in each of
the following cases (see [2]):
1. C is an H -structure;
2. C is a B-simplicial convexity;
3. C is an L-structure and X is compact.
(iii) C1(P; Y )A(P; Y ) provided P is a nite polyhedron [20,3].
(iv) D(P; Y )A(P; Y ) provided P is a nite polyhedron (see [3,1]; cf. with [18,16]).
Approachability is stable under a number of operations (we refer to [1] for a detailed treatment
of these properties). For example, the restriction of an approachable set-valued maps to a compact
subset is approachable. Also a Cartesian product of two approachable maps is approachable. The
composition product of approachable maps is approachable provided the rst space is compact, i.e.,
Ac(X; Y ) = A(X; Y ) provided X iscompact; (6)
(it is not known to the author whether this equality holds when the compactness of X is replaced
by that of one of the intermediate spaces through which a map in Ac factorizes).
We shall show next that the classes C and D dened above are in the smaller class AH dened
as follows:
Denition 3.3. A set-valued map  2 A(X; Y ) is said to have property (H) if and only if:8<
:
8(U; V ) 2 UV; 9(U 0; V 0) 2 UV; 8s1; s2 2 a(;U 0; V 0);
9h 2 c(X  [0; 1]; Y ) such that h(:; 0) = s1; h(:; 1) = s2; and
h(:; t) 2 a(;U; V ); 8t 2 [0; 1]:
(7)
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Denote by AH (X; Y ) the subclass of A(X; Y ) consisting of those set-valued maps having property
(H).
We start with a preparatory result.
Let P be the class of all nite polyhedra and let (Y;V) be a uniform space. A class of set-valued
maps M is said to have the approximative selection extension property on nite polyhedra (ASEP
(P) for short) if and only if:8>>>>><
>>>>>:
(i) M(P; Y )A(P; Y ); and
(ii) 8P 2 P with uniform structure U; 8P0 sub-polyhedron of P containing the 0
dimensional skeleton of P; 8(U; V ) 2 UV; 9(U 0; V 0) 2 UV;
such that 8s0 2 a(jP0;U 0; V 0); 9s 2 a(;U; V );
with sjP0 = s0:
(8)
Lemma 3.4. Let P be the class of all nite polyehdra; (Y;V) a uniform space; and let M be an
abstract class of set-valued maps satisfying
8 2M; 8s 2 c; the composition product   s 2M: (9)
If M has ASEP(P); then M(P; Y )AH (P; Y ); 8P 2 P.
Proof. Let P^ := P  [0; 1] and P^0 := (P  f0g) [ (P  f1g). Clearly, P^ is a nite polyhedron
equipped with a product uniformity U and P^0 is a subpolyhedron of P^ containing all the vertices
of P^. Dene ^ : P^  Y as
^(x; t) := (x); 8(x; t) 2 P^:
The map ^ can be viewed as the composition  p1 where p1 is the projection of P^ onto P. By
hypothesis, ^ 2M(P^; Y )A(P^; Y ).
For an arbitrarily xed pair (U; V ) 2 U V, let U^ be an entourage of the diagonal in P^  P^
homeomorphic to a product U  [0; 1]2. By hypothesis, 9(U^ 0; V 0) 2 U^ V, such that any h0 2
a(^jP^0; U^ 0; V 0) extends continuously to a mapping h 2 a(^; U^ ; V ). The set U^ 0 contains a copy of
a product U 0  O0 where U 0 2 U; U 0U , and O0 is an entourage of the diagonal in [0; 1]2. Now
given any s1; s2 2 a(;U 0; V 0), let h0 : P^0 ! Y be
h0(x; 0) := s1(x) and h0(x; 1) := s2(x); 8x 2 P:
Clearly, h0 2 a(^jP^0; U^ 0; V 0). Let h 2 a(^; U^ ; V ) be an extension of h0 to P^. For any pair (x; t) 2
P^; h(x; t) 2 V [^(x0; t0)] for some (x0; t0) 2 U^ [(x; t)], i.e., h(x; t) 2 V [(x0)] for some x0 2 U [x]. Thus,
h(:; t) 2 a(;U; V ); 8t 2 [0; 1] and the proof is complete.
As an immediate consequence, we have the following renement of Example 3.2(iii) and (iv):
Proposition 3.5. D(P; Y )AH (P; Y ) provided P is a nite polyhedron and Y 2 NES(K) where K
is the class of compact spaces.
Proof. In the metrizable case where Y is an ANR, this result is due to [18]. We provide here a shorter
proof of this more general case.
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In view of Lemma 3.4 and since any composition   s of a set-valued map  2 D and a
continuous single-valued mapping s is also in D, its suces to show that the class of set-valued
maps D has ASEP(P) for the class P of nite polyhedra.
Let  2 D(P; Y ) where P 2 P and let U;V be uniform structures on P and Y , respectively. Since
 has compact values in an NES(K) space, we have (see Section A.1): 8x 2 P; 8V 2V; 9Vx 2V; VxV; such that
Vx[(x)] is contractible in V [(x)];
which, due to the compactness of P and the upper semicontinuity of  can easily be made uniform
in the following sense:8>><
>>:
8(U; V ) 2 UV; 9(U 0; V 0) 2 UV; U 0U; V 0V;
such that 8x 2 P; 8n>0; 8s0 2 c(@n; V 0[(U 0[x])]);
9s 2 c(n; V [(U [x])]) with sj@n = s0:
(10)
Assume now that P has dimension n + 1 and let (Un+1; V n+1) 2 U V be arbitrary but xed.
We dene a nite sequence f(Us; V s) 2 UV: s= n; n− 1; : : : ; 0g as follows: let (U 0 n+1; V 0 n+1) be
given by (10) and put V n = V 0 n+1; 8x 2 P, choose U 00 n+1 2 U such that (U 00 n+1[x])V n[(x)]
and let Un 2 U be so that fUn[x]: x 2 Pg 4 fU 0 n+1[x] \ U 00 n+1[x]: x 2 Pg. We then proceed
recursively until s= 0.
We show that the pair (U 0; V 0) veries (8).
Let P0 be a subpolyhedron of P containing all the vertices of P and let s0 2 a(jP0;U 0; V 0).
Assume that for some 06r6n the function s0 has been extended to an approximative selection
sr 2 a(jP0 [ Pr;Ur; V r) where Pr is the r-dimensional skeleton of P. It suces to show that sr
extends to an approximative selection sr+1 2 a(jP0 [ Pr+1;Ur+1; V r+1).
Let (P0; P00) be a triangulation of (P; P0) ner than the cover fU 0[x]: x 2 Pg of P and let 
be an arbitrary (r + 1)dimensional simplex of P
′r+1. By the choice of P0;  is contained in some
open set U 0[x]; x 2 P, which in turn is contained in Ur[x]. Thus, for each x 2 @; sr(x) 2
V r[(Ur[x] \ (P0 [ Pr+1))]. By the choice of (Ur; V r); sr extends to a continuous mapping sr+1 :
! V r+1[(Ur+1[x]\ (P0 [ Pr+1))]. Hence, the class D has ASEP(P). Lemma 3.4 ends the proof.
One of the most interesting properties of the class A is its stability with respect to the domination
property (3).
Theorem 3.6. Let M be an abstract class of set-valued maps with MUSC and satisfying the
condition (9). If P is a class of compact spaces; (X;U) and (Y;V) are uniform spaces with X
paracompact; then:
(A) 
M(P; Y )A(P; Y );
8P 2 P

)

M(X; Y )A(P; Y )
provided X 2 D(P)

;
(B) 
M(P; Y )AH (P; Y );
8P 2 P

)

M(X; Y )AH (P; Y )
provided X 2 DH (K)

:
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Proof. We only prove (B) and refer to Proposition 3.5 in [3] for (A). Given  2 M(X; Y ), let
(U; V ) 2 U  V be arbitrary but xed. Choose U^ 2 U such that U^  U^ U and let ! :=
fU^ [x] : x 2 X g 2 Cov(X ). By (3), there exist P 2 P (with uniform structure R), and map-
pings s 2 c(X; P); r 2 c(P; X ) such that r  s and idX are !-homotopic. Let ~h be the !-homotopy
joining these mappings.
Choose R 2 R in such a way that (r(p); r(p0)) 2 U^ whenever (p;p0) 2 R:
By (9),   r belongs to M(P; Y ) and is approachable as a composition of approachable maps
dened on a compact space (see (6) above).
In view of (7) in Denition 3.3, let U 0 2 U; U 0 U^ ; R0 2 R; V 0 2V be chosen so that
 the composites s1  r and s2  r 2 a(  r;R0; V 0) for some arbitrarily xed mappings s1; s2 2
a(;U 0; V 0); and
 s1  r and s2  r are joined by a homotopy k : P [0; 1]! Y such that k(: ; t) 2 a(  r;R; V ); 8t 2
[0; 1]:
The homotopy h1 : X  [0; 1]! Y dened by
h1(x; t) := k(s(x); t); 8(x; t) 2 X  [0; 1];
joins the mappings s1  r  s and s2  r  s.
Moreover, 8t 2 [0; 1]; h1(: ; t) is a (U; V )-approximative selection of . Indeed, 8(x; t) 2 X 
[0; 1]; k(s(x); t) 2 V [(  r)(R[s(x)])], that is, k(s(x); t) 2 V [(  r)(z)] for some z 2 R[s(x)]. By
the choice of R; r(z) 2 U^ [(r  s)(x)](U^  U^ )[x]U [x]: Hence, h1(x; t) 2 V [(U [x])].
Dene homotopies h0; h2 : X  [0; 1]! Y by putting
h0(x; t) := s1( ~h(x; 1− t)) and h2(x; t) := s2( ~h(x; t)); 8(x; t) 2 X  [0; 1]:
The homotopy h : X  [0; 1]! Y dened by
h(x; t) :=
8<
:
h0(x; 3t);
h1(x; 3t − 1);
h2(x; 3t − 2);
06t61=3;
1=36t62=3;
2=36t61
is continuous and joins s1 and s2. For every t 2 [0; 1]; h(:; t) 2 a(;U 0; V 0). Property (H) is thus
satised by .
Since spaces in AANR(K) (AHANR(K) respectively) are !-dominated (resp. !-H-dominated)
by nite polyhedra (see Corollary 2.12), we have:
Corollary 3.7. Assume that X is an AANR(K) (respectively AHANR(K)) for the classK of com-
pact spaces and that Y 2 NES(K). Then
D(X; Y )A(X; Y ) (D(X; Y )AH (X; Y ); respectively):
Inclusion (14) in Appendix A implies the known result:
Corollary 3.8 (Gorniewicz et al. [18]; see Mas Colell [28] for the contractible case). Assume that
X; Y are ANRs with X compact. Then;
C1(X; Y )D(X; Y )AH (X; Y ):
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Remark 3.9. It is an open question as to whether the inclusion above holds when the domain X is
a locally nite polyhedron (and consequently for a space dominated by locally nite polyhedra such
as arbitrary ANRs) or not. Such spaces are paracompact and Example 3.2(i) and (ii) suggest that
the inclusion should be true with mere paracompactness.
An innite product X =
Q
i2I Xi of compact ANRs Xi; i 2 I , is a compact space which is not
necessarily an ANR. But the nite products XJ =
Q
i2J Xi; J  I nite, are compact ANRs, hence
D(XJ ; Y )A(XJ ; Y ): Proposition 2.7, and Theorem 3.6 imply:
Corollary 3.10. LetK be the class of compact spaces and let Y be a uniform space. If X=
Q
i2I Xi
is an innite product of compact ANRs; then
D(X; Y )A(X; Y ):
Corollary 3.11. Assume that X is a compact subset of a metrizable locally C-convex space E and
that Y is a C-convex subset of a metrizable locally C-convex space F where C is a c-convexity
or a B0-convexity. Then
C(X; Y )AH (X; Y ):
Proof. We know by Example 3.2(ii) that C(X; Y )A(X; Y ). According to Proposition 2.4, E 2
AH (K;P) where K is the class of compact spaces and P is the class of nite polyhedra. Since
X 2K, the denition of the class AH (K;P) implies that X 2DH (P). Moreover, the set Y as well
as all values of any map  2 C(X; Y ) are absolute retracts, hence contractible spaces. So, in this
case, C(X; Y )C1(X; Y ). Theorem 3.6 ends the proof.
4. Fixed point theorems
We recall some basic notions rst.
 Given a set X and a set-valued map  :X  X; Fix() := fx 2 X : x 2 (x)g is the set of all xed
points of .
 Given a set X , a collection ! 2X , and a set-valued map  : X  X , an element x 2 X is said
to be a !-xed point for  if both fxg and (x) intersect a common member of !.
 Let M be an abstract class of set-valued maps and let X be a space. Following [19], we say that
X is a xed point space for the class M if Fix() 6= ; for all  2M(X ). We write
FM := fX : X is a xed point space for the class Mg:
Fixed points for USCL set-valued maps are usually obtained as limits of nets of approximate
xed points. The passage from approximate xed points to xed points is provided by the:
Lemma 4.1 (Ben-El-Mechaiekh and Deguire [3]). Let X be a regular space and  2 USCL(X ).
Assume that there exists a conal family f!g in CovX ((X )) such that  has a !-xed point for
all ! 2 f!g. Then  has a xed point.
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Note that in the metrizable setting, the existence of a conal family of open covers for a com-
pact set is guaranteed by the Lebesgue number lemma. In a general (i.e., nonnecessary metrizable)
uniform space X { which is always completely regular { open covers of a compact subset A admit
renements of the form fU [x]: x 2 Ag, where U is a member of the uniformity. Thus, such rene-
ments form a conal family of open covers. So, in proving the existence of xed points in uniform
spaces for USCL compact maps, it suces to prove the existence of approximate xed points.
The Himmelberg xed point theorem on convex subsets of locally convex topological vector
spaces was extended to the class A \ CL of approachable closed-valued set-valued maps by the
author as follows.
Proposition 4.2 (Ben-El-Mechaiekh [1]). If X is a nonempty convex subset of a locally convex
topological vector space and K is the class of compact spaces; then X 2 F(A\CL)K ; i.e.; every
compact approachable set-valued map with closed values from X into itself has a xed point.
Our interest in the passage P!A(K;P) is not only in the preservation, under very mild assump-
tions on the spaces and maps involved, of the xed point property but also in the shifting of
compactness from domains to maps. More precisely:
Theorem 4.3. Let M be an abstract class of set-valued maps and let K;P be two classes of
topological spaces such that:
(i) cM;
(ii) ( 2Mc(X; Y )) and (X )O 
open
Y )) ( \ O 2Mc(X;O));
(iii) each space in A(K;P) is regular.
Then
PFMc )A(K;P)FCL\(MKc ): (11)
Proof. Let X 2A(K;P);  2MKc (X ) \CL be arbitrary, i.e.,  is a closed-valued nite compo-
sition of M-maps and (X )K X; K 2 K. Let ! 2 CovX (K) be arbitrary. By (1), there exist
a cover !0 2 CovX (K); !0 4 !, a space P 2 P and a pair of continuous mappings S!0 s!P r!X
such that r  s and id[!′ are !-near. The diagram
r  s  0
X
′

[
!0 s! P
 . r 
X 
′
[
!0 !
s
P
s  0  r
where 0(x) := (x)\S!0, commutes. By (i) and (ii), s; r; and 0 belong to M, so s0  r 2Mc.
Hence, s 0  r has a xed point. It follows that r  s 0 also has a xed point x! 2 r(s(0(x!))).
Such a xed point is a !-xed point for . Lemma 4.1 ends the proof.
Remark 4.4. (1) Condition (ii) is superuous for many particular examples of set-valued maps. For
instance, if  2 K, the class of upper semicontinuous maps with convex values (see Section 3 for
the denition), restricting the codomain from Y to an open subset of Y containing the range of 
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does not change the nature of the map . However, in some other cases (e.g., for the class D),
relevant features depend on the way the values (x) of  are imbedded in Y rather than on their
intrinsic topological properties; thus, restricting the codomain without altering the values themselves
may disqualify a map from belonging to a certain class.
(2) Theorem 4.3 implies, in particular, that if a regular topological space is a xed point space
for a class of closed-valued upper semicontinuous maps then so is every retract of the space.
Corollary 4.5. Let K be the class of compact spaces and P the class of convex nite polyhedra.
Then;
A(K;P)F(A\CL)Kc ;
that is; every compact nite composite of approachable maps with closed values of a space X 2
A(K;P) has a xed point.
Proof. We apply Theorem 4.3 to the class M=A\USCO. Naturally, every continuous single-valued
mapping is approachable (by itself), that is cA \USCO. From the denition of the class A (see
(5)), one easily veries that for given uniform spaces X; Y and a map  2 (A\USCO)(X; Y ), any
open neighborhood O of (X ) in Y contains the ranges of (U; V )-approximative selections of 
for all members U; V of the respective uniformities on X; Y that are small enough. This implies that
condition (ii) is always satised by the class A \USCO.
Since any nite polyhedron P is a compact space, (6) implies that (A \ USCO)c(P) = (A \
USCO)(P).
It remains to verify that every convex nite polyhedra has the xed point property for u.s.c.
closed-valued approachable maps.
But this follows from Proposition 4.2, or by the following elementary direct argument. Consider a
convex nite polyhedra P imbedded in a euclidean space E (the topology induced by the euclidean
norm on E is uniformizable) and consider a set-valued map  2 (A \USCO)(P). By (5), for any
> 0, there exists s 2 c(P) such that
8x 2 P; 9x0 2 B(x); with s(x) 2 B((x0))
The Brouwer xed point theorem guarantees the existence of a xed point x = s(x) of s in P:
To a given sequence fng of positive real numbers converging to 0; there corresponds a sequence
f(xn; yn)g in P  P; xn = xn = s(xn) 2 Bn(yn); yn 2 (Bn(xn)). This sequence has a cluster point
(x0; y0) due to the compactness of P. It is clear that x0=s(x0)=y0. Moreover, since a u.s.c. set-valued
maps with closed values in a compact space has closed graph and since f(xn; yn)gBn(graph()) in
PP, it follows that (x0; x0) 2 graph(). This completes the proof of the inclusion PF(A\USCO)c
and the proof of our assertion.
In view of Remark 2.3 and Proposition 2.4, this last result contains, in addition to the classical
xed point theorems of Ky Fan [15] and Himmelberg [20], recent xed point theorems of the author
[1], Deguire and the author [3], Ben-El-Mechaiekh et al. [2], Bielawski [5], Horvath [21], Park [34],
Park and Kim [35], Tarafdar [38], and Yuan [41], for C-convex sets (with the various notions of
convexity described in Appendix A).
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Corollary 4.6. Assume that X is a non-empty C-convex subset of a locally C-convex space E where
C is
(i) a linear convexity structure and E a locally convex space; or
(ii) a convexity structure in the sense of Horvath; or
(ii) a B-convexity of Bielawski; or
(iii) an L-convexity in the sense of Denition A:2.
Assume also that  is a compact map belonging to any one of the classes:
(iv) Cc(X ); or
(v) Dc(X ).
Then  has a xed point.
Theorem 4.7. Let K and P be the classes of compact spaces and nite polyhedra respectively. If
X 2AH (K;P) is compact and E(X ) 6= 0; then X 2FAc\CL; that is; every compact closed-valued
nite composition of approachable set-valued maps from X into itself has a xed point.
Proof. Let  2 (Ac \ CL)(X ). Remember that K \AH (K;P)DH (P). By Theorem 2:4, for
any given ! 2 Cov(X ); there is a nite polyhedron P with nontrivial Euler{Poincare characteristic
that ! − H -dominates X . Such a space has the xed point property for nite compositions of
approachable maps with closed values. This follows from the fact that for a compact space K , we
have the equivalence (K 2 Fc , K 2 FAc\CL) (see [3, Proposition 7:1]), and from the Lefschetz
theorem for nite polyhedra: P 2Fc: This implies the existence of an !-xed point for . Lemma
4.1 ends the proof.
Theorem 2.11 and Proposition A.10 imply:
Corollary 4.8. Let K be the class of compact spaces and let X 2 AHANR(K); Any set-valued
map  2 Dc(X ) has a xed point provided the Euler{Poincare characteristic E(X ) 6= 0.
Appendix A
In an eort to make this paper self-contained, we include a brief description of some topological
notions of convexity that appeared in the literature and on the notions of retracts and neighborhood
retracts. The reader is referred to [5,2,21,35] for abstract convexities, and to [6,10,17] for extensive
expositions on the theory of retracts. We start with the natural concept of contractibility.
A.1. Contractibility and trivial shape
A space X is contractible (in itself) if there exists h 2 c(X  [0; 1]; X ) such that h(x; 0) = x and
h(x; 1) = x where x is a given point in X .
Clearly, every star-shaped set is contractible. More particularly, every convex set is contractible. It
often happens that a given topological property can be expressed as or implies an extension property
which becomes the attractive technical feature of the initial property. In this instance, contractibility
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implies n-connectedness for all n. More precisely, if for a given positive integer n; n denotes the
standard n-simplex whose vertices fe0; : : : ; eng form a canonical basis for Rn+1and @n is the boun-
dary of n, a space X is n-connected if and only if 8f 2 c(@n; X ); 9f^ 2 c(n; X ) such that the
diagram
X
f %- f^
@n ,!
i
n
commutes. X is innitely connected (C1 for short), if X is n-connected for each positive integer n.
Every contractible space is C1. Indeed, let z be the barycenter of the n-simplex n and write
every z 2 n n f zg in polar coordinates form z = t(z) z + (1 − t(z))v(z) where v(z) is the radial
projection of z onto @n; t(z) 2 [0; 1). Let h 2 c(X  [0; 1]; X ) be the homotopy contracting X onto
a given point x 2 X and let f 2 c(@n; X ) be given. One readily veries that the mapping
f^(z) :=

h((f  v)(z); t(z))
x
if
if
z 6= z;
z = z
is a continuous extension of f.
We recall next a concept of proximal contractibility important in topology.
Denition A.1 (Van Mill [40]). A subspace A of a space X is said to have trivial shape in X if A
is contractible in each of its neighborhoods in X .
Obviously, if X A is contractible, then it has trivial shape in X . However, note that the set
  :=

t; sin

1
t

2 R2: 0<t61

[ f(0; v): − 16v61g
is not contractible but has trivial shape in R2. Indeed,   :=
T
n>1  n where f ngn>1 is the decreasing
sequence of compact contractible sets:
 n :=

t; sin

1
t

2 R2: 1=n6t6

[ f[0; 1=n] [− 1; 1]g ; n>1:
Such an intersection, known as an R-set, has trivial shape in its underlying space.
The Borsuk homotopy extension theorem (see [40]) implies that if X is an ANR (see denition
below) and if X A has trivial shape in X then, for each open neighborhood U of A in X , there
exists an open neighborhood V of A in X contained and contractible in U:
A non-metrizable version of this proximal contractibility follows from the proof of Proposition
A.15 below. Assume that X 2 NES(K) where K is the class of compact spaces and assume that A
is a compact subspace of X . Let U be an open neighborhood of A in X and let h : A [0; 1]! U
be a homotopy joining idX jA = idA and a constant mapping a 2 U:Since U is itself an NES(K)
space, we show that the compact homotopy h extends to a homotopy h^ : V  [0; 1]! U dened on
open neighborhood V of A in U and joining idV to the constant a.
Consequently, in both cases, (AX 2 ANR) or (A 
compact
X 2 NES(K)), for every positive integer
n, every mapping in c(@n; V ) extends continuously to a mapping in c(n; U ): A subspace A with
this proximal contractibility is known to be 1-proximally connected in X in the sense of Dugundji
[13].
302 H. Ben-El-Mechaiekh / Journal of Computational and Applied Mathematics 113 (2000) 283{308
A.2. Topological convexities
A convexity structure on a set X is a collection C of subsets of X stable for arbitrary intersections
and containing ; and X itself. The pair (X;C) is referred to as a C-space and a subset A of X is
C-convex if A 2 C. A convex hull operator is dened by C-co(A) := T fB 2 C: ABg.
There has been a growing interest in abstract convexities in recent years. Some are related to
metrizability and the existence of minimal sets as well as to xed point theory for non-expansive
mappings, some to integrability, and others are purely topological and relate to xed point for trees,
etc.
The following abstract topological convexity was dened in [23]. It encompasses a variety of
topological convexities studied in the literature.
Denition A.2. An L-structure on a topological space Y is a set-valued map   : hY i  Y dened
on the family hY i of all nonempty nite subsets of Y verifying
8A= fy0; : : : ; yng 2 hY i; 9fA 2 c(n;  (A)) such that
fA(J ) (fyi: i 2 Jg); 8J f0; : : : ; ng; (12)
where for J f0; : : : ; ng; J = conv(fei: i 2 Jg).
The pair (Y;  ) is called an L-space and a subset C Y is said to be convex for the L-structure if
and only if  (A)C; 8A 2 hCi.
The collection of all convex subsets of Y form a convexity structure C on Y called an L-convexity.
The concept of an L-space is actually a renement of that of a c-space of Horvath.
Example A.3 (Horvath [21]). A pair (Y;   : hY i  Y ) is said to be a c-space if   is isotone
(AB)  (A) (B)) and has contractible (in fact, C1) values.
The reader is referred to [21] for a list of interesting examples of c-spaces. For instance:
 Let Y be topological space and  : Y  Y  [0; 1]! Y be a mapping such that
8(x; y) 2 Y  Y; (x; y; 0) = (y; x; 1) = x:
 A subset B of Y is said to be an -set if (B  B  [0; 1])B. For any A 2 hY i; let  (A) :=
fB: AB and B is an -setg and suppose that there exists a0 2  (A) such that the mapping
(y; t)! (y; a0; t) is continuous on  (A) [0; 1]. Then (Y;  ) is a c-space.
 In particular, given a contractible semigroup (G; ) with unit e and contractibility mapping  :
G  [0; 1]! G; (x; 1) = x and (x; 0) = e; x 2 G; let (x; y; t) := (x; 1− t)  (y; t); x; y 2 G; t 2
[0; 1]: Then, (G; ) is a c-space.
 Let Y := L1(X; E) be the space of -integrable functions from a measurable space X with
non-atomic probability measure  into a Banach space E. Given A := fg1; : : : ; gngY; let:
 (A) :=
(
nX
i=0
1Xigi: fXig being a partition of X into -measurable sets
)
:
The pair (Y;  ) is a c-space.
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Example A.4. Generalized convex spaces of Park and Kim [35] are L-spaces where, in addition to
(4), the L-structure   is isotone. Recently, Park removed the isotony condition in his denition.
Simplicial convexities also give rise to L-structures (see [2]).
Example A.5. Let us call a B0-simplicial convexity on a topological space Y any family of con-
tinuous functions [x0 ;:::;x n] :n ! Y; dened for each positive integer n and each nite subset
fy0; : : : ; yngY and satisfying, 8n>1; 8fy0; : : : ; yngY ,
=
pX
k=0
ik eik ) [yi0 ;:::;yip ]() = [y0 ;:::;yn]
 pX
k=0
ik ek
!
:
The set-valued map   : hY i Y dened by
 (A) := f[y0 ;:::;yn](): fy0; : : : ; yngA;  2 ng; A 2 hY i;
denes an L-structure on Y .
(Any B-simplicial convexity in the sense of [5] is a B0-simplicial convexity with the additional
property: [y](1) = y:)
A convexity structure deriving from a B0-simplicial convexity is called a B0-convexity.
It is proven in [2] that every c-space in the sense of Horvath admits a B0-simplicial convexity
and is therefore an L-space.
Denition A.6. A uniform space (Y;V) with a convexity structure C is said to be locally C-convex
if
8V 2V; A 2 C) V [A] 2 C: (13)
This is a more general denition than that of an lc-space of Horvath [21], which is a c-space
(Y;  ) with a basis fVigi2I for a compatible uniformity such that 8i 2 I; the Vi-neighborhood Vi[A]
of a C-convex set A; is also a C-convex set and open balls Vi[y] are C-convex (singletons, in our
denition, are not assumed to be C-convex).
A.3. Retracts and neighborhood retracts
A.3.1. ARs and ANRs
Denition A.7. (i) A closed subspace A of a topological space X is a neighborhood retract of X if
there exist an open neighborhood V of A in X and a mapping r 2 c(V; A) { such that the diagram
A
idA %- r
A ,!
i
V
commutes. If V = X; A is simply said to be a retract of X .
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(ii) A topological space A is an absolute (neighborhood) retract for a class Q of topological
spaces, written A 2 AR(Q); (ANR(Q) respectively), if and only if:
(a) A 2 Q, and
(b) for every closed imbedding h of A in a space X 2 Q; h(A) is a (neighborhood) retract of X .
Obviously, ANR(Q) contains the class AR(Q)
 If M := the class of metric spaces, then AR(M) is precisely the class AR of absolute retracts,
and ANR(M) is simply the class ANR of absolute neighborhood retracts.
 Prototypes of ARs and ANRs are respectively balls and spheres in Euclidean spaces.
 A theorem of Dugundji asserts that every innite polyhedron endowed with a metrizable topol-
ogy is an AR.
 Every Frechet manifold is an ANR.
 The union C := Sni=1 Ci, if it is metrizable, of closed convex subsets C1; : : : ; Cn, of a locally
convex space E is an ANR.
A.3.2. AANRs and AH ANRs
We consider now a larger class of neighborhood retracts.
Denition A.8. (i) Let X be a topological space. A closed subset A
i
,!X is an approximative neigh-
borhood retract of Y if for any ! 2 CovX (A), there exist an open neighborhood V of A in X and r 2
c(V; A) such that r  i and idA in the following diagram
A
idA %- r
A ,!
i
V
are !-near.
(ii) A topological space A is said to be an approximative absolute neighborhood retract for a class
of topological spaces Q, written A 2 AANR(Q); if and only if:
(a) A 2 Q, and
(b) for every closed imbedding h of A in a space X 2 Q, h(A) is an approximative neighborhood
retract of X .
The class AHANR(Q) is dened in a similar way with \!-near" replaced by \!-homotopic". Obvi-
ously, AANR(Q) contains AHANR(Q) and ANR(Q).
 If M := is the class of metric spaces, then AANR(M) { written AANR for short { is the class
of approximative absolute neighborhood retracts. One characterizes AANRs as metrizable spaces
that are homeomorphic to approximative neighborhood retracts of normed spaces.
Obviously, ANRAANR. This inclusion is strict. Indeed, the set
  :=

x; sin

1
x

2 R2: 0<x61

[ f(0; y): − 16y61g
is an AANR. However, because   is not locally contractible, it cannot be an ANR.
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 If K := is the class of compact topological spaces, then (see [17])
AANR \KAANR(K): (14)
A.4. Extension and neighborhood extension spaces
Retracts, neighborhood retracts, and approximative neighborhood retracts can be characterized by
extension properties.
Denition A.9. (i) A space X is an extension space for a class of spaces Q, written X 2 ES(Q) if
and only if 8Y 2 Q; 8K closed in Y; 8f0 2 c(K; X ); 9f 2 c(Y; X ) such that the diagram
X
f0 %- f
K ,!
i
Y
commutes.
(ii) A space X is a neighborhood extension space for a class of spaces Q, written X 2 NES(Q) if
and only if 8Y 2 Q; 8K closed in Y; 8f0 2 c(K; X ); 9V open neighborhood of K in Y; 9f 2 c(V; X )
such that the diagram
X
f0 %- f
K ,!
i
V
commutes.
(iii) A space X is an approximative extension space for a class of spaces Q, written X 2 AES(Q)
if and only if 8! 2 Cov(X ); 8Y 2 Q; 8K closed in Y; 8f0 2 c(K; X ); 9f 2 c(Y; X ), such that f  i
and f0 are !-near.
(iv) A space X is an approximative neighborhood extension space for a class of spaces Q, written
X 2 ANES(Q) if and only if 8! 2 Cov(X ); 8Y 2 Q; 8K closed in Y; 8f0 2 c(K; X ); 9V open
neighborhood of K in Y; 9f 2 c(V; X ), such that f  i and f0 are !-near.
Clearly,
ES(Q)

AES(Q)
NES(Q)

ANES(Q):
The classes AHES(Q) and AHNES(Q) of approximative H -(neighborhood) extension spaces for
Q, are dened in a similar way with \!-near" replaced by \!-homotopic".
Proposition A.10. If Q is a class of normal spaces; then AR(Q) = Q \ ES(Q); ANR(Q) = Q \
NES(Q); AANR(Q) = Q \ ANES(Q); and AHANR(Q) = Q \ AHNES(Q):
C-convex sets are extension spaces for metric spaces:
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Example A.11 (Horvath [22]). Any lc-space E or any c-convex subset of an lc-space is an ES(M)
where M is the class of metric spaces. Consequently, any metrizable lc-space E or any c-convex
subset of a metrizable lc-space is an AR.
We have the remarkable characterization of ARs:
Example A.12 (Bielawski [5, Theorem 2:1, Corollary 2:2]). Any topological space E equipped with
a local B-simplicial convexity is an ES(M) where M is the class of metric spaces. In fact, a
metrizable space E is an AR if and only if E can be equipped with a local B-simplicial convexity.
It is well-known that every ANR Y is homeomorphic to a neighborhood retract of a normed space
(namely, the Banach space of all bounded continuous real-valued functions on Y ; see [11, Theorem
7:1] or [19, Example 2:2]. But normed spaces are ES(K) for the class K of compact spaces and,
for any class of spaces Q; neighborhood retracts of an NES(Q) are also NES(Q). Hence,
Example A.13. ANRNES(K) for the class K of compact spaces.
The fact that ANRs can be imbedded as neighborhood retracts of normed spaces (which are of
course locally convex) is used to construct linear homotopies between mappings that are close. More
precisely, we have the crucial observation:
Proposition A.14 (Dugundji [11, Lemma 7:2]). Given a metric space X; an ANR Y; and a cover
! 2 Cov(Y ); there exists !0 2 Cov(Y ); !0 4 !; such that any two mappings f; g : X ! Y that
are !0-near are !-homotopic.
This property can be extended to nonmetrizable NES(K) spaces by using a generalization of the
\controlled" Borsuk homotopy extension theorem. We can show:
Proposition A.15. Compact subspaces of NES(K) spaces; whereK is the class of compact spaces;
are uniformly locally contractible. 2 Consequently; for any open cover ! of Z; any two continuous
mappings with values in a compact subspace Z of an NES(K) space that are close enough are
!-homotopic.
2 Let Z be a subspace of a topological space Y and assume that Z has a uniform structure V. Z is said to be !-uniformly
contractible in Y (!-ULC in Y; for short) for a given open cover ! 2 CovY (Z); if there is a member V 2 V and a
continuous mapping  : V  [0; 1]! Y such that
8z; z′ 2 V; 8t 2 [0; 1]; (z; z′; 0) = (z′; z; 1) = z; (z; z; t) = z;
and ((z; z′) [0; 1]) is contained in a member W of !:
Z is said to be uniformly locally contractible in Y (ULC in Y; for short) if it is !-ULC in Y; for any ! 2 CovY (Z): If
Z is !-ULC in Y then there exists V 2 V such that any two continuous mappings f; g : X ! Z dened on a space X
that are V -near are !-homotopic.
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