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1 INTRODUCTION 
In recent years, active control of flexible structures has been studied extensively. 
The motivation to develop active control is that the performance of flexible structures 
can be improved significantly via active control, while allowing structures to be lighter 
weight. Weight is especially critical in space applications. Often times flexibility in 
structural components is a result of weight constraints on the structure imposed by 
application requirements. Flexibility in structures may sometimes be intended, in which 
case, it may also need to be actively controlled. The applications of flexible structure 
control include control of space shuttle robot arm, control of space station, control of 
flexible aircraft wing, and control of flexible terrestrial structures to name a few. The 
advances of control theory over the past few decades have significantly enhanced the 
ability to control flexibility in structures more precisely and efficiently. The focus of 
this research is on the robust control of structural vibrations with applications to tall 
terrestrial structures and flexible spacecraft. 
1.1 Control of tall terrestrial structures 
Control methodologies have been developed for high-rise, multi-storied buildings that 
are subject to large-scale earthquake excitation and wind loading. Active as well as 
passive methods for structural control are presented in Chang and Soong [1]. (Here, 
the word 'passive methods' means using appropriate damping enhancement material to 
suppress vibrations without any active control, which is distinct from "passivity-based 
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control" to be presented later in this thesis and refers to the active control method based 
on mathematical property of "passivity" of a system. Passivity relates to the property 
of energy dissipation in the system. 
Ankireddi and Yang [2] showed through two illustrative examples that an active tuned 
mass damper (ATMD) design is effective in reducing the roof displacement standard 
deviation in tall structures subject to high wind excitation to an extent larger than 
that the passive damper alone can achieve. The results were obtained assuming the 
wind excitation force as white noise disturbance which gave some useful insight into the 
problem. The model used considered only the first mode of response and the results 
were in reasonable agreement with those obtained from a multiple degree of freedom 
(MDOF) model. However, there are trade-offs due to such a design methodology. The 
disadvantages of an active control methodology are the requirement of an active control 
mechanism, increase in stroke length, and a continuous supply of energy to power the 
system. Whereas the advantage of passive dampers is that they do not need a continuous 
supply of energy other than for instrumentation and measurement purposes. ATMD 
designs are offered as an alternative in tall structures that do not have built-in passive 
dampers or structures that already have dampers but need performance enhancement. 
Abdel-Rohman and Leipholz [3] presented an alternative approach to the ATMD 
method of actuation, which made use of tendons to effectively control both deflection 
and acceleration of tall structures. The ATMD, which has been designed to provide the 
same damping as in tendon control, provided a controlled response similar to that of a 
passively tuned damper. This was attributed to the motion of the tuned mass damper 
and the detrimental coupling of it with the building response. It has been found by 
several calculations t"h '1t it is difficult to get the response of a tendon-controlled system 
close to that of an ATMD-controlled system. These difficulties can also be attributed 
to the force applied by the ATMD on the building which is opposite in direction to the 
control force. It was also shown that the optimal control law which has been designed 
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for a simplified linear system could control the building response under the self-excited 
wind forces, which caused nonlinear structural behavior. This design method can be 
used in most structural control problems. 
Recently in [4], Ankireddi and Yang presented a linear quadratic Gaussian (LQG) 
control-based methodology to control the tall structure. A technique for the design of 
controllers for tall structures under wind loads was presented. It was assumed that there 
are constraints on the design, in the sense that certain specified root mean square (RMS) 
displacements, velocities, or accelerations needed to be controlled to satisfy prescribed 
inequality requirements. In addition, constraints on the available RMS control force re-
sources were also imposed. The controller design was carried out by solving a constrained 
optimization problem, and the optimal gains were obtained using an ellipsoid method. 
The procedure developed could synthesize controllers that can stabilize the closed loop 
system under constraints. This method is capable of determining whether the imposed 
requirements are too severe, in which case no stabilizing controller exists that can meet 
the design requirements. Two illustrative examples of tall structures under wind loading 
were considered for the design of ATMD's using this technique. The controllers for these 
dampers had to satisfy requirements on roof displacements (or accelerations) stroke and 
control force. Controllers designed by this method were claimed to meet the design 
requirements. When the constraints were tightened, design of a stabilizing controller 
was difficult. Also the example studies showed that rooftop acceleration was easier to 
control than the rooftop displacement. 
In [5], Yang, Akbarpour, and Ghaemmaghami demonstrated that under earthquake 
excitation tall structure control by the Riccati closed-loop method does not satisfy the 
optimal condition. While the classical opth1al open-loop and closed-open-loop con-
trol algorithms are superior to the Riccati closed-loop control, they are not applicable 
to seismic-excited structures. This is because the future earthquake ground excitation 
is not known a priori. New optimal control algorithms are proposed here, including 
4 
the instantaneous optimal open-loop control, instantaneous closed-loop control, and in-
stantaneous optimal closed-open-loop control. The control efficiencies for these three 
instantaneous optimal control algorithms are all identical under ideal control environ-
ments. The efficiency of the Riccati closed-loop control algorithm is compared with that 
of the instantaneous optimal control by use of two numerical examples, one with the ap-
plication of the active tendon control system and the other with the ATMD. Numerical 
results showed that the proposed instantaneous optimal control algorithms are slightly 
more efficient than the Riccati closed-loop control. Furthermore, the proposed instanta-
neous optimal control algorithms are easier to implement. For example, the gain matrix 
for the instantaneous optimal closed-loop control does not require any computational 
effort, and is independent of structural characteristics and parameters. Therefore, us-
ing instantaneous optimal closed-loop control makes the control system independent of 
uncertainty in the structural identification. 
In [6], Yang et. al presented results on the theory of sliding-mode control for a variable 
structure system. Control methods were presented for applications to seismic-excited 
buildings isolated by frictional-type bearings. The continuous sliding-mode controllers 
did not exhibit chattering effects. In addition to full state feedback controllers, static 
output feedback controllers using only the measured information from a few sensors was 
shown. These static output feedback controllers can be readily implemented in practical 
applications. Simulation results for an eight-storied sliding-isolated building demon-
strate that the control methods are robust to parametric uncertainties of the building 
and the performance of the simple static output feedback controller is comparable to 
that of the full state feedback controller. Experimental results were verified with a shak-
ing table three-storied quarter-scale building set up. The simple st2t,ic output feedback 
controller for the experimental response correlated reasonably well with the simulation 
response. The slight degradations in the correlation between the simulation and exper-
imental results can be attributed to time delays in the system. 
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In [7], Sarbjeet and Datta presented results for an "open-closed-loop" control strategy 
for the reduction of the seismic response of the shear frame model of tall structures 
using ATMD. The displacement response reductions obtained by the open-closed-loop 
control strategy for 5-,10-,15-, and 20-storied shear frames were compared with those of 
conventional passive and closed-loop control strategies using ATMD. The results showed 
that the magnitude of the reduction in response obtained by employing passive and 
conventional closed-loop methods depends upon the tuning frequency. The maximum 
response reduction does not necessarily take place at the tuning frequency equivalent 
to the structure's natural frequency. Reduction in response by the method of passive 
control by tuned mass dampers is shown to vary greatly with tuning frequency. Whereas 
active closed-loop control does not vary with tuning frequency changes. For narrow-band 
excitation, the "open-closed-loop" control strategy provides greater reduction in response 
than closed-loop alone. A trade-off between the required control force and the degree of 
the control of response is required for selecting a suitable weighting factor in the active 
control strategies. 
In [8], Fur et. al presented a second-order dynamic controller designed with collo-
cated sensors/actuators for vibration control of tall structures under seismic and wind 
excitation. Three illustrative examples were presented including active base isolation of 
a building modeled as a shear beam, ATMD control of a three dimensional building with 
eccentricities under earthquake excitation, and ATMD control of a tall building modeled 
as a planar frame subjected to wind loads. 
A technique for designing an active mass damper (AMD) for structures excited by 
seismic load was developed in Chang and Yang [9]. The control gains for full state 
feedback were obtained analytically by minimizing the variance of the roof displacement 
of the building structure. Their design was shown to be effective in minimizing extreme 
displacements of all buildings excited by ground acceleration. 
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1. 2 Control of space structures 
Another area where flexible structure control finds a widespread use is in control 
of aerospace systems. An extensive amount of research has been done in the area of 
active vibration control in aerospace structures such as flexible aircraft, satellites, space 
antennas and more recently the international space station (ISS). 
In [16], Kelkar and Joshi developed mathematical models and control methodolo-
gies for multibody flexible space structures. The book was a sequel to an earlier book 
[11] by the second author, which addressed in detail the problem of fine-pointing con-
trol of single-body flexible space structures. The main control problems addressed for 
multibody spacecraft were: i) fine-pointing of some of the appendages to different tar-
gets, ii) rotating some of the appendages to track specified periodic scanning profiles, 
and iii) changing the orientation of some of the appendages through large angles. For 
instance, multi-payload platforms would have the first two requirements, whereas multi-
link manipulators would have the third requirement in order to reach a new end-effector 
position. 
In [17], Joshi and Kelkar presented a robust LQG-based control methodology for 
vibration suppression in supersonic transport aircraft. Two LQG-type controllers were 
designed using frequency domain additive uncertainty formulation to ensure robustness 
to unmodeled flexible modes. The performance for a fourth order and an eighth order 
controller were compared and it was shown that the eighth order controller was superior 
and still satisfied robustness conditions. 
In [10], Alazard presented results on robust H2 controller design and its application 
to the lateral flight control of a highly flexible aircraft. Without increasing the order 
of the augmented plant, the concept of cross standard form was used to allow roll and 
yaw decoupling. This type of design allows the parametric robustness specifications 
to be taken into account implicity and successfully. This design method is iterative in 
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nature and requires several steps. The steps involved in the design are sequential and the 
number of tuning parameters is relatively low [(5)]. The synthesis approach proposed 
enables the placement and selection of sensors to be examined from the closed-loop 
robustness point of view, without repeating the whole tuning process. 
In [12], Balas and Doyle presented several controller designs that can achieve a roll 
off in a region of numerous flexible modes and that achieved a specified level of atten-
uation in the controlled modes. An additive uncertainty weight is used in the problem 
formulation to require that the controller stabilize the first torsional mode of the experi-
mental structure. Controllers synthesized using the full six-mode model take advantage 
of knowledge of the higher structural modes to achieve improved vibration attenuation 
of these modes in the design. This is very evident as the size of the additive uncertainty 
weight is reduced. Control laws synthesized only the first two bending modes provided 
significant attenuation of these modes without affecting the first torsional mode. In 
fact, the first torsional mode has the same frequency domain peak for the open-loop 
and closed-loop cases when it is not destabilized. It is seen that an inadequate uncer-
tainty representation of unmodeled high frequency modes can lead to severe performance 
degradation or instability of these modes. 
In [13], Sato and Suzuki introduced a new approach to attain the performance spec-
ifications in the time domain and the robust stability specifications in the frequency 
domain. This approach is a two-step method composed of eigenstructure assignment 
and the H00 filter. First a full state feedback law is designed to achieve the desirable 
response by eigenstructure assignment, and then a state estimator that gives the desired 
response and guarantees robust stability is designed using the H00 filter. The approach 
is applied to the vibrat:on control of flexible structures, and it is shown that the de-
signed control law has excellent performance and good robustness by simulation and 
experiments. 
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"Parameter robust LQG" synthesis was explored by Tahk and Speyer in [14]. The 
parameter robust LQG synthesis procedure is shown to recover asymptotically the ro-
bustness matrix function of the LQ regulator or filter. The filter or regulator is made 
insensitive to the parameter variations. It is seen that the model of the parameter vari-
ations, based on an internal-loop representation, is restricted by the dimension of the 
system outputs or inputs when the asymptotic recovery of the LQ regulator or filter is 
produced. This procedure is seen to be a generalization of the LQG/LTR procedure 
and, within limits of the theory, the best feature of both might be combined so that 
both parameter uncertainty and unmodeled dynamics can be considered. The Positive 
Real-LQG (PRLQG) synthesis provides satisfactory stability robustness and time re-
sponse for noncollocated as well as collocated systems. This example shows that if only 
unmodeled dynamics are considered, stability may not be assured for small parameter 
variations. 
An experimental apparatus for investigating control laws for large flexible spacecraft 
was introduced by Cannon and Rosenthal [18]. The initial experiments demonstrated 
the difficulties associated with active control of large space structures, particularly when 
the sensors and actuators are noncolocated. Such systems will have many low-frequency 
vibration modes and very low inherent damping. The laboratory system was designed to 
provide a test bed exhibiting each of the above characteristics. The system was shown 
to possess three vibration modes plus a rigid body mode, and is instrumented to al-
low control configurations with either colocated or noncolocated sensors and actuators. 
The initial experiments showed that the case where the sensors and actuators are non-
colocated, any controlled flexible system may well be extremely sensitive to the actual 
values of system parameters, so that quite sc!Jhisticated techniques will be needed to 
fast, stable, robust control. 
Nurre et. al provided a survey of those areas of particular importance to the develop-
ment of large space structure dynamics and control analysis. The techniques of structural 
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design and dynamics analysis define in a mathematical form the characteristics of the 
structure that is to be controlled. The authors concluded that the techniques in current 
use are inadequate to deal with large space structure dynamic problems properly and 
that advancements must be realized in the areas of computation time, substructuring, 
efficient modeling of changeable configurations, nonlinear analysis, and model verifica-
tion. The section on control systems surveyed the large space structure control problem 
and indicated recent activities in solving various aspects of the problem. The task of 
designing a controller for an incomplete and uncertain plant is indeed difficult. There 
has been significant work that has defined theoretical solutions, but complete success 
has not (and will not) be reached until an adequate number of missions are fl.own. 
This thesis presents useful comparison of state-of-the-art robust control designs for 
a flexible spacecraft and application of robust control methodology for controlling tall 
terrestrial structures. The contribution of this thesis includes development and vali-
dation of robust control designs for controlling vibrations of tall terrestrial structures 
when subjected to earthquake or wind disturbances. It also presents comparative study 
of different robust control designs for spacecraft having rigid as well as flexible modes. 
1. 3 Organization of thesis 
The organization of the thesis is as follows. Chapter 2 gives the mathematical devel-
opment of a model for a generic flexible system. Different controller designs are presented 
in Chapter 3, for a generic flexible structure. Chapter 4 presents simulation results for a 
tall terrestrial structure example for the controller designs given in Chapter 3. Chapter 
5 presents simulation results for an example space structure. Controller comparisons, 
conclusions, and future work are addressed in chapter 6. 
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2 MATHEMATICAL MODELING 
In this chapter a generic mathematical model suitable for control design will be 
developed for a generic flexible structure. Large flexible structures form an infinite di-
mensional system and their modeling becomes a complex process. There exist a number 
of approximate methods which can be used to model such structures. The methods are 
essentially schemes for discretization of continuous systems. The discretization methods 
are grouped into two classes. The first class represents the solution in the form of a finite 
sum of the product of two functions, one of which is a function of space variables, and 
the other is a function of time (generalized coordinates). The second class of methods 
uses lumped-mass approximations of continuous systems. In this work only the first 
class of methods (also know as modal space methods) is used. A finite dimensional (dis-
crete) approximation of continuous (infinite dimensional) systems lead to the eigenvalue 
problem of type: 
(2.1) 
where, [M] is the inertia matrix of the system, [K] is the stiffness matrix, <I> is matrix 
of eigenvectors and A is a diagonal matrix of eigenvalues. There are various methods to 
solve this eigenvalue problem and the solution of the eigenvalue problem can be used to 
construct the solution of the governing differential equation. The best known methods 
using discretization are the Rayleigh-Ritz method, the method of weighted residuals, 
and the finite element method [11]. A brief review of these methods follows. 
11 
2.1 Rayleigh-Ritz method 
In this method an approximate solution (eigenvector) of the eigenvalue problem is 
expressed as: 
n 
u(s) = L viui(s) (2.2) 
i=l 
where vi are real coefficient, and ui are known smooth, independent functions (known as 
comparison functions) which satisfy the given geometric boundary conditions, but not 
necessarily the differential equation of the system. 
Suppose¢ and A are an eigenvector/eigenvalue pair which satisfy the operator eigen-
value equation: 
A¢= m>.¢ (2.3) 
Comparison of Eq. (2.3) to Eq. (2.1); operator A corresponds to stiffness matrix and m 
corresponds to inertia matrix. Taking the inner product with ¢, 
<¢,A¢>=>-< ¢,m¢ >= >- < vm¢, Vm¢ > (2.4) 
rewritten as, 
A= <¢,A¢> 
< .;m¢, Vm¢ > (2.5) 
Since u in Eq.(2.2) is only an approximation and not an eigenvector, Eq. (2.5) will not 
hold if ¢ is replaced by u. The Rayleigh quotient is defined as: 
(2.6) 
where v = (vl, v2, ... f. It can be shown that v which gives best approximation for the 
eigenvector is obtained by making fJR/fJv = 0, which yields: 
(K - .AM)v = 0 (2.7) 
where K = KT 2: 0 and M = MT > 0 are n x n stiffness and mass matrices respectively. 
Equation (2.7) represents an algebraic (rather than operator) eigenvalue problem, for 
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which then eigenvalues Ai and the corresponding eigenvectors vi, where i = 1, 2, 3, ... , n, 
can be computed. The approximate natural frequencies are then given by wi = v!\, 
and the approximate eigenfunctions are given by the coefficient vectors vi in Eq. (2.2). 
2.1.1 Assumed modes method 
The assumed modes method is closely related to the Rayleigh-Ritz method, and may 
be considered to be a variation of the latter. In this method, the solution is assumed to 
be of the form [11]: 
n 
u(s, t) = L1/Ji(s)17i(t) (2.8) 
i=l 
where 1/Ji are the known admissible functions which represent the best guess of the mode-
shape functions, and "7i are the generalized coordinates, which are functions of time, 
rather than constants as in Eq. (2.2). The kinetic and potential energy are written in 
terms of 1/J' s and 171 s and the Lagrangian formulation results in the following form: 
Mij+K17=0 (2.9) 
where M = MT > 0 and K = KT ::.'.:: 0. The mass and stiffness matrices obtained in this 
method are identical to those in Eq. (2.7). This set of differential equations can then be 
recast as an algebraic eigenvalue problem of the form of Eq. (2.7). For the eigenvalue 
problem in Eq. (2.7), suppose <Pi and wl(i = 1, 2, ... , n) represent the eigenvectors and 
the eigenvalues. The eigenvectors can be shown to be M-orthogonal i.e., 
<PT M <Pj = 0 if i -I= j (2.10) 
Suppose </>i are normalized so that </>f M </>i = 1. Denoting 
(2.11) 
it can be shown that 
(2.12) 
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Using the transformation: 
rJ(t) = <I>q(t) (2.13) 
where q = (q1 , q2 , ... , qn)r, Eq. (2.8) is transformed into the following set of uncoupled 
second-order ordinary differential equations (ODEs): 
(i= 1,2, ... ,n) (2.14) 
where, qi(t) and ¢i(s), (i = 1, 2, ... , n) are called natural modal amplitudes and mode 
shapes of the system, respectively. 
2.2 Method of weighted residuals 
This method is more general than the Rayleigh-Ritz method because its applications 
are not limited to self-adjoint systems. In this method, an approximate solution is 
assumed as in Eq. (2.2), and the "residual" of the eigenvalue equation is defined as: 
R(u, s) = Au(s) - >.m(s)u(s) (2.15) 
Let 7/Ji(i = 1, 2, ... , n) represent an independent set of functions. For a given n, we 
attempt to obtain weighting functions 7/Ji(i = 1, 2, ... , n), all of which are orthogonal 
to R. By imposing the condition that all 7/Ji are orthogonal to R, one can obtain the 
algebraic eigenvalue problem in the form as Eq. (2.2), where Mand Kare generally not 
symmetric. Depending on the choice of { 7/Ji}, a variety of methods for solution can be 
obtained. The best known of these methods is perhaps the Galerkin method, in which 
7/Ji = ui (i = 1, 2, ... , n). If A is self-adjoint, the resulting algebraic eigenvalue problem 
is identical to that obtained by the Rayleigh-Ritz method. 
2.3 Finite element method 
The systems modeled later in this work were modeled using the finite element 
method. Large complex elastic structures can be readily modeled using finite element 
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method (FEM) techniques. FEM is by far the most commonly used method for modeling 
flexible structures because of its versatility in handling highly complex structures and its 
amenability to automation by digital computers [11]. As the speed and performance of 
desktop personal computers has improved, the FEM has become more readily available 
as an economic solution for obtaining mathematical models of flexible structures. The 
basic idea of the FEM is to divide a continuous system into a number of elements using 
fictitious dividing lines. The points of intersection of the dividing lines are referred to 
as "nodes". Each node has a certain number of degrees of freedom (DOF), up to a 
maximum of six (three translational and three rotational). 
2.3.1 Dynamic model of elastic structure 
A finite dimensional linearized model of a structure can be represented by the fol-
lowing vector matrix differential equation: 
Mx(t) + Vi:(t) + Kx(t) = F(t) (2.16) 
where, x(t) is n x 1 displacement vector, F(t) is an external input, and M, V, and Kare 
symmetric n x n mass, damping, and stiffness matrices, respectively. Equation (2.16) 
can be rewritten in the modal form as follows: 
ij(t) + Dq(t) + Oq(t) = <I>T F(t) (2.17) 
where, <I> is the mode shape matrix, q(t) are the modal coordinates, x(t) = [<I>]{q(t)}, 
<I>T M<I> = In, <I>TV<I> = D, and <I>T K<I> = n. The finite element software typically gives 
both the rigid and the elastic modes of a given system. That is Eq. (2.17) also includes 
zero-frequency modes (assuming rigid motion is not constrained). How~ver, it is usually 
more accurate to use only the elastic-mode data of the finite element model and to 
augment it with the rigid body dynamics obtained independently. A linearized rigid 
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body dynamics is of the form: 
m 
Mz = EJi (2.18) 
i=l 
m p 
Jsii = z: ~ x Ji + z: 7J (2.19) 
i=l j=l 
where, z denotes the 3 x 1 vector representing the position of the center of mass in an 
inertial coordinate system, M and Js denote the mass and the 3 x 3 moment of inertia 
matrix, a=(¢>,(), 7/J)T represents the (rigid-body) attitude angles about x, y, z axes, ~ 
denotes the 3 x 1 coordinate vector of the point of application of force Ji with respect 
to the center of mass, and Ti denote denotes lh torque acting on the system. 
Equation ( 2.17) in modal coordinates can be further transformed (with n equal to 
the desired size of the model) into the following state-space form: 
x(t) - Ax(t) + Buu(t) + Bww(t) 
y(t) - Cx(t); YperJ(t) = CperJX(t) 
where, matrix A has the form 
[ 
Arigid 0 l A= 
0 A/lex 
(2.20) 
Arigid denotes the rigid-body (zero-frequency) modal contribution to the A matrix 
and A flex denotes the flexible modal contribution shown as: 
and, 
1 l · .. " [ _:~ -2(~wn ]) 
Matrices Bu, Bw, C, and Cperf have the form 
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Bu= [ B.,,,,, l 
Buflex 
0 0 
[ J;I l ; qi~i qi~i Burigid = Buflex = Bw= (2.21) 
0 0 
cp~n cp~n 
C = [ In 0 cl>ui 0 cl>un ] 
Cperf = [ cl>perfi 0 · · · cl>perfn 0 ] 
where, C corresponds to displacement output and Cperf relates to velocity output. In 
matrix A, (i and Wi correspond to damping ratio and natural frequency of i-th flexible 
mode of the system. The matrices cl>u, cl>w, and cl>perf denote appropriate mode shape 
matrices corresponding to u(t), w(t), and YperJ(t), respectively. The nominal design 
model is obtained from Eq. (2.20) by selecting only the first desired number of flexible 
modes (i.e. truncating the higher modes) of the system and is given by: 
x( t) (2.22) 
y(t) C0 x(t) 
The choice of number of modes in the design model depends on the modal contri-
buti cms of various modes in system response. For example, the tall flexible structure 
application given in Section 2.4 has only flexible modes of vibration. On the other hand, 
the space structure example in Section 2.5 has both rigid and flexible modes of vibration 
with 3 rigid body modes and 8 flexible modes in the design model. 
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2.4 Mathematical model of tall terrestrial structure 
The example structure used for simulation is a fifty storied steel structure having 8 
m x 8 m square footprint and 150 meters in height. Such structure is representative 
of many real-life structures such as tall transmission towers and/or tall buildings. The 
height of each floor of the structure is considered to be 3 meters. The FEM beam model 
of the structure is shown in Fig. 2.1. A finite dimensional approximate math model 
0-
o-
Figure 2.1 FEM model of tall structure 
is obtained using assumed modes method as mentioned in Section 2.1.1. The modal 
data (natural frequencies and mode shape) of the system is obtained directly from finite 
element analysis. The finite element toolbox in Matlab, namely FEMLAB [20], is used 
to model this system. The true model of the system is assumed to include first 15 flexible 
modes of the system whereas the control design model ('nominal' model) of the system 
consists of only first 10 flexible modes of the system. The remaining modes of the system 
are treated as unmodeled dynamics. The physical parameters of the structure are given 
in Table 2.1. 
The modal parameters for the first 15 modes of the structure are given in Table 2.4. 
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Table 2.1 Physical parameters of tall structure 
Parameter Value 
Height, H 150 m 
Footprint, W X D 8 x 8 m 
Vertical column c/s area, Av 0.0036 m2 
Horizontal beam c/s area, AH 0.0016 m2 
Volumetric mass density, p 7850 kg/m3 
Flexural Rigidity, Elv (column) 1.01 x 106 Nm2 
Flexural Rigidity, EIH (beam) 9.33 x 104 Nm2 
Table 2.2 FEM parameters for tall structure 
Parameter Value 
Element type Beam Element 
Degrees of Freedom 3624 
Nodes 604 
Edge Elements 800 
The mode shape matrix for the tall structure example denoted as <I>ui in Eq. (2.21) 
is a 3624 x 15 matrix denoting 3624 nodal degrees of freedom and 15 modes. The 
appropriate C and Bu matrices were constructed by selecting corresponding rows of 
<I>ui (or columns of <i>;;i) for the desired node locations and the type of motion (i.e. x-
rotation). The' A' matrix for the tall structure in Eq. (2.21) contains only the flexible 
mode portion of the total A matrix. The mode shapes corresponding to the frequencies 
of Table 2.4 are shown graphically in Figures 2.2-2.9. 
2.5 Mathematical model of spacecraft 
The example space structure used for simulation is a 2.6m diameter cylindrical central 
body structure with two 2m x 12m rectangular ::olar panels attached symmetrically to 
the body. Such structure is representative of many real-life spacecraft such as satellites 
and/or space antennas/telescopes. A finite dimensional approximate math model is 
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Table 2.3 Modal frequencies of tall structure 
j Mode I Freq. (rad/sec) I Damping I 
1 0.289 0.03 
2 0.292 0.03 
3 0.787 0.03 
4 2.70 0.03 
5 2.73 0.03 
6 7.07 0.03 
7 8.15 0.03 
8 8.15 0.03 
9 17.2 0.03 
10 17.5 0.03 
11 20.36 0.03 
12 31.82 0.03 
13 32.30 0.03 
14 40.75 0.03 
15 53.81 0.03 
obtained using assumed modes method following procedures similar to those in Section 
2.4. The true plant model of the system is assumed to include first 8 flexible modes of 
the system whereas the control design model ('nominal' model) of the system consists 
of only the first 6 flexible modes of the system. The remaining modes of the system are 
treated as unmodeled dynamics. The FEM shell element model for the space structure 
is shown in Fig. 2.10. 
The mode shape matrix for the space structure example, denoted as <I>ui in Eq. 
(2.21), is a 2241 x 8 matrix denoting 2241 nodal degrees of freedom and 8 modes. The 
appropriate C and Bu matrices were constructed by selecting appropriate rows of <I>ui (or 
columns of <I>~i) for the desired node locations and the type of motion (ie. x-rotation). 
The 'A' matrix for the space structure in Eq. (2.21) contains both the rigid body 
mode and flexible modes of the system. The mode shapes correspond..ing to the natural 
frequencies of Table 2.5 are shown graphically in Figures 2.11-2.17. 
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Figure 2.8 Flexible modes 13 and 14 for tall structure 
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Figure 2.10 Space structure shell element model 
Table 2.4 Modal frequencies of space structure 
I Mode I Freq. (rad/sec) I Damping I 
1 0 0 
2 0 0 
3 0 0 
4 8.18 0.03 
5 21.83 0.03 
6 58.82 0.03 
7 75.19 0.03 
8 76.42 0.03 
9 83.47 0.03 
10 93.51 0.03 
11 96.89 0.03 
12 111.67 0.03 
13 117.68 0.03 
14 126.56 0.03 
15 132.46 0.03 
16 201.25 0.03 
17 204.12 0.03 
18 204.57 0.03 
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Table 2.5 FEM parameters for space structure 
Parameter Value 
Element type Shell Element 
Degrees of Freedom 2244 
Nodes 374 
Edge Elements 210 
Boundary Elements 832 
Table 2.6 Physical parameters for space structure 
Parameter Value 
Cylinder size 2.6m diam. x 4m ht. 
Panel size 12mx2m 
Volumetric density, p 2700kg/m3 
Thickness O.Olm 
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Figure 2.11 Rigid modes 1 and 2 for space structure 
25 
1.5 
0.5 
Figure 2.12 Rigid mode 3 for space structure 
3.5 
Figure 2.13 Flexible modes 1 and 2 for space structure 
2.5 
' 2 
1.5 
0.5 
Figure 2.14 Flexible modes 3 and 4 for space structure 
MM 1.47•+00& 
x 10' 
Mu. l.lh+OOC 
x 101 
26 
Mu: l&.1&1t..ao& 
x 10'· 
Figure 2.15 Flexible modes 5 and 6 for space structure 
- : U5t+G05 
x 10' 
Figure 2.16 Flexible modes 7 and 8 for space structure 
...... . , _19•-t-006 
>C 10(, 
Mu. 1.51e.007 
x 101 
14 
12 
27 
.~·l. 
-4 , 
~>-.::_ ~-
2 >, ,....-<;,;,,. 
0 -2 >-,'<"-~ 10 
-15 
Figure 2.17 Flexible modes 9 and 10 for space structure 
Mu. t.14t.oo6 
x 101 
28 
3 CONTROLLER DESIGNS 
For the two example flexible structures, several controller designs are obtained for 
vibration suppression to enhance system performance. This chapter presents develop-
ment of the design framework along with the background theory for different types of 
controllers. The different controller types considered include linear quadratic regula-
tor (LQR), linear quadratic Gaussian (LQG), passivity-based controller, and H00 type 
controllers. For passivity-based controllers, both constant gain as well as LQG-optimal 
designs are presented. A robust stability analysis is also included to verify the robust-
ness of controllers to unmodeled dynamics and parametric uncertainties. The controller 
designs and results for the specific example structures and robustness tests are presented 
in Chapters 4 and 5. 
3.1 LQR design 
As shown in [33], the Linear Quadratic Regulator (LQR) design involves determina-
tion of an optimal control input that minimizes a desired quadratic cost (performance) 
function which reflects the penalty on states and control energy. The cost function 
is designed to penalize the worst-case performance criteria established for the system. 
There is also penalty on the control energy that is expended to suppress the vibrations. 
Consider an open-loop system 
x(t) - Ax(t) + Buu(t) + Bww(t) 
y(t) - Cx(t) + Du(t) 
(3.1) 
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and the cost function 
(3.2) 
where, Q = QT ;::::: 0 and R = RT > 0 are the weighting matrices for performance output 
and control input. These weighting matrices are used as design parameters which are 
tuned to obtain desired closed-loop behavior of the system. In LQR design all signals 
are considered to be of deterministic nature and the control law is based on full state 
feedback. Since all states are not available for feedback an observer is designed to 
estimate the states. The controller is designed based on a nominal system given by Eq. 
(2.23). The controller state-space realization is given by: 
(3.3) 
where, Ac = A 0 - BuK - LC0 , Be = L, and Cc = K. K and L are the regulator 
and estimator gains, respectively. L is chosen such that the observer dynamics are 
at least three to four times faster than the controller dynamics. K is obtained from: 
K = R-1 B'[ P, where Pis the solution of the following algebraic Riccati equation (ARE): 
(3.4) 
This controller is then used to control the true model given by Eq. (2.20). The closed-
loop system equations for LQR controller are then given by: 
(3.5) 
Ac1 _ [ A - BuK l 
LC Ao - LCo - BouK 
(3.6) 
Bcl [ :w l ; Cd= [ C-1 0] 
The control system block diagram for LQR design is shown in Fig. 3.1. The LQR 
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w Yperf 
G(s) -------~ 
Ymeas 
plant 
u 
C<s) 
controller 
Figure 3.1 Closed-loop system for LQR design 
design gains were tuned to satisfy the stability robustness condition discussed later in 
Section 3.5.1 of this chapter. Next, LQG design was performed which accounts for the 
random disturbance inputs to the plant and noisy measurements from sensors while 
optimizing the same quadratic cost as LQR. 
3.2 LQG design 
In the Linear Quadratic Gaussian (LQG) design shown in [33] the system is assumed 
to have random disturbance inputs and assumes the presence of sensor noise. Both of 
these random signals are assumed to be stationary uncorrelated white noise processes 
with zero mean. The system equations for LQG design are given by: 
x(t) (3.7) 
y(t) - Cox(t) + ~(t); Yperf(t) = CperJX(t) 
where, 'Y(t) and ~(t) are the actuator and sensor noise with covariances rand S, respec-
tively. The performance function for LQG design is: 
1 lT J = T lim E{ [YperJ(tf QyperJ(t) + uT(t)Ru(t)]dt} 
T-+oo O 
(3.8) 
The covariance matrices for actuator and sensor noise are typically used as design pa-
rameters in addition to weighting matrices Q and R since the values of r and S for 
realistic disturbances are not known apriori. The closed-loop equations for the LQG 
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case are given by: 
xcl(t) - Aclxcl(t) + BcZ1 /(t) + Bclww(t) 
Yperf(t) Cclxcl(t) (3.9) 
where, Acl and Gel have similar form as in Eq. (3.6), and Bel, and Bclw are given by 
The regulator gain K is obtained similar to LQR case whereas observer gain is given by 
L = ~c;2-1 , where~ is the solution of the following (ARE): 
(3.10) 
3.3 Passivity-based design 
Passivity is an important property of dynamic systems. A large class of physical 
systems, such as flexible space structures with collocated and compatible actuators and 
sensors, can be classified as being naturally passive. A passive system can be robustly 
stabilized by any strictly passive controller, despite unmodeled dynamics and parametric 
uncertainties. Therefore robust stabilization and control of such systems has received 
considerable attention in the literature, and a number of stability results exist in that 
area. In the next section, some selected definitions and stability theorems are presented 
which relate to the control of inherently passive linear systems. 
3.3.1 Passivity of linear systems 
For finite-dimensional linear, time-invariant (LTI) systems, passivity is equivalent to 
"positive realness" of the transfer function. The concept of strict positive realness has 
also been defined in the literature, and is closely related to strict passivity (16]. 
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Let G ( s) denote an m x m matrix whose elements are proper rational functions of the 
complex variable s. G( s) is said to be stable if all its elements are analytic in Re( s) 2: 0. 
Let the conjugate-transpose of a complex matrix H be denoted by H*. 
Definition 1 [11): An m x m rational matrix G(s) is said to be positive real (PR) if 
(i) all elements of G(s) are analytic in Re(s) > O; 
(ii) G(s) + G*(s) 2: 0 in Re(s) > O; or equivalently, 
(iia) poles on the imaginary axis are simple and have nonnegative-definite residues, 
and 
(iib) G(jw) + G*(jw) 2: 0 for w E (-oo, oo). 
There are various definitions of strictly positive real (SPR) systems found in the lit-
erature [16]. Given below is the definition of a class of SPR systems, namely, marginally 
strictly positive-real (MSPR) systems. 
Definition 2[26): An m x m rational matrix G(s) is said to be marginally strictly 
positive real (MSPR) if it is positive real, and 
G(jw) + G*(jw) > 0 for w E (-oo, oo). 
Definition 2 gives the least restrictive class of SPR systems. If G ( s) is MSPR, it can be 
expressed as: G(s) = G1 (s) + G2 (s), where G2 (s) is weak SPR ([16])and all the poles 
of G1 (s) (in the Smith-McMillan sense) are purely imaginary. The stability theorem for 
feedback interconnection of PR and MSPR system is given next without proof. 
Stability Theorem: The closed-loop system consisting of negative feedback intercon-
nection of G1(s) and G2 (s) is globally asymptotically stable if G1 (s) is PR, G2 (s) is 
MSPR, and none of the purely imaginary poles of G2 ( s) are transmission zeros of G1 ( s). 
Note that in the above theorem systems G1 (s) and G2 (s) can be intercha11ged. 
Some physical systems, however, are not inherently passive, and passivity-based con-
trol techniques cannot extend directly for such systems. For example, flexible structure 
systems with 'non-colocated' actuator and sensor will not be inherently passive. One 
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method of making non-passive systems amenable to passivity-based control is to pas-
sify such systems (i.e., rendering system passive) using suitable compensation. If the 
compensated system is robustly passive despite plant uncertainties, it can be robustly sta-
bilized by any MSPR controller. In [21], various passification techniques were presented 
and some numerical examples were given for demonstrating the use of such techniques. 
The control system block diagram for passivity-based controller is given in Fig. 3.2 
where G(s) is passive and C(s) is designed to be SPR. The SPR controller designed 
w Yperf 
G(s) 
Y=Ymeas 
u 
C(s) 
Figure 3.2 Closed-loop system for passivity-based design 
was the simplest constant-gain controller. The closed-loop equations for this case are 
given by 
(3.11) 
where Acl =A - BuKSPRB'!;, Bct = Bw, KsPR = K'f PR > 0, and eel = Cperf· 
The robustness of SPR controller is automatic due to inherent passivity of the plant. 
Also, such controller has infinite gain margin unlike LQG design. Even better perfor-
mance can be achieved if the SPR controller is dynamic and is optimized with respect 
to some desired performance measure. 
3.4 Positive-Real LQG 
In [22], a dissipative LQG-type controller was introduced for flexible structures. A 
linear time-invariant (LTI) system is dissipative if and only if the corresponding transfer 
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matrix is strictly positive real (SPR). An important reason for considering dissipative-
type controllers is that when used to control positive real (PR) plants, they offer excellent 
robustness to unmodeled dynamics. Stability is guaranteed despite modeling errors as 
long as the plant is shown to be PR. Stability for MIMO systems can be proved using 
linear matrix inequality (LMI) techniques [25]. 
3.4.1 PR and SPR lemma 
G(s) is a transfer matrix of the form G(s) = C(sI - A)-1 B + D is defined to be 
positive real if it satisfies the following conditions [11, 16]: 
(i). G(S) has no poles in Re(s)> 0 and the poles of G(s) on the imaginary axis are 
simple and the associated residues are nonnegative definite, and 
(ii). For any real w for which jw is not a pole of G(s), 
G(jw) + G*(jw) 2: 0. (3.12) 
G(s) is termed SPR if G(s - µ) is PR for some realµ> 0 
Given below is the development of LQG-optimal PR controller from [22]. Consider 
a positive-real plant in the state-space form: 
i - Dz+Fu (3.13) 
y - Gz 
This system being PR satisfies the following conditions 
DTP+PD (3.14) 
PF - GT 
Now, using the transformation z = p-~x where P~ is symmetric square root of P. 
The system of Eq. (3.13) can be transformed as follows 
(3.15) 
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y GP-~x 
and 
1 1 1 x - P2Dp-2 x + P2Fu 
~ ...__.... (3.16) 
A B 
GP-~x ...___.._, y 
c 
x - Ax+Bu+v (3.17) 
y - Cx+w 
The conditions of Eq.(3.14) with pre- and post-multiplication by p-1 yield the following 
(3.18) 
The second part of Eq. (3.14) with pre-multiplication by p-1 yields 
(3.19) 
and thus, 
(3.20) 
Next, consider the controller: 
(3.21) 
where Ac, Be, Cc are functions of Pc = P'[ > 0, Pi = PJ > 0 and Pc, Pi are solutions to: 
(3.22) 
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where Q is the state weighting function, R is the control weighting function, Qv is the 
covariance of v, and~ is the covariance of w. If Eq.(3.21) represents an LQG controller 
for Eq.(3.17) then the closed-loop state matrices are: 
Ac -
Be -
Cc -
A- BR-1BTP - P1BR-1BT c w 
P BR-1 f w 
R-1BTPc 
(3.23) 
(3.24) 
(3.25) 
It can be shown that the controller equations (3.23-3.25) satisfy the KYP lemma. The 
goal is to manipulate Eq.(3.22) considering Eq.(3.23) to show that(Ac, Be, Cc) satisfy 
KYP conditions. Consider Eq.(3.22) and add and subtract the appropriate terms to 
result in: 
= -Q-PP BR-IBT - PBR-IBTP - BR-IBT pp cf w c c w Jc 
Note that Pc= P'[, Pf= PJT, R-T = R-1 , and R;;7 = H;;/. Now if we select 
~ - R 
Q - QB+ BR-1BT 
Qv - QA+ BR-lBT 
(3.26) 
(3.27) 
(3.28) 
Then P1 = I becomes solution of Eq.(3.22). Completing the square of Eq.(3.26) by 
using Eq.(3.27) gives: 
PcAc +A~ Pc= -QB(-BR-l BT - PcBR-l BT - BR-l BT Pc - PcBR-l BT Pc) (3.29) 
PcAc +A~ Pc= -QB - (Pc+ I)BR- 1 BT(Pc +I)< 0 
Also for~= Rand P1 =I Be and Cc satisfy the Kalman-Yacubovich conditions. 
(3.30) 
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Also for Riv =Rand P1 =I Be and Cc satisfy the Kalman-Yacubovich conditions. 
(3.30) 
3.5 H00 design 
The main advantage of using H00 design is the ability to include tracking and res-
olution objectives into the problem formulation [24]. More, precisely the control law is 
obtained as a solution to an optimization problem which incorporates the performance 
objectives like bandwidth and resolution into its cost function. The first step towards 
H00 synthesis is to obtain a generalized configuration for the feedback system as shown 
in Fig. 3.3. 
z 
G y 
c 
Figure 3.3 Augmented plant for H00 design 
The augmented plant is formed by accounting for the weighting functions in the unity 
negative feedback configuration as shown in Fig. 3.4. 
In the system, the exogenous input is the reference signal r (corresponds to signal 
w in Fig. 3.3, the control input is u and the measured output z is the error signal e. 
In order to reflect the performance objectives and physical constraints, the r~gulated 
outputs were chosen to be the weighted transfer function, z1 = W1 e, the weighted 
system output, z2 = W2 y, and the weighted control input, z3 = W3u. The transfer 
function from r to z1 is the weighted sensitivity function, W1S, which characterizes 
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r c 
n 
Figure 3.4 Plant with weighting functions for H00 design 
the performance objective of good tracking; the transfer function from r to z2 is the 
complementary sensitivity function, whose minimization ensures low control gains at 
high frequencies, and the transfer function from r to z3 is CS, which measures the control 
effort. It is also used to impose the constraints on the control input; for example, the 
saturation limits. The weighting functions Wi(i = 1, 2, 3) are used to impose frequency-
dependent weighting on the respective transfer functions in order to account for the 
frequency dependent performance objectives and system limitations. The inverse of the 
weighting functions is used as an upper bound (up to a constant scaling factor) on the 
transfer function. The transfer function, W1 , is chosen such that it has high gains at low 
frequencies and low gains at high frequencies. This weighting ensures that the optimal 
feedback law is such that the sensitivity function is small at low frequencies, in order 
to guarantee good tracking over the desired frequency band. A specific design of each 
weighting function depends on the system itself and will be addressed in Chapters 4 and 
5. The weighting function W1 puts a lower bound on the bandwidth of the closed loop 
system but does not allow us to specify the roll off of the open loop system in order to 
prevent high frequency noise amplification and to limit the bandwidth to be below the 
Nyquist frequency. In the H00 problem, these concerns of noise rejection are reflected by 
introducing a weighted measure of the complementary sensitivity function, T (previously 
mentioned as the transfer function between the noise n and the output y). The weighting 
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function W2 is chosen to be of the form which has lower gains at low frequencies and 
higher gains at high frequencies. This is due to the fact that noise is a high frequency 
phenomenon. Another interesting interpretation of this weighting function is that it 
decides the resolution of the closed-loop system. Resolution is defined as the variance 
of the output signal y, when the system is solely driven by the noise n. Thus, W2 that 
guarantees lower roll off frequencies also gives finer resolutions. The trade-off between 
conflicting design requirements of high bandwidth tracking (characterized by low S, and 
T ~ 1) and fine resolutions (characterized by low T, and S ~ 1) is translated into 
the design of W1 and W2 . The transfer function CS is generally scaled by a constant 
weighting factor W3 , to restrict the magnitude of the input signals such that they are 
within saturation or feasible force actuation limits. In summary, the regulated outputs 
are given by: 
Z= 
and the generalized plant G is described by 
W1 -W1Ga 
l : l 0 W2Go l : l 0 W3 
[I - Ga] 
=G 
In practice, it is computationally simpler to design a suboptimal controller (i.e. one that 
is close to the optimal with respect to the H 00 norm). In particular, for any "I > "fopt > O 
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we can find a controller transfer function C such that 
<1 (3.31) 
00 
where /opt is the optimal value. The significant advantage of H00 type controllers is 
that the design for performance and stability robustness can be systematically incorpo-
rated into the one-step design process instead of ad-hoc and/ or an iterative process as 
in the robust LQG and LQR controller design methodologies. 
3.5.1 Robust stability analysis for LQR and LQG designs 
The robust stability analysis is performed to test the robustness of LQR and LQG 
controllers to plant uncertainties. The difference between the nominal design model and 
the true plant model represents the unaccounted (unmodeled) dynamics of the structure. 
The unmodeled dynamics of the plant was modelled as additive unstructured uncertainty. 
Figure 3.5 gives a generic closed-loop configuration which shows a feedback interconnec-
tion of the nominal plant G0 ( s), feedback controller C( s), and additive plant uncertainty 
.6.A ( s). .6.A ( s) essentially contains the dynamics related to the truncated modes of the 
structure. The controller C(s) in Fig. 3.5 can represent LQR, LQG, or passivity-based 
controller. For stability robustness analysis, one needs to obtain perturbations that are 
norm bounded. This can be done by scaling the perturbation .6.A ( s), i.e., expressing 
.6.A(s) as: .6.A(s) = .6.max(s).6.(s) where, .6.max(s) is the upper bound on .6.A(s). Then, 
ll.6.( s) 11 00 ::; 1 and .6.( s) is an admissible perturbation. A scalar transfer function .6.max ( s) 
is found by inspection by bounding the magnitude plot of the unmodeled dynamics, i.e., 
l.6.max(s)I ~ 0-max[.6.A(s)], where 0-,iaxO denotes maximum of maximum singular values. 
Augmenting the nominal plant G0 (s) with .6.max(s), the block diagram of Fig. 3.5 can be 
redrawn in a standard form as shown in Fig. 3.6 for evaluating stability robustness. The 
controller C(s) is designed to stabilize the augmented nominal plant G(s). Figure 3.7 
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LiA(S) 
C<s) 
Figure 3.5 Additive uncertainty configuration 
shows the block diagram with feedback loop between G(s) and C(s) closed. Uncertainty 
~(s) is now shown in feedback interconnection with nominal closed-loop system N(s). 
This is called as N - ~ configuration. The N - ~ system is given by 
[~]-[:::: :::][~] (3.32) 
In N - ~configuration, the only source of closed-loop instability is due to feedback 
Li(s) 
.:¥£d ------------------------ _)'d 
Yd 
Wd Li(s) 
w 
&nax(s) c:::::=> -G(s) y 
w y u M 
C(s) 
u M 
C(s) (b) 
(a) 
Figure 3.6 Standard form 
connection of Nydwd and ~(s). So, for robust stability one needs to ensure that this 
interconnection is stable. This is possible if the following sufficient condition is satisfied: 
(3.33) 
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L'.l(s) -.... 
yd 
~ 
~ 
N(s) 
~ ~ .... ~ w y 
Figure 3. 7 N-b. configuration 
(3.34) 
Then, the sufficient condition (Eq. 3.33) can be re-written as 
(3.35) 
Condition given by Eq. (3.35) is satisfied if 
(3.36) 
The above condition can be re-written in the following form 
1 
II b.max lloo:S D'max[C(J + GaC)-1] (3.37) 
The condition given by Eq. (3.37) is used to test the stability robustness of controller 
designs obtained in Chapters 4 and 5. 
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4 CONTROL OF TALL TERRESTRIAL STRUCTURES 
This chapter deals with the active control of vibrations in tall terrestrial structures. 
The configurations of actuator and sensor locations is given in Fig. 4.1 along v:ith the 
disturbance acting on one side of the structure. The control input is assumed to be the 
force applied to the structure at locations shown in Fig. 4.1. The disturbance used is 
iO 
Disturbance 
iO 
...._ -----
Performance 
Sensor 
Feedback Sensors 
./ 
6~n!rci11n:/20 
Figure 4.1 Location of actuators-sensors and disturbance 
the earthquake disturbance simulated by fixing the base of the structure and applying 
distributed force on one side of the entire structure such that it imparts appropriate 
acceleration inputs to different stories of the structure as they would experience in a real 
earthquake. The earthquake disturbance is simulated using the real earthquake data 
collected from California's famous El Centro earthquake in 1940. 
The system is assumed to have a set of four collocated force actuators and rate sensors 
located at the top of the first story of the structure. Figure 4.1 gives the locations of 
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actuators and sensors and Fig. 4.2 gives a schematic of control system. The four 
sensor outputs are assumed to be available for the feedback. The feedback sensors are 
accelerometers integrated with an integrator to produce rate signal. The performance 
output is the displacement measured at the highest point on the roof of the structure 
denoted as 'Yper/ in Fig. 4.2. The output of the performance sensor is only used for 
monitoring and is assumed to be not available for feedback. 
Yperf 
G(s) 
plant Ymeas 
u 
C(s) 
controller 
Figure 4.2 Closed-loop system for tall structure 
4.1 Control system design 
The control design techniques presented in Chapter 3 will be used here to design sev-
eral different controllers to control the vibrations of the tall structure under earthquake 
type disturbances. These controller designs will be compared and conclusions will be 
made. 
This section presents the simulation results for different controller designs in terms 
of frequency and time responses for nominal as well as true plant models. The nominal 
plant consists of first 10 modes and true plant consists of first 15 modes of the system. 
4.1.1 LQR design 
The first controller design is the simplest observer-based full-state feedback LQR 
design. The design parameters (Q and R matrices) were obtained through an iterative 
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process. The best design was the one which gave the highest RMS value. The Q matrix 
was designed to penalize the output, i.e., Q = C'fer1Q1C where, Q1 is a positive semi-
definite weighting matrix from the cost function in Eq. (3.2). The weighting matrix R 
was designed to be as small as possible to allow for highest possible control authority 
but at the same time limit the control power. The choice of R for the nominal and the 
true plant case is given below: 
le6.95 0 0 0 lell 0 0 0 
0 le6.95 0 0 0 lell 0 0 
flnominal = Rtrue = 4.1) 
0 0 le6.95 0 0 0 lell 0 
0 0 0 le6.95 0 0 0 lell 
The estimator eigenvalues were designed to be at least 3 times faster than the regulator 
eigenvalues. The open- and closed-loop response both in frequency as well as time 
domain are shown in Figs. 4.3-4.6. As seen in these figures, LQR design is not effective 
at all as there is hardly any difference between open- and closed-loop responses. The 
frequency response for the controllers in all cases are shown in Figs. 4.25-4.28. 
-200 
-250 
!g -300 
f 
l-aso . 
-400 
-450 . 
10' 
Frequency, radlsec 
10' io' 
Figure 4.3 Frequency response for tall structure example with LQR con-
troller (nominal plant) 
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Figure 4.4 Time response for tall structure example with LQR controller 
(nominal plant) 
4.1.2 LQG design 
The second controller design was LQG which allows explicit accounting of noisy 
measurements and noisy actuators. The LQG design parameters are weighting matrices 
Q and R from performance functions and noise covariances v and w. The weighting 
matrices Q and R were found through an iterative process similar to that of LQR 
design. The Q matrix in this case was taken to be Q = C~r1Q1 C. The values of Q1 
and Rare given below. 
le6.95 0 0 0 lell 0 0 0 
0 le6.95 0 0 0 lell 0 0 
~ominal = fitrue = 4.2) 
0 0 le6.95 0 0 0 lell 0 
0 0 0 le6.95 0 0 0 lell 
The design variables r and 3 are chosen to be 
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Figure 4.5 Frequency response for tall structure example with LQR con-
troller (true plant) 
lel5 0 0 0 
0 lel5 0 0 
f=Bu; and --~
0 0 lel5 0 
0 0 0 le15 
(4.3) 
The frequency and time-domain responses for LQG design are given in Figs. 4.7-4.10. 
As seen from the figures, LQG design gave much better controller compared to LQR at 
least for the nominal case. The suppressing of peaks in the Bode magnitude is evident 
in the closed-loop frequency response. The time response shows clear improvement 
over open-loop performance as well. The performance in the true plant case is not 
satisfactory. This is partly due to the conservatism of design techniques used to meet 
robustness condition for maintaining closed-loop stability. The robust stability condition 
(Eq. (3.37)) for both LQR and LQG designs is shown in Fig. 4.11. As seen in this ilgure, 
both controllers meet the robustness bound given in frequency domains. 
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Figure 4.6 Time response for tall structure example with LQR controller 
(true plant) 
4.1.3 Passivity-based constant-gain controller 
The design of passivity-based controller involved the design of C1b(s) (Fig. 3.2) such 
that C1b(s) is SPR or at the least MSPR. The first design used the simplest type of SPR 
controller wherein C1b(s) was chosen to be a constant-gain matrix. The gain matrices 
for the nominal and true plant cases were chosen to be: 
lelO 0 0 0 
0 0 lelO 0 
0 
0 
0 
0 
lelO 0 
0 lelO 
cfbtrue = 
le14 0 0 0 
0 0 le14 0 
0 
0 
0 
0 
le14 0 
0 le14 
(4.4) 
The time and frequency responses for passivity-based constant gain controller are shown 
in Figs. 4.12-4.15. As seen in Fig. 4.12 and Fig. 4.14 the first three peaks in the 
magnitude plot are completely suppressed indicating reduced oscillations corresponding 
to those frequencies. The time response also validates this result. As expected, the 
performance for nominal case is better than the true-plant case. Also, the stability 
robustness in this case is direct consequence of passivity. 
-200 
-250 
!g -300 
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~ 
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-400 
-450 . 
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Figure 4. 7 Frequency response for tall structure example with LQG con-
troller (nominal plant) 
4.1.4 Passivity-based LQG-optimal design 
In this section, a dynamic case of passivity-based controller namely, positive-real 
linear quadratic Gaussian (LQG) controller is presented. The controller design is based 
on the theory presented in Section 3.4. The free parameters for this design are only Q 
and R matrices. Other design parameters are constrained by the positive-realness of 
controller. The Q matrix was again chosen to directly penalize the output such that 
Q = C'"ferJQfC where Qf is a state weighting matrix. The weighting matrix R was 
designed to limit the control power used. The design matrices Q and R are given as 
follows: 
le -10 0 0 0 
0 le -10 0 0 
R.nominal = Rtrue = (4.5) 
0 0 le-10 0 
0 0 0 le -10 
In order to maintain the desired level of performance the R matrix was chosen to be 
smaller than that in Eq. ( 4.2) for the robust LQG design. It is to be noted that the 
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Figure 4.8 Time response for tall structure example with LQG controller 
(nominal plant) 
inherent passivity of the system ensures stability robustness. The results for the PR-LQG 
controller designs are shown in Figs. 4.16-4.19. As seen from Fig. 4.19, the PR-LQG 
design gives the best response. The damping enhancement is significant compared to all 
previous designs. 
4.1.5 H00 design 
This section presents controller design using another well-known robust control de-
sign methodology namely H00 design. The theory behind H 00 controller design was 
presented in Section 3.5. In this section, the specifics of the design will be discussed for 
tall structure example. The control system block diagram is shown in Fig. 3.4. The 
controller synthesis process involves choosing of the weighting function in Eq. (3.31). 
The shape of the frequency-response of these weighting functions is dictated by the per-
formance requirements. The perfm~nance criteria of interest in this case is the vibration 
suppression. The weighting functions that gave the best results were found to be: 
W _ O.ls + 100.5 
p - s + 0.1005 
W, _ s+201.1 
t - O.OOOls + 500 (4.6) 
10' 
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Figure 4.9 Frequency response for tall structure example with LQG con-
troller (true plant) 
The frequency responses of weighting functions Wp and Wt are shown graphically in Fig. 
4.20 The results for H00 controller design are shown in Figs. 4.21-4.24. As is evident 
Figs. 4.23-4.24, the H00 controller performance lies somewhere between LQR/LQG and 
passivity-based design. 
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Figure 4.10 Time response for tall structure example with LQG controller 
(true plant) 
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Figure 4.11 Robustness test for additive uncertainty for LQR and LQG 
controllers 
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Figure 4.12 Frequency response for tall structure example with passiv-
ity-based constant gain feedback controller (nominal plant) 
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Figure 4.13 Time response for tall structure example with passivity-based 
constant gain feedback controller (nominal plant) 
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Figure 4.14 Frequency response for tall structure example with passiv-
ity-based constant gain feedback controller (true plant) 
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Figure 4.15 Time response for tall structure example with passivity-based 
constant gain feedback controller (true plant) 
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Figure 4.16 Frequency response for tall structure example with positive-real 
LQG controller (nominal plant) 
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Figure 4.17 Time response for tall structure example with positive-real 
LQG controller (nominal plant) 
56 
-250 
rg 
!-300 
t 
-350 
-400 
-450'----~~...L--~-~-'-'-'--~~~~'----~~_.__. 
10-2 10-1 10° 101 102 
Frequency, rad/sec 
Figure 4.18 Frequency response for tall structure example with positive-real 
LQG controller (true plant) 
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Figure 4.19 Time response for building example with positive-real LQG 
controller (true plant) 
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Bode Magnitude Diagram 
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Figure 4.20 Weighting functions for H00 design 
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Figure 4.21 Frequency response for tall structure example with H 00 con-
troller (nominal plant) 
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Figure 4.22 Time response for tall structure example with H 00 controller 
(nominal plant) 
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Figure 4.23 Frequency response for tall structure example with H00 con-
troller (true plant) 
Table 4.1 Comparison of RMS performance of controllers 
I Norn. plant I RMS I True plant I RMS 
LQR 2.3E-10 LQR l.6E - 15 
LQG 0.0308 LQG 0.0012 
PR-Ctb 0.0424 PR-Ctb 0.0597 
PR-LQG 0.0987 PR-LQG 0.132 
Hoo 0.0341 Hoo 0.0344 
n 
RMS= 2.:((IYotil - IYclil)2 ) 
4.2 Comparison of controller performance 
The performance of t~-:e controllers is compared using the RMS value of difference 
between the open- and closed-loop responses. These values are the indication of how 
well the controller suppresses the vibrations. As shown in Table 4.1 the controller that 
gave the best performance is the PR-LQG. 
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Figure 4.24 Time response for tall structure example with H 00 controller 
(true plant) 
The robustness condition defined in Eq. (3.37) was used to test robustness of LQR 
and LQG controllers. Figure 4.11 shows the robustness for LQR and LQG designs. Ro-
bustness of passivity-based controllers (PR-Cfb and PR-LQG) is automatically ensured 
by inherent passivity of the open-loop system for the true model, and therefore, the 
condition of Eq. (3.37) is not necessary to check. In addition, the results shown for 
the passivity-based designs exhibit good performance for the true plant model among 
all five designs. The controller is simple, low-order (constant-gain) and output feedback 
and therefore easy to implement. Moreover, the gain of the controller can be increased 
as much as needed without loss of stability as opposed to LQR and LQG designs where 
increase in gain can destabilize the system. The maximum disturbance input was 2.5E7 
kN whereas the maximum control inputs for LQR, LQG, and passivity-based designs 
are 7.8E9 kN, l.3E8 kN, and l.3E8 kN, respectively. 
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Figure 4.25 Magnitude response of LQR controller (true plant) 
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Figure 4.26 Magnitude response of LQG controller (true plant) 
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Figure 4.28 Magnitude response of H 00 controller (true plant) 
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5 CONTROL OF SPACE STRUCTURES 
This chapter deals with the active control of vibrations in flexible space structures. 
The finite element model with actuator and sensor locations for the example spacecraft 
is given in Fig. 5.1. The control input is assumed to be the torques applied to the 
structure at the center of mass and collocated with the actuators are the attitude rate 
sensors. The performance sensors are located as shown in Fig. 5.1. 
Figure 5.1 Actuator-sensor configuration for space structure 
Fig. 5.2 gives a schematic of control system. The three rate sensor outputs are 
assumed to be available for the feedback. The feedback sensors are gyroscopes integrated 
with an integrator to produce rate signal. The performance output is the displacement 
me(k,ured at the tip of each solar panel denoted as 'Ypert' in Fig. 5.2. The output of the 
performance sensor is only used for monitoring and is assumed to be not available for 
feedback. 
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Figure 5.2 Closed-loop system for space structure 
5 .1 Control system design 
The collocated configuration of the space system has a Pole-Zero map shown in Fig. 
5.3. 
-1.5 -1 -UI 0 0.5 1.5 ....... 
Figure 5.3 Pole-zero map for spacecraft system 
5.2 Controller designs 
The nominal plant consists of first 6 modes and true plant consists of first 8 modes 
of the system. The performance of the controllers is also compared using the RMS value 
of difference between the open- and closed-loop responses. The robustness condition 
defined in Eq. (3.37) was used to test robustness of LQR. and LQG controllers. Figure 
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5.12 shows the robustness for the LQG design. The robustness condition in Eq. (3.37) 
for LQR design was not possible to meet due to lack of feasible Q and R matrices to 
satisfy the condition. Robustness of passivity-based controllers (constant gain-PR and 
PR-LQG) is automatically ensured by inherent passivity of the open-loop system for the 
true model, and therefore, the condition of Eq. (3.37) is not necessary to check. 
In addition, the results shown for the passivity-based designs exhibit good perfor-
mance for the true plant model among all five designs. The controller is simple, low-order 
(constant-gain) and output feedback and therefore easy to implement. Moreover, the 
gain of the controller can be increased as much as needed without loss of stability as 
opposed to LQR and LQG designs where increase in gain can destabilize the system. 
5.2.1 LQR design 
Like the tall structure example, the first controller design for the space structure is 
the simplest observer-based full-state feedback LQR design. The design parameters ( Q 
and R matrices) were found in an iterative process based on the best results (highest 
RMS value). The Q matrix was developed to directly penalize the output such that 
Q = C'f;er1Q1C where Q1 is a large constant factor from the cost function in Eq. (3.2). 
The weighting matrix R is designed to be as small as possible to allow for minimal 
control inputs from the same cost function in Eq. (3.2) and is shown numerically for the 
nominal and true plant case as: 
le5 0 0 0 le7 0 0 0 
0 le5 0 0 0 le7 0 0 
Rnominal = Rtrue = (5.1) 
0 0 le5 0 0 0 le7 0 
0 0 0 le5 0 0 0 le7 
The estimator eigenvalues were designed to be at least 3 times faster than the regulator 
eigenvalues in order to complete the LQR design. The results for this design in the 
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nominal and true plant cases are shown in Figs. 5.4-5.7. As seen in these figures, LQR 
design is very effective. 
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Figure 5.4 Frequency response for spacecraft example with LQR controller 
(nominal plant) 
5.2.2 LQG design 
The second controller design was LQG which allows explicit accounting of noisy 
measurements and noisy actuators. The design parameters ( Q and R matrices) were 
found in an iterative process similar to that of LQR design. The Q matrix was developed 
to directly penalize the output such that Q = C'i:er 1Q 1C where Q 1 is a large constant 
factor from the cost function in Eq. (3.2). The weighting matrix R is designed to be as 
small as possible to allow for minimal control inputs from the same cost function in Eq. 
(3.2) and is shown numerically for the nominal and true plant case as: 
le8 0 0 0 le4 0 0 0 
0 le8 0 0 0 le4 0 0 
Rnominal = Rtrue = (5.2) 
0 0 le8 0 0 0 le4 0 
0 0 0 le8 0 0 0 le4 
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Figure 5.5 Time response for spacecraft example with LQR controller ( nom-
inal plant) 
Additional design variables for LQG controllers shown in Chapter 3 are r and 3. The 
values for r and 3 are: 
le15 0 0 0 
0 le15 0 0 
r=Bu; and - - (5.3) ~
0 0 le15 0 
0 0 0 le15 
The frequency and time-domain responses for LQG design are given in Figs. 5.8-5.11. 
As seen from the figures, LQG design gave better performance than LQR design. The 
time and frequency responses show marked improvement over LQR controller. Similar 
to the tall structure example, LQG control for the true plant is not satisfactory. These 
sub-optimal results are due to conservatism in the design techniques used to meet the 
robustness condition in Eq. (3.37). 
5.2.3 Passivity-based constant-gain controller 
The design of passivity-based controller involved the design of C fb ( s) such that C fb ( s) 
is SPR or at the least MSPR. The first design used the simplest type of SPR controller 
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Figure 5.6 Frequency response for spacecraft example with LQR controller 
(true plant) 
wherein C1b(s) was chosen to be a constant-gain matrix shown as: 
le8 0 0 0 
0 le8 0 0 
0 le8 0 0 
0 0 0 le8 
cfbtrue = 
lelO 0 0 0 
0 0 lelO 0 
0 
0 
0 
0 
lelO 0 
0 lelO 
(5.4) 
The time and frequency responses for passivity-based constant gain controller are shown 
in Figs. 5.13-5.16. As seen in the figures the resonant peaks in the frequency response 
are reduced and the time response also indicates a marked improvement over LQG/LQR 
methods. The stability robustness is ensured due to the passivity property of the system. 
5.2.4 Passivity-based LQG-optimal design 
In this section, a dynamic type of passivity-based controller, the positive-real linear 
quadratic Gaussian (LQG) controller is presented. The design parameters ( Q and R 
matrices) were found in an iterative fashion based on the best results (highest RMS 
value). The Q matrix was developed to directly penalize the output such that Q = 
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Figure 5. 7 Time response for spacecraft example with LQR controller (true 
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c'ferJQfC where Qf is a large constant factor from the cost function in Eq. (3.2). The 
weighting matrix R is designed to be as small as possible to allow for minimal control 
inputs from the same cost function in Eq. (3.2) and is shown numerically for the nominal 
and true plant case as: 
le- 5 0 0 0 
0 le- 5 0 0 
finominal = Rtrue = (5.5) 
0 0 le - 5 0 
0 0 0 le - 5 
The R matrix is allowed to be much smaller than that in Eq. (5.2) for the robust LQG 
design case. This is due to the positive-real nature of the open-loop plant which also 
ensures robustness. The results for the PR - LQG controller designs are shown in Figs. 
5.17-5.20. The damping enhancement is significant compared to all other controller 
designs. 
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5.2.5 H00 design 
H00 design parameters are different from the other controller designs in that weighting 
matrices are not specified. Instead weighting functions are specified as indicated in 
Eq. (3.31) in Chapter 3. The weighting functions are assembled in an identity transfer 
function matrix form for the MIMO space structure example. The weighting parameters 
(nominal and true case) for the sensitivity and complementary sensitivity functions 
respectively are: 
W, _ O. ls + 100.5 
p - s + 0.1005 
W, - s + 201.1 
t - O.OOOls + 500 Wu= le7 
The results for H00 controller design are shown in Figs. 5.21-5.24. 
(5.6) 
Table 5.1 gives comparison of RMS performance values which indicate the vibration 
suppression capability of each controller. The higher the RMS value denotes a better 
performance. The frequency responses for the controllers are shown in Figs. 5.25-5.28. 
n 
RMS= I)(IY01il - 1Yc!il)2 ) 
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Table 5.1 RMS performance comparison of controllers 
I Norn. plant I RMS I True plant I RMS I 
LQR .0012 LQR l.5E- 5 
LQG 0.1345 LQG 0.1235 
PR-Ctb 0.224 PR-Ctb 0.1697 
PR-LQG 0.287 PR-LQG 0.5432 
Hoo 0.003 Hoo 0.0001 
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Figure 5.10 Frequency response for spacecraft example with LQG controller 
(true plant) 
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Figure 5.12 Robustness test for additive uncertainty for LQG controller 
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6 CONCLUSIONS AND FUTURE WORK 
6.1 Concluding Remarks 
The following observations can be made about the limitations and advantages of 
different controllers used in this work. 
LQR Design: LQR design is not suitable for cases when disturbance rejection and 
robustness to uncertainties are of great importance. It is very difficult to tune control 
design parameters Q and R and hence gives suboptimal controllers. The controller order 
is the same as the order of the plant. It is more suitable for regulations of systems having 
fairly accurate design models and ideal actuators/sensors. 
LQG Design: LQG design overcomes some drawbacks of LQR design; specifically, 
LQG controller can handle noisy actuators and sensors and perform better in alleviating 
disturbances. However, robustness margins are not guaranteed for nominal case and, 
for iterative design based on frequency-domain robustness condition, the performance 
is very poor. The controller order is also as high as the plant order and there is no 
systematic procedure for designing Q, R, r, and 3. 
H 00 Design: H 00 design technique is one of the most advanced techniques available 
today for designing robust controllers. One big advantage with this technique is it allows 
the designer to tackle the most general form of control architecture wherein explicit 
accounting of uncertainties, disturbances, actuator/ sensor noises, actuator constraints, 
and performance measures can be accomplished. One big drawback, however, is the 
experience and skills needed to design the shape of the weighting functions on sensitivity 
82 
and closed-loop transfer functions to achieve the desired goal. As seen in this work. after 
several tries the best design for weighting functions didn't yield the best performance, 
i.e. the performance comparable to passivity-based design. Another drawback of H 00 
design is the controller order can sometimes exceed the plant order. 
Passivity-based Design: The passivity-based design was best in all respects. That is, 
the design method yielded controller that was easy to design and implement. Also, even 
the simplest possible constant-gain design performed equal or better than LQR/LQG or 
H 00 designs. Passivity-based dynamic controller which was optimized for LQG perfor-
mance index gave the best performance with guaranteed stability. The only drawback 
with the design is the order of the controller is the same as the plant order. Also, 
further improvement is possible since the passivity conditions make controller design 
conservative. 
This thesis presents several controller design methodologies and their application to 
two example flexible structures. The example structures considered are a tall flexible 
terrestrial structure, representative of transmission towers and/ or tall buildings and a 
flexible space structure, representative of space antennas, weather satellites and/or other 
spacecraft. Both structures are flexible and are modeled using FEM techniques with an 
assumed modes approach to obtain finite dimensional approximate models. The "true" 
systems are infinite dimensional. Five different controller designs are presented. The 
control design objective was to obtain the control law that can actively suppress the 
oscillations of the structure under disturbances such as earthquake and/or wind gusts. 
Moreover, the controller design is required to be robust to plant uncertainties such as 
unmodeled dynamics and parametric uncertainties. The control design methodologies 
include traditional methods such as LQR (Linear Quadratic Regulator), LQG (Linear 
Quadratic Gaussian), and advanced robust control methods namely passivity-based and 
H 00 methods. It was observed that the robust control design methodologies gave superior 
controllers compared to LQR/LQG methods. Specifically, positive-real LQG (PR-LQG) 
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controller gave the best results of all designs. The LQG design was performed in an 
iterative fashion to account for plant uncertainties using frequency-domain robustness 
condition. Since this condition is only sufficient condition the design is very conservative 
and further improvement is possible. However, there is no systematic method to synthe-
size Q and R matrices, and Q, R, r, and 2 matrices in LQG method. Passivity-based 
control designs were the best as they were robustly stable with infinite gain margin, easy 
to implement being output feedback, low-order, and gave overall better performance. 
The robustness of passivity-based controllers to unmodeled dynamics and parametric 
uncertainties is inherent due to passivity property of the system. H 00 design method of-
fers alternate design process, however, considerable skill and time is involved in shaping 
the weight functions that can give acceptable performance. This difficulty is even higher 
for systems which have modes with high modal density and sharp peaks. Comparatively 
passivity-based design poses less difficulties in synthesis process. 
6.2 Future work 
The future work in this area should address the following issues: The conservatism 
is the design of passivity-based as well as H00 controllers should be reduced by seeking 
systematic methods. For H00 design, better methods for shape weighting functions, 
especially in the case of modally dense plants, should be devised. For PR-LQG design, 
methods to obtain reduced-order controllers should be developed. As is always the case, 
the controller is as good as the model that is used to design it. So, any improvements 
in modeling techniques and/ or system identification techniques will always benefit the 
controller design process. The better the model the lesser is the uncertainty that needs 
to be accounted for. Finally, the controller designs developed in this work should be 
validated experimentally using some laboratory test article as the proof-of-concept. 
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