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Abstract
The goal of this paper is to study ergodic and rigidity properties of
smooth actions of the discrete Heisenberg group H. We establish the de-
composition of the tangent space of any C∞ compact Riemannian manifold
M for Lyapunov exponents, and show that all Lyapunov exponents for the
center elements are zero. We obtain that if an H group action contains an
Anosov element, then under certain conditions on the element, the center
elements are of finite order. In particular there is no faithful codimensional
one Anosov Heisenberg group action on any manifolds, and no faithful codi-
mensional two Anosov Heisenberg group action on tori. In addition, we
show smooth local rigidity for higher rank ergodic H actions by toral auto-
morphisms, using a generalization of the KAM (Kolmogorov-Arnold-Moser)
iterative scheme.
0 Introduction
In the past few decades, there is a considerable progress in studying the ergodic
theory and smooth rigidity of dynamical system of higher rank abelian group
actions. Smooth action (local) global rigidity for higher rank abelian algebraic
actions has since been extensively studied; some of the highlights are [DK1], [DK]
and [KKH, HW]. We refer the reader to [Sc] for a systematic introduction of the
dynamics of algebraic Zd actions. A natural question is how to extend these
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theories to noncommutative group actions. The discrete Heisenberg group is a
2-step nilpotent group, which is the most close to being abelian. So studying the
dynamical properties of discrete Heisenberg group actions is the first step toward
extending what we have known about Zd-actions.
Throughout the paper, we use the symbol H to denote the discrete Heisen-
berg group (see Section 1 for the explicit definition). We first establish a tangent
space decomposition into subspaces related to Lyapunov exponents on any com-
pact manifolds M in Theorem A, which can be viewed as an extension of the
corresponding theorem established for Z2 actions in [Hu]. As corollaries of this
theorem, we obtain that the action of central elements ofHmust have 0 Lyapunov
exponents respect to any H invariant measure, and have 0 topological entropy
when the action is C∞. This indicates that the action of central elements in H
cannot be chaotic for any H action on compact manifolds.
The second part of our work is concerning faithfulness of H actions. We
show in Theorem B that if an H action is Cr, r > 1, and contains an Anosov
element which has simple eigenvalues on stable direction with λ− > λ
min{r,2}
+ (see
(1.4)), then the action of any central element of H is of finite order. Specially,
it is true for any codimension 1 action. For Anosov H actions on tori, we show
further in Theorem D that the action of any central element is either conjugate
to a translation of finite order or conjugate to an affine transformation of order 2
when the action is of codimension one or two. This implies specially that there is
no faithful Anosov H action on Tn with n ≤ 5, though there are faithful Anosov
H actions on Tn with n = 6 or n ≥ 8 (see Example 1.4 and Remark 1.5 in
Section 1).
Lastly we obtain some regidity results for H actions on tori. We prove that
all such actions are topologically conjugate to an affine one in Theorem C, using
the results in [AP], [Fr] and [Ma]. Further, we extend an approach for proving
local differentiable rigidity of Heisenberg group action by toral automorphisms,
based on KAM-type iteration scheme that was first introduced in [DK] and was
later developed in [DK1].
Recently, we note that the expansiveness and homoclinic points for Heisenberg
algebraic actions are investigated by M. Go¨ll, K. Schmidt, and E. Verbitskiy in
[GSV]. One may consult [GS, Li] for the study of abstract ergodic theory about
nilpotent group or amenable group actions. It is known in 1970s that ifM = R,S1
or I = [0, 1], then any nilpotent subgroup of Diff2(M) must be abelian ([PT]),
which implies that there is no faithful C2 action of H on S1. In this century it
was found out that every finitely generated, torsion-free nilpotent group has a
faithful C1 action on M ([FF]). For the case dimM = 2, there are many faithful
analytic Heisenberg group actions on S2, closed disks, closed annulus and torus
([Pa]). However, Franks and Handel [FH] showed that a nilpotent group of C1
diffeomorphisms which are isotopic to the identity and preserve a measure whose
support is all of T2 must be abelian.
The paper is organized as following. We state the results of the paper in
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Section 1. Section 2 is for proof of Thereom A concerning Lyapunov exponents,
while Section 3 is for proof of Thereom B concerning faithfulness. Thereom C
and D are proved in Section 4. The last section is for smooth rigidity: the proof
of Theorem E.
1 Background and statement of result
Let M be a C∞ compact manifold. We denote by Diffn(M) the group of Cr
diffeomorphisms on M for r > 0. Let H be the discrete Heisenberg group and let
A, B and C denote the generators of H:
AC = CA, BC = CB, AB = BAC (1.1)
Then for every K ∈ H, there is a unique triple (n1, n2, n3) ∈ Z
3 such that
K = An1Bn2Cn3 . Clearly, H is a 2-step nilpotent group with center 〈C〉. In this
paper, we are concerning ergodic and rigidity properties of H actions on compact
manifolds.
Let α : H → Diffn(M) be a Cr group action of H on a C∞ compact Rie-
mannian manifold M , i.e., α : G → Diffn(M) is a group homomorphism. Write
f = α(A), g = α(B) and h = α(C), then
fh = hf, gh = hg and fg = gfh. (1.2)
Throughout the paper, we always use f , g and h to denote α(A), α(B) and α(C)
respectively for a fixed H action α.
The Heisenberg group H naturally induces an action on T3 since H embeds
into SL(3,Z). We can obtain more general examples as the following.
Example 1.1. Let
A =

 X In OO X O
O O X

 , B =

 Y O OO Y In
O O Y

 , C =

 In O X
−1Y −1
O In O
O O In

 ,
where X,Y ∈ SL(n,Z) with XY = Y X, and In and O are n × n identity and
zero matrix respectively.
It is easy to check that condition (1.1) is satisfied. If M = T3n, then A, B and
C induce automorphisms f , g and h on M respectively that generate a Heisenberg
group action.
1.1 Dynamical properties of the central element h
A probability measure µ on M is said to be α-invariant if α(k)∗µ = µ for every
k ∈ H. We denote by M(M,α) the set of all α-invariant Borel Probability
measures. It is well known and easy to prove that M(M,α) = M(M,f) ∩
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M(M,g) ∩ M(M,h) 6= ∅, where M(M,f) is the set of f -invariant probability
measures.
Let TxM be the tangent space of M at x ∈ M and φ ∈ Diff
2(M), then
φ induces a map Dφx : TxM → TφxM . It is well known that there exists a
measurable set Γφ with µΓφ = 1 for all µ ∈ M(M,φ), such that for all x ∈ Γφ,
0 6= u ∈ TxM , the limit
χ(x, u, φ) = lim
n→∞
1
n
log ‖ Dφnxu ‖
exists and is called the Lyapunov exponent of u at x.
Let λ1(x, φ) > · · · > λr(x,φ)(x, φ) denote all Lyapunov exponents of φ at x with
multiplicitiesm1(x, φ), · · · ,mr(x,φ)(x, φ) respectively, and TxM =
⊕r(x,φ)
i=1 Ei(x, φ)
be the corresponding decomposition of tangent space at x ∈M .
The first result shows that the Lyapunov space decomposition of H-action is
similar to the case of Z2 action:
Theorem A. There exists an H-invariant measurable set Γ such that µΓ = 1
for all µ ∈M(M,α), and for every x ∈ Γ there is a decomposition of the tangent
space into
TxM =
r(x,f)⊕
i=1
r(x,g)⊕
j=1
Eij(x)
such that if Eij(x) 6= {0}, then for all 0 6= u ∈ Eij(x) and all s, t, r ∈ Z,
lim
n→∞
1
n
log ‖ D(f sgthr)nxu ‖= sλi(x, f) + tλj(x, g). (1.3)
By this theorem, we have some immediate corollaries, which indicate that the
action of central elements in H cannot be chaotic for any H action on compact
manifolds. The concept of chaos was first introduced by J. Yorke and T. Li in [LJ].
Up to today, there are many definitions of chaos based on different viewpoints.
In general, having positive Lyapunov exponents or having positive topological
entropy is regarded as an important feature of chaos for diffeomorphisms.
Corollary A.1. All Lyapunov exponents of h are zero with respect to any measure
µ ∈ M(M,α). In particular, for any n > 0, if h has finitely many periodic points
p of period n, then all eigenvalues of Dhnp have modulus 1.
Corollary A.2. If the action α is C∞, then the topological entropy htop(h) = 0.
Remark 1.2. As we mentioned in Introduction, Corollary A.1 and Corollary A.2
indicate that the central elements in H cannot be chaotic for any C∞ H action
on manifolds.
Observe that fngn = gnfnhn
2
, we have naturally the following question.
Question 1.3. For any µ ∈ M(M,α), is ‖Dhnxv‖ bounded by e
√
nε for some
ε > 0, or even by a polynomial in n for µ-a.e. x?
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1.2 Existence of faithful Anosov H action
A group action α : G→ Diffr(M) is called faithful if the map α is injective. We
give some conditions under which an H action cannot be faithful.
A diffeomorphism φ on a compact manifold M is called Anosov if the whole
tangent bundle has an uniformly hyperbolic decomposition into TxM = E
s
x⊕E
u
x
invariant under the differential Dφ : TM → TM . For a group action α : G →
Diffn(M), if α(G) contains an Anosov element, then the action α is called Anosov.
The following is an example of Anosov H action:
Example 1.4. In Example 1.1, if X or Y is a hyperbolic matrix, then f or g is
a hyperbolic diffeomorphisms on M = T3n. Hence α(H) is an Anosov action. In
particular, we can take M = T6, and
X = Y =
ñ
2 1
1 1
ô
, I2 =
ñ
1 0
0 1
ô
, O =
ñ
0 0
0 0
ô
,
and then we get a Anosov H action on M = T6.
We say that an Anosov diffeomorphism φ has simple eigenvalues on the stable
direction if for every periodic point p of period n, all eigenvalues of Dφnp |Esp are
real and has algebraic multiplicity 1. An Anosov diffeomorphism is said to be of
codimension 1 if either dimEu = 1 or dimEs = 1. Clearly, either φ or φ−1 has
simple eigenvalues on the stable direction if φ is of codimension 1.
If Dφnp |Esp has eigenvalues λ1, λ2, · · · , λdimEs(φ) on the stable direction, we
denote by
λ− = min
1≤i≤dimEs(φ)
|λi|, λ+ = max
1≤i≤dimEs(φ)
|λi|. (1.4)
Theorem B. Let α : H → Diffr(M), r > 1, be an action of H on compact
manifold M such that α(H) contains an Anosov diffeomorphism that has simple
eigenvalues with λ− > λ
min{2,r}
+ on the stable direction. Then h
k = id for some
k ≥ 1.
Following from Theorem B, we have immediately
Corollary B.1. There is no faithful Cr, r > 1, Heisenberg group action that
contains an Anosov element with simple eigenvalues with λ− > λ
min{2,r}
+ on the
stable direction. In particular, there is no faithful Cr codimension 1 Anosov
Heisenberg group action on any compact manifold.
Also the proof of Theorem B gives
Corollary B.2. For a Cr, r > 1, H action onM , if any element is a codimension
1 Anosov diffeomorphism that has exactly one fixed point, then h2 = id.
The next statement is a consequence of Theorem D. We state here since it
concerns faithfulness.
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Corollary D.1. There is no faithful C2 Anosov Heisenberg group action on Tn
with n ≤ 5.
As supplements to Corollary D.1, we give the following remark.
Remark 1.5. Example 1.4 indicates that T6 does admit faithful Anosov Heisen-
berg group H actions. So the number “ 5” appeared in the above corollary is the
best. In fact, it is easy to see that there exist faithful Anosov Heisenberg group
actions on Tn for any integer n ≥ 8 by using the action in Example 1.4 crossing
an Anosov diffeomorphism of an manifold of dimension two or higher. However,
the authors do not know whether such group actions exist on T7.
1.3 Rigidity of H action
Let α,α′ be two actions of group G onM , then α and α′ are said to be topologically
conjugate if there is a homeomorphism T :M →M such that T ◦α(g) = α′(g)◦T
for any g ∈ G.
The first two results are about global topological rigidity of an H action on
T
N . Before the statement of Theorem C, we introduce some related notions. Let
T
n ≡ Rn/Zn be the n-dimensional torus. For any A ∈ GL(n,Z) and a ∈ Rn,
define TA,a : T
n → Tn by TA,a([x]) = [Ax+a] for any x ∈ R
n. Such TA,a is called
an affine transformation on Tn. Specially, TA,0 is called a linear automorphism
of Tn induced by A and Tid,a is called a translation on T
n by a. All the affine
transformations on Tn form a group which is called the affine transformation
group of Tn and is denoted by Aff(Tn). If A has no eigenvalue with modular 1,
then TA,a is an Anosov diffeomorphism.
Theorem C. Every Anosov Heisenberg group action on Tn is topologically con-
jugate to an affine one.
In some cases, the form of h can be completely determined as the following
theorem showed.
Theorem D. If f is a codimension 1 Anosov diffeomorphism of a Heisenberg
group action on Tn, then h is topologically conjugate to a translation of finite
order. If f is a codimension 2 Anosov diffeomorphism for a Heisenberg group
action on Tn, then h is either topologically conjugate to a translation of finite
order or topologically conjugate to an affine transformation T−id,c of order 2 for
some c ∈ Tn.
For the codimension 1 case, the following example indicates that h in the
above theorem can be non-trivial.
Example 1.6. Let A =
ñ
5 3
3 2
ô
, b =
Ç
2/5
3/5
å
, c =
Ç
2/5
4/5
å
. Define affine
transformations f, g, h on T2 by f([x]) = [Ax], g([x]) = [Ax + b], and h([x]) =
[x + c] for all x ∈ R2. Then fh = hf , gh = hg, fg = gfh, and h5([x]) = [x].
Thus we get a Heisenberg group action on T2 with h being a translation of order 5.
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The following example shows that there do exist examples such that h is
conjugate to T−Id,c as shown in Theorem D in the codimension 2 case.
Example 1.7. Take X =
ñ
2 1
1 1
ô
. Let A =
ñ
X 0
0 −X
ô
, B =
ñ
0 X
X 0
ô
,
and C =
ñ
−I 0
0 −I
ô
, where I is the 2 × 2 identity matrix. For any c ∈ R4, let
a = −12(A − I)c and b = −
1
2(B − I)c. Then it is easy to check that the affine
transformations TA,a, TB,b and T−id,c on T4 satisfy the relations TA,aT−id,c =
T−id,cTA,a, TB,bT−id,c = T−id,cTB,b and TA,aTB,b = TB,bTA,aT−id,c. Thus we get
an affine Anosov H action on T4 with h being of the form T−id,c.
An action α of a finitely generated discrete group G on a manifold M is Ck,r,ℓ
locally rigid if any Ck perturbation α˜ which is sufficiently Cr close to α on a
finite generating set is Cℓ conjugate to α; i.e., there exists a diffeomorphism T
of M Cℓ close to identity which conjugates α˜ to α: T ◦ α(g) = α′(g) ◦ T for any
g ∈ G.
AnH action α by automorphisms on TN is called an ergodic higher rank action
if it contains two elements h1, h2 such that α(h
m
1 h
n
2 ) ∈ SL(N,Z) is ergodic for
all (m,n) 6= 0 in Z2.
Theorem E. Let α be an ergodic higher rank H action by automorphisms of the
N -dimensional torus. Then there exists a constant l = l(α,N) ∈ N such that α
is C∞,l,∞ locally rigid.
2 Lyapunov exponents: Proof of Theorem A and its
corollaries
Since g and h are commuting maps, by Theorem A in [Hu] there exists a mea-
surable set Γ0 with g
shtΓ0 = Γ0 ∀s, t ∈ Z, and µΓ = 1, ∀µ ∈ M(M,g, h), such
that for all x ∈ Γ0, there is a (unique) decomposition of the tangent space into
TxM =
r(x,g)⊕
j=1
r(x,h)⊕
k=1
Ejk(x) (2.1)
such that for all s, t ∈ Z with Ejk(x) 6= 0, for all 0 6= u ∈ Ejk(x),
lim
n→∞
1
n
log ‖ D(gsht)nxu ‖= sλj(x, g) + tλk(x, h). (2.2)
Moreover,
D(gsht)x(Ejk(x)) = Ejk(g
shtx)
and
λj(g
shtx, g) = λj(x, g), λk(g
shtx, h) = λk(x, h).
Let Γ1 = ∩i∈Zf iΓ0. By (1.2) it is easy to see that fΓ1 = Γ1, gΓ1 = Γ1 and
hΓ1 = Γ1. So Γ1 is an H-invariant measurable set and µΓ1 = 1 ∀µ ∈ M(M,α).
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Lemma 2.1. For all x ∈ Γ1 and all 0 6= u ∈ Ejk(x), we have
χ(fx,Dfxu, g
±) = ±λj(x, g) ∓ λk(x, h), χ(fx,Dfxu, h±) = ±λk(x, h).
Proof. By (1.2) we have
‖ Dg±nDfxu ‖=‖ DfDg±nDh∓nx u ‖, ‖ Dh
±nDfxu ‖= ‖DfDh±nx u‖.
So there is a constant c > 0 such that for all n ≥ 0,
c−1‖Dg±nDh∓nx u‖ ≤‖Dg
±nDfxu‖ ≤ c‖Dg±nDh∓nx u‖,
c−1‖Dh±nx u‖ ≤‖Dh
±nDfxu‖ ≤ c‖Dh±nx u‖.
Then by (2.2) we get that
χ(fx,Dfxu, g
±1) = lim
n→∞
1
n
log ‖Dg±nDfxu‖ = ±λj(x, g) ∓ λk(x, h),
χ(fx,Dfxu, h
±1) = lim
n→∞
1
n
log ‖Dh±nDfxu‖ = ±λk(x, h),
(2.3)
which are what we need.
Lemma 2.2. For any x ∈ Γ1, any (j, k) with Ej,k 6= 0 and any 0 6= u ∈ Ej,k, we
have χ(x, u, h) = 0.
Proof. Assume to the contrary that there is some x0 ∈ Γ1 and some (j0, k0) with
Ej0,k0 6= 0 and some 0 6= u0 ∈ Ej0,k0 such that χ(x0, u0, h) 6= 0. From Lemma 2.1
we have
χ(fx0,Dfx0u0, g) =λj0(x0, g) − λk0(x0, h),
χ(fx0,Dfx0u0, h
±1) =± λk0(x0, h).
It follows that in the decomposition
Tfx0M =
r(fx0,g)⊕
j=1
r(fx0,h)⊕
k=1
Ejk(fx0),
there is some Ej1k1(fx0) 6= 0 such that for all 0 6= u ∈ Ej1k1(fx0),
χ(fx0, u, g) =λj0(x0, g) − λk0(x0, h),
χ(fx0, u, h) =λk0(x0, h).
Then by induction process, we get that in the decomposition
Tfnx0M =
r(fnx0,g)⊕
j=1
r(fnx0,h)⊕
k=1
Ejk(f
nx0),
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there is some Ejnkn 6= 0 such that for all 0 6= u ∈ Ejnkn ,
χ(fnx0, u, g) =λj0(x0, g) − nλk0(x0, h),
χ(fnx0, u, h) =λk0(x0, h).
Since λk0(x0, h) = χ(x0, u0, h) 6= 0, |χ(f
nx0, u, g)| → ∞ as n→∞, contradicting
to the fact that |χ(p, v, g)| ≤ supx∈M ‖Dgx‖ <∞ ∀p ∈ Γ1, ∀v ∈ TpM .
Proposition 2.3. For all x ∈ Γ1, there is a decomposition of the tangent space
into TxM =
⊕r(x,g)
j=1 Ej(x, g) such that for all 0 6= u ∈ Ej(x, g),
(i) the spectrum {λj(x, g), mj(x, g), j = 1, · · · , r(x, g)} is H-invariant;
(ii) D(f sgthr)xEj(x, g) = Ej(f
sgthrx, g) ∀j = 1, · · · , r(x, g), ∀ s, t, r ∈ Z;
(iii) lim
n→∞
1
n
log ‖D(gthr)nxu‖ = tλj(x, g) ∀ t, r ∈ Z.
Proof. By Lemma 2.2, we get that the number r(x, h) = 1 and the decomposi-
tion (2.1) becomes that, for all x ∈ Γ1,
TxM =
r(x,g)⊕
j=1
Ej(x, g),
where Ej(x, g) =
⊕r(x,h)
k=1 Ejk(x) = Ej1(x). It follows from Lemma 2.2 again that
equations (2.3) become
χ(fx,Dfxu, g
±1) =± λj(x, g),
χ(fx,Dfxu, h
±1) =0.
So (i) and (ii) holds, and (iii) follows from (2.2).
Exchanging f and g, we can get the following proposition similarly:
Proposition 2.4. There is an H-invariant measurable set Γ2 with µΓ2 = 1,
∀µ ∈ M(M,α) such that for all x ∈ Γ2 there is a decomposition of the tangent
space into Tx =
⊕r(x,f)
i=1 Ei(x, f) satisfying that for every 0 6= u ∈ Ei(x, f),
(i) the spectrum {λi(x, f), mi(x, f), i = 1, · · · , r(x, f)} is H-invariant;
(ii) D(f sgthr)xEi(x, f) = Ei(f
sgthrx, f) ∀i = 1, · · · , r(x, f), ∀ s, t, r ∈ Z;
(iii) lim
n→∞
1
n
log ‖D(f shr)nxu‖ = sλi(x, f), ∀ s, r ∈ Z.
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Proposition 2.5. There is an H-invariant measurable set Γ3 ⊂ Γ1 ∩ Γ2 with
µΓ3 = 1 ∀µ ∈ M(M,α) such that for all x ∈ Γ3 there is a decomposition of the
tangent space into
TxM =
r(x,f)⊕
i=1
r(x,g)⊕
j=1
Eij(x)
satisfying that if Eij(x) 6= 0, then for all 0 6= u ∈ Eij(x) and all s, t, r ∈ Z,
(i) lim
n→∞
1
n
log ‖D(f shr)nxu‖ = sλi(x, f), limn→∞
1
n
log ‖D(gthr)nxu‖ = tλj(x, g);
(ii) D(f sgthr)xEij(x) = Eij(f
sgthrx);
(iii) λi(f
sgthrx, f) = λi(x, f), λj(f
sgthrx, g) = λj(x, g).
Proof. For all x ∈ Γ1∩Γ2, let TxM =
⊕r(x,g)
j=1 Ej(x, g) be the decomposition given
in Proposition 2.3. By Proposition 2.3(ii), Dfx(Ej(x, g)) = Ej(fx, g). Restricted
to {Ej(x, g)}, {Df
n
x } is a cocycle on M with respect to f . Thus, similar to
the proof of Proposition 2.3 in [Hu], we obtain an H-invariant measurable set
Γ3 ⊂ Γ1 ∩ Γ2 with µΓ3 = 1 ∀µ ∈ M(M,α), and a decomposition of the tangent
space into
TxM =
r(x,f)⊕
i=1
r(x,g)⊕
j=1
Eij(x), ∀x ∈ Γ3.
Clearly Eij(x) = Ei(x, f) ∩ Ej(x, g). Thus (i) (ii) and (iii) are direct corollaries
of Proposition 2.3 and Proposition 2.4.
Proof of Theoren A. For any s, t, r ∈ Z and any ε > 0, set
A+ε ={x : ∃0 6= u ∈Eij(x) s.t. χ(x, u, f
sgthr)− sλi(x, f)− tλj(x, g) > (|λ|+ 1)ε},
A−ε ={x : ∃0 6= u ∈Eij(x) s.t. χ(x, u, f
sgthr)− sλi(x, f)− tλj(x, g) < (|λ|+ 1)ε},
where λ = 6s + 6t + |2r − st|. It is easy to see that we only need to prove that
for any µ ∈ M(M,α), for all ε > 0, µ(A±ε ) = 0
Now we prove µ(A+ε ) = 0, the other one can be obtained similarly.
Suppose µ(A+ε ) > 0 for some µ ∈ M(M,α) and ε > 0. Then there exists a
constant C > 0 sufficiently large such that the set
Aε,C := {x : ∃ 0 6= u ∈ Eij(x) s.t. ‖D(f
sgthr)nxu‖
>C−1‖u‖ exp n(sλi(x, f) + tλj(x, g) + |λ|ε) ∀n ≥ 0}
(2.4)
satisfies µ(Aε,C) > 0. Let
δ = µ(Aε,C).
By (1.2) we have
‖D(f sgthr)nxu‖ = ‖Dh
st
n(n−1)
2 Df snDgtnDhrnx u‖.
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Then
‖D(f sgthr)2nx u‖ = ‖Dh
2stn2Df2snDg2tnDh(2r−st)nx u‖ ∀n ≥ 0.
For l > 0, let
Alf = {x : l
−1‖u‖ exp n(λi(x, f)−ε) ≤ ‖Dfnx u‖ ≤ l‖u‖ exp n(λi(x, f)+ε) ∀u ∈ Eij(x) ∀n ≥ 0}.
Alg = {x : l
−1‖u‖ exp n(λj(x, g)−ε) ≤ ‖Dgnxu‖ ≤ l‖u‖ exp n(λj(x, g)+ε) ∀u ∈ Eij(x) ∀n ≥ 0}.
Alh = {x : l
−1‖u‖ exp(−|n|ε) ≤ ‖Dhnxu‖ ≤ l‖u‖ exp(|n|ε) ∀u ∈ Eij(x) ∀n ∈ Z}.
Choose l sufficiently large so that
µ(Ali) > 1−
1
26
δ, i = f, g, h.
Let
Bn = A
l
g ∩ g
−tn(Alf ) ∩A
l
h ∩ h
−stn2f−sn(Alg) ∩ h
−stn2(Alf ).
Then µ(Bn) > 1−
5
26δ, and for all x ∈ Bn and all 0 6= u ∈ Eij(x), we have
‖D(f sngtn)xu‖ ≤ l‖Dg
tn
x u‖ exp sn(λi(g
tnx, f) + ε)
≤l2‖u‖ exp
î
tnλj(x, g) + snλi(x, f) + (s + t)nε
ó
,
(2.5)
and
‖D(gtnf snhstn
2
)xu‖ ≥ l
−1‖D(f snhstn
2
)xu‖ exp(tnλj(x, g)− tnε)
≥l−2‖Dhstn
2
u‖ exp
î
snλi(x, f) + tnλj(x, g) − (t+ s)nε
ó
.
(2.6)
Since f sngtn = gtnf snhstn
2
, it follows from (2.5) and (2.6) that
‖Dhstn
2
u‖ ≤ l4‖u‖ exp[2(t+ s)nε] ∀n ≥ 0, ∀x ∈ Bn, ∀0 6= u ∈ Eij(x).
Let Cn = h
−stn2(Bn) ∩ Bn. Then µ(Cn) > 1 − 1026δ. For all x ∈ Cn and all
0 6= u ∈ Eij(x), we have
‖Dh2stn
2
x u‖ = ‖Dh
stn2Dhstn
2
x u‖ ≤ l
4‖Dhstn
2
x u‖e
2(s+t)nε ≤ l8‖u‖e4(s+t)nε.
Let
Dn = h
−(2r−st)ng−2tnf−2sn(Cn) ∩ h−(2r−st)ng−2tn(Alf ) ∩ h
−(2r−st)n(Alg) ∩A
l
h.
Then
µ(Dn) > 1−
10
26
δ −
3
26
δ = 1−
δ
2
> 1− δ,
and so
µ(Dn ∩Aε,C) > 0.
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For any x ∈ Dn ∩Aε,C and any 0 6= u ∈ Eij(x), we have
‖D(f sgthr)2nx u‖ = ‖Dh
2stn2Df2snDg2tnDh(2r−st)nx u‖
≤l8e4(s+t)nεle2snλi(x,f)+2snεle2tnλj(x,g)+2tnεle|2r−st|nε‖u‖
=l11‖u‖ exp n[2sλi(x, f) + 2tλj(x, g) + λε]),
(2.7)
where λ = 6s+6t+ |2r− st|. In addition, from the definition of Aε,C in (2.4) we
get that for all x ∈ Aε,C , there is 0 6= u ∈ Eij(x) such that
‖D(f sgthr)2nx u‖ > C
−1‖u‖ exp 2n[sλi(x, f) + tλj(x, g) + |λ|ε]
=C−1 exp(n|λ|ε)‖u‖ exp n[2sλi(x, f) + 2tλj(x, g) + |λ|ε].
(2.8)
Clearly, (2.7) and (2.8) are contradict to each other if n >
log(l11C)
|λ|ε
. Hence we
must have µ(A+ε ) = 0 for all µ ∈ M(M,α) and and ε > 0. We complete the
proof of Theorem A.
Proof of Corollary A.1. By taking s = t = 0 and r = 1 in (1.3) we know that the
Lyapunov exponent of any 0 6= u ∈ Eij(x) is equal to 0 with respect to h, and so
is that of any 0 6= u ∈ TxM .
Let p be a periodic point of h of period n, that is, hn(p) = p. Since fh = hf
and gh = hg, we get that both fn(p) and gn(p) are periodic orbits of h with
period n. Since there are only finitely many periodic point of h of period n, we
get that {f sgthr(p) : s, t, r ∈ Z} is a finite set. Hence we can define a measure
µ ∈ M(M,α) supported on the set. By finiteness and invariance we know that
µ({p}) > 0, i.e., p is a generic point of µ. The fact that all Lyapunov exponents
of h at p are equal zero gives that the modulus of all eigenvalues of Dhn(p) are
equal to one.
Proof of Corollary A.2. Assume that htop(h) > 0, then there is some h-invariant
probability measure ν onM such that the metric entropy hν(h) > 0 by the varia-
tional principle. Consider the probability measure sequence νn ≡
1
4n2
∑
|i|,|j|≤n(f igj)∗ν.
Passing to a subsequence if necessary, suppose νn converges to a probability mea-
sure µ in the weak-∗ topology. It is easy to check that µ is α(H)-invariant. Hence
by Corollary A.1 all Lyapunov exponents of h are zero with respect to µ. Hence
hµ(h) = 0 by Ledrappier-Young’s formula.
On the other hand, since h commutes with every element in α(H), we have
h(f igj)∗ν(h) = hν(h) for any i, j ∈ Z. Since the entropy map ν → hν(h) is
affine, we have hνn(h) = hν(h). As the action α is C
∞, it follows from [NP] that
0 = hν(h) ≥ lim
n→∞hµn(h) = hµ(h) > 0. This is a contradiction.
3 Faithfulness: Proof of Theorem B and its corollaries
Let T be a diffeomorphism on a manifold M with a hyperbolic set Λ. For any
x ∈ Λ, the stable manifold of x for T is defined by W s(x, T ) = {y ∈ M :
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d(T nx, T ny) → 0 as n → ∞}, which is T -invariant. For any ε > 0, the local
stable manifold W sε (x, T ) is the set {y ∈ M : d(T
nx, T ny) ≤ ε for all n ≥ 0}. It
is well known that W sε (x, T ) ⊂W
s(x, T ) and W s(x, T ) = ∪n≥0T−nW sε (T nx, T ).
Lemma 3.1. Suppose p is a common fixed point of f , g and h, and f is Anosov
and has simple eigenvalues on stable direction with λ− > λ2+ at p. Then either
h = id or h2 = id on W s(p, f).
Proof. Note that the eigenvalue of Dhp restricted to each stable eigenspace is ±1
by Corollary A.1. We may assume it is 1, otherwise use h2 instead of h. Since
f has simple eigenvalues on stable direction, and h commutes with f , we must
have Dhp|Es(p,f) = id, where E
s(p, f) = {v ∈ Tp(M) : ‖Dfp(v)‖ < ‖v‖}.
Denote r′ = min{r, 2}. Take ε > 0 small enough such that λ−−ε > (λ++ε)r
′
and such that for any x, y ∈W sε (p, f) and n ∈ N,
C1(λ− − ε)nd(x, y) < d(fn(x), fn(y)) < C2(λ+ + ε)nd(x, y) (3.1)
for some fixed constants C1, C2 > 0. It is clear that hW
s(p, f) = W s(p, f) by
hf = fh. So there is ε′ ≤ ε such that hW sε′(p, f) ⊂W
s
ε (p, f).
Suppose h(x) 6= x for some x ∈W sε′(p, f). Let xn = f
n(x). Then by (3.1) we
have
d(xn, h(xn))
d(xn, p)
=
d(fn(x), fn(h(x)))
d(fn(x), p)
≥
C1
C2
(λ− − ε)nd(x, h(x))
(λ+ + ε)nd(x, p)
. (3.2)
Note thatW sε′(p, f) is a C
r submanifold tangent to Es(p, f) at p. Take a local
coordinate system on W s(p) at p. We have
h(xn)− p =
∫ 1
0
Dhp+t(xn−p)(xn− p)dt =
(
id+ (
∫ 1
0
Dhp+t(xn−p)dt− id)
)
(xn− p).
Since h is a Cr diffeomorphism and Dhp|Es(p,f) = id, the equation gives
∣∣∣∣
∫ 1
0
Dhp+t(xn−p)dt− id
∣∣∣∣ ≤ C3|xn − p|r′−1
for some C3 > 0. Hence we get
|h(xn)− xn| ≤ C3|xn − p|
r′ .
Note that |h(xn)− xn| = d(xn, h(xn)) and |xn − p| = d(xn, p). So by (3.1)
d(xn, h(xn))
d(xn, p)
≤ C3d(xn, p)
r′−1 ≤ C3C2(λ+ + ε)n(r
′−1)d(x, p)r
′−1
for all n > 0, contradicting to (3.2) and the fact λ− − ε > (λ+ + ε)r
′
.
Then we must have h(x) = x for any x ∈ W sε′(p, f), and then h = id on
W s(p, f) by using the facts W s(p, f) = ∪n≥0f−nW sε′(p, f) and fh = hf .
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Lemma 3.2. Suppose p is a periodic point of f with period n and f has only
finitely many periodic points of period n. Then there are m,k ∈ N such that p is
a common fixed point of fn, gm and hk.
In particular, if p is the unique fixed point of f , then h(p) = p = g(p).
Proof. Since fh = hf , h(p) is a periodic point of f with period n. By finiteness
of n-periodic point set of f , there is some k such that hk(p) = p. Then we have
fngk(p) = gkfnhkn(p) = gk(p), that is, gk(p) is also a periodic point of f with
period n. This implies that gkl(p) = gk(p) for some l ∈ N. Taking m = lk − k,
we then complete the proof.
The second part of the lemma now is obvious.
Proof of Theoren B. Without loss of generality, we may suppose f is an Anosov
element that has simple eigenvalues on stable direction with λ− > λ
min{r,2}
+ . By
spectral decomposition, f has basic sets Ω1, . . . ,Ωt (see [Bo]). On each basic
set Ωi, we take a periodic point pi ∈ Ωi. Assume f
ni(pi) = pi for some ni ∈
N. Then there are mi and ki such that pi is a common fixed point of f
ni , gmi
and hki by Lemma 3.2. Applying Lemma 3.1 to fni, gmiki and hnimiki , we get
h2nimiki = id onW s(pi, f
ni). SinceM = ∪ti=1W
s(pi, fni), we get h
2k = id, where
k =
∏t
i=1 nimiki.
Proof of Corollary B.2. Since f has only one fixed point, we have f(p) = g(p) =
h(p) = p by Lemma 3.2. Since dimEsp(f) = 1, restricted to E
s
p(f), Dfp and Dgp
commutes. Hence, Dfp ·Dgp = Dgp ·Dfp ·Dhp implies Dhp|Esp(f) = id. By the
proof of Lemma 3.1, we have that h is identity on W s(p, f). From [Ne], we know
that f is transitive. So W s(p, f) is dense in M , and h is identity on M .
4 Affine Anosov action on tori: Proof of Theorem C
& D
Before the proof of Theorem C, let us recall two classical results.
Theorem 4.1 (Adler-Palais [AP]). If R,S ∈ Aff(Tn) with R being ergodic, then
any homeomorphism Φ of Tn with ΦR = SΦ is in Aff(Tn).
Theorem 4.2 (Franks-Manning [Fr, Ma]). Any Anosov diffeomorphism of Tn is
topologically conjugate to a hyperbolic toral automorphism.
Proof of Theoren C. Suppose k = f rgsht is Anosov for some r, s, t ∈ Z. Then
by Theorem 4.2, there is a homeomorphism Φ of Tn such that K = Φ−1kΦ ∈
Aff(Tn). Since K is topologically transitive and affine, K is ergodic.
Denote F = Φ−1fΦ, G = Φ−1gΦ and H = Φ−1hΦ. Then we have FH = HF ,
GH = HG, FG = GFH, and K = F rGsHt.
Since H−1KH = K and K ∈ Aff(Tn), H ∈ Aff(Tn) by Theorem 4.1. Simi-
larly, since F−1KF = KH−s and K,KH−s ∈ Aff(Tn), F ∈ Aff(Tn); and since
G−1KG = KHr and K,KHr ∈ Aff(Tn), G ∈ Aff(Tn).
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Lemma 4.3. Let A,B, C ∈ GL(n,R) such that AB = BAC, AC = CA and
BC = CB. Suppose A is hyperbolic with stable linear space Es ⊂ Rn. If the
modular of each eigenvalue of C is equal to 1, then Es is B and C invariant.
Proof. For any v ∈ Es, we have
lim
n→∞A
nCv = lim
n→∞ CA
nv = 0
by AC = CA, so Es is C invariant. Since the modular of each eigenvalue of C is
equal to 1, the increasing rate of matrix norm ‖Cn‖ is bounded by a polynomial
in n by an easy calculation. Thus we have
lim
n→∞A
nBv = lim
n→∞BA
nCnv = lim
n→∞BC
nAnv = 0
by AC = CA and AB = BAC. So Es is B invariant.
Lemma 4.4. Let A,B, C ∈ GL(1,R) such that AB = BAC. Then C = Id.
Proof. Since GL(1,R) is commutative, we have AB = BAC = ABC, which means
that C is identity.
Lemma 4.5. Let A,B, C ∈ GL(2,R) such that AB = BAC, AC = CA and BC =
CB. If the modular of each eigenvalue of C is equal to 1, then C2 = Id.
Proof. Consider A,B, C as matrices in GL(2,C).
Claim 1. The eigenvalues of C are 1 or −1. In fact, assume that C has an
eigenvalue λ with λn 6= 1 for n = 1, 2. By AC = CA, we can take a nonzero vector
v ∈ C2 such that Cv = λv and Av = γv for some γ 6= 0. Then we have
ABv = BACv = λγBv and AB2v = B2AC2v = λ2γBv.
So, v,Bv and B2v are three eigenvectors of A with pairwise different eigenvalues,
which is a contradiction. Hence λ = 1 or λ2 = 1, which means λ = 1 or −1.
Claim 2. If −1 is an eigenvalue of C, then C2 = id. In fact, we can take
v ∈ C2 such that Cv = −v and v,Bv are two eigenvectors of A with different
eigenvalues as shown in Claim 1. So, under the base {v,Bv}, C has the form
C =
ñ
−1 0
0 −1
ô
, and C2 = Id.
Claim 3. If all eigenvalues of C are 1, then C = id. In fact, if A has two different
eigenvalues, then C is diagonal by AC = CA. So C can only be identity in this case.
Similarly, if B has only simple eigenvalues, then C = id. Thus we may suppose
A,B, C have only eigenvalues λ, γ, 1 respectively. If A is diagonal, then A and B
are commutative, and then C is identity by AB = BAC. So we may suppose the
eigenspace Vλ of A corresponding to λ is of dimension 1. Fix an nonzero vector
v ∈ Vλ. Then CVλ = Vλ by AC = CA. Therefore ABv = BACv = λBv and we
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get BVλ = Vλ. So Bv = γv. Take a vector w linearly independent of v. Then,
under the base {v,w}, A,B, C has the forms
A =
ñ
λ x
0 λ
ô
, B =
ñ
γ y
0 γ
ô
, C =
ñ
1 z
0 1
ô
,
for some x, y, z ∈ C, which implies C = Id by AB = BAC.
Proof of Theorem D. From Theorem B, there is a homeomorphism Φ on Tn such
that Φ−1fΦ([x]) = [Ax + a], Φ−1gΦ([x]) = [Bx+ b] and Φ−1hΦ([x]) = [Cx + c]
for any x ∈ Rn, where A,B, C ∈ GL(n,Z) and a, b, c ∈ Rn. It is easy to check
that AB = BAC, AC = CA and BC = CB. Clearly A is hyperbolic. Let Es ⊂ Rn
be the stable linear subspace of A. We assume dim(Es) = 1 or 2.
By Lemma 4.3, Es is A, B and C invariant. Since 0 ∈ Tn is a common fixed
point of A, B and C, we get that the modular of each eigenvalue of C is 1 by
Corollary A.1. Applying Lemma 4.4 and 4.5 to A|Es , B|Es and C|Es , we know
that C|Es = Id if dim(E
s) = 1 and C|Es = ±Id if dim(E
s) = 2. It follows that C or
−C, as automorphism of Tn, is identity on Tn by the density of [Es] in Tn. Hence
C or −C is identity as matrix in GL(n,Z). Thus Φ−1hΦ([x]) = [±x+ c]. So h is
conjugate to either a translation or an affine transformation T−Id,c for some c ∈
T
n, and the formal case occurs if f is a codimensional 1 Anosov diffeomorphism.
Clearly, if h is conjugate to T−Id,c, then h2 = id. If h is conjugate to a
translation TId,c, then we can get [x + kc] = Φ
−1hkΦ([x]) = [x] for some k > 0
and for any [x] ∈ Tn by using the fact that h sends a fixed point of f to a fixed
point of f , and f has only finite number of fixed points.
Remark 4.6. From the proof it is easy to see that the integer k can be chosen
as a factor of the number of the fixed points of f .
5 Smooth Rigidity: Proof of Theorem E
5.1 Setting of the problem and the KAM scheme
Before proceeding to specifics we will show how the general KAM scheme de-
scribed in [DK, Section 3.3] and [DK1, Section 1.1] is adapted to the H action α.
Step 1. Setting up the linearized equation
Let α˜ be a small perturbation of α. To prove the existence of a C∞ map H
such that α˜ ◦H = H ◦ α, we need to solve the nonlinear conjugacy problem
α ◦ Ω− Ω ◦ α = −R ◦ (I +Ω)
where α˜ = α + R and H = I + Ω; and the corresponding linearized conjugacy
equation is
α ◦Ω− Ω ◦ α = −R (5.1)
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for small Ω and R.
Lemma 5.1 shows that obtaining a C∞ conjugacy for one ergodic generator
suffices for the proof of Theorem E. Hence we just need to solve equation (5.1)
for one ergodic generator.
Step 2. Solving the linearized conjugacy equation for a particular element.
We classify the obstructions for solving the linearized equation (5.1) for an
individual generator (see Lemma 5.5 and 5.6) and obtain tame estimates are
obtained for the solution. This means finite loss of regularity in the chosen
collection of norms in the Fre´chet spaces, such as Cr or Sobolev norms.
Step 3. Constructing projection of the perturbation to the twisted cocycle space.
First note that R is a twisted cocycle not over α but over α˜ (see Lemma 3.3
of [DK]) thus (5.1) is not a twisted coboundary equation over the linear action
α, just an approximation. Second is that even if (5.1) is a twisted coboundary
over α, it is impossible to produce a C∞ conjugacy for a single ergodic generator
of the action. Therefore, we consider three generators, and reduce the problem
of solving the linearized equation (5.1) to solving simultaneously the following
system:
A ◦ Ω−Ω ◦ A = −RA
B ◦Ω− Ω ◦B = −RB
C ◦ Ω−Ω ◦ C = −RC (5.2)
whereA andB are ergodic generators and C is the center: A := α(g1), B := α(g2),
C := α(g3) and RA := R(g1), RB := R(g2), RC := R(g3).
As mentioned above, R does not satisfy this twisted cocycle condition:
L(RA, RC)
def
= CRA −RA ◦ C − (ARC −RC ◦ A) = 0,
L(RB , RC)
def
= CRB −RB ◦ C − (BRC −RC ◦B) = 0,
L(RA, RB)
def
= RA ◦B +ARB −RB ◦ AC −BRC ◦ A−BCRA = 0. (5.3)
However the difference
L(RA, RB), L(RB , RC) and L(RA, RB)
is quadratically small with respect to R (see Lemma 5.8). More precisely, the
perturbation R can be split into two terms
R = PR+ E(R)
so that PR is in the space of twisted cocycles and the error E(R) is bounded by
the size of L with the fixed loss of regularity (see Lemma 5.7). More precisely,
the system
−PRA = −
Ä
RA − E(RA)
ä
= AΩ− Ω ◦ A,
−PRB = −
Ä
RB − E(RB)
ä
= BΩ− Ω ◦B,
−PRC = −
Ä
RC − E(RC)
ä
= CΩ−Ω ◦ C (5.4)
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has a common solution Ω after subtracting a part quadratically small to R.
Step 4. Conjugacy transforms the perturbed action into an action quadratically
close to the target.
The common approximate solution Ω to the equations (5.2) above provides a
new perturbation
α˜(1)
def
= H−1 ◦ α˜ ◦H
where H = I +Ω, is much closer to α than α˜; i.e., the new error
R(1)
def
= α˜(1) − α
is expected to be small with respect to the old error R.
Step 5. The process is iterated and the conjugacy is obtained.
The iteration process is set and is carried out, producing a C∞ conjugacy
which works for the action generated by the three generators A, B and C. Er-
godicity assures that it works for all the other elements of the action α.
What is described above highlights the essential features of the KAM scheme
for the H action on torus. The last two steps can follow Section 5.2-5.4 in [DK]
word by word without modification. Hence completeness of Step 2 and 3 admits
the conclusion of Theorem E.
At the end of the this section, we prove a simple lemma which shows that
obtaining a C∞ conjugacy for one ergodic generator suffices for the proof of
Theorem E.
Lemma 5.1. Let α be a Heisenberg group H action by automorphisms of TN
such that for some g ∈ H the automorphism α(g) is ergodic. Let α˜ be a C1 small
perturbation of α such that there exists a C∞ map H : TN → TN which is C1
close to identity and satisfies
α˜(g) ◦H = H ◦ α(g).
Then H conjugates the corresponding maps for all the other elements of the ac-
tion; i.e., for all h ∈ H we have
α˜(h) ◦H = H ◦ α(h). (5.5)
Proof. Let h be any element in H other than g. If hg = gh it follows from (5.5)
and commutativity that
α(g) ◦ h˜ = h˜ ◦ α(g)
where h˜ = α(h) ◦H−1 ◦ α˜(h)−1 ◦H.
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If hg = ghc, where c is the center of H, then similarly we obtain
α(g) ◦ (α(h) ◦H−1 ◦ α˜(h)−1 ◦H)
= α(h) ◦ (α(gc−1) ◦H−1) ◦ α˜(h)−1 ◦H
(1)
= α(h) ◦H−1(α˜(gc−1) ◦ α˜(h)−1) ◦H
= α(h) ◦H−1α˜(h−1) ◦ (α˜(g) ◦H)
= (α(h) ◦H−1α˜(h−1) ◦H) ◦ α(g).
Here (1) from the fact the H also conjugates α(c) and α˜(c) which is from previous
analysis.
Then the conclusion follows immediately from the following fact (see Lemma
3.2 of [DK]): for any C1 small enough map F : TN → TN , if AF = F ◦A, where
A ∈ GL(N,Z) and is ergodic, then F = 0.
5.2 Some notations and basic facts
1. It is a result of Kronecker [Kr] which states that an integer matrix with
all eigenvalues on the unit circle has to have all eigenvalues roots of unity.
Then there exists n ∈ N such that all eigenvalues of Cn are 1. Using
relation AB = BAC, we obtain ABn = BnACn. Hence we can assume that
all eigenvalues of C are 1, otherwise we just turn to A, Bn and Cn instead
of A, B and C.
2. The dual map A∗ on ZN induces a decomposition of RN into expanding,
neutral and contracting subspaces. We will denote the expanding subspace
by V1(A), the contracting subspace by V2(A) and the neutral subspace by
V2(A).
R
N = V1(A)
⊕
V2(A)
⊕
V3(A).
All three subspaces Vi(A), i = 1, 2, 3 are A invariant and
‖Aiv‖ ≥ Cρi‖v‖, ρ > 1, i ≥ 0, v ∈ V1(A),
‖Aiv‖ ≥ Cρ−i‖v‖, ρ > 1, i ≤ 0, v ∈ V3(A),
‖Aiv‖ ≥ C|i|−N‖v‖, ρ > 1, i 6= 0, v ∈ V2(A). (5.6)
3. For v ∈ ZN , |v|
def
= max{‖π1(v)‖, ‖π2(v)‖, ‖π3(v)‖} where ‖·‖ is Euclidean
norm and πi(v) are projections of v to subspaces Vi (i = 1, 2, 3) from (5.6),
that is, to the expanding, neutral, and contracting subspaces of RN for A (or
B); we will use the norm which is more convenient in a particular situation;
those are equivalent norms, the choice does not affect any results).
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4. For v ∈ ZN we say v is mostly in i(A) for i = 1, 2, 3 and will write v →֒
i(A), if the projection πi(v) of v to the subspace Vi corresponding to A is
sufficiently large:
|v| = ‖π(v)‖.
The notation v →֒ 1, 2(A) will be used for v which is mostly in 1(A) or
mostly in 2(A).
5. Call n ∈ ZN minimal and denote it by nmin if v is the lowest point on its
A orbit in the sense that n →֒ 3(A) and An →֒ 1, 2(A). There is one such
minimal point on each nontrivial dual A orbit, we choose one on each dual
A orbit and denote it by nmin. Then nmin is substantially large both in
1, 2(A) and in 3(A).
6. In what follows, C will denote any constant that depends only on the given
linear action α with chosen generators A, B and C and on the dimension of
the torus. Cx,y,z,··· will denote any constant that in addition to the above
depends also on parameters x, y, z, · · · .
7. Let θ be a C∞ function. Then we can write θ =
∑
n∈ZN θ̂nen where en =
e2πin·x are the characters. Then
(i) ‖θ‖a
def
= supn|θ̂n||n|
a, a > 0.
(ii) The following relations hold (see, for example, Section 3.1 of [Ll]):
‖θ‖r ≤ C‖θ‖Cr , ‖θ‖Cr ≤ C‖θ‖r+σ
where σ > N + 1, and r ∈ N.
(iii) For any F ∈ SL(N,Z) (’θ ◦ F )n = θ̂(F τ )−1n where F τ denotes transpose
matrix. We call (F τ )−1 the dual map on ZN . To simplify the notation
in the rest of the paper, whenever there is no confusion as to which
map we refer to we will denote the dual map by the same symbol F .
8. For a map F with coordinate functions fi (i = 1, · · · , k) define ‖F‖a
def
=
max1≤i≤k‖fi‖a. For two maps F and G define ‖F ,G‖a
def
= {‖F‖a, ‖G‖a}.
‖F‖Cr and ‖F ,G‖Cr are defined similarly. For any n ∈ Z
N “Fn def= ((f̂1)n, · · · , (f̂k)n).
5.3 Orbit growth for the dual action
In this section the crucial estimates for the exponential growth along individual
orbits of the dual action are obtained. The following follows directly from the
proof of Lemma 4.3 in [DK]:
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Lemma 5.2. Let Qi be integer matrices in SL(N,Z), 1 ≤ i ≤ m and suppose
there exist constant C, τ > 0 such that for every non-zero integer vector v ∈ ZN
and for any k = (k1, · · · , km) ∈ Z
m
‖Qk11 · · ·Q
km
m n‖ ≥ C exp{τ‖k‖}‖n‖
−N . (5.7)
a) For any C∞ function ϕ on the torus TN and any y ∈ C the following sums:
SK(ϕ, n, y, p) =
∑
k=(k1,··· ,km)∈K
y‖k‖ϕ̂
Q
k1
1 ···Qkmm n
converge absolutely for any K ⊂ Zm.
b) Assume in addition to the assumptions in a) that for a vector n ∈ ZN and
for every k = (k1, · · · , km) ∈ K = K(n) ⊂ Z
m we have
p1(‖k‖)‖Q
k1
1 · · ·Q
km
m n‖ ≥ ‖n‖ (5.8)
where p1 is a polynomial, then
|SK(ϕ, n, y, p)| ≤ Ca,y,δ‖ϕ‖a‖n‖
−a+κy+δ
for any a > κy
def
= N+1
τ
|log|y||.
c) If the assumptions (5.8) is also satisfied for every n ∈ ZN , then the function
S(ϕ)
def
=
∑
n∈ZN
SK(n)(ϕ, n, y, p)en
is a C∞ function if ϕ is. Moreover, the following norm comparison holds:
‖S(ϕ)‖Cr ≤ Cr,y‖ϕ‖r+σ
for any r ≥ 0 and σ > N + 2 + [κy].
Corollary 5.3. Suppose Qi, Pi ∈ H, 1 ≤ i ≤ m and K ⊆ Z
m. Set y =
max1≤i≤m‖Pi‖. If condition (5.7) is satisfied for any k ∈ K(n) then for any
C∞ function ϕ on the torus TN we obtain
1. the following sums:
SK(ϕ, n, P ;Q) =
∑
k=(k1,··· ,km)∈K(n)
P km1 · · ·P
k1
m ϕ̂Qk11 ···Qkmm n
converge absolutely, where P stands for P1, · · · , Pm and Q stands for Q1, · · · , Qm.
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2. Assume in addition that for a vector n ∈ ZN and for every k = (k1, · · · , km) ∈
K = K(n) ⊂ Zm we have
p1(‖k‖)‖Q
k1
1 · · ·Q
km
m n‖ ≥ ‖n‖
where p1 is a polynomial, then
|SK(ϕ, n, P ;Q)| ≤ Ca,y,δ‖ϕ‖a‖n‖
−a+κ1+δ
for any a > κP,Q
def
= N+1
τ
|log|y||.
3. If the assumptions (5.8) is satisfied for every n ∈ ZN , then the function
S(ϕ,P ;Q)
def
=
∑
n∈ZN
SK(n)(ϕ, n, P,Q)en
is a C∞ function if ϕ is. Moreover, the following norm comparison holds:
‖S(ϕ)‖Cr ≤ Cr,y‖ϕ‖r+σ
for any r ≥ 0 and σ > N + 2 + [κP,Q].
Proof. Since∑
k=(k1,··· ,km)∈K(n)
‖P km1 · · ·P
k1
m ϕ̂Qk11 ···Qkmm n
‖ ≤
∑
k=(k1,··· ,km)∈K(n)
y‖k‖‖ϕ̂
Q
k1
1 ···Qkmm n
‖,
we get the conclusion immediately from above lemma.
In the subsequent part we prove the exponential growth along individual
orbits of ergodic elements. It may be viewed as a generalization of Lemma 4.3 in
[DK] to higher rank non-abelian actions by toral automorphisms.
Lemma 5.4. There exist constant C > 0 such that for every non-zero integer
vector v ∈ ZN and for any k = (k1, k2) ∈ Z
2\0,
‖Ak1Bk2v‖ ≥ C exp{τ(|k1|+ |k2|)}‖v‖
−N .
Proof. From the Lyapunov space decomposition in Theorem A, we see that the
proof of Lemma 4.3 in [DK] also applies to this case word by word. At first, we can
show that there exists τ > 0 such that for any k = (k1, k2) ∈ Z
2\0, there exists
a Lyapunov space in which the Lyapunov exponent of Ak1Bk2 is greater than
τ(|k1| + |k2|). Ergodicity shows that the projection of v to this space is greater
than γ‖v‖−N , where γ is a constant only dependent on the decomposition in
Theorem A. Then we get the conclusion.
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5.4 Twisted coboundary equation over a map on torus
Obstructions to solving a one-cohomology equation for a function over an ergodic
toral automorphism in C∞ category are sums of Fourier coefficients of the given
function along a dual orbit of the automorphism. This is the content of the
Lemma 4.2 in [DK]. The same characterization holds however for one-cohomology
equation for a map over ergodic toral automorphisms as well due to the estimate
in Corollary 5.3. The proofs of the two lemmas below follow closely the proof of
Lemma 4.2 in [DK] for solving a one-cohomology equation for functions.
Lemma 5.5. Let P and Q are integer matrices in SL(N,Z) and Q is ergodic.
For a map θ on TN , if there exists a C∞ map ω which is C0 small enough on
T
N such that
Pω − ω ◦Q = θ, (5.9)
then the following sums along all nonzero dual orbits are zero, i.e.,
∞∑
i=−∞
P−(i+1)θˆQiv = 0, ∀n 6= 0.
Proof. Since ω is C0 small enough the equation (5.9) in the dual space has the
form
Pω̂n − ω̂Qn = θ̂n, ∀n ∈ Z
N . (5.10)
For any m, ℓ > 0 iterating the above equation with respect to A we get
ℓ∑
i=−m
P−iω̂Qin −
ℓ∑
i=−m
P−(i+1)ω̂Qi+1 =
ℓ∑
i=−m
P−(i+1)θ̂Qin,
which simplifies to
Pmω̂Q−mn − P
−(ℓ+1)ω̂Qℓ+1n =
ℓ∑
i=−m
P−(i+1)θ̂Qin.
Then the conclusion follows immediately if we can show that
lim
m→∞P
mθ̂Q−mn = 0, ∀n 6= 0,
which is a direct consequence of (1) of Corollary 5.3.
Lemma 5.6. Let P and Q be ergodic integer matrices in SL(N,Z). Let θ be
a C∞ map on the torus which is Cσ small enough, where σ > N + 2 + κP−1,Q
(κP−1,Q is defined in (2) of Corollary 5.3). If for all nonzero n ∈ Z, the following
sums along the dual orbits are zero, i.e.,
∞∑
i=−∞
P−(i+1)θ̂Qin = 0, ∀n 6= 0. (5.11)
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Then the equation
Pω − ω ◦Q = θ (5.12)
has a C∞ solution ω, and the following estimate:
‖ω‖Cr ≤ Cr‖θ‖Cr+σ (5.13)
for any r ≥ 0, where Cr is a number only dependent on Lyapunov exponents of
P .
Proof. Suppose ω is a C∞ solution C0 small enough to (5.12). Then the equation
(5.12) in the dual space has the form
Pω̂n − ω̂Qn = θ̂n, ∀n ∈ Z
N . (5.14)
For n = 0, since P is ergodic, we can immediately calculate ω̂0 = (P − I)
−1θ̂0.
For n 6= 0 the dual equation has two solutions
ω̂±n = ±
∑
i≥0
i≤−1
P−(i+1)θ̂Qin, n 6= 0.
Each sum converges absolutely by (1) of Corollary 5.3. By assumption (5.11)
ω̂+n = ω̂
−
n
def
= ω̂n. This gives a formal solution ω =
∑
ω̂+n en =
∑
ω̂−n en. We
estimate each ω̂n using both of its forms in order to show that ω is C
∞. In the
notation of Corollary 5.3 we can write
ω̂+n = SK+(P
−1θ, n, P−1, Q), and ω̂−n = −SK−(P
−1θ, n, P−1, Q).
Here K+ = {i ∈ Z : i ≥ 0} and K− = {i ∈ Z : i ≤ −1}.
If n is mostly contracting, i.e., if n →֒ 3(A), then
‖Ain‖ ≥ Cρ−i‖n‖, ∀i ≤ −1; (5.15)
If n is mostly contracting, i.e., if n →֒ 1, 2(A), then
‖Ain‖ ≥ Ci−N‖n‖, ∀i ≥ 0. (5.16)
Thus the polynomial estimate needed for the application of part (2) of Corollary
5.3 is satisfied either in K+ and K− for any n ∈ ZN . This estimate implies that
(5.13) holds. Finally, this also implies that smallness of Cσ norm of θ guarantees
C0 smallness of ω.
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5.5 Construction of the projection
Lemma 5.7. Fix σ = N +3+ κA−1,A. There exists δ > 0 such that for any C
∞
maps θ, ψ, ω on TN that are Cσ small enough, it is possible to split θ, ψ and ω
as
θ = ∆AΩ+Rθ, ψ = ∆BΩ+Rψ
ω = ∆CΩ+Rω
for a C∞ map Ω, so that
‖Rθ,Rψ,Rω‖Cr ≤ Cr‖R1, R2, R3‖Cr+δ and
‖Ω‖Cr ≤ Cr‖θ, ω, ψ‖Cr+σ
for any r ≥ 0, where
R1
def
= ∆Cθ −∆Aω, (5.17)
R2
def
= ∆Cψ −∆Bω (5.18)
and
R3
def
= θ ◦B +Aψ − ψ ◦AC −Bω ◦ A−BCθ. (5.19)
Proof. (1) Construction of Ω and Rθ. Let Rθ =
∑
n R̂θnen where
R̂θn
def
=


∑
i∈Z
A−iR̂θAin, n = nmin,
0, otherwise
for n 6= 0 and R̂θ0
def
= 0. Let
Note that nmin is substantially large both in the expanding and in the con-
tracting direction for A, then both (5.15) and (5.16) hold if n = nmin. The
following estimate is obtained from (3) of Corollary 5.3:
‖Rθ‖Cr ≤ Cr‖θ‖Cr+σ , ∀r ≥ 0. (5.20)
Since θ−Rθ satisfies the solvable condition in Lemma 5.6. By using Lemma 5.6
there is a C∞ function Ω such that
∆AΩ = θ −Rθ (5.21)
with estimates
‖Ω‖Cr ≤ Cr‖θ −Rθ‖Cr+σ ≤ Cr‖θ‖Cr+2σ , ∀r ≥ 0.
(2) Estimates for Rθ. Rewrite (5.19) we get
Aψ − ψ ◦ AC = Bω ◦A+BCθ − θ ◦B +R3.
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Lemma 5.5 shows that the obstructions for Bω◦A+BCθ−θ◦B+R3 with respect
to AC vanish; therefore for any n 6= 0 we get∑
i
A−(i+1)θ̂B(AC)in
=
∑
i
A−(i+1)BCθ̂(AC)in +
∑
i
A−(i+1)Bω̂A(AC)in
+
∑
i
A−(i+1)(”R3)(AC)in
since all the sums involved converge absolutely by (1) of Corollary 5.3. Further-
more, by using the relation
B(AC)i = AiB, ∀ i ∈ Z, (5.22)
we obtain from the above relation∑
i
A−(i+1)θ̂AiBn −
∑
i
BA−(i+1)θ̂Ain
=
Ä∑
i
A−(i+1)BCθ̂(AC)in −
∑
i
BA−(i+1)θ̂Ain
ä
+
∑
i
A−(i+1)Bω̂A(AC)in +
∑
i
A−(i+1)(”R3)(AC)in. (5.23)
Next, we will compute the sum
∑
iA
−(i+1)BCθ̂(AC)in −
∑
iBA
−(i+1)θ̂Ain. To do
so, we split it into two sums
∑
i =
∑
i≥0+
∑
i≤−1 and then use relation (5.17) to
simplify each one. Set
Λ = ∆Aω.
Then for any n 6= 0, we obtain from the proof of Lemma 5.6:∑
i≥1
A−(i+1)Λ̂Ain = ωn −A
−1Λ̂n = A−1ω̂An and (5.24)
−
∑
i≤−1
A−(i+1)Λ̂Ain = ωn. (5.25)
Using relation (5.17) we get
θ̂Ain − C
−iθ̂CiAin
=


∑
0≤j≤i−1
C−(j+1)(Λ̂CjAin − (”R1)CjAin), i ≥ 1,
−
∑
i≤j≤−1
C−(j+1)(Λ̂CjAin − (”R1)CjAin), i ≤ −1. (5.26)
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Using (5.26) for the case of i ≥ 1 we obtain∑
i≥0
A−(i+1)BCθ̂(AC)in −
∑
i≥0
BA−(i+1)θ̂Ain
=
∑
i≥1
A−(i+1)BCθ̂(AC)in −
∑
i≥1
BA−(i+1)θ̂Ain
(1)
=
∑
i≥1
BA−(i+1)
Ä
C−iθ̂(AC)in − θ̂Ain
ä
= −
∑
i≥1
i−1∑
j=0
BA−(i+1)C−(j+1)(Λ̂CjAin − (”R1)CjAin)
= −
∑
j≥0
∑
i≥j+1
BA−(i+1)C−(j+1)(Λ̂CjAin − (”R1)CjAin).
Here (1) is from relation (5.22). Of course, to justify the change of order of
summation in the last equality, we must prove the absolute convergence of the
sum. Using the notation in Corollary 5.3 we can write∑
i≥0
A−(i+1)BCθ̂(AC)in −
∑
i≥0
BA−(i+1)θ̂Ain
= BACSK((Λ−R1), n,A, C; C, A)
where K = {(j, i) ∈ Z2 : i − 1 ≥ j ≥ 0}. For any i, j with |j| ≤ |i|, (5.7) in
Lemma 5.2 shows that
|CjAin| ≥ C|j|−N |Ain| ≥ C1|i|−N exp(τA|i|)|n|−N
≥ C2 exp{τA(|i|+ |j|)/4}|n|
−N , (5.27)
where C, C1 and C2 are fixed numbers only dependent on A and C; and τ is
defined in (5.7) of Lemma 5.2. This justifies to apply (1) of Corollary 5.3 to show
the absolute convergence of the sum. Furthermore, we have∑
j≥0
∑
i≥j+1
BC−(j+1)A−(i+1)Λ̂CjAin
=
∑
j≥0
BC−(j+1)A−j(
∑
k≥1
A−(k+1)Λ̂(AC)jAkn)
(1)
=
∑
j≥0
BC−(j+1)A−(j+1)ω̂A(AC)jn
(2)
=
∑
j≥0
A−(j+1)Bω̂A(AC)jn.
Here (1) follows from (5.24) and (2) uses relation (5.22) again.
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Hence we obtain∑
i≥0
A−(i+1)BCθ̂(AC)in −
∑
i≥0
BA−(i+1)θ̂Ain
= −
∑
j≥0
A−(j+1)Bω̂A(AC)jn
+
∑
j≥0
∑
i≥j+1
BA−(i+1)C−(j+1)(”R1)CjAin. (5.28)
To compute the sum
∑
i≤−1 we use (5.26) for the case of i ≤ −1:∑
i≤−1
A−(i+1)BCθ̂(AC)in −
∑
i≤−1
BA−(i+1)θ̂Ain
=
∑
i≤−1
BA−(i+1)
Ä
C−iθ̂(AC)in − θ̂Ain
ä
=
∑
i≤−1
−1∑
j=i
BA−(i+1)C−(j+1)(Λ̂CjAin − (”R1)CjAin)
=
∑
j≤−1
∑
i≤j
BA−(i+1)C−(j+1)(Λ̂CjAin − (”R1)CjAin).
Again we need to show the absolute convergence. We can also write∑
i≤−1
A−(i+1)BCθ̂(AC)in −
∑
i≤−1
BA−(i+1)θ̂Ain
= BACSK ′((Λ−R1), n,A, C; C, A),
where K ′ = {(j, i) ∈ Z2 : i ≤ j ≤ −1}. Then (5.27) shows that the absolute
convergence follows from the same reason as in previous part. Furthermore, by
using (5.25) and relation (5.22) again we obtain∑
j≤−1
∑
i≤j
BC−(j+1)A−(i+1)Λ̂CjAin
=
∑
j≤−1
BC−(j+1)A−(j+1)
Ä ∑
k≤−1
A−(k+1)Λ̂A(AC)jAkn
ä
= −
∑
j≤−1
BC−(j+1)A−(j+1)ω̂A(AC)jn
= −
∑
j≤−1
A−(j+1)Bω̂A(AC)jn.
Hence we obtain ∑
i≤−1
A−(i+1)BCθ̂(AC)in −
∑
≤−1
BA−(i+1)θ̂Ain
= −
∑
j≤−1
A−(j+1)Bω̂A(AC)jn
−
∑
j≤−1
∑
i≤j
BA−(i+1)C−(j+1)(”R1)CjAin. (5.29)
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By using (5.23), (5.28) and (5.29) for any n 6= 0 we obtain:∑
i
A−(i+1)θ̂AiBn −
∑
i
BA−(i+1)θ̂Ain
=
∑
j≥0
∑
i≥j+1
BA−(i+1)C−(j+1)(”R1)CjAin
−
∑
j≤−1
∑
i≤j
BA−(i+1)C−(j+1)(”R1)CjAin
+
∑
i
A−(i+1)(”R3)(AC)in.
Iterating this equation with respect to B we obtain∑
i
A−(i+1)θ̂Ain − lim
ℓ→∞
∑
i
B−ℓA−(i+1)θ̂AiBℓn
= −
∑
k≥0
∑
j≥0
∑
i≥j+1
B−kA−(i+1)C−(j+1)(”R1)CjAiBkn
+
∑
k≥0
∑
j≤−1
∑
i≤j
B−kA−(i+1)C−(j+1)(”R1)CjAiBkn
−
∑
k≥0
∑
i
B−(k+1)A−(i+1)(”R3)(AC)iBkn.
The condition (5.7) in Corollary 5.3 is satisfied by Lemma 5.4. Hence the limit
above is 0 from (1) of Corollary 5.3; and the absolute convergence of the sum
involving (AC)iBk is justified by the same reason. To show the absolute conver-
gence of the other two sums involving CjAiBk where |j| ≤ |i|, by the same reason
the following inequality is sufficient:
‖CjAiBkn‖ ≥ C|j|−N‖AiBkn‖ ≥ C|i|−N exp{τA,B(|i|+ |k|)}‖n‖−N
≥ C exp{
1
2
τA,B(|i| + |k|)}‖n‖
−N
≥ C exp{
1
4
τA,B(|i| + |j|+ |k|)}‖n‖
−N .
Hence by the notation of Corollary 5.3 we obtain∑
i
A−(i+1)θ̂Ain
= −SK1((AC)
−1R1, n,B−1, A−1, C−1; C, A,B)
+ SK2((AC)
−1R1, n,B−1, A−1, C−1; C, A,B)
−B−1SK3(A
−1R3, n,B−1, A−1;AC, B),
where K1 = {(k1, k2, k3) ∈ Z
3 : k1 ≥ 0, k2 ≥ k1 +1, k3 ≥ 0}, K2 = {(k1, k2, k3) ∈
Z
3 : k1 ≤ −1, k2 ≤ k1, k3 ≥ 0} and K3 = {(k1, k2) ∈ Z
2 : k2 ≥ 0}.
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By iterating backwards and applying the same reasoning, we obtain∑
i
A−(i+1)θ̂Ain
= SK ′1((AC)
−1R1, n,B−1, A−1, C−1; C, A,B)
− SK ′2((AC)
−1R1, n,B−1, A−1, C−1; C, A,B)
+B−1SK ′3(A
−1R3, n,B−1, A−1;AC, B),
whereK ′1 = {(k1, k2, k3) ∈ Z3 : k1 ≥ 0, k2 ≥ k1+1, k3 ≤ −1},K ′2 = {(k1, k2, k3) ∈
Z
3 : k1 ≤ −1, k2 ≤ k1, k3 ≤ −1} and K
′
3 = {(k1, k2) ∈ Z
2 : k2 ≤ −1}.
Then according to (3) of Corollary 5.3, the needed estimate for Rθ with
respect to R follows if in at least one of the union of half-spaces K+ =
⋃3
i=1Ki
and K− =
⋃3
i=1K
′
i the dual action satisfies some polynomial lower bound for
every n = nmin.
Write A and B in block diagonal forms as stated in proof of Corollary 5.3. In
case An →֒ 2(A), let n1 be the largest projection of n to some neutral block J
′
for A. Then
‖n1‖ ≥ C‖n‖.
Let the Lyapunov exponent of B on this block be ν. For all j, i, k the Lyapunov
exponent of CjAiBk on J ′ is kν. Then if ν ≥ 0, on the half-space K+ we obtain
‖CjAiBkn‖ ≥ C|j|−N |i|−N |k|−N‖n1‖ ≥ C1|ijk|−N‖n‖, ∀k ≥ 0
and
‖CjAiBkn‖ ≥ C|j|−N |i|−N exp(kν/2)‖n1‖ ≥ C1|ij|−N‖n‖
on K− for k < 0 if ν < 0.
Thus the polynomial estimate needed for the application of part (3) of Corol-
lary 5.3 is satisfied for such n.
In case An →֒ 1(A), let n1 and n2 be the largest projections of n to some
blocks J1 and J2 with positive Lyapunov exponent λ1 and negative Lyapunov
exponent λ2 respectively. Let ν1 and ν2 be corresponding Lyapunov exponents
of B on the two blocks. Then
‖n1‖ ≥ C‖n‖, ‖n2‖ ≥ C‖n‖.
For all j, i, k the Lyapunov exponent of CjAiBk on J1 is χ(j, i, k)
+ = iλ1 + kν1
and is χ(j, i, k)− = iλ2 + kν2 on J2. Next, we need to show that
{(j, i, k) : χ(j, i, k)+ ≥ 0}
⋃
{(j, i, k) : χ(j, i, k)− ≥ 0} (5.30)
covers either K+ or K−. This boils down to require k( ν1
λ1
− ν2
λ2
) ≥ 0. Namely, for
any (j, i) ∈ Z2, (j, i, k) belongs to the union in (5.30) if k( ν1
λ1
− ν2
λ2
) ≥ 0 and this
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is true for k ≥ 0 or for k ≤ 0 depending on the sign of ν1
λ1
− ν2
λ2
. Therefore we
obtain
‖CjAiBkn‖ ≥ C|ijk|−N‖n‖. (5.31)
in K+ or in K−.
Now choose the half-space in which the estimate (5.31) holds, that is choose
one of the sums −SK1 + SK2 − SK3 or SK ′1 − SK ′2 + SK ′3 . Then the assumptions
of (3) of Corollary 5.3 are satisfied for one of the sums above; and therefore the
estimate for follows:
‖Rθ‖Cr ≤ Cr‖R1, R2, R3‖r+σ1 (5.32)
for any r ≥ 0 and σ1 > N + 2 + [κy], where κy =
4(N+1)
τA,B
|log y|, where y =
max{‖A‖, ‖B‖}.
(3) Estimates for Rω. By (5.17) and (5.21) we obtain
∆A(ω −∆CΩ) = ∆CRθ −R1. (5.33)
Define
Rω
def
= ω −∆CΩ and
Rψ
def
= ψ −∆BΩ.
By using Lemma 5.6 to equation (5.33) we obtain
‖Rω‖Cr ≤ Cr‖∆CRθ −R1‖Cr+σ ≤ Cr‖R1, R2, R3‖Cr+σ+σ1 (5.34)
for any r ≥ 0.
(3) Estimates for Rψ In (5.19), substituting ω by ∆CΩ+Rω and ψ by ∆BΩ+Rψ
we get
ARψ −Rψ ◦AC = R3 +Rθ ◦B +BCRθ +BRω ◦A.
Again, Lemma 5.6 implies that
‖Rψ‖Cr ≤ Cr‖R3 +Rθ ◦B +BCRθ +BRω ◦ A‖r+σ3
≤ Cr‖R1, R2, R3‖Cr+σ+σ1+σ2+σ3 (5.35)
where σ3 > N + 2 + [κA−1,AC ].
Let δ = σ + σ1 + σ2 + σ3. Then the conclusion follows from (5.20), (5.32),
(5.34) and (5.35).
In fact θ, ψ, ω play the roles of RA, RB and RC in (5.2). The following lemma
shows that R1, R2, R3 cannot be large if α+R is a Heisenberg group action. It
is in fact quadratically small with respect to R.
31
Lemma 5.8. If α˜ = α+R is a C∞ Heisenberg group action on TN then for any
r ≥ 0
‖R1, R2, R3‖Cr ≤ Cr‖θ, ψ, ω‖Cr‖θ, ψ, ω‖Cr+1 . (5.36)
Proof. The estimates for R1 an R2 follow the same way as in the proof of Lemma
4.7 in [DK]. We just need to show the estimate for R3. Note that
α˜A ◦ α˜B = α˜B ◦ α˜C ◦ α˜A
(A+ θ) ◦ (B + ψ) = (B + ψ) ◦ (C + ω) ◦ (A+ θ).
Then
θ ◦B +Aψ
= ψ ◦
Ä
ω ◦ (A+ θ) + CA+ Cθ
ä
+Bω ◦ (A+ θ) +BCθ
+ θ ◦B − θ ◦ (B + ψ).
Therefore,
R3 = θ ◦B +Aψ − ψ ◦ AC −Bω ◦A−BCθ
= ψ ◦
Ä
ω ◦ (A+ θ) + CA+ Cθ
ä
− ψ ◦AC
+ θ ◦B − θ ◦ (B + ψ)
+Bω ◦ (A+ θ)−Bω ◦ A.
The estimate (5.36) for Cr norms follows similarly (see for example [[La], Ap-
pendix II]):
‖R3‖Cr ≤ Cr‖ψ, ω ◦ (A+ θ) + Cθ‖Cr‖ψ, ω ◦ (A+ θ) + Cθ‖Cr+1
+ Cr‖ψ, θ‖Cr‖ψ, θ‖Cr+1 + Cr‖ω, θ‖Cr‖ω, θ‖Cr+1
≤ Cr‖θ, ψ, ω‖Cr‖θ, ψ, ω‖Cr+1 .
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