This is a survey of known results on estimating the principal Lyapunov exponent of a time-dependent linear differential equation possessing some monotonicity properties. Equations considered are mainly strongly cooperative systems of ordinary differential equations and parabolic partial differential equations of second order. The estimates are given either in terms of the principal (dominant) eigenvalue of some derived timeindependent equation or in terms of the parameters of the equation itself. Extensions to other differential equations are considered. Possible directions of further research are hinted.
Introduction
It is well known that for autonomous linear systems of ordinary differential equations (ODEs) du dt = Cu, (I. 1) where C is a real N by N matrix, as well as for autonomous linear problems for parabolic second order partial differential equations (PDEs) More precisely, the spectrum of the solution operator at t > 0 equals,
• in the case of (I.1), the exponent of the spectrum of tC;
• in the case of (I.2), the exponent of t times the spectrum of the problem (I.3), plus 0.
Indeed, the above property, called the Spectral Mapping Theorem, holds for a wide class of semigroups of linear operators (see, e.g., [11] ).
For a system of nonlinear autonomous ordinary differential equations
where f = (f1, . . . , fN ) : R N → R N is a C 1 vector field such that f (0) = 0, the linear part of the solution operator around 0 equals precisely the solution operator of the linearization of f at 0, that is, e tC , where
.
Similarly, in the case of nonlinear autonomous parabolic PDE    ∂z ∂t = ∆z + f (x, z), x ∈ D, z(t, x) = 0, x ∈ ∂D,
where f : D × R → R is a sufficiently smooth function such that f (x, 0) = 0, the linear part of the solution operator of (I.5) around 0 is precisely the solution operator of the linearization of (I.5) at 0, that is, of the problem (I.1) with c(x) = ∂f ∂z (x, 0), x ∈ D.
Usually the above two steps are combined as the Principle of Linearized Stability, stating that if all eigenvalues of the linearization of (I. 4) or of (I.5) at the trivial solution have negative real parts then the trivial solution is (exponentially) asymptotically stable, and if there is an eigenvalue with positive real part then the trivial solution is unstable.
There arises a question what happens in the case when the original nonlinear differential equation is nonautonomous, or even when it is autonomous but its solution whose (in)stability we are investigating is not stationary. The linear part (derivative) of the solution operator around that reference solution is given by the solution of the nonautonomous linear equation being the linearization of the original equation at the reference solution.
In order not to go into unnecessary generality, consider the trivial solution of a periodic (with period T > 0) system of ODEs dz dt = f (t, z), (I. 6) where f (t + T, z) = f (z) for all t ∈ R and z ∈ R N and f (t, 0) = 0 for all t. After linearization we obtain Let U (t; s) stand for the transition matrix of (I.7): U (t; s)u0 is the value at time t of the solution of the initial value problem    du dt = C(t)u, u(s) = u0.
(I.9)
The family {U (t; s)} satisfies the following equalities U (t; r) = U (t; s)U (s; r) for any r, s, t ∈ R, and U (t + T ; s + T ) = U (t; s) for any s, t ∈ R.
Each t > 0 can be written as kT + θ for some k ∈ N ∪ {0} and θ ∈ [0, T ), so we have U (t; 0) = U (θ; 0)U (T ; 0) k . Consequently, in order to investigate asymptotic behavior of solutions of (I.7) it suffices to investigate the iterates of U (T ; 0). The Principle of Linearized Stability works for time-periodic systems of ODEs, too: if the spectral radius of U (T ; 0) is smaller than one then the trivial solution of (I.6) is (exponentially) asymptotically stable, and if the spectral radius of U (T ; 0) is larger than one then the trivial solution of (I.6) is unstable. Now it becomes clear that it would be good to obtain estimates of the spectrum of the matrix U (T ; 0) in terms of (perhaps the spectra of) its "generators," that is, of the matrices C(t), t ∈ [0, T ]. However, there is a caveat: whereas in the autonomous case for each t > 0 there is the relation U (t; 0) = exp (tC), in the T -periodic case, for N > 1 the relation
need not hold (cf. [21] ). In the light of the above one is hardly surprised to learn that numerous examples are known of ODE systems for which all eigenvalues of C(t) have negative real parts but the spectral radius of U (T ; 0) is greater than one, as well as ODE systems for which some eigenvalues of C(t) have positive real parts but the spectral radius of U (T ; 0) is smaller than one (see a nice paper [22] ).
It is the purpose of the present paper to give a (rather incomplete) survey of what is known regarding (upper and lower) estimates of the spectral radius of the solution operator for some special cases of (systems of) linear time-periodic differential equations. The unifying feature of all the equations considered here is that their solution operators have some (strong) order-preserving property. For such an equation there exists a unique (up to multiplication by positive scalars) positive solution, v(t), whose directions attract, as t → ∞, the directions of any other positive solution. The logarithmic growth rate of v(t) (called the principal Lyapunov exponent) equals, firstly, the logarithmic growth rate of the solution operator, and, secondly, the logarithmic growth rate of any positive solution.
Whereas in many applications to physical sciences or engineering stability (and, consequently, an upper estimate of the spectrum) is looked for, the situation in biological sciences is frequently different. Let us look at some such applications. We restrict ourselves to time-periodic ODE systems
that are strongly cooperative, that is, ∂fi/∂zj > 0 for i = j. Moreover, assume that f (t, 0) = 0 for all t ∈ R. Systems of the above form appear when modeling populations in which individuals can transit between several states (for instance, bacterial populations can switch between dormant and active states, see [24] ), or populations in which individuals can move between discrete patches (for discrete-time models, see [38] ). If zi(t) measures the population size in state i (or in patch i), strong cooperativity is a natural assumption (whereas the mortality and growth rates in state i are reflected in the derivative ∂fi/∂zi). In many cases we are interested in the permanence of the population, which mathematically means that the zero solution should be in some sense repelling. The positivity of the principal Lyapunov exponent of the linearization is a natural sufficient condition for that. Therefore finding viable lower estimates of the principal Lyapunov exponent is of immense interest.
The paper is organized as follows. In Part II we give a survey of results on strongly cooperative linear systems of ODEs, and in Part III we consider linear second-order PDEs of parabolic type. We strive to highlight symmetry in both cases.
In Part IV generalizations are mentioned to almost-periodic, general nonautonomous, and random systems.
Part V deals with extensions to other systems: systems of linear ODEs that are only cooperative, strongly cooperative systems of reactiondiffusion equations, general parabolic PDEs of second order, and, finally, nonlocal dispersal equations.
Part VI is devoted to discrete-time systems, more precisely to random systems of positive matrices. Only a couple of results are mentioned, and in the context of their continuous-time analogs.
The majority of theorems presented (or at least alluded to) in the present paper give bounds on the principal Lyapunov exponent in terms of the dominant (or principal) eigenvalues for some time-independent system derived from the original one, either by taking minimum or maximum (for example, Proposition II.4) or by taking time-average (for example, Theorem III.7).
Some results, such as Theorem II.6 or a Faber-Krahn type inequality in Subsection V.3.3, are different in the sense that they provide estimates of the principal Lyapunov exponent directly in terms of the parameters of the system.
Regarding proofs, usually hints or indications are given only, with references to existing papers. In some instances a fairly complete proof is given, as is the case with Theorem II.9, which is a specialization of a much more general (and much more difficult to prove) result.
Throughout the paper, I stands for the identity mapping (operator) or the identity matrix, depending on the context. For a matrix C, C ⊤ denotes its transpose.
Part II
Cooperative Systems of ODEs
In Part II, ·, · denotes the standard inner product, and · denotes the Euclidean norm, in R N .
II.1 Preliminaries

II.1.1 Preliminaries: ODEs
For a system of linear ordinary differential equations
where C : R → R N×N is a continuous and time-periodic (with period T ) matrix function, denote by U (t; s)u0 (s, t ∈ R, u0 ∈ R N ) the value at time t of the solution of (II.1) satisfying the initial condition U (s; s)u0 = u0. U (t; s) is called the transition matrix (Cauchy matrix , propagator ).
The family {U (t; s)} s,t∈R of N by N matrices satisfies the following equalities:
U (t; r) = U (t; s)U (s; r),
We call U (T ; 0) the monodromy matrix of (II.1) (in the context of nonlinear systems we usually speak of the Poincaré map, or period map).
II.1.2 Preliminaries: Perron Theorem
We introduce the following notation:
Vectors in R N + (resp. in R N ++ ) will be called nonnegative (resp. positive). Similarly, matrices with all entries nonnegative (resp. positive) will be referred to as nonnegative (resp. positive) matrices.
We recall the celebrated theorem of Perron (sometimes called the Perron-Frobenius theorem; see, e.g., [5 Theorem II.1 (Perron(-Frobenius)). The spectral radius of a positive N by N matrix C has the following properties:
(i) it is positive, and is a simple eigenvalue;
(ii) an eigenvector pertaining to it can be chosen positive;
(iii) all the remaining eigenvalues of C have moduli smaller than the spectral radius;
(iv) eigenvectors pertaining to the remaining eigenvalues do not belong to R N + . By MN we denote the set of all N by N matrices with positive off-diagonal entries. Since for C ∈ MN its exponential e tC is, for all t > 0, a positive matrix, a direct application of the Spectral Mapping Theorem for matrices yields the following.
Theorem II.2. For C ∈ MN , its eigenvalue with the largest real part (the dominant eigenvalue) has the following properties:
(i) it is real and simple;
(iii) all the remaining eigenvalues of C have real parts smaller than the dominant eigenvalue;
(iv) eigenvectors pertaining to the remaining eigenvalues do not belong to R N + . We will denote the dominant eigenvalue of C ∈ MN by λ dom (C).
II.2 Principal Lyapunov Exponent for Strongly Cooperative Systems of ODEs
We call a linear time-periodic system of ODEs
strongly cooperative if for any t ∈ R the matrix C(t) is in MN . It follows from a theorem for quasimonotone systems of (not necessarily linear) ODEs due to Müller and Kamke (see, e.g., [44, Chapter II] , or [17, Chapter 3] ) that the monodromy matrix U (T ; 0) for a strongly cooperative (II.2) is positive.
A
++ for all t > 0. A necessary and sufficient condition for a solution of strongly cooperative (II.2) to be positive is that
Theorem II.3. For a linear T -periodic strongly cooperative system (II.2) there exist and are uniquely determined: a number ρ > 0, and a globally positive solution v(t) of (II.2) such that
Consequently, the logarithmic growth rate of v(t), lim
and is equal to
(iv) for any positive solution u(t) of (II.2) there holds
In the above theorem as v(t) we take the solution of (II.2) passing at time zero through the normalized positive eigenvector v of the monodromy matrix U (T ; 0), and ρ > 0 is just the spectral radius of U (T ; 0). Part (iii) is a quite straightforward consequence of Theorem II.1. Part (iv) as well as the uniqueness (up to multiplication by positive scalars) of the globally positive solution v(t) also follow from Theorem II.1, but their proof requires more effort.
The number Λ := ln ρ T , appearing in the statement of Theorem II.3 is called the principal Lyapunov exponent (sometimes principal Floquet exponent) of (II.2).
A reader acquainted with the Floquet theory of periodic linear ODEs (see, e.g., [6, Section 2.4], or [13, Section 2.2]) will notice that ρ is the characteristic multiplier of (II.2) with the largest modulus and Λ is the Floquet exponent with the largest real part (it is true that the imaginary parts of Floquet exponents are determined up to addition of an integer multiple of 2π, but in our case we can put the imaginary part to be equal to zero).
We gather now a couple of formulas that will be useful in obtaining estimates of the principal Lyapunov exponent.
A simple application of the Chain Rule gives that
It is easy to see that the function w : R → R N , where w(t) := v(t)/ v(t) , is the solution of the system
II.3 Principal Lyapunov Exponents for ODE Systems: "Trivial" Estimate
For a linear T -periodic strongly cooperative system (II.2), denote by Cmin (resp. Cmax) the matrix whose (i, j)-entry equals the minimum (resp. maximum) of cij (t) over t ∈ [0, T ].
Proposition II.4. For a linear T -periodic strongly cooperative system (II.2) there holds
Indication of proof. For each t ∈ R there holds
where the inequalities are understood componentwise. It follows by standard comparison theorems for quasimonotone systems of ordinary differential inequalities (see, e.g., [44, Chapter II] ) that
Since the logarithmic growth rate of a positive solution of dv/dt = Cminv equals λ dom (Cmin) (see Theorem II.3(iv)) and an analogous property holds for dv/dt = Cmaxv, the statement follows.
II.4 Principal Lyapunov Exponents for ODE Systems: Estimates from Above
For an N × N real matrix C denote by C S its symmetrization:
Cu, u + u,
By substituting v(t) for u in (II.4) we obtain from (II.3) the following.
Proposition II.5. For a linear T -periodic strongly cooperative system (II.2) there holds
We should mention here that the inequalities on which the proof of Proposition II.5 is based appeared first (for general C(t)) in [45] .
We end by observing that by an inequality due to Bendixson (see [25, 
, hence we would rather not hope, in general, to obtain upper estimates of Λ in terms of the dominant eigenvalues of C(t).
II.5 Principal Lyapunov Exponents for ODE Systems: Estimates from Below
In the present section we give a survey of known results on lower estimates of the principal Lyapunov exponent for strongly cooperative systems of linear ODEs.
II.5.1 Estimates in Terms of the Entries of a Matrix
For time-independent matrices with positive (or, more general, nonnegative) off-diagonal entries there are plenty of results giving lower estimates of their dominant eigenvalues in terms of elementary functions of the entries of the matrix (see, e.g., [25, pp. 152-158] ). It is unclear to the author, however, how the existing proofs of those estimates could carry over to strongly cooperative nonautonomous linear systems of ODEs.
Regarding the latter, to the author's knowledge the only result known so far is contained in his paper [27] (but see a discrete-time analog in [34] ). The idea is to find a homogeneous polynomial V of the coordinates u1, . . . , uN of u, taking positive values on R N ++ , with the property that • there exists α > 0 such that
• there is a continuous function β : MN → R such that for any C ∈ MN the inequality
holds for all u ∈ R N ++ . Theorem II.6. For a linear T -periodic strongly cooperative system (II.2) there holds
(ii)
Indication of proof. (i) follows by applying the function V (u) = u1·. . .·uN , (ii) follows by applying the function V (u) = u1 + . . . + uN , whereas (iii) is just a modification of (ii) to the adjoint system.
A time-independent version of (i) (with a different proof, and for nonnegative matrices) appeared as Corollary 3 in [23] , and time-independent versions of (ii) and (ii) are classical Frobenius estimates ([25, III.3.1.1]).
Remark II.7. Theorem II.6 cannot be reduced to applying those known estimates for matrices. Indeed, assume for simplicity that C(t) is, for all t ∈ R, a symmetric matrix. Applying [23, Corollary 3] to C(t) for each individual t ∈ R we have
which is in no conceivable relation with
Problem II.8. For each estimate of the dominant eigenvalue of a matrix in MN given in terms of its entries find a proof by means of a suitably chosen function V (cf. also Problem VI.2).
II.5.2 Estimates via Averaging
In the present subsection we formulate a result giving an estimate of the principal eigenvalue in terms of the dominant eigenvalue of the time-averaged equation. As its proof employs only elementary means, we give it here. It is a specialization of a (much more general) result contained in [29] .
Throughout the present subsection we assume that C : R → MN is continuous and T -periodic and, moreover, the off-diagonal entries are independent of time. We denote by C = [cij ] the time average of C:
Theorem II.9. For a linear T -periodic strongly cooperative system (II.2) with off-diagonal entries independent of time we have
satisfying the initial condition w(0) = v, where κ(t) = C(t)v(t), v(t) / v(t) 2 . For any i = j application of Jensen's inequality to the function wj (·)/wi(·) on the interval [0, T ] gives that
and similarly forŵj . We can write (II.6) in the form:
from which it follows that, for each i,
As w(·) is a solution of (II.5), we have
Consequently,
Since wi(T ) = wi(0), the first summand on the right-hand side reduces to zero, so we obtain
whereŵ is a positive vector. By [5, Theorem (1.11) on p. 28], the dominant eigenvalue of C − ΛI is nonpositive, that is, Λ ≥ λ dom (C).
Part III Parabolic PDEs of second order
Throughout the whole Part III, D ⊂ R n is a bounded domain, with boundary ∂D of class By an eigenvalue of the elliptic problem
we understand a complex number λ such that there exists a nontrivial (that is, not equal identically to zero) solution of the boundary value problem ∆u + c(
Such a nontrivial solution is called an eigenfunction of (III.1) corresponding to the eigenvalue λ. It should be mentioned here that in the literature on PDEs, calculus of variations, etc., by an eigenvalue of (III.1) a complex number λ is understood such that there exists a nontrivial solution of ∆u + (c(x) + λ)u = 0 (plus boundary condition). It is well known (see, e.g., the classical book [8] ) that all eigenvalues of (III.1) are real, simple and have −∞ as their unique accumulation point. Moreover, an eigenfunction corresponding to the largest eigenvalue (the principal eigenvalue of (III.1)) can be chosen to take positive values on D. We will denote the principal eigenvalue of the problem (III.1) by λprinc(∆ + c(·)I).
Let H 1 0 (D) stand for the Sobolev space of L2(D) functions whose (distributional) derivatives are in L2(D) and whose trace on the boundary ∂D is zero (for definitions see, e.g., [12] ). The well-known variational characterization of the principal eigenvalue of the Schrödinger operator gives us the following.
where · R n denotes the Euclidean norm on R n , and the equality holds if and only if u ≡ 0 or u is a principal eigenfunction.
III.1.2 Preliminaries: Time-Periodic Parabolic PDEs
Consider a linear parabolic partial differential equation (PDE) of second order
where c : R × D → R is a C 3 function, time-periodic in t with period T . Standard theorems on existence and uniqueness of solutions of linear parabolic PDEs (see, e.g., [15] (S2) the equation in (III.2) is satisfied pointwise for any t > s and any x ∈ D, and the boundary condition in (III.2) is satisfied pointwise for any t > s and any x ∈ ∂D (that is, it is a classical solution);
However, the Banach spaces of Hölder continuous functions are rather unwieldy to work in. The Hilbert space L2(D) is (at least for our purposes) a better choice, especially because we will need to differentiate (in time) the norm of a solution. Indeed, for an initial value u0 we can take any function in L2(D). Then there exists a unique function u(t, x; s, u0), t > s, x ∈ D, such that (S1) and (S2) are satisfied with s replaced with any s1 > s, and the initial condition u(s, ·) = u0 is understood in the following sense: u(t, ·; s, u0) converges, as t → s + , to u0 in the L2(D)-norm (for details see, e.g., [9, Chapter XVI]).
Furthermore, for each t > s the linear mapping u0 → u(t; ·; s, u0) is a bounded (even completely continuous) linear operator from L2(D) into L2(D). We will denote this operator by U (t; s).
The family {U (t; s)} s≤t satisfies the following equalities U (t; r) = U (t; s)U (s; r) for any r ≤ s ≤ t, and U (t + T ; s + T ) = U (t; s) for any s ≤ t.
A solution u : (0, ∞) × D → R of (III.2) satisfying the initial condition u(0, ·) = u0, where u0 ∈ L2(D), is called positive if u(t, x) > 0 for all t > 0 and all x ∈ D. It follows from standard maximum principles (see [35, Chapter 3] ) that a necessary and sufficient condition for a solution of (III.2) to be positive is that u0(x) ≥ 0 for a.e. x ∈ D and u0 ≡ 0.
A solution u : R×D → R of (III.2) is called globally positive if u(t, x) > 0 for all t ∈ R and all x ∈ D.
III.2 Principal Lyapunov Exponent for Time-Periodic Parabolic PDEs of Second Order
The theory of principal Lyapunov exponents for time-periodic PDEs of second order was developed by P. Hess and presented in his monograph [16] .
Theorem III.2. For a linear T -periodic problem (III.2) there exist and are uniquely determined: a number ρ > 0, and a globally positive solution v(t, x) of (III.2), such that
(ii) v(0, ·) = 1.
Consequently, the
(iv) for any positive solution u(t, x) of (III.2) there holds
The proof of the above theorem (except uniqueness of globally positive solutions) was given in [16] . In it one uses the fact that, by standard parabolic maximum principles, the completely continuous operator U (T ; 0) satisfies some positivity properties, which allows us to use the Kreȋn-Rutman theorem ([10, Theorems 19.2 and 19.3]) to conclude that the spectral radius ρ of U (T ; 0) is a positive simple eigenvalue and that an eigenfunction pertaining to it can be taken to assume positive values on D. As v(t, x) we take the solution of (III.2) which equals, for t = 0, such a normalized eigenfunction.
Remark III.3. In [16] it was also shown that Λ is an eigenvalue of the differential operator (in our notation) u → ∂u ∂t − ∆u − c0(t, x)u acting on some Banach space of Hölder continuous functions defined on R×D, T -periodic in t, and that e −Λt v(t, x) is an eigenfunction corresponding to that eigenvalue. We will not pursue that (potentially promising) way of thinking in the present review.
Remark III.4. The fact that v(t, x) is a unique, up to multiplication by positive scalars, globally positive solution of (III.2), is a (not very straightforward) consequence of the parabolic Harnack estimates, see, e.g., [33] , [26] , or [18] .
It appears to the author that the uniqueness of globally positive solutions is not needed to obtain the majority of (all?) results mentioned in the present survey, but it greatly simplifies their proofs.
The number Λ := ln ρ T is called the principal Lyapunov exponent (sometimes principal Floquet exponent) of (III.2).
Since v(t, x) is a classical solution, we can prove the following analog of (II.3):
III.3 Principal Lyapunov Exponents for Parabolic PDEs: "Trivial" Estimate
For a linear T -periodic problem (III.2), denote
Proposition III.5. For a linear T -periodic problem (III.2) there holds
The proof of the above result is almost a copy of the proof of Proposition II.4, with comparison theorems for systems of ordinary differential inequalities replaced by theorems on parabolic partial differential inequalities (see, e.g., [35, Chapter 3] ).
III.4 Parabolic PDEs: An Estimate from Above
Note that for each t ∈ R integration by parts gives that
By applying the above formula into (III.3) we obtain, via Proposition III.1, the following (folk?) result:
Proposition III.6. For a linear T -periodic problem (III.2) there holds
III.5 Parabolic PDEs: An Estimate from Below
Denote
The following result was proved in [19] :
Theorem III.7. For a linear T -periodic problem (III.2) we have
Also, in [19] it was proved that the equality holds if and only if c(t, x) = c1(t) + c2(x) for some c1, c2.
Part IV
Generalizations to Nonperiodic Time Dependence
In the present Part we present generalizations of (some) results in Parts II and III to the case when the dependence of the matrices C or functions c on time is almost periodic (in Section IV.1), general nonautonomous (in Section IV.2), or, finally, random (in Section IV.3).
IV.1 Almost Periodic Case
Assume that in du dt = C(t)u, (IV.1) the matrix function C(·) is (Bohr) almost periodic (see, e.g., [14] ), with the property that there exists δ > 0 such that cij (t) ≥ δ for all t ∈ R, i = j. Then Theorem II.3 has the following counterpart: There exists a unique globally positive solution v(t) of (IV.1) such that v(0) = 1, and its logarithmic growth rate, lim t→∞ 1 t ln v(t) , exists (denote it by Λ).
Further, it can be proved that
• for any positive solution u(t) of (IV.1) there holds
The main difference between the periodic and almost periodic cases is that in the latter there is no linear operator (like U (T ; 0) in the former) whose spectral radius is an eigenvalue such that a corresponding eigenvector serves as a starting point of a globally positive solution. Instead, the construction is much more involved. However, when we have already constructed such a solution, the proofs of estimates are much the same.
A similar situation holds for PDEs  
where c : R × D → R is a sufficiently regular function, almost periodic in t uniformly in D (see [42] ).
IV.2 General Nonautonomous Case
In a general case of nonautonomous strongly cooperative systems of linear ODEs:
where C : R → R N×N is bounded and (globally uniformly) Lipschitz continuous, with the property that there exists δ > 0 such that cij (t) ≥ δ for all t ∈ R, i = j, it can be proved that there exists a unique (up to multiplication by positive scalars) globally positive solution v(t) of (IV. For an extension of the above theory to linear parabolic PDEs of second order, see the monograph [29] (in the nonautonomous case) and the paper [30] (in the forward nonautonomous case).
Many of the results mentioned in Parts II and III carry over to the nonautonomous case and/or forward nonautonomous case, with suitable modifications.
IV.3 Random Case
Random systems form another generalization of time-periodic systems. To give a flavor of those generalizations we briefly describe, without going into details, random systems of linear strongly cooperative ODEs.
Assume that (Ω, F, P) is a measure space: Ω is a set, F is a σ-algebra of subsets of Ω and P is a probability measure on F. We always assume that P is complete.
We let θ = (θt) t∈R be a P-preserving ergodic dynamical system on a measure space (Ω, F, P). For ω ∈ Ω and t ∈ R we usually write ω · t instead of θtω.
Consider a family of linear systems of ODEs
indexed by ω ∈ Ω. Here C : Ω → R N×N is measurable. Sometimes we will write (IV.3)ω to emphasize that we consider the system for a fixed ω ∈ Ω.
We present now, in a rather cursory way, the main points of the theory of random strongly cooperative systems of linear ODEs as developed in [32] . That theory is a specialization of an abstract theory of random monotone dynamical systems presented in [31] .
Firstly, one assumes that for each ω ∈ Ω the function R ∋ t → C(ω·t) ∈ R N×N is continuous. This guarantees the existence of solutions of (IV.3)ω. Let Uω(t; s) stand for the corresponding transition matrix.
Secondly, one assumes that the matrix function C : Ω → R N×N belongs to L1 (Ω, F, P), R N×N . That assumption guarantees that (IV.3) gives rise to a random (skew-product) dynamical system to which ergodic theorems can be applied (see [1, Chapter 2, in particular Example 2.
2.8]).
Regarding strong cooperativity, the condition alone that C(ω) ∈ MN does not suffice to reproduce many features of the theory of principal Lyapunov exponents for time-periodic systems. In [32] sufficient conditions are given in the form of some functions, expressed in terms of the entries of C(ω), belonging to L1 (Ω, F, P), R . For instance, those conditions are satisfied if the matrices C(ω) are bounded uniformly in ω ∈ Ω and their off-diagonal entries are bounded away from zero uniformly in ω ∈ Ω.
It is proved then that there exist and are uniquely determined: a real number Λ and a family {vω(t)} of globally positive solutions of (IV.3)ω, indexed by ω belonging to some set Ω ′ ⊂ Ω of full measure, with vω(0) depending measurably on ω ∈ Ω ′ , satisfying, for each ω ∈ Ω ′ , the following:
• vω(0) = 1;
• for each t ∈ R, vω(t) equals vω·t(0) multiplied by some positive number (dependent perhaps on ω and t);
Further, it is proved that for any ω ∈ Ω ′ , lim t→∞ ln Uω(t; 0) t = Λ, and that for any positive solution of (IV.
The number Λ is called the principal Lyapunov exponent of (IV.3). Eq. (II.3) has the following analog:
An application of Birkhoff's ergodic theorem (see [1, Appendix A]) allows us to write
Applying (II.4) we obtain the following generalization of Proposition II.5:
We have the following counterpart of Theorem II.6 (see [27] ):
When the off-diagonal entries of C(ω) are independent of ω we have the following generalization of Theorem II.9:
is the matrix with cij = cij for i = j and
In other words, the principal Lyapunov exponent of the original system is not smaller than the dominant eigenvalue of the state-averaged system.
A proof is a copy of the proof of Theorem II.9, where we take the globally positive solution vω(t) for some ω ∈ Ω ′ , replace (1/T ) 
where C : R → R N×N is continuous and T -periodic, is called cooperative if for each t ∈ R the matrix C(t) has all off-diagonal entries nonnegative. A theorem due to Müller and Kamke (see, e.g., [44, Chapter II] , or [17, Chapter 3] ) states that for a cooperative system the transition matrix U (t; s) is nonnegative.
For autonomous linear cooperative systems a simple condition is known, called irreducibility (for definition, see, e.g., [5, Definition (1.2)]), which is equivalent to e tC being positive for all t > 0. The "sufficiency" part of that condition can be generalized to the case of time-periodic systems (and even to random systems, see Assumption (O3) in [32] ), and then the whole theory presented in Part II carries over word for word.
Even in the case of systems that are only cooperative something can be said. There need not be a (unique up to multiplication by positive scalars) globally positive solution v(t) (for that matter, there need not be any globally positive solution), nonetheless the (necessarily positive) spectral radius of U (T ; 0) is an eigenvalue (not necessarily simple), to which there exists a nonnegative eigenvector.
One can in a natural way define the top Lyapunov exponent Λ as the logarithmic growth rate of the norm of U (t; 0):
In particular, some estimates in [27] , for example estimates as in Theorem II.6, hold, after suitable modifications, for cooperative systems.
V.2 Strongly Cooperative Systems of Parabolic PDEs
Consider a system of linear reaction-diffusion equations
where the C 3 functions cij : R × D → R are assumed to be time-periodic with period T . A theory of the principal spectrum for autonomous (and the principal Lyapunov exponent for random) strongly cooperative systems of linear reaction-diffusion equations was presented in [29] . In particular, for systems (V.1) such that cij does not, for i = j, depend on time an analog of Theorem III.7 was proved (see [29, Subsection 6.3.3] ). 
n with sufficiently regular boundary ∂D, where the (suitably regular) coefficients aij, ai, bi and c are time-periodic with period T , aij ≡ aji for any i = j, and there is γ > 0 such that
For such systems, it was proved in [16] that there are a number ρ > 0 and a globally positive solution v(t, x) of (V.2) such that all the properties as in Theorem III.2 are satisfied. When the second-and first-order coefficients aij and bi are independent of time, an analog of the "trivial" estimates in Proposition III. 
3) (and similarly for λ max princ ).
The Dirichlet boundary condition in (V.2) can be replaced by the Neumann boundary condition
or by the Robin boundary conditions
where ν = (ν1, . . . , νn) : R × ∂D → R n is a T -periodic (in t) sufficiently regular vector field on ∂D pointing out of D and d : R × ∂D → [0, ∞) is T -periodic (in t) sufficiently regular function. Indeed, other boundary conditions are allowed as long as they admit the strong maximum principle for the corresponding problem.
V.3.2 Linear Parabolic PDEs in Divergence Form
Let us specialize to Dirichlet problems for linear parabolic PDEs of second order in divergence form:
(V.4) After performing some integration by parts a reader who is well versed in the existence theory of parabolic PDEs will notice that, for (V.4),
where B(t; ·, ·) denotes the Dirichlet form:
If ai and bi are constantly equal to zero, that is, in the case of
the corresponding differential operator is, for all t, self-adjoint, and the Dirichlet form is symmetric:
Then the analog of Proposition III.6 holds:
where λprinc(A(t) + c(t, ·)I) denotes the principal eigenvalue of the elliptic boundary value problem
(V.8)
The Dirichlet boundary condition in (V.4) can be replaced by the Neumann boundary condition
or the Robin boundary conditions
where now ν = (ν1, . . . , νn) denotes the unit normal vector field on ∂D pointing out of D and d : R × ∂D → [0, ∞) is T -periodic (in t) sufficiently regular function.
V.3.3 Faber-Krahn Inequalities
In the case of
where λ sym princ denotes the principal eigenvalue of the Dirichlet Laplacian on the ball in R n whose volume equals the volume of D (for a proof, see [16] ; see also extensions to nonautonomous and random cases in [28] and [29, Section 5.4] ).
V.3.4 Spatial Averaging
For time-periodic linear parabolic PDEs with Neumann boundary conditions
where ν = (ν1, . . . , νn) denotes the unit normal vector field on ∂D pointing out of D, the principal Lyapunov exponent of (V.10) is bounded below by the principal Lyapunov exponent of the problem
where c is the space average of c:
(|D| denotes the volume of D). See [29, Section 5.3] . Also, when the coefficients are sufficiently smooth it can be proved that those principal Lyapunov exponents are equal if and only if c is independent of x.
V.4 Nonlocal Dispersal Equations
Another generalization of (III.2) rests on replacing the Laplace operator ∆ (corresponding to the infinitesimal dispersal) with some nonlocal dispersal operator. To be more specific, consider
where K : R n → R is a suitable kernel and c : R × D → R is a sufficiently regular function, time-periodic in t with period T .
In the case of nonautonomous nonlocal dispersal equations various concepts related to the principal Lyapunov exponent were investigated in, e.g., [40] , [20] , [36] , [41] .
It is worth mentioning that frequently the top Lyapunov exponent introduced in the above papers has the property that it is bounded below by the principal eigenvalue of the time-averaged problem.
Part VI
Discrete-Time Counterparts
As in Section IV.3, let (Ω, F, P) be a measure space: Ω is a set, F is a σ-algebra of subsets of Ω and P is a probability measure on F.
We let θ be a P-preserving ergodic automorphism of the measure space (Ω, F, P).
· denotes the Euclidean norm of a vector in R N or a matrix in R N×N , depending on the context. Assume that M : Ω → R N×N be a measurable mapping. For ω ∈ Ω and n ∈ N we write
Autonomous systems of linear ODEs correspond to iterates, M n , of a matrix M . In that context, strong cooperativity for systems of linear ODEs corresponds to the positivity of M .
However, in the random discrete-time case one needs to impose, besides the nonnegativity of M (ω), some additional assumptions to guarantee that the theory of principal Lyapunov exponents carry over to that case. Those assumptions, given in the form of some functions, expressed in terms of the entries of M (ω), belonging to L1 (Ω, F, P), R (see [2] and [32] ), imply that there exist and are uniquely determined: a real number Λ and a family {w(ω)} of positive unit vectors, indexed by ω belonging to some set Ω ′ ⊂ Ω of full measure, depending measurably on ω ∈ Ω ′ , satisfying, for each ω ∈ Ω ′ , the following:
• M (ω)w(ω) equals w(θω) multiplied by some positive number µ(ω).
•
Further, it is proved that for any
and that for any nonzero u ∈ R N + and any
The number Λ is called the principal Lyapunov exponent of the random system of positive matrices {M (ω)}ω∈Ω.
It appears that results on estimates of principal Lyapunov exponent in the discrete-time case are much more numerous than in the continuous-time case. For example, in the case of some special systems explicit formulas for principal Lyapunov exponents are known (see [37] or [43] ).
Of special interest is the paper [34] , in which homogeneous (of degree one) positive functionals on R N + were used to obtain upper and lower estimates of principal Lyapunov exponents (compare the use of homogeneous functionals to prove lower estimates of principal Lyapunov exponents for strongly cooperative linear systems of ODEs in [27] , as described in Subsection II.5.1).
In [4] with the help of the homogeneous polynomial V (u) = u1 · . . . · uN the following lower estimate was obtained:
Theorem VI.1.
where perm denotes the permanent of a matrix.
Problem VI.2. Develop a unified approach, via homogeneous functionals, to lower estimates of the principal Lyapunov exponent which could cover both cooperative systems of linear ODEs and random systems of positive matrices.
VI.0.1 State-Averaging
One could ask if for (some) random systems of positive matrices there is an analog of Theorem II.9.
The answer is yes. Indeed, assume that M (ω) = AB(ω), where A is a positive matrix and B(ω) = diag(b1(ω), . . . , bN (ω)) with bi(ω) > 0, 1 ≤ i ≤ N , ω ∈ Ω (this is a natural assumption from the point of view of biological applications, see [38] ). Further, we make some technical assumptions concerning the summability of some functions expressed in terms of logarithms, maximums and minimums of bi(·) (those assumptions guarantee that it will be possible to apply Birkhoff's ergodic theorem).
For 1 ≤ i ≤ N put ln bi = Ω ln bi(ω) dP(ω).
We claim that the principal Lyapunov exponent Λ of the original system is bounded below by the dominant eigenvalue of AB, where B = diag(b1, . . . , bN ). We write w(·) = (w1(·), . . . , wN (·)). Fix ω ∈ Ω ′ such that for all 1 ≤ i ≤ N (from the assumptions alluded to above it follows that ln wi(·) are in L1 (Ω, F, P), R so, due to Birkhoff's ergodic theorem, the above equality holds for a.e. ω ∈ Ω ′ ). Put w(n) := w(θ n ω), µ(n) := µ(θ n ω), bi(n) := bi(θ n ω), n = 0, 1, 2, . . . (recall that w(n + 1) = µ(n)w(n)).
We have wi(n + 1) = 1 µ(n) aij bj (n) wj(n) ≤ µ(n) wi(n).
It is a consequence of standard estimates in ergodic theory thatμ(n) are bounded away from zero, uniformly in n. Take a sequence (nm) Part VII
Concluding Remarks
Remark VII.1. In the present survey a common feature is that it has been done from the point of view of individual trajectories: there is some distinguished solution (denoted by v(t) or the like) the logarithmic growth rate of the norm of which serves as the principal Lyapunov exponent. We can call this approach dynamical.
There can be a different approach, more functional-analytic in its spirit. Namely, the original system gives rise to an evolution semigroup of bounded linear operators on the space Lp(R, X), or C0(R, X), or others (see [7] ). Evolution semigroups generated by systems considered in the present survey possess positivity (order-preserving) properties, which can allow one to apply the spectral theory of such semigroups (see, e.g., [3] ). That approach is especially fruitful for time-periodic systems, see [16] , or [20] .
Remark VII.2. It is a recurring theme in the present survey that, for systems in which interactions between "components" (be it indices i ∈ {1, . . . , N } or points x ∈ D) are independent of time, the principal Lyapunov exponent of the original system is not smaller than the principal eigenvalue of the time-averaged (in the periodic or almost periodic cases) or the state-averaged (in the random case) system (sometimes one can even prove that the inequality is sharp except some trivial cases). As, in applications to biological populations, the positivity of the principal Lyapunov exponent ensures the permanence of the population, we have that temporal variation in the growth rates enhances the capability of the population to persist. This is in marked contrast to what is known in population biology, see [38, Introduction] .
Problem VII.3. Develop a theory which would unify all the mentioned results, in the continuous-time as well as in the discrete-time cases, on estimating the principal Lyapunov exponent via averaging. (For a unified treatment of some PDEs, nonlocal dispersal equations and some systems of ODEs see [40] ).
