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I. INTRODUCTION
Speech is the fundamental mode of communication [1] which tells about mental and psychological state of humans, associated with feelings, thoughts and behavior. In the past decades, we have seen intensive progress of speech technology and its applications in the field of robotics, automation and human computer interface. It has helped to gain easy access to information retrieval (e.g. voice-automated call center and voice search) and to access huge volumes of speech information (e.g. document retrieval using speech, speech understanding, and speech translation). In such frameworks, Automatic Speech Emotion Recognition (ASER) plays a major role. ASER aims at automatic identification of different human emotions or mental states through a human's voice.
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The importance of automatically recognizing emotions from human speech has grown with the increasing applications of speaker emotion recognition in the fields of security, learning, medicine, entertainment, etc. It can act as a feedback system for real life applications in the field of robotics, where robot will follow human commands by understanding the emotional state of human. The successful recognition of emotions will open up new avenues for e-learning system with enhanced facilities in terms of student's interaction with teaching machines. The idea can be incorporated in entertainment with the development of interesting games with virtual reality experiences. It can also be used in the field of medicine for analysis and diagnosis of cognitive state of a human being. With the advancement of the human-machine interaction technology, a user-friendly interface is becoming even more important for speech-oriented applications.
Besides human facial expressions, speech has proven to be one of the most promising modalities for automatic human emotion recognition. Speech is a spontaneous medium of perceiving emotions which provide in-depth information related to different cognitive states of a human being.
II. DATABASE DESCRIPTION
For this experiment, the speech utterances of various individuals was recorded to create a speech database and named as "English Emotional Speech Database". Speech utterances were collected from 10 individuals selected randomly from a group of non-professional and first time trained volunteers. These individuals were requested to record speech samples in the emotions/moods of anger, happy, sad and boredom for selective sentences which comprise of a wide range of phonemes. The sentences which comprise of a wide range of phonemes are called pangrams.
The database comprises of 59 speech utterance in bored mood and 56 utterances each in happy, angry and sad moods. Hence the database comprises of a total of 227 speech utterances of which 202 were used for training the classifier and rest were used for testing the classifier. The utterances were verified by 10 other individuals.
III. EXTRACTION OF FEATURES
For recognizing different emotional states, various features of speech have to be considered. For analyzing the speech utterances three prosody features (short term energy, short term zero crossings and pitch period), quality features (first three formant frequencies) and derived feature ( ten Mel frequency cepstral coefficients) were used [1] - [5] . This sums up to 16 features for each frame of the utterances. Fig. 1 illustrates the flow of steps followed during the experiment. Feature extraction is done in order to eliminate the redundancies in the speech signal and hence reduce the data used for analysis. Each speech utterance is divided into frames of 20ms. The speech samples were sampled at the audio sampling frequency [1] . Hence the length of each frame is 441. For each frame 16 features are obtained which are further used in the formation of feature vector. The features were found as mentioned below:
Pitch: It is defined as relative highness or lowness of a tone as perceived by the ear. It depends on the number of times the vocal folds vibrate per second. Pitch period in this experiment is found using autocorrelation function [1] . Energy: Energy represents the loudness of speech. The energy is calculated at every sample and the average is taken over the frame length to get the average energy per each frame [1] .
Zero-crossings: A zero crossing is said to occur if the successive samples of a signal have different algebraic signs. The rate at which zero crossings occur is a measure of the frequency content of a signal. Zero-crossing rate is a measure of number of times in a given time interval/frame that the amplitude of the speech signals passes through the value zero. The total number of zero crossings was found for each frame [1] .
Formants: The formants define how the air is modulated as it traverses the vocal tract. The vocal tract acts as a tube whose resonance frequencies are the formant frequencies. These define the quality of every phoneme uttered. Formants are calculated by performing cepstral analysis followed by low time liftering for analyzing the low quefrency portion. The quefrencies corresponding to the first three peaks give the first three formant frequencies.
Mel frequency cepstral coefficients: MFCCs are found by taking the fast Fourier transform and transforming to the Mel scale. Now log followed by discrete cosine transform it calculated. The energy in each triangular window gives the value of the corresponding MFC coefficient.
A. Feature Vector Formation Using Statistical
Parameters Now we have 16 features from each frame and each signal has several frames of frame length 441. To compare the various utterances we need a common parameter between each utterance. Hence we use statistical parameters [5] - [7] namely,
Hence for each utterance we have a feature vector of length 64 which is used for training the classifier.
IV. CLASSIFICATION USING SUPPORT VECTOR MACHINE (SVM)
Support Vector Machine [8] is a supervised method of classification used for binary classification with associated learning algorithms that analyze data used for classification. An SVM model is a representation of the examples as points in space, mapped so that the examples of the separate categories are divided by a clear gap that is as wide as possible. In addition to performing linear classification, SVMs can efficiently perform a non-linear classification using what is called the kernel trick, which maps the inputs into another feature space which eases the classification [7] , [9] .
A. Multiclass Classification Using SVM
Support Vector Machine is a binary classifier and we need to classify the input speech utterances into four different emotions viz. boredom, anger, happy and sad.
We implement multiclass SVM classifier by using either one versus one or one versus all methods at a time.
In one versus all method, one SVM is built for each emotion. Each machine gives an output telling if the speech signal belongs to that particular emotion or not.
The drawback of this method is that more than one machine can give positive result for a given input. While in one versus one method, all the input speech signals are classified into one of the four categories unlike one versus all method.
B. Using Kernel Functions for Classification
In SVM all the data cannot be classified using a linear classifier and also there will be a few outliers which will be ignored. For such data a different technique is used which is called the kernel trick in which the data points are transformed into a different dimension in which they can be classified by a linear classifier. The various kernels used in our experiment are mlp (multi-layer perceptron), Gaussian radial basis function, polynomial and quadratic functions [7] .
C. Need for Regulation of Feature Vector Length
In spite of using features for reducing the data and eliminating the redundancies, the information will be
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V. EXPERIMENTAL RESULTS AND ANALYSIS
In this experiment speaker emotion recognition is achieved using short time zero crossing, short time energy, pitch period, formant frequencies and Mel frequency cepstral coefficients as features to analyse the speech and Support vector machine for classification of four emotions, namely, boredom, anger, happy and sad. The experiment was conducted using variable feature vector lengths and different kernels in SVM to determine the best method (one versus one or one versus all), kernel (linear, multilayer perceptions, Gaussian radial basis function, polynomial and quadratic) and the feature vector length that is needed to achieve optimum results of classification.
The features used are in the following order: zero crossings, pitch period, energy, and first three formants in order followed by ten MFC coefficients (In the order of 1 to 10).
The feature vector length was changed by choosing the various features in the order mentioned above. This means a feature vector length of 10 includes the statistical parameters of zero crossings, pitch period, energy, first three formants and the first four MFC coefficients. The SVM toolbox in MATLAB with built-in kernel functions is used. The optimized parameter setting for SVM is based on sequential minimization optimization (SMO) applied on the training set.
The experiment was conducted in one versus one and one versus all methods. The classification was done using different feature vector lengths (from using a single feature to using all 16 features) and using different kernels in both one versus one and one versus all methods. The average of the efficiencies obtained for each kernel was taken to evaluate the length of the feature vector which gives best results.
From the graphs (Fig. 2, Fig. 3, Fig. 4 , Fig. 5 ) we can conclude that one versus all method gives better results when compared to one versus one method for speaker emotion recognition. Hence the further analysis will be done only for one versus all methods. For the emotion boredom, the feature vector length of 13 has the highest average of 88.46% which remains constant for the higher feature vector lengths, for the emotion anger, the feature vector length of 11 gives a highest average efficiency of 90%, for the emotion happy, feature vector length of 5 gives the highest average efficiency of 89.2% and for the emotion sad, the feature vector length 13 gives the highest average efficiency.
The confusion matrix of the emotions and the various kernel functions is as follows:
(Let the feature vector length be denoted by 'l')
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Consider the emotion boredom. The plot below gives a comparison of the performances of the rbf, polynomial and quadratic kernel functions for the emotion boredom. It can be seen in Fig. 6 that for the feature vector lengths of 5 and more the efficiencies of all the three kernel functions are same. Hence this signifies that the first four features viz. zero crossings, pitch period, energy, first and second formant frequencies play an important role in the classification of the emotion boredom.
Consider the emotion anger. The plot below depicts the comparison three kernel functions for the classification of anger. From Fig. 8 we can analyze that zero crossings and pitch period play an important role in the classification of happy i.e. a feature vector length of 2 is the minimum requirement for the efficient classification of the emotion happy.
Similarly for the emotion sadness, Fig. 9 depicts that the minimum number of features required for the classification is 4 which comprise of zero crossings, pitch period, energy and the first formant frequency. Hence these features play an important role in the classification of the emotion sadness. In this experiment speaker emotion classification is achieved by using multiclass SVM. The experiment was conducted using variable feature vector lengths and different kernels in SVM to determine the best method, kernel and the feature vector length that is needed for best results of classification for each emotion.
We can conclude that the one versus all method gives better results when compared to one versus one method for speaker emotion classification. Gaussian radial basis function, polynomial function and quadratic function are highly efficient in the classification of speaker's emotions. Multi-layer perceptron performs very poorly and gives an efficiency of only 50% on an average. Linear kernel on the other hand gives an efficiency of 90-95% based on the emotion classified.
For the classification of boredom, anger, happy and sad, feature vector lengths of 5, 4, 2 and 4 respectively, are the minimum number of features required for efficient classification. The features zero crossings, pitch period, energy and the first two formant frequencies play an important role in the classification of emotions when quadratic, polynomial and rbf kernels are used.
A trade-off between the length of the feature vector and the efficiency of the emotion classification by ±1% will reduce the amount of data required for efficient classification. Hence based on the application and the accuracy of the classification needed, the length of the feature vector can be chosen.
It should be noted that the analysis and results obtained are database dependent and hence vary for different databases.
