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Introduction
The mechanical properties describe the elastic and plastic properties under defor-
mations.
Under small strains we have an elastic behaviour; the material returns to its
original shape after the load is removed. In this regime the mechanical properties
are full described by the elastic constants of the materials itself. Under larger
strains we observe a plastic behaviour; the material deform permanently without
breaking or rupturing. In this regime the material properties are determined by
the nucleation and gliding of dislocations.
In this thesis I have proposed two novel theory on
1. Anomalously enhancement of the dislocation velocity in silicon carbide (SiC);
2. Mesoscale elasticity in graphite.
The ﬁrst theory is a milestone on the road to implementing robust, high perfor-
mance SiC devices. Despite the silicon carbide outstanding properties, several
studies report a drawback: as soon as the device starts operating, dislocations
become anomalously mobile and degrade electrical properties enormously.
It is remarkable to observe that up to now no theory has been able to explain
these experimental results. In this study I have studied the dislocation dynamics
in Silicon Carbide and I have proposed a new theoretical model which explains in
detail all the experimental ﬁndings.
In particular I have shown why after the devices begin to operate, dislocations
with dangling bonds along the cores become energetically favourable compared
with fully bonded (reconstructed cores) and why only some types of dislocations
are extremely mobile.
The second theory has profound implications for the new ﬁeld of graphite/graphene
science. First principles density functional calculations within the Local Density
Approximation (LDA) have provided highly plausible results, but the folklore of
interlayer interactions is that LDA does not include an important part of the
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physical interaction between layers (the van der Waals interactions) and therefore
should not be relied upon.
This belief is strengthened by the strong disagreement between theory and exper-
iment on the elastic constant value C13 (positive for experiment studies, negative
for theoretical studies). The sign of this elastic constant is crucial for the elastic
properties of the material; a positive (negative) value of C13 means that under
compression of the parameter lattice a0, the parameter lattice c0 tend, to expand
(contract). Therefore theory and experiment describe graphite as a material with
an opposite elastic behavior.
In this study I have shown that under deformation graphite tends to bend and these
bending modes introduce a new class of elastic constants, the so-called mesoscale
elastic constants.
Further I have demonstrated that LDA performs excellently for graphite and re-
produces with precision the all elastic properties.
Outline
Chapter 1 will give a brief overview on density functional theory.
Chapter 2 will present the theory of the dislocation velocity in silicon carbide.
Chapter 3 will explain the mesoscale elasticity in graphite.
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Chapter 1
Modeling the Crystal:
Theoretical Background
1.1 Introduction
A crystal consist of a periodic array of atoms. An atom is made of a nucleus of
charge Z, surrounded by a number of neutralizing electrons.
Core electrons occupy the ﬁlled inner shells of the atom and their main eﬀect is
screening the nuclear charges from the valence electrons. It is, therefore, tempting
to eliminate them by replacing with an eﬀective potential acting on valence elec-
trons. This is the main idea behind the concept of pseudopotentials, which will be
introduced and discussed in a forthcoming chapter of this thesis.
All the main material properties are due to the electrostatic or Coulombic interac-
tions between valence electrons and nuclei of charge Z. Other interactions arising
from the quantum-mechanical character of the electrons are also important. This
is the case of exchange and correlation eﬀects, which act like a glue and without
which the atomic bonds are too weak to explain the solid state phase.
In this chapter I will give a brief overview of the theoretical background used in
this thesis: the density functional theory (DFT).
This theory represents the most eﬃcient way to tackle the quantum many-body
problem and describe period systems or molecules with size up to 1000 atoms.
1.2 The many-body problem
The stationary state of a quantum-mechanical system with Hamiltonian Ĥ may
be described by the non-relativistic time-independent Schrödinger equation,
ĤΨ = EΨ (1.1)
5
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In the latter equation E is the eigenvalue or crystal energy and Ψ is the
wavefunction describing the system,
Ψ ≡ Ψ(r1, σ1; r2, σ2; ..., rN , σN ;R1,R2, ...RN) (1.2)
where ri and σi are the electron spatial and spin coordinates, while Ri is the
nuclear coordinates of all the atoms in the system.
For a system of N electrons moving in a ﬁeld of I nuclei of charge Zα at
sites Rα, the Hamiltonian becomes:
Ĥ(r,R) = −1
2
∑
i
∇2i −
∑
α
1
2Mα
∇2α +
1
2
∑
i
∑
j 6=i
1
|ri − rj|
+
1
2
∑
α
∑
β 6=α
ZαZβ
|Rα −Rβ| −
∑
i
∑
α
Zα
|ri −Rα| (1.3)
where all quantities herein are expressed in atomic units (Planck's constant
~, the electron charge e, the electron mass m and the vacuum permittivity
relation 4piε0 are sets to unity). In this coordinate system the unit length
is deﬁned with respect to the atomic Bohr radius (1 a.u. = 0.529Å) and the
energy with respect to Hartree (27.211 eV).
A more simple way to write the latter Hamiltonian is
Ĥ = T̂e + T̂i + V̂e−e + V̂i−i + V̂e−i (1.4)
where:
T̂i, V̂i−i : are the kinetic and potential energy operators of the nuclei;
T̂e, V̂e−e : are the kinetic and potential energy operators of the electrons;
V̂e−i : is the operator describing the interactions between electrons and
nuclei.
Using the full Hamiltonian (equation 1.3) the Schrödinger equation contains
3(Z + 1)n variables, where n is the number of atoms in the crystal. Since
1 cm3 of crystalline material contains about 5 · 1022 atoms, even for a light
element like carbon (Z = 6), the number of variables involved is ∼ 2 · 1024
per cm3.
Nowadays, solve this eigenvalue problem is impossible for any system larger
than a single hydrogen atom and some approximations must be made. In
the next section I describe the simplest one, the Born-Oppenheimer approx-
imation, where the motion of electrons and nuclei are decoupled, inspired
by their large diﬀerence in masses.
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1.3 The Born-Oppenheimer approximation
The adiabatic approximation or the Born-Oppenheimer approximation is
due to the small ratio between the masses of nuclei M and electrons m
(∼ 10−5). It is reasonable to assume that the nuclei (heavy) do not follow
the motion of every electron (light), but move only in the averaged ﬁeld of
all the electrons while the electrons move on a much faster time-scale than
the nuclei.
If we neglect the kinetic energy of the nuclei, the Hamiltonian becomes:
Ĥe = T̂e + V̂e−e + V̂i−i + V̂e−i (1.5)
with the associated eigenfunction ψ(r,R) satisfying
Ĥeψ(r,R) = Ee(R)ψ(r,R) (1.6)
In this equation, Ĥe is the total Hamiltonian in the limit M →∞, and it is
usually called electronic Hamiltonian. The eigenvalue Ee(R) is the energy
of the electrons in the ﬁeld of frozen nuclei. Analytically:
Ee(R) =
∫
ψ∗(r,R)Ĥeψ(r,R)dr (1.7)
Within the Born-Oppenheimer approximation the term V̂i−i becomes a sim-
ple additive constant of the Hamiltonian Ĥe and the eigenvalue Ee(R). Then
the total Hamiltonian can be written as:
Ĥ = Ĥe − Ĥn = Ĥe −
∑
α
1
2Mα
∇2α + V̂i−i (1.8)
where the term Ĥn is the nuclear Hamiltonian. As the ratio m/Mαis small,
Born and Oppenheimer have shown that Ĥn can be treated as a small per-
turbation. In the zero-order Born-Oppenheimer approximation the electrons
move in the Coulombian potential ﬁeld of ﬁxed nuclei and we can therefore
decompose the total wavefunction as
Ψ(r,R) = ΨR(r) · χ(R) (1.9)
where χ(R) depends only on the nuclear coordinate R, while Ψ(r,R) is the
solution of the electronic Hamiltonian Ĥe (equation 1.5).
Replacing the total wavefunction Ψ(r,R) into the Schrödinger equation 1.1
7
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we obtain:{∑
α
1
2Mα
∇2αχ(R) + Ee(R)χ(R) + V̂i−iχ(R)− E(R)χ(R)
}
ΨR(r)
=
∑
α
1
2Mα
[
χ(R)∇2αΨR(r) + 2∇αχ(R) · ∇αΨR(r)
]
(1.10)
multiplying all the terms by Ψ∗R(r) and integrating over all electronic coor-
dinates, we have{∑
α
1
2Mα
∇2α + Ee(R) + V̂i−i − E(R)
}
χ(R) =
+
∑
α
1
2Mα
χ(R)
∫
Ψ∗R(r)∇2αΨR(r)d(r) (1.11)
+
∑
α
1
Mα
∇αχ(R)
∫
Ψ∗R(r)∇αΨR(r)dr
Bohr and Oppenheimer (1925) have shown that by neglecting the last two
terms of the equation 1.11, we introduce an error in the total energy E not
larger than the square root of the masses ratio m/M .
It is important to note that the Bohr-Oppenheimer approximation breaks
down for Jahn-Teller systems [6] or more in general when a coupling be-
tween electrons and nuclear orbitals occurs. Such even is usually known as
a vibronic state or in some special case Cooper pair [7].
1.4 Hartree Theory
Using the adiabatic approximation the many-electron wavefunction ψ(r,R)
is the solution of the following eigenvalue equation:{
T̂e + V̂e−e + V̂e−i
}
ψ(r,R) = Ee(R)ψ(r,R) (1.12)
if the electrons are noninteracting particles (V̂e−e = 0), the latter equation
can be decoupled in N single-electron equations.
Therefore, it is expedient to study a system of noninteracting particles and
try to include the electron-electron term as a correction. This problem has
been solved with the introduction of the so-called autoconsisten electronic
ﬁeld (Hartree, 1928).
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In this approximation the potential Ve−e is rewritten as an eﬀective potential
of single electron V H(ri) which is the electronic mean ﬁeld due by all the
other electrons,
V H(ri) =
N∑
j 6=i
∫ |φj(rj)|2
|ri − rj| drj =
N∑
j 6=i
∫
n(rj)
|ri − rj|drj (1.13)
The single electron Hamiltonian ĥHcan be written as
ĥH = −1
2
∇2i + Veff (ri) (1.14)
with
Veff (ri) =
∑
α
Zα
|ri −Rα| + V
H (ri) (1.15)
Then the Hartree equations are determinated imposing that the total wave-
functions is the product of the one electron wavefunction, φλ (r), each of
them subject on its own eﬀective potential.
Ψ(r1s1, . . . , rNsN) = φ1 (r1s1) . . . φN (rNsN) =
N∏
i=1
φi (risi) (1.16)
and the N single-electron Schrödinger equations for each one electron wave-
function, φλ (r) become:(
−1
2
∇2 + Veff (r)
)
φi (r) = εiφi (r) (1.17)
these equations are called the autoconsisten Hartree equations. The total
energy of the system is then the sum of the respective one electron eigenval-
ues,
Ee =
N∑
i=1
εi (1.18)
The ﬁrst application of the autoconsisten Hartree equations 1.17 is due to
Slater (1930). The main and more obvious lack of the Hartree theory is
the Pauli exclusion principle (the single electron functions Ψ(r) must be
antisymmetric with respect to the exchange of two particles). Consequently
this model neglects the exchange eﬀect due to the interaction of two electrons
with the same spin (see section 1.5).
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In particular, if we apply the Hartree theory to the jellium model1, the
solutions of the autoconsisten Hartree equations are the simple one electron
wavefunctions. In this case, the eﬀective potential of single electron V H(ri)
is equal with opposite sign to the uniform nuclei potential (Veff (ri) = 0);
therefore the Hartree theory degenerate in the simple Sommerfeld model
(noninteracting electron gas).
1.5 Hartree-Fock Theory
The Pauli exclusion principle was implement in the Hartree theory by Fock
(1930). In order to take into account this principle, the product of the single
electron eigenfunction have to be antisymmetric with respect to the exchange
of two electrons. A convenient way to express this anti-symmetrised product
of the one electron wavefunctions φi (r) is the Slater determinant (Slater,
1920),
Ψ(r) =
1√
N !
∣∣∣∣∣∣∣∣∣
φ1 (r1) φ1 (r2) . . . φ1 (rN)
φ2 (r1) φ2 (r2) . . . φ2 (rN)
...
...
φN (r1) φN (r2) . . . φN (rN)
∣∣∣∣∣∣∣∣∣ =
1√
N !
det |φλ (rµ)|
(1.19)
with
φλ (r) = φi (r) χσ e

∑
s χ
∗
αχβ = δαβ∫
φ∗i (r)φj (r) dr = δij
(1.20)
where χα is the spin wavefunction, with elements α = (10) for spin-up and
β = (01) for spin-down while φi (r) is the orbital wavefunction.
The determinant is guaranteed to be anti-symmetric since exchanging two
of the single electron spin-orbitals will change ΨHF (r)by a factor -1 while
the presence of two identical spin-orbitals will result in ΨHF (r) = 0.
Using the wavefunction ΨHF (r) the expectation value of the Hamiltonian
is:
EHF =
N∑
i=1
hi +
1
2
N∑
i,j=1
(Jij −Kij) (1.21)
where:
1In the jellium model, the ionic lattice is described as a uniform and homogeneous distribution
of positive charge. For this reason is also called Thomson model for solid.
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hi =
∫
ψ∗i (x)
[
−1
2
52i −
N∑
α=1
Zα
|ri −Rα|
]
ψi (x) dx = 〈i|Te + Ve−n |i〉 (1.22)
Jij =
∫∫
ψ∗i (x)ψ
∗
j (x
′)
1
|x− x′|ψi (x)ψj (x
′) dx dx′ = 〈ij|Ve−e |ij〉 (1.23)
Kij =
∫∫
ψ∗i (x)ψ
∗
j (x
′)
1
|x− x′|ψj (x)ψi (x
′) dx dx′ = 〈ij|Ve−e |ji〉 (1.24)
The ﬁrst term hi is the single-electron matrix element corresponding to the
kinetic and electron-nuclei interaction terms. The second and third terms
are usually called direct Jλµ and exchange integrals Kλµ and they represent
the electron-electron interaction [7]. In the second quantization formalism,
it has been shown that the direct term Jλµ is originated by the creation and
annihilation of one electron with same quantum state, while the exchange
term Kλµ is due to the swap of two electron with the same spin.
The exchange energy term can be rewritten as
Ex =
1
2
∑
λ,µ
δσλσµδσµσρ
∫ ∫
φ∗λ (r)φ
∗
τ (r
′)
1
|r− r′|φµ (r)φρ (r
′) drdr′ (1.25)
where the Kronecker delta δσλσµensures that the matrix is diagonal (elements
with diﬀerent spins are zero).
The physical meaning of the exchange energy Ex is due to the condition
that two electrons with parallel spins cannot be found at the same point in
space. As a consequence, the average distance separating the two electrons
will be greater lowering the electrostatic repulsion energy by a quantity corre-
sponding to the exchange term. The exchange integral Kλµ, has no classical
counterpart and should be regarded as a quantum mechanical correction to
the Coulomb integral Jλµ.
The total energy of the system can be rewritten as
E = −1
2
∑
λ
∫
φ∗λ (r)∇2φλ (r) dr+
∫
n (r)Ve−idr+ EH + Ex (1.26)
with
EH =
1
2
∫
n (r1)n (r2)
|r1 − r2| dr1dr2 (1.27)
The ground state ψλ is found applying the variational principle to the 1.26
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equation (note that the eigenvalues ψλ are orthogonal) using the Lagrange
multiplicator Eλµ
E −
∑
λ6=µ
Eλµ
∫
ψ∗λψµdr−
∑
λ
Eλ
{∑
s
∫
|ψλ|2 dr− 1
}
(1.28)
this equation is minimized with respect to the ψ∗λ, Eλ, and Eλµ variables.
Then rewriting the equation 1.26, we obtain the Hartree-Fock equation for
each orbital λ:{
−1
2
∇2 + V̂e−i (r) + V̂ H (r) + V̂ xλ (r)− Eλ
}
ψλ (r) =
∑
λ6=µ
Eλµψµ (r) (1.29)
with
V̂ H (r)ψλ (r) =
∂EH
∂ψ∗λ
=
∫
n (r1)ψλ (r)
|r− r1| dr1 (1.30)
V̂ xλ (r)ψλ (r) =
∂EH
∂ψ∗λ
= −
∑
µ
∫
ψ∗µ (r1)ψλ (r1)
1
|r− r1|ψµ (r1) d (r1) (1.31)
where V̂ H , V̂ xλ are the Hartree and exchange potentials. Diagonalizing the
equation 1.29 the Lagrange multiplicator Eλµ is removed and the equations
are solved in an autoconsisten way. The total energy of the system Etot is
determinated multiplying the equation 1.29 per ψ∗λ (r) and integrating over
r for all the occupied level λ,
Etot =
∑
λ
Eλ − EH − Ex + Ei−i (1.32)
where Eλ is the eigenvalue of the HF equations.
The HF equations are solved in an autoconsisten way. First we start from
an arbitrary sets of wavefunction φλ, usually the wavefunction of the single
atoms (the Sommerfeld solutions). From the chosen wavefunction we calcu-
late the Hartree and the exchange potential, and from them we solve the HF
equations obtaining a new sets of wavefunctions φλ. This loop is repeated
until the initial wavefunctions are equal to the ﬁnal wavefunctions within an
chosen tolerance. The way to solve the HF equations is called autoconsisten
loop.
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Discussion
This theory has been applied to several atomic systems, with a relative small
number of atoms.
In general, comparing the HF results to the respective experimental data,
we found that the lattice parameters and the total energy are underesti-
mated, while the normal vibrational modes and the forbidden band gap are
overestimate.
This theory neglected the correlation eﬀect between electrons, i.e. the prob-
ability distribution of the electrons are independed between themself.
The latter neglection has disastrous consequences for several atomic systems.
For instance, the HF theory does not predict the bounded state of ﬂuorine
molecule F2, and when applied to the uniform and homogeneous electron
gas (jellium approximation), the HF theory predicts a zero density of states
at the Fermi energy (non-conductor behavior material). The latter results
suggest that also simple metal systems are not well described by the Hartree-
Fock theory.
Several eﬀorts have been done in order to include the correlation eﬀects in
the HF model. The simplest way to compensate the correlation eﬀects is to
include an empirical correction term in order to reproduce some experimen-
tal data like the ionization energies and/or heat of formation of molecules.
Using this approach we may be able to describe correctly some systems but
we obviously lose the transferability and the beauty of a real ab-initio theo-
retical method. A better approach is the so called conﬁguration interaction
(CI) method, where the total wavefunction is builded as a linear combination
of diﬀerent Slater determinants. Although in principle the latter method de-
scribes the real eigenfunction of the system, the computational time required
is often too large to describe even small systems (the required computational
time is increasing as N4, i.e. doubling the number of atoms N the computa-
tional time become 16 time longer). Nevertheless, the CI method applied to
the HF theory is often used as a benchmark for other theoretical approaches
based on density functional theory (Briddon et al. [85]).
1.6 The Thomas and Fermi model
Thomas (1927) e Fermi (1928) proposed a new scheme based on the electron
density of the system, n (r). This original idea is remarkable in the sense
that it allows us to replace the complicate N -electron wavefunction ΨHF (r)
with the simpler electron density n (r).
13
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This model assumes that the electronic properties of a real system are sim-
ilar to those of a non-interacting fermions gas, i.e. a classical ensemble of
non-correlated electrons. Although this approach has had a limited success
in reproducing the properties of atomic systems, the Thomas Fermi (TF)
theory represents the ﬁrst prototype of the density functional theory (both
theories focus on n (r), the electronic density quantity).
The general Hamiltonian of any atomic system can be written as:
Ĥ = −1
2
∑
i
∇2i +
1
2
∑
j 6=i
1
|ri − rj| +
∑
i
v (ri) (1.33)
with
v (ri) = −
∑
α
Zα
|ri −Rα| (1.34)
where v (ri) is so-called external potential due to the interaction between
the electrons and the nuclear frame.
In the Thomas and Fermi approximation, the electron-electron interaction
term Ve−e is assumed to be due to the merely Coulombic interactions between
electrons. The latter term expressed with respect to the electron charge n (r)
becomes the found Hartree potential,
UH [n] =
1
2
∫ ∫
n (r)n (r′)
|r− r′| drdr
′ (1.35)
The kinetic energy is given by
T [n] =
∫
t [n (r)] dr (1.36)
where t [n (r)] is the kinetic energy density for a system of non-interacting
electrons with density n (r).
Then the kinetic energy density is derived from the respective value of a
homogeneous non-interacting degenerate electron gas (T = 0),
t =
8pi
5
(
2m
h2
) 3
2
ε
5
2
F (1.37)
where ε is
n =
4pi
3
(
2mεF
h2
) 3
2
−→ εF = h
2
2m
(
3n
8pi
) 5
3
(1.38)
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Using the latter equations and rewriting we obtain the Thomas-Fermi ki-
dr
n(r)
Locally uniform
electron gas
r
Figure 1.1: Local density approximation in the Thomas-Fermi model. For each
inﬁnitesimal space region dr, the electron density n(r) of the system is assumed
to be equal to the electron density of a homogeneous non-interacting electron gas.
netic energy functional determined with respect to the density n(r),
T0 [n] =
3~2
10m
(
3pi2
) 2
3
∫
n (r)
5
3 dr = CF
∫
n (r)
5
3 dr (1.39)
in the atomic unit system the constants CF is 310 (3pi
2)
2
3 = 2.871.
Equation 1.39 is the famous TF kinetic energy functional which Thomas and
Fermi dared to apply to electrons in atoms and molecules. Here, we ﬁrst
encounter one of the main important idea in modern DFT: the local density
approximation (LDA, see section ??). In this approximation, electronic
properties are determined as functional of the electron density by applying,
locally, the respective relations of a homogeneous non-interacting electronic
system.
The total electronic energy, ETF [n, v], can now be written as
ETF [n, v] =
∫
v (r)n (r) dr+ UH (r) + CF
∫
n (r)
5
3 dr (1.40)
It is important to note that ETF [n, v] is a functional of the external potential
v (r) as well as of the electronic density n (r), but does not contain any
exchange or correlation terms.
Imposing that the total number of electrons remains constant, the ground-
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state density n (r) is determinated by minimizing the equation 1.40 by solv-
ing the following Euler-Lagrange equation,
δ
{
ETF [n, v]− µ
∫
n (r) dr
}
= 0 (1.41)
where µ is a Lagrange multiplicator playing the role of the chemical poten-
tial. This is evident from the form of the variational equation,
δ {ETF [n, v]− µN} = 0 ⇒ µ = δETF
δN
(1.42)
The solution of the Euler-Lagrange equation can be written as:
n (r) =
1
3pi2
{2 [µ− veff (r)]}
3
2 (1.43)
veff (r) = v (r) +
∫
n (r′)
|r− r′|dr
′ (1.44)
The latter two equations are called autoconsisten Thomas-Fermi equations.
The form of the above equation reveals the attractiveness of the TF model.
It allows the determination of n (r) directly from v (r), by-passing the total
wavefunction. This is the main achievement of this theory. Of course, the
choice of v (r) remains problematic.
Discussion
Although the Thomas-Fermi method suﬀers from a crude treatment of the
kinetic energy (neglecting of exchange energy), this theory contains the two
main ideas of the density functional theory (DFT):
• The quantum-mechanical system is described by the electron density
n (r),
• local density approximation (LDA); electronic properties are deter-
mined as a functional of electron density of a simple homogeneous
electronic gas system.
This method has been found to give a rough estimative of the real charge
density and the electrostatic potential (with respect to HF and DFT based
method). Further, the charge density is inﬁnite at the nucleus, and it does
not decade exponentially far from the nucleus, but as r−6 (Gross et al [7]).
Another weakness of the TF theory is the lack of atom shell structures,
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in other word the observed periodic variation with respect to the atomic
number Z is not reproduced; this method predict that the atoms shrink
with increasing atomic number Z (Gunnarsson et al. [9, 10]).
1.7 Density Functional Theory (DFT)
In DFT, the electron density distribution rather than the many electron
wavefunction plays the central role. The essence of the theory is set up in two
pioneering papers by Hohenberg and Kohn in 1964 and by Kohn and Sham
in 1965. The ﬁrst proves that the electron charge density, n(~r), uniquely
characterises the ground state of a system as exactly and completely as the
wavefunction. This is the so-called basic lemma of Hohenberg-Kohn.
One of the great advantages of this approach is practicality. DFT methods
do not handle the two-electron interactions explicitly but rather allow for
them using properties of the one-electron density. The system of N atoms,
which was a 4N variable problem, is reduced to a 3 variable problem. This
leads to lower computational cost and therefore a wider range of applicabil-
ity.
However, it should be pointed out that DFT is a ground state theory. The
unnoccupied states are poorly represented and therefore this theory often
fails in excited state description and band gap prediction.
In the second paper, a set of self-consistent equations are described in order
to solve the many-body problem:
−1
2
52 +Velectron−ion + e2
∫
n(~r′)∣∣∣~r − ~r′∣∣∣d~r′ + VXC(~r)
ψi(~r) = Eiψi(~r) (1.45)
n(~r) =
n∑
i
|ψi(~r)|2(1.46)
VXC(~r) =
δEXC [n(~r)]
δn(~r)
(1.47)
The equations 1.45, 1.46 and 1.47 are commonly known as the Kohn-Sham
equations. They provide an eﬃcient method to minimize the energy with
respect to electron density. Solution of the Kohn-Sham equations is based
on the variational principle: the correct value of the charge density, n(~r), is
the one which gives the minimum energy of the system.
Further approximations are needed in order to give an expression for the
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exchange correlation potential. EXC [n(~r)] and VXC [~r] are the exchange cor-
relation energy and potential, respectively. The main approximations are
the Local Density Approximation (LDA) and the Generalised Gradient Ap-
proximation (GGA).
1.8 Local Density Approximation (LDA) and Gener-
alised Gradient Approximation (GGA)
Both LDA and GGA use the exchange correlation energy of an homogeneous
electron gas to give a tractable expression for the exchange correlation po-
tential of a real system.
In the LDA, the exchange-correlation energy at point ~r, εXC [n(~r)], is taken
equal to the the exchange-correlation energy of an homogeneous electron
gas with the same electron density n. The expression for the exchange-
correlation energy takes the form:
ELDAXC [n] =
∫
n(~r)
[
εhomX [n(~r)] + ε
hom
C [n(~r)]
]
d~r (1.48)
where εhomX [n(~r)] and ε
hom
C [n(~r)] are the exchange and the correlation energy
terms, respectively, of an homogeneous electron gas of density n.
The approximation to a homogeneous gas represents only a mathematical
model, since in all real systems the electronic density is nonuniform. This
approach might not properly account for the fact that the charge density
in a solid varies spatially . However, this approximation has proved to give
very useful results.
The GGA was developed in order to take better into account the nonuniform
electronic density of real systems. The exchange correlation energy in the
GGA includes terms which depend not only on the electron density but also
on its spatial derivative. The expression for the exchange correlation energy
takes the form:
EGGAXC [n] =
∫
n(~r)εhomX [n(~r)]FXC [n(~r), |5n(~r)| , ...]d~r (1.49)
where FXC is dimensionless and εhomx [n(~r)] is the exchange energy term of
an homogeneous electron gas of density n.
It should be noted that these two approaches fail in describing long range
electron-electron interactions such as Van der Waals.
18
Modeling the Crystal: Theoretical Background
1.9 Pseudopotentials
Electrons in a system can be divided into core and valence electrons. Core
electrons are strongly bound to the nuclei and do not play a part in the
bonding. Valence electrons form chemical bonds and they govern the prop-
erties of the material. Therefore, the Schrödinger equation can be further
reduced by incorporating core electrons into the potential of the nuclei to
form an eﬀective core potential, a so called pseudopotential.
The pseudopotentials are constructed in such a way that they reproduce the
exact all-electron wavefunction at distance from the nucleus greater than a
cut-oﬀ radius, rc. Between the nucleus and the cut-oﬀ radius the true all-
electron wavefunction varies rapidly with many nodes and requires a large
number of ﬁtting functions to model accurately. The pseudopotential re-
places this core wavefunction by a smooth nodeless function which is easy
to represent numerically. Hence, the corresponding pseudo-wavefunctions
are equal to the true wavefunctions outside the core region. The integrated
charge density inside rc for the pseudo-wavefunction and the true wavefunc-
tion agrees. This is known as norm conservation. This is important because
it insures that the total charge in the core region is correct and that the
normalized pseudo-orbital is equal to the true orbital outside of rc.
The radius of the core region determines the quality of the pseudopotential.
Large rc results in quicker calculations but low accuracy. Reducing rc in-
creases the accuracy of the potential. The core radius is usually chosen to be
about half-way between the outermost node and the outermost extremum
of the all-electron wavefunction.
There are three types of pseudopotentials implemented in AIMPRO: Bachelet,
Hamann and Schlüter (BHS) type, Troullier and Martins (TM) type and
Hartwigsen, Goedecker and Hutter (HGH) type [86].
1.10 Basis sets
Since the core electrons have been included in the pseudopotentials, the
wavefunction will only include the valence electrons. The valence electron
wavefunction, ψλ(r), must be expanded in terms of the basis set φi(r):
ψλ(r) =
∑
i
cλi φi(r)
where cλi are the expansion coeﬃcients. Usually, the basis set functions are
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plane-waves, Slater type or Gaussian type orbitals.
Plane waves have the general form exp(i ~G~r), where ~r is the position vector
and ~G is the propagation vector. Their use is equivalent to making a Fourier
transform of the wavefunction. These functions are orthogonal, and the
basis functions are not centred on atoms. They are therefore independent
of the atom positions and do not bias the distribution of charge density. By
including additional plane waves, the quality of the basis set is improved.
However, this increases the computational cost.
Slater type atomic orbitals (STO) have exponential radial parts analogous
to the hydrogen atom in the form exp(−r). The one- and two-electron
integrals can be evaluated analytically in the two centre case. However,
great diﬃculties were encountered for the 3 and 4-centre cases. Gaussian-
type orbitals have the form exp(−r2). They have the advantage that they
can be evaluated analytically. A single Gaussian function poorly represents
atomic orbitals but larger numbers of them can be used for a more accurate
description. Gaussian orbitals are localised, i.e. the centres of the functions
are placed at the nuclei and sometimes also at bond centres. Bond-centred
Gaussians can improve the description of high-order angular momentum
functions like d- orbitals for carbon and p-orbitals for hydrogen.
The basis set expansion in AIMPRO is done in the form of localised Gauss-
sians in the following form:
φi(r) = (x−Rix)n1(y −Riy)n2(z −Riz)n3e−αi(r−Ri)2
where n1, n2 and n3 are integers which determine the symmetry of the or-
bitals. The choice of n1, n2 and n3 sets the orbital type; n1 = n2 = n3 = 0
gives spherically symmetric s-orbitals, setting one of n1, n2 or n3 =1 gives
p-orbitals in the x, y or z directions respectively, while setting
∑
i ni = 2
produces a combination of ﬁve d- and one s-orbital.
The advantage of Gaussian orbitals over plane waves is that a small number
of basis functions is required -in this thesis normally 4 radial functions are
used. In the case of atoms such as oxygen, additional radial functions can be
added to the oxygen atom without changing the basis set of the other atoms.
The integration of Gaussian orbitals in calculations of electron-electron in-
teraction can be performed analytically.
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1.11 k-point sampling of the Brillouin zone
When periodic boundary conditions are used, the Kohn-Sham equations are
usually solved in the reciprocal space, or k−space. The reciprocal space is
a mathematical construction orthogonal to the real space. The reciprocal
space of a real space of lattice vectors ~a1, ~a2 and ~a3 is built on the basis of
the vectors ~b1, ~b2 and ~b3, where ~ai · ~bj = 2piδij, δij is the Kronecker delta
function.
The wavefunction of a free electron is a travelling wave associated with a
certain value of the wavevector k:
ψk ∝ ei~k·~r
The value of k describes the periodicity of the wavefunction. The energy
E(k) of a free electron is also uniquely determined by k: E(k) ∝ k2. The
whole range of possible wavevectors ~k forms the k−space.
In the case of a crystal, the wavefunction must reﬂect the periodicity of the
crystal and it takes the form:
ψk(r) = uk(r) · ei~k·~r
where uk(r) is a function with the periodicity of the crystal.
The plot of the E(k) as function of k is called the band structure. It is not
single valued, so bands have an index m.
The region of reciprocal space where all eigenstates of an electron are unique
is called the Brillouin zone (BZ) and its shape depends on the symmetry of
crystal.
In a supercell DFT calculation, the Kohn-Sham equations are solved for a
given point k in the BZ. The charge density at each point r in the cell is
found by the sum over all bands m and selected k−points in the whole BZ
taking into account the occupancy fmk of the each band at the point k:
n(r) =
∑
mk
fmk |ψmk(r)| 2
The exact estimation of the charge density at each point r corresponds
to an integration over the entire BZ. To optimise the calculations, it is a
common practice to compute a summation over a sampling of points in
the BZ. A careful selection of those special points has been proved to be
a good representation of the true result. We used the one developed by
Monkhorst and Pack [79], which is based on equally spaced points along the
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three directions in the reciprocal lattice.
The accuracy of a calculation is related to the density of k−points in the
reciprocal space. Therefore, the smaller is the supercell the larger is the
number of k−points required. It should be noted that the computing time
greatly increases with the number of atoms and therefore, when possible, it
is recommended to reduce the size of the supercell and increase the number
k−points in order to achieve the same accuracy. It is also important to
compute a similar density of k−points along the three directions in reciprocal
space in order to achieve a uniform level of convergence in k. Therefore, the
shorter lattice vector requires the higher number of k−points.
1.12 Geometrical optimization method
The optimised structure and its total energy are found through an iterative
procedure based on the distribution of charge. An initial charge density
matrix is constructed based on the charge density distribution of the isolated
atoms. The Kohn-Sham equation∑
j
(Hij − EλSij)cλj = 0
is solved to ﬁnd the wavefunction expansion coeﬃcients cλi . These coeﬃcients
are used to calculated the new charge density. If the new charge density
is not equal (or does not fulﬁl the criteria of convergence required), it is
fed into the equation again and the process is repeated. This process is
called a self-consistent cycle. At the end of the cycle the charge density
obtained by solving the Kohn-Sham equation must be equal to the input
charge density (within a pre-deﬁned tolerance). The ﬁnal self-consistent
energy is the minimum energy of the system for the given atomic positions.
In order to optimise the atomic positions of the nuclei, the best approach is
to compute the forces acting on each atom. Atoms are moved towards their
lowest-energy positions, and the structure with the minimum total energy
is achieved.
Once the energy has been minimised with regard to the charge density, the
eigenstates are known and the forces acting on each atom can be determined.
The forces are given by the Hellman-Feynman theorem:
FAl = − ∂E
∂RAl
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where FAl is the force on atom A in the direction l, E is the energy and RAl
is the coordinate of the atom A in the direction l.
The atoms are moved essentially in the direction of the force in order to re-
duce the total energy of the system. However, AIMPRO uses the conjugate
gradient method. In this approach atoms are moved along a direction de-
termined from the forces acting on each atom but orthogonal to all previous
directions moved. The energy along the direction of displacement is approx-
imated to a quadratic or cubic function and the amount of atomic motion
is chosen to arrive at the position with the minimum energy. This approach
ﬁnds a local minimum but cannot guarantee to ﬁnd the global minimum.
1.13 Diﬀusion methods
The aim of diﬀusion methods is to locate saddle point structures. A saddle
point is a transition structure connecting two equilibrium structures (local
or global minima). It is a minimum in all directions except one, the reac-
tion coordinate. Hence, the second diﬀerential of the energy with respect
to atomic positions is positive in all directions expect in the direction of the
reaction. A saddle point structure is characterised by an imaginary vibra-
tional frequency, as consequence of this negative second diﬀerential, which
connects the initial and ﬁnal equilibrium structures.
The location of a saddle point can be a greatly time consuming task. It is
particularly diﬃcult in layered materials because the ﬂexibility of the layers
may lead to a cusp in the energy vs. reaction coordinate proﬁle. A cusp
is indicative of a missing part of the reaction path, i.e. a faulty reaction
coordinate. Whenever such a cusp was found, the reaction coordinate, or
the method for ﬁnding it was modiﬁed to remove it.
A number of methods to deﬁne reaction coordinates and ﬁnd saddle points
have been applied through this thesis.
1. Symmetry constraints: If the diﬀusion process is symmetric, it is
sometimes possible to trap the system at the saddle point by symmetry.
This method is based on the fact that a structure with a symmetry
element must be an extremum of energy.
2. Plane constraints: This is a series of constrained relaxations where
the constrained atom(s) is forced to lie on a plane speciﬁed by the vector
between two other atoms. These two other atoms are not constrained
themselves. The constraint plane for the atom can be stepped along
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Figure 1.2: Plots of the energy surface E = x2 − y2. The saddle point is at the
point {0,0} and it is indicated in red.
the vector between two other atoms. The constraint plane for the
atom A deﬁned with respect to atoms B and C is of the form c =
r2AB − r2BC , with rAB being the distance from atom A to atom B and
c the constraint value. The atoms chosen are often the atoms involved
in the diﬀusion. Normally one constraint is needed per pair of bonds
made and broken.
3. Orthogonal constraints: This is a series of constrained relaxations
stepping between the initial and ﬁnal structures. A constraining vector,
~v, is deﬁned for each atom to be controlled with 3 components for the
atoms of interest. This vector points from the initial structure to the
ﬁnal one. The structural conﬁguration is stepped along the vector
toward the ﬁnal structure.
1.14 AIMPRO summary
AIMPRO, Ab Initio Modelling Program, is a quantum package which
solves the Schrödinger equation within the approximations of LDA-DFT.
The great beneﬁt of the code is its low computing time requirements. AIM-
PRO is more time eﬃcient than other wave-function packages because the
Gaussian Hamiltonian is smaller and sparse. In plane wave packages, all
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the cell is analysed with the same expansion. In AIMPRO, the Hamiltonian
for real space is smaller because only the enviroment of atoms is taken into
account. This advantage makes AIMPRO applicable to supercells of about
200 atoms.
The pseudopotentials used will be BHS and HGH [86] for carbon atoms.
Atom-centred Gaussian basis functions are used to construct the many-
electron wavefunction. These functions are labelled by four orbital symbols,
where for each symbol all angular momenta are allowed up to maxima p
(l=0, 1) and d (l=0, 1, 2), respectively.
Charge density oscillation in part-ﬁlled degenerate orbitals during the self-
consistency cycle were smoothed using a Fermi occupation function with
kT =0.04 eV.
A Bloch sum of these functions is performed over the lattice vectors to
satisfy the periodic boundary conditions of the supercell. The Brillouin
zone is sampled using the Monkhorst-Pack scheme [79].
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Chapter 2
Dislocation glide enhancement in
Silicon Carbide
2.1 Introduction
The ﬁrst step in the discovery of semiconductors took place in 1883 when
Michael Faraday observed that in silver sulﬁde the conductivity increased
with an increase in temperature, in contrast to metals which showed a de-
crease when heated [11].
Over the years many other semiconductors have been found and nowadays
these materials are the basic elements of every electronic device.
Semiconductor crystals always contain numerous defects which perturb the
perfect lattice periodicity and inﬂuence its electrical and mechanical prop-
erties. Some defects have useful eﬀects and are crucial for the device design,
(e.g. doping with impurity atoms to achieve n- or p-type conductivity),
while others have a destructive eﬀect on devices and their performances.
Dislocations are often associated with the degradation of the electrical and
optical properties of the devices. It is commonly found that dislocations
scatter charge carriers, decreasing the carrier lifetime and increasing the
resistivity of the materials. Furthermore, dangling bonds can be present
along the dislocation line giving rise to energy levels in the forbidden band
gap. These levels act as electron hole recombination centers degrading the
optical properties of the device and giving a large leakage current when
biased.
Since experiments alone often cannot yield information about the exact ori-
gin of defect-related eﬀects or about how to suppress unwanted eﬀects or to
promote those which are desirable, we need theoretical models and calcula-
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tions to interpret the experimental data.
Silicon carbide (SiC) has received special attention in recent years because of
its suitability for electronic devices operating under high temperature, high
power, high frequency and/or strong radiation conditions where conventional
semiconductor materials, like Si and GaAs are considered to have reached
their limits.
In comparison with the other semiconductor materials silicon carbide distin-
guishes itself by a combination of superior properties, such as high thermal
conductivity, high thermal stability, high critical breakdown ﬁeld, a hard-
ness second to diamond and high resistance to radiation. This semiconductor
can exist in more than 200 diﬀerent polytype structures with a wide band
gap ranging from 2.4 eV for the 3C-SiC polytype to 3.3 eV for the 4H-SiC
polytype [12]. The latter properties make SiC a suitable material for light
emitting devices in the visible range, where silicon is useless. The diﬀerent
SiC polytypes are usually describe by the Ramsdell notation, where the ﬁrst
character indicates the total number of formula units contained in the unit
cell (reﬂecting the diﬀerent stacking sequences) and then the letter C, H
or R denotes the lattice type as being cubic, hexagonal or rhombohedral,
respectively.
Despite its outstanding properties, several studies report a drawback: an
increase in the voltage drop of p-i-n diodes under forward bias. In a com-
mon diode the forward voltage drop is almost independent with respect to
the amount of current passing through the device, so it has a very steep
characteristic in the current/voltage (I/V) graph. In SiC the I/V diode
characteristics change under forward bias, reﬂecting an increase in the re-
sistance in the device. Typically the initial forward drop of 3.5 V at 100
A cm−1 increase to 3.8 V after a few hours and over 15 V in a few days of
constant operation.
Such behaviour renders the SiC diode much less attractive than its real
potential characteristics. In particular high-power systems are frequently
designed with several diodes connecting in parallel in order to increase the
total current rating. The increase in the resistance of one diode would cause
an increase in the current ﬂow in the remaining stable components. At
some point, the current ﬂowing through the stable diodes could exceed the
threshold maximum current of the devices and the system could fail catas-
trophically.
Recent experiments have shown that the forward voltage drop is due to
expansion of stacking faults (SFs) in the active region of the diodes [13, 14,
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15]. The SF regions are always bounded by Shockley partial dislocations;
therefore the SF expansions are strongly connected with the mobility of
the partials [16, 17, 18, 19]. Depending on the angle between the Burgers
vector and the dislocation line the Shockley partial dislocations are 30◦ or
90◦ partial dislocations either with Si or C termination along the dislocation
line in the glide plane, hence the respective labels Si(g) and C(g) (see Figure
2.1).
Under forward bias a broad band gap transition at approximately 1.8 eV is
observed simultaneously with the glide of the partials [14]. Latest photolu-
minescence (PL) spectra [20] obtained from the mobile dislocations conﬁrm
the broad radiative band at ∼ 1.8 eV, and reveal a further narrow peak at
2.87 eV. Furthermore, electron beam-induced current (EBIC) experiments
indicate that both types of 30◦ partial act as nonradiative centers [21] while
optical studies show that the radiative transition rate on the Si(g) partials
is much higher than that on the corresponding C(g) core dislocations [22].
Several experimental studies show that not all the partials glide under elec-
tron hole plasma injection, but rather that only the Si(g) 30◦ partials move
rapidly, while the others are almost immobile [22, 23, 24]. Under electrical
stress (forward bias) or optical excitation (laser beam) the activation energy
for the kink migration of the partials is 0.27±0.02 [14] or 0.25±0.05 eV [20],
respectively. These values are ∼ 10 times lower than the estimated value of
2.5 eV obtained from the temperature dependence of the yield stress [25].
It is commonly believed that recombination-enhanced dislocation glide (REDG)[26,
27, 28] is responsible for the rapid propagation of these planar defects. Ac-
cording to the phonon-kick mechanism, a nonradiative electron-hole recom-
bination center should be present along the dislocation line and the released
transition energy transferred into the reaction coordinate for glide migration
of the Shockley partials.
The latest excitation spectrometry experiments reveal a nonradiative center
at ∼ 2.4 eV above the valence band. Furthermore, these experiments clearly
show that the latter deep level is responsible for the REDG mechanism on
the Si(g) 30◦ partials [20]. Theoretical studies in 3C and 2H-SiC have pointed
out that the C(g) partials are electrically inactive, while the Si(g) gives rise
to a band gap level at Ev + 0.4 eV. In addition, the activation energy for
the glide of the C(g) 30◦ partial is calculated to be 4.95 eV while that for
the Si(g) is 4.60 eV for short dislocation segments [29]. So far, the electrical
activity of the 30◦ partials and the deep level required by the REDG process
still remains unclear.
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In this work, I have investigated the dislocation core eﬀect on electrical
activity and kink migration. I have shown that the symmetric reconstruc-
tions along the dislocation line are always electrically active and have glide
activation energies lower than the respective asymmetric reconstructions.
Further, I have proposed a new model that can explain why the symmetric
reconstructions become dynamically more stable under electron hole plasma
and suggested why only the Si(g) 30◦ partials are mainly involved in the
enhancement of the dislocation mobility. This model can be applied to any
semiconductor material in order to predict the behaviour under electron hole
plasma and could inspire new experimental techniques to reduce the degra-
dation mechanism or, in a more fascinating way, to change the destructive
eﬀect into a new useful property of semiconductor materials.
2.2 Computational methods
The calculations are based on density functional theory in the local density
approximation using the exchange correlation functional as parametrized
by Perdew and Wang [30]. The basis sets employed consist of s, p, and
d Gaussian orbital functions with four exponents, centered at the atomic
sites [31]. Norm-conserving pseudopotentials based on the Hartiwigsen-
Goedecker-Hutter [32] scheme were used. The charge density is represented
by a plane-wave basis in reciprocal space expanded up to 300 Ryd. To per-
form the Brillouin zone integrations, I have used a Monkhorst Pack (MP)
scheme [33] with 8 k -points along the dislocation line. In order to take into
account the possible dispersion of the levels inside the band gap, a metallic
ﬁlling is used, where the number of electrons at each k-point can diﬀer. The
initial atomic positions have been produced within isotropic elastic theory
and then relaxed using DFT and the conjugate gradient algorithm.
2.3 Dislocation core structures
In hexagonal SiC the partial dislocations lie in the basal plane with Burgers
vector bp = 13
[
1100
]
and dislocation line l =
[
1120
]
. In order to investigate
separately the properties of the single partials, the dislocations have been
modelled using the cluster supercell hybrid. The periodicity of the lattice is
kept only along the dislocation line (supercell component) while within the{
1120
}
plane, the unit cell is repeated to create a cluster keeping an empty
space between the cluster and its images in the neighbouring unit cells of
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Figure 2.1: Projections on the glide plane {0001} of the partial dislocations, and the
respective Kohn-Sham band structures in the neutral charge state. Left: the asymmetric
reconstruction (AR); right: the symmetric reconstruction (SR). The intrinsic stacking
fault regions accompanying the partials are shaded; (a, b) C(g) core 90◦ partial; (c, d)
Si(g) core 90◦ partial; (e, f) C(g) core 30◦ partial; (g, h) Si(g) core 30◦ partial.
4 = 8 a.u. The silicon and carbon bonds along the surface are saturated
by hydrogen-like atoms. The stoichiometry of the 90◦ partial unit cells are
Si84C84H52 with a total of 220 host atoms, while the stoichiometry of the 30◦
partials are Si90C92H54 for the C(g) core and Si92C90H54 for the Si(g) core,
with a total of 236 host atoms. The lattice parameters of the bulk structure
are a = 3.06 Å, c/a = 3.27 in excellent agreement with experimental values
(a = 3.07 Å , c/a = 3.27 [34]), while the Si-C bond lengths are 1.88 Å.
The possible reconstructions along the dislocation line are shown in Figure
2.1. The symmetrical reconstructions (SRs) are characterized by dangling
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Figure 2.2: Formation energy as a function of the Fermi level. The solid line indicates
the asymmetric reconstruction (AR) while the dashed line indicates the symmetric re-
construction (SR). (a) C(g) core 90◦ partial; (b) Si(g) core 90◦ partial; (c) C(g) core 30◦
partial; (d) Si(g) core 30◦ partial. The ﬁgure shows that the AR is always favourable in
intrinsic bulk and moderately doped semiconductors, while the SR may become stable in
strongly doped material when the Fermi level EF is approaching the conduction band (a),
(b), (c) or valence band (d).
bonds or quasi-ﬁvefold bonded atoms along the dislocation line. In the asym-
metrical reconstructions (ARs) the core atoms in pairs form a bond along the
dislocation line. The band structure analysis shows that the dangling/weak
bonds of the SR give rise to a half-occupied band. In the ARs the strong
covalent bond splits the half- ﬁlled band, generating a fully occupied band
near the top of or inside the bulk valence band (VB), and an empty band
near the bottom of or inside the conduction band (CB).
Depending on the position of the Fermi level in the bulk band gap, both
partials can sustain either the AR or SR reconstruction along the dislocation
line. The electron chemical potential or Fermi level EF is the energy at
which the Fermi Dirac probability of occupation by an electron is exactly
one half. The Fermi level represents an important quantity in the analysis
of semiconductor behaviour. For intrinsic material the Fermi level lies at
the middle of the band gap. In n-type the Fermi level lies closer to the
bottom of the conduction band Ec, and the energy diﬀerence (Ec − EF )
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gives a measure of how strongly n-type the material is. In p-type materials
the Fermi level lies closer to the top of the valence band Ev, and the energy
diﬀerence (EF − Ev) gives a measure of how strongly p-type the material is.
The formation energies of the respective reconstructions in deﬁned [35] by
Eqform = E
q
tot − Ebulk + q [EF + Ev +∆V ] (2.1)
where Eqform is the formation energy of the dislocation in the q charge state,
Eqtot is the total energy of the unit cell containing a dislocation with charge
q, Ebulk is the energy of the bulk with the same stoichiometry and EF is
the Fermi energy with respect to the top of the valence band Ev. The
potential 4V is a correction term in order to line up the band structures of
the diﬀerent charge states with the bulk [36].
Figure 2.2 shows the formation energy of the most stable charge states for
each conﬁguration as a function of Fermi energy. When EF is approaching
the valence band (EF = 0) we are in a strongly p-type regime, while when
EF is approaching the conduction band (EF = 4Egap = 3.26 eV) we are in
a strongly n-type regime. In general, I have found that the AR (solid line
in Figure 2.2) is always favourable in intrinsic bulk and moderately doped
semiconductors, while the SR may become stable in strongly doped material
(dashed line in Figure 2.2).
2.3.1 C(g) core 90◦ partial
In the AR the C-C bond length is 1.65 Å, longer by 7.8% than in bulk
diamond (1.53 Å), while the C-Si backbonds of the core atoms range from 3.2
to 5.5% compared with the bulk SiC. This reconstruction is not electrically
active. In strongly n-type doping the SR may become more stable. In
the neutral charge state, the dangling bonds along the dislocation line are
separated by 2.56 Å, expanded by 67% from the bulk diamond bond length.
As a consequence, the backbonds of threefold coordinate core atoms are
shortened (by 2.6%). The dangling bonds localized on the C atoms give
rise to a half-ﬁlled band ranging from inside the VB to Ev + 1.97 eV. The
AR is higher in energy than the SR by 1.03 eV/a0 (a0 = 3.06 Å is the
bulk parameter lattice). In the negative charge state the distance between
dangling bond atoms is 2.69 Å, 5.1% longer than the respective neutral
charge state, while the backbonds of the C atoms are shortened by 5.1%
with respect to the bulk SiC. The band structure analyses show a deep band
ranging from Ev + 0.06 eV to inside the CB.
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2.3.2 Si(g) core 90◦ partial
In the AR the Si-Si bond length is 2.38 Å, expanded by 1.7% with respect
to bulk silicon (2.34 Å), while the backbonds are distorted by 1.6%. The
band structure analysis gives a donor level at Ev + 0.21 eV at the Γ-point,
and opens a little gap at the boundary of the BZ. In heavily n-type doped
material the SR may become favourable. In the neutral charge state the Si
atoms along the dislocation line are quasi-ﬁvefold coordinate with a bond
length of 2.69 Å, expanded by 15.0% with respect to the bulk silicon. The
backbonds of the Si core atoms range between 1.0% and 0.4% compared to
the bulk SiC. The band structure analysis shows a half-ﬁlled band ranging
from Ev+0.21 eV to inside the conduction band (CB). The AR is 0.34 eV/a0
higher in energy than the respective SR. In the negative charge state the
bond lengths between like atoms along the dislocation line are 2.58 Å, 4%
smaller than in the neutral state. The backbonds are slightly shortened (by
1.9%) with respect to the bulk SiC. The band structure analyses show a
deep band ranging from Ev + 0.38 eV to inside the conduction band (CB).
2.3.3 C(g) core 30◦ partial
The AR shows a C-C bond length of 1.67 Å, expanded by 9.2% with respect
to bulk diamond, while the backbonds are distorted by between −2.66 and
+3.72%. Due to the strong reconstruction, the band structure analysis shows
that this dislocation has no deep state. In heavily n-type doped materials
the SR can become stable. In the neutral and negative charge states the
distance between like atoms along the dislocation line is 3.06 Å, i.e. double
the bulk diamond bond length. The backbonds of the threefold coordinate
atoms are shortened by 3.7% for the neutral SR and by 5.8% for the negative
charge state. The dangling bonds give rise to a half-ﬁlled band ranging from
VB to Ev + 1.46 eV for the neutral charge state and from Ev + 0.21 eV to
the CB for the negative charge state. The neutral AR is 0.51 eV/a0 higher
in energy than the respective SR.
2.3.4 Si(g) core 30◦ partial
The AR shows a Si-Si bond length of 2.35 Å expanded by 0.4% with re-
spect to bulk silicon, while the backbonds are shortened by 2.0%. The band
structure shows a deep band ranging between the VB to Ev + 0.19 eV. In
heavily p-doped materials the SR can become favourable. In the neutral
and positive charge states the distance between dangling bonds along the
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Asymmetric Reconstruction (AR) Symmetric Reconstruction (SR)
Γ-point M/2-point Γ-point M/2-point
90◦ C(g)   Ev + 0.19 eV 
90◦ Si(g) Ev + 0.21 eV  Ev + 0.19 eV 
30◦ C(g)   Ev + 0.19 eV 
30◦ Si(g)  Ev + 0.19 eV Ev + 0.19 eV Ev + 0.19 eV
Table 2.1: Deep band localized along the dislocation line in the neutral charge state.
The top of the valence band is at the Γ-point of the BZ, while the bottom of the CB is at
the M -point. Later, in the discussion section, I have proposed that the free energy of the
SRs would be dynamically lowered by continuous electron-hole transitions between the
respective deep levels and valence/conduction bands. The energy units are in eV.
dislocation line is 3.06 Å, expanded by 31% with respect to the bulk silicon.
The respective backbonds are shortened by about 2.4% and 4.3% for the
neutral and positive charge state, respectively. These structures are electri-
cally active with a deep band ranging between Ev + 0.44 eV at the M-point
to Ev + 2.36 eV at the Γ-point for the neutral charge state and between
the VB and Ev + 2.01 eV at the Γ-point for the positive charge state. The
neutral AR is 0.55 eV/a0 higher in energy than the SR.
We observe that the AR of the 90◦ partials requires a core shear between the
unfaulted and stacking fault regions of about 0.8−1.2 Å for the C(g) core and
1.0 − 1.3 Å for the Si(g) core dislocations. In the case of the 30◦ partials,
the AR does not require a long ranged shear, but rather only ﬂipping of
alternate atoms in the core. Table 2.1 summarises the deep bands found for
each dislocation in the neutral charge state. Later, in the discussion section,
I will propose that under electron hole plasma injection the free energy of the
SRs are dynamically lowered by continuous electron hole transitions between
their respective deep levels and valence/conduction bands.
In conclusion for the AR, only the Si(g) core partials give rise to a deep
narrow band at Ev + 0.2 eV in substantial agreement with those found pre-
viously [29] (Ev + 0.4 eV). The small diﬀerence between the two values can
be attributed to the diﬀerent sizes of the unit cells: 120 host atoms with
a 1 × 1 × 2 MP set of k-points in Ref. [29], against 220 − 236 atoms with
1×1×8MP grid in the present work. Furthermore, the bond length between
like atoms at the core of the Si(g) partials is 2.35 Å, while at the core of the
C(g) partial it is 1.67 Å. These results are in very good agreement with the
values found by Bernardini and Colombo (2.37 Å for the Si(g) partial, and
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1.68 Å for the C(g) partial [37]. In the SR all the partials are electrically
active with a half-ﬁlled deep band. In particular, the 30◦ dislocations in the
neutral charge state give rise to a deep band ranging between the top of
VB to Ev + 1.46 eV for the C(g) partial and a deep band ranging between
Ev + 0.44 eV and Ev + 2.36 eV for the Si(g) partial.
2.4 Kink migration
Following the Hirth Lothe model, the mobility of the dislocations is deter-
mined by the formation and migration of kinks. The dislocation velocity is
given by [38]:
vdis = e
−Q−T ·S
kT (2.2)
where Q is the activation energy and S is an entropy term. The latter
factor will not be calculated in this work. The activation energy for short
dislocation segments is the sum of the formation energy 2Fk of a kink pair,
and the kink migration energy Wm. The formation energy controls the
density of kinks in thermodynamic equilibrium, while Wm determines the
expansion of the kinks along the dislocation line.
When the dislocation length is bigger than the mean separation between
kinks or between strong obstacles, the activation energy becomes Q =
Fk + Wm. The latter expression controls the migration velocity for long
dislocation segments. Kinks can be formed only in pairs and the formation
energy of a kink pair when the separation of the single kinks in n·b is deﬁned
as:
2Fk = 4Ekink pair + Eint (n) (2.3)
where Fk is the formation energy of a single kink,4Ekink pair is the formation
energy of a kink pair with the smallest possible separation and Eint is the
kink-kink interaction term.
The latter term is approximately given by elasticity theory. For the 90◦
partials it is deﬁned by [38]:
Eint (n) = −
µb2ph
2
8pina0
1− 2ν
1 + ν
' −0.24
n
eV (2.4)
while for 30◦ partials the kink-kink interaction term is given as [38]:
Eint (n) = −
µb2ph
2
32pina0
4 + ν
1− ν ' −
0.49
n
eV (2.5)
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Figure 2.3: Kink migrations for the C(g) core 90◦ partial dislocation ( ﬁrst column:
asymmetric reconstruction, second column: symmetric reconstruction) and Si(g) core 90◦
partial (third column: asymmetric reconstruction, fourth column: symmetric reconstruc-
tion). The shading regions underline the stacking fault expansion associated with the kink
migrations. (Top) Initial kink. The arrows indicate the atoms mainly involved during the
kink migration. (Centre) Saddle point. The numbers show the atom positions used by the
constraints. (Bottom) Kink migrated.
where µ is the shear modulus (1.23 eV/Å [39] ), bp is the modulus of the
Burgers vector (a0/
√
3), ν is Poisson's ratio (0.21 [40]), h is the height of
the kink (a0/
√
3) and n ·a0 is the separation between single kinks (a0 = 3.06
Å). The term 4Ekink pair is found by introducing a kink pair along the
dislocation line for both the C(g) and Si(g) core dislocations. The formation
energies are then found by subtracting the energies of the corresponding
straight dislocations.
To model the single kink and kink pair, I have used a hybrid cluster su-
percell approach, with several layers along the dislocation line (supercell
component). The stoichiometry of the unit cells used is Si35C35H24 per layer
for the 90◦ partials, while the stoichiometry of the 30◦ partials is Si27C28H21
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Figure 2.4: (a) Surface energy and (b) contour plot of the kink mi-
gration for the C(g) core 90◦ partial dislocation. The two global min-
ima represent the energy of the initial and migrated kink, while the max-
imum of the migration path (indicated with S) represents the saddle
point.
per layer for the C(g) core and Si28C27H21 per layer for the Si(g) core. In
order to check the convergence of the calculated energies I have increased
the number of layers along the dislocation line up to 9. Test calculations
have shown that 6 − 7 layers along the dislocation line are large enough to
describe the quantum-mechanically bonds of the kinked dislocations. In the
following discussion, I have described the kink migration of the AR and SR
reconstructions in their more stable charge state, i.e. the neutral charge
state for the AR, the negative charge state for the SR 90◦ partials and SR
C(g) core 30◦ partial, and the positive charge state for the SR Si(g) core 30◦
partial. In this way the reconstructions under investigation are always the
global minimum energy reconstruction.
The elementary step of single kink migration was found by rotating the cen-
tral Si and C atoms (arrows in Figure 2.3, 2.5, 2.6) by about 90◦ along an
axis normal to the glide plane. This causes a kink migration along the dis-
location and a consequent expansion of the stacking fault region associated
with the partials. To investigate the intermediate structures between the
initial and migrated kink I have deﬁned two variables, or constraints, csilicon
and ccarbon associated with the two central atoms, R1 and R2:
csilicon = |R1 −R4|2 − |R1 −R3|2
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Figure 2.5: Kink migration paths for the 30◦ partial in the asymmetric reconstructions.
The migration path of the C(g) core dislocations ( ﬁrst column: left kink, second column:
right kink) and the migration path of the Si(g) core dislocations (third column: left kink,
fourth column: right kink). The shading regions underline the stacking fault expansion
associated with the kink migrations. (Top) Initial kink. The arrows indicate the atoms
mainly involved during the kink migration. (Centre) Saddle point. The numbers show the
atom positions used by the constraints. (Bottom) Kink migrated.
ccarbon = |R2 −R3|2 − |R2 −R4|2
where R denotes the coordinate of the atom and the subscript indicates the
atom as depicted in Figure 2.3, 2.5, 2.6. In some of the SRs it is only one
atom that is mainly involved in the migration process, therefore only one
constraint is used. Then meshes of 10× 10 intermediate points were used to
model the single kink migrations. For each set of ﬁxed values of the two con-
strains all the structures were relaxed using the conjugate gradient method.
Figure 2.3 shows the projection into the basal plane of the elementary kink
migration steps for the respective 90◦ partial dislocations. For the 90◦ partial
dislocations the initial and kinked structures are quantitatively equivalent
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in terms of bond lengths and strains. Figure 2.4 shows the two-dimensional
energy surface for the kink migration of the C(g) core 90◦ partial.
For the AR 30◦ partials four topologically diﬀerent types of kinks can be
generated. Figure 2.5 shows the structure of the left kink (LK) and the
right kink (RK) in the asymmetric reconstructions. Each of the two kinks
has its alternate conﬁgurations, depending on the kink position along the
dislocation line. In general the alternative kinks, named LK' and RK', have
higher formation energies than the normal kinks and act as intermediate
steps during the kink migrations. All atoms in these diﬀerent types of kinks
are fourfold coordinate. I observed that the migrated left kinks form a
reconstructed bond, of the opposite type to the reconstruction bonds of the
respective partial, i.e. the C(g) partial LK' presents an alien Si-Si bond and
the Si(g) partial LK' presents an alien C-C bond (see Figure 2.5).
For the 30◦ partials SR, the normal and alternative kinks are topologically
equivalent, reﬂecting their single periodicity along the dislocation line (see
Figure 2.6). Considering that the dislocation motion is dominated by the
kinks that migrate at the fastest rate [41] I have chosen the lowest migration
energy Wm between the LK and RK saddle point energies.
2.4.1 C(g) core 90◦ partial
In the AR the C-C bonds closest to the kink step are slightly compressed
with lengths of 1.64 Å, while the others reproduce the bond length of the
straight dislocation (1.65 Å). The backbonds range between 1.81− 2.04 Å,
representing strains of up 9%. I have found a saddle point near the origin
of the constraint csilicon, ccarbon with migration energy Wm of 1.78 eV. The
formation energy 2Fk for the corresponding kink pair is 0.36 eV. This yields
an activation energy Q of 2.14 eV for short segment dislocations. In the SR
the distance between dangling bond atoms closest to the kink step are 2.83
Å, while the others far from the kink step reproduce the value of the straight
dislocation (2.69 Å). The migration barrierWm is found exactly at the origin
of the constraint with saddle point energy of 0.21 eV. The formation energy
2Fk for the corresponding double kink is 0.40 eV. Therefore the activation
energy Q for the migration of short segment dislocations is 0.61 eV.
2.4.2 Si(g) core 90◦ partial
In the AR, the Si-Si bonds close to the kink step are 2.37 Å (only 0.4% com-
pressed with respect to the straight dislocation) and 2.45 Å (3% stretched
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Figure 2.6: Kink migration for the 30◦ partial in the symmetric reconstructions. The
migration path of the C(g) core dislocations (ﬁrst column: left kink, second column: right
kink) and the migration path of the Si(g) core dislocations (third column: left kink, fourth
column: right kink). The shading regions underline the stacking fault expansions associ-
ated with the kink migrations. (Top) Initial kink. The arrow indicates the atoms mainly
involved during the kink migrations. (Centre) Saddle point. The numbers show the atom
positions used by the constraints. (Bottom) Kink migrated.
with respect to the straight dislocations). The backbonds have lengths rang-
ing between 1.84− 1.92 Å, representing strains of up to 2%. The diﬀerence
in energy between the double kink and the straight dislocation is 0.10 eV,
and the corresponding formation energy 2Fk is 0.34 eV. The saddle point
barrier for the kink migration is 1.85 eV, which gives an activation energy Q
of 2.19 eV for short dislocation segments. For the SR, the lengths between
dangling bond like atoms close to the single kink are 2.57 Å (expanded by
8% with respect to the straight dislocation). The backbonds have lengths
between 1.84−1.92 Å, representing strains of up to 2% (exactly the same of
the AR). The saddle point energy Wm is 0.34 eV while the formation energy
2Fk is 1.21 eV. This yields the corresponding activation energy Q of 1.55 eV
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for short dislocation segment.
2.4.3 C(g) core 30◦ partial
In the AR structures, the C-C bond lengths close to the kink steps range
between 1.62− 1.70 Å, representing strains of up to 11%, whereas the back-
bonds have lengths ranging between 1.80 − 2.15 Å, representing strains of
up to 14%. The alien Si-Si bonds present in the LK' have roughly the same
length of the bulk Si. The intermediate LK' and RK' structures are 2.51
and 0.33 eV higher in energy than the initial LK and RK structures. The
barrier heights are calculated to be 2.98 and 1.47 eV for the LK and RK mi-
grations, while the formation energy of the LK+RK kink pair, 2Fk, is 1.78
eV. Then the corresponding activation energy Q for the fastest kink (RK) is
3.25 eV. In the case of the SR, the C-Si bonds range between 1.76− 2.00 Å,
representing strains of up to 6%. The saddle point energies are found to be
0.09 and 0.22 eV for the LK and RK migrations, while the formation energy
of a kink pair is found to be 1.48 eV. Therefore both the LK and RK have
fairly equivalent activation energies, with values of 1.57 eV for the LK and
1.70 eV for the RK.
2.4.4 Si(g) core 30◦ partial
In the ARs, the Si-Si bond lengths close to the kink steps range between
2.31 − 2.41 Å, representing strains of up to 3%, while the backbonds have
lengths ranging between 1.79 − 2.02 Å, representing strains of up to 7%.
The alien C-C bond length in the LK' structure is 1.62 Å, expanded by 6%
with respect to the bulk diamond. The intermediate structure LK' is 2.07
eV higher in energy than the LK structures, while the structures RK and
RK' have roughly the same energy (the diﬀerence between the two formation
energies is less than 0.03 eV). The saddle point energies are 2.47 and 2.17
eV for the LK and RK respectively, while the formation energy of the LK +
RK kink pair is 2.26 eV. The corresponding activation energy for the fastest
kink (LK) is 4.43 eV. For the SR, the C-Si bonds range between 1.78− 2.02
Å. The saddle point energies are calculated to be 0.08 and 0.06 eV for the
LK and RK migrations, while the formation energy of the LK+RK kink pair
is 2.12 eV. Therefore, both the LK and RK have fairly equivalent activation
energies, with values of 2.20 eV for the LK and 2.18 eV for the RK.
For all the partials, the dislocation dynamics of the ARs are controlled by
the kink migration barrierWm (Wm > Fk), while for the SRs the dislocation
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dynamics are governed by the kink formation energy Fk (Fk > Wm) (see
Table 2.2). In general, I have found that the SR dislocations are always
more mobile than the AR ones, but in both reconstructions the C(g) partial
possesses the lower activation energy. Furthermore, in all the dislocations
the 90◦ partials present higher mobility than the 30◦ partials. Therefore, at
high temperature and when large obstacles are not present, the C(g) core
90◦ partial is clearly the most mobile dislocation, which is in agreement with
the results found by Blumenau et al. [29].
Dislocation Core 4Ekink pair 2Fk Wm Q = 2Fk +Wm
C(g) 90◦ AR (0 e) 0.12 0.36 1.78 2.14
SR (−1 e) 0.16 0.40 0.21 0.61
Si(g) 90◦ AR (0 e) 0.10 0.34 1.85 2.19
SR (−1 e) 0.97 1.21 0.34 1.55
C(g) 30◦ AR (0 e) 1.29 1.78 1.47 3.25
SR (−1 e) 0.99 1.48 0.09 1.57
Si(g) 30◦ AR (0 e) 1.77 2.26 2.17 4.43
SR (+1 e) 1.63 2.12 0.06 2.18
Table 2.2: Kink formation energies 2Fk and migration barriersWm for the 90◦ partial dis-
locations in the ARs (neutral charge state) and SRs (negatively or positively charge state).
The resulting glide activation energies Q = 2Fk +Wm are relevant for short segment dis-
locations (the respective energy are in eV).
2.5 Discussion
Before describing the new model, I brieﬂy summarise what so far is suggested
to explain the enhancement of the dislocation velocity in SiC. To the best
of my knowledge, two main models have been proposed:
1. REDG between Si(g) core partial and SF band level [29]:
These authors have shown that only the Si(g) core partials are elec-
trically active with a band gap level at Ev + 0.4 eV. Because the SFs
formed under electron-hole plasma are predominantly of the single-
layer type [17, 18], with a narrow band at Ec + 0.2 eV [42, 43] this
model predicts a nonradiative recombination center at about ∼ 2.7 eV
(with a band gap of 3.3 eV). This model is not able to explain the
electrical activity of both the 30◦ partials, and in particular, the 1.8 eV
radiative emission found under forward bias remains inexplicable.
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2. Soliton model: (proposed by Pirouz et al. [20]):
A soliton is always associated with a dangling bond along the disloca-
tion line and can act as a preferential site for nucleation of kink pairs
(Heggie et al. [44]). Since the Si(g) core dislocation gives rise to a band
gap at Ev + 0.4 eV and assuming that the soliton dangling bond gives
rise to a deep level Ev + 2.4 eV acting as both a radiative and a non-
radiative site, this model can explain the radiative transition at ∼ 2.0
eV and provide a level deep enough for the REDG theory (∼ 2.4 eV).
The possible weakness of this model is the soliton formation energy.
For example, in silicon the formation energy of a soliton [45, 46, 47]
is 1.2 − 1.4 eV, and the Boltzmann probability of having a density of
soliton sites nS along the dislocation line of length l becomes
nS = e
−FS
kT · l
a0
(2.6)
where a0 is the unitary repeat distance along the dislocation line (3.06
Å). With the temperature range of the measured [14, 20] dislocation
glide velocity in SiC of 300 − 500 K (kBT = 0.026 − 0.043 eV), and a
formation energy of FS = 1.2 eV, we need a dislocation line of length
ranging between ∼ 108 − 1 km in order to have ∼ 3 − 2 solitons in
thermal equilibrium (Boltzmann constant kB = 8.617× 10−5 eV K−1).
In a later study I will show that the Si(g) soliton formation energy in
4H-SiC is less than a soliton in Si but still too large to explain the
enhancement of the dislocation velocity alone.
My theoretical study shows that both dislocations can support the symmet-
ric and asymmetric reconstructions. In the AR only the Si(g) dislocation is
electrically active with an energy level of ∼ 0.2 eV above the VB. The SRs
characterized by dangling bonds on like atoms along the dislocation line are
always electrically active. In the neutral charge state the C(g) 90◦ partial
gives rise to a deep band ranging from the top of the VB to Ev + 1.97 eV,
while the Si(g) gives rise to a band ranging from Ev + 0.21 eV to the top of
the CB. In a similar way, the C(g) 30◦ partial also gives rise to a deep band
ranging from the bottom of the VB to Ev + 1.46 eV, while the Si(g) core
gives rise to a deep band ranging from Ev + 0.44 eV to Ev + 2.36 eV.
The kink migration analysis shows that the SRs are always more likely to
move. For C(g) 90◦ partials, the activation energy Q is lowered from 2.14
eV for the AR to 0.61 eV for the SR, while for the Si(g) core dislocations,
the activation energy Q is lowered from 2.19 eV for the AR to 1.55 eV for
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the SR. For 30◦ partials, the activation energy Q is lowered from 3.25 eV
for the AR to 1.57 eV for the SR, while for the Si(g) core dislocations, the
activation energy Q is lowered from 4.43 eV for the AR to 2.18 eV for the
SR.
My results show that the AR does not possess band gap levels deep enough,
as required by the REDGmechanism. Therefore, the AR dislocations cannot
explain the enhancement of the dislocation mobility. For SR dislocations the
C(g) 90◦ partial and both the 30◦ partials present deep levels that can act
as electron-hole recombination center, as required by REDG theory. At
this stage I can only observe that Si(g) 30◦ partials possess a Ev + 2.36 eV
deep level at the Γ-point, very close to the nonradiative center revealed by
excitation spectrometry experiment (∼ 2.4 eV above the valence band).
Therefore, the following model is presented:
• New model: Savini model
Under electron-hole plasma injections, the free energy of the SR 30◦ partials
are dynamically lowered by continuous electron-hole transitions between the
respective deep levels and valence/conduction bands.
To stabilize the SR 90◦ partials, a shear between the unfaulted and stacking
fault regions at the core of the partials along the dislocation line is required,
while for the 30◦ partials the AR does not require a long ranged shear, but
rather only requires ﬂipping of alternate atoms in the core. Therefore, only
for the 30◦ partials does the SR dislocation line becomes more stable than
the AR with a strong dynamic charge screening provided by the continuous
electron-hole plasma injections. The deep levels provided by the SR are
dynamically positive (hole recombination) and negatively (electron recom-
bination) charged. However, the strong charge screening of the dislocation
line surrounded by an electron hole plasma freezes the deep levels inside
the band gap, i.e. the 30◦ partial deep levels correspond to the respective
neutral band structures.
The Si(g) 30◦ partials provide a deep band ranging from D1 = Ev +2.36 eV
at the Γ-point of the Brillouin zone to D2 = Ev +0.44 eV at the M -point of
the Brillouin zone. The level D1 explains the latest optical activation energy
for the dislocation glide at ∼ 2.4 eV above the VB [20]. This deep level acts
as the electron-hole recombination center as required by the REDG theory
and explains why the Si(g) dislocations move under forward bias/optical
excitation. A radiative transition of 2.82 eV between the bottom of the
conduction band (Ec − Ev = 3.26 eV) and D2 explains the narrow peak at
∼ 2.87 eV found by the photoluminescence spectra [20], while the radiative
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transition of 1.9 eV between D1 and D2 (here called TSi) explains the ∼ 1.8
eV electroluminescence peak found during the growing of the stacking faults
[14, 20].
The C(g) 30◦ partials provide a deep band ranging from DC(g) = Ev + 1.46
eV to the top of the VB. This level can provide a radiative/nonradiative
transition of 1.8 eV between the bottom of the CB to DC(g) (here called TC)
and a nonradiative transition of 1.46 eV between the top of the VB to DC(g).
These results are in agreement with the latest EBIC experiment reporting
that both types of 30◦ partials act as nonradiative centers [21].
However, optical studies show that the radiative transition rate of the Si(g)
partials is much higher than the corresponding C(g) core dislocations [22].
Here I observe that both the respective radiative transitions TSi and TC are
of indirect type, i.e. with electron phonon coupling. In particular, the two
transitions involve the creation of phonons at diﬀerent points of the Brillouin
zone. I suggest that the reason why the radiative transition rate on the Si(g)
partials is higher than the corresponding C(g) core dislocations is due to the
diﬀerent kind of phonons created that could hinder/increase the stability of
the SR dislocation line. The same reason can explain why only the Si(g)
core 30◦ partials are mobile under electron-hole plasma injection.
2.6 Conclusions
First-principle calculations show that both the dislocations can support the
symmetric and asymmetric reconstructions. In the AR only the Si(g) core
partials present a band gap level, while all the SR dislocations are electrically
active. In particular, I have shown that the Si(g) 30◦ partials can explain
the optical activation energy for the dislocation glide at ∼ 2.4 eV above the
VB, the narrow peak at 2.87 eV and the broad band at ∼ 1.8 eV found in
photoluminescence spectra.
Therefore, I have proposed a theoretical model, which can explain in details
all the following experimental evidence:
• Why under forward bias the dislocations can be electrically active:
Under electron-hole plasma injections (i.e. under forward bias), the free
energy of the SR dislocations is dynamically lowered by continuous electron-
hole transitions between the respective deep levels and valence/conduction
• Why the 90◦ partials are immobile while the 30◦ partials can move:
To stabilize the SR 90◦ partials, a shear between the unfaulted and stacking
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fault regions along the dislocation line is required, while for the 30◦ partials
the AR does not require a long ranged shear, but rather only requires ﬂipping
of alternate atoms in the core. Therefore, only for the 30◦ partials does
the SR dislocation line becomes more stable than the AR with a strong
dynamic charge screening provided by the continuous electron hole plasma
injections. The deep levels provided by the SR are dynamically positive
(hole recombination) and negatively (electron recombination) charged.
However, the strong charge screening of the dislocation line surrounded by
electron-hole plasma freezes the deep levels inside the band gap, i.e. the
30◦ partial deep levels correspond to the respective neutral band structures.
Therefore, both the 30◦ partials can provide band-gap level deep enough as
required by the REDG mechanism.
• Why only the Si(g) 30◦ dislocations move:
The band structure analysis have shown that both the 30◦ partials allow
electrical transitions of indirect type, i.e. with electron-phonons coupling.
These transitions can involve the creation of phonons at diﬀerent points of
the Brillouin zone. I have suggested that the reason why only the Si(g)
30◦ dislocations are mobile under electron-hole plasma injection is due to
the diﬀerent kind of phonons created that could hinder (for the C(g) 30◦
dislocations) or increase (for the Si(g) dislocations) the stability of the SR
dislocation line.
The same reason explains why the radiative transition rate on the Si(g)
dislocations is higher than the corresponding C(g) dislocations.
In conclusions my theoretical model can explain the anomalously enhance-
ment of the dislocation mobility in SiC. This model can be applied to any
semiconductor materials in order to predict the behaviour under electron-
hole plasma and could inspire new experimental technique to reduce the
degradation mechanism.
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Chapter 3
Elastic Theory in Graphite
3.1 Introduction
First principles density functional calculations within the Local Density Ap-
proximation have provided highly plausible results, but the folklore of in-
terlayer interactions is that LDA does not include an important part of the
physical interaction between layers (the van der Waals interactions) and
therefore should not be relied upon.
Contradicting this belief, I have demonstrated that LDA performs excel-
lently for graphite and reproduces with precision the all elastic properties
(i.e. the elastic constants).
The main disagreement between theory and experiment is the value of the
elastic constant C13 (positive for experiment studies and negative for theo-
retical studies).
The sign of this elastic constant is crucial for the elastic properties of the
material; a positive (negative) value of C13 means that under compression of
the parameter lattice a0, the parameter lattice c0 tend, to expand (contract).
Therefore theory and experiment describe graphite as a material with an
opposite elastic behavior.
This chapter is organized as follow:
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Diamond Graphite Fullerene
Figure 3.1: Carbon is found free in nature in three allotropic forms: diamond, graphite
and fullerene.
Section 3.2: General overview of the graphite properties.
Section 3.3: I have studied the classical second and third order elastic
constants.
Section 3.4: I have developed the theory of a bent plane and studied
the mesoscale elastic properties of a single plane of graphite
(graphene).
Section 3.5: I have worked up the graphite case and shown the full sets of
mesoscale elastic constants.
3.2 Literature review
Graphite properties
Carbon is found free in nature in three allotropic forms: graphite, diamond,
and fullerene (see Figure 3.2). The element carbon has an atomic weight of
12.010 consisting of two stable isotopes with atomic weights 12 (C12 abun-
dance: 98.9 %) and 13 (C13 abundance: 1.1%).
The ideal crystal structure of graphite consists of layers in which the carbon
atoms are arranged in an open honeycomb network containing two atoms
per unit cell in each layer (labelled α and β in Figure 3.2).
The stacking of the graphene layers is arranged such that the α and α′ atoms
on consecutive layers are on the top of one another, while the β atoms in one
plane are over the unoccupied centers of the adjacent layers, and similarly
for the β′ atoms on the other plane. This gives rise to two distint planes,
which are labeled by A and B.
These distint planes are stacked in the ABAB Bernal stacking1, with a in-
1This hexagonal structure was proposed by Hull in 1917 and then it was conﬁrmed by Bernal
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AA graphite AB graphite ABC graphite
αβ
A
A
A
A A
B
C
A
A
B
Figure 3.2: The three allotropic structures of graphite, AA stacking, AB Bernal stacking
(or hexagonal graphite), ABC stacking (or rhombohedral graphite). The turbostratic
graphite does not possess a regular periodicity along the c-axes and therefore it is not
shown.
plane lattice constant a0 = 2.462 Å, a c-axis lattice constant c0 = 6.708 Å.
This crystal structure is consistent with the D46h (P63/mmc) space group
and possesses 4 carbon atoms per primitive unit cell.
The atomic number of carbon atom is 6, with electronic structure 1s22s22p2.
The intralayer bonding is due to an overlap between sp2-hybridized orbital
forming σ-bonds between nearest-neighbor C atoms. In addition, pi-bonding
takes place between the remaining pz-orbitals on each atom that point per-
pendicularly to the layer [55].
Several experimental evidence (X-ray spectrum, electron diﬀraction and
transmission electron microscopy studies) indicate the existence of a second
allotropic form of graphite: the rhombohedral graphite. In this structure,
the third layer has the same stacking order as the second to the ﬁrst and the
resulting stacking ABC is formed along the c-axis. The ratio of rhombohe-
dral/hexagonal stacking can be increased by deformation processes such as
grinding or powdering. However, by heating up to 3000 ◦C the hexagonal
structure is completely restored [52].
The third allotropic form of graphite is the so called turbostratic graphite, a
peculiar stacking of parallel graphitic mono-layers with no periodicity along
the c-axis. In this structures the layers are randomly shifted and rotated
and the interlayer spacing is changing from plane to plane.
The fourth allotropic form is the AA graphite, where the carbon atoms are
directly located on top of each other, leading to an AA stacking sequence (see
in 1924 [49, 65].
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Figure 3.2). This structure is highly instable in pure graphite, nevertheless in
Lithium intercalated graphite this structure becomes the most energetically
favourable [66]. Moreover, a recent work has shown that regions of AA
stacking should be present along the graphite Moire patter [48].
Several sources of crystalline graphite are available, but diﬀer somewhat in
their overall characteristics. Nowadays the graphite samples frequently used
are:
• Natural single crystal ﬂakes: natural graphite is found in many parts of
the world including United Kingdom, United States, Italy, Madagascar
and Siberia. The ﬂakes are usually small in size (typically much less
than 0.1 mm in thickness), and contain defects in the form of twin-
ning planes and screw dislocations. They also may contain chemical
impurities like iron and other transition metals [50].
• Kish graphite: this synthetic type is obtained by cooling a carbon-
saturated iron melt, and then purifying the graphite in ﬂowing halo-
gen gas at high temperature. Kish graphite ﬂakes are often larger than
natural graphite ﬂakes, which makes kish graphite the chosen mate-
rial when large single-crystal ﬂakes are needed. However, like natural
graphite these samples may contains chemical impurity [64].
• Highly Oriented Pyrolytic Graphite (HOPG): nowadays these sam-
ples are the most commonly used high-quality graphitic material. The
HOPG is prepared by the pyrolysis of hydrocarbons above 2000 ◦C and
the resulting pyrolytic carbon is subsequently heat treated to higher
temperature to improve its crystalline order. When stress annealed
above 3300 ◦C, the HOPG exhibits electronic, transport, thermal, and
mechanical properties close to those of single-crystal graphite, showing
a very high degree of c-axis alignment [50, 49].
Elasticity in Graphite
The elastic behavior of a completely asymmetric material is speciﬁed by 21
independent elastic constants, while for an isotropic material, the number is
reduced to 2. In between these limits the necessary number is determined
by the symmetry of the material. In case of hexagonal crystals (graphite)
the number of the second order elastic constants is 5.
The elastic constants in graphite fall in three groups depending on which
bonding type is mainly involved:
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Second Order Elastic Constants Cij (GPa):
C11 C12 C33 C44 C13 C11 + C12
Trickey [71]   13   
Hasegawa [72]   30.4   
Yin [70]   54   
Boettger [69]   40.8  -0.5 1279.6
Jansen [73]   56  -12 1430
Mounet [68] 1118 235 29 4.5 −2.8 1353
Blakslee [56] 1060± 20 180± 20 36.5± 1 0.018− 0.035 15± 5 1240± 40
Zhao [60]     22± 2 
Grimsditch [57]    5.05± 0.35  
Rev. Exp. [74] 1060± 20 180± 20 36.5± 1 5.05± 0.35 7.9± 3.5 1240± 40
Table 3.1: The second order elastic constants. The bottom (top) side of the table is
referring to the experimental results (theoretical results: density functional theory within
LDA approximation). The last column is the revised experimental elastic constant that
are belied to be the most reliable [74].
C11, C12: sp2 bonding interactions within the graphene planes
C33, C44: pi bonding between planes
C13 : sp2 bonding interactions within the graphene planes with respect
to the pi bonding between planes
The most complete experimental study on the graphite elastic constants is
the work of Blakslee et al . [56]. These authors have determined the full sets
of second order elastic constants by ultrasonic, sonic resonance and static
test methods.
The graphite samples used by Blakslee et al . were turbostratic graphite
(plane randomly oriented2). Pyrolytic graphite was annealed under a com-
pressive stress perpendicular to the basal plane in order to promote crys-
talline growth (up to 20 − 50 µm) and aligns within 0.1◦ − 0.5◦ along the
c-axis.
Among the 5 elastic constants found by Blakslee et al ., two of them (C44,
C13) have been revised [74].
The reported values for C44 ranged from 0.018 to 0.035 GPa [56]. Baker
et al [75] have shown that these low values are due to the gliding of basal
dislocations (the Peierls stress or these dislocation is quasi zero [54]). These
2Because second order elasticity is isotropic in the basal plane, the random plane orientations
does not aﬀect the elastic constants [56]. This isotropy does not extend to the third-order elastic
constant [74].
53
Elastic Constants in Graphite
authors have shown that a light dose of neutron irradiation at relatively
low-temperature pins the dislocations and thereby increase the C44 value up
to 5.05± 0.35 GPa [57, 58]. The latter elastic constant is the revised value
for C44.
A new value for C13 was proposed by Zhan et al [60]. In this work X-ray
diﬀraction data have been obtained on polycrystalline graphite and using the
linear bulk modulus the authors suggested a higher value of C13 of 22 ± 2
GPa. Unfortunately they inadvertently used the expression for the planar
bulk modulus and not the linear bulk modulus. If their procedure was carried
through correctly, the value of C13 is lowered to 7.9 ± 3.5 GPa [74]. The
latter elastic constant is the revised value for C13.
In Table 3.1 are resumed the second order elastic constants measured using
diﬀerent experimental techniques (bottom side of the table) and calculated
within the local density functional theory (top side of the table). The last
column resume the revised experimental elastic constants that are believed
to be the most reliable [74].
As I pointed out in the introduction, the value of the C13 elastic constant is
positive (negative) for experimental (theoretical) studies, respectively.
3.3 Elastic Constants in Graphite
The elastic energy per unit volume w of a crystal under strain εi can be
Taylor expanded in powers of the strain tensor in the following way:
w =
1
2!
6∑
i=1
6∑
j=1
Cijεiεj +
1
3!
6∑
i=1
6∑
j=1
6∑
k=1
Cijkεiεjεk (3.1)
where Cij, Cijk are the second and third order elastic constants respectively
and εi are the components of the strain vector ~ε = (ε1, ε2, ε3, ε4, ε5, ε6). The
latter equation is called the Lagrangian strain energy.
For hexagonal graphite I have 15 independent elastic constants (5 second
order and 10 third order), while the remaining constants are related to them
by crystal symmetries (see Table 3.2).
Thus the elastic energy per unit volume becomes:
w = +
1
2
(
ε21 + ε
2
2 +
1
4
ε26
)
C11+
(
ε1ε2 − 1
4
ε26
)
C12+
1
2
ε23C33+(ε1ε3 + ε2ε3)C13
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+
1
2
(
ε24 + ε
2
5
)
C44 +
1
2
(
1
3
ε31 +
1
2
ε21ε2 +
1
2
ε1ε
2
2 +
1
3
ε32
)
C111 +
1
6
ε33C333
+
(
1
2
ε21ε3 + ε1ε2ε3 +
1
2
ε22ε3
)
C113+
1
2
(
−ε21ε2 − 2ε1ε22 +
1
3
ε32 + ε1ε
2
6
)
C166
+
1
2
(
ε3ε
2
4 + ε3ε
2
5
)
C344+
1
2
(
ε1ε
2
4 + ε2ε
2
5 − ε4ε5ε6
)
C144+
1
2
(
ε1ε
2
3 + ε2ε
2
3
)
C133
+
1
2
(
−3ε21ε2 − ε1ε22 −
1
3
ε32 + ε2ε
2
6
)
C266 +
1
2
(−4ε1ε2ε3 + ε3ε26)C366
+
1
2
(
e2e
2
4 + e1e
2
5 + e4e5e6
)
C244 (3.2)
The elastic constants are then calculated by applying diﬀerent strains εi to
the equilibrium lattice conﬁguration. The primitive lattice vectors of the
hexagonal graphite are deﬁned by:
 a1a2
a3
 =

1
2
a0 −
√
3
2
a0 0
1
2
a0
√
3
2
a0 0
0 0 c0
 (3.3)
where a0, c0 are the lattice parameters. Under strain the primitive vectors
ai are transformed into the new lattice vectors a′i by: a′1a′2
a′3
 =
 a1a2
a3
 (I + ε) (3.4)
where ε is the strain tensor3 and I is the identity matrix. The strain tensor
ε is linked with the strain components εi by:
ε =
 ε1
1
2
ε6
1
2
ε5
1
2
ε6 ε2
1
2
ε4
1
2
ε5
1
2
ε4 ε3
 (3.5)
Therefore for any strain tensor ε I get a relationship between the energy per
unit volume and the elastic constants.
In hexagonal graphite I have 5 second order elastic constants and 10 third
order elastic constants, giving a total of 15 unknown variables. Because
3I have used ε to denote the strain tensor, ~ε for the strain vector and εi to denote the strain
components.
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C11 C22 = C11 C111 C112 = C111 − C166 − 3C266
C12 C23 = C13 C113 C122 = C111 − 2C166 − 2C266
C13 C55 = C44 C133 C222 = C111 + C166 − C266
C33 C66 = 12(C11 − C12) C333 C123 = C113 − 2C366
C44 C144 C223 = C133
C244 C233 = C133
C344 C155 = C244
C166 C255 = C144
C266 C355 = C344
C366 C456 = 12(C244 − C144)
Table 3.2: The symmetry of the elastic constants in hexagonal graphite. The odd
columns contain the components of each constant that have been selected as independent
and the even columns contain the relationship between them and the remaining non-zero
components [62].
the 2nd and 3rd order elastic constants are uncoupled, I need at least 10
linear independent equations in order to determinate the full sets of elastic
constants.
Before describing the calculation details, I have shown some simple relations
between the elastic constants and the lattice parameters.
• C11 +C12: Distortion that changes the size of the parameter lattice a0
(changing the size of the basal plane)
e = (δa, δa, 0, 0, 0, 0) 7−→ w = E
V
= (C11 + C12) · δ2a (3.6)
where δa = a/a0 represents the relative displacement with respect to
the parameter lattice a0. As the volume of the primitive unitcell is:
V =
√
3
2
· a20c0 (3.7)
the latter relationship can be rewritten as:
dδ2a = 2
da2
a20
7−→ C11 + C12 = 1
V
d2E
dδ2a
=
1√
3c0
d2E
da2
(3.8)
Therefore the sum C11 + C12 represents how the energy changes with
respect to the parameter lattice a0.
• C33: Distortion that changes the size of the parameter lattice c0:
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e = (0, 0, 0, 0, 0, δc) 7−→ w = E
V
=
1
2
· C33 · δ2c (3.9)
where δc = c/c0 represents the relative displacement with respect to
the parameter lattice c0. The latter relationship can be written as:
dδ2c = 2
dc2
c20
7−→ C33 = 2
V
d2E
dδ2c
=
2 · c0√
3a20
d2E
dc2
(3.10)
Therefore the elastic constants C33 represents how the energy changes
with respect to the parameter lattice c0.
• C13: Distortion that changes the sizes of the lattice parameters a0 and
c0 (preserves the symmetry but changes the volumes)
e = (δa, δa, 0, 0, 0, δc) 7−→ w = (C11 + C12) δ2a +
1
2
C33δ
2
c + 2C13δaδc
(3.11)
The latter relationship can be written as:
dδa =
da
a0
, dδc =
dc
c0
7−→ C13 = 1
2V
d2E
dδcdδa
=
1√
3a0
d2E
dadc
(3.12)
Therefore the elastic constants C13 represents the second derive of the
energy with respect to both the parameter lattices.
The second and third order elastic constants have been determined by ap-
plying diﬀerent strain vector ~ε to the 4-atoms primitive unitcell. The strain
vector used in this work have been chosen with the criteria that the rela-
tionships between strain energy and elastic constants is the simplest one.
In this way it is easier to check the convergence for each elastic constant
separately with respect to the calculations accuracy (k-points mesh, basis
set sizes, cut-oﬀ energies) and sizes of the applied strains.
The strains chosen are listed in Table 3.3 where δ is the amount of uniaxial
lattice distortion, with δ > 0 in case of expansion and δ < 0 in case of
compression. The 1st and 3rd selected strains (rows in Table 3.3) are linearly
dependent on the others and they are used to double-check the calculations.
Then the elastic constants are found by ﬁtting the strain energies w with
the respective energy values obtained by ab-initio simulations.
The calculations are based on density functional theory in the local density
approximation using the exchange-correlation functional as parametrized
by Perdew and Wang [84]. Norm-conserving pseudopotentials with non-
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ε w Cij , Cijk
(0, 0, 0, δ, δ, 0) δ2C44 C44
(δ, 0, 0, 0, 0, 0) 1
2
δ2C11 +
1
6
δ3C111 C11, C111
(0, 0, 0, 0, 0, δ) 1
4
δ2C11 − 14 δ2C12 C12
(0, 0, δ, 0, 0, 0) 1
2
δ2C33 +
1
6
δ3C333 C33, C333
(0, δ, 0, 0, 0, 0)
(δ, δ, 0, 0, 0, 0)
1
2
δ2C11 +
1
6
δ3C111 +
1
6
δ3C166 − 16 δ3C266
δ2C11 + δ2C12 +
4
3
δ3C111 − 43 δ3C166 − 83 δ3C266
C166, C266
(δ, 0, 0, δ, 0, 0) 1
2
δ2C11 +
1
2
δ2C44 +
1
6
δ3C111 +
1
2
δ3C144 C144
(δ, 0, 0, 0, δ, 0) 1
2
δ2C11 +
1
2
δ2C44 +
1
6
δ3C111 +
1
2
δ3C244 C244
(0, 0, δ, δ, 0, 0) 1
2
δ2C33 +
1
2
δ2C44 +
1
6
δ3C333 +
1
2
δ3C344 C344
(0, 0, δ, 0, 0, δ) 1
4
δ2C11 − 14 δ2C12 + 12 δ2C33 + 16 δ3C333 + 12 δ3C366 C366
(δ, 0, δ, 0, 0, 0) 1
2
δ2C11 + δ2C13 +
1
2
δ2C33 +
1
6
δ3C111 +
1
2
δ3C113 +
1
2
δ3C133 +
1
6
δ3C333 C13
(δ, 0,−δ, 0, 0, 0) 1
2
δ2C11 − δ2C13 + 12 δ2C33 + 16 δ3C111 − 12 δ3C113 + 12 δ3C133 − 16 δ3C333 C113, C133
Table 3.3: The Lagrangian strain energy w for each strain vector ~ε = (ε1, ε2, ε3, ε4, ε5, ε6).
Each relationship is used to calculate the respective elastic constants showed in the third
column.
local core corrections based on the Hartiwigsen-Goedecker-Hutter scheme
[86] were used. The charge density is represented by a plane-wave basis in
reciprocal space expanded up to 2000 Ryd while the Brillouin zone integra-
tions are performed with a Monkhorst-Pack [32] scheme with mesh up to
128 · 128 · 16 k-points. The basis sets employed consist of s, p and d Gaus-
sian orbital functions with four exponents, centered at the atomic sites [85].
Typical basis set used are pppp, pdpp, pddp, pdddp.
Here the elasticity of graphite and graphene is studied using the basis set
pdpp, a k-points mesh of 16 · 16 · 6 and a charge density cut-oﬀ of 600 Ryd.
Test calculation have shown that even if the total energy is 5 mRyd/atom
higher than the convergence value (basis set pdddp, k-points mesh of 128 ·
128 · 16, charge density cut-oﬀ of 2000 Ryd), the lattice parameters and
respective elastic constants are still well convergent (due to cancellation of
errors between energy diﬀerences).
The lattice parameters found are a = 2.444 Å and c = 6.63 Å in good
agreement with the respective experimental values a = 2.452 Å, c = 6.67 Å
[60, 80, 81].
The calculated second-order elastic constant are shown in Table 3.4.
This work conﬁrm the previous theoretical studies [68] and in general slightly
improve the agreements with respect the revised experimental data. The
elastic constants C11, C12, C44 and the value C11+C12 are well in agreement
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Figure 3.3: Strain energy per unit volume w as a function of the lattice distortion δ,
for the twelve diﬀerent strains deﬁned in the Table 3.3. On the bottom of each picture
is shown the relation strain w with respect to the chosen lattice distortions δ. The blue
curves represent the functions w (δ) ﬁtting the ab-initio data (black points).
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Second Order Elastic Constants Cij (GPa):
C11 C12 C33 C44 C13 C11 + C12
Trickey [71]   13   
Hasegawa [72]   30.4   
Yin [70]   54   
Boettger [69]   40.8  −0.5 1279.6
Jansen [73]   56  −12 1430
Mounet [68] 1118 235 29 4.5 −2.8 1353
Present work 1105 182 30.5 4.8 −2.3 1286.4
Rev. Exp. [74] 1060± 20 180± 20 36.5± 1 5.05± 0.35 7.9± 3.5 1240± 40
Figure 3.4: The resulting second-order elastic constants calculated via density functional
theory within LDA approximations. In the bottom row are shown the revised experimen-
tal elastic constants [74] (the units are in GPa).
with the experiment while the value of C33 and in particular C13 show a
remarkable diﬀerence of about 14% and 129%, respectively.
I observe than in graphite C33 is 36.5 GPa, a mere 3% of its diamond equiv-
alent C33 = C11 = 1215 GPa, while the combination that relates to uniform
strain within layers, C11+C12 is 1274 GPa in cubic diamond. Thus graphite
is as stiﬀ as diamond along the planes but 30 times more compliant between
layers.
In diamond and semiconductor materials the theoretical and experimental
elastic constants are in agreement within a range of ±15%. The tempera-
ture eﬀect and/or the presence of point defects can easily explain the ±15%
diﬀerence in values between theory and experiment, nevertheless a disagree-
ment of 129% is far to be explained and a more elaborate explanation should
be require.
Later in the last section of this chapter I will show that the values of the
mesoscale elastic constant CM33 and C
M
13 are both in agreement with experi-
ment within a range of ±11%.
At the present, no experimental data are available on the third-order elastic
constants.
The ultrasonic and sonic resonance technique cannot measure the third-
order elasticity of compression-annealed pyrolytic graphite. This material
consists consists of layers that are stacked with high precision (c-axes parallel
within 0.5◦) but whose a-axis are distributed at random. In spite of this it is
still possible to ﬁnd the second order elastic constants because second order
elasticity is isotropic in the basal plane, rendering the randomness invisible.
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Third Order Elastic Constants Cijk (GPa):
C111 C113 C133 C333 C144
Cousin et al. -11690.5 -7.4 -120.0 -572.0 -8.6
present work -6949.1 -10.8 103.4 -417.4 -2534.8
C244 C344 C166 C266 C366
Cousin et al. -4.8 -74.7 -6786.8 972.0 3.4
present work -2337.38 -66.3 -4618.3 90.7 158.3
Figure 3.5: The calculated third-order elastic constants compared with a previous study
based on the empirical Keating model [74]. The calculated C113, C333, C344, C166 are in
agreement with the previous study within a range of 13−47%, while larger disagreements
are found between the remaining elastic constants. These results suggest that at least
one parameter used in the Keating model should be not reliable (the Cijk units are in
GPa).
This isotropy does not extend to the third order elastic constants. Since the
latter are usually measured by determining the uniaxial stress dependence
of ultrasonic wave velocities thought single crystals it is unlikely that they
will be determined directly in the foreseeable future.
A possible way to measure the third-order elasticity is by compression of
graphite powder following the changes in the lattice parameters by x-ray
diﬀraction technique [63]. With this technique both second and third order
elastic constants may be determined.
Table 3.5 show the third-elastic constants calculated in this work compared
with the only previous study based on the empirical Keating model [74].
The calculated C113, C333, C344, C166 are in agreement with the previous
study within a range of 13 − 47%, while larger disagreement are found be-
tween the remaining elastic constants (up to 972% in case of C266). In the
Keating model the experimental second-order elastic constants, their pres-
sure derivatives and the zone-centre optic mode frequencies are used as input
parameters in order to determinate the third-order elasticity. The large dis-
agreement found here suggest that at least one these parameters should be
not reliable.
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3.4 Mesoscale Elastic Properties of Graphene
3.4.1 Introduction
The recent discovery of graphene, a single planar layer of sp2 bonded carbon
atoms has struck the research community with its unusual properties and
potential practical applications [?]. The true cause of the compelling interest
is that graphene provides a powerful test-bed on which to explore the validity
of some of the core concepts of solid-state physics.
Several years ago Peierls and Landau showed that thermal ﬂuctuations
should destroy the long-range order of any planar crystals and therefore
a strictly two-dimensional crystal should not exist. Nevertheless graphene
does exist and recent transmission electron images showed that its structure
is not perfectly ﬂat, but rather exhibits an intrinsic static roughening (bend-
ing) with an estimated height of about 1 nm and spatial length ranging from
1 nm to 25 nm [83].
Before to study the mesoscale elasticity of graphite, it is simplier to start
the analysis with a single isolated graphite-plane (i.e. graphene).
The conclusion of this work will give new insight on the real physical struc-
ture of graphene.
3.4.2 The formation energy of a bent thin plate
In this section I study the energy of a thin bent plate. When I speak of a
thin plate, I mean that its thickness is small compared with its dimensions
in the other directions. We take a coordinate system with the origin on the
surface of the thin plate with the z-axis normal to the surface. The xy-plane
is that of the undeformed plate (see Figure 3.6).
I denote by ζ the vertical displacement of a point on the surface of the
undeformed plate, i.e. its z coordinate. The components of its displacements
in the xy-plane are evidently second order in ζ, and therefore I neglect them.
Thus the components of the displacement vector for any point on the surface
of the plate are:
ux = uy = 0 and uz = ζ (x, y)
The strain energy per unit volume w is the product of stress σij times strain
uij for each components,
w =
1
2
σijuij (3.13)
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Within the isotropic elasticity the stress tensor is given in terms of the strain
tensor by the following general relation:
σik =
E
1 + σ
(
uik +
σ
1− 2σullδik
)
(3.14)
where δik is the Kronecker delta. In component form the stress tensor be-
comes:
σxx =
E
(1 + σ) (1− 2σ) [(1− σ)uxx + σ (uyy + uzz)]
σyy =
E
(1 + σ) (1− 2σ) [(1− σ)uyy + σ (uxx + uzz)]
σzz =
E
(1 + σ) (1− 2σ) [(1− σ)uzz + σ (uxx + uyy)] (3.15)
σxy =
E
(1 + σ)
uxy
σxz =
E
(1 + σ)
uxz
σyz =
E
(1 + σ)
uyz

where E is the Young modulus and σ is the Poisson ratio.
As the plate is thin, comparatively small forces on its surface are needed to
bend it4. I can therefore neglect the forces on the surface, leaving
σjk · nk = 0 (3.16)
Since the plate is only slightly bent, I can suppose that the normal vector
n remains along the z-axis. Thus I must have on both the surfaces of the
plate σxz = σyz = σzz = 0 and use these stress conditions to determine the
components of the strain tensor.
Imposing the stress conditions I get
σzx = 0 7−→ uzx = 0
σzy = 0 7−→ uzy = 0 (3.17)
σzz = 0 7−→ uzz = − σ
(1− σ) (uxx + uyy)
4Later I will apply forces only parallel to the plane and therefore this approximation will be
further reinforced.
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z
x
u  =    (x,y)z ζ
o
Figure 3.6: Bending of a graphene plane. The origin of the coordinate system is on
the surface of the thin plate with the z-axis normal to the surface. The xy-plane is
that of the undeformed plane. Each atom on the surface of the plane is displaced
by uz = ζ (x, y).
For small deformations, the strain tensor is given by the general equation:
uik =
1
2
(
δui
δxk
+
δuk
δxi
)
(3.18)
thus from the ﬁrst two of the equations ??, I obtain
δux
δz
= −δuz
δx
and
δuy
δz
= −δuz
δy
(3.19)
replacing uz with ζ (x, y) I have,
ux = −z · δζ
δx
and uy = −z · δζ
δy
(3.20)
where the constants of integration are set equal to zero in order to satisfy
the following initial condition:
ux = uy = 0 for z = 0 (3.21)
knowing ux and uy the components of the strain tensor are
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uxx = −z · δ
2ζ
δx2
uyy = −z · δ
2ζ
δy2
uzz =
σ
1− σ · z ·
(
δ2ζ
δx2
+
δ2ζ
δy2
)
(3.22)
uxy = −z · δ
2ζ
δxδy
uxz = uyz = 0

I can now determine the free energy w per unit volume of the plate:
w =
1
2
σijuij =
=
1
2
(2 · σxxuxx + 2 · σyyuyy + 2 · σzzuzz + σxyuxy + σyxuyx) =
=
E
(1 + σ) (1− 2σ)
[
(1− σ)u2yy + σ
(
uxx − σ
1− σ (uxx + uyy)
)
uyy
]
+
E
(1 + σ) (1− 2σ)
[
(1− σ)u2xx + σ
(
uyy − σ
1− σ (uxx + uyy)
)
uxx
]
+
E
1 + σ
· u2xy =
=
E
1− σ2
{
(uxx + uyy)
2 + 2 (1− σ)
[
1
2
· u2xy − uxxuyy
]}
(3.23)
replacing the strain components uxx, uyy and uxy I have
w = z2
E
1− σ2
{(
δ2ζ
δx2
+
δ2ζ
δy2
)2
+ 2 (1− σ)
[(
δ2ζ
δxδy
)2
− δ
2ζ
δx2
δ2ζ
δy2
]}
(3.24)
The total energy of the plate is obtained by integrating over the volume.
The integration over z is from −1/2 h to +1/2 h, where h is the thickness of
the plate, and over the surface of the plate (xy plane). Therefore the total
free energy of a deformed plate become
Ebend =
E · h3
24 (1− σ2) ·∫∫ {(
δ2ζ
δx2
+
δ2ζ
δy2
)2
+ 2 (1− σ)
[(
δ2ζ
δxδy
)2
− δ
2ζ
δx2
δ2ζ
δy2
]}
dxdy(3.25)
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where the quantity ζ is the vertical displacement of any point on the plate.
The bending modes of a graphene plate are periodic with a sine or cosine
behavior depending on the initial conditions. Here I consider the simplest
solution of the latter equation; a pure sinusoidal bending mode along only
one direction (the x-axis):
uz = ζ (x, y) = a¯ · sin
(
2pi · x
λ
)
(3.26)
where a¯ is the amplitude5 and λ is the wavelength of the bending mode.
Later in section 3.4.5 I will demonstrate:
• the simplest solution is the lowest in formation energy (the fundamental
one);
• the 1-dimensional bending is energetically favoured over 2-dimensional
bending;
taking in account the solution of equation 3.26, the formation energy of a
bent plate becomes
Ebend =
E · h3 · 4y
24 (1− σ2)
∫ (
δ2ζ
δx2
)2
dx =
=
E · h3 · 4y
24 (1− σ2)
(
−2pi
λ
)4
a¯2
∫ λ
0
sin2
(
2pi · x
λ
)
dx =
=
E · h3 · 4y
24 (1− σ2)
(
−2pi
λ
)4
λ
2
· a¯2 =
=
pi4 · E · h3 · 4y
3 (1− σ2) ·
a¯2
λ3
(3.27)
Therefore the formation energy of a bent plate is proportional to
Ebend = Const · a¯
2
λ3
with Const =
pi4 · E · h3 ·∆y
3 (1− σ2) (3.28)
where a¯ is the amplitude and λ is the wavelength of the bending mode. From
this result I can say that the most favourable bending mode will always
possess the largest wavelength and the smallest amplitude.
In order to study the elasticity of a bent plate I need to correlate the ampli-
tude a¯ with the strain ε. In the next section I shall give the exact numerical
relation and some useful approximate analytical solutions.
5I use a¯ to indicate the amplitude while a to indicate the in-plane parameter lattice.
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3.4.3 The relationship between amplitude and strain
The relationship between the amplitude a and the stress ε of a bent plane
along the x-axis with wavelength λ is given by the following elliptical integral
∫ λ
0
√
1 +
(
δζ (x)
δx
)2
dx = Lc (3.29)
where ζ (x) is the function describing the displacement of the atoms on the
basal plane along the
[
1010
]
direction (the x-axis). The value of this integral
corresponds to Lc, the arc length of the plate along the x direction.
In the general case the strain ε of a plate may contain two diﬀerent compo-
nents; the strain homogeneously applied on all the atoms of the plate εbond
and the strain due only to the bending εbend.
• εbond: the homogeneous compression or expansion of the plate.
In this case all the distance between atoms along the x-axis are equally
compressed or expanded by the amount εbond.
• εbend: the compression due only to the bending.
In this case all the atoms of the plate lie on a sinusoidal surface with the
distance between atoms along the x-axis unchanged. The compression
εbend is due only to the bending with amplitude a and wavelength λ.
Therefore the total strain ε applied to the plate is the sum over the two
components: ε = εbond + εbend. The bending wavelength becomes λ = L ·
(1 + ε) and the arc length is Lc = L·(1 + εbond), where L indicates the length
of the unstrained plane (along the x-axis).
Taking the simplest sinusoidal solution
ζ (x) = a · sin
(
2pi · x
λ
)
(3.30)
equation 3.29 becomes
∫ λ
0
√
1 +
(
2pi · a
λ
cos
(
2pi · x
λ
))2
dx = Lc (3.31)
Although this integral has no analytical solution and therefore can be solved
only in a numerical way I can still ﬁnd useful approximate analytic solutions.
Before discussing the approximate solutions of the latter equation let's see
a useful property of the elliptical integral.
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Proposition
Doubling the length L of the plane doubles the amplitude a and the wave-
length λ. Expressed algebraically:
Hypothesis Thesis
L′= 2L
ε′bend= εbend
ε′bond= εbond
=⇒ λ
′ =2λ
a′ =2 a
Demonstration:
The starting point is the the elliptical integral in the variables λ′, L′c, a
′, x′
∫ λ′
0
√
1 +
(
2pi · a′
λ′
cos
(
2pi · x′
λ′
))2
dx′ = L′c (3.32)
if I assume that L′ = 2L with the strain components εbond, εbend unchanged
I automatically assume that also the arc length Lc and the wavelength λ are
doubled:
L′c = L
′ (1 + ε′bond) = 2L (1 + εbond) = 2Lc
λ′ = L′ (1 + ε′bond + ε
′
bend) = 2L (1 + εbond + εbend) = 2λ
(3.33)
Therefore the equation 3.32 becomes
∫ 2λ
0
√
1 +
(
2pi · a′
2λ
cos
(
2pi · x′
2λ
))2
dx′ = 2Lc (3.34)
changing the variable x in
x′ = 2x with dx′ = 2 dx (3.35)
I have
2
∫ λ
0
√
1 +
(
2pi · a′
2λ
cos
(
2pi · x
λ
))2
dx = 2Lc (3.36)
the latter equation can only be satisﬁed if:
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a′ = 2 · a (3.37)
q.e.d
Now I try to ﬁnd an approximate analytical solution of the elliptical integral,
∫ λ
0
√
1 +
(
2pi · a
λ
cos
(
2pi · x
λ
))2
dx = Lc (3.38)
For small values of a/λ ≈ 0 (z ≈ 0) I can expand the square root in a Taylor
series:
√
1 + z2 = 1 +
z2
2
− z
4
8
+
z6
16
+O [z]8 (3.39)
taking the expansion to second order, the approximate elliptical integral
becomes
∫ λ
0
(
1 +
2pi2 · a2
λ2
· cos2
(
2pi · x
λ
))
dx = Lc (3.40)
with the following simple solution
λ+
pi2
λ
a2 = Lc 7−→ a =
√
(Lc − λ)λ
pi
(3.41)
using the relations λ = L · (1 + ε) and Lc = L · (1 + εbond) I get a simple
relationship between the amplitude a and the strains ε, εbend:
a2nd =
√
(Lc − λ)λ
pi
=
L
pi
√
−εbend (1 + ε)
The latter equation represents the 2nd order approximate solution. Taking
the nth-order expansion of the Taylor series (from the equation 3.39) I can
ﬁnd further, better approximations to the elliptical integral.
Here I list the 4th and 6th order approximate solutions:
a4th =
L
pi
√
2
3
(1 + ε)
(
(1 + ε)−
√
(1 + ε) (1 + ε− 3εbend)
)
(3.42)
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a6th =
L
pi
√√√√ 1
15
(1 + ε)
(
3 (1 + ε)− 17 ·
3
√
9 (1 + ε)2
3
√
A
+
3
√
3 · A
)
(3.43)
where the term A is
A =−531 (1 + ε)3 + 450 (1 + ε)2 (1− εbend + ε) + 10
√
3 (1 + ε)2 ·√
989 (1 + ε)2 − 1593 (1 + ε) (1− εbend + ε) + 675 (1− εbend + ε)2 (3.44)
In table 3.4 I compare the diﬀerent nth-order approximations with respect to
the exact numerical solution a. As I increase the order of the approximation
the calculation time increases. Later in the elastic analysis, test calculations
have shown that the 6th-order approximation is a good compromise between
precision and calculation time. For simplicity in the following analysis I have
used the simple 2nd-order approximation.
A amplitude (Å)A (an order − a) /a
a2nd 0.5220149858 −2.638 · 10−3A
a4th 0.5234121245 +3.143 · 10−5
a6th 0.5233954186 −4.875 · 10−7
a8th 0.5233956783 +8.745 · 10−9
a10th 0.5233956736 −1.496 · 10−10
a 0.5233956737
Table 3.4: Diﬀerent nth-order approximate amplitudes with respect to the exact
numerical solution a. In the last column are shown the respective relative errors.
As I increase the order of the Taylor series the approximate amplitude tends to
the exact numerical solution. These approximations are better as much as the
ratio a/λ is smaller. In these calculations the ratio a/λ is 0.027 (the plane length
along the x-axis is L = 19.7 Å, while the strain components are εbend = −0.007
and εbond = −0.003).
3.4.4 The elasticity of a bended plate
The formation energy of a 1-dimensional bent plate along the x-axis is
Ebend = Const · a¯
2
λ3
(3.45)
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where the wavelength λ is related to the length of the plane L along the x
direction by the relation λ = L (1 + ε). Taking the 2nd-order approximation
for the amplitude a¯ I have
Ebend =
pi4 · E · h3 · 4y
3 (1− σ2) ·
a¯2
λ3
=
pi4 · E · h3 · 4y
3 (1− σ2) ·
1
L3 (1 + ε)3
·−L
2εbend (1 + ε)
pi2
=
=
pi2 · E · h3 · 4y
3 (1− σ2) ·
−εbend
L · (1 + ε)2 = Const ·
−εbend
L (1 + ε)2
(3.46)
the negative sign of the formation energy reﬂects the physical meaning of
the bending; it is possible to bend only in compression region (εbend < 0).
In the expanded region the energy becomes negative and lacks any physical
meaning (the amplitude a¯ becomes imaginary).
This simple relation show powerfully that for small deformations the forma-
tion energy of a thin bent plate is linearly proportional to the bending strain
εbend and inversely proportional to the length of the plate L.
Then the total energy of the plate is the sum of the bending energy compo-
nent Ebent and the energy due to the homogeneously compression or expan-
sion of the plate Ebond:
E = Ebend + Ebond = Const · −εbend
L (1 + ε)2
+ C11 · ε2bond (3.47)
Therefore when I compress a graphene plane I can have the following three
scenarios:
1. Homogeneously compressed ﬂat plate: In this case all the atoms of the
plate lie on the same plane and the distances between atoms along the
x-axis are equally compressed. In this regime the formation energy of
the graphene plane is:
E = C11 · ε2 (3.48)
2. Pure uncompressed bent plate: In this case all the atoms of the plate
lie on a sinusoidal surface with the bonds between atoms equal to the
perfect graphene bond length. In this regime the formation energy of
the graphene plane is:
E = Const · −ε
L (1 + ε)2
(3.49)
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3. Homogeneously compressed bent plate: In this case all the atoms of the
plate lie on a sinusoidal surface with the distance between atoms along
the x-axis equally compressed. In this regime the formation energy of
the graphene plane is:
E = Const · −εbend
L (1 + ε)2
+ C11 · ε2bond (3.50)
with the condition that the total strain applied is ε = εbend + εbond.
The ﬁrst and third regimes are shown in the Figure 3.7 (right and left re-
spectively).
The question now that arise is:
Is it possible to have a strain region in which I have a pure uncompressed
bent plate?
The answer is no and I proved it in the following:
Proposition
In small compression regime a thin plate is always homogeneously com-
pressed (bent or ﬂat), but is never a purely uncompressed bent plate.
Demonstration:
The general formula of the plate energy is
E = Const · −εbend
L (1 + ε)2
+ C11 · ε2bond (3.51)
for any values of the applied strain ε. The latter equation can be re-written
in terms of the strains εbend and ε = εbond + εbend:
E (εbend) = Const · −εbend
L (1 + ε)2
+ C11 · (ε− εbend)2 (3.52)
now for any strain value ε I want to ﬁnd the strain component εbend that
minimizes the total energy E (εbend). In formula I have to impose:
δE (εbend)
δεbend
= 0 with the condition
δ2E (εbend)
δε2bend
> 0 (3.53)
taking the ﬁrst derivative of the energy with respect to the strain component
εbend I have:
δE (εbend)
δεbend
= 0 7−→ εbend = ε+ Const
2 · L · C11 (1 + ε)2
(3.54)
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while the second derivative of the energy with respect to the strain compo-
nent εbend is:
δ2E (εbend)
δε2bend
> 0 7−→ 2C11 > 0 (3.55)
as the second derivative is always positive this solution minimizes the bend-
ing energy E (εbend).
For simplicity I deﬁne a useful6 constant K
K =
Const
2 · L · C11 (3.56)
As the terms Const, L, C11 are positive, so the constantK is always positive.
Once I know the stress component εbend I automatically know also the stress
components εbond = ε− εbend:
εbend = ε+
K
(1 + ε)2
εbond = − K
(1 + ε)2
 ∀ ε ≤ εcritical (3.57)
As the strain components εbend must be always negative7 these equations
represent a solution only when the total strain ε is under the critical value
εcritical. Above the critical strain I have εbend = 0 and therefore:
εbend = 0
εbond = ε
 ∀ ε ≥ εcritical (3.58)
where the critical strain εcritical is found imposing the condition εbend = 0
εbend = ε+
K
(1 + ε)2
= 0 (3.59)
Re-writing the latter equation I have:
ε (1 + ε)2 +K = 0 (3.60)
Imposing a real negative8 solution I have:
6Later I will show that the critical strain εcritical ∼ −K for small K.
7A positive value implies an imaginary amplitude with no physical meaning.
8Negative because I am in the compression region.
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ε > εcriticalcriticalε < ε
flat plane
εbond
εbend
bent plane
ε
Figure 3.7: The formation energy of a graphene plane when compressed (ε < 0)
or expanded (ε > 0). The green and blue curves represent the formation energies
when the strain ε is above or under the critical strain εcritical, respectively. The
red line represents the strain component εbend, while the black line represents εbond
(For simplicity both are shown only in the compression region).
εcritical = −2
3
+
1
3
3
√
2
2− 27K + 3√3√−4K + 27K2+
+
1
3
3
√
2− 27K + 3√3√−4K + 27K2
2
(3.61)
above the critical strain εcritical the plane is ﬂat εbend = 0 and εbond = ε,
while under the critical strain the plane starts to bend εbend = ε − εcritical
and εbond = εcritical.
Later I will show that in general the value of K is small, therefore I can
expand the critical strain in a Taylor series and get the following approximate
solution,
εcritical = −K − 2K2 − 7K3 − 30K4 − 143K5 − 728K6 + o
(
K6
)
(3.62)
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∼ −K = − Cost
2 · L · C11 (3.63)
Now I demonstrate that the plate is never a purely uncompressed bent plate.
The proof is splits into two possible cases and demonstrated via reductio ad
absurdum (in both cases the contradiction of the proposition is found):
1. Case: ε ≥ εcritical
i.e. ﬂat plate homogeneously compressed or expanded.
I suppose that the formation energy of a purely uncompressed bent plate is
lower than the energy of a homogeneously compressed plate (left side of the
following inequality):
C11ε
2 > Cost · −ε
L (1 + ε)2
ε2 >
Cost
L · C11
−ε
(1 + ε)2
ε2 > −2ε · K
(1 + ε)2
(3.64)
If ε ≥ εcritical I have the following relation (see equation 3.59):
εbend > 0 7−→ K
(1 + ε)2
> −ε (3.65)
therefore
ε2 > −2ε · K
(1 + ε)2
> 2ε2 7−→ 1 > 2
(3.66)
The latter inequality is obviously impossible, therefore when ε ≥ εcritical the
plate is always homogeneously compressed or expanded.
2. Case: ε ≤ εcritical,
i.e. bent and homogeneously compressed plate.
I suppose that exist a range of values ε where the formation energy of a pure
uncompressed bended plane is lower than the energy of a homogeneously
compressed bended plane (left member of the following inequity):
Const · −εbend
L (1 + ε)2
+ C11 · (εbond)2 > Const · −ε
L (1 + ε)2
(3.67)
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using the relations of the equation 3.57 I have
Const · −ε
L (1 + ε)2
−Const · K
L (1 + ε)4
+C11 · K
2
(1 + ε)4
> Const · −ε
L (1 + ε)2
−Const · K
L (1 + ε)4
+ C11 · K
2
(1 + ε)4
> 0
K2 − Const
L · C11 ·K > 0
K2 − 2K2 > 0
−K2 > 0 (3.68)
The latter inequality is obviously impossible. Therefore a graphite plane
cannot be a purely uncompressed bent plate but it is always homogeneously
compressed.
q.e.d
3.4.5 Discussion
In this section I have summarise the results obtained so far and their gener-
ality. In particular I have shown:
1. The simplest solution is already the fundamental one i.e. the solution
that minimizes the formation energy:
ζ (x) = a · sin
(
2pi · x
λ
)
(3.69)
2. 1-dimensional bending is always more favourable than the 2-dimensional
bending mode.
Summary of the results so far obtained: A graphene plane can be ﬂat or bent
depending on the value of the applied strain ε:
• Above the critical strain: ε ≥ εcritical
The energy of the strained ﬂat plane is:
E = C11 · ε2 (3.70)
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• Under the critical strain: ε ≤ εcritical
The plane is bent and homogeneously compressed with energy:
E = Const · −εbend
L (1 + ε)2
+ C11 · ε2bond (3.71)
with
εbend = ε− εcritical
εbond = εcritical
 ∀ ε ≤ εcritical (3.72)
using the latter relations I found another way to write the formation
energy with respect to the critical strain εcritical,
E = Const · −ε+ εcritical
L (1 + ε)2
+ C11 · ε2critical (3.73)
The formation energy describing the behavior of a graphene plane under any
applied strain ε can be written as:
E =
{
Const · −ε+ εcritical
L (1 + ε)2
+ C11 · ε2critical
}
· ϑ (−ε+ εcritical)+
+C11ε
2 · ϑ (ε− εcritical) (3.74)
where I have used the Heaviside step function ϑ (x) deﬁned by
ϑ (x) =

0 x < 0
1/2 x = 0
1 x > 0
(3.75)
Now I demonstrate the generality of the results found. The ﬁrst step is the
following:
Proposition
The simple solution
ζ (x) = a · sin
(
2pi · x
λ
)
(3.76)
is already the fundamental general solution of the bent plate equation.
Demonstration:
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The general solution of the equation 3.25 is periodic with respect to the
wavelength λ.
Here for simplicity I discuss only 1-dimensional bending (along the x-axis).
A general way to represent periodic functions is by the Fourier series: an
expansion of a real function in sines and cosines terms such as
ζ (x) =
a0
2
+
∞∑
n=1
an cos
(
2pi · n · x
λ
)
+
∞∑
n=1
bn sin
(
2pi · n · x
λ
)
(3.77)
Imposing the boundary condition:
ζ (0) = 0 (3.78)
I have only the odd components,
ζ (x) =
∞∑
n=1
bn sin
(
2pi · n · x
λ
)
(3.79)
As the plane is homogeneous I can require that the positive and negative
values of the function ζ (x) are symmetric9:
ζ (x)|0≤x≤pi = − ζ (x)|pi≤x≤2pi (3.80)
therefore only odd n are allowed. The general solution becomes:
ζ (x) = b1 sin
(
2pi · x
λ
)
+b3 sin
(
3 · 2pi · x
λ
)
+b5 sin
(
5 · 2pi · x
λ
)
+b7 sin
(
7 · 2pi · x
λ
)
. . .
=
∞∑
n=1
b2n−1 sin
[
(2n− 1)2pi · x
λ
]
(3.81)
where the ﬁrst term represents the carrier wave while the following terms
should be regarded as small corrections to the carrier wave.
The second derivative of the displacement function is:
δ2ζ (x)
δx2
=
∞∑
n=1
b2n−1
δ2
δx2
sin
[
(2n− 1)2pi · x
λ
]
= (3.82)
9This observation simpliﬁes the mathematical handling of the equations. Nevertheless without
this simpliﬁcation, the following treatment remains valid with the same conclusions.
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Figure 3.8: The displacement function ζ (x) for diﬀerent values of the constants
b1 and b3. The red function is the carrier wave. All the diﬀerent displacement
functions are solutions of the 2nd order diﬀerential equation describing the bending
energy, but only the fundamental one possesses the lowest energy.
= −
∞∑
n=1
b2n−1
(
(2n− 1) · 2pi
λ
)2
sin
[
(2n− 1) · 2pi · x
λ
]
(3.83)
Thus the formation energy of a bent plate becomes:
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Ebend =
E · h3 · 4y
24 (1− σ2)
∫ λ
0
(
δ2ζ (x)
δx2
)2
dx =
=
E · h3 · 4y
24 (1− σ2)
∫ λ
0
(
−
∞∑
n=1
b2n−1
(
(2n− 1) · 2pi
λ
)2
sin
[
(2n− 1) · 2pi · x
λ
])2
dx =
=
E · h3 · 4y
24 (1− σ2)
8pi4
λ3
∞∑
n=1
b22n−1 (2n− 1)4 =
=
pi4 · E · h3 · 4y
3 (1− σ2) ·
∑∞
n=1 b
2
2n−1 (2n− 1)4
λ3
=
= Const ·
∑∞
n=1 b
2
2n−1 (2n− 1)4
λ3
(3.84)
where the ﬁrsts few terms of the bending energy are:
Ebend (bn) = Const · 1
λ3
(
b21 + 3
4b23 + 5
4b25 + 7
4b27 + 9
4b29 + 11
4b211 . . .
)
(3.85)
if only b1 6= 0, I re-ﬁnd the earlier relationship
Ebend = Const · a¯
2
λ3
with a¯ = b1 (3.86)
Then the bending energy (equation 3.85) is minimized with respect to the
constants bi with the condition that the arc length along the x-axis is Lc:∫ λ
0
√
1 +
(
δζ (x)
δx
)2
dx = Lc (3.87)
where the ﬁrst derivative of the displacement function is
δζ (x)
δx
=
∞∑
n=1
b2n−1
δ
δx
sin
[
(2n− 1)2pi · x
λ
]
=
=
∞∑
n=1
b2n−1
(
(2n− 1) · 2pi
λ
)
cos
[
(2n− 1) · 2pi · x
λ
]
(3.88)
Minimizing the bending energy Ebend (bn) and requiring that arc length is
equal to Lc I have found which set of bn gives the lowest formation energy10.
10As the arc length condition requires the solution of an elliptical integral (with no analytical
expression), the minimization analysis was carried out precisely in a numerical way.
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The minimization analysis was carried out numerically using a ﬁnite Fourier
expansion (n = 5, 10, 20, 50) for several plane lengths (L = 20, 40, 100, 2000
Å) and strain components (εbend, εbond ranging from −0.1 to −0.001 with
increment −0.001). In all the cases the most energetically favourable set bn
are:
b1 6= 0 and bi = 0 i ≥ 2 (3.89)
The physical meaning of this result is the following:
The bending energy is proportional to the curvature of the
plane. As I increase the curvature I also increase the corre-
sponding energy. The carrier wave i = 1 is the lowest curva-
ture function while the following terms bi increase the curva-
ture and therefore the energy (see Figure 3.8). Therefore the
fundamental solution is:
ζ (x) = a · sin
(
2pi · x
λ
)
(3.90)
In order to get a mathematical feeling of this result I will prove it taking
the simple 2nd order approximation for the elliptical integral. Deﬁning the
following function f (x):
f (x) =
√
1 +
(
δζ (x)
δx
)2
(3.91)
Its Taylor series when bn/λ ≈ 0 becomes:√
1 +
(
δζ (x)
δx
)2
=
∞∑
m=0
δmf (0)
δxm
(
δζ (x)
δx
)m
=
=
∞∑
m=0
δmf (0)
δxm
(
2pi
λ
∞∑
n=0
b2n−1 (2n− 1) cos
[
(2n− 1) · 2pi · x
λ
])m
(3.92)
Integrating the Taylor series the approximate elliptical integral becomes:
∫ λ
0
√
1 +
(
δζ (x)
δx
)2
dx =
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= λ+
∫ λ
0
∞∑
m=1
δmf (0)
δxm
(
2pi
λ
∞∑
n=1
(2n− 1) · b2n−1
)m
dx (3.93)
taking the 2nd order approximation of the elliptical integral and imposing
that the arc length is equal to Lc I have
λ+
pi2
λ
(
b21 + 3
2b23 + 5
2b25 + 7
2b27 + 9
2b29 . . .
)
= Lc
(
b21 + 3
2b23 + 5
2b25 + 7
2b27 + 9
2b29 . . .
)
=
(Lc − λ)λ
pi2
= a¯2 (3.94)
where the second member of this equation is called a¯2. Now the bending
energy becomes:
Ebend (bn) = Const· 1
λ3
(
b21 + 3
4b23 + 5
4b25 + 7
4b27 + 9
4b29 + 11
4b211 . . .
)
= Const · 1
λ3
(
a¯2 +
(
34 − 32) b23 + (54 − 52) b25 + (74 − 72) b27 + . . .)
= Const · 1
λ3
(
a¯2 +
∞∑
n=2
(
(2n− 1)4 − (2n− 1)2) · b2n
)
(3.95)
as the sum terms are always positive, the only way to minimize the formation
energy is to set bn = 0 ∀ n 6= 1. Therefore
a¯ = b1 and bn = 0 ∀ n 6= 1 (3.96)
and I re-ﬁnd the physical meaning of amplitude of the simplest solution.
ζ (x) = b1 · sin
(
2pi · x
λ
)
= a · sin
(
2pi · x
λ
)
(3.97)
Therefore the latter solution minimizes the formation energy of a bent plane.
q.e.d
Proposition
The formation energy of 2-dimensional bending mode where bends
are orthogonal to each other is double the formation energy of a 1-
dimensional bending:
E1dbend = 2 · E2dbend
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Demonstration:
If I have two bending modes orthogonal to each other with the same wave-
length λ the displacement function can be written:
ζ (x, y) = a · sin
(
2pi · x
λ
)
· sin
(
2pi · y
λ
)
(3.98)
As the bending energy of a plate is
E2dbend=
E · h3
24 (1− σ2) ·∫ λ
0
∫ λ
0
{(
δ2ζ
δx2
+
δ2ζ
δy2
)2
+ 2 (1− σ)
[(
δ2ζ
δxδy
)2
− δ
2ζ
δx2
δ2ζ
δy2
]}
dxdy(3.99)
The single terms of the integral are(
δ2ζ
δx2
+
δ2ζ
δy2
)2
=
(
−2
3pi2 · a
λ2
· sin
(
2pi · x
λ
)
· sin
(
2pi · y
λ
))2
(3.100)
(
δ2ζ
δxδy
)2
=
(
4pi2 · a
λ2
· cos
(
2pi · x
λ
)
· cos
(
2pi · y
λ
))2
(3.101)
−δ
2ζ
δx2
δ2ζ
δy2
= −16pi
4 · a2
λ4
· sin2
(
2pi · x
λ
)
· sin2
(
2pi · y
λ
)
(3.102)
The sum of the latter two terms is(
δ2ζ
δxδy
)2
− δ
2ζ
δx2
δ2ζ
δy2
=
8pi4 · a2
λ4
· cos
(
4pi · x
λ
)
· cos
(
4pi · y
λ
)
(3.103)
as the integral is over the whole period λ of cosine functions this sum does
not contribute to the total formation energy. Therefore the bending energy
becomes (see equation 13):
E2dbend =
E · h3
24 (1− σ2)
(
23pi2 · a
λ2
)2 ∫ λ
0
∫ λ
0
sin2
(
2pi · x
λ
)
·sin2
(
2pi · y
λ
)
dxdy =
=
E · h3
24 (1− σ2)
(
23pi2 · a
λ2
)2
λ2
22
=
pi2 · E · h3
3 (1− σ2) ·
2a2
λ2
(3.104)
the latter equation represents the energy of a bent plate initially ﬂat in the
xy plane.
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Figure 3.9: Two bending modes orthogonal to one an other. (a) Plot of two
independent sine functions along the x (red curve) and y axis (blue curve). The
combination of these two bending modes gives the following interference pattern:
(b) Plot of the displacement function ζ (x, y) along the xy-plane.
The thickness of the plate along the z-axis is h while the wavelengths along
the x, y directions are λ. Comparing with the formation energy of a 1-
dimensional bent plate (see equation 3.28 ) with the same wavelength λ
(along the x-axis) and sizes 4y (along y-axis), h (along z-axis)
E1dbend =
pi2 · E · h3 · 4y
3 (1− σ2) ·
a2
λ3
(3.105)
imposing the same length along the y-axis (4y = λ) I have:
E2dbend =
pi2 · E · h3
3 (1− σ2) ·
2a2
λ2
(3.106)
E1dbend =
pi2 · E · h3
3 (1− σ2) ·
a2
λ2
= 2 · E2dbend (3.107)
therefore the formation energy of 2-dimensionally bent plate is double that
of a 1-dimensionally bent plate, ceteris paribus.
q.e.d
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Figure 3.10: The mesoscale elastic properties of graphene are studied using diﬀer-
ent unitcell sizes. The stoichiometry of the unit cell are C32, C64, C128, C256.
3.4.6 Simulation of the mesoscale elasticity of graphene
In this section I have studied the mesoscale elasticity via density function
theory and the meso-elastic theory previously developted.
The exchange-correlation energy is parametrized within the local density
approximation using the Perdew and Wang functional [84]. The wavefunc-
tion basis sets used is pdpp, the same basis used previously for the classical
elastic theory. Norm-conserving pseudopotentials based on the Hartiwigsen-
Goedecker-Hutter scheme were used [86]. The charge density is represented
by a plane-wave basis in reciprocal space expanded up to 600 Ryd. To per-
form the Brillouin zone integrations I use a Monkhorst-Pack scheme [?] with
mesh 1× 10× 8 k -points. In order to take into account the possible disper-
sion of the levels inside the band gap, a metallic ﬁlling is used, where the
number of electrons at each k-point can diﬀer.
I have used diﬀerent unitcell size with stoichiometry C32, C64, C128, C256 (see
Figure 3.10). The unitcell lattice vectors are orthogonal between each other
with length
lx = 8 · a0 · (32− natom)
ly =
√
3 · a0
{
(3.108)
where natom is the number of atoms of each unitcells. Along the c-axis the
distance between the unitcell and its image is set to 12 Å. The latter distance
assure no interaction between the neighbour unitcells and at the same time
a good compromise with its sizes11.
The bending of the graphene plane is simulated by appling diﬀerent strains
ε1 along the [12¯10] direction. The strains chosen are 21 ranging between
±0.02 with increment 0.001.
11Increase the distance along the c-axis means larger vacuum regions and therefore longer
computational time.
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Figure 3.11: The formation energy per unit volume with respect to strain incre-
ments ε1 along the [12¯10] direction for the diﬀerent unitcells shown in Figure 3.10.
The linear behavior in the compression region is due to the bending of the planes.
In Figure 3.11 are shown the results. The red points represent the ab-initio
formation energies of the respective unitcells (see Figure 3.10) while the
black curves are the numerical results of the meso-elastic theory developted
previously.
At the second-order approximation I have found that the formation energy
describing the behaviour under any applied strain ε is:
E =
{
Const · −ε+ εcritical
L (1 + ε)2
+ C11 · ε2critical
}
· ϑ (−ε+ εcritical)+
+C11ε
2 · ϑ (ε− εcritical) (3.109)
where C11 is the classical elastic constants (C11=1100 GPa) while Const
represents the in-plane bending constant deﬁned as:
Const =
pi4 · E · h3 ·∆y
3 (1− σ2) (3.110)
as we do not know the Young modulus E and the Poisson ratio σ the value
of the bending constant is found by interpolation the ab-initio data of the
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Lx εcritical E (εcritical) E (εcritical) · LxLy
C32 19 Å 0.022 0.532401 1.0648021
C64 19 Å 0.0017 0.003190 0.0063580
C128 19 Å 0.0003 0.000561 0.0011220
C512 19 Å 0.00005 0.000003 0.0000055
Table 3.5: Critical strains and energies as a function of the diﬀerent unit cell sizes. (1st
column) stoichiometry of the unitcell; (2nd column) length Lx ; (3rd column) critical
formation energy; (4rd column) the corresponding critical formation energy of a square
graphite plane with size Lx · Lx.
C32 unitcell. The resulting ﬁtted value is Const = 250 GPa/Å
2
. Then I
have used this value to predict the behavior of longer unitcells C64, C128,
C256, C512.
As showed in Figure 3.11 the agreement between the ab-initio data (black
points) and analytic theory (blue curve) is excellent with a maximum error
of ±5 · 10−4 eV. This neglectful disagreement can be further reduced up to
±1 · 10−4 eV by increasing the order of the approximation or better using
the exact numerical value (as explained in section 3.4.3).
These results clearly show that under compression the graphene plane tend
to bend as mush as we increase the length Lx.
The critical strain separating the homogeneously compressed ﬂat plane (parabolic
behaving in Figure 3.11) and the compressed bent plate (linear behaving in
Figure 3.11) was deﬁned as:
εcritical = −2
3
+
1
3
3
√
2
2− 27K + 3√3√−4K + 27K2+
+
1
3
3
√
2− 27K + 3√3√−4K + 27K2
2
(3.111)
where K is:
K =
Const
2 · Lx · C11 (3.112)
as the critical strain εcritical is in general a small number, a good approxi-
mation is its Taylor series:
εcritical = −K − 2K2 − 7K3 − 30K4 − 143K5 − 728K6 + o
(
K6
)
(3.113)
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∼ −K = − Const
2 · Lx · C11 (3.114)
In Table 3.5 is shown how the critical strain values εcritical and the respec-
tive formation energies E (εcritical) for diﬀerent length Lx along the bending
direction [1010]. These results clearly show that the critical strain/energy
decrease as much as we increase the length Lx (i.e. the wavelength).
The last column of Table 3.5 show the corresponding formation energy of a
square graphite planes (Lx = Ly).
As the corresponding formation energy is much lower with respect to the
ambient temperature energy (3
2
kbT = 0.026 eV) graphene plane at room
temperature are always bent.
The latter conclusion have been recently confermend by an experimental
work appeared in Nature last week (7 of March 2007).
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3.5 Mesoscale Elastic Properties of Graphite
3.5.1 Introduction
In this section I will extent the mesoscale elasticity to the graphite case i.e.
several graphene plane stacked along the c-axis.
The goal of this section is to describe the disregistry energy i.e. the inter-
actions between bent planes.
Although weak this energy is of paramount importance in order to describe
the full set of the mesoscale elastic constants.
This section is organized as follow:
Section 3.5.1: The disregistry 4d between graphite planes.
Section 3.5.2: The corresponding disregistry energy Ed (ε3, a, λ)
Section 3.5.3: The mesoscale elastic constants CMij
3.5.2 The disregistry energy
When several graphite planes are bent we always introduce locally a range of
diﬀerent stacking fault disregistries 4d between the planes. The disregistry
4d is deﬁned with respect to the perfect AB stacking.
In Figure 3.12 is shown how the disregistry 4d changes with respect to the
plane slope. Each box depicted in Figure 3.12 represents diﬀerent slope re-
gions of bent graphite projected along the {101¯0}. These boxes are enlarged
in Figure 3.13 and projected on the {0001} plane.
For nearly ﬂat plane the disregistry is4d∼0 while when the slope is negative
(positive) the disregistry 4d becomes negative (positive), respectively. As
the bending slope is proportional to the amplitude a and inversely propor-
tional to the wavelength λ, we can expect that the modulus of the disregistry
value |4d| should be proportional to the ratio a/λ.
The disregistry function 4d(ξ)
In the following discussion I use Roman letters to describe functions (lines
and trigonometric functions) and Greek letters to describe speciﬁc points
(ξ, χ).
Recalling the fundamental solution of a bent plate along the x-axis (see
equation 1.2) and replacing ζ (x) with z (x), I have:
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d > 0∆ ∆∆ d < 0 ∆ ∆ d > 0
(a) (b) (c) (d) (a)
   ≅ 0d
d   ≅ 0
Figure 3.12: Perfect graphite bended along the [0001] direction. The boxes depicted
show regions with diﬀerent slopes. The top (b) and bottom (d) regions nearly conserve
the perfect AB stacking 4d ∼ 0 while the regions in between (a, c) show a noticeable
stacking fault disregistry 4d.
z (x) = a · sin
(
2pi · x
λ
)
(3.115)
the latter equation represents the displacement functions of any points in a
single plane. In graphite the planes are stacked along the [0001] direction (z-
axis) with the well-know Bernard stacking fault AB (see Figure 3.13 caption
b, d). As the distance between the plane is c0/2, where c0 is the lattice
parameter, the displacement functions of any pair of bent graphite planes
are:
zu(x) =
1
2
c0 + a · sin
(
2pi · x
λ
)
(3.116)
zl(x) = a · sin
(
2pi · x
λ
)
(3.117)

where the subscript u and l describe the upper and lower planes, a is the
amplitude and λ is the wavelength of the bending mode.
The slope (or gradient) of the upper and lower planes is:
m(x) =
δzu(x)
δx
=
δzl(x)
δx
=
2pi · a
λ
· cos
(
2pi · x
λ
)
(3.118)
while the tangent tl(x) and normal nl(x) lines of the lower plane in the point
ξ along the x-axis are:
tl(x) = zl(ξ) +m(ξ) · x (3.119)
nl(x) = zl(ξ)− 1
m(ξ)
· x (3.120)

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Figure 3.13: Diﬀerent plane slopes correspond to diﬀerent disregistries 4d. The four
pictures (a-d) correspond to the box regions depicted in the previous ﬁgure. In each
picture the disregistry 4d corresponds to the distance between the lower and upper red
atoms (center of each ﬁgure). Left: Projection on the {101¯0} plane. Right: Projection
on the {0001} plane.
with ξ ∈ [0, λ). The intersection point between the normal line nl(x) and
the upper plane zu(x) is determined imposing:
zu(x) = nl(x) 7−→ a · sin
(
2pi · x
λ
)
+
1
m(ξ)
· x+ 1
2
c0 − zl(ξ) = 0
(3.121)
the latter transcendental equation has no analytic solution and can be ex-
actly solved only in a numerical way.
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Figure 3.14: Geometrical construction of the disregistry 4d in ξ = 0 (origin of the
coordinate system). (a) The black tu(x) and red tl(x) dashed line are the tangent lines
in ξ = 0 for the upper zu(x) and lower zl(x) plane respectively (black lines). The blue
dashed line nl(x) is the normal line of the lower plane in ξ = 0. (b) Zoom of the cross
area (red circle in caption a). The cross point (χ, nl (χ)) is the intersection between the
normal line nl(x) and the upper plane zu(x). The approximate cross point (χ′, nl (χ′))
is the intersection between the lower normal line nl(x) and the upper tangent line tu(x).
For simplicity, I have called this solution (χ, nl(χ)), where nl(χ) is:
nl(χ) =
1
2
c0 + a · sin
(
2pi · χ
λ
)
(3.122)
Now the disregistry ∆d is deﬁned as the distance between the cross point
(χ, nl(χ)) and (ξ, zu(ξ)) by:
∆d(ξ) =
√
(χ− ξ)2 + (nl(χ)− zu(ξ))2 (3.123)
Then the transcendental equation 3.121 is solved in a numerical way and
the disregistry ∆d(ξ) is calculated using the latter equation.
A convenient way to approximate the solution of the transcendental equation
3.121 is to approximate the values of zu(x) with its tangent line tu(x) at ξ.
I have called this approximation as ∆d approximation.
Therefore the approximate cross point is determined imposing tu(x) = nl(x):
tu(x) = nl(x) 7−→ zu(ξ)+m(ξ) · (x−ξ) = zl(ξ)− 1
m(ξ)
· (x−ξ)
(3.124)
with solution:
χ
′
(ξ) = x = ξ +
zl(ξ)− zu(ξ)
m(ξ) + 1
m(ξ)
= ξ − c0
2
m(ξ)
1 +m(ξ)2
(3.125)
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Figure 3.15: Disregistry function ∆d(ξ) for diﬀerent a/λ ratio. For a/λ ∼ 0 the disreg-
istry function is approaching a cosine function with amplitude (pi · a · c0)/λ
where I have called this approximate cross point
(
χ
′
, nl
(
χ
′))
, where nl
(
χ
′)
is:
nl(χ
′
) = zl(ξ)− 1
m(ξ)
· (χ′ − ξ) = zl(ξ) + c0
2
1
1 +m(ξ)2
(3.126)
Then the approximate disregistry ∆d(ξ) becomes:
∆d(ξ) =
√
(χ′ − ξ)2 + (nl (χ′)− zu (ξ))2 =
=
√(
−c0
2
m (ξ)
1 +m (ξ)2
)2
+
(
zl (ξ) +
c0
2
1
1 +m (ξ)2
− zu (ξ)
)2
=
=
√(
−c0
2
m (ξ)
1 +m (ξ)2
)2
+
(
a¯ · sin
(
2pi · ξ
λ
)
+
c0
2
1
1 +m (ξ)2
− 1
2
c0 − a¯ · sin
(
2pi · ξ
λ
))2
=
=
√(
−c0
2
m (ξ)
1 +m (ξ)2
)2
+
(
+
c0
2
1
1 +m (ξ)2
− 1
2
c0
)2
=
=
√√√√(−c0
2
m (ξ)
1 +m (ξ)2
)2
+
(
−c0
2
m (ξ)2
1 +m (ξ)2
)2
=
=
c0
2
√√√√ m (ξ)2(
1 +m (ξ)2
)2 (1 +m (ξ)2) = c02 m (ξ)√
1 +m (ξ)2
(3.127)
where I have chosen the positive solution imposed by the condition ∆d(0) ≥
0. Taking in account the slope m(ξ):
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m(ξ) =
2pi · a
λ
· cos
(
2pi · ξ
λ
)
(3.128)
I have found the general analytical formula ∆d(ξ):
∆d(ξ) =
pi · a · c0
λ
· cos
(
2pi · ξ
λ
)
1√
1 +
(
2pi·a
λ
cos
(
2pi·ξ
λ
))2 (3.129)
this disregistry function∆d(ξ) possesses the same periodicity λ of the bended
graphite with an amplitude given by:
∆d(0) =
pi · a · c0
λ
· 1√
1 +
(
2pi·a
λ
)2 (3.130)
In Figure 3.15 I have showed the disregistry function ∆d(ξ) for diﬀerent a/λ
ratio. As the a/λ becomes smaller, the disregistry function tends to a cosine
function with amplitude (pi · a · c0)/λ.
Later in section 3.5.2 I have calculated the disregistry energy of a bent
plane using the exact numerical solution and the approximate solution. I
have found that the approximate solution is enough accurate to describe the
disregistry energy.
The energy associated with the disregistry 4d and ε3
The disregistry function 4d (ξ) represent the shear displacements between
any couple of graphite planes in the ξ coordinate along the x-axis.
In this section I have studied the formation energies associated with the
disregistry 4d (ξ) and the strain ε3 along the c-axis ([0001]direction).
The primitive lattice vectors of the 4 atoms unitcell are (blue lines in Figure
3.16):
 a1a2
a3
 =

1
2
a0 −
√
3
2
a0 0
1
2
a0
√
3
2
a0 0
0 0 c0
 (3.131)
where a0, c0 are the graphite lattice parameters. In order to describe the
elasticity of a bent plate I use the following orthogonal lattice vectors (brown
lines in Figure 3.16):
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[0001] [1210]
[1010]
Figure 3.16: The primitive lattice vectors (blue line) of the 4 atoms unit cell (red atoms)
and the lattice vectors (brown line) of 8 atoms the unitcell (green box). The latter unitcell
is used to describe the mesoscale elastic properties.
 a1a2
a3
 =
 a0 0 00 √3a0 0
0 0 c0
 (3.132)
these lattice vectors describe the 8 atoms unitcell highlighted by a green box
in Figure 3.16. Under deformation these lattice vectors ai are transformed
into the new strained lattice vectors a′i by: a′1a′2
a′3
 =
 a1a2
a3
 (I+ ε) (3.133)
where ε is the strain tensor and I is the identity matrix. In this case I want
to describe how the formation energy of the system change with respect to
the disregistry 4d and the c0 parameter lattice.
The new set of parameter lattice corresponding to the disregistry 4d and
the changed c parameter lattice correspond to the following strain tensor
ε =
 0 0 00 0 0
ε5 0 ε3
 (3.134)
and the new lattice vectors are:
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ε 3
Figure 3.17: Energy surface with respect to the disregistry 4d and the strain ε3 applied
along the c-axis ([0001] direction). This energy in referring to a unit cell of 8 host atoms
AB graphite (green line in Figure 3.16).
 a′1a′2
a′3
 =
 a1a2
a3
 1 0 00 1 0
ε5 0 1 + ε3
 =
 a 0 00 √3a 0
ε5 0 (1 + ε3) · c0
(3.135)
where the strain component ε5 represent the disregistry 4d and the compo-
nent ε3 describe the changing of the change the c0 parameter lattice.
The disregistry4d is a periodic function along the [1210] direction (4d (a) =
4d (0)).
Thus in order to calculate the energy associated with this strain vector I have
applied a grid of 26 displacements along
[
1210
]
direction with increments
0.005 ranging from ε5 = 0.000 to ε5 = 0.125. For each of these displacement
I have applied 24 strain ε3 along [0001] direction with the same increment
0.005 ranging from ε3 = −0.060 to ε3 = 0.060.
The energies of each strained unitcells are calculated using density functional
theory within the LDA approximation. The details of the calculations are
the same as performed in section 3.1, except for the Brillouin zone integra-
tions, where I have used a Monkhorst-Pack mesh of 16 − 10 − 8 k -points
instead of 16− 16− 8 (as the lengths along the y lattice vector is √3 time
larger than the primitive unit cell).
The energy surface with respect to the disregistry 4d and the strain ε3 is
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shown in Figure 3.17.
Then this energy surface is ﬁtted by a function of order n+m deﬁned by:
Efit (∆d, ε3) =
n∑
α=0
m∑
β=0
cα,β ·
∣∣∣∣sin(pi2 ∆da
)∣∣∣∣α · εβ3 · δβ=1 (3.136)
this function is a n-order power series of sine functions along the [12¯10] direc-
tion and a m-order polynomial function along the [0001] direction (c-axis).
The order of the function Efit (x, y) is then increased until the maximum
error between ﬁtted values and respective data are equal or less than the
precision of the data themself (10−7a.u.). In analytic form this requirement
become:
Max
[
+0.125∑
x=0.000
+0.060∑
y=−0.060
∣∣Efit(x, y)− data (x, y)∣∣] ≤ 10−7a.u.
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Table 3.6: Coeﬃcient values cα,β of the ﬁtting function Efit (x, y). The values c0,2 and
c0,3 correspond to the second order 12C33 and third order
1
6C333 elastic constants.
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where data (x, y) are the calculated energy values. I have found that n = 10,
m = 13 reproduce the ab-initio data within the latter requirement. The
coeﬃcient values cα,β of the function Efit (x, y) are listed in Table 3.6. In
the next section I have calculated the disregistry energy of a bent plane.
The total disregistry energy of a bent plane
The mesoscale elastic properties have been studied using the basic 8 atoms
unitcell (see green box in Figure 3.16) repeated n-time along the [12¯10] di-
rection. Therefore the studied unitcells have stoichiometry Cn·8 respectively.
In this section I have calculated the disregistry energy for any n arbitrary
unitcells using the exact value compared with the three diﬀerent approxi-
mations.
The results so far found are:
1. The disregistry ∆d(ξ) for any ξ coordinate along the [12¯10] direction.
The exact numerical solution is found by solving the transcendental
equation 3.121 and using the equation:
∆d(ξ) =
√
(χ− ξ)2 + (nl(χ)− zu(ξ))2 (3.137)
1. The approximate analytic solution ∆d(ξ) is found using:
∆d(ξ) =
pi · a · c0
λ
· cos
(
2pi · ξ
λ
)
1√
1 +
(
2pi·a
λ
cos
(
2pi·ξ
λ
))2 (3.138)
1. as the disregistry function ∆d(ξ) is deﬁned with respect to the coor-
dinate ξ, the strain ε3, the amplitude a and the wavelength λ, I can
write:
∆d(ξ, ε3, a, λ) =
pi · a · c0 · (1 + ε3)
λ
· cos
(
2pi·ξ
λ
)√
1 +
(
2pi·a
λ
cos
(
2pi·ξ
λ
))2 (3.139)
2. The energy associated with the disregistry ∆d(ξ, ε3, a, λ) and the strain
component ε3 for each coordinate ξ along the [12¯10]:
Efit (ξ, ε3, a, λ) =
n∑
α=0
m∑
β=0
cα,β ·
∣∣∣∣sin(pi2 ∆d(ξ, ε3, a, λ)a
)∣∣∣∣α · εβ3 · δβ=1(3.140)
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Total disregistry energy Ed (ε3, a, λ)A
approximationA λ = a0 · 23 Å λ = a0 · 24 Å λ = a0 · 25 Å λ = a0 · 26 Å
∆d A 0.01922566 0.00975695 0.00494696 0.00247348
Z.O. A 0.01921577 0.00975571 0.00494680 0.00247346
∆d + Z.O. A 0.01921576 0.00975571 0.00494680 0.00247346
E.N. solution A 0.01922567 0.00975695 0.00494696 0.00247348
Relative error % A 0.0515 % 0.0127 % 0.0032 % 0.0006 %
Table 3.7: The total disregistry energy Ed (ε3, a, λ) with respect to the diﬀerent approx-
imations (∆d, Z.O.) and the exact numerical (E.N.) solution (In these calculation the
amplitude is a = 0.20 Å).
Now I have all I need in order to implement the disregistry energy Ed (ε3, a, λ):
The total disregistry energy Ed (ε3, a, λ) represent is the sum of all the atom
contributions of the disregistry energy Efit (ξ, ε3, a, λ) along the bent plane.
Ed (ε3, a, λ) =
n∑
i=1
Efit (ξ, ε3, a, λ) (3.141)
where n is the how many time the 8 atoms unitcell (see Figure 3.16) is repeat
along the x-axis.
In the zero-order (Z.O.) approximation I assume that all the atoms along
the bent plane possess the same distance along the x-axes. The Z.O. ap-
proximation always introduce an error because a bent plane always contract
and expanded in a way that the distance between atoms are the same on
the bent plane and not their projections on the x-axis. In the following
discussion I evaluate the total disregistry energy Ed (ε3, a, λ) for the Z.O.
approximation compared with the exact numerical (E.N.) solution where
the distances along the bent plane are the same.
In order to ﬁnd the exact numerical solution we start to deﬁne the bond
length along the
[
1210
]
direction as:
bond =
√
(ξi+1 − ξi)2 + (a/4)2 +
(
a sin
(
2pi · ξi+1
λ
)
+ a sin
(
2pi · ξi
λ
))2
(3.142)
where ξi is the position of the atom i on the plane. For simplicity I call the
local displacement as: ∆ξi+1 = (ξi+1 − ξi). Solving (in a numerical way) the
equation 3.142 with respect the variable local displacement:
100
Mesoscale Elastic Properties of Graphite
∆ξi+1 (a, bond, λ) (3.143)
I obtain the local displacement as a function of the amplitude a, the bond
length bond and the wavelength λ.
Now I impose the condition that the sum of∆ξi+1 over all the atom positions
of the bent plane must be equal to the total wavelength λ of plane along
x-axis:
n∑
i=1
∆ξi+1 (a, bond, λ) = λ per any a (3.144)
By solving the latter equation I obtain the new bond length value and there-
fore the corresponding atomic positions ξi along the bent plane.
In Table 3.7 are reported the exactly numerical ∆d(ξ) for diﬀerent values of
the amplitude a¯ and wavelength λ.
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Figure 3.18: The mesoscale elastic properties of graphite are studied using diﬀerent
unitcell sizes. The stoichiometry of the unit cell are C64, C128, C256, C512.
3.5.3 Simulation of the mesoscale elasticity of graphite
In this section I have studied the mesoscale elasticity via density function
theory compared with the meso-elastic theory. .
The exchange-correlation energy is parametrized within the local density
approximation using the Perdew and Wang functional [84]. The wavefunc-
tion basis sets used is pdpp, the same basis used previously for the classical
elastic theory. Norm-conserving pseudopotentials based on the Hartiwigsen-
Goedecker-Hutter scheme were used [86]. The charge density is represented
by a plane-wave basis in reciprocal space expanded up to 600 Ryd. To per-
form the Brillouin zone integrations I use a Monkhorst-Pack scheme [?] with
mesh 1× 10× 8 k -points. In order to take into account the possible disper-
sion of the levels inside the band gap, a metallic ﬁlling is used, where the
number of electrons at each k-point can diﬀer.
In the same way of the previous graphene study I have used diﬀerent unitcell
sizes with stoichiometry C64, C128, C256, C512 (see Figure 3.18). The lattice
vectors are orthogonal between each other with length:
lx = 8 · a0 · (64− natom)
ly =
√
3 · a0
lz = c0
 (3.145)
where natom is the number of atoms of each unitcells.
The mesoscale elastic constants are determined by appling diﬀerent strain
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Figure 3.19: The formation energy per unit volume with respect to strain increments
ε1 along the [12¯10] direction for the diﬀerent unitcells shown in Figure 3.18. The linear
behavior in the compression region is due to the plane bending. The respective ﬁtting
values represent the mesoscale elastic constant CM11 .
vectors ~ε to the following perfect lattice parameters: a1a2
a3
 =
 8 · a0 · (64− natom) 0 00 √3 · a0 0
0 0 c0
 (3.146)
Under strain the primitive vectors ai are transformed into the new lattice
vectors a′i b,y:  a′1a′2
a′3
 =
 a1a2
a3
 (I + ε) (3.147)
where I is the identity matrix and ε is the strain tensor:
ε =
 ε1
1
2
ε6
1
2
ε5
1
2
ε6 ε2
1
2
ε4
1
2
ε5
1
2
ε4 ε3
 (3.148)
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Figure 3.20: The formation energy per unit volume with respect to the strain increments
ε1 and ε3 for the unitcell with lengh Lx = 76 Å. The respective ﬁtting values represent
the mesoscale elastic constant CM13 .
the latter tensor is linked with the strain vector by: ~ε = (ε1, ε2, ε3, ε4, ε5, ε6).
Then the mesoscale elastic constants CMij are found by appling diﬀerent
strains components εi to the perfect lattice parameters. The strain chosen
are 21 ranging between ±0.02 with increment 0.001.
For the mesoscale elastic constants CM11 and C
M
33 the only non-zero strain
components are ε1 and ε3, respectively. In Figure 3.19 the ab-initio results
(red points) are compared with the meso-elastic theory previously developted
(black curves). Like in graphene the agreement between the two theoretical
approaches is excellent.
By ﬁtting the respective ab-initio data with a polynomial functions of 10th-
order12 I have found the respective mesoscale elastic constant.
I observe that the critical strain tend to decrease as I increase the length Lx
until the value 76 Å. For longer Lx the critical strain εcritical remain ﬁxed
to the convergent value of 0.0026. This is the main diﬀerent between the
graphite and the graphene case.
12Test calculations shown that the ﬁtting are well well convergent.
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Lx C11 C12 C33 C13 C44
19 Å 1105 182 30.5 −2.3 4.8
38 Å 1043 172 31.0 2.8 4.8
76 Å 1040 171 31.2 4.5 4.8
152 Å 1040 171 31.2 4.5 4.8
Table 3.8: The resulting Mesoscale elastic constant with respect to the length Lx.
In the ﬁrst row (Lx=19 Å) the graphite plane are always ﬂat and the mesoscale
elasticity degenerate into the classical elasticity. For larger length Lx the planes
when compressed tend to bend introducing the mesoscale elastic constant. The
respective mesoscale elastic constant are convergent for length larger that 76 Å.
In graphene the critical strain εcritical decrease monotonically as we increase
the length Lx.
In graphite after a length value of Lx = 76 Å the disregistry energy become
predominant and freeze the critical strain to a ﬁxed value of 0.0026. Further
due to the frozen critical strain also the respective mesoscale elastic constant
remain ﬁxed after for unitcell longer than Lx = 76 Å.
The resulting mesoscale elastic constant CM11 drop from 1104 GPa (classical
elastic constant, i.e. ﬂat plane) to convergent value 1040 GPa. I observe
that both the values are in agreement with the experiment (1080±20 GPa).
The reason why CM11 does not change appreciably is because is even-order
elastic terms. The linearty behavior due to the bending is mainly given by
the odd-order terms of the strain energy (C111, C11111... ).
The mesoscale elastic constant CM33 slightly increase from 30.6 GPa (classical
elastic constant, i.e. ﬂat plane) to the convergent value 31.2 GPa. This
slightly changing is reﬂecting a weak plane bending when the c-axis expand.
For the CM44 the only non-zero strain component is ε5. In this case the planes
are always ﬂat and the resulting mesoscale elastic constant degenerate into
the corresponding classical value CM44=C44.
Figure 3.20 show the strain energy with respect the strain components ε1,
ε3. This energy surface is ﬁtted by a polynomial functions in two variables
(ε1, ε3) and the reulting coeﬃcient term ε1 · ε3 is the CM13 mesoscale elastic
constant. The values found are negative when the plane is ﬂat (under the
critical strain) and they become positive above the critical strain with the
convergent value +4.52 GPa (see Table 3.8). The agreement with the revised
experimental value is perfect (7.9± 3.5 GPa).
Finally the elastic constant CM12 is found using the meso-elastic theory with
the following strain vector −→ε = (ε1, ε2, 0, 0, 0, 0). As for CM11 case, the corre-
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sponding value drop from 182 GPa to the convergent value 171 GPa, both
in agrement with revised experimental value (180± 20).
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Conclusion
In this thesis I have proposed two novel theories concerning the mechanical
properties of silicon carbide and graphite.
The ﬁrst theory is a milestone on the road to implementing robust, high
performance SiC devices while the second theory has profound implications
for the new ﬁeld of graphite/graphene science.
• Theory of the Dislocation Glide Enhancements in Silicon Carbide
In this work, I have investigated the dislocation core eﬀect on electrical
activity and kink migration. I have shown that the symmetric reconstruc-
tions along the dislocation line are always electrically active and have glide
activation energies lower than the respective asymmetric reconstructions.
Further, I have proposed a theoretical model, which can explain in details
all the following experimental evidence:
1. Why under forward bias the dislocations can be electrically active:
Under electron-hole plasma injections (i.e. under forward bias), the free
energy of the SR dislocations is dynamically lowered by continuous electron-
hole transitions between the respective deep levels and valence/conduction
2. Why the 90◦ partials are immobile while the 30◦ partials can move:
To stabilize the SR 90◦ partials, a shear between the unfaulted and stacking
fault regions along the dislocation line is required, while for the 30◦ partials
the AR does not require a long ranged shear, but rather only requires ﬂipping
of alternate atoms in the core. Therefore, only for the 30◦ partials does
the SR dislocation line becomes more stable than the AR with a strong
dynamic charge screening provided by the continuous electron hole plasma
injections. The deep levels provided by the SR are dynamically positive
(hole recombination) and negatively (electron recombination) charged.
However, the strong charge screening of the dislocation line surrounded by
electron-hole plasma freezes the deep levels inside the band gap, i.e. the
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30◦ partial deep levels correspond to the respective neutral band structures.
Therefore, both the 30◦ partials can provide band-gap level deep enough as
required by the REDG mechanism.
3. Why only the Si(g) 30◦ dislocations move:
The band structure analysis have shown that both the 30◦ partials allow
electrical transitions of indirect type, i.e. with electron-phonons coupling.
These transitions can involve the creation of phonons at diﬀerent points of
the Brillouin zone. I have suggested that the reason why only the Si(g)
30◦ dislocations are mobile under electron-hole plasma injection is due to
the diﬀerent kind of phonons created that could hinder (for the C(g) 30◦
dislocations) or increase (for the Si(g) dislocations) the stability of the SR
dislocation line.
The same reason explains why the radiative transition rate on the Si(g)
dislocations is higher than the corresponding C(g) dislocations.
In conclusions this model can be applied to any semiconductor materials in
order to predict the behaviour under electron-hole plasma and could inspire
new experimental technique to reduce the degradation mechanism.
• Mesoscale elasticity in graphene/graphite material
In this study I have determinate the classical third- and second-order elastic
constants. In agreement with previous theoretical studies I have found that
the C13 elastic constant has a negative values in strongly disagreement with
the positive value found experimentally.
The common opinion is that theory fail because does not include an im-
portant part of the physical interaction between layers, the van der Waals
interaction and therefore should not be relied upon.
Contradicting this belief, I have demonstrated that theory performs excel-
lently for graphite and reproduces with precision the all elastic properties.
I have developted a mathematical theory beyond the harmonic approxima-
tion that describe the elastic behaviour of graphite/graphene. Further I have
conﬁrmed this theory via density functional calculations.
I have shown that under compression graphite tends to bend and these bend-
ing modes introduce a new class of elastic constants, called mesoscale elastic
constants, which reproduce with great accuracy the respective experimental
values.
Therefore the elastic constants measured experimentally are the mesoscale
elastic constants (the constants that really describe the elastic behaviour
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of graphite), while the elastic constants determinate via ab-initio methods
are the real (and common) elastic constants. The mesoscale elasticity in
principle should extend to all the layered-materials.
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