In this paper we study integral operators with kernels
1 q(·) = 1 p(·) − α n , for certain exponent functions p satisfying weaker conditions than the classical log-Hölder conditions. ,Ω (f /λ) ≤ 1 .
We will denote f p(·) instead of f L p(·) (Ω) if the role of the set Ω is clear enough. These spaces are known as variable exponent spaces and are a generalization of the classical Lebesgue spaces L p (R n ). They have been widely studied lately. See for example [1] , [3] and [4] . The first step was to determine sufficient conditions on p(·) for the boundedness on L p(·) of the Hardy Littlewood maximal operator
.
We say that r(·) is log-Hölder continuous at infinity, and denote this by r(·) ∈ LH ∞ (Ω), if there exist constants C ∞ and r ∞ such that for all x ∈ Ω,
In [3] , D. Cruz Uribe, A. Fiorenza and C. J. Neugebauer proved the following result. If p(·) ∈ P(R n ), 1 < p − ≤ p + < ∞ and p(·) ∈ LH 0 (R n ) ∩ LH ∞ (R n ), then the Hardy Littlewood maximal operator is bounded on L p(·) (R n ). In [2] (chapter 4) the authors show that the boundedness of the maximal operator can be obtained under weaker conditions on the exponent p(·). They define the N ∞ − condition as follows,
Definition 2
Given Ω ⊆ R n and p(·) ∈ P(R n ), we say that p(·) ∈ N ∞ (Ω) if there exist constants Λ ∞ and p ∞ such that
where
Also, in [2] , the authors define the K 0 − condition as follows, Definition 3 Given p(·) ∈ P(R n ), then p(·) ∈ K 0 (R n ) if there exists a constant C such that, for every cube Q,
They prove the following result. If p(·) ∈ P(R n ), 1 < p − ≤ p + < ∞ and p(·) ∈ K 0 (R n ) ∩ N ∞ (R n ), then the Hardy Littlewood maximal operator is bounded on L p(.) (R n ). They also show that LH 0 (R n ) ∩ LH ∞ (R n ) ⊂ K 0 (R n ) ∩ N ∞ (R n ) and they give an example that shows that the the inclusion is strict.
For α = 0 we take m > 1.We denote by Σ = Σ n−1 the unit sphere in R n . Let Ω i ∈ L 1 (Σ). If x = 0, we write x ′ = x/|x|. We extend this function to
and let
with
where A i , are certain invertible matrices and f ∈ L ∞ loc (R n ). In [7] the authors consider the operator T α defined in (3) where, for 1 ≤ i ≤ m, k i is given by (2) . For 1 ≤ p ≤ ∞ and Ω i ∈ L 1 (Σ), they define the L p -modulus of continuity as
They make the following hypothesis about the functions Ω i , 1 ≤ i ≤ m,
They obtain the boundedness of this kind of operators in weighted Lebesgue spaces. We recall that a weight ω is a locally integrable and non negative function. The Muckenhoupt class A p , 1 < p < ∞, is defined as the class of weights ω such that
where Q is a cube in R n . For p = 1, A 1 is the class of weights ω satisfying that there exists c > 0 such that
We denote [ω] A1 the infimum of the constant c such that ω satisfies the above inequation.
In this paper we study the boundedness of T α on variable Lebesgue spaces. The exponent functions will satisfy certain regularity conditions and also certain relations with the different matrices A i involved in the kernel K. We will ask the hypothesis p(A i x) ≤ p(x) a.e.x ∈ R n . In [9] we proved that this condition is in fact necessary in some particular cases. We will first prove the boundeness of the fractional maximal operator in variable Lebesgue spaces, with standard extrapolation techniques. Then we obtain the
To obtain this result we use the boundedness of the "sharp maximal function". We recall that given a function f ∈ L 1 loc (R n ) we define the sharp maximal function
where B is a ball containing x. In [2] the authors prove that given p(·) with
Main results
In this paragraph we use the sharp maximal function to obtain the boundedness of the operator defined by (3). In [5] , B. Muckenhoupt y R.L. Wheeden define A(p, q), 1 < p < ∞ and 1 < q < ∞, as the class of weights ω such that
They also obtain the corresponding weak type inequality. With classical extrapolation techniques we get the following result,
If p − = 1 then, for all λ > 0,
Proof. Let q 0 : 1 p− − 1 q0 = α n and we suppose that p − > 1. Letq(·) = q(·) q0 , we take a bounded function f with compact support.
We define an iteration algorithm on Lq ′ (·) (R n ) by
As in [2] it follows that
. We now show that M α f q(·) < ∞. By proposition 2.12 in [2] it is enough to
Now, since f is bounded with compact support, M α f ∈ L s (R n ) for all n n−α < s < ∞.
The rest of the proof follows as in the proof of Theorem 5.46 in [2] .
Lemma 2
Given Ω ⊆ R n . If p(·) ∈ N ∞ (Ω) and p ∞ = ∞ then 1 ∈ L p(·) (Ω).
Proof. For λ > 1 sufficiently large, by the N ∞ − condition for p, and Ω + = Ω Ω ∞ ,
e.x ∈ R n , then there exists c > 0 such that
for all f ∈ L p(·) (R n ).
Proof. a)
We assume that f is bounded with compact support and f p(·) ≤ 1.
We will prove that,
We
Since f 2 is bounded and with compact support, f 2 ∈ L p∞ (R n ) and so
To estimate f 2 L p∞ (E) , by the definition of E, we define the defect exponent r(·) ∈ P(E) by
By the generalizated Hölder's inequality, Corollary 2.28 in [2] ,
The last inequality follows since r(·) ∈ N ∞ , r ∞ = ∞ and so Lemma 2 implies 1 ∈ L r(·) (E).
To estimate f 2 L p∞ (F ) , we apply Lemma 3.28 in [2] , with g = f 2 ∈ L p(·) (F ), t(·) = p(·), u(·) = p ∞ . Since f 2 L p(·) (F ) ≤ 1,
Combining the above estimates we get
Now, in a similar way, we estimate f 2 • A −1 L p(·) (F ) . We define the defect exponent s(·) ∈ P(F ) by 1
By the generalized Hölder's inequality, Corollary 2.28 in [2] ,
Since s(·) ∈ N ∞ and s ∞ = ∞, by Lemma 2 we have that 1 ∈ L s(·) (F ). Further, we can now argue as we did above to get
We now estimate f 1 • A −1 p(·) . Since p + < ∞ it's enough to prove that there exits c > 0 such that ρ p(·) (f 1 • A −1 ) ≤ c. Since p(Ax) ≤ p(x) a.e.x ∈ R n and again from Corollary 2.22 in [2] , 
We have that
By a change of variable and using the hypothesis on the exponent,
Let D = det(A −1 ) , then we have two cases:
If D > 1, then from (4) it is follows that
dy.
That is,
dx.
From this last inequality it follows that
Theorem 4 Let 0 ≤ α < n and let T α be the integral operator given by (3) . Let m ∈ N (or m ∈ N\ {1} for α = 0), let A 1 , ..., A m be invertible matrices such that A i − A j is invertible for i = j, 1 ≤ i, j ≤ m and the functions Ω i satisfy the hypothesis (H1) and (H2). Let s ≥ 1 be defined by 1 p1 + ... + 1 pm + 1 s = 1, let p(·) ∈ P(R n ) be such that 1 ≤ s ≤ p − ≤ p + < n α and such that p(A i x) ≤ p(x) a.e.x ∈ R n and let q(·) ∈ P(R n ) be defined by 1 p(·) − 1 q(·) = α n . If q(·) s ∈ N ∞ (R n ) ∩ K 0 (R n ) then, a) there exist C > 0 such that
for all λ > 0, f ∈ L ∞ c (R n ). b) If p − > s then T α extends to a bounded operator from L p(·) (R n ) into L q(·) (R n ).
Proof. a) In [7] the authors prove that, for f ∈ L ∞ c (R n ),
s ∈ N ∞ (R n ) ∩ K 0 (R n ) then by Theorem 4.52 in [2] the maximal operator it is bounded on L q(·) s (R n ). So, by Theorem 4.37 in [2] , it is bounded on L q(·) (R n ). Also by Corollary 4.64 in [2] it is bounded on L q ′ (·) (R n ). By Corollary 4.50 in [2] , q ′ (·) ∈ K 0 (R n ). And so q ′ (·) ∈ N ∞ (R n ) ∩ K 0 (R n ).
Let λ > 0 and f ∈ L ∞ c (R n ). Since q ′ (·) ∈ N ∞ (R n ) ∩ K 0 (R n ), again Theorem 5.52 in [2] implies that the maximal operator is bounded on L q ′ (·) (R n ), so from Theorem 5.54 in [2] and (5) ,
So by Proposition 2.18 in [2] and by Theorem 2.34 in [2] = C sup
We apply the Hölder's inequality, Theorem 2.26 in [2] , 
Now we use (5) and since q(·) ∈ N ∞ (R n ), by the Proposition 3
By the Proposition 2.18 in [2] , Lemma 1 and Proposition 2.18 in [2] = Cm (M α.s |f | s )
. Theorem 5 Let 0 ≤ α < n and let T α be the integral operator given by (4) . Let m ∈ N (or m ∈ N \ {1} for α = 0). Let A 1 , ..., A m be invertible matrices such that A i − A j is invertible for i = j, 1 ≤ i, j ≤ m and the functions Ω i satisfy the hypothesis (H 1 ) and (H 2 ). Let s ≥ 1 be defined by 1 p1 + ... + 1 pm + 1 s = 1, let p(·) ∈ P(R n ) be such that 1 ≤ s ≤ p − ≤ p + < n α and such that p(A i x) = p(x) a.e.x ∈ R n and let q(·) ∈ P(R n ) be defined by 1 p(·) − 1 q(·) = α n . If the maximal operator is bounded on L q ′ (·) (R n ) then, a) there exist c > 0 such that for all λ > 0, f ∈ L ∞ c (R n ). b) If p − > s then T α extendes to a bounded operator from L p(·) (R n ) into L q(·) (R n ).
Proof. a) Let λ > 0 and f ∈ L ∞ c (R n ). By Theorem 5.54 in [2] , since the maximal operator is bounded on L q ′ (·) (R n ), λχ {x:Tαf (x)>λ} q(·) ≤ C λχ {x:M # (Tαf )(x)>λ} q(·) . Now, by (5) , as in the proof of the previous Theorem, we have that b) We suppose that s < p − . Let f ∈ L ∞ c (R n ). By Theorem 5.54 in [2] , since the maximal operator is bounded on L q ′ (·) (R n ),
