Abstract. We define and analyze two kinds of stability in E-convex programming problem in which the feasible domain is affected by an operator E. The first kind of this stability is that the set of all operators E that make an optimal set stable while the other kind is that the set of all operators E that make certain side of the feasible domain still active.
Introduction.
The stability notion plays an important role in the mathematical programming field, it is important for solver or for the decision maker to preserve effort and time.
Stability in mathematical programming has many types, one of these types depends on making perturbation to the decision space or to the objective space or to both by a parameter. This type is called stability in parametric programming problems (see [3, 4, 5] ). Other types are called internal and external stability. This kind of stability depends on the set of efficient solution for multi-objective programming problems, namely, if for each efficient solution there exist some points in decision space dominated by it (this is external stability). On the other hand, internal stability means that any efficient solution is not preferred to another efficient solution, see [6] .
In this paper, the author presents a new type of stability in mathematical programming. This type is very important in composite programming [2, 8] and in E-convex programming which was presented by the author in [9] . This kind of stability is called E-stability which is discussed in this paper. Now, we give some examples to show that there are many operators E that transform an optimal point to another optimal point. Example 1.1. Consider the following problem: 
The set of optimal solutions is
It is clear that a transformation E : R 2 → R 2 which maps (x, y) to (9−x, 7−y) assigns any point in S again to a point in S. Also, for the solution (3,5) we can find more than one E :
25x .
(1.5)
The above two examples lead to the discussion of the set of all these operators qualitatively.
2. E-stability of an optimal set. Consider the following mathematical programming problem:
Denote S the set of optimal solutions for problem (2.1).
Definition 2.1. An E-stability of S is denoted by D(x),x ∈ S and is defined as
Let ξ be the space of all operators from R n to R n then D(x) is a point-to-set map from S to ξ.
for each x ∈ M. Since f is lower-semicontinuous, then 
Proof. Assume thatx,x ∈ S and E
and hence Ex, Ex ∈ S . Therefore, there existx,
which is a contradiction. Then
and hence D is convex.
Definition 2.8. Let S be a subset of R n and E : R n → R n be an operator. The set S is called an E-convex set if and only if
(For more details about E-convex sets see [9] .)
Theorem 2.10. Let f be a strictly convex function. If E ∈ D(x) then E −1 ∈ D(x).
Since f is strictly convex, thenx is the unique minimal point, that is, s = {x} and hence 
Proof. Since E ∈ D(x), then E(x) ∈ S. So (aE + b)x = aE(x) + bI(x), where I is the identity map. Since S is convex cone, then for a, b ≥ 0, (a, b) ≠ 0, aE(x) and bI(x) belong to S. Thus aE(x) + bI(x) ∈ S and hence aE + b ∈ D(x).

Theorem 2.12. Let S be a convex cone with vertex at the origin. If D(x)−{I}, x ∈ S, is compact, then there exists E ∈ D(x) −{I} with E(x) = x.
Proof. Suppose that ϕ(x) = min E∈D(x)−{I} Ex − x . Since D(x) −{I} is compact, then the minimal of ϕ exists. Let this minimal beĒ. Therefore
Since S is a convex cone with vertex at the origin, then aĒ +b ∈ D(x)−{I} and hence
Then for a = b we have
and hence
which impliesĒx = x and hence the result.
3. E-stability set of a side. Denote ρ(I) the side in the set M which is defined as
An E-stability set of a side ρ(I) is denoted by H(x, I),x ∈ S, and is defined as
Therefore g s (Êx) = 0, g s (Êx) < 0 for at least one S ∈ {1, 2,...,r } which is a contradiction. Hence the result.
Theorem 3.3. If S and ρ(I) are closed, then the set H(x, I
) with x ∈ S is closed.
Proof. Let E n be a sequence in H(x, I) and E n tends to E 0 as n tends to infinity,
). Hence the result. H(x, I) is convex. Since f and g i , i = 1, 2,. ..,m, are convex, then S is convex and hence S ∩ ρ(I) is convex since ρ(I) is convex. Thus A vector e ∈ R n is said to be tangent to M at x * if and only if there exists a positive number ν and a continuous function δx(·)
Definition 3.6. For M ⊆ R n , with x * ∈M, the set of points
is called the tangent cone to M at x * . (For more details see [7] .) Proof. Let (∂f (Ex)/∂x)e > 0 for all nonzero vectors e ∈ T , then E(x) is a proper local minimum of f . Since f is convex, then E(x) is a global minimum for f on ρ(I), that is, E(x) ∈ S ∩ ρ(I). Hence E ∈ H(x, I).
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