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Abstract
We explore the roles of topology and time-reversal symmetry in one-dimensional super-
conducting systems. Specifically, we examine junctions involving time-reversal-invariant
topological superconductors, which are characterised by the emergence of zero-energy
Majorana–Kramers pairs at their boundaries. For Josephson junctions composed of these
superconductors, we obtain, through a scattering matrix technique valid in a regime where
the junction length is much shorter than the superconducting coherence length, exact an-
alytical and numerical results for the Josephson current in terms of a small number of
independently measurable junction parameters. The current is found to have a number
of prominent and robust features which indicate the underlying symmetries and the non-
trivial topology inherent in these systems. The most remarkable of these features occurs
in the form of switches in the Josephson current, where the sign of the current reverses
as a consequence of crossings between energy levels in the subgap spectrum. By utilising
a quantum master equation approach, we establish general conditions under which these
switches manifest in relation to a phenomenological relaxation rate and a voltage applied
across the junction. Our findings enable quantitative predictions for such junctions, poten-
tially assisting in experimental directions regarding the detection of Majorana–Kramers
pairs in mesoscopic Josephson systems.
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Introduction
In 1937, the year preceding his mysterious disappearance, Ettore Majorana first dis-
seminated the idea for a new type of fermionic particle which now bares his namesake:
the Majorana fermion [1]. The profundity surrounding this fermion lies in its singular
characteristic—it is a particle which is its own antiparticle. In the field of high-energy
physics, present candidates for the Majorana fermion range from one of the initial sugges-
tions by Ettore Majorana, the neutrino, to the supersymmetric complements of certain
bosons [2]. However, despite the fervent interest in this particle, its experimental detection
remains yet elusive.
Until relatively recently, the fascination with Majorana fermions has primarily been
limited to physicists working in the context of high-energy physics. Almost twenty years
ago, an analogue of the Majorana fermion started to become the subject of study in
systems of condensed matter [3–6]. In such systems, the Majorana fermion is sought as
a zero-energy quasiparticle excitation localised at the boundaries of so-called topological
superconductors [7–9]. However, it was not till years later that an important intersection
between Majorana fermions and topological insulators was made in the form of a concrete
proposal to realise topological superconductors [10], galvanising the condensed matter
community’s interest in Majorana fermions. Stemming from this, much of the excitement
regarding applications has been in proposals to utilise Majorana fermions for fault-tolerant
topological quantum computation [11–13].
In this thesis, we explore the interplay between topology, superconductivity, and
time-reversal symmetry. Each of these concepts is central to the systems we study: short,
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one-dimensional Josephson junctions involving time-reversal-invariant topological super-
conductors. In the nontopological case, time-reversal symmetry has been known to allow
for remarkable results regarding the Josephson current flowing between junctions com-
posed of s-wave superconductors [14–19]. Taking this into consideration, the broad ob-
jective of this thesis is to investigate topological junctions with time-reversal symmetry in
order to search for analogues of these relations, as well as to identify any strong features,
which may be indicative of the underlying Majorana fermions, in the supercurrent that
flows across these junctions.
The remainder of this thesis is structured as follows. In the first chapter, we formalise
the idea of a Majorana fermion as a quasiparticle and motivate how superconductors are
potential environments where the Majorana fermion can arise. By connecting the topo-
logical classification of Hamiltonians to superconductors, we can physically interpret the
topology in terms of the ground state fermion parity of the superconductor. A toy model
known as the Kitaev wire [6] is then reviewed, serving as a useful example to demonstrate
the emergence of Majorana fermions as localised zero-energy states at interfaces between
a topological superconductor and a nontopological region.
For the second chapter, we focus on the aspects related to time-reversal symmetry
and the scattering matrix. We remark upon how time-reversal symmetry is motivated in
physical systems with spin-half particles and how the important and well-known result of
Kramers’ theorem enters. We then pivot to how the scattering matrix can be formulated in
relation to a mesoscopic scattering picture. For the systems that we consider throughout
the rest of this thesis, the scattering matrix has constraints placed upon it by time-
reversal symmetry and particle-hole symmetry. As an exemplary exercise, we review how
the scattering matrix approach may be applied to nontopological Josephson junctions
between s-wave superconductors in order to obtain the Josephson current arising from
the subgap levels and the continuum [15]; similar techniques will be employed in the
following chapter.
In the third chapter, we turn to original work investigating the signatures of topologi-
2
cal superconductivity in the Josephson effect for junctions between time-reversal-invariant
topological superconductors.1 By utilising the ideas developed earlier in this thesis, we
formulate a scattering matrix description for one-dimensional Josephson junctions of this
type, providing a powerful way to relate the excitation spectrum, and hence the Josephson
current, with respect to only a small number of experimentally accessible parameters. By
contrasting the results for topological junctions and their nontopological counterparts, we
find, in the ac Josephson effect, a number of possible regimes with striking features that
can serve as indicators of the nontrivial topological symmetries present in these systems.
For the fourth and final chapter, we describe a dynamical picture underlying one
of the aforementioned regimes for topological junctions in terms of an energy relaxation
originating from an effective electron-phonon coupling. Before this can happen, some
preliminaries are in order. The first is to introduce the density matrix formalism, the pri-
mary objective of which is to trace out a reduced density operator for a small subsystem
of interest with respect to a bipartite density operator that additionally incorporates a
large reservoir. While the exact time evolution of this reduced density operator is given by
the von Neumann equation, it ultimately involves the bipartite density operator. There-
fore, the second preliminary is to present an outline of a microscopic derivation for the
Lindblad form of the quantum master equation, enabling the time evolution of the re-
duced density operator to be described approximately without need for the full bipartite
density operator. The remainder of this chapter regards original results. Through an
effective low-energy description of junctions between time-reversal-invariant topological
superconductors, the master equation is employed to investigate how the previously men-
tioned regime can be robustly established in relation to the energy relaxation rate and an
applied voltage across the junction.
1This chapter is essentially as it appears in Ref. [1] of the Publications section.
3
4
Chapter 1
Majorana modes, superconductors,
and topology
Topological superconductors in one dimension are characterised by the emergence of zero-
energy quasiparticles at their boundaries. These zero-energy quasiparticles are the con-
densed matter analogue of the Majorana fermion and the purpose of this chapter is to
provide a brief review on how they can manifest and to outline their connection with
superconductivity and topology.
The remainder of this chapter is organised as follows. First, the Majorana fermion is
formally introduced and a distinction is made to differentiate the fundamental Majorana
fermion of high-energy physics with the Majorana mode of condensed matter physics.
Some important properties of the Majorana mode are then expounded upon through a
description in terms of fermions. Afterwards, a brief overview of the Bardeen–Cooper–
Schrieffer theory commences, which culminates with the possibility that the Majorana
mode may be realised as a superconducting quasiparticle. This leads into a discussion of
how particle-hole symmetry and superconductivity are related, and how the former is key
in the realisation of the Majorana mode. The discussion of symmetry then transitions to a
topological argument concerning superconducting Hamiltonians, allowing for a topological
invariant to be linked to the ground state fermion parity of a superconductor. Finally,
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the preceding ideas converge in the Kitaev wire: a toy model where unpaired Majorana
modes can emerge localised at the ends of the wire.
1.1 The Majorana operator
The hallmark of a Majorana fermion is that it is a particle which is its own antiparticle.
This imposes the definitive condition of Hermiticity upon any Majorana operator γ,
γ† = γ. (1.1)
In the context of high-energy physics, these particles also obey Fermi-Dirac statistics. For
systems of condensed matter, however, the fermionic constraint is relaxed to requiring
only that different particle operators anticommute and the term Majorana operator is
used to describe quasiparticles which satisfy the Hermiticity condition [Eq. (1.1)].
Quasiparticle operators with the property of Hermiticity can be formed by combining
fermionic operators. For instance, take an arbitrary fermion system with annihilation and
creation operators c and c†; the Hermitian and anti-Hermitian parts of these operators
are
γ1 = c+ c
†, (1.2a)
iγ2 =
(
c− c†
)
. (1.2b)
By construction, the operators γ1 and γ2 are Hermitian. These operators, however, do
not obey Fermi-Dirac statistics, as can be verified by taking
{γ1, γ1} = {γ2, γ2} = 2, (1.3a)
{γ1, γ2} = 0, (1.3b)
which is not the usual set of fermionic anticommutation relations. The operators γ1 and
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γ2 do, however, anticommute with each other. Taken together with their Hermiticity, they
are thus indeed Majorana operators.
From Eq. (1.2), it follows that γ2 = 1 and hence there is no Pauli exclusion principle
and also no way to define an occupation number for these operators; instead, in order for
any fermionic intuition to be relevant, one must consider pairing up Majorana operators
back into fermions, i.e.
c =
1
2
(γ1 + iγ2) , (1.4a)
c† =
1
2
(γ1 − iγ2) . (1.4b)
However, this raises the question as to the meaningfulness of describing a system in
terms of Majorana operators; it so far seems superfluous to use them when a fermionic
description is equivalent. It turns out, as shall be shown later in this chapter, that
systems can be constructed where a pair of spatially separated Majorana operators appear
as Majorana modes, i.e. operators corresponding to eigenstates of the system [6]. Of
course, one still cannot populate or depopulate these eigenstates; however, one can do
that with their linear combinations into ordinary fermion modes. If the Majorana modes
are localised far apart from each other—as will be the case for the systems referred to
here—the resulting fermion mode will be inherently nonlocal or, more precisely, bi-local
due to the localised nature of the two underlying Majorana modes.
Furthermore, in Eq. (1.2), it is important to note that Majorana operators involve
the superposition of an electron and a hole. As the quasiparticle modes which arise in
superconducting systems involve combinations of this type, this suggests that supercon-
ductors may be of interest with respect to the realisation of Majorana modes. In order
to explore this idea further, it is necessary to introduce some preliminaries regarding
superconductivity.
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1.2 Mean-field Bardeen–Cooper–Schrieffer theory
The Bardeen–Cooper–Schrieffer (BCS) theory [20] involves a microscopic model of super-
conductivity that incorporates an attractive electron-electron interaction which can be
mediated by lattice phonons. A simple form of this model is described by the reduced
BCS Hamiltonian,
HBCS =
∑
kσ
kc
†
kσckσ +
1
2Ω
∑
kk
′
σ1σ2σ3σ4
Vσ1σ2σ3σ4
(
k,k′
)
c†kσ1c
†
−kσ2c−k′σ3ck′σ4 , (1.5)
where c†kσ (ckσ) creates (annihilates) a fermion at an energy k, with indices k and σ
spanning respectively over momentum and spin; Ω is the system volume; and V is the
potential between interacting pairs of electrons with symmetry properties following from
the fermionic anticommutation relations [21, 22].
The mean-field (MF) approximation of the BCS theory is particularly useful. It
involves taking the average number of Cooper pairs to be nonvanishing [23]. In the case
of spin-singlet pairing, it is embodied by the BCS wavefunction ansatz [22]
|ΨBCS〉 =
∏
k
(
uk + vkc
†
k↑c
†
−k↓
)
|0〉 , (1.6)
where |uk|2 and |vk|2 are the respective probability amplitudes for the absence and pres-
ence of pairs in the system, |0〉 is the vacuum state, and ↑ and ↓ respectively refer to
spin-up and spin-down fermions. In the case of general spin-pairings, the mean-field
approximation amounts to taking
(
c†kσ1c
†
−kσ2 −
〈
c†kσ1c
†
−kσ2
〉)(
c−k′σ3ck′σ4 −
〈
c−k′σ3ck′σ4
〉)
= 0. (1.7)
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By ignoring constant terms and identifying the order parameter,
∆kσ1σ2 =
1
Ω
∑
k
′
σ3σ4
Vσ1σ2σ3σ4
(
k,k′
) 〈
c−k′σ3ck′σ4
〉
, (1.8)
∆∗−kσ1σ2 = −
1
Ω
∑
k
′
σ3σ4
Vσ3σ4σ1σ2
(
k′,k
) 〈
c†
k
′
σ3
c†−k′σ4
〉
, (1.9)
the BCS Hamiltonian may be recast into its mean-field form
HMF =
∑
kσ
kc
†
kσckσ +
1
2
∑
k
σ1σ2
(
∆kσ1σ2c
†
kσ1
c†−kσ2 −∆
∗
−kσ1σ2c−kσ1ckσ2
)
. (1.10)
Furthermore, by introducing the column and row vectors
cˆk =

ck↑
ck↓
c†−k↑
c†−k↓
 , cˆ†k = [c†k↑ c†k↓ c−k↑ c−k↓] (1.11)
the Hamiltonian may be written in the form
HMF =
1
2
∑
k
cˆ†k
[
k12 ∆ˆk
−∆ˆ∗−k −k12
]
cˆk, (1.12)
where we have assumed that the electron energies are measured from the chemical poten-
tial. The superconducting order parameter takes the form of a matrix with spin structure
∆ˆk =
[
∆k↑↑ ∆k↑↓
∆k↓↑ ∆k↓↓
]
. (1.13)
Fermionic anticommutation relations require that ∆ˆk = −∆ˆT−k. This condition is divided
into two more cases dependent on the pairing type; one is associated with spin-singlet
pairing, requiring that
∆ˆk = ∆ˆ−k = −∆ˆTk , (1.14)
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and the other with spin-triplet pairing, amounting to
∆ˆk = −∆ˆ−k = ∆ˆTk . (1.15)
The general form for the superconducting order parameter matrix can therefore be written
in terms of these pairings as
∆ˆk =
[
D0 (k) +
3∑
n=1
dn (k)σn
]
iσ2 (1.16)
where D0 (k) is an even function representing the singlet part of the pairing, the dn (k)
are odd functions associated with the triplet part of the pairing, and the σi that do not
appear as indices are the ith Pauli matrices [22].
In the case with spin-singlet pairing, the mean-field Hamiltonian [Eq. (1.10)] may be
diagonalised by the Bogoliubov–Valatin transformation [24, 25]
αk↑ = ukck↑ − vkc†−k↓, α−k↓ = ukc−k↓ + vkc†k↑,
α†k↑ = u
∗
kc
†
k↑ − v∗kc−k↓, α†−k↓ = u∗kc†−k↓ + v∗kck↑,
(1.17)
and the condition that 2kukvk + ∆
∗
kv
2
k −∆ku2k and its conjugate vanish. The operators
α†kσ are Bogoliubov quasiparticles which create excitations with a minimum energy ∆kσ.
While these quasiparticles are the combination of an electron and a hole, they fail to
qualify as Majorana modes as a consequence of the constituent parts having opposite spin,
which means that the necessary Hermiticity condition [Eq. (1.1)] is not satisfied. However,
this failure serves to demonstrate that a different kind of spin-pairing—a spin-triplet type
which renders the underlying fermions as effectively spinless—is required in order for a
Bogoliubov quasiparticle to be realised as a Majorana mode. While the specific form of
the spin-pairing that achieves this is important, it will be shown in the next section that,
with respect to a particular symmetry of the Hamiltonian, a general condition involving
quasiparticle energy can be formulated for the Majorana mode in superconductors.
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As a final note, while the formal definition of symmetries is left to Chapter 2, for the
purposes of establishing the connection between superconductors and Majorana modes,
it is sufficient to understand the relevant symmetry of superconductors in terms of their
eigenspectrum without need for further technical detail.
1.3 Particle-hole symmetry
Superconductors have the property of particle-hole symmetry, relating a positive eigen-
value of the BCS Hamiltonian to a negative eigenvalue of equal magnitude. To understand
how this symmetry arises, the mean-field BCS Hamiltonian, in a slightly more convenient
form, is taken as
H =
2N∑
αβ=1
[
hαβc
†
αcβ +
1
2
(
∆αβc
†
αc
†
β + ∆
∗
αβcβcα
)]
, (1.18)
where there are N single-particle states, the indices α and β span over both lattice site and
spin, the matrices h and ∆ correspond to kinetic and order parameter terms, respectively,
and the Fermi energy is taken to be zero. By introducing the vector of creation and
annihilation operators
[
c† c
]
=
[
c†1 c
†
2 . . . c
†
2N c1 c2 . . . c2N
]
, (1.19)
the BCS Hamiltonian is recast into the compact form
H =
1
2
[
c† c
]
HBdG
[
c
c†
]
, (1.20)
where the constant term equal to 1
2
tr (h) has been neglected. The square matrix HBdG is
the Bogoliubov–de Gennes (BdG) Hamiltonian, which has the form
HBdG =
[
h ∆
−∆∗ −h∗
]
(1.21)
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and is of the order 4N . It is important to note that the additional degrees of freedom
introduced with the doubling from 2N to 4N are redundant, since the matrix −h∗ acts
upon the same states as the matrix h.
The symmetry becomes apparent upon introducing the antiunitary operator
C = σˆ1K, (1.22)
where K is the complex conjugation operator and the matrix
σˆ1 = σ1 ⊗ 12N , (1.23)
with the first Pauli matrix σ1, is known as the particle-hole operator since it interchanges
particles and holes via
[
c† c
]
σˆ1 =
[
c c†
]
. (1.24)
Furthermore, HBdG and C anticommute,
CHBdGC−1 = −HBdG, (1.25)
demonstrating the particle-hole symmetry ofHBdG. As a result of this, there is a symmetry
in the spectrum of HBdG
HBdGψ = Eψ, (1.26a)
HBdGCψ = −ECψ. (1.26b)
Hence, when an eigenstate ψ is admitted with eigenenergy E, there must be a correspond-
ing eigenstate Cψ with eigenenergy −E. This symmetry about E = 0 in terms of the
eigenspectrum of HBdG provides a way to intuitively understand particle-hole symmetry
[26].
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At this point, one might worry: what does it mean to have eigenstates with negative
energy? The resolution to this question is in fact related to the possibility of having
Majorana modes. To illustrate this, first consider the eigendecomposition of HBdG,
HBdG = UΛU
† (1.27)
where Λ is the matrix of eigenvalues
Λ =
[
λ 0
0 −λ
]
, λ =

E1 0 . . . 0 0
0 E2 . . . 0 0
...
...
. . .
...
...
0 0 . . . E2N−1 0
0 0 . . . 0 E2N
 , (1.28)
and U is the matrix of eigenvectors
U =
[
ψE1 ψE2 . . . ψE2N CψE1 CψE2 . . . CψE2N
]
. (1.29)
Then, by identifying the quasiparticle operators
α†Ek =
[
c† c
]
ψEk , (1.30a)
αEk = ψ
†
Ek
[
c
c†
]
, (1.30b)
the BCS Hamiltonian can be diagonalised as
H =
1
2
2N∑
k=−2N
Ekα
†
Ek
αEk . (1.31)
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Moreover, note that
α−Ek = Cψ†Ek
[
c
c†
]
=
[
c c†
]
σˆ1Kψ∗Ek
= α†Ek (1.32)
which explicitly demonstrates that the process of creating a quasiparticle with an energy
Ek is equivalent to removing a quasiparticle with an energy −Ek. Therefore, the redun-
dancy that went into the description in Eq. (1.20) did not disappear: negative energy
quasiparticles are, as they should be, artificial; their creation or annihilation corresponds
to the respective annihilation or creation of their positive energy counterparts.
Provided that a nondegenerate quasiparticle exists at the Fermi energy Ek = 0,
Eq. (1.32) becomes
α†0 = α0 (1.33)
which explicitly satisfies the Hermiticity condition [Eq. (1.1)] and so α0 is a Majorana
operator. As it is also linked to a zero-energy eigenstate, it is referred to as a Majorana zero
mode. The importance of such modes being nondegenerate may be seen by considering the
effect of perturbations, i.e. symmetry-preserving deformations of the Hamiltonian, on the
case when it is not: if the zero mode is doubly degenerate, then particle-hole symmetry
does not forbid perturbations from splitting the two modes away from zero energy to
finite energies with equal magnitude but opposite sign. On the other hand, if the mode is
nondegenerate, then, as a consequence of particle-hole symmetry, the zero mode is robust
against perturbations as it cannot be shifted up or down in energy without violating the
spectral symmetry. Hence, the existence of a nondegenerate zero mode can be viewed as
an indicator that remains intact under continuous deformations. As this is precisely how
topological indices behave, Majorana zero modes are said to be topologically protected.
14
Figure 1.1: Schematic energy spectra of low-energy modes E0 in a superconductor with
superconducting gap ∆. (a) The mode at zero energy is degenerate and is susceptible to
deformations that split modes symmetrically away from zero energy—such a supercon-
ductor is nontopological ; (b) the mode at zero energy is nondegenerate and cannot be
displaced by perturbations that respect particle-hole symmetry—such a superconductor
is topological.
Both cases are sketched in Fig. 1.1.
An important caveat arises from the fact that superconductors are fundamentally
comprised of fermions, so Majorana zero modes must always come in pairs [recall that
it takes two Majorana operators to form an ordinary fermion operator—see Eq. (1.4)].
As a result of this, ordinary superconductors can never have exactly degenerate zero
modes: as particle-hole symmetry does not rule out inter-Majorana couplings, terms that
cause splitting away from the Fermi energy are inevitable. However, as will be discussed
in Sec. 1.5.2, Majorana modes can be spatially localised with exponentially decaying
wavefunction tails so that their coupling can be suppressed exponentially in the inter-
Majorana distance. When focusing on the local physics near Majorana modes, we can
thus, with exponential accuracy, consider it as a nondegenerate zero mode. Provided that
there is a way to spatially separate these two states, the existence of Majorana zero modes
in superconducting systems seems, so far, plausible.
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1.4 Topological invariants
In the previous section, a somewhat nebulous link was made between topology and the
protection of Majorana zero modes. In order to further elaborate upon this, a discussion of
the topological classification of bulk Hamiltonians, which was alluded to in the preceding
section when discussing the concept of deformations, and its connection to Majorana
zero modes is necessary. Moreover, consideration of the relation between particle-hole
symmetry and the aforementioned topological classification is appropriate.
The topological classification of Hamiltonians assigns every Hamiltonian a class de-
fined by a topological invariant—an integer whose value does not change under continuous
deformations. For Hamiltonians with a gap in their energy spectrum, two Hamiltonians
Ha and Hb are defined to be in the same topological class if they can be continuously
deformed into one another without closing the energy gap. For instance, consider the
composite Hamiltonian H (α) which mixes Ha and Hb via a parameter 0 ≤ α ≤ 1,
H (α) = αHa + (1− α)Hb. (1.34)
If the energy gap does not close at any point as α is swept from 0 to 1, then Ha and Hb are
topologically equivalent. One should note that this is only a single path of deformation
out of potentially many and the inverse is not generally true: finding the gap to close on
a deformation path is not a sufficient condition to state that two Hamiltonians belong
to distinct topological classes [27]. (Note that from this point onwards, when the closing
and reopening of the gap is discussed, it is assumed that the participating levels actually
cross through E = 0.)
Furthermore, deformations are constrained to be symmetry-preserving: in terms of
the previous example, any relevant symmetries of Ha and Hb must remain intact over
the domain of H (α). The effect of deformations respecting particle-hole symmetry can
be understood in reference to the property that energies come in pairs E and −E: any
deformation that moves one energy level must move its partner by an equal and opposite
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amount. As a consequence of this, any deformation which involves the closure of the
gap must involve an even number of levels crossing at zero energy; therefore, keeping
in mind that the negative energy levels are effectively redundant, when a deformation
closes and reopens the gap, it becomes energetically favourable to create or annihilate a
quasiparticle, which essentially leads to a change in the fermion parity. Hence, a fermion
parity flip effectively heralds the closure of the gap. As a superconductor conserves fermion
parity in the absence of external processes, the fermion parity of the ground state can be
viewed as a topological invariant [6]. (The value of this invariant, however, has no obvious
connection to the Majorana zero mode introduced in the previous section. Nonetheless,
it will be an essential ingredient for defining, in the next section, a different topological
invariant that indicates the presence of Majorana zero modes.)
In terms of HBdG, which we now take to have 2N eigenvalues, one might think the
sign of its determinant a suitable candidate to be a measure of the ground state fermion
parity as it is the product of all its energy eigenvalues
det (HBdG) =
N∏
k=1
(−E2k) , (1.35)
of which there are levels which change sign at a gap closing; yet, under such a deformation,
the sign of the determinant remains invariant as a result of two energy levels being involved
in the crossing so that sgn [det (HBdG)] = (−1)N and the determinant’s sign is set by the
number of energy levels. Therefore, a different quantity involving HBdG which accounts
for this two-level crossing is required: the Pfaffian
pf (A)2 = det (A) , (1.36)
which essentially allows for the square root of the determinant to be taken with a uniquely
defined sign. Formally, this quantity may be calculated for 2N × 2N antisymmetric
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matrices A =
{
Aij
}
by
pf (A) =
1
2NN !
2N∑
i1,i2,...,iN=1
j1,j2,...,jN=1
i1j1i2j2...iN jN
N∏
n=1
Ainjn (1.37)
where i1j1i2j2...iN jN is the Levi-Civita symbol of dimension 2N [28]. So far, it remains to
be seen what antisymmetric matrices and hence Pfaffians have to do with HBdG. For this
reason, consider the unitary transformation
H ′BdG =
1
2
[
1 1
i −i
]
HBdG
[
1 −i
1 i
]
, (1.38)
which, upon inclusion of a factor of i, has the form
iH ′BdG =
1
2
[
i (h− h∗) + i (∆−∆∗) (h+ h∗)− (∆ + ∆∗)
− (h+ h∗)− (∆ + ∆∗) i (h− h∗)− i (∆−∆∗)
]
(1.39)
and is real antisymmetric as a result of the Hermiticity of h and the antisymmetry of ∆
[6, 29].
A real antisymmetric matrix may be decomposed [30] such that
iH ′BdG = OΣO
T, (1.40)
where O is a square orthogonal matrix of order 2N and Σ is a block-diagonal matrix
chosen to have the form
Σ =

iσ2E1 0 . . . 0 0
0 iσ2E2 . . . 0 0
...
...
. . .
...
...
0 0 . . . iσ2EN−1 0
0 0 . . . 0 iσ2EN
 . (1.41)
(For a discussion on how this decomposition arises, see Appendix A.) As one may choose
the decomposition such that the nonzero elements of the superdiagonal of Σ only contain
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positive eigenenergies (i.e. En > 0 for all n), and given that the determinant of an orthog-
onal matrix is ±1, then, under a deformation which involves a single pair of eigenenergies
crossing at zero energy, det (O) must change sign. This property of det (O) qualifies it as
a measure of the ground state fermion parity. Furthermore, the relation between det (O)
and pf
(
iH ′BdG
)
may be seen through the identity [which follows from Eq. (1.37)]
pf
(
OΣOT
)
= det (O) pf (Σ) . (1.42)
Then, by use of the identity pf (Σ) =
∏N
n=1 En > 0, it follows that the sign of pf
(
iH ′BdG
)
is the same as that of det (O). Therefore, a topological invariant P may be defined for
HBdG as
P = sgn [pf (iH ′BdG)] (1.43)
and this can be physically interpreted as a direct measure of the ground state fermion
parity because it flips sign upon a pair of energy eigenvalues crossing at zero energy [29].
Despite motivating the topological invariant P which tracks the ground state fermion
parity for superconducting systems in quite a general way, we have not yet provided a
topological invariant that indicates the presence of Majorana zero modes; that is, while
at the point where the ground state fermion parity changes value seems to involve a mode
at zero energy, the value of this parity alone is not sufficient to serve as an indicator for
the existence of Majorana zero modes. To establish such an indicator for superconducting
systems, it will turn out to be necessary to compare ground state fermion parities of the
corresponding systems in the bulk. This is done in the following section for a toy model
with the potential to host Majorana zero modes: the Kitaev wire or chain [6]. By studying
the topological transitions of this model, the link between topology and the emergence
of zero-energy modes can be clarified, providing a deeper meaning for the topological
protection of Majorana zero modes.
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1.5 The Kitaev wire
Consider an effectively spinless, one-dimensional p-wave superconductor with N sites. It
has the following Hamiltonian
H = −µ
N∑
j=1
(
c†jcj −
1
2
)
−
N−1∑
j=1
[
t
(
c†jcj+1 + c
†
j+1cj
)
+ ∆0e
iφcjcj+1 + ∆0e
−iφc†j+1c
†
j
]
,
(1.44)
where the operator cj annihilates a fermion at a site j, t is the tunnelling amplitude
between neighbouring sites, µ is the chemical potential, ∆0 is the superconducting order
parameter, and φ is the superconducting phase. This toy model is known as the Kitaev
wire [6] and is, as will be shortly demonstrated, an example of a system where Majorana
zero modes can emerge.
Assuming that φ is constant for each site, it is convenient to absorb φ into the
definition of the fermion operators
cj 7→ e−iφ/2cj. (1.45)
Moreover, by expressing the fermion operators in terms of their Majorana mode con-
stituents
cj =
1
2
(
γ2j − iγ2j−1
)
, (1.46)
the Hamiltonian can be rewritten as
H =
−iµ
2
N∑
j=1
γ2j−1γ2j +
i
2
N−1∑
j=1
[
(t+ ∆0) γ2jγ2j+1 + (−t+ ∆0) γ2j−1γ2j+2
]
. (1.47)
In this form, two limiting cases become apparent. For the first, perhaps uninteresting,
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Figure 1.2: Visualisation of the Kitaev wire for N = 8 sites. Each hemisphere represents a
Majorana mode and the pairing between modes is indicated by two adjacent hemispheres
sharing the same colour. For (a) the pairing is such that every Majorana mode can be
combined into a local fermion cj, while in (b) the Majorana modes are paired into fermions
dj such that there is an unpaired Majorana mode at each end of the wire.
case, set ∆0 = t = 0 and µ < 0, resulting in the Hamiltonian
H = −iµ
2
N∑
j=1
γ2j−1γ2j (1.48)
that pairs Majorana modes from the same fermion site [Fig. 1.2(a)] with zero occupation
number in the ground state.
The second case is more interesting and involves setting ∆0 = t > 0 and µ = 0,
leading to the Hamiltonian
H = it
N−1∑
j=1
γ2jγ2j+1, (1.49)
which pairs Majorana modes from different fermion sites [Fig. 1.2(b)]. An important
feature in this case is that the Majorana modes associated with the edges of the wire are
absent from the Hamiltonian. In order to understand the implications of this, one can
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define new fermion operators which reflect the off-site Majorana pairing,
dj =
1
2
(
γ2j + iγ2j+1
)
, (1.50)
from which it follows
iγ2jγ2j+1 = 2d
†
jdj − 1. (1.51)
so that the Hamiltonian is actually diagonalised. Moreover, the Majorana modes at the
edge may be combined into a nonlocal fermion
d˜ =
1
2
(γ2N − iγ1) , (1.52)
and, as this fermion does not appear in the Hamiltonian in Eq. (1.49), it and its constituent
Majorana modes must have zero energy (i.e. [H, γ1] = [H, γ2N ] = 0). Therefore, the
presence or absence of the nonlocal fermion results in a twofold degeneracy of the ground
state [6].
So far it is not readily apparent what relevance the topological invariant P , which
was introduced in the previous section in Eq. (1.43) as a measure of the ground state
fermion parity, has to the Majorana zero modes which arise in the Kitaev wire. The two
regimes examined in the present section differ by how the Majorana modes are paired and
the case with a nonlocal fermion seems to require a fine-tuning of parameters. However, as
was mentioned before, the topological invariant indicating the presence of Majorana zero
modes involves comparing the ground state fermion parities of the corresponding bulk
Hamiltonians. Hence, to clarify the link between topology and the existence of Majorana
zero modes, we turn to investigating the bulk properties of the Kitaev chain, where it
will emerge that the condition for Majorana zero modes to exist is more general than is
suggested by the fine-tuning in Eq. (1.49).
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1.5.1 Bulk properties
The topological invariant P [Eq. (1.43)] is calculated from the Bogoliubov–de Gennes
Hamiltonian and is a direct measure of the ground state fermion parity, essentially tracking
the openings and closings of the energy gap. Therefore, when examining the related
topological properties of the bulk Kitaev wire, it will first be necessary to obtain the
Bogoliubov–de Gennes Hamiltonian and its energy eigenvalues. In order to facilitate this,
periodic boundary conditions are first imposed before moving to momentum space via
[23]
ci =
1√
N
∑
k
eikrick, (1.53)
allowing the Hamiltonian in Eq. (1.44) to be recast in terms of the Bogoliubov–de Gennes
Hamiltonian
H (k) =
1
2
∑
k
[
c†k c−k
]
HBdG (k)
[
ck
c†−k
]
, (1.54)
where
HBdG (k) = [−2t cos (k)− µ]σ3 − 2∆0 sin (k)σ2, (1.55)
which obeys the particle-hole symmetry relation Eq. (1.25). [Note that, as momentum is
explicit in the Hamiltonian, particle-hole symmetry relates HBdG (k) to HBdG (−k).] The
resultant bulk energies
E± = ±
√
[2t cos (k) + µ]2 + 4∆20 sin
2 (k) (1.56)
are depicted in Fig. 1.3. While a gap generally exists in k-space, there are two exceptions:
at µ = −2t, where the gap closes at k = 0, and at µ = 2t, where the gap closes at
k = pi. Why exactly the gap closings at these particular k-points are pertinent is related
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Figure 1.3: Bulk energies E as a function of the momentum k are shown for the Kitaev
wire for various values of the chemical potential µ in terms of the tunnelling amplitude
t and superconducting gap ∆0 = t. The levels are symmetric about E = 0 as a result
of particle-hole symmetry. The wire is generally gapped, except at k = 0 for (b) and at
k = pi for (e), indicating a topological transition.
to particle-hole symmetry: they map onto themselves for k 7→ −k, so a single energy is
permitted to cross at these special points; in contrast, crossings away from these points
are constrained to only occur in pairs so that they cannot flip the fermion parity.
The topological invariantM that indicates the presence of Majorana zero modes in
the open Kitaev chain can be defined in terms of the ground state fermion parities P of
the corresponding bulk Hamiltonians HBdG (k) at these special k-points, i.e.
M = sgn{pf [iH ′BdG (0)] pf [iH ′BdG (pi)]} , (1.57)
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where the transformed H ′BdG (k) follows from Eq. (1.38). This quantityM is the ratio of
the ground state fermion parity between a Kitaev ring with periodic boundary conditions
to one with antiperiodic boundary conditions. Why exactly the value ofM indicates the
presence or absence of Majorana zero modes in the open Kitaev chain can be concisely
understood by closing the open chain into a ring via coupling the first Majorana operator
γ1 to the last γ2N through λt, where λ ∈ [−1, 1]. When λ = −1, antiperiodic bound-
ary conditions are enforced, while for λ = 1 periodic boundary conditions are enforced.
Therefore, when the fermion parities of the antiperiodic and periodic Kitaev rings differ
(i.e. M = −1), there must be a fermion parity flip as λ is varied over its interval and
this occurs (for large enough N) at λ = 0. This value of λ is precisely where the ring
is cut and the open Kitaev chain is recovered. Hence, a zero-energy mode must exist in
the open Kitaev chain when M = −1. Furthermore, as was the case in Eq. (1.49), this
zero-energy mode is localised to the edge and this will be formally shown in Sec. 1.5.2.
Evaluating Eq. (1.57) yields
M = sgn [(−2t− µ) (2t− µ)] =
{
+1 if |µ| > 2t,
−1 if |µ| < 2t, (1.58)
and, as a single closing and reopening of the gap signals a topological phase transition,
there are two distinct topological phases controlled by the relative values of µ and t. The
positive sign corresponds to the on-site pairing [e.g., Fig. 1.2(a)] and is the topologically
trivial or nontopological phase, while the negative sign corresponds to the off-site pairing
[e.g., Fig. 1.2(b)] which leaves the two Majorana modes at the edges unpaired and is the
topologically nontrivial or topological phase. Moreover, we note that the nontopological
phase is topologically equivalent to the system in Eq. (1.48), while the topological phase
is topologically equivalent to the system in Eq. (1.49).
Additionally, one can check whether the zero mode is present and, if it is, that it
is located at λ = 0 by taking the Kitaev chain for a given number of fermion sites N
and calculating its energies as a function of λ for a given value of µ. This is displayed
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Figure 1.4: The energies of the Kitaev chain for N = 300 sites as a function of the
parameter λ which couples the first Majorana operator to the last. The presence of the
mode at zero energy is determined by the topological invariant M defined in Eq. (1.58).
The chemical potential µ is taken relative to the tunnelling amplitude t between fermion
sites such that the zero mode is present in (a) but absent in (b). The superconductor
pairing is ∆0 = 1.25t.
in Fig. 1.4 for N = 300 sites with ∆0 = 1.25t, demonstrating that a zero-energy mode is
present at λ = 0 for M = −1 and absent when M = 1.
1.5.2 Bulk-boundary correspondence
The hallmark of the topological Kitaev wire is the occurrence of Majorana zero modes
at the wire’s edges, where the term “edge” refers to the real space interface between
a nontopological and a topological phase. It remains to be seen how such modes are
localised in the system if one considers working away from the special case of µ = 0 and
t = ∆ where we have seen that the Majorana zero modes are localised to a single site.
In order to clarify this, it is useful to linearise the Bogoliubov–de Gennes Hamiltonian
[Eq. (1.55)]
HBdG (k) = (−2t− µ) σ3 − 2k∆σ2, (1.59)
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where the coefficient of the first term is effectively a mass term m and its sign is crucial.
The linearised Hamiltonian in real space reads
HBdG (x) = m (x)σ3 − iσ2∂x, (1.60)
where the edge is explicitly incorporated into the Hamiltonian by allowing the mass term
to vary in real space. Placing the boundary at x = 0 and imposing the requirement
sgn [m (x)] =

−1 if x < 0,
0 if x = 0,
+1 if x > 0.
(1.61)
enforces a topological phase to the left of the boundary and a nontopological phase to
the right of the boundary. Upon requiring the existence of zero-energy modes, the partial
differential equation follows
∂xψ (x) = σ1m (x)ψ (x) , (1.62)
which admits only one normalisable solution for the wavefunction
ψ (x) = exp
[
−
∫ x
0
m
(
x′
)
dx′
][
1
−1
]
. (1.63)
Therefore, provided a zero-energy mode is present, it must be localised at the boundary
between a nontopological and a topological region with its peak centred about the point
in space where the sign change of m (x) occurs [see Fig. 1.5]. Such boundaries could
be realised, for example, between a nontopological and a topological Kitaev wire or the
vacuum (which effectively has µ→ −∞) and a topological Kitaev wire.
This also provides a deeper meaning to the topological invariant defined in Eq. (1.57).
The negative value of the topological invariant indicates a switch in the fermion parity
of the bulk Hamiltonian between k = 0 and k = pi, effectively signalling an odd number
of crossings at zero energy between these k-points. Therefore, notwithstanding finite-size
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Figure 1.5: Amplitude |ψ (x)|2 (blue curve) and smoothly varying mass term m (x) =
tanh (2x) (red curve) at the interface x = 0 between a topological region (x < 0) and
a nontopological region (x > 0). The Majorana zero mode is localised at the edge with
exponentially decaying wavefunction tails.
effects, zero-energy modes emerge in the wire localised with exponential accuracy at the
boundary. This link between the bulk invariant and the zero-energy edge states is the bulk-
boundary correspondence. Moreover, though motivated by linearising the Kitaev model
in Eq. (1.59), from Eq. (1.60) onwards our considerations only assumed that there was
a single (linear) gap closing and nothing else specific about the Kitaev wire. Therefore,
the condition for the existence of zero-energy edge states has been generalised to any
interface between topological and nontopological superconducting regions regardless of
the microscopic details.
1.6 Summary
In this chapter, we have focused on showing how unpaired Majorana modes can emerge
in systems of condensed matter. By considering the spectrum of eigenstates associated
with particle-hole-symmetric Hamiltonians, the Majorana mode was linked to zero-energy
quasiparticles, naturally motivating superconductors as candidates for realising the Ma-
jorana zero mode. Building upon these ideas, the model of the Kitaev wire was reviewed,
where the topological protection of Majorana zero modes was established upon linking
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it to the ratio of the ground state fermion parity of the periodic Kitaev ring to the an-
tiperiodic Kitaev ring. Finally, the connection between topology and the Majorana zero
mode was solidified in the bulk-boundary correspondence, demonstrating that the zero-
energy state must appear localised at the interface between a nontopological system and
a topological system.
These concepts surrounding the Majorana zero mode that can arise in superconduc-
tors provide a basis upon which they can be further investigated in more complex systems,
as will be done in Chapters 3 and 4. However, the systems under study there warrant fur-
ther groundwork. For this reason, the concepts of time-reversal symmetry and scattering
at mesoscopic normal–superconductor interfaces are introduced in the next chapter.
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Chapter 2
Time-reversal symmetry and
mesoscopic normal–superconductor
interfaces
Time-reversal symmetry provides a powerful way to characterise Hamiltonian systems
that has extensive consequences in terms of the system’s eigenspectrum; it will be our
broad objective to formulate this symmetry in such a way that it can be incorporated
seamlessly for the Josephson junction. As a first step, time-reversal symmetry will be
intuitively motivated in quantum mechanics by imposing general symmetry conditions
on the operation of time inversion t 7→ −t. This allows for the property of time-reversal
symmetry to be understood in relation to the eigenspectrum of a system’s Hamiltonian,
with clear implications for the Majorana zero mode introduced in the previous chapter.
The effects of time-reversal symmetry are then explored in reference to a scattering
picture of electronic transport, which is formulated in terms of a one-dimensional meso-
scopic system. For a normal system, the central object of interest is the normal-state
scattering matrix, which encapsulates entirely the scattering information of the system
and whose form has additional constraints for time-reversal-invariant systems. For scat-
tering processes between normal–superconductor interfaces, a special type of reflection
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known as Andreev reflection can occur, enabling current transfer across the interface
through the retroreflection of an electron to a hole or vice versa.
Consequently, these ideas enable the study of one-dimensional systems composed
of two superconducting leads interposed by a normal region—the Josephson junction.
Towards this end, we review the quasi-one-dimensional system originally investigated by
Beenakker [15], which is concerned with calculating the observable current which may
flow across a spinless, time-reversal-invariant junction between s-wave superconductors in
the so-called short-junction limit. This serves as an illustrative example which lays the
foundations to effectively extend this analysis to the single-channel topological junctions
that are studied in Chapter 3.
2.1 Symmetries in quantum mechanics
Symmetry in quantum mechanics refers to a class of transformations which preserve the
transition probability between any two states Ψ and Φ in a Hilbert space. For such a
transformation M , this amounts to
|〈MΨ|MΦ〉| = |〈Ψ|Φ〉| . (2.1)
A unitary operator U would satisfy this requirement as
〈UΨ|UΦ〉 = 〈Ψ|Φ〉 . (2.2)
Moreover, an antiunitary operator A = UK with conjugation operator K, acting defini-
tively through
〈AΨ|AΦ〉 = 〈Ψ|Φ〉∗ , (2.3)
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would also satisfy the conservation of transition probability. These properties are central
to Wigner’s theorem: symmetry operators preserve transition probability and, in order
to do so, must be represented uniquely by unitary or antiunitary operators [31].
To elaborate on the concept of symmetries in quantum mechanics, it is useful to
consider how they act on the trajectories of a quantum system. The Schro¨dinger equation
ih¯
∂
∂t
|ψ (t)〉 = H |ψ (t)〉 , (2.4)
which admits a unitary solution at arbitrary time t0
|ψ (t)〉 = e−iHt/h¯ |ψ (t0)〉 , (2.5)
is said to possess a particular symmetry related to M if the corresponding states |φ (t)〉 =
M |ψ (t)〉 are also valid solutions. In this way, symmetries of a quantum system can be
viewed as (anti)unitary bijections between two sets of states.
2.2 Time-reversal symmetry
The central idea of time reversal is the inversion of time t 7→ −t. This definition is
supplemented by the intuitive idea that any reversal of time should not introduce any
change to the magnitude of the rate at which time passes. With respect to a system
which is invariant under time reversal, if one considers the system in a particular state at
a given time, then applying time reversal to that state and allowing it to evolve for a time
t before applying time reversal again and allowing it to evolve for the same duration, the
original state should be recovered up to a phase factor [31, 32].
More formally, we now start to consider the properties of the operator T associated
with time reversal. First, we assume that we are dealing with a Hamiltonian H which is
time-reversal-invariant, i.e. T −1HT = H. Now, whether T is an antiunitary or a unitary
operator can be deduced by considering the Schro¨dinger equation. We take a state |ψ (t)〉
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which obeys the forward-evolving Schro¨dinger equation
i
∂
∂t
|ψ (t)〉 = H |ψ (t)〉 . (2.6)
The corresponding states related by time-reversal symmetry T |ψ (t)〉 must obey the
backward-evolving Schro¨dinger equation
i
∂
∂ (−t)T |ψ (t)〉 = HT |ψ (t)〉 . (2.7)
After operating from the left with T and using the time-reversal invariance of H, then
T −1i ∂
∂ (−t)T |ψ (t)〉 = H |ψ (t)〉 . (2.8)
By matching Eqs. (2.6) and (2.8), it follows that
T −1i ∂
∂ (−t)T = i
∂
∂t
. (2.9)
Since T does not depend on t, we therefore have that
T −1iT = −i, (2.10)
from which one can conclude that T is antiunitary [33].
Now that T has been determined as an antiunitary operator, further properties of T
can be discussed. First, antiunitary operators are defined as in Eq. (2.3). Now, consider
two antiunitary matrices A1 and A2. Their product A1A2 is a unitary matrix U . Then,
letting A1 = T and A2 = K, we have that
T K = U (2.11)
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which, operating on the right by K, results in the standard form for an antiunitary matrix
T = UK. (2.12)
As argued at the start of this section, the double application of time reversal returns
the original state up to a phase factor
T 2 = eiθ (2.13)
where θ is a real number. By substituting Eq. (2.12) into Eq. (2.13), it follows that
U∗ = eiθU † = ei2θU∗ (2.14)
where the right equality follows from applying the left equality iteratively to itself. Hence
θ = npi with n being an integer, or, in terms of the time-reversal operator,
T 2 = ±1 (2.15)
where the choice of sign depends on a number of factors, the most crucial being the spin
of the particles under consideration [31]. In order to clarify this further, it is convenient
to discuss the effect of time reversal on a system which admits position and momentum
operators X and P .
As the essence of time reversal is the inversion of time, it is not unreasonable to
assume that the position operator should be invariant under time reversal
X = T XT −1. (2.16)
Additionally, by requiring that the usual commutation relation
[X,P ] = ih¯ (2.17)
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is consistent with an antiunitary time-reversal operator such that
T [X,P ] T −1 = −ih¯, (2.18)
then it follows that the momentum operator must satisfy the relation
P = −T PT −1. (2.19)
Given that the operator for linear momentum transforms in this way, it is assumed to
also hold for the total angular momentum operator J , i.e.
J = −T JT −1, (2.20)
where both the orbital and spin angular momenta obey relations of the same form. In
terms of a spin-1/2 particle, this amounts to the following set of equations involving the
Pauli matrices
σ1 = −T σ1T −1, (2.21a)
σ2 = −T σ2T −1, (2.21b)
σ3 = −T σ3T −1, (2.21c)
which allows for the specific form of T to be derived. The unitary matrix appearing in
the time-reversal operator [Eq. (2.12)] may be parameterised via
U = eiχe−i
θ
2
σ3e−i
ζ
2
σ2e−i
η
2
σ3 , (2.22)
where the parameters χ, θ, ζ, and η are all real numbers [34]. In order to satisfy
Eq. (2.21c), ζ = (2m+1)pi must hold with an integer m, while for Eqs. (2.21a) and (2.21b)
it must be that θ = lpi and η = npi with integers l and n satisfying l + n = 0 (mod 2).
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We take
θ = 0, ζ = −pi, η = 0, (2.23)
so that
U = eiχσ2 (2.24)
where the phase χ may be chosen freely. Conventionally χ = pi is chosen, resulting in the
following form for the time-reversal operator for a spin-1/2 particle
T = iσ2K (2.25)
and the choice of sign in Eq. (2.15) may be evaluated explicitly to give the negative sign
T 2 = −1 [26].
2.2.1 Kramers’ theorem
So far it remains to be seen what effect time-reversal symmetry has on a system in terms
of its eigenspectrum. Given that a time-reversal-invariant Hamiltonian admits a solution
H |ψ〉 = E |ψ〉 , (2.26)
it follows that, owing to the commutativity between H and T , the time-reversed solution
shares this eigenenergy via
HT |ψ〉 = ET |ψ〉 . (2.27)
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Moreover, for time-reversal operators that square to negative unity, one can write
〈ψ|T ψ〉 = 〈T ψ∣∣T 2ψ〉∗ = −〈ψ|T ψ〉 , (2.28)
where the property of antiunitarity [Eq. (2.3)] has been used, demonstrating the orthogo-
nality between a state and its time-reversed partner. Therefore, the eigenvalues of H are
doubly degenerate—a result known as Kramers’ degeneracy theorem [26, 35].
In the context of topological superconductors with time-reversal symmetry, Kramers’
degeneracy theorem provides an intuitive way to distinguish them from their time-reversal-
broken counterparts. For example, in relation to the Majorana zero mode that emerges at
each boundary of the the Kitaev wire (as discussed in Sec. 1.5), time-reversal symmetry
can be viewed as a property which, when additionally imposed upon the system, doubles
the number of modes so that there are now a pair of Majorana zero modes at each end
of the wire. These Majorana–Kramers pairs are robust not only because they cannot be
split away from one another while time-reversal symmetry is present, but also because
they cannot be moved together away from zero energy without violating particle-hole
symmetry. Topological systems with Majorana–Kramers pairs will be the primary subject
of study in Chapters 3 and 4.
With the idea of eigenstates coming in pairs related by time-reversal symmetry in
mind, a general property of time-reversal-invariant Hamiltonians can be derived by consid-
ering the Hamiltonian structure. First, the basis of a 2N × 2N system with time-reversal
symmetry may be chosen such that there are N states with N distinct time-reversed pairs
(i.e. represented by kets |n〉 and T |n〉, where n is a number from 1 to N). Taking the
basis states |n〉 to be invariant with respect to the complex conjugation operator K, the
time-reversal operator acts on a generic state via
|ψ〉 =
∑
n
(cn+ |n〉+ cn−T |n〉) , (2.29a)
T |ψ〉 =
∑
n
(c∗n+T |n〉 − c∗n− |n〉) , (2.29b)
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so that the time-reversal operator acting on each subspace spanned by a time-reversed
pair has the form
T = −iσ2K. (2.30)
The structure of the Hamiltonian H can then be thought of as being an N × N block
matrix
H =

h1,1 h1,2 . . . h1,N−1 h1,N
h2,1 h2,2 . . . h2,N−1 h2,N
...
...
. . .
...
...
hN−1,1 hN−1,2 . . . hN−1,N−1 hN−1,N
hN,1 hN,2 . . . hN,N−1 hN,N
 (2.31)
with its elements as 2 × 2 submatrices involving products between two states and their
time-reversed pairs
hmn =
[
〈m|H|n〉 〈m|H|T n〉
〈Tm|H|n〉 〈Tm|H|T n〉
]
. (2.32)
By choosing to represent the 2× 2 submatrices by the general complex parameterisation
[34]
hmn = a
(0)
mnI2 − i
3∑
k=1
a(k)mnσk, (2.33)
time-reversal symmetry then imposes the following condition on every submatrix
hmn =
(T HT −1)
mn
= σ2h
∗
mnσ2
= a(0)∗mn I2 − i
3∑
k=1
a(k)∗mn σk, (2.34)
so that the parameters a(κ)mn with κ = 0, 1, 2, 3 are all real. A matrix with this property is
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said to be quaternion real [26]. Furthermore, this property extends to the full 2N × 2N
Hamiltonian, as it can be written in the form
H = A0 ⊗ 12 − i
3∑
k=1
Ak ⊗ σk, (2.35)
where
Aκ =

a
(κ)
1,1 a
(κ)
1,2 . . . a
(κ)
1,N−1 a
(κ)
1,N
a
(κ)
2,1 a
(κ)
2,2 . . . a
(κ)
2,N−1 a
(κ)
2,N
...
...
. . .
...
...
a
(κ)
N−1,1 a
(κ)
N−1,2 . . . a
(κ)
N−1,N−1 a
(κ)
N−1,N
a
(κ)
N,1 a
(κ)
N,2 . . . a
(κ)
N,N−1 a
(κ)
N,N
 , (2.36)
so that time-reversal symmetry requires that
Aκ = A
∗
κ (2.37)
and so the Hamiltonian is also quaternion real. This property will be a necessary condition
to be enforced when the parameterisation of Hamiltonians with time-reversal symmetry
is required in Chapter 4.
2.3 The mesoscopic scattering picture
Electronic transport in mesoscopic systems can be understood in terms of a quantum
mechanical scattering picture: the Landauer-Bu¨ttiker approach [36–39]. It is assumed
that the system under consideration can be treated as a mesoscopic sample which is
connected by leads to macroscopic conductors that serve as reservoirs, providing electrons
that are able to undergo scattering in the sample.
In terms of incoming and outgoing modes at a scattering region, electronic transport
is characterised by the wavefunction, which may be labelled by incoming amplitudes am,
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as
Ψ =
∑
m
amψ
(m)
in (2.38)
or, by outgoing amplitudes bn, as
Ψ =
∑
n
bnψ
(n)
out. (2.39)
Here ψ
(m)
in and ψ
(n)
out each comprise a separate full and orthonormal basis for a given energy
and are normalised such that the states ψ
(m)
in and ψ
(n)
out carry the same amount of probability
current. (They are the so-called scattering states [40, 41].) Given that ψ
(m)
in and ψ
(n)
out span
the same Hilbert space and have the same normalisation, the coefficients am and bn are
related by a unitary basis transformation. The matrix for this transformation is provided
by the matrix of scattering amplitudes, i.e. the scattering matrix Snm [42]
bn =
∑
m
Snmam. (2.40)
By considering a scattering setup involving a mesoscopic sample in contact with two
leads (as depicted in Fig. 2.1), the incoming and outgoing amplitudes can be collected into
vectors of size 2N (with N being the number of channels in a lead) which are subdivided
according to the two leads into N component subvectors a+, a−,b−, and b+, so that
a =
[
a+
a−
]
, b =
[
b−
b+
]
, (2.41)
where the positive sign indicates right-moving modes and the negative sign left-moving
modes. This subdivision of amplitudes introduces a corresponding block structure for the
scattering matrix
S =
[
r t′
t r′
]
, (2.42)
41
Figure 2.1: Scattering picture of a mesoscopic sample (circular area) in contact with
two leads (rectangular protrusions); the incoming modes are described by the vector of
coefficients a± and the outgoing modes by the vector of coefficients b±, where the positive
and negative signs respectively indicate right-moving and left-moving modes.
where theN×N matrices r and r′ respectively encode the reflection of the modes described
by a+ into b− and of a− into b+ and the N ×N matrices t and t′ respectively encode the
transmission of the modes from a+ to b+ and from a− to b−. Thus, by using the matrix
of amplitudes r, t, r′, and t′, it may be more intuitively understood how the scattering
matrix contains the information regarding the scattering properties of the system [41].
Furthermore, the unitarity of the scattering matrix ensures that the probability
current (or particle number) is conserved. Given the normalisation of ψ
(m)
in and ψ
(n)
out, this
amounts to the relation
|a|2 = |b|2 , (2.43)
so that the incident electron flux is equal to the outgoing electron flux. This is indeed
manifestly satisfied since
|b|2 = (Sa)† Sa = a†S†Sa = |a|2 . (2.44)
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2.3.1 Particle-hole symmetry and time-reversal symmetry
In order to address the constraints that particle-hole symmetry and time-reversal symme-
try place on the scattering matrix, it is necessary to explicitly consider a setup as depicted
in Fig. 2.1 in greater detail. In such a picture, assuming that there is no scattered part,
an eigenstate may be written as
ψnα,E (x, y) = unα,E (x, y) |α〉 (2.45)
where x and y are the respective horizontal (longitudinal) and vertical (transverse) space
co-ordinates which describe an appropriately bounded region that spans the system and
|α〉 is some basis state with four components arising from a spin–particle-hole grading.
The coefficient unα,E (x, y) appearing on the right-hand-side may be determined with
respect to the transverse component χn (y),
unα,E =
1√
knα
eiknαxχn (y) , u˜nα,E =
1√
knα
e−iknαxχn (y) (2.46)
where n is a quantum number that labels the transverse mode of a lead, E = h¯2k2nα/2m+ n
is the corresponding energy with wavenumber knα and transverse energy contribution n,
and the tilde refers to particles travelling in the opposite direction [41]. In what follows,
n and the spatial co-ordinates (x, y) are suppressed for brevity.
A scattering state ψ
(m)
in (E), focusing on its wavefunction within the leads, may there-
fore be written in terms of an incoming part and a scattered part as
ψα,E = uα,E |α〉+
∑
β
Sβα (E) u˜β,E |β〉 , (2.47)
and a general eigenstate at energy E (or, more precisely, the part thereof within the leads)
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is a superposition of such terms [see Eq. (2.38)]
ΨE =
∑
α
cαψα,E
=
∑
α
cαuα,E |α〉+
∑
β
[S (E) c]β u˜β,E |β〉 . (2.48)
With respect to the grading, the basis is chosen such that the first two entries can be
viewed as particles which are differentiated by their spin, while the last two are the
corresponding holes.
With this setup, it is now possible to describe the constraint of particle-hole sym-
metry on the scattering matrix. The particle-hole operator in this basis is
C = σˆ1K, (2.49)
where K is the complex conjugation operator defined with respect to the basis α and
σˆ1 = σ1 ⊗ 12 with σi as the ith Pauli matrix. The particle-hole operator applied to some
basis state then formally yields
Cuα,E |α〉 = u∗α,Eσˆ1 |α〉 . (2.50)
Intuitively, C just relates uα,E |α〉 to its particle-hole partner (see Fig. 2.2). Therefore, we
may take
Cuα,E |α〉 =
∑
β
(σˆ1)βα uβ,−E |β〉 , (2.51)
where, summing over β, the particle-hole operator ensures the correct index of u is cho-
sen relative to α. Next, consider the action of the particle-hole operator on a general
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Figure 2.2: The energy-momentum relation for a normal metal, where the solid and
dashed blue lines represent the electron and hole branches, respectively. The antiunitary
operator C = σˆ1K acts sequentially on an electron (red circle at k > 0), where conjugation
K relates it to the electron at opposite momentum (upper red circle at k < 0), before
relating it to its corresponding hole (lower red circle at k < 0) through the particle-hole
operator σˆ1.
superposition of these states
CΨE =
∑
α
c∗α
(
σˆ1Kuα,E |α〉
)
+
∑
β
[S (E) c]∗β
(
σˆ1Ku˜β,E |β〉
)
=
∑
α
(σˆ1Kc)α uα,−E |α〉+
∑
β
[σˆ1KS (E) c]β u˜β,−E |β〉 . (2.52)
Upon appropriately inserting unity 14 = σˆ1Kσˆ1K and identifying the transformed coef-
ficients w = σˆ1Kc, this becomes
CΨE =
∑
α
wαuα,−E |α〉+
∑
β
[σˆ1S
∗ (E) σˆ1w]β u˜β,−E |β〉 . (2.53)
However, as particle-hole symmetry relates solutions with opposite energy, then it follows
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that CΨE = Ψ−E and hence the solution
CΨE =
∑
α
wˆαuα,−E |α〉+
∑
β
[S (−E) wˆ]β u˜β,−E |β〉 (2.54)
exists for some vector coefficient wˆ. By matching the first terms of Eq. (2.53) and
Eq. (2.54), it follows that wˆ = w. Equating the second terms results in
S (E) = σˆ1S (−E)∗ σˆ1, (2.55)
which is the property that the scattering matrix must satisfy as a result of particle-hole
symmetry.
For a system with time-reversal symmetry, the time-reversal operator T = iσ˘2K,
where σ˘2 = 12 ⊗ σ2, acts upon some collection of basis states via
T
∑
α
cαuα,E |α〉 =
∑
α
c∗αu˜β,E
∑
β
(iσ˘2)βα |β〉
=
∑
β
(iσ˘2Kc)β u˜β,E |β〉 , (2.56)
where it has been used that the time-reverse of the right-moving coefficient uα,E is the
corresponding left-moving coefficient u˜β,E. Therefore, for a general combination of states
T ΨE =
∑
α
(iσ˘2Kc)α u˜α,E |α〉+
∑
β
[iσ˘2KS (E) c]β uβ,E |β〉
=
∑
α
[
iσ˘2KS (E)
†Kiσ˘T2 v
]
α
u˜α,E |α〉+
∑
β
vβuβ,E |β〉 , (2.57)
where the transformed set of coefficients v = iσ˘2KS (E) c has been used. However, the
time-reverse of a given superposition should just map the incident states onto the scattered
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states and vice versa. Therefore, it is generally required that
T ΨE =
∑
α
[S (E) v˘]α u˜α,E |α〉+
∑
β
v˘βuβ,E |β〉 (2.58)
for some vector coefficient v˘. By matching the second terms of Eq. (2.57) and Eq. (2.58),
it follows that v˘ = v. Equating the first terms yields
S (E) = σ˘2S (E)
T σ˘2, (2.59)
which is the property of the scattering matrix following from time-reversal symmetry.
It should be noted that, in the spinless case, the basis may be taken to effectively
reduce to half the size of that in the spinful case. As the particle-hole symmetry grading
remains, the condition it imposes on the scattering matrix does not change. However, the
effect of time-reversal symmetry on the scattering matrix is altered due to the absence of
spin-space, resulting in the simpler relation S (E) = S (E)T.
Moreover, when it comes to mesoscopic systems involving topological superconduc-
tors, it is convenient to adopt a basis that alters the form of the condition imposed by
particle-hole symmetry on the scattering matrix. Further information on this basis change
and how it affects time-reversal symmetry and particle-hole symmetry is presented in Ap-
pendix B.
2.3.2 Scattering at a normal–superconductor interface
We now shift from a general scattering picture involving electrons and holes in a normal
metal to the types of scattering that can occur at the interface between a normal metal and
a superconductor. There are a number of important differences for scattering processes
at this type of interface which are best discussed in terms of scatterers with an energy
below the gap (E < ∆) and above the gap (E > ∆).
For an electron (hole) emanating from the normal metal with an energy magnitude
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less than the gap, there are two possibilities. The first of these is normal reflection,
where an electron (hole) retraces its path with almost opposite velocity, and no current
is transmitted to the superconducting side as a result. The second type is known as
Andreev reflection, where an electron (hole) is retroreflected as a hole (electron). In order
to conserve charge, this retroreflection must be accompanied by the transmittance of a
charge of magnitude 2e—a Cooper pair—through to the superconducting side. Therefore,
in contrast to normal reflection, Andreev reflection enables a finite current to flow across
the interface.
For an electron (hole) originating from the normal metal with an energy magnitude
larger than the gap, there are three possibilities. Two of these are the aforementioned
normal and Andreev reflections. The third process is transmission, where an incident elec-
tron (hole) joins with a hole (electron) at the interface to form a Bogoliubov quasiparticle
which extends indefinitely into the superconductor.
To understand these scattering processes in more detail, one may consider the
Blonder-Tinkham-Klapwijk model [43] for a spinless system. Suppose that the interface
is one-dimensional and located at x = 0, with the lead normal for x < 0 and supercon-
ducting for x > 0 with s-wave symmetry. Deep within the normal part of the system, the
electron and hole wavefunctions are characterised by the equations
[
− h¯2
2m
∂2x − F 0
0 h¯
2
2m
∂2x + F
][
ψe (x)
ψh (x)
]
= E
[
ψe (x)
ψh (x)
]
, (2.60)
where F is the Fermi energy and the wavefunction forms a vector Ψ (x) with an electron-
part ψe (x) and a hole-part ψh (x). The electron and hole solutions decouple
ψe (x) ∝
[
1
0
]
e±ikx, ψh (x) ∝
[
0
1
]
e±ikx (2.61)
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where
k = kF
√
1± E
F
, (2.62)
with the positive sign corresponding to electrons, the negative sign to holes, and kF as the
Fermi momentum. In the Andreev approximation [44], where E  EF, these momenta
may be taken at first order to be
k = kF ±
E
h¯vF
(2.63)
so that the magnitudes of their momenta are equivalent up to a small mismatch controlled
by the energy.
Similarly, deep within the superconductor, the Bogoliubov–de Gennes equations are
[
− h¯2
2m
∂2x − F ∆
∆∗ h¯
2
2m
∂2x + F
][
ψ˜e (x)
ψ˜h (x)
]
= E
[
ψ˜e (x)
ψ˜h (x)
]
, (2.64)
and now the electron-like and hole-like solutions are coupled. By again assuming a plane-
wave form for each component, the energy-momentum relation is
E = ±
√(
1− k
2
k2F
)
2F + |∆|2. (2.65)
The energies described on the normal side [Eq. (2.62)], along with their superconducting
counterparts [Eq. (2.65)], allow for an intuitive picture to understand the different types
of scattering that can occur for particles impinging from the normal metal at a normal-
superconducting interface (Fig. 2.3).
At the interface, solutions are taken directly from the linearised Bogoliubov–de
Gennes equations. (The linearisation amounts to having implemented the Andreev ap-
proximation.) For the case where Andreev reflection occurs, such that an electron inbound
49
Figure 2.3: An intuitive schematic of the scattering processes that may occur at a normal–
superconductor interface. The graphs are energy-momentum relations for normal-state
conductors (left) and superconductors (right), with electron (solid lines) and hole (dashed
lines) branches. The solid circles represent an incoming particle, while the faded circles
represent the respective scattered parts. An incoming electron (red circle) with energy
greater than the superconducting gap (E > ∆) can be normally reflected as an electron,
Andreev reflected as a hole, or transmitted into the superconductor as an electron-like
quasiparticle. Alternatively, an incoming hole (yellow circle) with energy below the su-
perconducting gap (E < ∆) can either undergo normal reflection or Andreev reflection.
from the normal lead is reflected as a hole, these equations are
[
−ih¯vF∂x ∆
∆∗ ih¯vF∂x
][
ψe (x)
ψh (x)
]
= E
[
ψe (x)
ψh (x)
]
(2.66)
where ∆ = ∆0e
iφR/2Θ(x), with the superconducting phase parameter φR and the Heavi-
side step function Θ (x). The wavefunctions will be of the form
Ψ (x < 0) =
[
eiEx/h¯vF
rAe
−iEx/h¯vF
]
, (2.67a)
Ψ (x > 0) =
[
fe
fh
]
Ce−x
√
|∆|2−E2/h¯vF . (2.67b)
where C is an arbitrary constant, rA is the amplitude associated with Andreev reflection,
and fe and fh are constants which, as a result of normalisation, must satisfy
|fe|2 + |fh|2 = 1. (2.68)
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From the hole-like component of Eq. (2.67b), it follows that
fh =
1
∆
(
E − i
√
|∆|2 − E2
)
fe (2.69)
and, by matching the electron-like component at x = 0, it must be that
rA = αe
−iφR/2 (2.70)
where
α = e−i arccos(E/∆0) (2.71)
has unit modulus. Hence |rA| = 1 for subgap energies in the Andreev approximation,
meaning that the sole scattering process undertaken by the electron is Andreev reflection.
A similar result holds for the case of an incoming hole.
In terms of scatterers with energies above the gap (E > ∆), the setup is the same
except for the wavefunction on the superconducting side which ceases to be evanescent
and is transmitted through with an amplitude t,
Ψ (x > 0) =
[
fe
fh
]
t√
|fe|2 − |fh|2
eix
√
E
2−∆2/h¯vF . (2.72)
Solution of the Bogoliubov–de Gennes equations leads to the following expressions for the
amplitudes
rA = α˜e
−iφR/2, t =
√
1− α˜2, (2.73)
where
α˜ = e− arcosh(E/∆0), (2.74)
51
such that 0 < |rA| < 1. Therefore, Andreev reflection is no longer a certainty and
transmittance into the superconducting leads is possible for scatterers above the gap [45].
Moreover, for above-the-gap scatterers, quasiparticles emanating from the supercon-
ductor can scatter at the interface and the calculation of their transmission and reflection
amplitudes follows similarly to the above. For further detail, see Appendix C.2 for anal-
ogous calculations in a more general setup.
2.4 Andreev bound states in an s-wave Josephson
junction
A straightforward extension to normal–superconductor interfaces is the composite struc-
ture formed of two superconducting leads interposed by a short normal region—the
superconductor–normal-metal–superconductor (SNS) Josephson junction. Such systems
are of interest as electrons and holes in the normal region with energies less than the gap
parameter of either superconductor are unable to indefinitely extend into the supercon-
ducting leads so that they, in the Andreev approximation, must continuously undergo
Andreev reflections at each normal–superconductor interface. This results in the forma-
tion of Andreev bound states which, in principle, enable a finite current to flow across the
junction.
Accordingly, we review an analysis of quasi-one-dimensional junctions with time-
reversal symmetry between s-wave superconductors, as was originally treated by Beenakker
in Ref. [15], where it will emerge that the bound state spectrum is critical in the deter-
mination of the current flowing across the junction. Moreover, such a system provides a
convenient example to employ the ideas introduced earlier in this chapter; the core of this
time-reversal-invariant technique will again be utilised in Chapter 3, where the analysis is
extended in the single-channel case to include asymmetric junctions involving topological
superconductors.
The general scattering picture is depicted in Fig. 2.4, where it is convenient to con-
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Figure 2.4: The scattering processes that may occur in a quasi-one-dimensional Joseph-
son junction. The system is comprised of two superconducting leads which are bridged
together by a short normal region. The reflection and transmission for particles impinging
on the normal–superconductor interface are given by R and T for those particles origi-
nating from deep within the superconductor and R′ and T ′ for those coming from within
the normal region, while scattering in the normal region is described by the matrix SN.
ceptualise the system as having its superconducting leads to the left and the normal region
to the right. The general scattering processes at the normal–superconductor interfaces
are described by matrices of reflection R and R′ and matrices of transmission T and T ′,
where the prime’s absence indicates that the scatterers emanate from deep within the
superconducting leads and its presence means that the scatterers come from the normal
region, and scattering which occurs at the normal region is described by SN. Considering
a system with N channels, each of these matrices is of size 4N × 4N , and may be consid-
ered in terms of an electron-hole grading to be formed of blocks of size 2N × 2N , which
are further subdivided into blocks of size N ×N according to the left and right leads.
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2.4.1 Scattering matrix of the normal region
The scattering matrix of the normal region is given by
SN =
[
Se (E) 0
0 Sh (E)
]
, (2.75)
where the condition Sh (E) = Se (−E)∗ is enforced as a result of particle-hole symmetry.
Owing to the s-wave superconductivity and the spin-rotation invariance, the effect of
time-reversal symmetry on SN reduces to the the condition that SN = S
T
N.
By considering short junctions, where the length of the normal region is much shorter
than the superconducting coherence length, we assume that particles pass through the
junction very quickly so that τdw∆0  h¯ holds, where τdw is the typical time taken to
traverse the junction and ∆0 is the magnitude of the superconducting gap. As the blocks
of the scattering matrix can only change appreciably if E is changed by at least h¯/τdwell,
and we are only concerned with energies on the order of ∆0, this allows one, to a good
approximation, to neglect the energy dependence of SN so that Se (E) ≈ Se (0) [15, 45].
2.4.2 Scattering below the superconducting gap
We consider a system where both superconductors have an s-wave pairing with gap pa-
rameters ∆L = ∆0e
−iφ/2 and ∆R = ∆0e
iφ/2. In terms of the subgap scatterers (i.e. those
with energy |E| < ∆0), the matrices R, T , and T ′ are null as the particles are unable to
indefinitely extend into either superconductor. The Andreev reflections are described by
the matrix
R′ =
[
0 reh
rhe 0
]
(2.76)
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where the blocks may be written in relation to the Andreev reflection amplitudes as in
Eq. (2.70), so that
reh = α (E) rA, rhe = α (E) r
∗
A, (2.77)
with α (E) as specified in Eq. (2.71) and
rA =
[
e−iφ/21N 0
0 eiφ/21N
]
. (2.78)
[The absence of normal reflections in Eq. (2.76) is due to working within the Andreev
approximation.]
The motion of subgap scatterers inside the junction is fully described by the two
matrices SN and rA. In regard to the modes impinging on the normal region (described by
the vector of coefficients cN) and those on the superconductor-normal interfaces (described
by the vector of coefficients cS), we have that
cS = SNcN
= SNR
′cS, (2.79)
which allows for the formulation of the secular equation
det
(
14N − SNR′
)
= 0, (2.80)
from which the Andreev bound state energies may be derived. The secular equation is
simplified by writing it as a product
det
[
12N 0
−Shrhe 12N
]
det
[
12N −Sereh
0 12N − ShrheSereh
]
= 0, (2.81)
which, along with the conditions imposed by particle-hole symmetry and time-reversal
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symmetry, further simplifies to
det (Se − rheSereh) = 0. (2.82)
As a result of the unitarity of Se and the singular-value decomposition of its blocks, Se
has the so-called polar decomposition
Se =
[
U 0
0 V
][
−√1N − τˆ
√
τˆ√
τˆ
√
1N − τˆ
][
U ′ 0
0 V ′
]
, (2.83)
where the submatrices U, V, U ′, and V ′ are unitary and τˆ is a diagonal matrix whose
elements are the transmission eigenvalues 0 ≤ τp ≤ 1 of each channel p [46, 47]. By means
of the same folding trick used in Eq. (2.81), the secular equation can be written as
Z1 det
(1− α2)√1N − τˆ +
(
1− α2eiφ
)(
1− α2e−iφ
)
τˆ(
1− α2)√1N − τˆ
Z2 = 0 (2.84)
where
Z1 = det
[
− (1− α2)U√1N − τˆU ′V ] , Z2 = det (V ′) . (2.85)
Provided that there are no perfectly transparent channels, this expression simplifies fur-
ther to
det
[(
1− E
2
p
∆20
)
1N − τˆ sin
(
φ
2
)2]
= 0, (2.86)
which yields the Andreev bound state energies for each channel p
Ep = ∆0
√
1− τp sin2
(
φ
2
)
. (2.87)
Therefore, for a time-varying phase difference φ (t) which may be provided by a voltage
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V through φ˙ (t) = 2eV/h¯, there is an associated current per channel
Ip = −
2e
h¯
∂Ep
∂φ
(2.88)
that flows across the junction at zero temperature as a result of the phase difference
between the two superconductors.
2.4.3 Scattering above the superconducting gap
For scatterers with an energy magnitude above the gap, one must take into account
the total scattering matrix of the junction SSNS which has a structure dependent on
the reflection matrices R and R′, the transmission matrices T and T ′, and the normal
scattering matrix SN. The reflection matrices take the form
−R = R′ = α˜ (E)
[
0 rA
r∗A 0
]
(2.89)
and the transmission matrices are
T = T ′ =
√
1− α˜2 (E)14N , (2.90)
where α˜ (E) is of the form as presented in Eq. (2.74). SSNS is then constructed by con-
sidering incoming scatterers emanating from the superconducting leads and writing down
every possible scattering process that can occur within the junction,
SSNS = R + TSNT
′ + TSNR
′SNT
′ + TSNR
′SNR
′SNT
′ + . . . , (2.91)
which forms a series whose sum is
SSNS = R + T
(
14N − SNR′
)−1
SNT
′. (2.92)
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By using the unitarity of SN and the Hermiticity of the reflection and transmission ma-
trices, along with the relations
R2
α˜2
=
T 2
1− α˜2 = 14N , (2.93)
the scattering matrix of the junction can be written as
SSNS =
(
14N − SNR′
)−1 [
14N −
(
SNR
′)†]SN. (2.94)
Moreover, the phase-dependent contribution to the density of states ρ is given by [48]
ρ =
1
i2pi
∂
∂E
ln detSSNS (2.95)
and the associated current in the zero-temperature limit is
Ic = −
2e
h¯
∫ ∞
∆
dE E
dρ
dφ
. (2.96)
However, by use of the expression for SSNS in Eq. (2.94), the phase derivative of ρ is
∂ρ
∂φ
= − 1
pi
∂2
∂φ∂E
Im ln det
(
14N − SNR′
)
. (2.97)
Note that, by using a decomposition of the form in Eq. (2.81), the determinant may be
rewritten as
det (12N − α˜S∗e r∗Aα˜SerA) = det (α˜S∗e r∗A)−1 det (12N − α˜S∗e r∗Aα˜SerA) det (α˜S∗e r∗A)
= det (12N − α˜S∗e r∗Aα˜SerA)∗, (2.98)
from which it follows that det
(
14N − SNR′
)
is real. Hence, in the short-junction limit,
scatterers with energies above the superconducting gap do not contribute to the current
that flows across the junction.
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Therefore, the Josephson current is solely due to energies in the subgap spectrum.
Had topological superconductors been under consideration, one might wonder if a similar
setup would yield interesting results: Majorana zero modes at the junction form part of
the subgap spectrum, and, if the contributions to the current from the continuum are
negligible, then readouts of the current may provide a clear window to view features
associated with the inherent topological symmetries. However, even in the s-wave case,
it turns out that contributions from the continuum are only zero in the case of gap-
symmetric junctions [49]. A more careful examination of topological junctions is thus
necessary, taking into account possible gap asymmetries and the different contributions
to the Josephson current. Such an analysis is provided for single-channel junctions in
Chapter 3.
2.5 Summary
Over the course of this chapter, two concepts have been introduced and employed: time-
reversal symmetry and the scattering matrix approach to mesoscopic transport. In the
case of the former, we have seen the constraints that time-reversal symmetry places upon
the Hamiltonian and one of its primary consequences: Kramers’ degeneracy theorem.
With regard to the latter, the scattering formalism and the Bogoliubov–de Gennes de-
scription allow for transport through mesoscopic structures to be understood in terms
of scattering matrices. The confluence of these two ideas takes place in the Josephson
junction between gap-symmetric s-wave superconductors, where it emerged, in the short-
junction limit, that the current flowing across the junction depends upon only the Andreev
bound states that reside within the junction. This hints that similar systems with non-
trivial topology may be of interest, since any effects arising from the underlying Majorana
zero modes could be observed in isolation.
These ideas, along with those explored in Chapter 1, provide a solid foundation upon
which the original work of this thesis can be conducted. While this chapter largely avoided
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the discussion of the Majorana zero mode motivated in the previous chapter, the remainder
of this thesis will be concerned with the effects of Kramers pairs of Majorana modes
in Josephson junctions. Restricting our analysis to single-channel junctions, the time-
reversal-invariant junction between s-wave superconductors is effectively extended to an
approach which incorporates gap asymmetries and allows for topological superconductors.
As in the strictly s-wave case, such a theory allows for predictions of the Josephson current
relative to a small number of experimentally accessible parameters.
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Chapter 3
Signatures of time-reversal-invariant
topological superconductivity in the
Josephson effect
As a preface to this chapter, it should be noted that the work contained within is es-
sentially a reformatted version of Ref. [1] of the Publications section. The author of this
thesis originally drafted this publication, carrying out the bulk of the calculations which
appear outside of Sec. 3.6 and additionally running the code described in Sec. 3.6, part
of which involved a fitting procedure, to produce the numerical lattice data showcased in
Figs. 3.2–3.5. Dr. Benjamin Be´ri coauthored this paper, providing invaluable guidance
and direction overall with the calculations and the preparation of this manuscript and
also performing the calculations and writing the code associated with the lattice model
in Sec. 3.6.
3.1 Introduction
Josephson junctions involving Majorana fermions [6, 8–10] are under intensive theoreti-
cal [50–63] and experimental [64–68] investigation for the promising routes they provide
towards demonstrating topological superconductivity [7–9, 69] and as potential building
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blocks towards topological quantum computation [9–12]. In the most frequently studied
class of systems, Majorana fermions are nondegenerate zero-energy end states in hy-
brid devices realising one-dimensional (1D) effectively spinless p-wave superconductors
[6, 50, 70–74]. A number of concrete platforms exist to realise this time-reversal symme-
try breaking (so-called class D [75]) topological superconductivity, all of which use the
proximity effect to combine s-wave superconductors, strong spin-orbit coupling (e.g., via
nanowires [70, 71], topological insulators [50], or the superconductor itself [72–74]) and
magnetic fields (e.g., via Zeeman coupling [70, 71, 76] or ferromagnetism [50, 72–74]).
The past years have seen a rapidly increasing interest in realising [56, 77–86] and
detecting [56–59, 62, 87, 88] time-reversal invariant (so-called class DIII [75]) analogues
of such Majorana fermion systems. In 1D, class DIII topological superconductors host
a Kramers pair of Majorana fermions at each end which can be combined into a zero-
energy fermion end mode with anomalous time-reversal properties [69]. The proposed
platforms for realisation again include hybrid devices based on spin-orbit coupling [56, 62,
79, 81, 85] and the superconducting proximity effect [56, 62, 77, 78, 80], albeit now with
unconventional (but nontopological) superconductors (e.g., iron-based superconductors
with s±-wave pairing [89–91]). These hybrids realise spinful effectively p-wave pairing
with the admixture of a smaller s-wave pairing component.
In this chapter, we study Josephson junctions involving 1D class DIII topological
superconductors. We obtain the energy spectrum and the consequent Josephson current in
terms of the normal-state scattering properties, requiring only that the junction be much
shorter than the superconducting coherence length (i.e. the short-junction limit). Our
results apply for a number of physically relevant situations including disordered junctions,
or junctions of intermediate transparency that are away from both the tunnelling and the
highly transparent limits considered in previous works [56–58].
We obtain results for two types of setups (Fig. 3.1): junctions between two topological
superconductors [Fig. 3.1(a)] and junctions between an s-wave superconductor and a
topological superconductor [Fig. 3.1(b)]. For the first type of setup [Fig. 3.1(a)], we study
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the conditions under which a time-reversal invariant generalisation [56, 58] of the so-called
fractional Josephson effect [6, 50, 51, 70, 71, 92, 93] can arise. This hallmark signature in
class D topological superconductors refers to the appearance of a 4pi periodic current-phase
relation, replacing the more conventional 2pi periodic one as Majorana fermions enable
charge transfer in terms of electrons instead of Cooper pairs. In addition to establishing
the form in which such behaviour can appear in class DIII topological Josephson junctions
with generic junction properties, we also consider the role of the characteristic timescale
for energy relaxation. The latter aspect, to the best of our knowledge, has not so far
been considered; however, as we show, it presents an important channel for the loss of 4pi
periodicity.
For the second type of setup [Fig. 3.1(b)], we investigate how the anomalous time-
reversal properties of the fermion f , built from the two interface Majoranas, appear in
Figure 3.1: Majorana–Kramers setups for 1D Josephson junctions with a phase difference
φ across the junction. The superconductors (dark grey slabs) each have a 1D, spin-orbit
coupled quantum wire (light grey blocks) deposited on top of them. By the proximity
effect, superconductivity is induced in each quantum wire. The wires with Majorana–
Kramers pairs (red and blue hemispheres) display induced topological superconductivity,
arising from coupling to unconventional (e.g., s±-wave) superconductors. The normal
region (e.g., tunnel barrier, point contact, disordered metal) between the superconductors
is indicated by cross-hatching.
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the features of the Josephson current. Here general considerations [57] show that there is
an anomalous, time-reversal protected contribution that gives nonzero current at φ = npi
(where n is integer) with sign set by the parity of f . To positively establish the origin of
this contribution in an experimental system (e.g., that the current at φ = npi is not due to
broken time-reversal invariance [92]), however, a theory for the current-phase relationship
is needed that accounts for other, nonanomalous contributions and which holds for generic
junctions. Such a theory may also be useful in scenarios where access to changes in φ are
more readily available than to φ itself; for example, the AC Josephson effect where the
phase sweep speed is controlled by the voltage across the junction (i.e. φ˙ = 2eV/h¯). In
this chapter we provide such a theory.
The signatures mentioned above are for junctions with a conserved fermion parity.
We also investigate, for both setups, the case where the fermion parity is allowed to
relax (i.e. the DC Josephson effect regime). For all the regimes to be considered, we
compare topological junctions to their nontopological counterparts (i.e. without Majorana
fermions) in order to search for unique signatures of topological superconductivity.
The rest of this chapter is organised as follows. We start, in Sec. 3.2, by describing
1D class DIII topological superconductors in terms of the Bogoliubov–de Gennes Hamil-
tonian near the Fermi points. This will allow us, in Sec. 3.3, to obtain the Andreev
reflection matrices of normal-topological superconductor interfaces, and thus to formu-
late a scattering matrix description for our systems. In Sec. 3.4 we investigate the bound
state spectrum supported by topological–topological (Sec. 3.4.1) and s-wave–topological
(Sec. 3.4.2) Josephson junctions. Then in Sec. 3.5 we calculate the Josephson currents for
our junction setups and contrast the results to the corresponding nontopological cases.
To test our scattering matrix predictions, in Sec 3.6, we compare our results to numerical
simulations of a lattice model of time-reversal invariant Josephson junctions. Finally, in
Sec. 3.7 we present our conclusions.
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3.2 Hamiltonian description of topological supercon-
ductors
In mean field theory, the excitations of superconductor systems can be described in an
effectively single-particle picture in terms of the so-called Bogoliubov–de Gennes Hamil-
tonian [94], which is a 2× 2 matrix in electron-hole space
HBdG =
(
he ∆
∆† hh
)
. (3.1)
Here he and hh are the single-particle Hamiltonians for electrons and holes, respectively,
and ∆ is the superconducting pair potential. Each of the blocks of Eq. (3.1) act on
spin-1/2 electrons and we have hh = −T heT −1 where T = iσ2K is the operator for time-
reversal with Pauli matrices σj acting in spin-space and complex conjugation operator K.
This choice of hh corresponds to a basis which makes spin-rotation properties manifest:
in a spin-rotation symmetric system, all blocks of HBdG are proportional to the identity
matrix in spin-space.
A Josephson junction is composed of two superconductors linked together by a nor-
mal region with a phase difference φ across the junction. We will describe such junctions,
with normal regions |x| ≤ l
2
, using the step-function model [95]
∆ =

∆Le
−iφ
2 x < − l
2
,
0 |x| ≤ l
2
,
∆Re
iφ
2 x > l
2
.
(3.2)
To describe topological superconductors in our setups, we focus on the case where
he describes a spinful system that is, at least in the superconductors and at the normal–
superconductor interfaces, effectively 1D (e.g., the spin-orbit coupled nanowire in the
hybrid proposals [58, 78]) with a single conducting channel. The two spin components
give rise to two right-moving and two left-moving Fermi points. Class DIII topological
superconductivity arises [56] when the spectrum acquires superconducting gaps ∆± of
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opposite signs at the two right-moving Fermi points. The gaps at the left-moving pair of
Fermi points follow by time-reversal symmetry. For our purposes, it is sufficient to focus
on the physics in the vicinity of the Fermi points. In this case, in addition to spin, he
acquires a further 2× 2 block structure for left- and right-movers. We have
he/h = ±ih¯ diag (v+, v−,−v−,−v+) ∂x, (3.3a)
∆o = diag (∆+o,∆−o,∆−o,∆+o) , (3.3b)
where the entries are ordered from the rightmost to the leftmost Fermi point. In Eq. (3.3a),
v+ and v− are the Fermi velocities where the upper sign refers to the electron Hamiltonian
and the lower to the hole Hamiltonian. In Eq. (3.3b), o = L,R refers to the left/right
superconductor and, without loss of generality, we will take ∆+o > 0. Moreover, by
parameterising the pairings as ∆± = ∆s ± ∆p, the system can be viewed as having a
time-reversal invariant p-wave pairing ∆p with the admixture of a smaller s-wave pairing
∆s. In line with a number of concrete proposals describing systems conserving the z-
component of spin, one can view v± as the right-/left-moving spin-↑ velocities and ∆±
as the pairing at the corresponding Fermi points. (The complementary spin-↓ quantities
follow via time-reversal.) The Hamiltonian (3.3) is, however, more general and holds in
the absence of a conserved spin component; it can be used to describe the superconductors
in both setups we consider. For the topological–topological junction, we consider the gap-
symmetric case ∆L = ∆R, while for the s-wave–topological junction we impose no such
requirement.
3.3 Scattering matrix description of (topological) Joseph-
son junctions
For nontopological, singlet superconductor based, Josephson junctions in the short-junction
limit, time-reversal invariance is known to allow for elegant relations to the normal-state
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scattering properties, [14–19] such as Beenakker’s formula for s-wave junctions [15]
E =
√
1− τ sin2 (φ/2), (3.4)
expressing the Andreev (i.e. subgap) bound state energies in terms of the normal-state
transmission probability τ at the Fermi energy. As we show below, a number of analogous
exact relations exist in the topological case. The starting point for establishing these are
the Andreev reflection matrices at normal (topological) superconductor interfaces.
3.3.1 Andreev reflection matrices for topological superconduc-
tors
Excitations with energies below the superconducting gap can be described in terms of
Andreev reflections at the superconductor/normal (SN) interfaces. These Andreev re-
flections are described by the Andreev reflection matrices reh and rhe, which respectively
contain amplitudes for a hole reflecting into an electron and vice versa.
We now use Eq. (3.3) as a starting point to derive the Andreev reflection matrices
at SN interfaces, which will serve as key ingredients for formulating the scattering ma-
trix description of our systems. The superconductors are 1D, forming single transport
channels which carry electrons and holes of a particular spin, leading to four subchannels
overall. The key assumption that we make is that the four electron-hole Dirac cones at
the four Fermi points remain uncoupled for clean SN interfaces. This so-called Andreev
approximation [44] holds when the superconducting coherence length is much longer than
the inverse of the separation between neighbouring Fermi points or, when the bulk super-
conducting system conserves a spin component, between the left- and right-moving Fermi
points.
The approach to deriving the Andreev reflection matrices is essentially the same as
for the Josephson junction composed of s-wave superconductors, as treated by Beenakker
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[15]. The Andreev reflection matrices take the form
reh =
[
κ1L 0
0 κ2R
]
, rhe =
[
κ2L 0
0 κ1R
]
, (3.5)
where we have introduced the subblocks
κ1o =
[
α−o 0
0 α+o
]
e−i
φ
2 , κ2o =
[
α+o 0
0 α−o
]
ei
φ
2 , (3.6)
with
α±o = e
−i arccos(E/∆±o). (3.7)
(Further details of the scattering calculation may be found in Appendix C.)
3.3.2 Normal-state scattering matrix and the energy spectrum
The scattering of electrons and holes about the normal region is described by the scattering
matrices Se and Sh, respectively. Together these matrices must obey certain symmetry
relations as a result of the structure of the Hamiltonian (3.1). The first relation that must
be satisfied as a consequence of particle-hole symmetry is
Sh (E) = T Se (−E) T −1. (3.8)
The second relation that must be satisfied due to time-reversal invariance is
Se (E) = σ2S
T
e (E)σ2. (3.9)
The elements of Se (E) change on the scale of h¯/tdw, where tdw is the dwell time in
the junction. In terms of tdw and ∆, the short-junction limit requires ∆  h¯/tdw. Since
we will consider energies on the scale of a few ∆ or less, the energy dependence of the
scattering matrix Se (E) may be neglected [15], allowing us to take the scattering matrix
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at the Fermi level Se (E) = Se (E = 0).
The electron subblock of the scattering matrix has the general form
Se =
[
r t′
t r′
]
(3.10)
and, upon using time-reversal symmetry [Eq. (3.9)] in the single channel case of interest,
we can parameterise [96]
r = ρ12, r
′ = ρ′12, t = σ2t
′Tσ2 =
√
τU, (3.11)
where ρ and ρ′ are complex numbers. The transmission probability τ encodes the normal-
state conductance as G =
(
2e2/h
)
τ . The spin-orbit scattering has been introduced
through the 2 × 2 unitary matrix U = U˜eiχ, where χ is a real phase and U˜ is an SU(2)
matrix which can be parameterised by Euler angles (θ, ω, η) via
U˜ = e−i
θ
2
σ3e−i
ω
2
σ2e−i
η
2
σ3 , (3.12)
where the parameter ω is a measure of the degree of spin-flip scattering. Furthermore,
due to the unitarity of Se, we have the following identity
ρρ′ = −ei2χ (1− τ) . (3.13)
At this point, we are now ready to consider specific junction setups and how the
Andreev energies may be obtained.
3.4 Andreev bound state spectrum
The scattering processes described in the previous section lead to Andreev bound states
in the normal region of the Josephson junction, where the bound states have a spectrum
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of energies dependent on φ. These energies are the roots of the secular equation [15]
det [14 − rhe (E)Se (E) reh (E)Sh (E)] = 0, (3.14)
where we have introduced 14 as the 4 × 4 identity matrix. We now turn to obtaining
the Andreev levels by solving the secular equation for the junction setups depicted in
Fig. 3.1(a) and Fig. 3.1(b).
3.4.1 Junction between topological superconductors
Here we work towards obtaining the spectrum of Andreev bound states in the topological–
topological junction depicted in Fig. 3.1(a). For simplicity, we take the pairing strengths
to be identical on either side of the junction, allowing us to suppress the o index for
convenience.
By substituting the scattering matrix (3.10) and the Andreev reflection matrices (3.5)
into the secular equation (3.14) and also employing Eq. (3.13), particle-hole symmetry
and time-reversal symmetry in Eq. (3.8)-(3.9), and the folding identity
det
[
A B
C D
]
= det
(
AD − ACA−1B) , (3.15)
the secular equation may be recast into the form
det
[
(1− τ − Re γ)12 +
τ
2
(
Y e−iφ + Y †eiφ
)]
= 0, (3.16)
where we have used γ = α+α−, Y = κ˜1U˜ κ˜1U˜
†, and κ˜1 = e
iφ/2γ−1/2κ1. Since Y ∈ SU(2),
we may rewrite Eq. (3.16) as
det
[
(1− τ − Re γ)12 + τ Re
(
DY e
iφ
)]
= 0, (3.17)
where DY is the diagonal matrix of eigenvalues of Y . We now demonstrate that the only
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relevant SU(2) parameter in Eq. (3.12) is ω. Directly substituting this parameterisation
into Y , we find that
Y = e−i
θ
2
σ3
(
κ˜1e
−iω
2
σ2κ˜1e
iω
2
σ2
)
ei
θ
2
σ3 , (3.18)
so that the eigenvalues contained in DY are those of
Y ′ = κ˜1e
−iω
2
σ2κ˜1e
iω
2
σ2 (3.19)
and hence only the parameter ω plays a role.
Since the determinant in the secular equation (3.17) is of a diagonal matrix, the sec-
ular equation amounts to either one or both of two equations being satisfied. Introducing
E± = E/∆± and x± = 1− z± cos2 (ω/2), where
z± = 1− E+E− ±
√
1− E2+
√
1− E2−, (3.20)
the two equations are
z− + τ
[
x+ cos (φ)±
√
1− x2+ sin (φ)− 1
]
= 0 (3.21)
and these equations together can contribute up to four solutions to the Andreev spectrum.
3.4.1.1 Without s-wave pairing
If we consider the special case where ∆+ = −∆− (i.e. setting the s-wave admixture to
zero), a compact expression may be obtained for the bound state energies
E = ±′∆+
√
τ cos
(
φ± ω
2
)
, (3.22)
where the ±′ has a superscript prime in order to distinguish it from the ±. Eq. (3.22)
already illustrates the effect of the spin-orbit scattering: as it is varied, it translates half of
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the Andreev levels to the left and the other half to the right in E-φ space. Furthermore, as
a result of time-reversal symmetry, the branch crossings at φ = npi, where n is an integer,
are protected by Kramers’ theorem. Eq. (3.22) is a result in line with a related system
where the normal region is modelled as a tunnel barrier with a delta function potential
[92].
3.4.1.2 The effect of an s-wave pairing component
For the case where ∆+ 6= −∆− (i.e. in the presence of an s-wave pairing admixture), the
secular equation (3.17) may be solved analytically, but such an expression is cumbersome
due to its size. It, however, displays a number of salient and robust features shared with
the purely p-wave case. The first of these is the crossing of the energy branches at φ = npi
(with n integer); as these are time-reversal invariant phases, this is simply a consequence
of Kramers’ theorem. A less obvious finding regards the zero crossings φn of the energies,
defined by E (φn) = 0. From the secular equation (3.17), we analytically extract the
values of φn as
φn = ±ω + (2n+ 1) pi. (3.23)
The locations of these zero crossings are identical to the case of a junction without s-wave
pairing, as in Eq. (3.22), meaning that the inclusion of a weak s-wave pairing does not
move or remove the zero crossings. As a result of this, the Andreev branches will remain
4pi periodic in the presence of an s-wave pairing. (Strictly speaking, in the linear junctions
we consider, the zero crossings and the consequent 4pi periodicity are only approximate,
neglecting the hybridisation with the Majorana–Kramers pairs at the far ends of the
wires given its exponential suppression in system size. Exact zero crossings arise in a
ring geometry when the only Majorana fermions in the system are in the junction.) The
bound state energies for this junction display one of the electron-hole and time-reversal
symmetry protected topological patterns proposed by Zhang and Kane [97] in the context
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Figure 3.2: Andreev bound state energies for a Josephson junction between topological
superconductors with a weak s-wave pairing (∆s < ∆p) corresponding to ∆+ = −2∆−.
The transmission probability τ and spin-orbit parameter ω vary throughout. The trans-
mission probability above which bound states are lost to the continuum is τc = 0.75 [see
Eq. (3.24)]. Here and in what follows, we express results in terms of the gap parameter
with smallest magnitude and also show data (black crosses/dashed lines) from a numerical
lattice simulation (see Sec. 3.6) of the corresponding junctions. The gaps in the simula-
tions here are ∆0L = ∆0R = −0.032 and ∆1L = ∆1R = 0.054; their parameterisations in
terms of ∆± may be found in Eq. (3.45).
of anomalous topological pumps. Examples of the subgap energies are depicted in Fig. 3.2.
An important feature of the finite s-wave pairing admixture is the existence of an
intergap energy regime (−∆− < |E| < ∆+) where the subgap energies generally cannot
exist. Branches which would appear to extend past ∆− up towards ∆+ vanish after hitting
the ∆− threshold [e.g., see Fig. 3.2(b)]. As these branches approach the threshold, their
derivatives are found to smoothly tend to zero. The existence of an intergap regime has
ramifications for the Josephson current and is discussed in Sec. 3.5.
Whether there are subgap branches which reach the ∆− threshold is dependent only
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on the magnitude of τ and the pairings ∆±. We find a critical transmission probability
τc above which branches of the Andreev spectrum are lost to the intergap regime. It has
the form
τc =
∆+ −∆−
2∆+
. (3.24)
An exception is the case of perfect transmission and a conserved z-component of spin (i.e.
τ = 1 and ω = 0), where the ∆+ and ∆− modes are not mixed and hence the subgap
energies are not lost to the continuum.
3.4.1.3 Nontopological variant
In the case where the s-wave admixture is stronger than the p-wave pairing (i.e. ∆− > 0),
the superconductor is nontopological. From the secular equation (3.17), the Andreev
energies for a nontopological junction are given by the solutions to the two equations
z+ + τ
[
x− cos (φ)±
√
1− x2− sin (φ)− 1
]
= 0. (3.25)
From this equation it may be demonstrated that, other than the exceptional case of τ = 1,
there are no zero-energy modes for nontopological junctions.
As a consequence of time-reversal symmetry, the Andreev levels must cross at phases
φ = npi. We also note that the spin-orbit parameter plays a role in splitting up the
Andreev levels in φ-space; this is depicted for various values of ω in Fig. 3.3. These levels
correspond to the trivial pump in terms of Ref. [97].
3.4.2 s-wave–topological superconductor junctions
We now investigate the Andreev bound state energies in the s-wave–topological super-
conductor setup, depicted in Fig. 3.1(b). Specifying that the s-wave superconductor is
to the left of the topological superconductor, the Andreev reflection matrices are as in
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Figure 3.3: Andreev bound state energies for a Josephson junction between nontopological
superconductors (∆s > ∆p) corresponding to ∆+ = 2∆−. The transmission probability is
τ = 0.64. The spin-orbit parameter ω is varied in (a)-(f), highlighting its role in splitting
the levels in φ-space. Levels are lost to the continuum around φ = 0 which is a generic
feature when ∆− 6= ∆+. The numerical lattice data (black crosses/dashed lines) has gap
parameters ∆0L = ∆0R = 0.0027 and ∆1L = ∆1R = 0.018.
Eqs. (3.5)–(3.7), where the gap parameters have the form
∆±L = ∆0e
−iφ
2 , ∆±R = ∆±e
iφ
2 , (3.26)
and we also take α±L = α0 and α±R = α±. Now by employing the parameterisation of
the scattering matrix (3.10) and the folding identity (3.15), the secular equation (3.14)
may be brought to the form
det
(
Im γL
1
2 Im γR
1
212 −
τ
2
Re
γL
1
212 − κ1Re−i
φ
2
γR
1
2
)
= 0, (3.27)
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where we have introduced γL = α0
2 and γR = α−α+ and the branch choice of the square
root is irrelevant as long as the same choice is made for both γL and γR. Note here that the
secular equation is already independent of the spin-orbit scattering. Furthermore, it may
be demonstrated from this equation that the zero crossings occur when φ = npi, where n
is an integer. This is precisely the behaviour one expects as for these phases the junction
realises a time-reversal invariant interface between a topological and a nontopological
gapped system which must harbour a Kramers pair of Majorana zero modes. (The zero
crossings, again, are strictly speaking approximate, neglecting the hybridisation with the
Majorana–Kramers pairs at the far ends of the wire.)
3.4.2.1 No s-wave admixture
A number of interesting limiting cases exist where the subgap energies have a compact
solution. If we first consider the gap-symmetric case (i.e. ∆± = ±∆0), the Andreev
bound state energies have the analytical solution
E = ±′∆0√
2
√
1±
√
1− τ 2 sin2 (φ), (3.28)
where two of the bound states are low energy (corresponding to the negative sign of ±)
and the other two are high energy (corresponding to the positive sign of ±). This result is
in accordance with some related models of this junction that use certain specific choices
for the tunnel barrier potential [92, 98].
Another interesting limit is when the conventional superconductor is strong com-
pared to the topological superconductor (i.e. ∆0  ∆+), where the subgap energies
are
E = ± τ
2− τ∆+ sin (φ) . (3.29)
In the converse case (i.e. ∆+  ∆0), the subgap energies are independent of the trans-
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mission probability, taking the form
E = ±∆0 sin (φ) , (3.30)
provided that τ > 0. The τ -independence of the energies in this limit can be attributed
to the fact that, for ∆+  ∆0, on the effectively p-wave side, only α (E → 0) is involved
in the Andreev reflections which therefore become resonant [72, 99, 100].
In the absence of an s-wave admixture and also where the left and right supercon-
ducting gaps differ in magnitude (i.e. ∆+ = −∆− 6= ∆0), an intergap regime opens up
where it is possible for Andreev levels to escape into the continuum. This result is in
agreement with Ioselevich et al. [60] and also explains why the high-energy solutions are
absent in Eqs. (3.29) and (3.30).
3.4.2.2 Generic s-wave–topological junctions
Upon the inclusion of a small s-wave pairing component in the topological superconductor,
we find that a second intergap regime (−∆− < |E| < ∆+) opens up where the Andreev
bound states are able to escape into the continuum. This second intergap regime is
of the same type as in the case of topological–topological superconductor junctions in
Sec. 3.4.1.2.
With both of these intergap regimes, there are three types of junction that are
possible depending on the relative magnitudes of the superconducting gaps. In gen-
eral, the intergap regime spans over the range of energies min {∆0, |∆−| ,∆+} < |E| <
max {∆0, |∆−| ,∆+}.
We find that the feature of a pair of high-energy solutions and a pair of low-energy so-
lutions that arose in the gap-symmetric case remains generally true in the gap-asymmetric
case with one caveat: as the high-energy solutions would appear to extend up to the largest
gap of the system, high-energy subgap states are generally lost to the continuum as the
intergap regime always spans from the smallest gap parameter to the largest. Illustrative
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Figure 3.4: Andreev bound state energies for a Josephson junction between an s-
wave superconductor (with gap ∆0) and a topological superconductor (with gaps ∆±)
with a finite s-wave pairing admixture. For (a) and (b) high-energy Andreev lev-
els are generally present, while for (c) and (d) they are lost to the continuum for
all phase differences φ. The numerical lattice data (black crosses/dashed lines) uses
gap parameters {∆0L,∆1L,∆0R,∆1R} with (a)-(b) {0.02, 0,−0.065, 0.099} and (c)-(d)
{0.03, 0,−0.053, 0.081}.
examples of the bound state spectrum are depicted in Fig. 3.4.
3.4.2.3 Nontopological variant
The system becomes nontopological when the s-wave admixture becomes greater than
the p-wave pairing (i.e. ∆− > 0 in our convention). From the secular equation (3.27) it
follows that, in this case, Andreev levels cross zero energy only in the exceptional case
τ = 1 at phase differences φ = (2n + 1)pi with n integer. The Majorana–Kramers pair
at each φ = npi are now absent. Various nontopological subgap energies are depicted in
Fig. 3.5.
3.5 Josephson current
The Josephson current I for our junctions comes from two contributions. One of these
has been our focus so far: the Andreev bound state spectrum – states which are confined
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Figure 3.5: Andreev bound state energies for a Josephson junction between an s-wave
superconductor with pairing ∆0 and a nontopological superconductor with pairings ∆+
and ∆− > 0. The numerical lattice data (black crosses/dashed lines) uses gap parameters
{∆0L,∆1L,∆0R,∆1R} with (a)-(b) {0.02, 0, 0.021, 0.009} and (c)-(d) {0.03, 0, 0.016, 0.009}.
to the normal region of the Josephson junction. The other current contribution originates
from the continuous spectrum – states with an energy larger than the smallest of the
superconducting gaps, allowing them to extend into their respective superconductors.
The total current is
I = IA (φ) + Icont (φ) , (3.31)
where IA is the current due to the Andreev bound states and Icont is the current due to the
continuous spectrum. In what follows, for simplicity, we will consider the zero temperature
limit and some related cases where the Bogoliubov–de Gennes energy levels have definite
occupancies. (We will comment on finite temperature considerations in Sec. 3.7). In this
case, each of the contributions can be calculated as
IX (φ) =
2e
h¯
d
dφ
EX (φ) , X = A, cont (3.32)
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where EX (φ) is the contribution of the part X of the spectrum to the total energy. We
find, for both of our junction setups, that the contribution Icont is zero for energies above
the largest superconducting gap of the junction, while it is generally nonzero for energies
that lie within an intergap regime. IA is also generally nonzero for both of our topological
junction setups.
The current that is measured depends on the speed at which φ changes relative to
the energy and fermion parity relaxation times of the junction. In what follows, given
that fermion parity relaxation often involves [50] energy relaxation but not necessarily
vice versa, we consider three complementary cases: (i) when both energy and fermion
parity relaxation can be neglected, (ii) with fast energy relaxation but fermion parity
conservation, and (iii) when both energy and fermion parity relaxation are fast. In all
cases, we use a protocol where the intended sweep is preceded by some period of slow
sweep in regime (iii), which ensures definite Bogoliubov–de Gennes level occupancies. In
addition to this, we assume the sweep speeds described in all cases are slow enough that
unintended Landau-Zener tunnelling between branches or to the continuum is avoided.
Potential mechanisms for these relaxation processes are phonon or photon coupling
in the case when parity is conserved and quasiparticle poisoning (e.g., from bulk localised
[50]) when it is not. In terms of typical timescales for these processes, we assume that,
depending on the relaxation regime one works in, the time taken to traverse a 4pi period of
the junction is either much faster or much slower than the relevant relaxation timescales.
A recent experiment [101] on a Majorana-related mesoscopic superconductor system has
been conducted working in the regime where the dominant relaxation respects fermion
parity.
3.5.1 Junctions between topological superconductors
The contribution to the Josephson current by the Andreev levels is dependent on the
fermion parity of the junction. As the Andreev levels come in particle-hole pairs, only
half of them may be occupied at a given moment (due to the redundancy c†E = c−E of
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the corresponding fermion operators). If we associate one pair to have energy ±E1 (φ)
and the other pair to have energy ±E2 (φ), where the Andreev levels are labelled as in
Fig. 3.6(a), then the total energy from the Andreev levels is [102]
EA (φ) = −
1
2
[(−1)n1 E1 (φ) + (−1)n2 E2 (φ)] , (3.33)
where p = n1 + n2 (mod 2) is the fermion parity of the junction. In using the quantum
numbers nj, we neglect the hybridisation with the Majorana–Kramers pairs at the far ends
of the wires as this is exponentially suppressed with system size. (This approximation
influences only the parity conserving cases discussed below, where it amounts to assuming
that φ changes quickly enough so that Landau-Zener tunnelling occurs with probability
unity across the exponentially small splittings that the zero crossings approximate.) The
concrete choice of nj, as φ is varied, will depend on the junction’s interaction with its
environment, specifically on whether the junction is able to relax to the ground state
(potentially subject to a parity constraint). We will separately discuss each of these cases
in what follows.
3.5.1.1 Subgap current in the absence of relaxation
We consider the possible energies and currents in the absence of energy relaxation and,
additionally for Landau-Zener tunnelling to the continuum to be in principle avoidable,
with no levels escaping into the continuum. We have four branches of energy for the four
values of {n1, n2}, each of which is 4pi periodic in φ. This is illustrated in Fig. 3.6(b).
The consequent current contribution is also 4pi periodic.
3.5.1.2 Subgap current in the presence of energy relaxation
We now consider the subgap energy and its contribution to the current when the energy
relaxation is much faster than the sweep speed of φ. This amounts to choosing the
minimum energy EA (φ) within a given parity sector, resulting in branch switches at the
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Figure 3.6: The subgap energies for a Josephson junction between topological supercon-
ductors. The superconductor pairing is ∆+ = −2∆−, while the transmission probability
and spin-orbit parameter are τ = 0.64 and ω = 0.4pi. In (a) the blue and red curves
represent E1 (φ) and E2 (φ), respectively [as in Eq. (3.33)], while the dashed lines signify
their particle-hole partners. In (b)-(d), the blue lines are odd parity, the red lines are
even parity energies. Fermion parity is conserved in (b) and (c), but not in (d). Energy
relaxation is absent in (b), but not in (c) and (d). Numerical lattice data has been omitted
as the agreement has already been demonstrated to be excellent.
locations φ = (p+ 2n+ 1) pi. These locations correspond to those of finite energy Andreev
branch crossings which are where energy-minimising Andreev branch occupancy switches
can occur without a change in fermion parity. Examples are depicted in Fig. 3.6(c). The
corresponding current contribution is 2pi periodic and has jumps (“current switches”) at
the branch switch locations.
3.5.1.3 Subgap current without fermion parity conservation.
Finally we consider the case where the junction relaxes to its ground state without con-
serving fermion parity. In this case the junction takes the minimum energy regardless of
fermion parity, resulting in energy branch switches at the locations specified by Eq. (3.23).
Underlying the switches are now the zero-energy Andreev branch crossings which, via
changing the fermion parity, ensure that all of the negative energy Andreev levels are oc-
cupied for all φ. Such switches are indicative of the topological pattern of subgap branches
82
of Ref. [97]. Examples are shown in Fig. 3.6(d). The energies and the corresponding
current contribution are 2pi periodic. The branch switches, again, are accompanied by
switches in the current contribution. These current switches are the class DIII analogues
of the switches in class D systems, discussed in Ref. [61].
3.5.1.4 Continuous contributions to the Josephson current
In Sec. 3.4.1, we identified the energy regime |E| > |∆−| as where the spectrum is con-
tinuous. The Josephson current due to this spectrum will depend on the density of
states ρ, whose structure is dependent on whether the energy is in the intergap regime
|∆−| < |E| < ∆+ or the above gap regime |E| > ∆+. Such a supercurrent may be
calculated according to Eq. (3.32) and noting that the contribution of the filled negative
energy Bogoliubov–de Gennes energy levels is 1
2
∑
Ej<0
Ej, [102]
Icont =
e
h¯
∫ −|∆−|
−∞
dE E
∂ρ
∂φ
, (3.34)
where ρ may be expressed in terms of the total scattering matrix of the junction SSNS,
[48]
ρ =
1
2pii
∂
∂E
ln [det (SSNS)] + constant. (3.35)
The matrix SSNS has the general form
SSNS = Rˆ + Tˆ
′
(
1− SNRˆ′
)−1
SNTˆ , (3.36)
with Rˆ and Tˆ describing reflection and transmission for modes incoming from within
the superconductor at the SN interface, Rˆ′ and Tˆ ′ describing reflection and transmission
for modes incoming from the normal region at the SN interface, and SN = diag (Se, Sh)
describing scattering off the normal region.
(a) Above the gaps. In the above the gap regime (|E| > ∆+), we demonstrate that
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there are no continuous contributions to the Josephson current. The matrix Rˆ′ has the
general form
Rˆ′ =
[
0 reh
rhe 0
]
, (3.37)
where reh and rhe are the 4×4 matrices from Eq. (3.5) evaluated for |E| > ∆+. The other
three scattering matrices are related via
Rˆ = −σ1Rˆ′σ1, Tˆ ′ =
√
18 + RˆRˆ
′, Tˆ = σ1Tˆ
′σ1, (3.38)
(Further details regarding the scattering may be found in Appendix C.) By using the
relations in Eq. (3.38) in the expression for SSNS (3.36), it may be shown, with some
algebra, that
SSNS = Tˆ
′
(
18 − SNRˆ′
)−1 (
SNσ1 − σ1Rˆ′
)
Tˆ ′
−1
σ1. (3.39)
Then, using that α± are real for energies above the gaps and substituting Eq. (3.39) into
the density of states (3.35), we find that
ρ = − 1
pi
∂
∂E
Im ln det (14 + aa
∗) + constant, (3.40)
where a = S∗eσ2rhe. It follows that det (14 + aa
∗) is real and hence the density of
states (3.40) is constant. Therefore, there is no contribution to the Josephson current
in the above the gap regime.
(b) Between the gaps. For energies in the intergap regime (|∆−| < |E| < ∆+) we
show that there are nonvanishing contributions to the Josephson current. The matrix
Rˆ′ has the same form as in Eq. (3.37); however, the rest of the matrices which describe
scattering at the SN interface have reduced dimension since the ∆+ modes cannot be
transmitted into the superconducting leads. As a result, SSNS is a 4× 4 matrix.
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The continuous contributions to the Josephson current are obtained numerically by
substituting Eq. (3.36) into Eq. (3.34). The currents are found to be 2pi periodic and
their magnitude increases with the transmission probability. For small values of τ , the
contributions resemble sinusoidal functions, becoming increasingly nonsinusoidal as τ is
increased; this must occur as the continuous contributions compensate for subgap levels
which escape into the continuum above τc. Examples of continuous contributions to the
current (measured in in terms of the flux quantum Φ0 = h/2e) are depicted in Fig. 3.7(a)-
(d) for the topological case and in Fig. 3.7(e)-(h) for the nontopological case.
3.5.1.5 Total Josephson current
The total current is calculated by combining the subgap and continuous contributions,
as in Eq. (3.31). In the case without energy relaxation, as in the subgap case, we focus
on junctions where Andreev levels do not escape into the continuum. However, in the
presence of relaxation our discussion includes also the case of escaping levels. Examples
are depicted in Fig. 3.8 for topological junctions and in Fig. 3.11(a) for nontopological
junctions.
Generally, we find the continuous contributions to be significant relative to the sub-
gap current when the gap asymmetry between ∆+ and |∆−| is appreciable. The continu-
ous contributions are typically most significant when there are subgap states which escape
into the continuum, as then the continuous contributions must account for the missing
subgap levels.
There are some distinguishing features between topological and nontopological junc-
tions. One such feature is the fractional Josephson effect: when the phase is swept much
faster than the relaxation time of the junction (but not so fast that Landau-Zener tun-
nelling between branches or to the continuous spectrum occurs), the supercurrent of a
topological–topological junction will be 4pi periodic [see Fig. 3.8(a)-(b)], twice that of the
conventional Josephson effect. This 4pi periodicity, however, is sensitive to energy re-
laxation, which motivates the need for a topological signature in junctions where energy
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Figure 3.7: (a)-(d) Continuous contributions to the supercurrent for a Josephson junction
between topological superconductors with gap parameter ∆+ = −2∆− and (e)-(h) its
nontopological counterpart with gap parameter ∆+ = 2∆−. For topological junctions, the
critical transmission above which subgap states escape into the continuum is τc = 0.75 [see
Eq. (3.24)]. The numerical lattice data (black crosses) has gap parameters ∆0L = ∆0R =
−0.032 and ∆1L = ∆1R = 0.054 for the topological junctions and ∆0L = ∆0R = 0.0027
and ∆1L = ∆1R = 0.018 for the nontopological junctions.
relaxation takes place.
A distinctive feature appears in the case with energy relaxation: in topological
Josephson junctions, the Josephson current is 2pi periodic and displays a current switch at
φ = (p+ 2n+ 1) pi with p = 0, 1 the fermion parity of the junction and n an integer [see
Fig. 3.8(c)-(f)]. We have investigated the analogous situation in the nontopological case
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where, due to the absence of Andreev level zero crossings and the use of the preparation
protocol in Sec. 3.5, only the even parity ground state arises and the corresponding current
exhibits switchlike behaviour at φ = (2n+ 1) pi when τ is close to unity [see Fig. 3.11(a)].
With regard to establishing switches as topological, it is most judicious to work with
junctions having an intermediate value of τ in order to suppress nontopological switches,
while still realising Josephson currents of an appreciable magnitude.
When both energy and fermion parity are allowed to relax, further qualitative dis-
tinctive features are found to emerge. A single pair of switches occurs in the interval
−pi < φ ≤ pi, with the switch locations given by the zero crossings in Eq. (3.23). As these
switches occur symmetrically about φ = npi, junctions with a value of ω sufficiently (i.e.
determined by the resolution of φ) far enough away from npi have topological switches
that are distinct compared to possible nontopological counterparts. In the case that ω
is near npi, switches may be distinguished from their nontopological variants provided
that τ is not too close to unity, as then potential nontopological switchlike false positives
do not arise [see Fig. 3.11(a)]. Besides being a topological signature (as explained in
Sec. 3.5.1.3), identifying the location of these switches provides a way to measure the
value ω for the junction. Lastly, an important characteristic of these topological switches
is that the magnitude of the current is not necessarily the same after a switch. Examples
of these switches are depicted in Fig. 3.8(g)-(j).
3.5.2 s-wave–topological superconductor junctions
For s-wave–topological superconductor junctions, due to the high-energy and low-energy
subgap branches being generically (i.e. for τ away from unity) well separated and using
the protocol outlined in Sec. 3.5, the cases without relaxation and with energy relaxation
only coincide: in terms of the subgap current, they both correspond to always taking the
positive high-energy subgap level to be empty. Therefore it is sufficient to consider the
cases distinguished by the (non)conservation of fermion parity.
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Figure 3.8: The total supercurrent for topological–topological junctions with gap param-
eter ∆+ = −2∆−. The blue and red curves represent odd and even parity currents. For
(a)-(b) there is no relaxation, for (c)-(f) only energy relaxation is present, and for (g)-(j)
fermion parity relaxation is also allowed. Panels (a) and (b) show one of the odd and one
of the even parity currents (not displaying the complementary two with opposite subgap
contributions). Numerical lattice data has been omitted since the agreement with subgap
energies and continuous current contributions has already been shown to be excellent.
88
3.5.2.1 Subgap current with conserved fermion parity
With a conserved fermion parity, we include the contribution of one of the low-energy
branches where the choice of branch depends on the fermion parity of the junction. The
resultant current has 2pi periodicity.
The nature of the low-energy and high-energy contributions to the Josephson current
can be understood in terms of symmetries of the system. Time-reversal symmetry relates
an energy at φ to one of equal value at −φ. As a result of this and the 2pi periodicity
of the spectrum, the high-energy Andreev branches are even in φ about the time-reversal
invariant phases φ = npi and the corresponding current contribution is odd, vanishing at
these phases. For the low-energy branches, applying time-reversal brings the energy to
the opposite branch related to the initial one by particle-hole symmetry. This implies
that time-reversal flips fermion parity, signifying the anomalous time-reversal properties
of Majorana–Kramers doublets [69]. At the same time, this also means that the low-
energy branches are odd in φ about φ = npi and the corresponding contribution to the
current is even with finite currents at φ = npi. Moreover, as a consequence of particle-hole
symmetry, each parity sector of the low-energy Andreev levels contributes oppositely to
the current.
3.5.2.2 Subgap current with nonconserved fermion parity
For a nonconserved fermion parity, the energy of the junction is always minimised and
branch switches occur at φ = npi (n is an integer), where the low-energy branches cross
each other at zero energy due to the emergence of a Kramers pair of Majorana zero modes.
This leads to switches in the subgap Josephson current contribution, in agreement with
the work of Chung et al. [57] in the tunnelling limit. As a result of the vanishing high-
energy contribution at φ = npi, these current switches are entirely due to the low-energy
Andreev levels. Moreover, at the switches the sign of the current is flipped while its
magnitude is preserved, which is a feature dictated by the time-reversal properties of the
spectrum: the contributions just after the switch are the time-reverse of those just before
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the switch. The switch itself, in this sweep regime, is indicative of a flip in the fermion
parity. Taken together, these magnitude-preserving sign switches therefore indicate the
anomalous time-reversal properties of Majorana–Kramers pairs. As we will see below,
this feature is left intact when continuous contributions are taken into consideration.
3.5.2.3 Continuous contributions to the Josephson current
The Josephson current due to the continuous contributions is calculated by substituting
the total scattering matrix SSNS, which has the same general form as in Eq. (3.36), into
the density of states (3.35), and finally into Eq. (3.34). We find that the continuous
contributions are generally nonzero, but only when the energies lie in an intergap regime.
Moreover, as with the subgap contributions, the continuous contributions are independent
of the spin-orbit scattering.
(a) Above the gaps. The calculation of the contribution to the Josephson current
here is similar to the topological–topological case. The Andreev reflection matrix here
assumes the same general form as in Eq. (3.37) and the relations (3.38) also hold. As a
result of this, SSNS takes the same form as in Eq. (3.39) and so an analogue to Eq. (3.40)
can be derived (i.e. involving a determinant which is real). Therefore the contribution to
the Josephson current due to energies above the gaps is zero.
(b) Between the gaps. As mentioned in Sec. 3.4.2, there are a number of intergap en-
ergy regimes that arise. The specific form of SSNS will change depending on which intergap
energy window one works in (as this controls what is allowed to extend indefinitely into
the superconductors) and the relative magnitudes of the gap parameters. If we specify
the relevant gap parameters ∆ = {− |∆−| ,−∆+,−∆0}, then the intergap contributions
are calculated in an analogous fashion to Eq. (3.34) by the integral
Icont =
e
h¯
∫ max(∆)
min(∆)
dE E
∂ρ
∂φ
. (3.41)
This integral is calculated numerically in the same way as with topological–topological
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Figure 3.9: (a)-(d) Continuous intergap contributions to the supercurrent for an s-wave–
topological Josephson junction and (e)-(h) its nontopological counterpart. The numer-
ical lattice data (black crosses) has gap parameters {∆0L,∆1L,∆0R,∆1R} with (a)-(b)
{0.02, 0,−0.065, 0.099}, (c)-(d) {0.03, 0,−0.053, 0.081}, (e)-(f) {0.02, 0, 0.021, 0.009}, and
(g)-(h) {0.03, 0, 0.016, 0.009}.
junctions. The continuous contributions for various gap parameters and transmission
probabilities can be found for the topological case in Fig. 3.9(a)-(d) and for the nontopo-
logical case in Fig. 3.9(e)-(h).
The continuous contributions are zero at φ = npi (with n integer) as energy levels in
the continuum must be even in terms of φ about the phases φ = npi as a result of time-
reversal symmetry. Therefore, the contribution to the total current at these phases is
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Figure 3.10: The total supercurrent of the s-wave–topological junction. The blue and
red curves represent odd and even parity currents. For (a)-(d) local fermion parity is
conserved while for (e)-(h) it is violated via relaxation, resulting in current switches at
phase differences φ = npi with n integer. Numerical lattice data has been omitted here
since the agreement with subgap energies and continuous contributions to the current has
already been shown to be excellent.
entirely due to the low-energy Andreev levels, implying that the highlighted key features
in the preceding section are not obscured.
3.5.2.4 Total Josephson current
Following Eq. (3.31), the total current is the combination of both the subgap and con-
tinuous contributions. We consider the two cases which differ by the conservation of
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Figure 3.11: The total supercurrent for the nontopological variants of time-reversal-
invariant Josephson junctions, where we see the emergence of switchlike features at phase
differences φ = ±pi as the transmission probability τ approaches unity. Displayed in
(a) is the total supercurrent for a nontopological–nontopological junction with spin-orbit
parameter ω = 0.4pi and superconducting gaps ∆+ = 2∆− and in (b) the total supercur-
rent for an s-wave–nontopological junction with superconducting gaps ∆+ = 1.25∆− and
∆0 = 1.5∆−. Lattice numerics are omitted here as the agreement with subgap energies
and continuous contributions to the current has already been shown to be excellent.
fermion parity. Examples are showcased in Fig. 3.10 for s-wave–topological junctions and
in Fig. 3.11(b) for s-wave–nontopological junctions. We remark that, while Fig. 3.10 dis-
plays currents for only a few configurations of the gap parameters, other configurations
have been calculated with no important qualitative features that are distinct from those
shown.
There are some key features in the Josephson currents which can reveal whether or
not a junction is topological. The most prominent of these arise in the case with both
energy and fermion parity relaxation: topological junctions have magnitude-preserving
current switches at phase differences φ = npi (with n integer), where the current at these
switch locations is solely due to the low-energy subgap levels. Furthermore, provided
that the transmission probability τ of the junction is not too close to unity, analogous
magnitude-preserving switches are absent in the nontopological case [see Fig. 3.11(b)].
However, as can be demonstrated using Eq. (3.27), nontopological variants are only able
to support switchlike features at φ = (2n+ 1)pi, so the observation of current switches in
phase increments of pi indicates the topological nature of a junction.
In addition to these qualitative signatures, our results allow a quantitative fit to
experimental data using the normal-state conductance and the induced gaps as inputs,
which may facilitate progress in identifying topological Josephson junctions.
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3.6 Numerical simulation
We now turn to testing our predictions on a lattice model [56] for topological supercon-
ductivity in hybrid structures based on a Rashba spin-orbit coupled nanowire in proximity
to an s±-wave superconductor. The Hamiltonian consists of a left and a right subsystem,
each with N sites,
H = H0L +HSL +H0R +HSR +Ht, (3.42)
where H0L +HSL describes the left proximitised nanowire, H0R +HSR describes the right
proximitised nanowire, and
H0L =
N−1∑
j=1
[(
c†j+1V cj + H.c.
)
− µc†jcj
]
, (3.43a)
H0R =
2N−1∑
j=N+1
[(
c†j+1V cj + H.c.
)
− µc†jcj
]
, (3.43b)
where µ is the chemical potential, cj =
(
cj↑ cj↓
)T
, and V = −λ12 − iλSOσ3 with real
hopping λ and spin-orbit energy λSO. The pairing is
HSL =
1
2
e−iφ/2
(
N∑
j=1
∆0Lc
†
j(iσ2)c
†
j + H.c.
+
N−1∑
j=1
∆1Lc
†
j+1(iσ2)c
†
j + H.c.
)
,
(3.44a)
HSR =
1
2
eiφ/2
(
2N∑
j=N+1
∆0Rc
†
j(iσ2)c
†
j + H.c.
+
2N−1∑
j=N+1
∆1Rc
†
j+1(iσ2)c
†
j + H.c.
) (3.44b)
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and in terms of ∆± = ∆s ±∆p, this leads to
∆s = ∆0 −∆1
µλ
λ2 + λ2SO
, (3.45a)
∆p = 2∆1λSO
√
λ2 + λ2SO − µ2/4
λ2 + λ2SO
. (3.45b)
The coupling between the two subsystems is via
Ht = c
†
N+1V˜ cN + H.c. (3.46)
and we allow for arbitrary coupling consistent with time-reversal symmetry, i.e. we take
V˜ = −λ˜M with arbitrary M ∈ SU(2) and λ˜ real.
The normal-state transmission matrix t, via wavefunction matching, can be shown
to be
t = τeiχM, τ =
x2(4− y2)
(x2 + 1)2 − x2y2 , (3.47)
where x = λ˜/
√
λ2 + λ2SO and y = µ/
√
λ2 + λ2SO; the phase χ, explicitly expressible in
terms of x and v, plays no role in what follows.
This lattice model is used to numerically investigate the topological–topological and
s-wave–topological Josephson junctions and their nontopological counterparts. In general
there is excellent agreement between the scattering matrix results and the numerical
lattice model. This is despite considering finite size systems and without imposing the
Andreev approximation. Parameter values that were used (in units of λ) are N = 4000,
λSO = 0.15, and µ = −0.7. The corresponding value for λ˜ to produce a desired value of
τ may be derived from Eq. (3.47). The values for gap parameters depend on the specific
junction setup and may be found in the relevant figure captions.
The numerical lattice data is plotted as black crosses and black dashed lines along
with various subgap energies and continuous current contributions. For numerical simu-
lations of topological junctions, the subgap energies display a constant line at zero energy
which is due to the Majorana fermions at the wire end points away from the junction.
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By taking a sufficiently long nanowire, the splitting of these modes is exponentially sup-
pressed to zero. For the nontopological variant, there is no line at zero energy, reflecting
the absence of Majorana fermions in the system.
Andreev levels for topological–topological junctions are depicted in Fig. 3.2. The
numerics fit closely to the scattering matrix results, correctly reproducing the effect of
ω to move the zero crossings in φ-space and the feature of subgap states escaping into
the continuum. Similar agreement between the lattice model and the scattering matrix
results is also achieved for the nontopological variants in Fig. 3.3. The lattice model
provides the energy levels of the occupied continuous spectrum and hence the continu-
ous contributions to the current via Icont = (pi/Φ0) (dEcont/dφ). These contributions are
seen for topological–topological junctions in Fig. 3.7(a)-(d) and for nontopological vari-
ants in Fig. 3.7(e)-(h), displaying excellent agreement between the lattice model and the
scattering matrix calculation.
Similarly for s-wave–topological junctions and the corresponding nontopological vari-
ants, the lattice model and scattering matrix calculation are in excellent agreement. The
case where an s-wave admixture is included is depicted in Fig. 3.4 for the topological
case and in Fig. 3.5 for the nontopological case. The continuous contributions to the
supercurrent are shown in Fig. 3.9(a)-(d) for the topological case and in Fig. 3.9(e)-(h)
for the nontopological case.
3.7 Conclusion
We have studied the Josephson effect for time-reversal invariant topological–topological
and s-wave–topological junctions in the short-junction limit. In terms of the subgap
energy spectrum, we found topological generalisations of Beenakker’s formula [Eq. (3.4)]
for both of the junction setups considered. For topological–topological junctions, one
such expression [Eq. (3.22)] holds in the case when the topological superconductors are
characterised by |∆s| 
∣∣∆p∣∣. For s-wave–topological junctions in the analogous ∆s 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∆p regime, three expressions are found to hold for the cases ∆0 = ∆p in Eq. (3.28),
∆0  ∆p in Eq. (3.29), and ∆0  ∆p in Eq. (3.30), where ∆0 is the gap parameter for
the conventional s-wave superconductor and ∆s and ∆p are the respective s-wave and
p-wave pairings for the topological superconductor. For more general cases we are able
to find simple analytical expressions to establish key features, such as the location of zero
crossings and when subgap states are lost to the continuum.
The supercurrent generally has contributions from both the subgap Andreev levels
and the continuous spectrum. The continuous contributions originate from states with
an energy lying in an intergap regime (arising when there is either an s-wave admixture
present in the topological superconductor or a gap asymmetry across the junction). The
continuous contributions are generally significant in magnitude relative to the subgap
contributions provided that the junction is away from the tunnelling limit and that the
intergap regime is not too small.
For topological–topological junctions, we found that the fractional Josephson effect
can occur, which has the hallmark of a 4pi periodic current. The establishment of such a
current, however, is challenging due to energy relaxation. As with class D superconduc-
tors, the periodicity can be measured via the AC Josephson effect: the phase sweep may
be controlled by the voltage (φ˙ = 2eV/h¯) across the junction and the resulting periodicity
of the supercurrent can be measured. The 4pi periodicity of the current will only remain
intact provided that the phase sweep speed is much faster than tr (eV  h¯/tr), the typi-
cal timescale for energy relaxation (but still slow enough so that Landau-Zener tunnelling
between branches or to the continuum is avoided). For the case with energy relaxation
(eV  h¯/tr), the current is 2pi periodic. This is in contrast to class D superconductors,
where the conservation of local fermion parity at the junction suffices to ensure that the
4pi periodicity is robust against energy relaxation.
Due to the difficulties posed by energy relaxation in realising a 4pi periodic current,
we have proposed signatures unique to topological junctions in the presence of energy
relaxation. For topological–topological junctions, the regime of fermion parity noncon-
97
servation is particularly useful. This is the DC Josephson effect where the zero-energy
crossings of the Andreev levels [Eq. (3.23)], directly linked to the topological symmetry
protected energy-phase relation of Ref. [97], lead to a pair of current switches in the inter-
val −pi < φ ≤ pi. Via Eq. (3.23), the distance between the switches also provides a direct
measure of the spin-orbit parameter ω. For the special values ω = npi, the pair of switches
degenerate and can be at the same location as the switchlike features of highly transmit-
ting nontopological junctions. To be able to attribute the current switches to that of a
topological origin, it is therefore useful to either move the junction away from such special
points by changing the spin-orbit coupling or to work away from unit transparency.
For s-wave–topological superconductor junctions, we also found the DC Josephson
effect to be the regime with the clearest signatures of topological superconductivity. In this
case, magnitude-preserving current switches occur at the time-reversal invariant phases
φ = npi (with n integer), reflecting the existence and anomalous time-reversal properties of
Majorana–Kramers pairs at these phases. In contrast, nontopological analogues may only
support switchlike features for τ close to unity at φ = (2n+1)pi. Therefore, the observation
of magnitude-preserving switches after every phase increment of pi is an indicator of
topology.
We have worked in the zero temperature limit for both types of junction setup. In
terms of the DC Josephson effect, our work may be straightforwardly extended to finite
temperature T [15]. The current switches remain intact away from zero temperature
provided that kBT/Φ0  Is is satisfied, where Is is the magnitude of the current switch.
As the temperature increases outside of this regime, the switchlike features are lost as
they are smoothed out over φ-space.
Our work on these junctions provides a direct relationship between the excitation
spectrum, the Josephson current, the normal-state conductance G =
(
2e2/h
)
τ , the vari-
ous superconducting gaps, and, in the case of topological–topological junctions, the spin-
orbit parameter ω. Relations of this type in the nontopological case have been known
to be of exceptional utility in quantitative experimental analyses of Josephson junctions
98
[103–107]. Our results allow the application of the same strategy to the topological case.
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Chapter 4
Master equation approach for
time-reversal-invariant topological
junctions
A number of different regimes were identified and motivated in the previous chapter with
regard to the supercurrent flowing across time-reversal-invariant topological Josephson
junctions. While the 4pi periodicity of the current was lost for regimes involving an en-
ergy relaxation timescale that was much faster than the phase sweep, it persisted when
the relaxation was sufficiently slow. In this chapter, our goal will be to adopt a master
equation approach for junctions between time-reversal-invariant topological superconduc-
tors in order to probe, in greater detail, the crossover between the 4pi periodic energy-
conserving and the energy relaxation dominated regimes. We will consider fermion parity
to be conserved.
Such a master equation approach has been found to be of utility in theoretical [54, 98,
108–110] and experimental [111] investigations of junctions involving nontopological [98,
109–111] and (time-reversal symmetry breaking) topological [54, 98, 108] superconductors.
Additionally, a recent experiment on a mesoscopic nontopological junction established
a similar regime of interest, where external processes associated with parity-conserving
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transitions were found to be much faster than their parity-breaking counterparts [112].
The rest of this chapter is structured as follows. Prior to investigating these junctions,
it will first be necessary to introduce the density matrix formalism which provides a base
upon which the quantum master equation can be derived. Within this framework, a
bipartite density operator will be specified in relation to a small subsystem of interest
and a large reservoir, allowing for a reduced density operator to be formulated relative to
the degrees of freedom of the smaller subsystem only. The exact time evolution of this
reduced density operator, however, depends, in principle, upon the full bipartite density
matrix. For this reason, a brief outline of a microscopic derivation of the master equation
in its so-called Lindblad form is presented, following the works of Refs. [113, 114]. This
approximative approach enables the time evolution of the reduced density matrix to be
described solely in terms of the reduced density operator.
The remainder of this chapter concerns original work. The Lindblad master equation
is well-suited to investigate the aforementioned relaxation regime for the time-reversal-
invariant junction between topological superconductors, where the parity-preserving re-
laxation processes are motivated by an electron-phonon coupling. We use an effective
low-energy description for junctions of this type and incorporate the relaxation processes
through a phenomenological rate consistent with time-reversal symmetry. In the previous
chapter, this regime was found to have current switches (see Sec. 3.5.1.2) which could be
attributed to a topological origin for values of the junction transparency τ sufficiently far
away from unity. We therefore conclude with our findings for the establishment of these
topological current switches with respect to the ratio of the relaxation rate to a linear
phase sweep speed.
4.1 The density matrix
Suppose that a quantum system can be described in relation to an eigenbasis of pure
states {|ψn〉}. If the system is prepared such that there is a classical uncertainty to its
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quantum state, i.e. that it can be taken to be a statistical mixture of pure states, then
this system can be described by the density matrix or density operator
ρ =
∑
n
pn |ψn〉 〈ψn| , (4.1)
where 0 ≤ pn ≤ 1 are statistical weights that sum to unity. A key property of this operator
with regard to observables follows by tracing it with an operator A,
tr (ρA) =
∑
mn
pn 〈m|ψn〉 〈ψn|A|m〉
=
∑
n
pn 〈ψn|A
∑
m
|m〉 〈m|ψn〉
= 〈A〉 . (4.2)
As all measurable information comes from such expectation values, the density operator
encapsulates entirely the statistical and quantum mechanical information of a system
[115].
4.1.1 Properties of the density matrix
The density matrix has a number of important properties. The first and simplest of these
is its Hermiticity
ρ = ρ†, (4.3)
which follows straightforwardly from the definition in Eq. (4.1). The second property is
tr (ρ) = 1, (4.4)
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which follows from the normalisation condition that the statistical weights must obey.
The third property is that of positive semidefiniteness
〈ψ|ρ|ψ〉 =
∑
n
pn 〈ψ|ψn〉 〈ψn|ψ〉
=
∑
n
pn |〈ψn|ψ〉|2 ≥ 0 (4.5)
for some state ψ. The fourth and final property is
tr
(
ρ2
)
=
∑
mno
pnpo 〈m|ψn〉 〈ψn|ψo〉 〈ψo|m〉
=
∑
no
pnpo |〈ψn|ψo〉|2 ≤ 1, (4.6)
where the inequality in the second line follows from |〈ψn|ψo〉|2 ≤ 1 along with the second
property. The equality holds in the case that the system is in a pure state, i.e. pn = 1 for
some n [116].
4.1.2 Time evolution of the density matrix
The behaviour of the density matrix as time is evolved may be understood by examining
the corresponding behaviour of the Schro¨dinger equation for the wavefunction |ψ (t)〉,
H |ψ (t)〉 = ih¯ d
dt
|ψ (t)〉 , (4.7)
The time evolution of the density operator
ρ (t) =
∑
n
pn |ψn (t)〉 〈ψn (t)| (4.8)
is then
dρ
dt
= − i
h¯
[H, ρ] , (4.9)
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where the Schro¨dinger equation along with its Hermitian conjugate have been used. This
is the von Neumann equation, which governs the behaviour of the density matrix as a
function of time.
So far the Schro¨dinger picture has been implicitly assumed where the time depen-
dence comes entirely from the state vectors. Taking the formal solution of Eq. (4.7)
yields
|ψ (t)〉 = U (t) |ψ (t0)〉 , (4.10)
where |ψ (t0)〉 is some known initial state at a reference time t0 and U (t) = e−iH(t−t0)/h¯
is the unitary time evolution operator for a time-independent H. The separation of U (t)
is central to the Heisenberg representation, allowing for the time dependence of the state
vectors to be shunted onto the operators. Therefore, the density matrix takes the form
ρH = U
† (t) ρ (t)U (t) in the Heisenberg picture. (Note that the subscript “H” is used
to indicate the Hesienberg picture and the omission of a subscript should be taken to
indicate the Schro¨dinger picture for operators and kets.)
It is sometimes convenient to work in a hybrid between the Schro¨dinger and Heisen-
berg pictures—the interaction picture. The systems relevant to such a picture have Hamil-
tonians of the form
H = H0 + V (t) , (4.11)
where H0 is time-independent and V (t) is a time-dependent perturbation. The time
dependence of the wavefunction is then partially removed in analogue to Eq. (4.10) via
|ψ (t)〉 = U˜ (t)
∣∣∣ψ˜ (t)〉 , (4.12)
where the tilde represents the associated quantity in the interaction picture and U˜ (t) =
e−iH0(t−t0)/h¯. The usefulness of such a transformation lies in the fact that, for small
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perturbations, the time dependence of state vectors in the interaction picture comes solely
from the perturbation. The density matrix and perturbation term in the interaction
picture are
ρ˜ (t) = U˜ † (t) ρ (t) U˜ (t) , (4.13a)
V˜ (t) = U˜ † (t)V (t) U˜ (t) , (4.13b)
and the corresponding von Neumann equation is
dρ˜
dt
= U˜ † (t)
(
i
h¯
[H0, ρ (t)] +
dρ
dt
)
U˜ (t)
= − i
h¯
U˜ † (t) [V (t) , ρ (t)] U˜ (t)
= − i
h¯
[
V˜ (t) , ρ˜ (t)
]
, (4.14)
where the von Neumann equation in the Schro¨dinger picture [Eq. (4.9)] has been inserted
between the first and second lines. Finally, one should note that the expected value of an
operator is invariant with regard to the picture; for example, in the interaction picture
(suppressing time dependence for brevity)
tr
(
ρ˜A˜
)
= tr
(
U˜ †ρU˜U˜ †AU˜
)
= 〈A〉 , (4.15)
where the cyclic property of the trace has been used [115, 117].
4.1.3 The reduced density matrix
The von Neumann equation in the interaction picture is the foundation upon which the
master equation, to be discussed in detail in the following section, is derived. However, at
this stage, one may question the usefulness of the approximative master equation when
the exact von Neumann equation allows for the solution of the density matrix and hence
access to all measurable information. The answer is related to practicality, where the
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usefulness arises for a particular type of system which is bipartite, specifically those that
are composed of a small subsystem of interest and a large reservoir or environment where
one is only interested in the environment insofar as to its effect on the smaller subsystem.
Therefore, the utility of the master equation becomes apparent when the large number of
degrees of freedom associated with the environment are effectively integrated out, allowing
the problem to be expressed in terms of the relatively small number of degrees of freedom
of the subsystem of interest—such a reduced system is significantly more tractable. This
motivates the reduced density operator, which can be taken as the density operator for the
subsystem of interest extricated from the environment. The next step is thus to formulate
this operator.
Let the total bipartite density matrix be % and the reduced density matrix describing
the subsystem of interest be ρ, where both are assumed to be given in the Schro¨dinger
picture. The bipartite density operator can be described in terms of the product of states
between the subsystem of interest {|s〉} and the bath {|b〉}, while the reduced density
operator only requires the states {|s〉}.
Furthermore, the reduced density operator must satisfy the property regarding ex-
pectation values [Eq. (4.2)] for any subsystem operator A, so that the trace can be taken
to be partial, i.e.
〈A〉 =
∑
s
〈s|ρA|s〉 = trS (ρA) . (4.16)
Of course, the same average can be calculated using the bipartite density operator,
〈A〉 = trS+B (%A) =
∑
sbs
′
b
′
〈
sb
∣∣%∣∣s′b′〉 〈s′b′∣∣A∣∣sb〉 , (4.17)
where the resolution of unity has been inserted for the second equality. However, in order
for A to be an operator defined purely on the subsystem, it follows that
〈
s′b′
∣∣A∣∣sb〉 = 〈s′∣∣A∣∣s〉 δb′b (4.18)
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and hence Eq. (4.17) becomes
〈A〉 =
∑
ss
′
b
〈
sb
∣∣%∣∣s′b〉 〈s′∣∣A∣∣s〉 = trS [trB (%)A] . (4.19)
By matching Eq. (4.16) and Eq. (4.19), the reduced density matrix can be simply defined
in terms of the bipartite density matrix as
ρ = trB (%) . (4.20)
Similarly, by taking the time-independent part of the Hamiltonian [Eq. (4.11)] to
be bipartite in the same way (i.e. H0 = HS + HB), the von Neumann equation in the
Schro¨dinger picture [Eq. (4.9)] can be expressed in relation to the reduced density matrix
by taking its partial trace with respect to the reservoir to yield
dρ
dt
= − i
h¯
[HS, ρ]−
i
h¯
trB [V, %] . (4.21)
The reduced density matrix ρ˜ (t) in the interaction picture follows by taking the partial
trace of Eq. (4.13a),
ρ˜ (t) = trB [%˜ (t)]
= U˜ †S (t) trB
[
U˜ †B (t) % (t) U˜B (t)
]
U˜S (t)
= U˜ †S (t) ρ (t) U˜S (t) (4.22)
where US/B = e
iHS/B(t−t0)/h¯ and the cyclic commutative property of the trace has been
used. Note that as the right-hand-side of Eq. (4.22) is only in terms of the subsystem of
interest, the density matrix in the interaction picture has been reduced.
Finally, the von Neumann equation may be expressed in the reduced description for
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the interaction picture by taking the derivative with respect to time of Eq. (4.22), yielding
dρ˜
dt
= U˜ †S (t)
{
i
h¯
[HS, ρ (t)] +
dρ
dt
}
U˜S (t)
=
i
h¯
[HS, ρ˜ (t)]−
i
h¯
U˜ †S (t) {[HS, ρ (t)] + trB [V (t) , % (t)]} U˜S (t)
= − i
h¯
trB
[
V˜ (t) , %˜ (t)
]
, (4.23)
where Eq. (4.21) has been used for the second line and Eq. (4.13) has been used for the
final line [117].
The von Neumann equation in the reduced description has now been formulated, but
while it involves the partial tracing out of the bath, its right-hand-side still involves the
total bipartite density matrix %˜ (t). As a result, one cannot use this equation to describe
the time evolution of the reduced density operator solely in terms of the variables of the
subsystem. To make progress, certain approximations will need to be made, leading to
the master equation as discussed in the following section.
4.2 The quantum master equation
The quantum master equation in its Lindblad form is a system of first-order Marko-
vian differential equations describing the nonunitary time evolution of a class of density
matrices which represent a small subsystem coupled externally to a large reservoir. Its
usefulness resides in its wide applicability and its efficacy as it only involves the reduced
density matrix where the nonunitary part enters through a correlation function which
captures interactions between the small subsystem and the environment. In the rest of
this section, a brief outline of a microscopic derivation of the Lindblad form of the master
equation is presented, following the works of Refs. [113, 114].
The starting point for the master equation derivation is the von Neumann equation
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in the interaction picture,
dρ˜
dt
=
1
ih¯
trB
[
V˜ (t) , %˜ (t)
]
, (4.24)
where the Hamiltonian of the system takes the form H = HS + HB + V (t). Formal
integration with respect to time of such an equation between the initial time t and a later
time t+ ∆t yields
∆ρ˜ (t) =
1
ih¯
∫ t+∆t
t
dt1 trB
[
V˜ (t1) , %˜ (t1)
]
, (4.25)
where ∆ρ˜ (t) = ρ˜ (t+ ∆t) − ρ˜ (t). The above expression may be iteratively integrated
further by utilising
ρ˜ (tk) = trB
{
%˜ (t) +
1
ih¯
∫ tk
t
dtk+1
[
V˜ (tk+1) , %˜ (tk+1)
]}
, (4.26)
so that after two more iterations
∆ρ˜ (t) =
1
ih¯
∫ t+∆t
t
dt1 trB
[
V˜ (t1) , %˜ (t)
]
+
1
(ih¯)2
∫ t+∆t
t
dt1
∫ t1
t
dt2 trB
[
V˜ (t1) ,
[
V˜ (t2) , %˜ (t)
]]
+
1
(ih¯)3
∫ t+∆t
t
dt1
∫ t1
t
dt2
∫ t2
t
dt3 trB
[
V˜ (t1) ,
[
V˜ (t2) ,
[
V˜ (t3) , %˜ (t3)
]]]
,
(4.27)
where the time-ordering is t + ∆t ≥ t1 and tk ≥ tk+1. Note that the integral equation in
its present form is exact; the purpose of iteratively integrating has been to push the the tk
dependence of % to higher-order terms. As it will soon become apparent, the second-order
term is vital, and by iterating to third-order or higher, the density operator appearing in
the second-order term of the integrand depends only upon the initial moment of time t.
A discussion on the timescales of the system is now appropriate. The timescale ∆t has
already been introduced as the time increment for the density matrix. Two more relevant
timescales arise when considering the reservoir and the small subsystem of interest. In
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the case of the former, correlations within the reservoir are taken to have a lifetime
characterised by the timescale τB. With respect to the latter, the small subsystem of
interest has a characteristic relaxation timescale TS due to interactions with the reservoir
and is defined by
∆ρ˜ (t)
∆t
∼ 1
TS
ρ˜ (t) . (4.28)
A key assumption for the system being dealt with is
τB  ∆t TS, (4.29)
which effectively states that the correlations of the reservoir decay rapidly, while the
relaxation timescale is considerably longer for the subsystem of interest. Alternatively,
from the uncertainty principle, the condition τB  TS can be formulated in terms of an
average interaction strength V¯ , so that
V¯ τB
h¯
 1 (4.30)
must also be satisfied.
Furthermore, it should be noted that the bipartite density matrix can be generally
written in two parts: as a product between the reduced density matrices of the subsystem
and the reservoir, and the correlations between the subsystem and the reservoir
%˜ = ρ˜ (t)⊗ trS [%˜ (t)] + ρ˜correlations (t) . (4.31)
In what follows, we focus on simplifying the uncorrelated part of Eq. (4.27).
As the reservoir has a short relaxation timescale, it is assumed to thermalise to a
temperature T before any meaningful changes can occur in the subsystem of interest. The
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reduced density operator for the bath becomes
σ = trS [%˜ (t)] =
∑
b
Z−1e−Eb/kBT |b〉 〈b| , Z =
∑
b
e−Eb/kBT . (4.32)
By expressing the interaction part of the Hamiltonian via the operators for the reservoir
Bα and the subsystem of interest Sα, i.e.
V˜ =
∑
α
S˜α ⊗ B˜α, (4.33)
along with the assumption that the average trB [Bασ] = 0, then it follows that
trB
(
B˜ασ
)
= trB
(
eiHBt/h¯Bαe
−iHBt/h¯σ
)
= trB (Bασ) = 0 (4.34)
where cyclic permutations of the trace and the commutativity between σ and HB have
been used. Therefore, the first-order term in the uncorrelated part of Eq. (4.27) vanishes
since its integrand vanishes,
trB
[
V˜ (t1) , %˜ (t)
]
=
∑
α
{
S˜α (t1) ρ˜ trB
[
B˜α (t1)σ
]
− ρ˜S˜α (t1) trB
[
σB˜α (t1)
]}
= 0. (4.35)
The order of magnitude of the remaining uncorrelated terms of Eq. (4.27) can now be
estimated. The interactions are approximated by their average strength V¯ and, owing to
the rapidly decaying bath correlations, the integrals themselves can be taken to contribute
terms like τn−1B ∆t at each order n. A term at order n then has the estimated magnitude
∆ρ˜
∆t
∣∣∣∣(n) ∼ ( V¯ τBh¯
)n
ρ˜
τB
(4.36)
so that, as a result of Eq. (4.30), the series expansion of Eq. (4.27) can be truncated
to second order. Moreover, this allows for an estimate of the timescale governing the
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subsystem of interest
1
TS
∼ V¯
2τB
h¯2
. (4.37)
It should also be noted that the correlated part can be taken to be negligible by a
similar argument. The interaction strength is again replaced by its mean value, but the
integrals contribute terms like τnB at order n as the correlations rapidly decay for time
differences greater than τB. At second order, the correction due to the correlations is
approximately
1
TS
τB
∆t
 1
TS
, (4.38)
which is negligible as a result of the assumptions on the timescales [Eq. (4.29)]. Hence,
when Eqs. (4.29) and (4.30) hold, it is justified to take only the uncorrelated part of
the density matrix as contributing in the truncated form of Eq. (4.27). Therefore, the
truncated form for the time evolution of the reduced density operator now reads
∆ρ˜ (t) =
1
(ih¯)2
∫ t+∆t
t
dt1
∫ t1
t
dt2 trB
∑
αβ
[
S˜α (t1)⊗ B˜α (t1) ,
[
S˜β (t2)⊗ B˜β (t2) , ρ˜⊗ σ (t)
]]
.
(4.39)
By taking the eigendecomposition of the Hamiltonian for the subsystem of interest
HS =
∑
n h¯ωn |n〉 〈n|, the operators Sα can formally be given a frequency dependence by
introducing
Sα (Ω) =
∑
mn
δ (ωnm − Ω) |m〉 〈m|Sα|n〉 〈n| , (4.40)
where δ is a Kronecker delta and ωnm = (En − Em)/h¯. Using this we have
Sα =
∑
Ω
Sα (Ω) . (4.41)
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The corresponding operator in the interaction picture can then be written as
S˜α (Ω) = e
iHSt/h¯Sα (Ω) e
−iHst/h¯
= e−iΩtSα (Ω) , (4.42)
which, upon substitution into Eq. (4.39), yields
∆ρ˜ (t) =
1
h¯2
∫ t+∆t
t
dt1
∫ t1
t
dt2
∑
αβ
ΩΩ
′
{
ei(Ω
′−Ω)t1eiΩ(t1−t2)Gαβ (t1 − t2)
×
[
Sβ (Ω) ρ˜ (t)S
†
α
(
Ω′
)− S†α (Ω′)Sβ (Ω) ρ˜ (t)]+ H.c.} ,
(4.43)
where the commutator has been expanded with the appropriate Hermitian conjugate pairs
grouped together and the reservoir correlation function
Gαβ (t1, t2) = trB
[
B˜†α (t1) B˜β (t2)σB
]
= trB
[
eiHB(t1−t2)/h¯B†αe
−iHB(t1−t2)/h¯BβσB
]
= Gαβ (t1 − t2) (4.44)
has been identified.
The argument of the reservoir correlation function suggests that the substitution
τ = t1 − t2 may be useful. In terms of the variables (t1, t2), the limits of the integrals
in Eq. (4.43) sweep out a triangular area with vertices placed at (t, t), (t, t+ ∆t), and
(t+ ∆t, t+ ∆t). The straight line connecting the first and third vertices corresponds
to τ = 0, while the parallel line passing through the second vertex corresponds to τ =
∆t. Therefore, the triangular area that is swept out can be equivalently described in
terms of the variables (τ, t1), where the limits of integration span τ ∈ (0,∆t) and t1 ∈
(t+ τ, t+ ∆t). Moreover, as the correlations decay rapidly for τ > τB, negligible errors
are introduced by extending the integration limits to τ ∈ (0,∞) and t1 ∈ (t, t+ ∆t).
Following through with this substitution, performing the integration over t1, and dividing
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through by ∆t, Eq. (4.43) takes the form
dρ˜
dt
=
1
h¯2
∑
αβ
ΩΩ
′
{
ei(Ω
′−Ω)(t+∆t/2) sin
[(
Ω′ − Ω)∆t/2](
Ω′ − Ω)∆t/2 Wαβ (Ω)
×
[
Sβ (Ω) ρ˜ (t)S
†
α
(
Ω′
)− S†α (Ω′)Sβ (Ω) ρ˜ (t)]+ H.c.} ,
(4.45)
where the half-Fourier transform of the reservoir correlator has been introduced as
Wαβ =
∫ ∞
0
dτ eiΩτGαβ (τ) (4.46)
and the quantity ∆ρ˜ (t) /∆t has been replaced by the coarse-grained derivative dρ˜/dt,
which is the Markovian approximation since any influence of the past behaviour of ρ˜ (t)
has been neglected—only the current value of ρ˜ (t) determines its instantaneous rate of
change.
By transitioning to the Schro¨dinger picture via substitution of Eq. (4.13a) into
Eq. (4.45), respectively premultiplying and postmultiplying by e−iHSt/h¯ and eiHSt/h¯, and
using Eq. (4.42) to identify that
e−iHSt/h¯Sα (Ω) e
iHSt/h¯ = eiΩtSα (Ω) , (4.47a)
e−iHSt/h¯S†α (Ω) e
iHSt/h¯ = e−iΩtS†α (Ω) , (4.47b)
the time derivative of the reduced density matrix becomes
dρ
dt
= − i
h¯
[HS, ρ (t)] +
1
h¯2
∑
αβ
ΩΩ
′
{
ei(Ω
′−Ω)∆t/2 sin
[(
Ω′ − Ω)∆t/2](
Ω′ − Ω)∆t/2 Wαβ (Ω)
×
[
Sβ (Ω) ρ (t)S
†
α
(
Ω′
)− S†α (Ω′)Sβ (Ω) ρ (t)]+ H.c.} .
(4.48)
The next simplification as regards the master equation is known as the secular approxi-
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mation, amounting to
ei(Ω
′−Ω)∆t/2 sin
[(
Ω′ − Ω)∆t/2](
Ω′ − Ω)∆t/2 =
{
1 if Ω = Ω′,
0 if Ω 6= Ω′, (4.49)
which is valid for times ∆t which are significantly larger than the inverse of the corre-
sponding frequency spacings—this follows since the function has a maximum at Ω = Ω′
where it is unity and for
(
Ω′ − Ω)∆t  1 the function is near its maximum and for(
Ω′ − Ω)∆t  1 the function has negligible value. With this last approximation, the
master equation reads
dρ
dt
= − i
h¯
[HS, ρ (t)] +
1
h¯2
∑
αβ
Ω
{
Wαβ (Ω)
[
Sβ (Ω) ρ (t)S
†
α (Ω)− S†α (Ω)Sβ (Ω) ρ (t)
]
+ H.c.
}
.
(4.50)
Now, by introducing
Γαβ (Ω) = Wαβ (Ω) +W
∗
βα (Ω) , (4.51)
which is the full Fourier transform of the correlation function of the reservoir, along with
the modified Hamiltonian
H ′ = HS +
1
i2h¯
∑
αβ
Ω
[
Wαβ (Ω)−W ∗βα (Ω)
]
S†α (Ω)Sβ (Ω) , (4.52)
the master equation is cast into its Lindblad form
dρ
dt
= − i
h¯
[
H ′, ρ (t)
]
+
1
h¯2
∑
αβ
Ω
Γαβ (Ω)
[
Sβ (Ω) ρ (t)S
†
α (Ω)−
1
2
{
S†α (Ω)Sβ (Ω) , ρ (t)
}]
,
(4.53)
where the first term appearing in the master equation is responsible for unitary evolution
and the second term is a dissipative part with the interactions between the subsystem
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and the reservoir encoded through the correlation function of the bath operators.
With the Lindblad form of the master equation now displayed, it is worth reflecting
upon its singular merit: it describes the time evolution of the reduced density operator
for a small subsystem in contact with a large reservoir without need for the full bipartite
density matrix. The operators for the small subsystem are incorporated explicitly, while
the reservoir operators play an implicit role as they determine the value of the rate term
Γαβ (Ω). This is in contrast to the von Neumann equation, which has less practical
applicability as it requires a density matrix for the full system.
4.3 Time-reversal-invariant topological junctions in
the low-energy limit
Before the master equation technique can be applied to the topological–topological junc-
tion introduced in Chapter 3, some preliminaries regarding this junction must first be
established. The master equation [Eq. (4.53)] requires a formal operator description for
the junction and an effective rate term arising from interactions between the junction
and its environment, neither of which have yet been given. In the case of the former, an
effective low-energy description will be formulated in terms of the Majorana zero modes
which reside at a topological Josephson junction. Additionally, we shall briefly investigate
the effects of finite nanowires on the junction energy. For the latter, bath operators are
physically motivated from an electron-phonon coupling originating from spatial vibrations
at the junction. Then, by considering a general time-reversal-invariant perturbation to
this junction, a phenomenological method is employed with a constant rate term for the
dissipative terms in the master equation, allowing for parity-preserving transitions which
lower the total junction energy. Equipped with both of these preliminaries, the master
equation is then ready to be applied to examine how the relaxation regime, discussed
earlier in Sec. 3.5.1.2, can be set up for the topological Josephson junction.
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4.3.1 The electron operator
Prior to the consideration of topological junctions with time-reversal symmetry, we ex-
amine the spinless case for simplicity. Such an example will serve to illustrate clearly how
the phase difference across a junction manifests in terms of the electron operator.
We therefore take the system described by the Hamiltonian in Eq. (1.20) with the
antiunitary operator as defined in Eq. (1.22) and eigenexpansion given by Eqs. (1.27)–
(1.30b), where we take the operators to have an explicit dependence on the position x.
Suppose that the Bogoliubov–de Gennes Hamiltonian [Eq. (1.21)] described a supercon-
ductor with zero phase HBdG (0) and the following eigenexpansion was also taken at zero
phase. A nonzero phase can be incorporated in terms of HBdG (0) through the gauge
transformation
HBdG (φ) = Φ
† (φ)HBdG (0) Φ (φ) , (4.54)
where
Φ (φ) =
[
eiφ/212N 0
0 e−iφ/212N
]
. (4.55)
The phase may be absorbed into the definition of the electron operators via
[
c˜
c˜†
]
= Φ
[
c
c†
]
, (4.56)
so that the BCS Hamiltonian reads
H =
1
2
[
c˜† c˜
]
HBdG (0)
[
c˜
c˜†
]
(4.57)
and since this is formally the same as the Hamiltonian in Eq. (1.21), the eigenexpansion
detailed in Eqs. (1.27)–(1.30b) applies. Therefore, by introducing the vector containing
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the eigenoperators,
α±E =
 α±E1...
α±E2N
 , (4.58)
the eigenexpansion gives
[
c˜
c˜†
]
= U
[
αE
α−E
]
(4.59)
so that the electron operators can be written with respect to the eigenoperators
c˜n =
∑
j
ψEj ,nαEj
=
∑
Ej>0
(
ψEj ,nαEj + σˆ1ψ
∗
Ej ,n
α†Ej
)
≡ cn,φ=0, (4.60)
where ψEj ,n is the n
th element in the vector ψEj (with n labelling, e.g., lattice sites) and
the equivalency with cn,φ=0 follows since we have used the same eigenexpansion as in the
case with φ = 0. Moreover, the original electron operators can be expressed via
[
c
c†
]
= Φ†U
[
αE
α−E
]
, (4.61)
so that the phase dependence emerges in the electron operators as [118]
cn = e
−iφ/2cn,φ=0. (4.62)
Now, consider a junction between two superconductors that meet at x = 0 with
corresponding phases φL/R. The Hamiltonian for such a system can be decomposed into
left and right superconducting wires with respective Hamiltonians HL and HR, along with
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a tunnelling term Ht at the contact, i.e.
H = HL +HR +Ht, (4.63)
where
Ht = λc
†
RcL + λ
∗c†LcR (4.64)
with hopping term λ and fermion operators cL/R which are the the left/right electron
operators at the junction. The phase difference φ = φR−φL between the superconductors
is a gauge-invariant quantity and can be seen to enter by the substitution of the type of
operators appearing in Eq. (4.62),
Ht = λe
iφ/2cR,φ=0cL,φ=0 + λ
∗e−iφ/2cL,φ=0cR,φ=0. (4.65)
Finally, a low-energy approximation can be made through
cL/R 7→ e−iφL/R/2γL/R (4.66)
where γL/R are the operators for the left/right Majorana modes at the junction and where,
due to the exponential suppression of their wavefunctions in the inter-Majorana distance,
it has been assumed that the Majorana modes at the edges furthest from the junction do
not contribute [8]. One can therefore write the effective Hamiltonian at low energy as
Heff = λe
iφ/2γRγL + λ
∗e−iφ/2γLγR. (4.67)
4.3.2 Topological junctions with Majorana–Kramers pairs
We now consider time-reversal-invariant junctions between topological superconductors
which have finite length. In such a setup [Fig. 4.1], each wire hosts a Kramers pair of
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Majorana modes per boundary. The Majorana modes at the edges furthest from the
junction are labelled by η, while those residing at the junction are labelled by γ, and the
respective time-reversed partners are indicated with a tilde. By working at energies much
below the gap and to first order in the tunnelling [Eq. (4.66)], couplings may be expressed
solely in terms of the Majorana–Kramers pairs at each edge. In what follows, only those
couplings between Majorana modes of the same wire VL/R and those across the junction
VC are taken into consideration.
Tunnel couplings between the Majorana modes must be represented by quaternion-
real matrices as a result of time-reversal symmetry [Eq. (2.34)]. We therefore parameterise
the couplings as
VL/C/R =
[
0 νL/C/R
ν†L/C/R 0
]
, (4.68)
where
νL/C/R = AL/C/R
(
a
L/C/R
0 12 + i
3∑
k=1
a
L/C/R
k σk
)
, (4.69)
withAL/C/R ∈ R and aL/C/Rµ ∈ R for µ = 0, 1, 2, 3. Furthermore, choosing
∑4
µ=0
(
aL/C/Rµ
)2
= 1
without loss of generality, we can take
a
L/C/R
0 = sin
(ωL/C/R
2
)
cos
(
αL/C/R
)
, (4.70a)
a
L/C/R
1 = cos
(ωL/C/R
2
)
cos
(
βL/C/R
)
, (4.70b)
a
L/C/R
2 = sin
(ωL/C/R
2
)
sin
(
αL/C/R
)
, (4.70c)
a
L/C/R
3 = cos
(ωL/C/R
2
)
sin
(
βL/C/R
)
, (4.70d)
where ωL/C/R, αL/C/R, and βL/C/R are parameters which are analogous to the SU(2) pa-
rameterisation in Eq. (3.12).
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Figure 4.1: The Josephson junction formed between two topological nanowires that
have finite length and are connected by a short normal-state bridge (cross-hatched re-
gion). Each pair of red and blue hemispheres represents a Majorana–Kramers pair
(ηL/R, η˜L/R, γL/R, γ˜L/R) and the most general case that is considered is with finite couplings
between the Majorana–Kramers pairs of the same wire (VL/R), which are responsible for
splittings of Majorana modes away from zero energy, and between those in immediate
vicinity of the junction (VC).
In terms of the effective coupling matrix
M = −2i
[
eiφL/214 0
0 eiφR/214
]
0 νL 0 0
ν†L 0 νC 0
0 ν†C 0 νR
0 0 ν†R 0

[
e−iφL/214 0
0 e−iφR/214
]
, (4.71)
where the factor of −2i has been separated for convenience, the junction Hamiltonian
may be written as
H =
i
2
[
ηˆL γˆL γˆR ηˆR
]
M

ηˆL
γˆL
γˆR
ηˆR
 (4.72)
where we have used the operator shorthands ηˆL/R =
[
ηL/R η˜L/R
]
and similarly for γˆL/R.
Since M is traceless, the Hamiltonian may be rewritten by using the anticommutation
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properties for Majorana operators [Eq. (1.3)]
H =
i
4
[
ηˆL γˆL γˆR ηˆR
] (
M −MT
)
ηˆL
γˆL
γˆR
ηˆR
 . (4.73)
Now, M −MT is clearly antisymmetric. Additionally, owing to the Hermiticity of H,
M−MT must also be anti-Hermitian. These two properties together mean that M−MT is
real antisymmetric. Hence the spectral decomposition [Eq. (A.7)] allows the Hamiltonian
to be expanded as
H =
i
4
[
ηˆL γˆL γˆR ηˆR
]
OT

iσ2E1 0 0 0
0 iσ2E2 0 0
0 0 iσ2E3 0
0 0 0 iσ2E4
O

ηˆL
γˆL
γˆR
ηˆR
 (4.74)
in terms of the Andreev levels En and the orthogonal matrix of eigenvectors O. This
motivates transformed operators

Γ1
Γ2
...
Γ8
 = O

ηˆL
γˆL
γˆR
ηˆR
 , (4.75)
each of which obeys the Hermiticity condition and anticommutes with the other operators;
hence they are Majorana operators. Therefore, the Hamiltonian has been diagonalised
H =
i
2
4∑
n=1
EnΓ2n−1Γ2n (4.76)
or, in terms of fermion operators dmn =
1
2
(Γm + iΓn),
H =
4∑
n=1
En
(
d†2n−1,2nd2n−1,2n −
1
2
)
. (4.77)
In the simplest case where both nanowires can be taken to be effectively infinite
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in length, the faraway couplings VL and VR can be neglected. In this case, only four
Majorana modes must be considered and the Andreev energies match the form of those
derived in the corresponding scattering matrix approach [Eq. (3.22)].
In the case where only one or none of the faraway couplings are neglected, the
crossings at zero energy are no longer protected. The Andreev levels at positive energy
are given by
E+ =
√
p± ±′
√
p2± − A2LA2R cos2
(ωL
2
)
cos2
(ωR
2
)
, (4.78)
where
p± =
1
2
[
A2C cos
2
(
φ± ωC
2
)
+ A2L cos
2
(ωL
2
)
+ A2R cos
2
(ωR
2
)]
(4.79)
and the negative energies follow by particle-hole symmetry. Therefore, the couplings VL/R
are each responsible for a splitting of the Majorana modes away from zero energy. The
Andreev and total energies are depicted for junctions between an infinite and a finite
nanowire [Fig. 4.2(a)-(b)] and two finite nanowires [Fig. 4.2(c)-(d)].
We note that ωL/R = (2n + 1)pi, where n is an integer, is equivalent to setting the
corresponding AL/R = 0. This is because the component of the Hamiltonian describing
couplings between these Majorana modes has terms of the form (for example in the left
nanowire)
HL = i2 [(ηLγL − η˜Lγ˜L) sin (βL) + (ηLγ˜L + η˜LγL) cos (βL)]AL cos
(ωL
2
)
. (4.80)
Therefore, without loss of generality, the effective length of the nanowire can be controlled
by setting ωL/R = 0 and allowing only AL/R to vary.
With only one finite nanowire (AR = 0), what would be a crossing between An-
dreev levels at zero energy in the case with two infinite nanowires is now an anticrossing.
Fig. 4.2(b) illustrates that the corresponding total energies fall into two classes distin-
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Figure 4.2: Andreev energies (first column) and the possible total energy configurations
(second column) for a topological Josephson junction formed of (a)-(b) a finite and an
infinite nanowire and (c)-(d) two finite nanowires. For both setups, we take coupling
strengths AL = 0.1AC with spin-orbit couplings ωL = ωR = 0 and ωC = 0.4pi, while for
(a)-(b) we take AR = 0 and in (c)-(d) AR = 0.05AC.
guished by parity. Moreover, when AL is appreciably smaller than AC, the configuration
with both negative energy levels filled resembles qualitatively the case with both energy
and parity relaxation for a junction between effectively infinite nanowires [Fig. 3.6(d)],
and in a similar way could allow for the readout of ωC.
For junctions where both nanowires are finite, the energies do not, provided that
AR  Ac, differ significantly from the case with a single finite nanowire. Viewing it in
terms of the energies of Fig. 4.2(b), the additional coupling serves only to introduce a fine
splitting of the total junction energies [Fig. 4.2(d)].
4.3.3 Electron-phonon coupling
In the interest of investigating the energy relaxation regime with parity conservation
described in Sec. 3.5.1.2, we now focus on the system between two infinite nanowires
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where the crossing at E = 0 is protected, setting AC = 1 for brevity in the equations to
follow for the remainder of this chapter. While an explicit low-energy Hamiltonian has
been provided for the junction, how a reservoir can couple to the junction has yet to be
motivated. We provide reasoning for this junction–reservoir interaction below.
The system can be taken to be coupled to a bath of harmonic oscillators by allowing
for phonon modes which arise as a result of vibrations at either side of the junction, so
that there are displacements
xn ∼
(
bn + b
†
n
)
/
√
ωn (4.81)
in terms of boson operators bn with associated frequencies ωn. In this way, the quater-
nionic parameters aµ of Eq. (4.69) (where we now drop the superscript L/C/R) are made
displacement-dependent via
aµ 7→ aµ (xn) ≈ aµ (0) +
∑
n
gnxn (4.82)
where aµ (0) is the value of the parameter when the displacement from equilibrium is zero,
gn ∈ R is the electron-phonon coupling parameter which is taken to be independent of
µ for simplicity, and the displacements are assumed to be small so that only terms up
to the first order in xn are kept. Taking the part of the Hamiltonian in Eq. (4.73) that
involves the Majorana modes residing at the junction, the unperturbed Hamiltonian takes
the form
H0 = i
[
a0 sin
(
φ
2
)
(γRγL + γ˜Rγ˜L)− a3 cos
(
φ
2
)
(γRγL − γ˜Rγ˜L)
− a1 cos
(
φ
2
)
(γRγ˜L + γ˜RγL)− a2 sin
(
φ
2
)
(γRγ˜L − γ˜RγL)
] (4.83)
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and the part associated with the low-energy electron-phonon coupling is
He-ph = i
[
sin
(
φ
2
)
(γRγL + γ˜Rγ˜L)− cos
(
φ
2
)
(γRγL − γ˜Rγ˜L)
− cos
(
φ
2
)
(γRγ˜L + γ˜RγL)− sin
(
φ
2
)
(γRγ˜L − γ˜RγL)
]
×
∑
n
gn√
ωn
(
bn + b
†
n
)
,
(4.84)
which provides a mechanism for energy relaxation with parity conservation.
This type of energy relaxation is incorporated into the master equation by including
it as a phenomenological rate term. Such a term must be consistent with time-reversal
symmetry, so that transitions occurring between the Kramers degenerate states are for-
bidden. In order to make the rate term time-reversal-invariant, we take the most general
tunnelling perturbation
He-ph = i
[
δa0 sin
(
φ
2
)
(γRγL + γ˜Rγ˜L)− δa3 cos
(
φ
2
)
(γRγL − γ˜Rγ˜L)
− δa1 cos
(
φ
2
)
(γRγ˜L + γ˜RγL)− δa2 sin
(
φ
2
)
(γRγ˜L − γ˜RγL)
]
,
(4.85)
which is of the same form as Eq. (4.83) due to time-reversal symmetry. (The displacements
xn are implicit within the parameters δaj.) By employing the Majorana transformation
used in Eq. (4.75) to rewrite the tunnelling perturbation with respect to the fermion op-
erators d12 =
1
2
(Γ1 + iΓ2) and d34 =
1
2
(Γ3 + iΓ4) that diagonalise Eq. (4.83), the phase
dependence which enforces time-reversal symmetry can be extracted from the off-diagonal
(relative to the d12 and d34 basis) part of the Hamiltonian as these terms describe tran-
sitions between Kramers pairs which must vanish at the time-reversal-invariant phases.
We outline the procedure for this extraction now.
The orthogonal matrix of eigenvectors [from the transformation in Eq. (4.75)] can
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be chosen as
O =

0 0 ν+ ν−
µ− µ+ 0 0
0 0 −ν− ν+
−µ+ µ− 0 0
 (4.86)
where
µ± = sin
(
α + β
2
± pi/4
)
, ν± = sin
(
α− β
2
± pi/4
)
(4.87)
with α and β coming from the real quaternionic parameterisation used in Eq. (4.70). The
unperturbed Hamiltonian is diagonalised by this transformation such that
H0 = 4
[
− cos
(
φ− ω
2
)(
d†12d12 −
1
2
)
+ cos
(
φ+ ω
2
)(
d†34d34 −
1
2
)]
. (4.88)
Now, we treat the electron-phonon part: substituting Eq. (4.75) into Eq. (4.85) and then
regrouping in terms of the fermion operators dmn yields
He-ph = 4
[
(ν+µ−ζ03− + ν−µ+ζ03+ − ν+µ+ζ21+ + ν−µ−ζ21−)
(
d†12d12 −
1
2
)
+ (ν−µ−ζ03+ − ν+µ+ζ03− − ν+µ−ζ21+ − ν−µ+ζ21−)
(
d†14d14 −
1
2
)
+ (ν−µ−ζ03− − ν+µ+ζ03+ − ν−µ+ζ21+ − ν+µ−ζ21−)
(
d†23d23 −
1
2
)
+ (ν−µ+ζ03− + ν+µ−ζ03+ + ν−µ−ζ21+ − ν+µ+ζ21−)
(
d†34d34 −
1
2
) ]
(4.89)
where
ζij± = δvi sin
(
φ
2
)
± δvj cos
(
φ
2
)
. (4.90)
Recall that the fermion operators d12 and d34 span the Hilbert space of the four Majorana
operators. The d14 and d23 that appear in Eq. (4.89) provide an alternative pairing of
these operators and thus are not independent from d12 and d34. Specifically, they can be
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Figure 4.3: Andreev levels for a Josephson junction between topological superconductors,
where the spin-orbit parameter has been set to ω = pi/2. Each Andreev level has been
labelled with its respective operator, illustrating that the operators can be associated with
either adding or removing a level at positive energy depending on the value of the phase
difference φ.
represented through
d†14d14 −
1
2
=
1
2
(
d12d34 − d12d†34 + d†12d34 − d†12d†34
)
, (4.91a)
d†23d23 −
1
2
=
1
2
(
d12d34 + d12d
†
34 − d†12d34 − d†12d†34
)
. (4.91b)
For clarity, we relabel the fermion operators via d1 = d12 and d2 = d
†
34. The off-
diagonal component of the Hamiltonian then reads
Hoff-diag = −
1
4
{
[δv0 sin (α)− δv2 cos (α)] sin
(
φ
2
)(
d1d
†
2 − d†1d2
)
+ [δv3 cos (β)− δv1 sin (β)] cos
(
φ
2
)(
d1d2 − d†1d†2
) }
,
(4.92)
which includes a phase dependence that must be obeyed as a result of time-reversal
symmetry. In interpreting Eq. (4.92), it is useful to note that if one were to intuitively
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think of the d† operators as adding Andreev levels at E > 0 and the d operators as
removing levels at E > 0, the second line of Eq. (4.92) would seem to describe processes
unrelated to transitions between branches, while the first line would describe transitions
between branches but would allow them to happen at half of the time-reversal-invariant
phases. Kramers degeneracy, however, forbids branch transitions at all time-reversal-
invariant phases. The resolution to this inconsistency lies in the Andreev crossing at zero
energy: the operator d† can describe either the addition or removal of an Andreev level
at E > 0 depending on the value of φ. Following the labelling in Fig. 4.3, it is clear that
the terms associated with a transition within the even parity sector (i.e. d1d2 and d
†
1d
†
2)
must vanish at φ = (2n+ 1) pi where n is an integer, while the terms associated with
a transition within the odd parity sector (i.e. d1d
†
2 and d
†
1d2) must vanish at φ = 2npi.
The phase-dependent coefficient that appears with each operator combination precisely
ensures this, i.e. transitions between Kramers pairs at the time-reversal-invariant phases
are forbidden as they should be.
4.4 Master equation approach
Having formulated the low-energy description of the topological Josephson junction and
motivated an environmental bath, we now focus on utilising the master equation approach
in order to investigate the Andreev level occupancies in terms of the phase sweep speed
and a generic time-reversal-invariant relaxation rate. Before proceeding directly to the
master equation, it is first necessary to make clear how the phase sweep arises.
4.4.1 Time-dependent Hamiltonian description
The effect of a phase sweep may be incorporated by considering a constant voltage V0
across the junction at x = 0
V (x) =
V0
2
sgn (x) , (4.93)
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which, by the Josephson relation, is expressible in terms of a linear phase sweep
eV (x) =
h¯
4
dφ
dt
sgn (x) . (4.94)
The time-dependent Bogoliubov–de Gennes equations give
[H (φ) + eV (x)σ3] |ψ〉 = ih¯∂t |ψ〉 , (4.95)
where σ3 is the third Pauli matrix in particle-hole space. By expanding into an instanta-
neous Fock eigenbasis [119]
|ψ〉 =
∑
n
cn (t) |n (φ)〉 , (4.96)
we convert Eq. (4.95) into a matrix form relative to the vector of time-dependent coeffi-
cients c (t)
Hˆc = ih¯∂tc. (4.97)
By inserting Eq. (4.96) into Eq. (4.95) and rearranging into the form presented in Eq. (4.97),
we have
∑
n
[
Enδmn + h¯
dφ
dt
〈
m (φ)
∣∣∣∣σ3 sgn (x)4 − i∂φ
∣∣∣∣n (φ)〉] = ih¯∑
n
∂tcn (t) δmn (4.98)
so that a general element of the Hamiltonian Hˆ is given by
Hˆmn = Em (φ) δmn + h¯
dφ
dt
Mmn (φ) , (4.99)
where Em (φ) is an instantaneous Andreev energy and
Mmn (φ) =
〈
m
∣∣∣∣σ3 sgn (x)4 − i∂φ
∣∣∣∣n〉 (4.100)
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are the connections between instantaneous eigenstates of the Bogoliubov–de Gennes Hamil-
tonian [108].
4.4.2 Lindblad equation
The master equation in its Lindblad form [Eq. (4.53)] can now be employed to describe
the topological junction between two effectively infinite nanowires. We assume that the
continuum is well-separated from the Andreev levels, such that the effects of the continuum
can be neglected in what follows. The master equation takes the form
dρ
dt
= − i
h¯
[H, ρ] +
Γr
h¯2
{[
ξc+ (φ)χ(d1d2) {ρ} − ξc− (φ)χ(d†1d†2) {ρ}
]
cos
(
φ
2
)
+
[
ξs+ (φ)χ(d1d
†
2) {ρ} − ξs− (φ)χ(d†1d2) {ρ}
]
sin
(
φ
2
)}
.
(4.101)
The first term is unitary with its Hamiltonian given in terms of the low-energy Andreev
levels of Eq. (4.77), the sweep speed vs, and the connections Mmn (φ), with the overall
form
H =
2∑
n=1
En
(
d†ndn −
1
2
)
+ h¯vs
2∑
mn=−2
Mmn (φ) d
†
mdn. (4.102)
The second term of the master equation is dissipative, allowing for transitions with phe-
nomenological rate constant Γr which lower the total energy of the junction within each
fermion parity sector. The superoperator
χ (O) {ρ} = OρO† − 1
2
{
O†O, ρ
}
(4.103)
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describes general dissipations of the Lindblad type associated with the operator O and
the phase-dependent terms
ξc± =
1± sgn [cos (φ
2
)]
2
, (4.104a)
ξs± =
1± sgn [sin (φ
2
)]
2
, (4.104b)
ensure that the transitions associated with χ are dissipative, while the operator combi-
nations and the rest of the phase dependence are informed from general considerations of
time-reversal symmetry [Eq. (4.92)].
4.4.2.1 Zero sweep speed
It is convenient to first consider the case where the phase is not swept along (vs = 0).
The reason for this is twofold: firstly, it will allow for a straightforward determination of
whether or not the junction tends towards the regime characterised by energy relaxation
and fermion parity conservation; secondly, it enables us to monitor how relaxation pro-
cesses work in isolation of any complications that could be introduced by a finite phase
sweep.
We assume that the junction has been initially prepared with negative total energy
at φ = −2pi for both fermion parity classes. We numerically solve the master equation
for phases φ ∈ [−2pi, 2pi], which connect smoothly (i.e. without branch switches) to the
negative energy at φ = −2pi, with h¯Γr = 10−2AC and obtain the junction energy through
〈E (φ)〉 = tr [ρ (t)H (φ)] for various times t. We find that the junction converges with
increasing time from the initial 4pi periodic state towards the 2pi periodic state with
crossings at the relevant time-reversal-invariant phases (i.e. where the total junction
energy is zero for a particular parity class), demonstrating that the regime with energy
relaxation and parity conservation, which was first described in Sec. 3.5, is accessible.
Total junction energies with ω = 0.4pi for various times are illustrated in Fig. 4.4(a)-
(f), along with the Andreev occupancies of the state that is being converged to for each
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respective parity class in Fig. 4.4(g)-(h). These results show that, as a consequence of
the transitions at the Kramers degeneracies being forbidden, the energy relaxes the more
swiftly the further the phase is from the relevant time-reversal-invariant phases, resulting
in maximally effective relaxations at φ = (2n + p)pi where p = 0, 1 is the fermion parity
of the junction.
4.4.2.2 Finite sweep speed
We now allow for a finite phase sweep speed (vs > 0) and consider junctions which are,
again, initially prepared at φ = −2pi with negative total energy for a particular fermion
parity class. For clarity, we employ φ′ ≡ [φ (mod 4pi)]− 2pi. For relaxation rates that are
sufficiently strong relative to the phase sweep speed, we find that the system approximates
to a good degree the regime with energy relaxation and fermion parity conservation, with
exact matching as h¯Γr/vs 7→ ∞.
Examples of the Josephson current are demonstrated in Fig. 4.5, where the ratio
h¯Γr/vs is varied for even and odd fermion parities and the corresponding current-phase
relations are displayed for late times when an equilibrium has been reached. For suffi-
ciently large h¯Γr/vs, we note that the switchlike features at φ
′ = (2n+ 1 + p)pi associated
with this regime are recovered, while they become more smoothed out away from this
limit. As was highlighted in Sec. 3.5.1.5, these switches are topological in origin. With
regard to their observation in experiment, we suggest that, provided external processes
which flip fermion parity can be controlled for, it is most judicious to work with sufficiently
slow vs (i.e. for small applied voltages) in order to preserve these switchlike features.
Moreover, transitions at φ = (2n+ 1 + p)pi are forbidden as a result of time-reversal
symmetry, and, as was observed in the case with no phase sweep, relaxations happen at a
slower effective rate the nearer they are to these points. This effect is exacerbated by the
fact that vs is now finite—while for long enough times with vs = 0 and Γr > 0, convergence
to a pure state was guaranteed, this is no longer necessarily true with |vs| > 0.
This can be shown directly by comparison with a phenomenological relaxation term
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Figure 4.4: (a)-(f) Total junction energies at various times t for a Josephson junction be-
tween topological superconductors with ω = 0.4pi, where the blue and red curves represent
odd and even fermion parities, respectively, and the black curves represent the expected
value of the energy. The junction is initially prepared for a phase φ which smoothly con-
nects (i.e. without branch switches) to the negative energy state at φ = −2pi, with an
even fermion parity for the first column and an odd fermion parity for the second column.
For (g)-(h), the Andreev levels and occupancies (highlighted in green) of the energy being
converged to are displayed.
which does not respect time-reversal symmetry, where the time-reversal-invariant rate
is found to be slower than its time-reversal-broken counterpart [Fig. 4.6]. Moreover,
135
Figure 4.5: The subgap current for a Josephson junction between topological supercon-
ductors with ω = 0.4pi and for various relaxation rates Γr and phase sweep speeds vs.
The junction is initially prepared with negative total energy at φ = −2pi for even fermion
parity (left column) and odd fermion parity (right column). Red and blue curves rep-
resent, respectively, the even and odd parity currents associated with pure states of the
density matrix, while the black curve is the expected value of the current established in
the long-time limit.
the time-reversal-broken rate demonstrates that the switchlike features can still be lost,
as a result of the finite value of vs, despite allowing transitions at the time-reversal-
invariant phases.Therefore, we can attribute the difficulty of Andreev branch switches to
two sources: the finite sweep speed and the transitions forbidden by time-reversal symme-
try. This explains a feature illustrated in Fig. 4.6(c)-(f), where the maximum in energy at
φ = ±pi is more skewed in the direction of the phase sweep for the time-reversal-invariant
case than in the time-reversal-broken case; this extra skewness arises from the additional
difficulty in switching due to the forbidden transitions near the Kramers degeneracies.
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Figure 4.6: Total junction energies for a Josephson junction between topological super-
conductors with ω = 0.4pi for various relaxation rates Γr and phase sweep speeds vs,
comparing rates which respect time-reversal symmetry (left column) and those that break
time-reversal symmetry (right column). The junction energies associated with even parity
pure states of the density matrix are depicted by the red curves, while the black curves
represent the expected total energy of the impure state in the long-time limit.
When the ratio h¯Γr/vs is sufficiently small and the junction is initialised according
to the usual preparatory protocol, the 4pi periodicity of the Josephson current can be
maintained for the initial periods [Fig. 4.7(a)-(b)]. However, over numerous cycles the
weak relaxation rate eventually suppresses the total junction energy such that it becomes
2pi periodic with a severely diminished magnitude [Fig. 4.7(c)-(d)]. This can be understood
intuitively. Since the phase sweep is so much faster than the relaxation rate, the junction
spends approximately half of its time with positive total energy and the other half with
negative total energy. The relaxation processes act slowly such that the total energy over
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Figure 4.7: Total energies and occupancies for a Josephson junction between topological
superconductors with ω = 0.4pi where the relaxation rate Γr is significantly smaller than
the phase sweep speed vs. The junction is initially prepared with even fermion parity and
with negative total energy at φ = −2pi. The total energy of the initial phase sweep is
shown in (a)-(b), while the state it eventually converges to after many cycles is depicted
in (c)-(d). For (e)-(f), the occupancies of the two states with even fermion parity are
shown, starting from the initial phase sweep.
the positive sector is only slightly diminished after each cycle. Over many cycles, this
results in the occupancies of the relevant levels having a small oscillation about a half-
filling for each level where the magnitude of the oscillations is related to the magnitude
of the ratio h¯Γr/vs. These occupancies are illustrated with respect to the finite density
matrix elements for a junction initially prepared with even fermion parity in Fig. 4.7(e)-
(f).
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4.5 Conclusion
Previously, in Chapter 3, we provided a theory for the current-phase relationship for meso-
scopic junctions involving time-reversal-invariant topological superconductors in terms of
a small number of experimentally accessible parameters. With regard to a finite phase
sweep (i.e. through the ac Josephson effect φ˙ = 2eV/h¯), we identified, in addition to the
fractional ac Josephson effect, two distinct regimes characterised by strong energy relax-
ation and distinguished by whether or not they allow for external processes which violate
the conservation of fermion parity. A key feature of both these regimes is the emergence of
current switches which potentially serve as indicators of the junction’s nontrivial topology.
In conjunction with these exact results, we have utilised a master equation approach
and studied the topological–topological junction in an effective low-energy limit in order
to investigate, in further detail, junctions with energy relaxation and parity conservation.
We find that such a setup can be accessed upon the incorporation of a time-reversal-
invariant phenomenological relaxation rate which can arise through an electron-phonon
coupling due to vibrations at either side of the junction.
A transient 4pi periodic Josephson effect was found to exist for relaxation rates
Γr which were sufficiently slow with respect to the phase sweep speed vs and where the
junction had been initially prepared with a particular fermion parity with minimum energy
at a given φ. However, over many phase sweep cycles, the small nonzero Γr leads to a
nearly even filling, within that fermion parity class, between the positive and negative
Andreev levels, eventually resulting in a greatly diminished current magnitude and a 2pi
periodicity. This suggests that, even for small Γr, the 4pi periodic Josephson effect will
not persist indefinitely and its observation is limited to the initial phase sweep cycles.
In contrast, a regime analogous to the one discussed in Sec. 3.5.1.2 can be established
permanently provided that fermion parity is conserved. The adherence to this regime
is found to be most strict when the ratio of Γr to vs is appreciably large. Regarding
measurable topological signatures, switchlike features in the current which appear at the
time-reversal-invariant phases are established concurrently with this regime. However, the
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recovery of switchlike features is found to be hindered not only by the finite value of vs,
but also by time-reversal symmetry: transitions between the Kramers degenerate states
are forbidden. As concerns the robust detection of these topological features, this suggests
that the magnitude of vs should be taken to be as small as possible, while still ensuring
that external processes which flip the fermion parity can be consistently controlled for, in
order to maximise the visibility of these current switches.
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Conclusions
We have studied one-dimensional Josephson junctions involving time-reversal-invariant
topological superconductors. As a result of the nontrivial topology of these systems, the
superconductors host a single Majorana–Kramers pair at each boundary. The Josephson
current that flows across such junctions was found to have conspicuous features associated
with the pairs at the junction. By separately applying a scattering matrix technique and a
master equation approach, we have made several qualitative and quantitative predictions
regarding these junctions which allow, through such supercurrent readouts, for the time-
reversal-invariant and topological properties of these junctions to be robustly detected in
experiment.
For nontopological Josephson junctions between s-wave superconductors, time-reversal
symmetry is known to yield compact relations in terms of the normal-state junction prop-
erties [14–19]. Motivated by this, we applied the scattering matrix technique to the
topological case in order to obtain the Josephson current,1 which was found to generally
have finite contributions from both the Andreev levels and the continuum, with a small
number of independently measurable junction parameters as inputs. While this technique
facilitates quantitative comparisons with experimental data, we additionally identified a
number of outstanding features which showcase the properties of time-reversal symme-
try and topology, occurring in various regimes associated with the ac Josephson effect
(φ˙ = 2eV/h¯).
For gap-symmetric junctions between two topological superconductors, the gap pa-
1See Ref. [1] of the Publications section at the beginning of this thesis.
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rameters were taken to be composed of an admixture between a p-wave component and
an s-wave component ∆± = ∆s±∆p with ∆− < 0 for topological superconductors. With
respect to the subgap spectrum, Andreev levels were found to approach and escape into
the continuum above a critical junction transparency τc that is dependent on ∆±; a sim-
ilar feature arises in the purely s-wave case (∆+ = ∆−), but only for gap-asymmetric
junctions [49]. Moreover, crossings between subgap levels were found to occur in two
types. The first is due to time-reversal symmetry, where there are generally crossings at
finite energy for phases φ = npi with n integer. The second is related to the presence of
Majorana–Kramers pairs at the junction, resulting in zero-energy crossings that occur at
phases φn = ±ω + (2n+ 1) pi where ω is the degree of spin-flip scattering.
With respect to the Josephson current, we considered the effect of a voltage bias
across the junction, resulting in a finite sweep speed for the phase (φ˙ = 2eV/h¯). When
the phase can be swept with fermion parity conservation and no energy relaxation, we
found a 4pi periodic current-phase relation. This is a time-reversal-invariant generalisation
[56, 58] of the fractional ac Josephson effect [6, 50, 51, 70, 71, 92, 93]. This periodicity is
twice that of the conventional 2pi periodic Josephson effect and is a signature of topological
superconductivity. This effect, however, is fragile to processes which lower the total energy
of the junction.
By allowing for fermion parity conservation and a fast energy relaxation, a 2pi pe-
riodic current was found to emerge. In relation to the subgap energy spectrum, branch
switches occur at the phases φ = (p+ 2n+ 1) pi, where p is the fermion parity of the
junction, corresponding to switches in the Josephson current where the current flips its
sign and maintains its magnitude upon traversing these points. The switches occurring
at these phases embody time-reversal symmetry: distinct energy branches must cross at
the time-reversal-invariant phases as a result of Kramers’ degeneracy theorem, enabling
energy-minimising processes to take place in the vicinity of, but not at, these locations.
The current switches are most suitable to be attributed to a topological origin when
the junction transparency τ is of an intermediate value, as this suppresses any potential
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nontopological false positives while maintaining switch visibility.
For both fast fermion parity relaxation and energy relaxation (i.e. the dc Josephson
effect), the current was found to be 2pi periodic with current switches—which flip sign but
do not necessarily preserve magnitude—coincident with the zero-energy Andreev branch
crossings. These switches therefore occur in pairs equidistant from φ = npi with a distance
set by ω, enabling experimental readouts of ω through the measurement of the distance
between current switches. Moreover, these switches can be recognised as of a topological
nature for values of ω appreciably far enough away from npi or for when τ is far enough
away from unity.
As regards junctions between an s-wave superconductor and a topological super-
conductor, we obtained a number of compact analytical results in relation to the subgap
spectrum for various limits involving the superconducting gaps when there is no s-wave ad-
mixture present in the topological superconductor. Allowing for a finite s-wave admixture,
we generally found there to be two pairs of subgap energies distinguished by their energy
magnitude: a high-energy type, extending up to and possibly into the continuum, and
a low-energy type with zero-energy crossings concurrent with the time-reversal-invariant
phases φ = npi.
Upon consideration of a finite phase sweep, the case with fermion parity nonconser-
vation was found to have the clearest signatures of topology. For sufficiently slow phase
sweeps, the junction’s total energy can be taken to be minimised with switches occurring
between the subgap branches at the Kramers degenerate phases. In the Josephson current,
these switches between Andreev branches again manifest as switches in the Josephson cur-
rent and, owing to the time-reversal properties of the spectrum, the current maintains its
magnitude after a switch. Moreover, provided that τ is significantly far enough away from
unity, these switches are absent in the nontopological variant. Therefore, these current
switches can serve as indicators of the nontrivial junction topology.
The effect of a finite phase sweep for junctions between two topological supercon-
ductors can be studied in further detail by adopting a master equation approach. By
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formulating a low-energy description for these junctions, we investigated the setup char-
acterised by fermion parity conservation and energy relaxation and how it can be realised
in terms of a phenomenological relaxation rate. It was argued that this rate could arise
from an electron-phonon coupling as a result of, e.g., the spatial vibrations between either
end of the junction. Depending primarily on the ratio of the relaxation rate to the phase
sweep speed, two types of topologically relevant current-phase relations can occur.
For junctions prepared in a particular fermion parity class with a minimum energy at
a given φ, the 4pi periodic Josephson effect was found, for sufficiently small relaxation rates
with respect to the phase sweep speed, to endure over a number of phase sweep cycles.
As the relaxation rate is nonzero, however, the Andreev level occupancies tend toward
oscillating about a nearly equal filling, ultimately leading to a 2pi periodic Josephson effect.
Hence the window for the observation of the 4pi periodic Josephson effect is limited to
the initial cycles, and the phase sweep speed should be taken to be as fast as possible,
without introducing unintended Landau-Zener tunnellings, to maximise this window.
Conversely, provided that there are no processes which violate fermion parity con-
servation, the topological regime with strong energy relaxation can be permanently es-
tablished. The current switches associated with this regime were found to be reproduced
most authentically when the relaxation rate was taken to be considerably faster than the
phase sweep speed. This can be understood as the relaxation processes act to minimise
the total energy of the junction with respect to the fermion parity, so given that that the
phase sweep is slow enough, relaxation processes have enough time to occur after a finite
energy branch crossing for switchlike features in the current to be restored. As the phase
sweep speed can be directly controlled by the voltage applied across the junction, it is
most judicious to work with voltages that are as low in magnitude as possible without
compromising the fermion parity of the junction.
Furthermore, we found that time-reversal symmetry presented an additional diffi-
culty with regard to the reproducibility of the current switches: transitions at the time-
reversal-invariant phases are forbidden because these are between the Kramers degenerate
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states. As the branch switches are coincidental with the time-reversal-invariant phases,
relaxation processes happening in close vicinity to these switches are slower relative to
analogous processes not bound by time-reversal symmetry.
Our findings on topological Josephson junctions allow for quantitative predictions of
the Josephson current relative to the excitation spectrum and a small number of directly
and independently measurable junction parameters. With respect to a finite phase sweep,
our results revealed salient, qualitative characteristics of the supercurrent in the form of
switches that herald the nontrivial topology and symmetry inherent in these systems.
Additionally, the application of the master equation technique enabled us to examine
how some of these topological features can be robustly established in terms of the phase
sweep speed and a general time-reversal-invariant relaxation rate. Owing to the highly
general features that we find, our work may be of aid in experimental endeavours involving
junctions between time-reversal-invariant topological superconductors.
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Appendix A
Spectral theory for real
antisymmetric matrices
Consider a real antisymmetric square matrix A of order 2N which, by definition, satisfies
the property
A = −AT. (A.1)
It follows that iA is Hermitian and hence the eigenvalues of A are imaginary. Moreover,
the characteristic equation for an eigenvalue λn is augmented by the relation
det (A+ λn1) = 0, (A.2)
from which it follows that A has eigenvalues occurring in pairs {±iλ1,±iλ2, . . . ,±iλN}.
Note also that the square of A is real symmetric since
A2 = ATAT = (A2)T. (A.3)
147
Given that A2 has eigenvectors vn with corresponding eigenvalues -λ
2
n, then
−λ2nvTmvn = vTmA2vn =
(
A2vm
)T
vn = −λ2mvTmvn (A.4)
so that
− (λ2m − λ2n)vTmvn = 0 (A.5)
which demonstrates that the eigenvectors, provided that they have distinct eigenvalues,
are orthogonal. Therefore, A2 has the eigendecomposition
A2 = OT

−λ2112 0 . . . 0 0
0 −λ2212 . . . 0 0
...
...
. . .
...
...
0 0 . . . −λ2N−112 0
0 0 . . . 0 −λ2N12
O (A.6)
where O is an orthogonal matrix. By taking an antisymmetric square root of the above
equation, A may be decomposed via
A = OT

iλ1σ2 0 . . . 0 0
0 iλ2σ2 . . . 0 0
...
...
. . .
...
...
0 0 . . . iλN−1σ2 0
0 0 . . . 0 iλNσ2
O (A.7)
where, without loss of generality, we take λn ≥ 0 for integers 1 < n < N .
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Appendix B
Time-reversal symmetry and
particle-hole symmetry in an
alternative basis
A new basis is motivated and the conditions that the scattering matrix must obey due
to particle-hole symmetry and time-reversal symmetry must be updated. The use of this
basis is twofold: it results in the s-wave superconducting pairing becoming proportional
to the identity matrix and allows for a simple time-reversal relation between the electron
part and the hole part of the Bogoliubov–de Gennes Hamiltonian.
The new basis for the scattering matrix is represented by S, while the old basis, as
used in Sec. 2.3.1, is represented by S ′. The transformation to the new basis is
S (E) = ZS ′ (E)ZT, (B.1)
where Z = 12 ⊕ iσ2. Since Z only contains real elements and the time-reversal operator
has the form T = iσ2K, then each submatrix of Z commutes with that of T . As a
result, the condition imposed by time-reversal symmetry on the scattering matrix remains
149
unchanged, i.e.
S (E) = σ˘2S (E)
T σ˘2. (B.2)
Note also that, if there is no cross-scattering between electrons and holes, then by utilising
the electron-hole structure of S,
S =
[
Se 0
0 Sh
]
, (B.3)
the condition can be expressed as
Se (E) = σ2Se (E)
T σ2. (B.4)
In the old basis, particle-hole symmetry required that
S ′ (E) = σˆ1S
′ (−E)∗ σˆ1 (B.5)
where σˆ1 = σ1 ⊗ 12. By recognising that
iσˆ2σ˘2 = −
[
12 0
0 iσ2
][
0 12
12 0
][
12 0
0 iσT2
]
, (B.6)
then, in the new basis, the particle-hole symmetry condition becomes
S (E) = iσˆ2σ˘2S
′ (−E)∗ iσˆ2σ˘2, (B.7)
so that the particle-hole operator is now C = iσˆ2σ˘2K. Furthermore, the electron-hole
structure of S [as in Eq. (B.3)] allows for this property to be expressed succinctly as
Sh (E) = T Se (−E) T −1. (B.8)
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In terms of the Bogoliubov–de Gennes Hamiltonian in the old basis, we have
H ′ =
[
h ∆
−∆∗ −h∗
]
, (B.9)
and upon transforming to the new basis, this becomes
H =
[
h −∆iσ2
−iσ2∆∗ −iσ2h∗iσT2
]
, (B.10)
where it becomes evident that the hole part of the Hamiltonian hh can be expressed in
terms of the electron part he = h via
hh = −T heT −1 (B.11)
Furthermore, the s-wave component in the old basis ∆s = ∆0iσ2 therefore becomes pro-
portional to the unit matrix in the new basis.
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Appendix C
Scattering calculations for the
time-reversal-invariant Josephson
junction
Here we provide a more detailed outline of how the amplitudes used in the matrices of
Eq. (3.36), which describe the scattering about the normal–superconductor interfaces in
the time-reversal-invariant Josephson junction, are calculated.
Taking the Hamiltonian in Eq. (3.1) where he = −ih¯vF12∂x is taken to be linearised
and ∆ = ∆s12−∆pσ1, we make a unitary transformation described by the matrix 12⊗U ,
where
U =
1√
2
[
1 1
1 −1
]
, (C.1)
to diagonalise the Bogoliubov–de Gennes Hamiltonian in spin-space. In terms of the
s-wave and p-wave pairings ∆s and ∆p,
U∆U † = ∆s12 −∆pσ3, (C.2)
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which decouples the 4× 4 Bogoliubov–de Gennes Hamiltonian into two 2× 2 blocks
H± =
[
−ih¯v±∂x ∆±eiφ/2
∆±e
−iφ/2 ih¯v±∂x
]
, (C.3)
where v± are the Fermi velocities and ∆± = ∆s ±∆p. This effectively reduces the scat-
tering problem to two single-channel copies (which differ from one another by the pairing
amplitude) of the problem originally treated in the multi-channel case by Beenakker [15].
C.1 Subgap scattering
The calculation for the subgap scattering amplitudes associated with Andreev reflection is
very similar to the spinless s-wave case in Sec. 2.3.2. For example, consider an impinging
electron at a normal–superconductor interface (i.e. with the superconductor to the right
of the normal conductor) placed at x = 0 with superconducting phase φ/2, where the
wavefunctions take the form
Ψ (x < 0) =
[
eixE/h¯v±
r′h±e
−ixE/h¯v±
]
, Ψ (x > 0) =
[
fe±
fh±
]
Ce−x
√
∆
2
±−E2/h¯v± . (C.4)
By enforcing continuity of the wavefunction at x = 0, the solution of the Bogoliubov–de
Gennes equations [Eq. (C.3)] for the Andreev amplitudes r′h± yields
r′h± = e
−iφ/2α±, (C.5)
where α± = e
−i arccos(E/∆±). For an impinging hole at the same interface, this amounts
to letting v± 7→ −v± and ∆p 7→ −∆p in H±. The Bogoliubov–de Gennes equations then
yield amplitudes
r′e± = e
iφ/2α±. (C.6)
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The case of a superconductor–normal interface (i.e. with the superconductor to the left of
the normal conductor) with phase parameter−φ/2 is identical to the cases just considered,
except that the velocity and phase parameter have flipped sign, so the corresponding An-
dreev reflection amplitudes follow by letting ± 7→ ∓ and φ 7→ −φ in Eqs. (C.5) and (C.6).
We now make explicit the distinction between the pairing amplitudes of the right
superconductor ∆±R and the left superconductor ∆±L, with α±L,R similarly defined. The
submatrices
κ1o =
[
α−o 0
0 α+o
]
e−i
φ
2 , κ2o =
[
α+o 0
0 α−o
]
ei
φ
2 , (C.7)
represent hole-to-electron reflection amplitudes in the cases of κ1L and κ2R and electron-
to-hole reflection amplitudes in the cases of κ2L and κ1R. This ultimately results in the
Andreev reflection blocks as they appear in Eq. (3.5).
C.2 Scattering above all gaps
By considering modes in the junction with an energy greater than either gap of the su-
perconductors, the scattering problem changes as a result of the modes being able to
indefinitely extend through either superconducting lead. As a result, one must addition-
ally consider the effect of modes being transmitted through to the superconducting leads
and also the reflection and transmission processes at the junction associated with modes
that originate from deep within the superconducting leads.
First, consider an electron emanating from the normal side onto a normal–superconductor
interface at x = 0. The wavefunctions take the form
Ψ (x < 0) =
[
eixE/h¯v±
r′h±e
−ixE/h¯v±
]
, Ψ (x > 0) =
t′e±∣∣∣∣√|fe±|2 − |fh±|2∣∣∣∣
[
fe±
fh±
]
eix
√
E
2−∆2±/h¯v± .
(C.8)
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Solution of the Bogoliubov–de Gennes equations [Eq. (C.3)], enforcement of the continuity
of the wavefunctions at x = 0, and the free choice that fe = 1 results in the following
transmission t′e± and Andreev reflection r
′
h± amplitudes
t′e± =
√
1− α2±, r′h± = α±e−iφ/2. (C.9)
As with the subgap case, an impinging hole at the same interface follows by letting
v± 7→ −v± and ∆p 7→ −∆p in the Bogoliubov–de Gennes Hamiltonian, resulting in the
analogous amplitudes
t′h± =
√
1− α2±, r′e± = α±eiφ/2. (C.10)
For a superconductor–normal interface, both the phase parameter and velocity flip sign,
so that the corresponding amplitudes for reflection and transmission are the same as in
Eqs. (C.9) and (C.10), but with ± 7→ ∓ and φ 7→ −φ.
An electron-like particle, originating from deep within the right superconductor, in-
cident upon a normal–superconductor interface at x = 0 is described by the wavefunction
Ψ (x > 0) =
1∣∣∣∣√∣∣f ine ∣∣2 − ∣∣f inh ∣∣2∣∣∣∣
[
f ine
f outh
]
e−ix
√
E
2−∆2±/h¯v±
+
rh±∣∣∣∣√∣∣f oute ∣∣2 − ∣∣f outh ∣∣2∣∣∣∣
[
f oute
f outh
]
eix
√
E
2−∆2±/h¯v± ,
(C.11)
while the part transmitted through to the normal side has the wavefunction
Ψ (x < 0) =
[
te±
0
]
e−ixE/h¯v± . (C.12)
Solving the Bogoliubov–de Gennes equations [Eq. (C.3)] for the electron-like and hole-
like components, enforcing continuity of the wavefunctions at x = 0, and choosing f ine =
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f outh = 1 results in the following transmission te± and Andreev reflection rh± amplitudes
te± =
√
1− α2±, rh± = −α±e−iφ/2. (C.13)
Likewise for an incident hole-like particle, the amplitudes follow from the reversed velocity
and p-wave pairing components, so that
th± =
√
1− α2±, re± = −α±eiφ/2. (C.14)
The amplitudes for the identical processes which occur at a superconductor–normal in-
terface follow as usual due to the sign reversal in the velocity and phase parameter, so
that they are just Eqs. (C.13) and (C.14) with ± 7→ ∓ and φ 7→ −φ.
Combining all of these amplitudes together, one can write the full set of submatrices
Rˆ′, Tˆ ′, Rˆ, and Tˆ which form the scattering matrix of the total junction SSNS. Keeping in
mind the electron-hole structure of the Hamiltonian [Eq. (3.3)], which is ordered further
according to each Fermi point and yet further by spin, these matrices take the form
Rˆ′ =

0 0 κ1L 0
0 0 0 κ2R
κ2L 0 0 0
0 κ1R 0 0
 , Rˆ = −

0 0 κ∗2L 0
0 0 0 κ∗1R
κ∗1L 0 0 0
0 κ∗2R 0 0
 , (C.15)
for the reflection matrices and
Tˆ ′ = diag
(√
1− α2+L,
√
1− α2−L,
√
1− α2−R,
√
1− α2+R,√
1− α2−L,
√
1− α2+L,
√
1− α2+R,
√
1− α2−R
)
,
(C.16)
Tˆ = diag
(√
1− α2−L,
√
1− α2+L,
√
1− α2+R,
√
1− α2−R,√
1− α2+L,
√
1− α2−L,
√
1− α2−R,
√
1− α2+R
)
,
(C.17)
for the transmission matrices, from which one may verify that the relations in Eq. (3.38),
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where σ1 is the first Pauli matrix acting in spin-space, are true. In addition to these
relations, one also has
Rˆ′ = Tˆ Rˆ′Tˆ ′
−1
, Rˆ′
†
= σ1Rˆ
′σ1, (C.18)
from which SSNS can be simplified via
SSNS = Rˆ + Tˆ
′
(
18 − SNRˆ′
)−1
SNTˆ
= Tˆ ′σ1
[
−Rˆ′ + σ1
(
18 − SNRˆ′
)−1
SNσ1
(
18 + RˆRˆ
′
)]
Tˆ ′
−1
σ1
= Tˆ ′
[(
18 + SNRˆ
′ + . . .
)
SNσ1 −
(
σ1Rˆ
′ + SNRˆ
′σ1Rˆ
′ + . . .
)]
Tˆ ′
−1
σ1
= Tˆ ′
(
18 − SNRˆ′
)−1 (
SNσ1 − σ1Rˆ′
)
Tˆ ′
−1
σ1. (C.19)
C.3 Scattering between the gaps
An intergap regime for the junction is generally possible, either owing to a gap asymmetry
across the junction, ∆− 6= ∆+, or some combination of the two, so that the submatrices
describing reflection and transmission will be of a different size depending on the intergap
configuration. The general form of SSNS as it appears in Eq. (3.36), however, remains the
same.
The new submatrices which appear can be derived from the general above-the-gap
blocks that appear in Eqs. (C.15)–(C.17). The trivial case is with Rˆ′, which maintains
its above-the-gap form as it describes Andreev reflections from subgap scatterers inside
the junction. A general method to update the other blocks is as follows: delete the
corresponding rows and columns of Rˆ which are associated with modes no longer able
to extend indefinitely through their respective superconductor, and then to delete the
corresponding rows of Tˆ ′ and columns of Tˆ or make their corresponding entries equivalent
to zero (whichever preserves the order of SSNS).
For the topological–topological junction, we only consider the gap-symmetric case,
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so the only intergap regime that must be considered are for energies spanning |∆−| <
E < ∆+.
For the nontopological–topological junction, four regimes each with up to two sub-
regimes arise. These depend on the superconducting order parameters of each supercon-
ductor, with the three main regime types that are possible being
(1) : ∆0 < ∆− ≤ ∆+,
(2) : ∆− ≤ ∆0 ≤ ∆+,
(3) : ∆− ≤ ∆+ < ∆0.
(C.20)
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