Abstract. A class of triangular parabolic systems given on bounded domains of R n with arbitrary n is investigated. Sufficient conditions on the structure of the systems are found to assure that weak solutions exist globally.
Introduction
The purpose of this paper is to investigate the global existence problem for a general class of strongly coupled parabolic systems of the type ( 
1.1) u t = ∇(P (u, v)∇u + R(u, v)∇v) + F (u, v), v t = ∇(Q(u, v)∇v) + G(u, v),
which is also supplied with the boundary conditions ∂u ∂ν = ∂v ∂ν = 0 on the boundary ∂Ω of a bounded domain Ω in R n . The initial conditions are described by u(x, 0) = u 0 (x) and v(x, 0) = v 0 (x), x ∈ Ω. Here u 0 , v 0 ∈ W 1,p (Ω) for some p > n. The fundamental theory of strongly coupled systems such as (1.1) was studied in [1] . The concept of W 1,p weak solutions and their local existence was formulated there. One of the important issues, the global existence of solutions, was also discussed. It was pointed out that solutions to (1.1) exist globally in time if one has control on their L ∞ norms. It is not surprising that many classical methods, which were developed successfully for regular reaction-diffusion systems to obtain a priori estimates of the supremum norms of solutions, failed to handle (1.1). Not much is known for the global solvability for (1.1).
Firstly, invariance principles were used in [4, 9] to study the boundedness of weak solutions for certain strongly coupled systems. Of course, this method required severe restrictions on the initial data of the solutions. L p techniques in [6, 8, 2] and the Lyapunov functional approach in [11, 12, 13] were employed to attack this question. However, not only that these authors must assume certain special structure conditions on their systems but their use of Sobolev imbedding inequalities forced the domain Ω to be of dimension at most 5 (or even 2). In particular, they considered the following system:
which was proposed by Shigesada, Kawasaki and Teramoto in [10] to study spatial segregation of interacting species. The functions F, G were taken to be of the form
It is mathematically interesting to know whether global solvability still holds under a more general setting where the dimension of the domain Ω can be arbitrary. We answer this question in Section 2. Our results essentially improve the aforementioned works. To illustrate this, we apply our results in Section 2 to (1.2). In fact, we allow a more general system than (1.2) by considering the following forms of P, Q, R in (1.1) (notice the presence of u in Q(u, v) below):
Since u, v are population densities, only positive solutions are of interest. We then study these solutions in Section 4, and give the proof of the following. In population dynamics terms, (1.6) means that self-diffusion rates are stronger than cross-diffusion ones. Obviously, the reactions F, G given by (1.3) satisfy our assumption (1.5). Note also that the condition F (0, v) = G(u, 0) = 0 and maximum principles imply that the solutions stay positive if their initial data are nonnegative.
We would like to remark that the L p bootstrapping methods in [6, 8, 2] cannot apply to our case here. Indeed, a crucial ingredient in those techniques is an estimate of ∇v that will be used in the bootstrapping argument on the equation for u. Such an estimate, using standard results for scalar regular parabolic equations (see [5] ) for the equation of v, is no longer available here. This is because of the presence of u, whose regularity is not yet known, in the diffusion term Q(u, v) of the equation for v.
Finally, for the sake of simplicity, we consider here systems of two equations with homogeneous Neumann boundary conditions, even if our main results here could apply to those of more equations and suitable other boundary conditions. Moreover, our method can be generalized to treat strongly coupled parabolic systems with full diffusion matrices to obtain not only L ∞ bounds for weak solutions but also their Hölder regularity. Results in this direction will be discussed in [7] .
The general case
In this section, we study a solution (u, v) of the general system (1.1) and give sufficient conditions for global existence of (u, v). Since (1.1) is a triangular system, thanks to the results of [1] , we need only to show that the L ∞ norms u, v are bounded. Our first assumption on the coefficients of (1 .1) Throughout this section, we consider W 1,p weak solutions of (1.1). The reader is referred to [1] for the precise definition of these weak solutions and their local existence. Let (u, v) be a weak solution that exists on Ω T = Ω × (0, T ) for some T > 0.
First of all, as a simple consequence of the maximum principles for scalar parabolic equations, one can prove that u, v stay nonnegative.
By multiplying the equation of v in (1.1) with (v−K v ) + and using the assumption on G we easily prove the following.
Lemma 2.1. There exists a constant
Consider the following subset of R 2 :
and the following assumptions.
(H.0): There exist a C 2 function H(u, v) defined on a neighborhood Γ 0 of Γ, and a constant K 0 such that (
Here, we write
, and so on. Furthermore, w + will denote the nonnegative part sup{w, 0} of a function w.
Our main result on the boundedness of weak solutions is the following. 
Here, we have used the homogeneous Neumann boundary conditions so that the boundary integrals, which appear in the integration by parts, are all zero.
We set H 0 = sup x∈Ω H(u 0 (x), v 0 (x)), which is finite because u 0 , v 0 are bounded on Ω. Let K ≥ max{K 0 , H 0 } and η be (H − K) + in (2.4). Integrate the result in t and use (H.0), (2.2) to obtain
Since (H −K) + = 0 when t = 0 (as K ≥ H 0 ), the above shows that (H −K) + = 0 for all t. We conclude that H ≤ K on Ω. Condition (H.2) basically says that boundedness of u, v comes from that of H(u, v). Thus, u, v are bounded by some constant depending on K 0 and the initial data u 0 , v 0 .
The existence of H
We now see that the assumption on the existence of a function H, satisfying (H.1), is crucial for our main results in the previous section. Obviously, it is not clear whether this function ever exists. In this section we will find sufficient conditions on the structure of (1.1) such that we can find such H.
Clearly, the conditions (2.2), (2.3) are satisfied if the following quadratics (in U, V ∈ R n ) are positive definite:
A 1 is positive definite if the coefficients of U 2 , V 2 are nonnegative and its discriminant Θ 1 is nonpositive. However, a simple calculation shows that
This suggests that we will require H to fulfill (P −Q)H v = RH u . In other words, we will consider the following equations: To verify the positivity of A 2 in (3.2), we consider its discriminant Θ 2 . An easy computation shows that
Substitute these into Θ 2 and simplify to obtain (3.5)
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v . Let g be a solution to (3.4) and G be any differentiable function on R. We observe that H(u, v) = G(g (u, v) ) is also a solution to (3.4). We will make the following main assumptions of this section.
(H.3): Assume that there exists a connected neighborhood Γ
g v = 0, and 11 ) and f δ 21 /δ 22 are bounded on Γ K . Here, we denote
and δ 11 = δ 22 = P fg Proof. Thanks to Lemma 3.1 and the choice of g, we need only to check the positivity of A 2 . We first show that Θ 2 < 0 on Γ K for a suitable choice of µ. Let
and G /G = µ, we have
Thanks to our assumption (3.6) and because Γ 0 K is connected, the coefficient of µ never vanishes on Γ K . That is, either g
is bounded on Γ K and g v , G = 0, the above shows that Θ 2 < 0 on Γ K for a suitable choice of µ with |µ| being sufficiently large.
Finally, we show that the coefficients of U 2 , V 2 in A 2 are positive. It suffices to show that the following quantities δ 1 = P H uu and δ 2 = (RH uv + QH vv ) are strictly positive on Γ K . A similar calculation as before yields The boundedness of v was proven in Lemma 2.1 so that we will only concern ourselves with the boundedness of u here. We apply Theorem 2.2 to establish Theorem 1.1.
By Lemma 2.1, we can take Γ 0 to be the strip
We also see that f of (3.3) is given by
Our assumption (1.6) simply means a > 0, b = 1 and b > 0. Moreover, the equation (3.4) can be solved by methods of characteristics (see [3] ). In fact, it is elementary to see that the general solution of (3.4) is given by
where L can be any C 1 function on R. 
Let g(u, v) be a C 1 extension of g(u, v) on Γ 0 that satisfies sup Γ0\Γ1 g(u, v) ≤ G 0 + 1. We then set G 1 := G 0 + 2. Obviously, we have
We study the function g on Γ 1 . Firstly, we compute and find
We then prove the following lemmas. 
