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WEIGHTED MULTILINEAR SQUARE FUNCTIONS BOUNDS
LUCAS CHAFFEE, JAROD HART, AND LUCAS OLIVEIRA
ABSTRACT. In this work we study boundedness of Littlewood-Paley-Stein square func-
tions associated to multilinear operators. We prove weighted Lebesgue space bounds for
square functions under relaxed regularity and cancellation conditions that are independent
of weights, which is a new result even in the linear case. For a class of multilinear convolu-
tion operators, we prove necessary and sufficient conditions for weighted Lebesgue space
bounds. Using extrapolation theory, we extend weighted bounds in the multilinear setting
for Lebesgue spaces with index smaller than one.
1. INTRODUCTION
Given a function ψ : Rn →C, define ψt(x) = t−nψ(t−1x) and the associated Littlewood-
Paley-Stein type square function
gψ( f ) =
(∫
∞
0
|ψt ∗ f |2 dtt
) 1
2
.(1.1)
These convolution type square functions were introduced by Stein in the 1960’s, see e.g.
[40] or [41], and have been studied extensively since then, including classical works by
Stein [40], Kurtz [32], Duoandikoetxea-Rubio de Francia [16], and more recently Duoandikoetxea-
Seijo [17], Cheng [5], Sato [37], Duoandikoetxea [14], Wilson [42], Lerner [33], and Cruz-
Uribe-Martell-Perez [11]. Of particular interest of these, [32], [17], [37], [42], [11], and
[33] prove bounds for gψ on weighted Lebesgue spaces under various conditions on ψ.
Non-convolution variants of (1.1) were studied by Carleson [4], David-Journe´-Semmes
[13], Christ-Journe´ [7], Semmes [38], Hofmann [28, 29], and Auscher [2] where they re-
placed the convolution ψt ∗ f (x) with
Θt f (x) =
∫
Rn
θt(x,y) f (y)dy.
In [13] and [38], the authors proved Lp bounds for square Littlewood-Paley-Stein square
functions associated to Θt when Θt(b) = 0 for some para-accretive function b. In [28, 29],
this type of mean zero assumption is replaced by a local cancellation testing condition
on dyadic cubes. In [4], [7], and [2], the authors replace mean zero assumption with a
Carleson measure condition for θt to prove L2 bounds for the square function. The work of
Carleson in [4] was phrased as a characterization of BMO in terms of Carleson measures,
but non-convolution type square function bounds are implicit in his work.
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In all of the works studying gψ cited above, the authors assume that ψ has mean zero.
In fact, if gψ is bounded on L2, then ψ must have mean zero, but in the non-convolution
setting, the mean zero condition is no longer a strictly necessary one, as demonstrated in
[4], [28], [29], and [2]. This phenomena persists in the multilinear square function setting,
and in this work we explore subtle cancellation conditions for multilinear convolution and
non-convolution type square function and their interaction with weighted Lebesgue space
estimates.
The non-convolution form of the kernel θt(x,y) allows for a natural extension to the
multilinear setting. Define for appropriate θt : R(m+1)n →C
S( f1, ..., fm)(x) =
(∫
∞
0
|Θt( f1, ..., fm)(x)|2 dtt
) 1
2
, where(1.2)
Θt( f1, ..., fm)(x) =
∫
Rmn
θt(x,y1, ...,ym)
m
∏
i=1
fi(yi)d~y(1.3)
where we use the notation d~y = dy1 · · ·dym. When m = 1, i.e. in the linear setting, this
is the operator Θt mentioned above, so we use the same notation for it. We wish to find
cancellation conditions on θt that imply boundedness S, given that θt also satisfies some
size and regularity estimates. In particular, we assume that θt satisfies
|θt(x,y1, ...,ym)|.
m
∏
i=1
t−n
(1+ t−1|x− yi|)N(1.4)
|θt(x,y1, ...,ym)−θt(x,y1, ...,y′i, ...,ym)|. t−mn(t−1|yi− y′i|)γ(1.5)
for all x,y1, ...,ym,y′1, ...,y′m ∈ Rn and i = 1, ...,m and some N > n and 0 < γ ≤ 1. Note
that we do not require any regularity for θt (x,y1, ...,ym) in the x variable. Square functions
associated to this type of operators have been studied in a number of recent works. In
Maldonado [34] and Maldonado-Naibo [35], the authors introduce the operators (1.3), and
making the natural extension of Semmes’s point of view in [38] to prove bounds for a
Besov type relative of the square function S (1.2),
( f1, ..., fm) 7→
(∫
∞
0
||Θt( f1, ..., fm)||2Lp
dt
t
) 1
2
.
When p = 2 this Besov type square function agrees with the square function (1.2). In
[26], [22], and [20], Hart, Grafakos-Oliveira, and Grafakos-Lui-Maldonado-Yang proved
boundedness results for different versions of the square function S in Lebesgue spaces
under various cancellation and regularity conditions on θt . That is, in each of these works
the authors proved bounds of the form ||S( f1, ..., fm)||Lp . || f1||Lp1 · · · || fm||Lpm , for minor
modifications of S in various ranges of indices p, p1, ..., pm. The first goal of this work
includes proving a weighted version of these results,
||S( f1, ..., fm)||Lp(wp) .
m
∏
i=1
|| f ||Lpi (wpii )(1.6)
for appropriate 1 < p1, ..., pm < ∞, wpii ∈ Api and w = w1 · · ·wm. More generally, the main
result of this work is the following theorem.
Theorem 1.1. Assume θt satisfies (1.4) and (1.5). Then the following cancellation condi-
tions are equivalent
i. Θt satisfies the strong Carleson condition,
ii. Θt satisfies the Carleson and two cube testing conditions.
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Furthermore, if the equivalent conditions (i) and (ii) hold, then S satisfies (1.6) for all
w
pi
i ∈ Api where w = w1 · · ·wm, 1 < p1, ..., pm < ∞ satisfying 1p = 1p1 + · · ·+ 1pm , and fi ∈
Lpi(wpii ).
For the definitions of the Carleson, strong Carleson, and two-cube testing conditions,
see Section 3. For now we only note that conditions quantify some cancellation of θt and
that Θt(1, ...,1) = 0 for all t > 0 implies all three of these conditions. It is of interest to
note that there is no mention of weighted estimates in the hypotheses of Theorem 1.1, but
we conclude boundedness of S in weighted Lebesgue spaces. Also this is the first result
for multilinear square functions of this type where S is bounded for 1/m < p < 2 and
Θt(1, ...,1) is not necessarily zero for all t.
An approach that has been used to prove bounds for S with 1/m < p ≤ 1 is to view
{Θt}t>0 as a Caldero´n-Zygmund taking values in L2(R+, dtt ), and reproduce the classical
Caldero´n-Zygmund theory to prove a weak endpoint bound and interpolate with bounds
for p > 1. But in order for {Θt}t>0 to be a Caldero´n-Zygmund operator, one must require
a regularity condition in the first variable of θt . In this paper, we use almost orthogonality
estimates and Carleson type bounds adapted to a weighted setting, and extend bounds to
indeces p < 1 by the weight extrapolation of Grafakos-Martell [21].
We also prove a stronger result for square functions associated to a certain class of
multiconvolution operators. We prove necessary and sufficient cancellation conditions for
bounds of S when Θt is given by convolution for each t > 0. As a consequence, we also
provide a classical Caldero´n-Zygmund type analogue for square functions: If Θt is given
by convolution for each t and S is bounded on Lp0 for some p0 ≥ 2, then S is bounded on
all reasonable weighted Lebesgue spaces, including spaces with index smaller than one in
the multilinear setting. We state these results precisely in the following theorem.
Theorem 1.2. Suppose θt(x,y1, ...,ym)= t−mnΨt(t−1(x−y1), ..., t−1(x−y1)) satisfies (1.4)
and (1.5) for some collection of functions Ψt : Rmn → C depending on t > 0. Then the
following are equivalent
i. Θt satisfies the Carleson condition
ii. S satisfies the unweighted version of (1.6) for some 1 < p1, ..., pm < ∞ and 2 ≤
p < ∞ that satisfy 1p = 1p1 + · · ·+ 1pm , that is (1.6) with w1 = · · ·= wm = w = 1
iii. S satisfies (1.6) for all 1 < p1, ..., pm < ∞ that satisfy 1p = 1p1 + · · ·+ 1pm , w
pi
i ∈ Api
where w = w1 · · ·wm, and fi ∈ Lpi(wpii ).
iv. Θt satisfies the strong Carleson condition
Furthermore, if Ψt =Ψ is constant in t, then conditions (i)-(iv) are equivalent to Θt(1, ...,1)=
0 as well.
We organize the article in the following way: In Section 2, we prove the some con-
vergence results and boundedness results for S when Θt(1, ...,1) = 0. In Section 3, prove
various properties relating the Carleson, strong Carleson, and two cube testing conditions
to each other and some bounds for S. Finally in section 4, we prove Theorems 1.1 and 1.2.
2. A REDUCED T1 THEOREM FOR SQUARE FUNCTIONS ON WEIGHTED SPACES
It is well-known that (1.4) implies that |Θt( f1, ..., fm)(x)| . M f1(x) · · ·M fm(x), where
M is the Hardy-Littlewood maximal function, and hence
sup
t>0
||Θt( f1, ..., fm)||Lp .
m
∏
i=1
|| fi||Lpi
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when 1 < p1, ..., pm < ∞ satisfy the Ho¨lder type relationship
1
p
=
m
∑
i=1
1
pi
.(2.1)
So it is natural to expect that p1, ..., pm satisfy this relationship for square function bounds
of the form (1.6). For the remainder of this work, we will assume that 1 < p1, ..., pm < ∞
and p is defined by (2.1).
When we are in the linear setting, with a convolution operator θt (x,y) = ψt(x− y) =
t−nψ(t−1(x− y)), we use the notation (1.1) to avoid confusion with the square function S,
and to emphasize that we are using the known Littlewood-Paley theory.
Definition 2.1. Let w be a non-negative locally integrable function. For p > 1 we say that
w is an Ap = Ap(Rn) weight, written w ∈ Ap, if
[w]Ap = supQ
(
1
|Q|
∫
Q
w(x)dx
)(
1
|Q|
∫
Q
w(x)1−p
′dx
)p−1
< ∞
where the supremum is taken over all cubes Q ⊂ Rn with side parallel to the coordinate
axes.
The following lemma states that approximation to the identity operators have essentially
the same convergence properties in weighted Lp spaces as unweighted. This result is well-
known (an explicit proof is available for example in the work of Wilson [42]), but for the
reader’s convenience we state the results precisely and give a short proof.
Lemma 2.2. Let Pt f = ϕt ∗ f where |ϕ(x)| . 1(1+|x|)N for some N > n with ϕ̂(0) = 1 and
w ∈ Ap for some 1 < p < ∞.
i. If f ∈ Lp(w), then Pt f → f in Lp(w) as t → 0.
ii. If f ∈ Lp(w) and there exists a 1≤ q < ∞ such that f ∈ Lq, then Pt f → 0 in Lp(w)
as t → ∞.
Proof. We first prove (i) by estimating
||Pt f − f ||Lp(w) ≤
∫
Rn
|ϕ(y)| || f (·− ty)− f (·)||Lp(w)dy.
The integrand |ϕ(y)| || f (·− ty)− f (·)||Lp(w) is controlled by 2|| f ||Lp(w)|ϕ(y)| which is an
integrable function. So by dominated convergence
lim
t→0
||Pt f − f ||Lp(w) ≤
∫
Rn
|ϕ(y)| lim
t→0
|| f (·− ty)− f (·)||Lp(w)dy = 0.
Therefore (i) holds. Now for (ii), suppose that f ∈ Lp(w)∩Lq(Rn) for some 1 ≤ q < ∞.
Then it follows that for all x ∈ Rn
|Pt f (x)| ≤ ||ϕt ||Lq′ || f ||Lq
. t−n/q
(∫
Rn
dx
(1+ |x|)Nq′
)1/q′
|| f ||Lq
. t−n/q|| f ||Lq
which tends to 0 as t → ∞. So Pt f → 0 a.e. in Rn. Furthermore |Pt f (x)| .M f (x) where
M f ∈ Lp(w) since f ∈ Lp(w) and 1 < p < ∞. Then by dominated convergence, we have
lim
t→∞
∫
Rn
|Pt f (x)|pw(x)dx =
∫
Rn
lim
t→∞ |Pt f (x)|
pw(x)dx = 0.
So we have Pt f → 0 in Lp(w) as t → ∞. 
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Lemma 2.3. Suppose θt satisfies (1.4), Pt f = ϕt ∗ f where ϕ∈C∞0 with ϕ̂(0) = 1, wpii ∈ Api
for 1< p, p1, ..., pm <∞ satisfying (2.1). Define w =w1 · · ·wm. Then for fi ∈ Lpi(wpii )∩Lpi
Θt( f1, ..., fm) =
m
∑
j=1
∫
∞
0
ΘtΠ j,s( f1, ..., fm)ds
s
(2.2)
where the convergence holds in Lp(wp) and for j = 1, ...,m, Π j,s is defined by
Π j,t( f1, ..., fm) = P2t f1⊗·· ·⊗P2t f j−1⊗Qt f j ⊗P2t f j+1⊗·· ·⊗P2t fm,
Qt f = ψt ∗ f , and ψt = −t ddt (ϕt ∗ ϕt). Furthermore there exist Qi,kt f = ψi,kt ∗ f where
ψi,k ∈C∞0 have mean zero for i = 1,2 and k = 1, ...,n and
Qt =
n
∑
k=1
Q1,kt Q2,kt .
Proof. We note that since fi ∈ Lpi(wpii )∩ Lpi , by Lemma 2.2 P2t fi → fi as t → 0 and
P2t fi → 0 as t → ∞ in Lpi(wpii ). Then it follows that∣∣∣∣∣
∣∣∣∣∣Θt( f1, ..., fm)− m∑j=1
∫ 1/ε
ε
ΘtΠ j,s( f1, ..., fm)ds
s
∣∣∣∣∣
∣∣∣∣∣
Lp(wp)
=
∣∣∣∣∣∣∣∣Θt( f1, ..., fm)+∫ 1/ε
ε
s
d
ds Θt(P
2
s f1, ...,P2s fm)
ds
s
∣∣∣∣∣∣∣∣
Lp(wp)
≤ ∣∣∣∣Θt( f1, ..., fm)−Θt(P2ε f1, ...,P2ε fm)∣∣∣∣Lp + ||Θt(P21/ε f1, ...,P21/ε fm)||Lp(wp)
≤
m
∑
j=1
∣∣∣∣Θt(P2ε f1, ...,Pε f j−1, f j −P2ε f j, f j+1, ..., fm)∣∣∣∣Lp(wp)+ ||Θt(P21/ε f1, ...,P21/ε fm)||Lp(wp)
.
m
∑
j=1
∣∣∣∣M f1 · · ·M f j−1( f j −Pε f j) f j+1 · · · fm∣∣∣∣Lp(wp)+ ||MP21/ε f1 · · ·MP21/ε fm||Lp(wp)
.
m
∑
j=1
|| f j −Pε f j ||Lp j (wp jj )∏i6= j || fi||Lpi (wpii )+
m
∏
i=1
||P21/ε fi||Lpi (wpii ).
As ε → 0, the above expression tends to zero. Therefore we have (2.2) where the conver-
gence is in Lp(wp). One can verify that ψ1,k(x) = −2∂xkϕ(x) and ψ2,k(x) = xkϕ(x) satisfy
the conditions given above. For details, this decomposition of Qt was done in the linear
one dimensional case by Coifman-Meyer in [8] and in the n dimensional case by Grafakos
in [19]. 
Lemma 2.4. Let Pt , Qt , Qi, jt , Π j,s be as in Lemma 2.2. Then for all fi ∈ Lpi(wpii )∩L∞c ,
s > 0, j = 1, ...,m and x ∈ Rn
|ΘtΠ j,s( f1, ..., fm)(x)|.
( s
t
∧ t
s
)γ ′ n∑
k=1
MQ2,ks f j(x)∏
i6= j
M fi(x)
for some 0 < γ ′ ≤ γ where u∧ v = min(u,v) for u,v > 0.
This lemma is a pointwise result that was proved in the discrete bilinear setting in [26].
We make the appropriate modifications here to prove this multilinear continuous version.
Proof. For this proof, we define for M, t > 0 and x ∈ Rn
ΦMt (x) =
t−n
(1+ t−1|x|)M .(2.3)
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It follows immediately that ΦM+dt ≤ ΦMt for any d ≥ 0, and there is a well known almost
orthogonality result, for any M,L > n and s, t > 0
∫
Rn
ΦMt (x− u)ΦLs (u− y)du.ΦM∧Ls (x− y)+ΦM∧Lt (x− y).(2.4)
Note also that if we take η = N−n2(N+γ) , γ ′ = ηγ, and N′ = (1−η)N− γ ′, then using a geo-
metric mean with weights 1−η and η of estimates (1.4) and (1.5) it follows that
|θt (x,y1, ...,ym)−θt(x,y′1,y2, ...,ym)|. t−ηmn(t−1|y1− y′1|)ηγ
(
m
∏
j=2
ΦNt (x− y j)
)1−η
× (ΦNt (x− y1)+ΦNt (x− y′1))1−η
= (t−1|y1− y′1|)γ
′ (
ΦN
′+γ ′
t (x− y1)+ΦN
′+γ ′
t (x− y′1)
) m
∏
j=2
ΦN
′+γ ′
t (x− y j)
It is a direct computation to show that 0 < γ ′ = γ N−n2(N+γ) < γ and n < N
′ = N+n2 ≤ N− γ′.
We will first look at the kernel of Θt(Q1,ks ·,Ps ·, ...,Ps ·) for k = 1, ...,m, which is
n
∑
k=1
∫
Rmn
θt(x,u1, ...,um)ψ1,ks (u1− y1)
m
∏
i=2
ϕs(ui− yi)d~u.
The goal here is to bound this kernel by a product of ΦN′s (x− y j)+ΦN
′
t (x− y j). So in
the following computations, whenever possible we pull out terms of the form ΦN′s (x− y j).
There will also appear terms of the form ΦN′t (x− u j) and ΦN
′
s (u− y j), for which we will
use (2.4) and bound by appropriate functions Φ depending on s, t, and x− y j. We estimate
the kernel for a fixed k = 1, ...,m and simplify notation
λs(y1, ...,ym) = ψ1,ks (y1)
m
∏
i=2
ϕs(yi).
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Then for s < t, it follows using that λs(y1, ...,ym) has mean zero in y1 (since ψ1,ks has mean
zero), ψ1,k,ϕ ∈C∞0 , and θt satisfies (1.4) and (1.5) that∣∣∣∣∫
Rmn
θt (x,u1, ...,um)λs(u1− y1, ...,um− ym)d~u
∣∣∣∣
.
∫
Rmn
|θt(x,u1, ...,um)−θt(x,y1,u2, ...,um)|
(
m
∏
j=1
ΦN
′+γ ′
s (u j− y j)
)
d~u
.
∫
Rmn
(t−1|u1− y1|)γ ′ΦN
′+γ ′
t (x− y1)ΦN
′+γ ′
s (u1− y1)
×
m
∏
j=2
(
ΦN
′+γ ′
t (x− u j)ΦN
′+γ ′
s (u j− y j)
)
d~u
+
∫
Rmn
(t−1|u1− y1|)γ ′
m
∏
j=1
(
ΦN
′+γ ′
t (x− u j)ΦN
′+γ ′
s (u j− y j)
)
d~u
≤ s
γ ′
tγ ′
ΦN
′+γ ′
t (x− y1)
∫
Rmn
ΦN
′
s (u1− y1)
m
∏
j=2
(
ΦN
′+γ ′
t (x− u j)ΦN
′+γ ′
s (u j − y j)
)
d~u
+
sγ
′
tγ ′
∫
Rmn
m
∏
j=1
(
ΦN
′+γ ′
t (x− u j)ΦN
′
s (u j − y j)
)
d~u
.
sγ
′
tγ ′
m
∏
j=1
(
ΦN
′
s (x− y j)+ΦN
′
t (x− y j)
)
.
(2.5)
Note that we use the computation (t−1|u1− y1|)γ ′ΦN
′+γ ′
s (u1− y1)≤ sγ
′
tγ ′
ΦN′s (u1− y1). Now
for s > t, we use the assumptions Θt(1, ...,1) = 0, θt satisfies (1.4), and that ψ1,ks ,ϕs ∈C∞0
for the following estimate∣∣∣∣∫
Rmn
θt(x,u1, ...,um)λs(u1− y1, ...,um− ym)d~u
∣∣∣∣(2.6)
.
∫
Rmn
m
∏
j=1
ΦN
′+γ ′
t (x− u j) |λs(u1− y1, ...,um− ym)−λs(x− y1, ...,x− ym)|d~u
Next we work to control the second term in the integrand on the right hand side of (2.6).
Adding and subtracting successive terms, we get
|λs(u1− y1, ...,um− ym)−λs(x− y1, ...,x− ym)|
≤
m
∑
ℓ=1
|λs(u1− y1, ...,uℓ−1− yℓ−1,x− yℓ, ...,x− ym)
−λs(u1− y1, ...,uℓ− yℓ,x− yℓ+1, ...,x− ym)|
.
m
∑
ℓ=1
(s−1|x− uℓ|)γ′
(
ℓ−1
∏
r=1
ΦN
′+γ′
s (ur− yr)
)(
ΦN
′+γ′
s (uℓ− yℓ)+ΦN
′+γ′
s (x− yℓ)
)
×
(
m
∏
r=ℓ+1
ΦN
′+γ′
s (x− yr)
)
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Here we use the convection that ∏0j=1 A j =∏mj=m+1 A j = 1 to simplify notation. Then (2.6)
is bounded by
m
∑
ℓ=1
∫
Rmn
(
m
∏
j=1
ΦN
′+γ′
t (x− u j)
)
(s−1|x− uℓ|)γ′
(
ℓ−1
∏
r=1
ΦN
′+γ′
s (ur− yr)
)
×
(
ΦN
′+γ′
s (uℓ− yℓ)+ΦN
′+γ′
s (x− yℓ)
)( m
∏
r=ℓ+1
ΦN
′+γ′
s (x− yr)
)
d~u
≤ t
γ′
sγ′
m
∑
ℓ=1
∫
Rmn
(
m
∏
j=1
ΦN
′
t (x− u j)
)(
ℓ−1
∏
r=1
ΦN
′+γ′
s (ur− yr)
)
×
(
ΦN
′+γ′
s (uℓ− yℓ)+ΦN
′+γ′
s (x− yℓ)
)( m
∏
r=ℓ+1
ΦN
′+γ′
s (x− yr)
)
d~u
≤ t
γ′
sγ′
m
∑
ℓ=1
(
ℓ−1
∏
r=1
∫
Rn
ΦN
′
t (x− ur)ΦN
′+γ′
s (ur− yr)dur
)
×
(∫
Rn
ΦN
′
t (x− uℓ)
(
ΦN
′+γ′
s (uℓ− yℓ)+ΦN
′+γ′
s (x− yℓ)
)
duℓ
)
×
(
m
∏
r=ℓ+1
∫
Rn
ΦN
′
t (x− ur)ΦN
′+γ′
s (x− yr)dur
)
≤ t
γ′
sγ′
m
∏
r=1
(
ΦN
′
t (x− yr)+ΦN
′
t (x− yr)
)
.
(2.7)
Then using (2.5) and (2.7), it follows that∣∣∣∣∣
∫
Rmn
θt(x,u1, ...,um)ψ1,ks (u1− y1)
m
∏
i=2
ϕs(ui− yi)d~u
∣∣∣∣∣
.
(s
t
∧ t
s
)γ ′ m∏
j=1
(
ΦN
′
s (x− y j)+ΦN
′
t (x− y j)
)
.
Then since |ΦN′t ∗ f (x)|.M f (x) uniformly in t and ΘtΠs,1 = ∑nk=1 Θ(Q1,ks Q2,ks ,P2s , ...,P2s ),
it follows that
|ΘtΠs,1( f1, ..., fm)(x)| .
(s
t
∧ t
s
)γ ′ n∑
k=1
MQ2,ks f1(x)
m
∏
j=2
M f j(x).
By symmetry, this completes the proof. 
Next we work to set the square function results of [26], [22] and [20] in weighted
Lebesgue spaces. This is a type of reduced T(1) Theorem for L2(R+, dtt )-valued singular
integral operators, where we assume that Θt(1, ...,1) = 0 for all t > 0. We now state and
prove a reduced T(1) Theorem for square functions on weighted spaces.
Theorem 2.5. Let Θt and S be defined as in (1.3) and (1.2) where θt satisfies (1.4)
and (1.5). If Θt(1, ...,1) = 0 for all t > 0, then S satisfies (1.6) for all wpii ∈ Api , 1 <
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p, p1, ..., pm < ∞ satisfying (2.1), where w = ∏mi=1 wi, and fi ∈ Lpi(wpii )∩ Lpi . Further-
more, the constant for this bound is at most a constant independent of w1, ...,wm times
m
∏
i=1
(
1+[wp jj ]
max(1,p′j/p j)+max(
1
2 ,p
′j/p j)
Ap j
)
.
Proof. Let Pt , Qt , etc. be defined as in Lemma 2.3, fi ∈ Lpi(wpii )∩Lpi and ht ∈ L∞c for all
t > 0 such that ∣∣∣∣∣
∣∣∣∣∣
(∫
∞
0
|ht |2 dtt
) 1
2
∣∣∣∣∣
∣∣∣∣∣
Lp′ (wp)
≤ 1.
Recall that the dual of Lp(wp) can be realized as Lp′(wp) if we take the the measure space
to be Rn with measure w(x)pdx. We estimate (1.6) by duality making use of Lemmas 2.3
and 2.4∣∣∣∣∫
Rn
∫
∞
0
Θt( f1, ..., fm)(x)ht(x)dtt w(x)
pdx
∣∣∣∣
=
∣∣∣∣∣
∫
Rn
∫
∞
0
m
∑
j=1
∫
∞
0
ΘtΠ j,s( f1, ..., fm)(x)w(x)ht (x)w(x)p/p′ ds
s
dt
t
dx
∣∣∣∣∣
≤
m
∑
j=1
∣∣∣∣∣∣
∣∣∣∣∣∣
(∫
[0,∞)2
(s
t
∧ t
s
)−γ ′
|ΘtΠ j,s( f1, ..., fm)(x)|2 ds
s
dt
t
) 1
2
∣∣∣∣∣∣
∣∣∣∣∣∣
Lp(wp)
×
∣∣∣∣∣∣
∣∣∣∣∣∣
(∫
[0,∞)2
( s
t
∧ t
s
)γ ′
|ht |2 ds
s
dt
t
) 1
2
∣∣∣∣∣∣
∣∣∣∣∣∣
Lp′ (wp)
.
m
∑
j=1
n
∑
k=1
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
∫
[0,∞)2
( s
t
∧ t
s
)γ ′(
MQ2,ks f j ∏
i6= j
M fi
)2
dt
t
ds
s
 12
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
Lp(wp)
.
m
∑
j=1
n
∑
k=1
∣∣∣∣∣
∣∣∣∣∣
(∫
∞
0
(
MQ2,ks f j
)2 ds
s
) 1
2 ∏
i6= j
M fi
∣∣∣∣∣
∣∣∣∣∣
Lp(wp)
.
m
∑
j=1
n
∑
k=1
[w
p j
j ]
max( 12 ,p
′j/p j)
Ap j
||gψ2,k( f j)||Lp j (wp jj )∏i6= j ||M fi||Lpi (wpii )
.
m
∑
j=1
[w
p j
j ]
max(1,p′j/p j)+max(
1
2 ,p
′j/p j)
Ap j
|| f j ||Lp j (wp jj )∏i6= j[w
pi
i ]
1
pi−1
Api
|| fi||Lpi (wpii )
.
m
∏
i=1
(
1+[wp jj ]
max(1,p′j/p j)+max(
1
2 ,p
′j/p j)
Ap j
)
|| fi||Lpi (wpii ).
Here we have used the weighted bound for the Hardy-Littlewood maximal function, the
Fefferman-Stein vector-valued maximal function bound proved originally by Anderson-
John [1] and proved with the sharp dependence on the weight constant by Cruz-Uribe-
Martell-Perez [11]. We also used the weighted square function estimate for gψ2,k for k =
1, ...,m originally proved by Kurtz [32] and proved with sharp dependence on the weight
constant by Lerner in [33]. 
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Although we use sharp estimates to track the weight constant dependence, we are not
claiming that this bound on S is sharp. In the above argument, once we have bounded
the dual pairing by products of maximal functions and gψ functions, the estimates may
be sharp, but there is no evidence provided here that the estimates up to that point are
sharp. We track the constant so that we can explicitly apply the extrapolation theorem of
Grafakos-Martell [21].
3. CARLESON AND STRONG CARLESON MEASURES
This section is dedicated to defining the cancellation conditions that we will use for
θt , and proving some properties about them. We start with a discussion to motivate these
definitions and describe the role that they will play in the theory.
As discussed in the introduction, in the linear convolution operator setting with con-
volutions kernel ψt , if gψ is bounded, then necessarily ψt ∗ 1 = 0 for all t > 0. So when
working with the square function gψ with ψt(x) = t−nψ(t−1x), it is not useful to consider
Carleson measure type cancellation conditions like (i) from Theorem 1.1. But if one does
not require the convolution kernels ψt to be the dilations of a single function ψ or allows
for the non-convolution operators, then mean zero is not a necessary condition for square
function bounds. From the classical theory of Carleson measures [4], we know that in
the linear setting S is bounded on L2 if and only if |Θt(1)(x)|2 dt dxt is a Carleson measure,
although this may not in general be sufficient for S to be bounded for all 1 < p < ∞. We
will define the strong Carleson condition for Θt and prove that it does imply bounds for all
1 < p < ∞. There is a stronger notion of Carleson measure defined by Journe´ in [30] that
is related to some of the Carleson conditions in this work. We will discuss this in a little
more depth in Section 4.
Definition 3.1. A positive measure dµ(x, t) on Rn+1+ = {(x, t) : x∈Rn, t > 0} is a Carleson
measure if
‖dµ‖C = sup
Q
1
|Q|dµ(T (Q))< ∞ ,(3.1)
where the supremum is taken over all cubes Q⊂Rn, |Q| denotes the Lebesgue measure of
the cube Q, T (Q) = Q× (0, ℓ(Q)] denotes the Carleson box over Q, and ℓ(Q) is the side
length of Q.
Suppose µ is a non-negative measure on Rn+1+ defined by
dµ(x, t) = F(x, t)dτ(t)dx(3.2)
for some F ∈ L1loc(Rn+1+ ,dτ(t)dx). We say that µ is a strong Carleson measure if
||µ||SC = sup
Q
sup
x∈Q
∫ ℓ(Q)
0
F(x, t)dτ(t)< ∞.(3.3)
Given an operator Θt with kernel satisfying (1.4), we say that Θt satisfies the Carleson
condition, respectively strong Carleson condition, if |Θt(1, ...,1)(x)|2 dtt dx is a Carleson
measure, respectively strong Carleson measure.
In [7] and [2], Christ-Journe´ and Auscher define a Carleson function to be a function
G : Rn+1+ → C such that |G(x, t)|2 dtt dx is a Carleson measure. So our definition of the
Carleson condition for Θt is exactly that G(x, t) = Θt(1, ...,1)(x) is a Carleson function in
the language of Christ-Journe´ and Auscher. We state this definition with a general measure
dτ(t) instead of just dtt because the results in Section 4 can be applied to the discrete case
where dτ(t) = δ2−k(t), like the ones in [16], [35], [26], [20], and many others.
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It is trivial to see that if a non-negative measure dµ(x, t) = F(x, t)dτ(t)dx is a strong
Carleson measure, then it is a Carleson measure and ||µ||C ≤ ||µ||SC , but we can also prove
a partial converse to this for non-negative measures of the form |Θt(1, ...,1)|2 dt dxt for θt
satisfying (1.4) and (1.5). In Propositions 3.4 and 3.5, we prove that Θt satisfies the two-
cube and the Carleson conditions if and only if it satisfies the strong Carleson condition.
We first define the two-cube testing condition.
Definition 3.2. Let θt satisfy (1.4) and Θt be defined as in (1.3). We say that Θt satisfies
the two-cube testing condition if
sup
R⊂Q
1
|R|
∫
R
∫ ℓ(Q)
ℓ(R)
|Θt(χ(2R)c, ...,χ(2R)c)(x)−Θt(χ(2Q)c , ...,χ(2Q)c)(x)|2
dt
t
dx < ∞,(3.4)
where the supremum is taken over all cubes R and Q with R⊂ Q.
In the linear case, the two-cube condition for Θt becomes
sup
R⊂Q
1
|R|
∫
R
∫ ℓ(Q)
ℓ(R)
|Θt(χ2Q\2R)(x)|2
dt
t
dx < ∞.
The two-cube testing condition is a technical condition that arrises to conclude the uniform
strong Carleson bound from the average control of the Carleson condition. Before we
verify the equivalence between these conditions, we first prove a lemma.
Lemma 3.3. Suppose θt satisfies (1.4). Then we have the following
i. Suppose E1, ...,Em ⊂ Rn, then
sup
x∈Rn
|Θt(χE1 , ...,χEm)(x)|. t−n min(|E1|, ..., |Em|).(3.5)
ii. Suppose E1, ...,Em ⊂ Rn and 2Q ⊂ Rn\Ei for some i and cube Q (here 2Q is the
double of Q with the same center), then
sup
x∈Q
|Θt(χE1 , ...,χEm)(x)|. tN−nℓ(Q)−(N−n)(3.6)
Proof. For E1, ...,Em ⊂ Rn and x ∈ Rn, using (1.4) we have
|Θt(χE1 , ...,χEm)(x)|.
m
∏
j=1
∫
Rn
t−n
(1+ t−1|x− y j|)N χE j(y j)dy j . t
−n|Ei|
for each i = 1, ...,m. For (ii), for x ∈ Q ⊂ 2Q ⊂ Rn\Ei, it follows that |x− yi| > ℓ(Q) for
all yi ∈ Ei. Then using (1.4), it follows that
|Θt(χE1 , ...,χEm)(x)|.
m
∏
j=1
∫
Rn
t−n
(1+ t−1|x− y j|)N χE j(y j)dy j
.
∫
Ei
t−n
(t−1|x− yi|)N dyi
. tN−n
∫
|x−yi|>ℓ(Q)
1
|x− yi|N dyi
. tN−nℓ(Q)−(N−n).

Proposition 3.4. Suppose θt satisfies (1.4) and (1.5). If Θt(x) satisfies the Carleson and
the two cube testing conditions, then Θt satisfies the strong Carleson condition.
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Proof. We first prove a multilinear result analog of the result of Carleson and Christ-Journe´
mentioned above, that Θt satisfies the Carleson condition implies that S satisfies the un-
weighted bound (1.6) for p = 2. That is dµ(x, t) = |Θt(1, ...,1)(x)|2 dt dxt is a Carleson
measure implies for all 1 < p1, ..., pm < ∞ satisfying (2.1) with p = 2, S is bounded from
Lp1 ×·· ·×Lpm into L2. To prove this we adapt a familiar technique from Coifman-Meyer,
see e.g. [9] or [10]. Decompose Θt = (Θt −MΘt(1,...,1)Pt)−MΘt(1,...,1)Pt = Rt +Ut where
Pt( f1, ..., fm) =
m
∏
i=1
Pt fi(3.7)
and Pt is a smooth approximation to the identity. The operator Rt satisfies the conditions of
Theorem 2.5, and hence the square function associated to Rt is bounded on the appropriate
spaces. The second term is bounded as well using the following Carleson measure bound∣∣∣∣∣
∣∣∣∣∣
(∫
∞
0
|Ut( f1, ..., fm)|2 dtt
) 1
2
∣∣∣∣∣
∣∣∣∣∣
L2
≤
m
∏
i=1
(∫
R
n+1
+
|Pt fi(x)|pidµ(x, t)
) 1
pi
.
m
∏
i=1
|| fi||Lpi .
We use a bound proved by Carleson [4], that {Pt}t>0 is bounded from Lq(Rn) into Lq(Rn+1+ ,dµ)
for all 1 < q < ∞ whenever dµ(x, t) is a Carleson measure. We now move on to estimate
(3.3), so take a cube Q⊂ Rn and define
GQ(x) = χQ(x)
∫ ℓ(Q)
0
dµ(x, t).
To prove that µ is a strong Carleson measure, it is sufficient to show that ||GQ||L∞ . 1 where
the constant is independent of Q ⊂ Rn. Since dµ is locally integrable in Rn+1+ and dµ is a
Carleson measure, it follows that GQ ∈ L1(Rn). Then we have that GQ(x) ≤ MGQ(x) for
almost every x ∈ Rn. So we estimate ||MGQ||L∞
MGQ(x) = sup
R∋x
1
|R|
∫
R
∫ ℓ(Q)
0
|Θt(1, ...,1)(y)|2χQ(y)dtt dy
= sup
R∋x: R⊂Q
1
|R|
∫
R
∫ ℓ(Q)
0
|Θt(1, ...,1)(y)|2 dtt dy
≤ sup
R∋x: R⊂Q
1
|R|
∫
R
∫ ℓ(Q)
0
|Θt(χ2R, ...,χ2R)(y)|2 dtt dy
+ sup
R∋x: R⊂Q
∑
~F∈Λ
1
|R|
∫
R
∫ ℓ(R)
0
|Θt(χF1 , ...,χFm)(y)|2
dt
t
dy
+ sup
R∋x: R⊂Q
∑
~F∈Λ
1
|R|
∫
R
∫ ℓ(Q)
ℓ(R)
|Θt(χF1 , ...,χFm)(y)|2
dt
t
dy
= I+ II+ III.
where
Λ = {~F = (F1, ...,Fm) : Fi = 2R or Fi = (2R)c}\{(2R, ...,2R)}.
WEIGHTED MULTILINEAR SQUARE FUNCTIONS BOUNDS 13
Note that we may make the reduction to cubes R ⊂ Q since supp(GQ) ⊂ Q and GQ ≥ 0.
For each cube R⊂ Q⊂ Rn, we estimate I using that boundedness of S
1
|R|
∫
R
∫ ℓ(Q)
0
|Θt(χ2R, ...,χ2R)(y)|2χR(y)dtt dy≤
1
|R|
∫
Rn
∫
∞
0
|Θt(χ2R, ...,χ2R)(y)|2 dtt dy
.
1
|R|
m
∏
i=1
||χ2R||2Lpi . 1.
Therefore I is bounded independent of x and Q. We bound the second term there exists at
least one Fi = (2R)c. Then using (3.6) from Lemma 3.3, we have
1
|R|
∫
R
∫ ℓ(R)
0
|Θt(χF1 , ...,χFm)(y)|2
dt
t
dy. 1|R|
∫
R
∫ ℓ(R)
0
t2(N−n)
ℓ(R)2k(N−n)
dt
t
dy. 1.
Since |Λ|= 2m−1, this is sufficient to bound II. Now for the term III, we first take ~F ∈ Λ
such that at least one component Fi = 2R. Then by (3.5) from Lemma 3.3 we have
1
|R|
∫
R
∫ ℓ(Q)
ℓ(R)
|Θt(χF1 , ...,χFm)(y)|2
dt
t
dy. 1|R|
∫
R
∫
∞
ℓ(R)
t−2n|2R|2 dt
t
dy. 1.
This bounds all but one term for III. It remains to bound the term where ~F = ((2R)c, ...,
(2R)c). We do this using (3.6) from Lemma 3.3 and the two cube condition (3.4)
1
|R|
∫
R
∫ ℓ(Q)
ℓ(R)
|Θt(χ(2R)c, ...,χ(2R)c)(y)|2
dt
t
dy
≤ 1|R|
∫
R
∫ ℓ(Q)
ℓ(R)
|Θt(χ(2Q)c, ...,χ(2Q)c)(y)|2
dt
t
dy
+
1
|R|
∫
R
∫ ℓ(Q)
ℓ(R)
|Θt(χ(2Q)c , ...,χ(2Q)c)(y)−Θt(χ(2R)c , ...,χ(2R)c)(y)|2
dt
t
dy
.
1
|R|
∫
R
∫ ℓ(Q)
0
t2(N−n)ℓ(Q)−2(N−n) dt
t
dy+ 1. 1
Therefore ||MGQ||L∞ ≤ I + II + III . 1 for all Q ⊂ Rn where the constant is independent
of Q. Now we can verify that dµ satisfies the strong Carleson condition
sup
Q⊂Rn
sup
x∈Q
∫ ℓ(Q)
0
|Θt(1, ...,1)(x)|2 dtt ≤ supQ⊂Rn
||GQ||L∞ ≤ sup
Q⊂Rn
||MGQ||L∞ . 1.
This completes the proof. 
Proposition 3.5. If θt satisfies (1.4), (1.5) and Θt satisfies the strong Carleson condition,
then Θt satisfies the two cube condition (3.4).
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Proof. We estimate (3.4) for R⊂ Q ⊂ Rn
1
|R|
∫
R
∫ ℓ(Q)
ℓ(R)
|Θt(χ(2R)c, ...,χ(2R)c)(x)−Θt(χ(2Q)c , ...,χ(2Q)c)(x)|2
dt
t
dx
≤
m
∑
j=1
1
|R|
∫
R
∫ ℓ(Q)
ℓ(R)
|Θt(χ(2R)c, ...,χ(2R)c −χ(2Q)c, ...,χ(2Q)c)(x)|2
dt
t
dx
≤ 1|R|
∫
R
∫ ℓ(Q)
ℓ(R)
|Θt(χ(2R)c, ...,χ(2R)c,χ2Q\2R)(x)|2
dt
t
dx
+
m−1
∑
j=1
1
|R|
∫
R
∫ ℓ(Q)
0
|Θt(χ(2R)c, ...,χ2Q\2R, ...,χ(2Q)c)(x)|2
dt
t
dx
≤ 1|R|
∫
R
∫ ℓ(Q)
ℓ(R)
|Θt(1, ...,1)(x)−Θt(χ(2R)c, ...,χ(2R)c,χ2Q\2R)(x)|2
dt
t
dx
+
1
|R|
∫
R
∫ ℓ(Q)
ℓ(R)
|Θt(1, ...,1)(x)|2 dtt dx
+
m−1
∑
j=1
1
|R|
∫
R
∫ ℓ(Q)
0
t2(N−n)ℓ(Q)−2(N−n) dt
t
dx
.
1
|R|
∫
R
∫ ℓ(Q)
ℓ(R)
|Θt(1, ...,1)(x)−Θt(χ(2R)c, ...,χ(2R)c,χ2Q\2R)(x)|2
dt
t
dx+ 1.
Here the middle term is bounded by the assumption that |Θt(1, ...,1)(x)|2 dtt dx is a strong
Carleson measure. Now we bound
|Θt(1, ...,1)(x)−Θt(χ(2R)c, ...,χ(2R)c ,χ2Q\2R)(x)|
≤
m−1
∑
j=1
|Θt(χ2R, ...,χ2R,1, ...,1)(x)|+ |Θt(χ(2R)c , ...,χ(2R)c,1−χ2Q\2R)(x)|
.
m−1
∑
j=1
t−n|R|+ |Θt(χ(2R)c, ...,χ(2R)c ,1−χ2Q\2R)(x)|
. t−n|R|+ |Θt(χ(2R)c, ...,χ(2R)c ,χ(2Q)c)(x)|+ |Θt(χ(2R)c, ...,χ(2R)c ,χ2R)(x)|
. t−n|R|+ tN−nℓ(Q)−(N−n).
In the second to last line we bound the last term by t−n|R| and absorb it into the first term
of the last line. Therefore we have that
1
|R|
∫
R
∫ ℓ(Q)
ℓ(R)
|Θt(1, ...,1)(x)−Θt(χ(2R)c, ...,χ(2R)c ,χ2Q\2R)(x)|2
dt
t
dx
.
1
|R|
∫
R
∫
∞
ℓ(R)
t−2n|R|2 dt
t
dx+ 1|R|
∫
R
∫ ℓ(Q)
0
t2(N−n)ℓ(Q)−2(N−n) dt
t
dx. 1,
and hence Θt satisfies the two cube condition (3.4). 
We also prove that if S is bounded from Lp1×·· ·×Lpm into Lp for some 1< p1, ..., pm <
∞ and 2 ≤ p < ∞ satisfying (2.1), then Θt satisfies the Carleson condition. A partial con-
verse to this was proved within the proof of Proposition 3.4: If Θt satisfies the Carleson
condition, then S is bounded from Lp1 ×·· ·×Lpm into L2 for all 1 < p1, ..., pm < ∞.
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Proposition 3.6. Assume θt satisfies (1.4) and S is bounded from Lp1 × ·· ·×Lpm into Lp
for some 1< p1, ..., pm <∞ and 2≤ p< ∞ satisfying (2.1). Then it follows that Θt satisfies
the Carleson condition.
Proof. Fix a cube Q⊂ Rn and we estimate
1
|Q|
∫
Q
∫ ℓ(Q)
0
|Θt(1, ...,1)(x)|2 dtt dx≤
1
|Q|
∫
Q
∫ ℓ(Q)
0
|Θt(χ2Q, ...,χ2Q)(x)|2 dtt dx
+ ∑
~F∈Λ
1
|Q|
∫
Q
∫ ℓ(Q)
0
|Θt(χF1 , ...,χFm)(x)|2
dt
t
dx
= I+ II(3.8)
where
Λ = {~F = (F1, ...,Fm) : Fi = 2Q or Fi = (2Q)c}\{(2Q, ...,2Q)}.
For each cube Q⊂ Rn, we estimate I
1
|Q|
∫
Q
∫ ℓ(Q)
0
|Θt(χ2Q, ...,χ2Q)(x)|2 dtt dx≤
1
|Q|
∫
Q
S(χ2Q, ...,χ2Q)(x)2dx
≤
(
1
|Q|
∫
Rn
S(χ2Q, ...,χ2Q)(x)pdx
) 2
p
. |Q|−2/p
m
∏
i=1
||χ2Q||2Lpi . 1.
Now for the second term II, we fix ~F ∈ Λ, which has at least one component Fi = (2Q)c.
Then by (3.6) from Lemma 3.3 we have
1
|Q|
∫
Q
∫ ℓ(Q)
0
|Θt(χF1 , ...,χFm)(x)|2
dt
t
dx. 1|Q|
∫
Q
∫ ℓ(Q)
0
t2(N−n)ℓ(Q)−2(N−n) dt
t
dx. 1.
Now noting that |Λ| = 2m− 1, it follows that II . 1 as well. So Θt satisfies the Carleson
condition. 
In fact, this proves that if θt satisfies (1.4), (1.5) and Θt satisfies the Carleson condition,
then Θt satisfies the strong Carleson condition if and only if Θt satisfies the two cube
testing condition (3.4). We conclude this section with a few examples of various Carleson
measure obtained from operators Θt satisfying (1.4) and (1.5). In Example 3.7, we define
a operators that give rise to strong Carleson measures, and in Example 3.8, we define
operators that give rise to operators that are Carleson measures, but not strong Carleson
measures. For the examples, let Pt be a smooth approximation to the identity and Pt be as
defined in (3.7).
Example 3.7. Suppose ψ ∈ L1 with integral zero satisfying |ψ(x)|. 1
(1+|x|)N
sup
ξ6=0
∫
∞
0
|ψ̂(tξ)|2 dt
t
< ∞,(3.9)
and define Qt f = ψt ∗ f . Let b ∈ Lq for some 1 ≤ q < ∞ with |b(x)− b(x′)| ≤ L|x− x′|α
where 0<α<N−n, β∈L∞(Rn+1+ ), and define Dt( f1, ..., fm)(x)= β(x, t)Qtb(x)Pt( f1, ..., fm)(x).
It follows that the kernels of Dt , which are for t > 0
dt(x,y1, ...,ym) = β(x, t)Qtb(x)
m
∏
i=1
ϕt(x− yi),
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satisfy (1.4) and (1.5). We also have that Θt(1, ...,1) = β(x, t)Qtb, so we estimate
|Qtb(x)|=
∣∣∣∣∫
Rn
ψt(x− y)(b(y)− b(x))dy
∣∣∣∣≤ L∫
Rn
|ψt(x− y)| |x− y|αdy
. tα
∫
Rn
t−n
(1+ t−1|x− y|)N−α dy. t
α.
Also we have that
|Qtb(x)| ≤ ||ψt ||Lq′ ||b||Lq . t−n/q.
Then it follows that
∫ ℓ(Q)
0
|Θt(1, ...,1)(x)|2 dtt . ||β||
2
L∞(Rn+1+ )
∫ 1
0
t2α
dt
t
+ ||β||2L∞(Rn+1+ )
∫
∞
1
t−2n/q
dt
t
. 1.
Therefore with this selection of b and β, it follows that Dt satisfies the strong Carleson
condition. So by Theorem 1.1, it follows that
∣∣∣∣∣
∣∣∣∣∣
(∫
∞
0
|Dt( f1, ..., fm)|2 dtt
) 1
2
∣∣∣∣∣
∣∣∣∣∣
Lp(wp)
.
m
∏
i=1
|| fi||Lpi (wpii )
for all 1 < p1, ..., pm < ∞ and wpii ∈ Api where w = w1 · · ·wm and p is defined by (2.1),
which allows for 1/m < p < ∞. Note that with an appropriate selection of βt , the kernels
dt(x,y) will not be smooth in the x variable. This is an operator to which one could not
apply previous results. Even in the linear case, one needed smoothness in x to conclude
bounds for for p > 2 from the Carleson condition on Θt .
Example 3.8. The purpose of this example is to construct an operator Θt satisfying (1.4)
and (1.5) such that Θt satisfies the Carleson condition, but not the strong Carleson condi-
tion. Define ψ(x) = χ(0,1)(x)−χ(−1,0)(x), Qt f = ψt ∗ f , b(x) = χ(0,1)(x), and like above
Dt( f1, ..., fm)(x) = Qtb(x)Pt( f1, ..., fm)(x). As above, we have that Dt(1, ...,1) = Qtb. It is
a quick computation to show that
ψ̂(ξ) = 2 1− cos(ξ)
iξ
with the appropriate modification when ξ = 0. It follows then that |ψ̂(ξ)|.min(|ξ|, |ξ|−1),
and that
|Dt(1, ...1)(x)|2 dtt dx = |ψt ∗ b(x)|
2 dt
t
dx
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is a Carleson measure. Now we show that Dt does not satisfy the strong Carleson condition.
Let Q = [−1,0], x ∈ [−1,0)⊂ Q, and we estimate (3.3) with the following computation
∫ ℓ(Q)
0
|Dt1(x)|2 dtt =
∫ 1
0
∣∣∣∣∫
R
ψt(y)χ(0,1)(x− y)dy
∣∣∣∣2 dtt
≥
∫ 1
−x
∣∣∣∣∫ x−t ψt(y)dy
∣∣∣∣2 dtt
=
∫ 1
−x
(x+ t)2
t2
dt
t
= x2
∫ 1
−x
dt
t3
+ 2x
∫ 1
−x
dt
t2
+
∫ 1
−x
dt
t
≥ x2
∫ 1
0
dt− 2x− 2− log(−x)
≥− log(−x)− 2.
Therefore
sup
x∈[−1,0]
∫ ℓ(Q)
0
|Dt1(x)|2 dtt ≥ supx∈[−1,0)
− log(−x)− 2 = ∞,
and hence Dt satisfies the Carleson condition, but not the strong Carleson condition.
4. A FULL WEIGHTED T1 THEOREM FOR SQUARE FUNCTIONS FOR L2
In this section, we develop some classical Carleson measure results in a weighted set-
ting with strong Carleson measures. With these new tools, we can apply some familiar
arguments to complete the proof of Theorems 1.1 and 1.2. More precisely, Lemmas 4.1,
4.2 and Proposition 4.3 are weighted versions of results proved by Carleson in [4] where
we use assume strong Carleson in place of Carleson conditions.
Lemma 4.1. If µ is a strong Carleson measure, then for any locally integrable function
w≥ 0 and E ⊂ Rn
µw(Ê)≤ ||µ||SC w(E)(4.1)
where dµw(x, t) = w(x)dµ(x, t) and Ê = {(x, t) ∈Rn+1+ : B(x, t)⊂ E}.
In [30], Journe´ says that dµw is a Carleson measure with respect to w ∈ A2 if it satisfied
(4.1). He uses this definition to prove that measures that satisfy this estimate also verify
weighted analogs of Carleson measure bounds. In particular, Journe´ proves
Proof. Let Q j be the Caldero´n-Zygmund decomposition of χE at height 12 . Then
E ⊂
⋃
j
Q j and |E| ≤∑
j
|Q j| ≤ 2|E|.
Let Q∗j be the dyadic cube with double the side length of Q j containing Q j and take (x, t) ∈
Ê. Since B(x, t)⊂ E and Q∗j 6⊂ E , it follows that B(x, t)⊂ B(x,3
√
nℓ(Q j)). Then
Ê ⊂
⋃
j
Q j× (0,2
√
nℓ(Q j)]
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Now dµ(x, t) = F(x, t)dτ(t)dx for some non-negative F ∈ L1loc(Rn+1+ ). So using that µ is a
strong Carleson measure, it follows that
µw(Ê)≤∑
j
µw((E ∩Q j)× (0,2
√
nℓ(Q j)])
= ∑
j
∫
E∩Q j
∫ 2√nℓ(Q j)
0
F(x, t)dτ(t)w(x)χQ j (x)dx
≤ ||µ||SC ∑
j
∫
E∩Q j
w(x)dx
≤ ||µ||SC w(E).
In the last line, we use that E ∩Q j are disjoint. 
Lemma 4.2. Suppose dµ(x, t) = F(x, t)dτ(t)dx is a strong Carleson measure and |φ(x)|.
1
(1+|x|)N for some N > n. Then for all w ∈ Ap for 1 < p < ∞,(∫
R
n+1
+
|φt ∗ f (x)|pw(x)dµ(x, t)
) 1
p
. ||µ||1/p
SC
[w]
1/(p−1)
Ap || f ||Lp(w).(4.2)
Proof. Define the non-tangential maximal function
Mφ f (x) = sup
t>0
sup
|x−y|<t
|φt ∗ f (t)|.
For λ > 0, define
Eλ = {x ∈Rn : Mφ f (x) > λ}
Êλ = {(x, t) ∈ Rn+1+ : B(x, t)⊂ Eλ}.
It follows from Lemma 4.1 that µw(Êλ)≤ ||µ||SC w(Eλ) where again dµw(x, t)=w(x)dµ(x, t).
Therefore
∫
R
n+1
+
|φt ∗ f (x)|pw(x)dµ(x, t) = p
∫
∞
0
λpµw({(x, t) ∈ Rn+1+ : |φt ∗ f (x)|> λ})
dλ
λ
≤ p
∫
∞
0
λpµw(Êλ)
dλ
λ
≤ p||µ||SC
∫
∞
0
λpw(Eλ)
dλ
λ
= ||µ||SC
∫
Rn
Mφ f (x)pw(x)dx
. ||µ||SC [w]p/(p−1)Ap || f ||
p
Lp(w).
Here we use as before that |φt ∗ f (x)|.M f (x) and ||M f ||Lp(w) . [w]1/(p−1)Ap || f ||Lp(w). 
Proposition 4.3. Suppose θt satisfies (1.4) and (1.5). If Θt satisfies the strong Carleson
condition, then S is satisfies (1.6) for all wpii ∈ Api and 1 < p1, ..., pm < ∞ satisfying (2.1)
with p = 2 where w = w1 · · ·wm. Furthermore, the constant for this bound is at most a
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constant independent of w1, ...,wm times
Cm,n,w1,...,wm,p1,...,pm =
m
∏
i=1
(
1+[wpii ]
max(1,p′i/pi)+max(1/2,p′i/pi)
Api
)
(4.3)
+ ||µ||m/2
SC
m
∏
i=1
[wpii ]
p′i/pi
Api
.
Proof. Define Rt = Θt −MΘt(1,...,1)Pt and Ut = MΘt(1,...,1)Pt . Then Rt satisfies (1.4), (1.5),
and in addition Rt(1, ...,1) = 0 for all t > 0. Then by Theorem 2.5, it follows that∣∣∣∣∣
∣∣∣∣∣
(∫
∞
0
|Rt( f1, ..., fm)|2 dtt
) 1
2
∣∣∣∣∣
∣∣∣∣∣
Lp(wp)
.
m
∏
i=1
|| fi||Lpi (wpii ).
Now we turn to the Ut term. For any wpii ∈ Api for 1 < p1, ..., pm < ∞ satisfying (2.1) with
p = 2, take dµ(x, t) = |Θt(1, ...,1)|2 dt dxt it follows that∣∣∣∣∣
∣∣∣∣∣
(∫
∞
0
|Ut( f1, ..., fm)|2 dtt
) 1
2
∣∣∣∣∣
∣∣∣∣∣
2
L2(w2)
=
∫
R
n+1
+
(
m
∏
i=1
|Pt fi(x)|wi(x)
)2
dµ(x, t)
≤
m
∏
i=1
(∫
R
n+1
+
|Pt fi(x)|piwi(x)pidµ(x, t)
) 2
pi
. ||µ||mSC
m
∏
i=1
[w
pi
i ]
2/(pi−1)
Api
|| fi||2Lpi (wpii ).
The final inequality holds by Lemma 4.2. The first term in the constant (4.3) is from the
bound of Rt by Theorem 2.5 and the second term is from the bound of Ut above. 
These results almost complete the proof of Theorem 1.1, except for dealing with a
density issue with fi ∈ Lpi(wpii )∩ Lpi and applying weight extrapolation. Propositions
3.4 and 3.5 verify the equivalence of (i) and (ii) from Theorem 1.1. By Proposition 3.4,
(i) implies that S satisfies (1.6) for all wpii ∈ Api with 1 < p1, ..., pm and p = 2 for fi ∈
Lpi(wpii )∩Lpi . In order to conclude boundedness for all Lpi(wpii ), we make a short density
argument in following and apply the extrapolation theorem of Grafakos-Martell [21] to
complete the proof of Theorem 1.1. We will use a lemma to prove this.
Lemma 4.4. If w∈ Ap and 1< p <∞, then 1(d+|x0− · |)n ∈ Lp(w) for any x0 ∈Rn and d > 0.
Proof. We start by noting that for any x ∈Rn
MχB(x0,d)(x)≥
1
|B(x, |x− x0|+ d)|
∫
B(x,|x−x0|+d)
χB(0,d)(x)dx
=
|χB(x0,d)(x)|
|B(x, |x− x0|+ d)| =
dn
(d+ |x− x0|)n .
Then it follows that(∫
Rn
1
(d + |x− x0|)np w(x)dx
) 1
p
≤ d−n||MχB(x0,d)||Lp(w) . ||χB(x0,d)||Lp(w) < ∞.
Here we use the Hardy-Littlewood maximal operator bound on Lp(w) and that w ∈ L1loc.

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Proof. First we restrict to the case p = 2 and take fi ∈ Lpi(wpii ) and fi,k ∈ Lpi(wpii )∩Lpi
with fi,k → fi in Lpi(wpii ) as k → ∞. It follows that f1,k ⊗ ·· · ⊗ fm,k → f1 ⊗ ·· · ⊗ fm as
k → ∞ in the weighted product Lebesgue space Lp1(wp11 ) · · ·Lpm(wpmm ). For all x ∈ Rn
|Θt( f1, ..., fm)(x)−Θt( f1,k, ..., fm,k)(x)|
≤
∫
Rmn
|θt (x,y1, ...,ym)| | f1(y1) · · · fm(ym)− f1,k(y1) · · · fm,k(ym)|d~y
≤
m
∏
i=1
tN−n
(∫
Rn
wi(yi)−p
′
idyi
(t + |x− yi|)p′iN
) 1
p′i || f1⊗·· ·⊗ fm− f1,k⊗·· ·⊗ fm,k||Lp1 (wp11 )···Lpm (wpm1 ),
which tends to zero as k→∞ almost everywhere since wpii ∈Api implies that w
−p′i
i ∈Ap′i and
so the first term is finite almost everywhere by Lemma 4.4. Therefore Θt( f1,k, ..., fm,k)→
Θt( f1, ..., fm) pointwise as k → ∞ a.e. x ∈ Rn. Then by Fatou’s lemma we have that
||S( f1, ..., fm)||2L2(w2) =
∫
Rn
∫
∞
0
lim
k→∞
|Θt( f1,k, ..., fm,k)(x)|2 dtt w(x)
2dx
≤ liminf
k→∞
∫
Rn
∫
∞
0
|Θt( f1,k, ..., fm,k)(x)|2 dtt w(x)
2dx
≤Cn,m,w1,...,wm,p1,...,pm liminfk→∞
m
∏
i=1
|| fi,k||2Lpi (wpii )
=Cn,m,w1,...,wm,p1,...,pm
m
∏
i=1
|| fi||2Lpi (wpii )
Therefore S satisfies (1.6) for all 1 < p1, ..., pm < ∞ satisfying (2.1) with p = 2, for all
w
pi
i ∈ Api , and for all fi ∈ Lpi(wpii ). We complete the proof by applying the multilinear
extrapolation theorem of Grafakos-Martel [21], which we state now.
Theorem 4.5 (Grafakos-Martell [21]). Let 1 ≤ q1, ...,qm < ∞ and 1/m ≤ q < ∞ be fixed
indices that satisfy (2.1) and T be an operator defined on Lq1(wq11 )× ·· ·× Lqm(wqmm ) for
all tuples of weights wqii ∈ Aqi . We suppose that for all B > 1, there is a constant C0 =
C0(B)> 0 such that for all tuples of weights wqii ∈ Aqi with [wqii ]Aqi ≤ B and all functions
fi ∈ Lqi(wqii ), T satisfies
||T ( f1, ..., fm)||Lq(wq) ≤C0
m
∏
i=1
|| fi||Lqi (wqii ).
Then for all indices 1 < p1, ..., pm < ∞ and 1/m < p < ∞ that satisfy (2.1), all B > 1,
and all weights wpii ∈ Api with [wpii ]Api < B, there is a constant C =C(B) such that for all
fi ∈ Lpi(wpii )
||T ( f1, ..., fm)||Lp(wp) ≤C
m
∏
i=1
|| fi||Lpi (wpii ).
We may take, for example, q1 = · · · = qm = 2m and hence q = 2. Then we have just
proved that for all B > 1 and wqii ∈ Aqi with [wqii ]Aqi ≤ B that
||S( f1, ..., fm)||L2(w2) ≤Cn,m,q1,...,qmCm,n,p1,...,pm,w1,...,wm
m
∏
i=1
|| fi||Lqi (wqii )
where Cm,n,w1,...,wm,q1,...,qm is defined in (4.3). Since Cm,n,w1,...,wm,q1,...,qm is an increasing
some of power functions of [wqii ]Aqi , one can define C0(B) by replacing the weight constants
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with B in (4.3) times a constant independent of the weights,
C0(B) =Cn,m,q1,...,qm
[
m
∏
i=1
2Bmax(1,1/(qi−1))+max(1/2,1/(qi−1))+ ||µ||m/2
SC
m
∏
i=1
B1/(qi−1)
]
.
which verifies the hypotheses of Theorem 4.5 for S. Therefore for all B > 1, there exists C
depending on B,n,m,q1, ...,qm such that
||S( f1, ..., fm)||Lp(wp) ≤C
m
∏
i=1
|| fi||Lpi (wpii )
for all 1 < p1, ..., pm < ∞, wpii ∈ Awi with [wpii ]Api ≤ B, and fi ∈ Lpi(w
pi
i ).

We now prove Theorem 1.2.
Proof. The implications (iv) ⇒ (iii) ⇒ (ii) ⇒ (i) have already been proved in a more gen-
eral context. So it is sufficient to show that (i)⇒ (iv). Since θt(x,y1, ...,ym)= t−mnΨt(t−1(x−
y1), ..., t−1(x− ym)), it follows that Θt(1, ...,1)(x) is constant constant in x: For all x ∈ Rn
Θt(1, ...,1)(x) =
∫
Rmn
t−mnΨt(t−1(x− y1), ..., t−1(x− ym))d~y
=
∫
Rmn
Ψt(y1, ...,ym)d~y = F(t)
where the last line here we take as the definition of F . But we have assumed that Θt
satisfies the Carleson condition, and hence |F(t)|2 dtt dx is a Carleson measure. So the
strong Carleson condition follows: For all cubes Q ⊂ Rn
∫ ℓ(Q)
0
|Θt(1, ...,1)(x)|2 dtt =
1
|Q|
∫
Q
∫ ℓ(Q)
0
|F(t)|2 dt
t
dx. 1.
If we assume also that Ψt = Ψ is constant in t, then it follows that F(t) = c0 is a constant
function. But then |c0|2 dtt dx is a Carleson measure, and hence integrable on Q× (0, ℓ(Q)]
for all cubes Q⊂Rn. Then it follows that c0 = 0 when Ψt is constant in t, which completes
the proof. 
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