Principal component analysis (PCA) is a well-known tool in multivariate statistics. One big challenge in using the method is the choice of the number of components. In this paper, we propose an exact distribution-based method for this
Introduction

Overview
Principal component analysis (PCA) is a widely used method in multivariate data analysis. It can be used for a variety of purposes including as a descriptive tool for examining the structure of a data matrix, a pre-processing step for reducing the dimension of the column space of the matrix (Josse & Husson 2012) or for matrix completion (Cai et al. 2010) . A challenging and important problem is how to determine the number of components to retain. Jolliffe (2005) gives an excellent summary of existing approaches for determining the number of components as falling into three branches: subjective methods (e.g., the scree plot), distribution-based test tools (e.g., Bartlett's test) and computational procedures (e.g., cross-validation). Each branch of criteria has its pros and cons and no method has emerged as the "community standard". In this paper, we propose a test derived from the conditional Gaussian-based distribution of the singular values. Figure 1 shows a scree plot for an example: the data are five test scores from 88 students (taken from Mardia et al. (1979) ) and the figure shows the five singular values in decreasing order.
The "elbow" in this plot seems to occur at rank two or three, but it is not clearly visible. The CSV test that we propose in this paper yields p-values of (0.000, 0.014, 0.573, 0.940) for testing sequentially whether a rank k model is sufficient, for k = 1, 2, 3, 4. This gives strong evidence that a rank two model is most appropriate. 
General approach
Throughout this paper, we assume that the observed data matrix Y ∈ R N ×p with N ≥ p is a sum of a low-rank signal matrix B and a noise matrix E as follows:
that is,
We focus on the estimation of κ and the construction of confidence intervals for the singular values of B. For Gaussian noise, there exists an exact method in the adaptive regression setting for testing whether a given data set contains any signal (Taylor et al. 2013) . To use this approach, we express the matrix denoising problem as a penalized regression with a nuclear norm penalty term (Mazumder et al. 2010 , Donoho & Gavish 2013a :
where || · || 2 F and || · || * denote Frobenius and nuclear norms respectively. As the objective function (2) is a special case of a regularized regression, by applying the results from Taylor et al. (2013) we obtain an exact test of testing H 0 : B = 0 with a test statistic based on the conditional distribution of singular values of Y . In this paper, we extend this test for general cases for testing H 0 : rank(B) ≤ k − 1 for k = 1, · · · , p − 1 assuming rank(B) < p.
In simulated examples, these p-values show behavior close to the exact test. Along with p-values from the test, we also derive confidence intervals for the inner product of B and each component of spectral decomposition at a targeted significance level.
We determine the rank of B using p − 1 p-values obtained from a sequential test H 0 : rank(B) ≤ k − 1 from k = 1 to k = p − 1 under assumption rank(B) < p. We input these p-values into a stopping rule for a sequential hypothesis testing from G' Sell et al. (2013) , that provides FDR control (Benjamini & Hochberg 1995) for the overall procedure.
An important input for our test procedure is the noise level σ 2 . We propose an estimation procedure for σ 2 analogous to the cross-validation method using the algorithm soft-impute (Mazumder et al. 2010 ). This estimation procedure does not depend on any predetermined value such as the rank of B.
Related work
As mentioned above, many methods have been proposed for this problem, and these are well summarized in Jolliffe (2005) . A more recent proposal, closely related to our approach, is pseudorank estimation given in Kritchman & Nadler (2008) . Both their approach and ours form a test based on the distribution of singular/eigenvalues of the data matrix. For testing H k,0 : rank(B) ≤ k − 1 versus H k,1 : rank(B) ≥ k, pseudorank estimation uses the asymptotic marginal distribution of the k th eigenvalue of Y , removing the previous k − 1 signals. It is known that when B = 0, the largest eigenvalue of Y T Y converges to a Tracy-Widom distribution (Johnstone 2001) :
where T W denotes Tracy-Widom distribution with l k defined as the k th largest eigenvalue of Y T Y , and
At k th step, pseudorank estimation tests whether
where s(α) is the upper α quantile of Tracy-Widom distribution. This provides the basis for the pseudorank estimation approach, and we compare it to the proposals in this paper. The remainder of this paper is organized as follows. In Section 2, we propose our hypothesis testing procedure and confidence interval method based on the distribution of singular values. We illustrate a sequential hypothesis testing adjustment in Section 3 which is used to determine the rank. In Section 4 we describe our method for estimation of σ 2 . Additional examples are discussed in Section 5. The paper concludes with a brief discussion in Section 6.
A Distribution-Based Testing Method
We first review the global null test of Taylor et al. (2013) in Section 2.1. Then we derive a test procedure for testing H k,0 : rank(B) ≤ k − 1 versus H k,1 : rank(B) ≥ k for k = 1, · · · , p − 1 in Section 2.2 and describe how to construct confidence intervals for signal parameters in Section 2.3. Taylor et al. (2013) derived the exact distribution of a test statistic for a class of a regularized regression problems of the form of
A test of the global null hypothesis
with outcome y ∈ R p , predictor matrix X ∈ R N ×p , and regularization parameter λ ≥ 0. Assuming the outcome y ∈ R p is generated as
the Kac-Rice test (Taylor et al. 2013 ) provides an exact method for testing
under an assumption that the penalty function P is a support function of a convex set C ⊆ R p . i.e.,
In addition to tests, Taylor et al. (2013) derive a pivot involving the true parameter value β. This can be used to derive confidence intervals for the underlying parameter.
In the matrix denoising problem of an observed data Y ∈ R N ×p , to recover B in (1), the following criterion can be usedB
Here λ > 0 and || · || * denotes nuclear norm and plays an analogous role as a 1 penalty term in lasso regression (Tibshirani 1996) . The objective function (4) falls into a class of regression problem described in (3) with the predictor matrix X being I N ⊗ I p and the penalty function P(·) being
with C = {A : ||A|| op ≤ 1} where || · || op denotes spectral norm. The Kac-Rice test and the related confidence interval construction procedure can thus be directly applied.
Here are the details. Denoting the singular values of B as Λ 1 ≥ · · · ≥ Λ p ≥ 0, the Kac-Rice test focuses on investigating the properties of Λ 1 . We defineΛ 1 as follows: Taylor et al. (2013) to the case of (4), we have
For testing the global null
the Kac-Rice test statistic is defined as
which is uniformly distributed under the null distribution. The value S k,0 reflects the relative size of the largest eigenvalue and the second largest eigenvalue under the null. A small value of S k,0 implies large d 1 compared to d 2 . Thus, small values of S k,0 support H 1 : Λ 1 > 0 and we can use S k,0 as our p-value for the hypothesis testing. Note that the integrand in (6) matches the scaled joint distribution of the eigenvalues of a Wishart matrix after variable transformation (James 1964) . The test statistic (6), is therefore the conditional survival function of the largest singular value of the observed value
Using the result of (5), it is possible to construct an exact confidence interval ofΛ 1 . Though it is desirable to find confidence intervals for Λ 1 instead ofΛ 1 , as B is unobservable, U 1 V T 1 is the "best guess" of the unit vector associated with Λ 1 in its direction. The confidence interval ofΛ 1 with level α is constructed as follows (Taylor et al. 2013, p. 34) :
SinceΛ 1 is an exact pivot for (5), we observe that
As noted earlier, our main purpose in this paper is to detect the signals in B. However, signals may exist below a detection threshold which are we are unable to identify (Kritchman & Nadler 2008 ). Nadler (2008) illustrated a phase transition phenomenon when rank(B) = 1. He showed that in the joint limit p, N → ∞, p/N = c,
and thus for a signal to be identified, the corresponding singular value should be larger than a threshold σ (N P ) 1 4 . This phenomenon is observed for rank(B) = k for k > 1 as well when B is diagonal matrix. For example, for a matrix B ∈ R 10×10 such that B = diag(0.5, · · · , 0.5) and σ = 1, none of the signals are detectable despite the fact that B is of full-rank. In this paper, we assume that all the non-zero singular values in B are larger than the threshold, so that they are available for detection.
Our proposed hypothesis testing procedure
Suppose that we want to test the hypothesis
Then the most straightforward approach for extending the global test (6) would be to apply it sequentially. That is, we can remove the estimated k − 1 dimensional signal and then apply the test to the residual matrix. How well does this work? Figure 2 shows an example. Here n = 20, p = 10 and there is a rank one signal of moderate size. The top panels show quantile-quantile plots of the p-values for the sequential Kacs-Rice test versus the uniform distribution. We see that the p-values are small when the alternative hypothesis (H 1,1 ) is true, and then fairly uniform for testing rank one versus > 1. However the test becomes more and more conservative for higher steps. The reason is that at step k = 3 for example, the test doesn't condition on the fact that the 3rd singular value is the 3rd largest such value from a matrix whose first two components in the directions u 1 , u 2 , v 2 , v 2 have been removed. The plots in bottom panel come from our proposed conditional singular value (CSV) test, described next. It follows the uniform distribution quite well, for all null steps. For testing H 0,k : Λ k = 0, CSV method takes it into account that our interest is the k th signal by conditioning on the first k − 1 directions of U and V along with the first k − 1 singular values to be the observed ones. As a result, under the null, the distribution of test statistic gets close to the target uniform distribution. With N = 20 and p = 10, the true rank of B is rank(B) = 1. The top panels are from the sequential Kac-Rice test and the bottom panels are from CSV. The k th column represents quantile-quantile plots of p-values for testing H 0,k : rank(B) ≤ k − 1 for steps k = 1, 2, 3, 4.
The conditional singular value (CSV) test
In this section, we introduce a test statistic that has a uniform distribution asymptotically under
Writing the singular value decomposition of Y as Y = U DV T , we derive an exact test for testing
The test statistic is as follows:
T BV −(k−1) gets close to 0 and the test statistic would be almost exact, though (11) does not hold exactly. We refer this procedure as the conditional singular value test (CSV). Analogous to (6), S k,0 compares the relative size of d k and d k+1 , and small value of S k,0 implies large d k supporting H 1,k : Λ k > 0. Thus, S k,0 plays the role of a p-value.
Theorem 1 shows that this test is exact under (11). The test statistic S k,0 is a survival function of the k th singular value: the probability of having larger values of the k th singular value than the observed one-given U (k−1) , V (k−1) and all the other singular values. The proofs of this and other results are given in the Appendix.
Noting that the integrand of S k,0 is proportional to the joint distribution of eigenvalues of N × p central Wishart matrix with respect to d k upto change of variables, the test statistic of CSV, S k,0 , is actually equivalent to a conditional survival function of the k th eigenvalue of a N × p Wishart matrix given all the other eigenvalues (i.e.,
where λ j is the j th eigenvalue of a N ×p Wishart matrix). Intuitively, when the true rank of B is small, the k th eigenvalue of Y for large k would behave like that of a Wishart matrix since the effect from the signals would be weakened. The bottom panels of Figure 2 confirm the claimed type I error property of the procedure. After the true rank of one, the p-values are all close to uniform.
Integrated CSV Approach
As a potential improvement of CSV, we introduce an integrated version of S k,0 with respect to p − k small singular values (d k+1 , · · · , d p ). Our aim is to achieve higher power in detecting signals in B compared to the ordinary CSV. While the CSV test statistic S k,0 is a function of
The idea is that conditioning on less can lead to greater power.
The suggested test statistic is as follows:
where
As in S k,0 of CSV, the test statistic of integrated CSV, V k,0 , is an exact test for (11) which is shown in Theorem 2. It is a survival function of the k th singular value given U (k−1) , V (k−1) and the first k − 1 singular values. While S k,0 conditions on all the singular values except for the k th , V k,0 only conditions on the first k − 1 singular values. In the same manner as in S k,0 in CSV, V k,0 works as a p-value for (11).
Theorem 2 (integrated Conditional Singular Value exact test).
If
The test statistic V k,0 is equivalent to the conditional survival function of the k th eigenvalue of a N × p central Wishart matrix given the first k − 1 eigenvalues (i.e.,
Simulation examples of CSV and integrated CSV
In this section, we present results of CSV and integrated CSV on simulated examples. We compare the performance of the proposed methods CSV and integrated CSV with pseudorank estimation described in Section 1.3.
We investigate Y ∈ R 50×10 cases with the signal matrix B formed as follows:
and U B , V B are rotation operators generated from a singular value decomposition of 50 × 10 random Gaussian matrix with i.i.d. entries. The scaling constant m scales the detection threshold in (8). We illustrate all combinations of the scaling constant m = 0, 0.5, 1, 1.5, 2 and rank(B) = 1, 2, 3 with 3000 repetitions. The true value of the noise level σ 2 = 1 is used for testing. Figure 3 presents quantile-quantile plots of the expected (uniform) quantiles versus the observed quantiles of p-values for rank(B) = 0, 1, 2, 3 with m = 1.5. Under H 1,k , integrated CSV shows improved power compared to CSV, and close to that of pseudorank estimation. The competing method pseudorank estimation becomes strongly conservative under the null. Both CSV and integrated CSV quantiles almost agree with the expected quantiles, as the theory predicts.
Confidence interval construction
Here we generalize the confidence interval construction procedure in (7) to general S k,0 and V k,0 . We define the k th signal parameterΛ k as follows:
with U Y,k and V Y,k being the k th column vector of U Y and V Y respectively. Then, with a level α, we construct the confidence interval ofΛ k as follows:
, and 
let q 0 = 0 6:
returnκ
The estimated rank of B 9: end procedure By plugging in δ as their pivot for S k,· and V k,· instead of 0 as in Sections 2.2.1 and 2.2.2, we have S k,δ and V k,δ respectively. The end points of CI k can be found using bisection. As in the case of the test statistic, S k,δ is approximately distributed by Unif(0, 1) for δ =Λ k . The simulation results below show the coverage rate close the target of 1 − α.
Simulation study of the confidence interval procedure
We illustrate the confidence intervals constructed by S k,δ in (16). The simulation settings are the same as in Section 2.2.3. Figure 4 shows the coverage rate of the 95% confidence intervals for the first two signalsΛ 1 andΛ 2 in (15). Large m implies large magnitude of trueΛ 1 andΛ 2 . Regardless of true rank(B) or size ofΛ, the constructed confidence intervals cover the parameters at the targeted level.
A Sequential hypothesis test
This section concentrates on the estimation of the true rank of B or equivalently selecting the number of principal components, using the test discussed in Sections 2.2. We use the strong stopping rule devised for sequential hypothesis testing (G'Sell et al. 2013) .
The problem of estimating the true rank of B can be approached using a sequential test of (9) for k = 1 to k = p − 1, considering that for m < n, H n,0 : Λ n = 0 holds only if H m,0 holds. Therefore, to determine rank(B) = κ, it is reasonable to test sequentially from k = 1 and to increase k by 1 at each step given the tests (9). In search of κ, we examine p − 1 p-values p 1 , · · · , p p−1 of (9). The p-values are obtained from S k,0 in (12) or V k,0 in (13). The estimate of κ is determined by the largest k among rejected p-values.
For a sequential test based on p-values, we use the strong stopping rule which controls the family-wise error rate at a given level of α when p-values are independently and uniformly distributed under the null hypothesis (G'Sell et al. 2013) . Instead of rejecting the first k p-values which are less than the significance level α, the strong stopping rule considers the number total p-values and their sequential behavior. It reduces the risk of false rejections using a multiple hypothesis testing correction. The procedure for determining κ using the strong stopping rule is described in Algorithm 1.
Simulation study of the estimation of true rank
Here we present estimation results of rank(B) using strong stopping rule in Table 1 . Simulation settings are the same as in Section 2.2.3 with known value of σ 2 = 1. For sequential p-values from all CSV, integrated CSV and pseudorank estimation, strong stopping rule are applied for the estimation. The significance level α is set to α = 0.05. Table 1 shows that in general, the integrated CSV approach works better than the other two methods. Also, the strong stopping rule tends to under-estimate rather than over-estimate rank(B), which is in line with its family-wise error rate control property. Table 1 : Simulation results of rank(B) estimation with known σ 2 . In the column 'Setting', 'rank(B)' denotes the true rank of B and 'm' denotes scaling constant of the the detection threshold. 'Correct Selection Rate' denotes the rate of choosing the correct rank and the values in parenthesis denote MSE. The values in red denote MSE from under-estimation and the values in blue denote MSE from over-estimation. In all cases, significance level α is set to 0.05.
Estimation of the noise level
For both the test statistics (12) and (13), and the confidence interval construction (16) in Section 2.2, we assume that the noise level σ 2 is known. In case that prior information of σ 2 is unavailable, the value of σ 2 needs to be estimated. In this section, we introduce a data-driven method for estimating σ 2 . For the estimation of σ 2 , it is popular to assume that rank of B is known. One of the simplest methods estimates σ 2 using mean sum of squared residuals bŷ
with known rank(B) = κ.
Instead of using the rank of B, Donoho & Gavish (2013b) uses median of the singular values of Y as a robust estimator of σ 2 as follows:σ
where d med is a median of the singular values of Y and µ β is a median of a Marčenko-Pastur distribution with β = N/p. This estimator works under the assumption that rank(B) min(N, p). We suggest three estimators, all of which make few assumptions. Our approach uses crossvalidation and sum of squared residuals as an extension of classical noise level estimator. For a fixed value of λ, we define our estimatorsσ 2 λ ,σ 2 λ,df andσ 2 λ,df,c as follows:
whereB λ is an estimator of B achieved from soft-thresholding the singular values of Y from (4) and dfB λ is defined to be the number of non-zero singular values ofB λ with a given value of λ. The estimatorσ 2 λ andσ 2 λ,df corresponds to the ordinary mean of sum of squared residuals and to mean of sum of squared residuals weighted accounting for degrees of freedom (Reid et al. 2013) respectively. With c ∈ (0, 1), the estimatorσ 2 λ CV ,df,c lies betweenσ
We choose appropriate values for the regularization parameter λ CV for these three estimators by cross-validation using soft-impute (Mazumder et al. 2010) as in a regularized regression, and estimate σ 2 byσ
λ CV ,df,c respectively. In matrix case, the predictors are absent. Thus, it not it is not straightforward how to apply cross-validation since the method for evaluating the predicted values of a leave-out set of a matrix is undefined. Considering the form of our objective function (4), we use soft-impute algorithm to examine a series λ values. In the presence of missing values in a given data matrix, soft-impute carries out matrix completion with the following criterion:
where Ω is an index set of observed data points and P Ω (Y ) (i,j) = Y i,j if (i, j) ∈ Ω and 0 otherwise. WithΩ ≡ Ω C which is an index set for unobserved values andB S λ acquired from (22), we define err λ by
For a k-fold cross-validation, we randomly generate k non-overlapping leave out sets of size N ·p k from Y , and for each value of λ, compute the average of err λ for a fixed λ over k leave-out sets. We choose our λ CV to be the minimizer of mean err λ as in usual cross-validation (see e.g. Hastie et al. (2009).) 
A study of the estimates of noise level
We illustrate simulation examples of noise level estimation of the proposed methodsσ Simulation settings are the same as in Section 2.2.3. The true value of the noise level is σ 2 = 1 and for choosing λ CV , 20-fold cross-validation is used. Table 2 illustrates the simulation results for the three proposed estimators . shows good estimation result compared to others. This may be caused by the use of an improper definition for the degrees of freedom. In general, degrees of freedom is over-estimated compared to the true rank(B). Following the definition of degrees of freedom by Efron et al. (2004) , our simulation result shows that the degrees of freedom does not coincide with number of non-zero singular values in the matrix setting. Further investigation into the degrees of freedom is needed in future work.
The competing methodσ 2 med consistently shows a small standard deviation. However, with large rank(B), especially when rank(B) ≥ p/2, the estimator over-estimates σ 2 by the effect of the signals.
Additional Examples of the CSV procedure
Here we discuss additional examples of the application of the CSV test in this section. Section 5.1 and 5.2 presents hypothesis testing results on simulated examples with estimated noise level σ 2 and non-Gaussian noise respectively. Section 5.3 introduces application result on real data.
Simulation Example with Unknown Noise Level
In this section, we illustrate hypothesis testing result when estimated σ 2 value is used. For the estimation of the noise level, we useσ 2 λ CV ,df,c andσ 2 med which showed good performance in Section 4.1. For the estimatorσ 2 λ CV ,df,c , 20-fold cross-validation and c = 2/3 is used as in Section 4.1. Simulation settings are the same as in Section 2.2.3. We investigate the case of m = 1.5. Table 3 illustrates the estimated σ 2 values we used for the testing procedure. Figure 5 shows quantile-quantile plots of observed p-values using estimated σ 2 versus expected quantiles. In quantilequantile plots, both estimators show reasonable results close to those with known σ 2 in general, and for large rank(B),σ 2 λ CV ,df,c shows better result. In terms of coverage rate of confidence interval, Table 4 . For the estimation, strong stopping rule is applied to acquired sequential p-values with level α = 0.05. The estimation performance seems to be associated with the quality of estimation of σ 2 : the estimation result is in favor of good estimation of σ 2 .
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Simulation Example with Non-Gaussian Noise
Our testing procedure is based on an assumption of Gaussian noise. Here we investigate the performance of CSV test when the normality assumption of noise is violated on simulated examples. Simulation settings are the same as in Section 2.2.3 except for the distribution of noises. We study the case of rank(B) = 1 with m=1.5 along with two sorts of noise distribution: heavy tailed and right skewed. Heavy tailed noises are drawn from The nonconformity shown in early steps under the null hypothesis is not surprising considering the construction of CSV procedure. As CSV test is based on the distribution of noise elements, violations of the model assumption would result in p-values which are not uniformly distributed. In future work, we will investigate whether the procedures introduced here can be extended via the bootstrap. Such a data-oriented method might be robust to non-normality. 
Real Data Example
In this section, we apply CSV test on real data to choose proper number of components in PCA. The data are examination marks of 88 students on 5 different topics of Mechanics, Vectors, Algebra, Analysis and Statistics presented in Figure 1 (Mardia et al. 1979, p. 3-4 Table 5 . The estimated rank(B) is 2 withσ 2 λ CV ,df,c estimator and 1 withσ 2 med with level α = 0.05 using strong stopping rule. Thus, in PCA we may use one or two principal components depending on our prior knowledge of the noise level. In this example, one or two principal components makes sense as these 5 topics are closely related. 
Conclusion
In this paper, we have proposed distribution-based methods for choosing the number of principal components of a data matrix. We have suggested new methods both for hypothesis testing and construction of confidence intervals for the signals. The methods show promising results in simulated examples. We have also introduced data-based methods for estimating the noise level.
There are many topics that deserve further investigation. The dependence between p-values at different steps needs to be studied, so that multiple hypothesis testing corrections can be properly applied. Also, investigation into the robustness of the procedures to non-Gaussian noise is important. For this purpose, we are considering bootstrap versions of this procedure. Future work will involve defining the notion of degrees of freedom with spectral estimator of the signal matrix as well. These extensions may lead to improvement in noise level estimation. Variations of these procedures can potentially be applied to canonical correlation analysis (CCA) and linear discriminant analysis (LDA), and these are topics for future work. 
Proof. Without loss of generality, we assume σ 2 = 1. Writing the density function of Y as p Y,B (·), when B = 0, we have
where Note As in the case of B = 0, for general B we have, 
Note that (26) is the integrand of the CSV test statistic S k,0 with some cancellation from the fraction, and thus S k,0 is the survival function of the k th singular value bigger than the observed value given all the other singular values, U 
where g(·) is defined in (14) . Note that (27) The denominator of V k,0 works as a normalizing constant.
