Abstract-We propose methods to estimate the secrecy-rate of fuzzy sources (e.g. biometrics and Physical Unclonable Functions (PUFs)) using context-tree weighting (CTW, Willems et al. [1995]). In this paper we focus on PUFs. In order to show that our estimates are realistic we first generalize Maurer's [1993] result to the ergodic case. Then we focus on the fact that the entropy of a stationary two-dimensional structure is a limit of a series of conditional entropies, a result by Anastassiou and Sakrison [1982]. We extend this result to the conditional entropy of one two-dimensional structure given another one. Finally we show that the general CTW-method approaches the source entropy also in the two-dimensional stationary case. We further extend this result to the two-dimensional conditional entropy. Based on the obtained results we do several measurements on (our) optical PUFs. These measurements allow us to conclude that a secrecyrate of 0.3 bit/location is possible.
a consequence of the observation that the secrecy capacity of a broadcast channel could be significantly enhanced if a public feedback link from the (legitimate) receiver to the transmitter was present. Ahlswede and Csiszar [1] slightly later investigated similar problems and called the situation in which the terminals observe dependent sequences the source-type model, see Fig. 1 . There an encoder forms a secret S while observing a sequence X N = (X 1 , X 2 , · · · , X N ) of symbols from the finite alphabet X . At the same time the encoder sends a public helper-message M ∈ M = {1, 2, · · · , |M|} to a decoder. The decoder observes the sequence Y N = (Y 1 , Y 2 , · · · , Y N ) of symbols from finite alphabet Y and produces an estimateŜ of the secret S, using the helper-message M . It was assumed in [6] and [1] The terminals want to produce as much key information as possible. The probability that the estimated secretŜ is not equal to the secret S should be close to zero and the information that the helper-message reveals about the secret should also be negligible. Finally, we are interested in the number of helper-message bits that are needed. More formally a secrecy-rate R s is achievable if for all > 0 and for all large enough N , there exist encoders and decoders such that
Theorem 1: It was shown in [6] , [1] , see also [10] , that R s = I(X; Y ) is the largest possible achievable secrecy-rate. Moreover it can be shown that for all > 0 and for all large enough N a helper-rate
suffices for R s = I(X; Y ). 2 The achievability-proof relies on random binning of the space X N , i.e. partitioning the set of typical X-sequences in codes for the channel from X to Y . There are roughly 2 N H(X|Y ) such codes, the index of the code containing x N is sent to the decoder. All these codes contain approximately 2 N I(X;Y ) codewords. The decoder now uses y N to recover x N . If the secret is the index of x N within the code, the codeindex reveals practically no information about this index.
The coding strategy outlined in the previous paragraph is actually Slepian-Wolf coding [8] as was observed by Ahlswede and Csiszar [1] . Cover [3] proved that the Slepian-Wolf result carries over to the ergodic case. Using the ideas of Cover we can prove the achievability part of theorem 2. As converse Corollary 1 to Theorem 1 in Maurer [6] applies. See also discussion in Csiszár and Narayan [4] .
Theorem 2: The result of Theorem 1 holds also for the ergodic case if we replace I(X; Y ) and H(X|Y ) 
II. PHYSICAL UNCLONABLE FUNCTIONS
Physical unclonable functions (PUFs) are functions that are carried out by a physical device. The main properties of such a device are (a) that it evaluates the functions in a simple way, but (b) that it is hard to characterize and (c) in practise cannot be copied (cloned). PUFs were introduced by Pappu [7] and further studied in [9] , [11] , and [12] . A PUF is designed in such a way that it reacts on a stimulus and produces a response then. The response should be unpredictable but also unique. The main application of PUFs is for anti-counterfeiting purposes [11] and identification purposes. A core tool for enabling those applications is the key extractor. Since measurements on a PUF are inherently noisy, secure key extraction is done by so called helper data algorithms or Fuzzy Extractors. As an example we consider here optical PUFs.
An optical PUF consists of a transparent material (e.g. glass) with randomly distributed light scattering particles. Different stimuli (challenges) are obtained by directing a laser beam under different angles through the PUF. These challenges lead to speckle patterns (responses) that are picked up by a CCD camera. The speckle patterns obtained from two measurements at the same challenge are shown in Fig. 2 . Note that the speckle-images are very similar. In [9] an algorithm was given to extract secure keys from optical PUFs. In order to be able to evaluate these results, we are interested in finding out how much secret-key information can be produced by optical PUFs. The first measured response (speckle pattern) is called enrollment image. It corresponds to the X-sequence in Fig. 1 . When the PUF is measured a second time under the same challenge the resulting authentication image corresponds to the Y -sequence in Fig. 1 . Gabor-filtering and thresholding as proposed by Pappu [7] transforms each speckle pattern into two binary images (one corresponding to a 45-degree Gabor filter and one to a 135-degree Gabor filter). We have investigated five PUFs (labeled with "G", "Ka", "Kn", "N", and "Z") and for each of these five PUFs we have considered two challenges (two different laser-angles labeled "0" and "1"). For each of the ten challenges we have measured 25 speckle patterns that were Gabor-transformed and thresholded. Each speckle pattern resulted therefore in two binary 64 × 64 images, one corresponding to the 45-degree Gabor filter (labeled with an "a") and one corresponding to the 135-degree Gabor filter (labeled "b"). For our experiments we have always considered the two binary images corresponding to speckle- pattern 12 (out of 25) as enrollment images (X a and X b ) and the two binary images corresponding to speckle-pattern 13 as authentication images (Y a and Y b ). Fig. 3 shows two 64 × 64 binary enrollment images, X a and X b , corresponding to the first experiment. Image X a is produced by the 45-degree Gabor filter, image X b resulted from the 135-degree filter. The Maurer-scheme guarantees that the helper data reveals only a negligible amount of information about the extracted key. Nevertheless the helper data contains information about the X-sequence. If this X-sequence was produced by a PUF however, it is in practice impossible to use this information to characterize the PUF and to clone it [7] . Therefore PUFs very well match to the Maurer-scheme. Now we want to find out how large the mutual information
is for (our) optical PUFs. We assume that I ∞ (X a Y a ; X b Y b ) = 0 and hence need to determine
III. ON THE ENTROPY OF A TWO-DIMENSIONAL STATIONARY PROCESS
Consider the two-dimensional process {X v,h : (v, h) ∈ Z 2 } (also called random field) and assume that it is stationary (homogeneous), i.e. (4) for any template T any shift (s v , s h ) and any observation x T . A template is a set of coordinate-pairs i.e. T ⊂ Z 2 . Moreover T +(s v , s h ) denotes the set of coordinate-pairs resulting from a coordinate-pair from T to which the integer shift-pair (s v , s h ) is added. We assume that all symbols take values from the finite alphabet X . If we first define for positive integers L
then the entropy of a two-dimensional stationary process can be defined as: 
. . . Fig. 4 . Symbol X L,L and its conditioning symbols.
It follows from the stationarity of the stochastic process X and the chain rule for entropies that
Lemma 1: The limit defined in Eq. (6) exists. Proof. Using inequality Eq. (7) (for (M, N ) = (L, L) and subsequently a transposed version of this inequality for
Hence, the sequence H L (X) is a non-increasing non-negative sequence in L. This concludes the proof.
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The definition of entropy in Eq. (6) focusses on blockentropies. We will show next that the entropy of a stationary two-dimensional process can also be expressed as a limit of conditional entropies. To this end we define the quantity,
A visualisation of this definition is presented in Fig. 4 . Lemma 2: The limit,
exists. Proof. From stationarity and since conditioning never increases entropy, it follows that the sequence
In order to demonstrate that the limits (6) and (9) are equal, we observe first that (using chain rule, stationarity, and the fact that conditioning never increases entropy) On the other hand, it follows (using similar arguments) that
where H( ) corresponds to the symbols in the horseshoeregion, see Fig. 5 . These observations yield,
Theorem 3:
The limits H ∞ (X) and G ∞ (X) are equal, i.e.
G ∞ (X) = H ∞ (X).
(13) Proof. Follows directly from Eqs. (10) and (12) .
Our arguments are a generalization of the arguments for (one-dimensional) stationary sources that can be found in Gallager [5] . Moreover they are only slightly different from those given by Anastassiou and Sakrison [2] who first showed that in the two-dimensional case the block-entropy limit equals the conditional-entropy limit.
We conclude that the entropy of a two-dimensional stationary process can be found by considering the conditional entropy of a symbol given more and more neighboring symbols.
IV. ON THE CONDITIONAL ENTROPY OF A TWO-DIMENSIONAL STATIONARY PROCESS GIVEN ANOTHER ONE
Next we consider the two-dimensional joint process {XY v,h : (v, h) ∈ Z 2 } and assume that it is stationary, i.e.
for any template T any shift (s v , s h ) and any observation xy T . Again we assume that the X-symbol and Y -symbols take values from the finite alphabets X and Y respectively. We may consider the joint entropy H ∞ (XY ) of the joint process XY and then obviously theorem 3 holds, and we can compute this joint entropy by considering conditional entropies. It also makes sense to look at the conditional entropy H ∞ (X|Y ) and to find out whether a theorem like theorem 3 can be proved for this situation. This turns out to be possible if we define for positive integers L for the joint process Fig. 6 . Symbol X L,L and its conditioning symbols. Note that the Y -symbols are on a square "below" the X-symbols.
and define the conditional entropy of a two-dimensional joint stationary process XY as:
Now first observe that the following inequality holds:
Lemma 3: The limit in Eq. (16) exists. Proof. The proof that the sequence H L (X|Y ) is nonincreasing in L follows from arguments similar to the ones used to show that H L (X) is non-increasing (see proof of Lemma 1) followed by inequality (17).
In order to show that the conditional entropy can be expressed as a limit of conditional entropies we define
for a visualisation we refer to Fig. 6 .
Lemma 4: The limit
exists. Proof. It is easy to see that G L+1 (X|Y ) ≤ G L (X|Y ) using arguments as in the proof of Lemma 2, from which the proof follows.
In order to demonstrate that the limits (16) and (19) are equal, we observe that (according to the same arguments as used for inequalities (10) and (11)) Fig. 7 . Edge-region in a square of size (j + 2L − 2) 2 .
where H(2) corresponds to the symbols in the edge-region, see Fig. 7 . Hence, we obtain, We conclude that in the stationary case also the conditional entropy of one two-dimensional process X given a second two-dimensional process Y can be found by considering the conditional entropy of an X-symbol given more and more "causal" neighboring X-symbols, and more and more "noncausal" neighboring Y -symbols.
V. MUTUAL INFORMATION ESTIMATION: CONVERGENCE
We estimate the mutual information I ∞ (X; Y ) either by estimating H ∞ (X), H ∞ (Y ), and H ∞ (XY ) or by estimating H ∞ (X) and H ∞ (X|Y ) (or H ∞ (Y ) and H ∞ (Y |X)) using context-tree weighting (CTW) methods. In [13] the basic CTW method was described, in [14] it was shown how to deal with general context-structures (necessary to determine H ∞ (X|Y )), and in [15] it was shown that the CTW-method approaches entropy in the one-dimensional ergodic case.
Theorem 5: For joint processes XY , the general CTWmethod achieves entropy H ∞ (XY ) (but also H ∞ (X) and H ∞ (Y )) and conditional entropy H ∞ (X|Y ) in the twodimensional ergodic case.
2 Proof. From Theorems 3 and 4 we may conclude that we can focus on conditional entropies. These are the entropies that CTW achieves if the observed image gets larger and larger and more and more context-symbols become relevant. Important is that the ordering of the context-symbols is right. Therefore first the symbols for L = 2 should be chosen, then those for L = 3, etc. . The rest of the proof is similar to [15] . 2
VI. MUTUAL INFORMATION ESTIMATION: EXPERIMENTS
We use the methods proposed in the previous sections to estimate the secrecy-rate of optical PUFs.
(1) The first measurement that we have done is based on a (short) context, see 0.2976 bit/location. Fig. 9 shows the codeword lengths for experiment G0. The first 62 2 positions correspond to the asymbols, the rest to b-symbols.
(2) In the second measurement we assume the statistics of X a Y a to be identical to those of X b Y b (after rotating the images by 90 degrees). Therefore we need only three CTWtrees and not six as for the basic measurement. The resulting ten mutual information estimates occur in column "sequ." in the table. These estimates are larger than those of the basic measurement, and we conclude that our assumption holds.
(3) In the third measurement we assume that the PUFstatistics are symmetric, i.e. the probability of binary symbol x given context c 1 , c 2 , c 3 , c 4 is equal to the probability of 1−x given 1−c 1 , 1−c 2 , 1−c 3 , 1−c 4 . A similar assumption can be formulated for the joint case. This assumption decreases the number of parameters that need to be estimated by CTW and therefore results in more reliable mutual information estimates. We also assume that the statistics are identical for a-and bimages. These estimates occur in the column "sym." in the table, and their average is larger than the "sequ." average. We conclude that the symmetry-assumption holds.
(4) In the fourth measurement we increase the template size from four to six symbols. We assume symmetric PUFstatistics, identical for a-and b-images. The resulting mutual information estimates (column "large") show that it was unnecessary to increase the template size.
(5) In measurement five, we have determined the mutual information using the conditional formula l(Y ) − l(Y |X). We assume symmetric statistics, identical for a-and b-images. This measurement leads to smaller estimates than the estimates based on l(X) + l(Y ) − l(XY ), see column labelled "cond.". 
