[1] The Polar version 3.1.1 of the Weather Research and Forecasting model (WRF), a high-resolution regional scale model, is used to simulate conditions for the year December 2006 to November 2007. The goal is to compare model output of near-surface and tropospheric variables to observational data sets. The domain mirrors that of the Arctic System Reanalysis (ASR), an assimilation of model fields with Arctic observations being conducted partly by the Polar Meteorology Group of the Byrd Polar Research Center at Ohio State University. A key development in this Polar WRF study is the extension of the seasonal progression of sea ice albedo to the entire Arctic Ocean. The boundary conditions are specified by the NCEP Final global gridded analysis archive (FNL), a 1°× 1°global grid updated every 6 h. The simulations are performed in 48 h increments initialized daily at 0000 UTC, with the first 24 h discarded for model spin-up of the hydrologic cycle and boundary layer processes. Model large-scale variables of atmospheric pressure and geopotential height show good agreement with observations. Spatial distribution of near-surface air temperatures compares well with ERA-Interim despite a small negative bias in the station analysis. Surface dewpoint temperatures and wind speeds show small biases, but model skill is modest for near-surface winds. Tropospheric temperatures and wind speeds, however, agree well with radiosonde observations. This examination provides a benchmark from which to improve the model and guidance for further development of Polar WRF as ASR's primary model. 
Introduction
[2] A current challenge is to merge various forms of information about the Arctic being collected for climate change purposes (e.g., field observations, satellite data, and model output). While Global Climate Models (GCMs) are being extensively used for climate change projections into the 21st century, higher resolution regional-scale models have become a necessary tool for analyzing and predicting weather and climate in the Arctic. As a result of the Study of Environmental Arctic Change (SEARCH) [Arctic Research Consortium of the United States, 2005] , the Arctic System Reanalysis (ASR) [Bromwich et al., 2010] is being performed. ASR is the merging of historical atmospheric, oceanic, land surface, and cryosphere observations using data assimilation techniques and regional modeling with the goal of enhanced understanding of the Arctic's atmosphere/ sea ice/land system.
[3] As part of this Arctic integration effort, research and development of a high resolution regional scale atmospheric model, specifically the Weather Research and Forecasting Model (WRF) [Skamarock et al., 2008] , is being conducted by the Polar Meteorology Group at the Byrd Polar Research Center of Ohio State University. Modifications to WRF for polar applications have been ongoing, with the intent of designing an Arctic friendly mesoscale model to be used as the primary model for ASR.
[4] A series of highly detailed analyses of regional modeling with Polar WRF have been performed with results compared to selected local observations. Polar WRF was first tested over the Greenland ice sheet using version 2.1.1 [Hines and Bromwich, 2008] and led to improvements of the 4-layer Noah Land Surface Model (LSM) [Chen and Dudhia, 2001] ; updates were made to longwave emissivity, upward longwave flux, deep snowpack treatment, and thermal conductivity of permanent ice and snow surfaces. Next, Polar WRF was tested over the Arctic Ocean in order to improve the surface treatment of sea ice [Bromwich et al., 2009] . Polar WRF version 2.2 was evaluated against observations made at the drifting station SHEBA [Perovich et al., 1999; Uttal et al., 2002] . Fractional sea ice was implemented, specifying conditions associated with ice and open-water areas of sea ice grid boxes. Likewise, sea ice albedo was set as a function time and latitude to account for the strong seasonal cycle. Finally, Polar WRF was tested over Arctic land using version 3.0.1.1 and compared to observations from the North Slope of Alaska [Hines et al., 2011] . A sensitivity study using reduced soil heat conductivity was used during a January 2007 simulation in order to improve near surface air temperatures, which were previously too warm. Additionally, summer simulation of longwave and shortwave radiation showed a presumed underrepresentation of Arctic stratus clouds over land, with excessive incident shortwave radiation.
[5] While the near-surface results of Polar WRF performance over the Greenland ice sheet, sea ice, and Arctic land have been analyzed, Polar WRF has not been thoroughly examined on the full ASR domain. In particular, the performance in the middle and upper troposphere, that are especially sensitive to the synoptic and larger scales, has not been documented. Thus, to prepare for the ASR, this macroscale study analyzes short-term forecasts from the optimized Polar WRF model used as the base model for ASR. The domain includes the immediate Arctic region, the surrounding river basins, and lower latitudes, and interest lies in optimizing performance over the Arctic without penalizing it in other areas. The year selected for analysis is December 2006-November 2007, the year of record sea ice minimum extent [National Snow and Ice Data Center, 2007] . This analysis focuses on the surface and upper air performance of Polar WRF, while a companion paper will analyze Polar WRF's atmospheric hydrologic cycle. Does the optimized high resolution mesoscale model Polar WRF predict with a high degree of realism the physical atmospheric processes that occur in the Arctic and midlatitudes? Section 2 describes the Polar WRF configuration used in this investigation. Section 3 depicts the model domain and input data and the following section describes the data sets used for validation. Sections 5 and 6 detail the results of the surface analysis while sections 7 and 8 highlight upperlevel performance. Finally, a summary is provided in section 9.
Polar WRF Configuration and Dynamics
[6] For this investigation, the polar version of WRF 3.1.1 is used. This adapted version of Polar WRF uses 39 vertical terrain following sigma levels from the Earth's surface to 10 hPa, with the lowest layer centered at 8 m AGL. It has been demonstrated that a higher model top provides better treatment of upward propagating gravity waves [Bromwich et al., 2005] . Likewise, additional damping of the top 8 km of the model is utilized through a diffusion option.
[7] Long-term uninterrupted limited area simulations suffer from a build up of errors over time despite updated lateral boundary conditions [Lo et al., 2008] . Therefore "forecast mode" is implemented here with 48 h simulations initialized daily at 0000 UTC allowing for model "spin-up." Two aspects of the model atmosphere require spin-up: the hydrologic cycle and the planetary boundary layer (PBL). Past experience with the Antarctic boundary layer shows the PBL becomes quasi-steady after 12 h of spin-up [Parish and Waight, 1987; Parish and Bromwich, 1991; Parish, 1992; Parish and Cassano, 2003] . While 12 h spin-up was chosen for Greenland-area Polar WRF simulations [Hines and Bromwich, 2008] , the subsequent studies of the Arctic Ocean and Arctic land utilized 24 h spin-up as it was thought a 24 h minimum forecast time would provide a slightly more difficult challenge for the model. The 24 h spin-up therefore is retained for this current study. All 3 hourly model outputs are compiled and compared to 3 hourly observations for the annual cycle.
[8] For this study, many of the physics parameterizations have been chosen in light of previous Polar WRF experiments described in the introduction. For the cloud microphysics parameterization the WRF single moment 6-class scheme is used [Hong and Lin, 2006] . Having been successfully tested in the Greenland simulation, this scheme allows vapor, rain, snow, cloud ice, graupel, and cloud supercooled water, as well as a gradual melting for snow falling through a melting layer. The cumulus parameterization in Polar WRF is provided by the new Grell-Devenyi 3D ensemble scheme [Skamarock et al. 2008] , based on an older version [Grell and Devenyi, 2002] . Here, multiple cumulus schemes are run within each grid box and the results are averaged and provided to the model. Likewise, each grid box handles the entrainment and detrainment processes separately. For the PBL, the Mellor-Yamada-Janjic (MYJ) [Janjić, 2002] scheme has been chosen providing a parameterization of the turbulence in the PBL and free atmosphere. Equally important, it has been demonstrated in Polar WRF's Greenland simulation to perform as well as other PBL schemes [Hines and Bromwich, 2008] . With regard to atmospheric radiation parameterizations, the Rapid Radiative Transfer Model (RRTM) [Mlawer et al., 1997] scheme and the Goddard Shortwave [Chou and Suarez, 1994] scheme are implemented for longwave and shortwave radiation, respectively. The RRTM parameterizes longwave processes involved with water vapor, ozone, CO 2 , and trace gases. Additionally, the RRTM has been found to be superior to other longwave radiation schemes for previous simulations of Arctic environments in the treatment of longwave energy during clear-sky conditions [Inoue et al., 2006; Pinto et al., 1997; Ruffieux et al., 1995] . Recent evidence suggests the RRTM scheme in WRF may lead to excessive cooling in the upper levels near the model top [Powers et al., 2010] . However, this analysis is restricted to levels at or below 100 hPa, and the new RRTMG scheme is not explored.
[9] For the land surface, the Noah LSM (updates described in section 1) with an Eta similarity surface layer and fractional sea ice are employed as with previous Polar WRF experiments. Due to its strong seasonal dependence [Perovich et al., 2002 [Perovich et al., , 2007 , sea ice albedo is allowed to vary during the melt season based on dates of snowmelt over sea ice in a similar manner to the study of Polar WRF over the Western Arctic Ocean [Bromwich et al., 2009] . Sea ice albedo is initially set to 0.82 for winter and spring months. In June, the sea ice albedo linearly decreases with time to 0.5, representing a combination of bare ice and melt ponds. Throughout July, sea ice albedo increases from 0.5 representing a mixed surface to 0.65 representing bare ice only as melt ponds become deeper and less reflective. Melt ponds are no longer treated as part of sea ice albedo calculation by the end of July. Rather, melt ponds are treated as open water within the pack ice. The overall increase in the ice fraction albedo is offset by the fact that less area is covered by bare ice resulting in a decrease in total pack ice albedo. Finally, sea ice albedo linearly increases after August 15, resuming a value of 0.82 by September 1. This process has been extended to 16 sea ice zones within the model domain.
Model Domain and Input Data
[10] The domain for this study is consistent with the ASR domain including most of the Northern Hemisphere. The domain is a two-way nested domain centered on the North Pole, with the inner domain extending 10,800 km in the west-east and south-north directions on a 60 km horizontal grid (Figure 1 ). The two-way runs allow both the inner and outer domains to be run simultaneously, where the coarser outer domain gives boundary conditions to the inner domain and the finer inner domain provides information back to the outer domain. While higher resolution simulations will be conducted with Polar WRF for ASR, 60 km resolution allows for a meaningful broad scale evaluation of Polar WRF behavior on the expansive ASR domain. Likewise, 60 km resolution maintains reasonable tractability and resource management. The inner domain boundaries are located inside the highest terrain of the Tibetan Plateau, include a large portion of the North Pacific and North Atlantic storm tracks, and encompass the Arctic river drainage basins.
[11] The lateral boundary conditions are specified by the National Center for Atmospheric Research [1999] Final global gridded analysis archive, a 1°× 1°global grid updated every six hours. Sea surface temperatures are provided by the NCEP 0.5°RTG_SST Analysis [Gemmill et al., 2007] . The sea ice coverage is supplied by the Bootstrap Sea Ice Concentrations from the Defense Meteorological Satellite Program's (DMSP) Special Sensor Microwave/ Imager (SSM/I) [Comiso, 1999] with 25 km resolution. SSM/I has been used effectively to identify varying ice types [Shokr et al., 2008] and track seasonal and interannual variability of lake ice cover in the Aral Sea [Kouraev et al., 2009] . Daily sea surface temperature and sea ice concentration are linearly interpolated to six hour inputs based on the difference between two consecutive days.
Validation Data and Methods
[12] The surface analysis compares model results to observations from the National Climatic Data Center (NCDC) observations for 2 m temperature, 2 m dewpoint, surface pressure, mean sea level pressure, 10 m wind speed, 10 m wind direction, as well as 10 m wind components. Station locations within the Polar WRF inner domain have been divided regionally along 60°N, with polar stations identified as those lying north of this latitude (upper level analysis as well). Several NCDC stations are located directly on the coast in topographic areas difficult to resolve at 60 km resolution. For the surface evaluation therefore, additional analysis is conducted for stations north of 60°N and at least 100 km away from the coast (polar NC). This allows for a meaningful discussion of model behavior on Arctic land in areas of open terrain. Biases, root mean squared differences (RMSD), and correlation coefficients for all variables are calculated on annual, seasonal, and monthly time scales for each station and means are calculated for each region. A diurnal cycle analysis for selected observations is included to analyze this important aspect of summer model behavior. Although 78% of model surface elevations are within 200 m of NCDC elevations, 2 m temperature and 2 m dewpoint results from model simulations are adjusted to the NCDC station height using the environmental lapse rate of 6.5 K km −1 . Likewise, model surface pressure is corrected hypsometrically to NCDC elevations where the temperature is set to the model 2 m temperature at each observation time.
[13] Upper air analysis is conducted using observations from the Integrated Global Radiosonde Archive (IGRA) sounding-derived data set which includes temperature, geopotential height, relative humidity, wind speed, zonal wind component, and meridional wind component observations [Durre and Yin, 2008] . Analysis is performed on the following levels: 1000 hPa, 850 hPa, 700 hPa, 500 hPa, 300 hPa, 200 hPa, and 100 hPa, where models results are interpolated to the observed pressure levels. Discussion will focus on radiosonde observations at 850 hPa and above, with 1000 hPa level included only where it has been cross checked with surface results. Likewise, stations included in the analysis must report at least 50% of the monthly radiosonde observations at all pressure levels. Annual and seasonal mean biases, RMSDs, and correlation coefficients for all variables for each level are calculated and regionally averaged. Vertical profiles of biases, RMSDs, and correlation coefficients demonstrating model differences throughout the troposphere are provided, and focus is given to seasonal vertical profiles of polar region temperature and horizontal wind speed in order to provide clarity to the evaluation of model performance in the Arctic. Figure 1 also shows the surface and upper level locations used for Polar WRF comparisons.
[14] Last, the ERA-Interim Reanalysis [Simmons et al., 2006] is used for comparison of annual mean 2 m temperature field as predicted by Polar WRF. ERA-Interim uses a 4D-Var system to merge short-term model forecasts with conventional and satellite observations from 1989 to the present [Dee and Uppala, 2009] . ERA-Interim has been shown to perform well in modeling near-surface temperatures over Ireland [Mooney et al., 2010] and in depicting tropospheric temperatures over the Arctic [Dee and Uppala, 2009] . Here, the output from ERA-Interim is on a 1.5°× 1.5°latitude/longitude grid and has been projected onto the Polar WRF domain without interpolation in order to provide a qualitative spatial analysis of near surface air temperature and evaporation.
Surface Variable Evaluation
[15] Polar WRF and ERA-Interim annual mean 2 m temperatures over land are shown in Figure 2 . At 60 km resolution, Polar WRF provides a higher degree of detail across the domain, especially in regions of higher elevation. Examining the extremes, the coldest annual simulated mean surface air temperatures are found just north of the highest elevations over the Greenland ice sheet, with annual mean temperatures ranging from −25°C to −35°C. Spatially, this agrees well with previous mesoscale modeling studies of Greenland using Polar MM5 [Cassano et al., 2001 ] as well as ERA-Interim. The warmest temperatures in the domain are found in the Persian Gulf region and deserts of Eurasia, with annual mean temperatures exceeding 15°C.
[16] Table 1 summarizes the results of the surface analysis with NCDC and Figure 3 shows individual location results. Two meter temperature biases for the whole domain are generally cold, with an annual mean bias of −0.8°C in the midlatitudes and −1.3°C for the polar region (Figure 3a) . The midlatitude region reflects a high degree of skill with an annual mean correlation of 0.84. The correlations are slightly lower in some regions of higher terrain and along coasts, especially in western North America. Many locations in the polar region have correlations ranging from 0.70 to 0.89, with a couple of stations showing correlations less than 0.60. These less skilled stations are located on the coast along the periphery of the Arctic Ocean. However, the annual mean correlation for the polar region when only NC stations are included increases from 0.76 to 0.81.
[17] To explore the seasonal differences, Figure 4 shows the monthly mean biases, RMSDs, and correlation coefficients of 2 m temperature for all months for both the midlatitude and polar regions. Likewise, monthly correlations are plotted for polar (NC) stations. The difference between winter and summer biases in the polar region is larger than the midlatitude region. In the polar region the biases are especially negative in the winter and slightly positive in June and July. July and August correlation coefficients are markedly improved for noncoastal polar stations (0.74/0.83, 0.75/0.85, respectively). Unlike winter conditions when sea ice results in little temperature difference between land and ocean, difficulty arises in summer due to the inability to accurately choose a model grid point location representative of the coastal station and its land surface. The midlatitude biases and correlations change little throughout the year.
[18] Evidence presented here suggests Polar WRF has a cold bias throughout most of the domain compared to both ERA-Interim and NCDC surface observations. First, there is evidence indicating ERA-Interim global mean tropospheric temperatures are warmer when compared to other reanalyses [Dee and Uppala, 2008] . Second, earlier Polar WRF studies (with WRF versions prior to 3.1) indicate Polar WRF had a positive bias in the near surface temperatures when compared to selected surface observations. A cold bias has been reported with the Noah LSM beginning with WRF version 3.1 (K. Manning, personal communication, 2011) , the cause of which is yet to be determined. This is likely to be the cause of the cold bias found here. [19] Unlike annual mean 2 m temperatures which are generally cold everywhere, annual mean 2 m dewpoint temperature biases vary between regions (Figure 3b ). The midlatitudes show positive biases while many polar region stations indicate negative biases. Seasonally, 2 m dewpoint temperature biases in the midlatitudes are positive throughout the entire year despite negative 2 m temperature biases, and correlations average 0.73 (Figure 5a ). Many locations in Europe for example, show annual mean biases of up to +2°C, especially in Western Europe where the influence of the Atlantic Ocean is greatest. An examination of the 10 m zonal and meridional wind components reveals a negative bias in both components for this region. This indicates the higher 2 m dewpoint temperatures are not the result of water vapor transport from moisture sources.
[20] Instead, increased evaporation from the surface seems the most likely cause, supported by high relative humidity throughout the lower troposphere (Section 6) and excessive precipitation (subsequent paper). A comparison of Polar WRF and ERA-Interim 2 m dewpoint temperatures to NCDC observations for the month of July reveals the biases are larger for Polar WRF than ERA-Interim biases that are near zero (not shown). Figure 6 shows Polar WRF and ERA-Interim total evaporation over land for July 2007. Polar WRF evaporation is calculated by taking the monthly total latent heat flux and dividing by the latent heat of vaporization (assumed to be a constant at 2.5 MJ kg −1 ). Throughout the midlatitudes, Polar WRF demonstrates higher monthly total evaporation than ERA-Interim, consistent with higher 2 m dewpoint temperatures. Even some areas of the Arctic (i.e., Siberia and Alaska) reflect higher evaporation totals for July in Polar WRF than ERA-Interim. With excess evaporation indicated by the model in the midlatitudes, solar radiation reaching the surface in these areas is being used to evaporate moisture from the surface instead of warming the near surface air temperature. Therefore, the cold 2 m temperature biases in these regions are also consistent with higher evaporation.
[21] Several polar stations have large negative 2 m dewpoint temperature biases (Figure 3b ), which are largely following the behavior of 2 m temperatures (Figure 3a) . Spring and summer months demonstrate positive dewpoint biases during a time of increased evaporation (Figures 5b  and 6 ). For the remaining seasons, negative 2 m dewpoint temperature biases exist, with slightly lower correlations than the midlatitudes (0.71/0.73 for NC).
[22] Surface pressure and sea level pressure (both included to capture a higher amount of available stations in the domain) primarily reflect negative annual mean biases, ranging from −3.2 hPa to −0.6 hPa for all regions considered. While the greatest negative biases in surface pressure appear to be confined to the Eurasian continent, negative sea level pressure biases can also be found in northwest North America. Polar WRF demonstrates a high level of skill in predicting the overall synoptic pressure environment. Few locations show correlations less than 0.90 and these are restricted to higher elevations throughout Asia and Europe, where elevations exceed 3000 m. Likewise, high correlations are found throughout all months of the simulation, with little variation in the biases (not shown).
[23] Finally, annual mean 10 m wind speed biases are less than 2 m s −1 with Polar WRF demonstrating a small bias in the polar region (0.5 m s −1 ). Many locations throughout the domain reflect positive 10 m wind speed biases. However, biases for the zonal and meridional wind components of the 10 m wind speed are smaller. Thus, no one component contributes primarily to the overall positive 10 m wind speed biases as both the zonal and meridional components vary greatly by location. The annual mean 10 m wind speed correlations are by far the lowest correlations for the surface variables analyzed. The likely reason for both the poor correlations and the strong wind speeds is the relatively coarse model resolution and the resulting inability to accurately predict local wind effects (at 60 km resolution). Also, 60 km resolution effectively smoothes the terrain leading to an overprediction in the 10 m wind speed. With a horizontal model resolution of 10 km and the addition of data assimilation, ASR should improve the predictive skill of 10 m wind speed. Despite the inability to account for local effects on wind speed, the 10 m wind speed correlations are reasonably captured across Western and Northern Europe and in areas of flat terrain.
Diurnal Cycles of Surface Variables
[24] The average diurnal cycles of 2 m temperature, 2 m dewpoint temperature, and 10 m wind speed for January and July 2007 have been calculated using the same method employed by Cassano et al. [2001] , namely finding the monthly averaged departure from the daily mean for each time (3 hourly NCDC observations or Polar WRF output). Regional averages have been calculated in order to synthesize the behavior over the entire domain. Figure 7 shows the domain divided longitudinally into 8 regions beginning with ±22.5°around 0°and gives the number of stations included in the midlatitude and polar regions. With some discrepancy, these regions reflect similar topography and weather patterns.
[25] As expected, the diurnal cycles for all 8 regions are smallest in January. As the solar radiation decreases across the Northern Hemisphere to its winter minimum, there is a smaller diurnal cycle of temperature. Also, many regions in the Northern Hemisphere experience cloudier conditions during winter which also contribute to decreasing the difference between maximum and minimum temperatures. Therefore analysis will focus on July 2007 diurnal cycles.
[26] First, of all 8 regions the smallest diurnal temperature range in the midlatitudes (Polar WRF and observations) is found in region 4 (not shown). This is not surprising, as many of the stations within this region are highly influenced by their maritime locations near the North Atlantic Ocean. For this region, the differences in diurnal cycles between model and observed 2 m temperature, 2 m dewpoint temperature, and 10 m wind speed are small and well contained within the standard error.
[27] For the remaining regions, small variations exist but are well represented by the average diurnal cycle for region 3. This region consists of 23 midlatitude stations and is located in Central Canada and the Northern Great Plains (Figure 7 ). For 2 m temperatures, the diurnal cycle is reproduced well but exhibits a larger range when compared to observations (Figure 8) . In fact, all regions in this analysis show larger model diurnal 2 m temperature ranges. The error bars reveal that largest differences between the model and observations occur from 0900 to 1500 and at night.
[28] The average diurnal cycle of 2 m dewpoint temperature shows nearly zero diurnal variation. Again, the model captures this behavior well with significant differences occurring at the same time as significant differences in the 2 m temperature diurnal cycle. Regions 2 and 5 are greatly influenced by the ocean and have a larger diurnal range in 2 m dewpoint.
[29] Finally, the 10 m wind speed monthly average diurnal cycle shows insignificant differences between the model and observations. However, Figures 8a and 8c demonstrate the model's coupling between near surface temperature and wind is strong. Due to the larger diurnal 2 m temperature range, temperatures rise and fall quicker than the observations. The near surface winds respond to this rapid change as seen in Figure 8c . When static stability is high (at night) the model and observations vary little. However, during the daytime (decreased stability) when vertical mixing is highest, the model and observations differ significantly.
[30] Figure 9 shows the average monthly diurnal cycles for all variables for July 2007 from region 2 north of 60°N. This region has 7 stations of which 5 are noncoastal. Of particular note is the large diurnal 2 m temperature range (greater than the midlatitude cycle), where significant differences between the model and observations occur near the highest and lowest solar angles. Hines et al. [2011] show that clouds and radiation are sensitive to the choice of microphysics and boundary layer parameterizations when dealing with areas near the Arctic Ocean, but are not sensitive for areas inland. The result is an underrepresentation of (Arctic) stratus clouds over Arctic land in the summer. This causes an overly amplified diurnal cycle (such as presented here) due to increased incident shortwave radiation in the model during the day and too few clouds radiating heat toward the surface during the night.
[31] Overall, the average observed diurnal cycle of 2 m dewpoint temperature in the polar region is nearly zero, with the greatest differences in amplitude between Polar WRF and observations occurring at 1800 and 0300 local time. It has been shown that evaporation is high in the model during July 2007 (Figure 6 ). Combined with higher than observed 2 m temperature in the model at 1800 (Figure 9a ), increased evaporation leads to more moisture near the surface. Lower than observed 10 m wind speed at this time corresponds to decreased vertical mixing of the near surface moisture (Figure 9c ). Higher model temperatures also occur from 0600 to 1500 local time, but the dewpoint temperature cycle is only slightly higher than the observed. The model 10 m wind speeds are greater at this time which leads to more vertical mixing of excess moisture.
[32] Evidence presented here from both the midlatitude and polar region indicate that the model well represents the average diurnal cycles for 2 m temperature, 2 m dewpoint temperature, and 10 m wind speed. The larger diurnal 2 m temperature ranges affect both the dewpoint and wind speed cycles, resulting in increased vertical mixing in the model during the day as well as higher evaporation near the surface and higher dewpoint temperatures when the winds are light.
Annual Means of Upper Air Variables
[33] The annual means of biases, RMSDs, and correlation coefficients for temperature, geopotential height, relative humidity, and wind speed at the previously mentioned pressure levels are calculated and plotted in Figure 10 . The annual mean temperature bias is generally small, ±1°C throughout the entire column for both the midlatitude and polar regions (Figure 10a ). Both regions show a negative bias near the surface, with a positive bias occurring at 300 hPa (0.2 for midlatitude region and 0.6 for the polar region). RMSD values range from 1°C to 2°C, and reflect typical Polar WRF temperature errors throughout all the levels with respect to observations (except near the surface in the polar region). Correlation coefficients for all levels at or above 850 hPa are high and range from 0.85 to 0.95, with a small decrease in skill near 300 hPa and 100 hPa. Vertical profiles for winter and summer are also analyzed (not shown). Seasonally, temperature biases are negative in all seasons near the surface and demonstrate the largest positive bias at 300 hPa. [34] Figure 10b shows the annual mean biases, RMSDs, and correlations for geopotential height plotted to 200 hPa. Only a few stations reported geopotential height at 100 hPa thus this level is excluded from the analysis. The bias is negative throughout most of the atmosphere for both regions, except near and above 300 hPa. Excluding levels near the top of the modeled atmosphere, biases range from −6 m to +30 m in the midlatitudes and from −11 m to +40 m in the polar region. The negative bias in the lower levels is present throughout all seasons, with the least negative biases seen in the summer months. RMSD values range from 20 m to as much as 50 m near 200 hPa. However, geopotential height correlations depict the highest skill of any of the upper level variables, ranging from 0.90 to 0.98 throughout the entire column.
[35] Humidity measurements are the most challenging of upper level variables to accurately observe, especially during cold conditions, making relative humidity difficult to verify [Elliott and Gaffen, 1991; Miloshevich et al., 2001] .Therefore, midlatitude comparisons are truncated at 300 hPa while polar region comparisons are limited to 500 hPa and below due to observational limitations. Figure 10c shows on most pressure levels, relative humidity biases range from 1 to 5% in the midlatitudes, with smaller biases in the polar region. This corresponds well with the overall positive 2 m dewpoint temperature biases discussed in section 5. RMSD values depict errors of 15-20% for levels at or below 500 hPa. Again, the correlation coefficients reflect overall lower skill, ranging from 0.55 to 0.65 at 850 hPa, 700 hPa, and 500 hPa.
[36] For wind speed (Figure 10d) , the model tends to be stronger than observations near the surface where the effects of terrain smoothing are greatest, with weaker than observed wind speeds near the top of the model atmosphere. The exception to this occurs near 200 hPa in the polar region. Overall, biases range from −1.1 m s −1 in the upper levels to +1.9 m s −1 near the surface. In addition, the 1000 hPa wind speed biases are comparable to the near surface biases from the NCDC data set in section 5. The largest positive biases are in the midlatitudes, and wind speeds are overpredicted in the zonal component. This infers increased westerly winds in the midlatitudes, which matches well with a regional plot showing individual station biases of the zonal wind component at 850 hPa (not shown). While correlations near the surface are still low (∼0.50), wind speed correlations improve dramatically at pressure levels at or above 850 hPa (0.69-0.92).
[37] A closer inspection of the upper level temperature biases throughout the domain reveals some regional differences (Figure 11) . A slightly negative bias (−0.2°C) exists at 850 hPa in the polar region contributed primarily by Greenland station biases. However, at 300 hPa nearly all stations in the domain reflect a warm bias. This bias extends into the midlatitude region, across northern North America and Alaska. While the biases are small (0-2°C), Polar WRF tropopause heights are lower than documented heights over the Arctic (not shown) and is likely the cause of the warm biases [Zängl and Hoinka, 2001] . calculated. Monthly means are calculated using 0000 UTC and 1200 UTC soundings and match model output times. While the observations only include the 7 major pressure levels, model only profiles consist of all 39 vertical levels described in the model configuration.
Arctic Vertical Profiles of Temperature and Horizontal Wind Speed
[39] Figure 12 shows the monthly mean vertical temperature profiles for 68 polar region stations (dashed line) and the polar region mean (solid line) for January 2007 and July 2007 for both IGRA observations and Polar WRF, along with the means only (Polar WRF dashed and observations solid). Upon initial evaluation, the model appears to represent the temperature observations well throughout the entire column for both months (Figures 12a-12f) . For all stations, the modeled and observed temperatures show the largest spread near the surface and near the top. At the surface, the temperature spread in January (∼40°C) depicts both the geographical differences among stations included in this analysis along with varying surface characteristics. Likewise, since no direct solar radiation is received at the polar stations until the end of the month, temperature variability near the surface in January is primarily the effect of large synoptic influence on temperature during this time. For July 2007 (Figures 12d and  12e) , the Polar WRF modeled temperature profiles match well with observations. Subtle insignificant differences are evident near the surface and above 500 hPa. Although small, Polar WRF temperatures are slightly warmer at levels above 500 hPa, supporting lower than observed tropopause heights. Throughout the middle region of the atmosphere, both observations and Polar WRF show little spread and agree well with one another.
[40] Finally, monthly mean vertical profiles of horizontal wind speed for January 2007 and July 2007 are shown in Figure 13 . For both January and July, the overall vertical profile in wind speed is similar between observations and Polar WRF. For January 2007 (Figures 13a-13c) , the winds generally increase with height throughout the column, with peaks in modeled wind speed just off the surface, at 300 hPa, and again near the top of the modeled atmosphere. However, the error bars in Figures 13c and 13f indicate that the differences between the model and observed horizontal wind speed profiles are insignificant. Figures 13d-13f show the mean monthly horizontal wind speed vertical profiles for July 2007. The winds are generally weaker in July than during January, and both observations and Polar WRF show a gradual increase in wind speeds with height, with a wind speed maximum occurring around 300 hPa. Unlike the strong winds near the top of the column in winter, the summer plot reflects weaker wind speeds in this region of the stratosphere during this time.
Summary and Conclusions
[41] In preparation for ASR, state variables from Polar WRF short-term forecasts during an annual cycle have been examined in this study. Polar WRF has demonstrated to simulate observations of surface and upper air variables well. This is especially true in areas away from complex terrain.
[42] Polar WRF predicted near-surface temperatures agree well spatially with ERA-Interim. Annual mean temperatures from Polar WRF when compared to NCDC station observations are cold throughout most of the domain. However, the biases are small and correlations are high giving confidence that Polar WRF can accurately predict 2 m temperature on an annual cycle. Seasonally, Polar WRF is consistently cold in the midlatitudes while demonstrating a slightly warm bias in the summer months for stations north of 60°N. Not surprisingly, results of the analysis with 2 m dewpoint follow the 2 m temperature patterns in the polar region. However, 2 m dewpoint temperatures show a warm bias in the midlatitudes, the likely result of increased evaporation from the surface.
[43] For sea level and surface pressure, Polar WRF predicted values are the best of all the near-surface variables. Correlations for these variables typically range above 0.95 with a slight negative bias throughout the entire year. However, near-surface wind speed is the poorest of all the predicted surface variables. It is believed the coarse model resolution introduces a large amount of error due to inadequate modeling of local wind effects and obstructions.
[44] Further analysis of the diurnal variations in temperature throughout the entire domain reveals that during July, Polar WRF overpredicts temperatures during the day and underpredicts temperatures at night. This also affects the diurnal variations in 10 m wind speed. Differences between the model and observations are small at night under simulated stable conditions. As Polar WRF heats quickly during the morning, the increase in vertical mixing leads to increased surface wind speeds, which is also evident through the diurnal evaluation.
[45] In addition to near-surface variables, it is found that Polar WRF simulated tropospheric temperatures, geopotential heights, and wind speeds improve at pressure levels above the ground surface. Model biases are generally less than 1°C with the largest bias depicted at 300 hPa as a result of lower than observed tropopause heights. However, Polar WRF appears to overpredict the strength of the westerlies, especially in the midlatitudes.
[46] The atmospheric hydrologic cycle will be examined in a follow up investigation using the same simulation. The focus will be on precipitation, clouds, and surface energy budget. Insights from this hydrologic survey along with the results presented here will provide a benchmark for Polar WRF's use in ASR.
