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ABSTRACT
We perform a joint fit to differential number counts from Spitzer’s MIPS and Her-
schel’s SPIRE instruments, and angular power spectra of cosmic infrared background (CIB)
anisotropies from SPIRE, Planck, the Atacama Cosmology Telescope, and the South Pole
Telescope, which together span 220 . ν / GHz . 4300 (70 . λ/µm . 1400). We simul-
taneously constrain the dust luminosity function, thermal dust spectral energy distribution
(SED) and clustering properties of CIB sources, and the evolution of these quantities over
cosmic time. We find that the data strongly require redshift evolution in the thermal dust SED.
In our adopted parametrization, this evolution takes the form of an increase in graybody dust
temperature at high redshift, but it may also be related to a temperature – dust luminosity cor-
relation or evolution in dust opacity. The counts and spectra together constrain the evolution
of the thermal dust luminosity function up to z ∼ 2.5 − 3, complementing approaches rely-
ing on rest-frame mid-infrared observations of the rarest bright objects. We are able to fit the
power spectra without requiring a complex halo model approach, and show that neglecting
scale-dependent halo bias may be impairing analyses that do use this framework.
Key words: infrared: diffuse background – infrared: galaxies – submillimetre: diffuse back-
ground – submillimetre: galaxies
1 INTRODUCTION
A galaxy’s star formation rate (SFR) and far-infrared (FIR) emis-
sion are known to be strongly connected (Kennicutt 1998), due
to absorption and thermal re-emission of starlight by dusty stellar
birth clouds. A simple comparison of the energy in cosmic infrared
background (CIB; Puget et al. 1996) photons with infrared emis-
sion from nearby galaxies indicates that FIR emission (and thus
SFR) was considerably higher in the past (e.g. Hauser & Dwek
2001, and references therein), and extensive measurements of in-
frared (IR) emission have been made in order to exploit this connec-
tion and understand how SFR and stellar formation environments
have evolved over cosmic time. A prevailing picture is that lumi-
nous and ultra luminous infrared galaxies (LIRGs and ULIRGs;
1011 < LIR/L⊙ < 10
12 and 1012 < LIR/L⊙ < 1013, respec-
tively), which are rare in the local universe, become far more im-
portant to the global SFR at higher redshift (e.g. Le Floc’h et al.
2005; Pe´rez-Gonza´lez et al. 2005; Daddi et al. 2005; Caputi et al.
2007; Magnelli et al. 2011; Lapi et al. 2011). This trend has pre-
dominantly been probed using IR luminosity functions (LFs) mea-
sured using instruments including the Infrared Astronomical Satel-
lite (IRAS; Neugebauer et al. 1984), the Spitzer space telescope
⋆ E-mail: gaddison@phas.ubc.ca
(Werner et al. 2004) and, more recently, the Herschel Space Ob-
servatory (Pilbratt et al. 2010).
Current constraints on dust-enshrouded star formation be-
yond z ∼ 2 − 2.5 are limited, for several reasons. Inferring
the IR luminosity associated with star formation from rest-frame
mid-infrared measurements (e.g. using Spitzer), is subject to in-
creasingly large uncertainties at high redshift, relating to, for in-
stance, lack of information about high-redshift source spectral en-
ergy distributions (SEDs), and the extent to which high-redshift
IR emission is associated with obscured active galactic nuclei
(AGN; e.g. Alexander et al. 2005; Lutz et al. 2005; Yan et al. 2005;
Le Floc’h et al. 2007; Sajina et al. 2012). Probing the thermal dust
emission associated with star formation near its rest-frame peak at
λ ∼ 100 µm at these high redshifts, using observations at lower
frequencies, is also difficult. Source confusion, arising from the
high number density of CIB sources per instrumental beam area
(e.g. Blain et al. 1998; Dole et al. 2003), greatly impairs efforts to
resolve the CIB in the submillimeter (submm). Resolved objects
in maps at 250, 350 and 500 µm from Herschel’s Spectral and
Photometric Imaging Receiver (SPIRE; Griffin et al. 2010) account
for less than a fifth of the total CIB intensity (Oliver et al. 2010).
Deeper constraints have been obtained with fits to the pixel flux his-
togram of confused maps (the ‘P (D)’ approach: Patanchon et al.
2009; Glenn et al. 2010), and stacking analyses (e.g. Dole et al.
c© 2012 RAS
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2006; Marsden et al. 2009; Pascale et al. 2009; Be´thermin et al.
2010, 2012c), however these studies are typically limited to small
areas of the sky, and robustly quantifying systematic uncertain-
ties in the deep counts is challenging. While submm-selected sam-
ples observed using, for example, the Shared Common-User Bolo-
metric Array (SCUBA; Holland et al. 1999) have given us impor-
tant information about high-redshift dust emission (e.g. Smail et al.
1997; Hughes et al. 1998; Eales et al. 1999; Chapman et al. 2005;
Coppin et al. 2006; Michałowski et al. 2010b), our understanding
is fundamentally limited if we have access to only the rare few
brightest objects of the population.
Given the success of recent cosmic microwave back-
ground background (CMB) temperature anisotropy measurements
(e.g. Spergel et al. 2003; Lueker et al. 2010; Fowler et al. 2010;
Komatsu et al. 2011), it is perhaps not surprising that the an-
gular power spectrum has emerged as a statistic with which to
study the properties of the numerous unresolved dusty sources
(e.g. Lagache et al. 2007; Viero et al. 2009; Hajian et al. 2012;
Amblard et al. 2011; Planck Collaboration et al. 2011; Viero et al.
2013), especially given that extragalactic dust emission is a sig-
nificant CMB temperature foreground on small angular scales
(e.g. Hall et al. 2010; Fowler et al. 2010; Dunkley et al. 2011;
Shirokoff et al. 2011). The fluctuations in the CIB surface bright-
ness are correlated across angular scales considerably larger than
a beam, meaning the confusion phenomenon does not inhibit ex-
tracting information from the power spectrum. Dusty galaxies, like
many other luminous populations, are understood to exhibit cluster-
ing behaviour because galaxies trace the matter density field, whose
own fluctuations are strongly scale dependent (Peebles 1980).
Combining an understanding of the dark matter clustering with a
prescription for how the galaxies and dark matter are related, either
through a simple biasing prescription, or a more complex frame-
work, such as the halo model (e.g. Bond et al. 1991b; Seljak 2000;
Peacock & Smith 2000; Scoccimarro et al. 2001; Cooray & Sheth
2002), allows us to constrain the environmental properties of galax-
ies (such as characteristic host halo mass scales) using measure-
ments of the clustering. The galaxy correlation function is the
statistic that has been widely for these purposes in analyses of,
for example, local galaxies in the main Sloan Digital Sky Sur-
vey (SDSS) sample (e.g. Zehavi et al. 2002, 2005, 2011), massive
galaxies at z ∼ 0.5 (White et al. 2011) and luminous red galax-
ies (LRGs; e.g. Blake et al. 2007; Zheng et al. 2009). Interpreting
angular power spectra of unresolved CIB sources is more challeng-
ing, because of the difficulty in separating the contribution from
highly biased intrinsically faint sources from less biased intrinsi-
cally brighter objects. Furthermore, existing analyses have shown
that the simplest dusty galaxy clustering model, based on a lin-
ear biasing ansatz, is inadequate to explain small-scale cluster-
ing power (Planck Collaboration et al. 2011; Addison et al. 2012a,
hereafter A12).
In this work, we perform a joint fit to deep number counts
from SPIRE and the Multiband Imaging Photometer for Spitzer
(MIPS; Rieke et al. 2004), as well as angular power spectra cov-
ering degree to arcminute scales from 250 µm to 1.4 mm (1200 to
217 GHz) from SPIRE, Planck’s High Frequency Instrument (HFI;
Lamarre et al. 2010; Planck HFI Core Team et al. 2011a), the Ata-
cama Cosmology Telescope (ACT; Fowler et al. 2007; Swetz et al.
2011; Du¨nner et al. 2013), and the South Pole Telescope (SPT;
Carlstrom et al. 2011). We simultaneously constrain a bolometric
dust luminosity function, the dust SED, the CIB source clustering
properties, and the evolution of the these quantities. We require that
our model successfully reproduces not only the clustered power
in the power spectrum, but also the Poisson, shot-noise, power.
Thanks to this joint analysis, we are able to demonstrate the ability
of the angular power spectrum to provide constraints on the SEDs
of the numerous, faint, unresolved CIB sources.
Many recent dusty galaxy anisotropy analyses have inter-
preted angular power spectra using the halo model (Viero et al.
2009; Amblard et al. 2011; Planck Collaboration et al. 2011;
Shang et al. 2012; Xia et al. 2012; De Bernardis & Cooray 2012;
Viero et al. 2013). In this approach, CIB sources inhabit collapsed
dark matter haloes according to a prescription such as the halo
occupation distribution (H.O.D.; e.g. Berlind & Weinberg 2002;
Kravtsov et al. 2004). The clustered source contribution to the an-
gular power spectrum arises from correlations between objects in
the same halo (‘one-halo’ term, dominant on small angular scales)
or different haloes (‘two-halo’ term, dominant on large angular
scales). The abundance and bias of these haloes, typically inferred
from large N -body simulations, is used to calculate the contribu-
tion of the clustered dusty sources to the angular power spectrum,
rather than directly dealing with the dusty source bias. The analyses
listed above make a number of assumptions, including:
(i) the halo bias (relative to the linear theory dark matter power
spectrum) may be taken as independent of scale when calculating
the two-halo term, and
(ii) the spatial distribution of the dusty sources within their host
halo follows the halo mass density profile, truncated at the virial
radius.
Cooray & Sheth (2002) suggested using the scale-independent,
large-scale halo bias with respect to the linear matter power spec-
trum in the two-halo term as a crude way to prevent overestimating
the two-halo power on scales where the non-linear matter power
spectrum would begin to receive contributions from within a sin-
gle halo (since galaxies in a single halo are supposed to be ac-
counted for in the one-halo term). Several more recent analyses
have found that, in fact, the halo bias with respect to the linear mat-
ter power increases with scale for k & 0.1hMpc−1, both at low and
high redshift (e.g. Cole et al. 2005; Tinker et al. 2005; Yoo et al.
2009; Fernandez et al. 2010; Tinker et al. 2012; Mandelbaum et al.
2013). Wavenumber k ≃ 0.1h Mpc−1 corresponds to multipole
moment ℓ of several hundred at redshift z ∼ 1 − 2, where much
of the CIB anisotropy signal in the far-infrared and longer wave-
lengths originates. The two-halo term dominates the one-halo on
these angular scales, only becoming subdominant at ℓ > 750, even
when only the linear matter power spectrum is used in the two-
halo term (Amblard et al. 2011; Planck Collaboration et al. 2011;
Shang et al. 2012; Xia et al. 2012). This suggests that, if the scale
dependence of the halo bias is neglected, either power over a range
of scales may be wrongly attributed to the one-halo term, or the
inferred redshift distribution of the dusty sources will be altered, in
either case likely biasing the inferred H.O.D. parameters and char-
acteristic halo mass scales.
The angular scale dependence of the one-halo term is deter-
mined by the Fourier transform of the spatial distribution of sources
within haloes (sometimes called ugal). Setting ugal = uDM, the
Fourier space density profiles of a spherical NFW (Navarro et al.
1996) halo, truncated at the virial radius, is a convenient choice,
but there is no evidence that it is an accurate reflection of the
distribution of dusty sources. There is, indeed, considerable evi-
dence that galaxies near the center of groups and clusters, where
the NFW dark matter density profile peaks, are forming stars
less actively than those closer to the outskirts (e.g. Kennicutt
1983, Hashimoto et al. 1998, Bai et al. 2006, Bai et al. 2007; also
c© 2012 RAS, MNRAS 000, 1–??
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Boselli & Gavazzi 2006 and references therein). These systems
are relevant for the calculation of the one-halo power, which re-
ceives no contribution from smaller haloes hosting a single galaxy,
and allowing the CIB sources to lie further from the center of
their halo than a virial radius has a non-negligible effect on the
one-halo power at scales of a few arcminutes (Viero et al. 2009;
Addison et al. 2012b).
It should be noted that the above issues are related to how
the halo model is implemented rather than being limitations of the
formalism itself. It is not clear, however, that quantifying the uncer-
tainties induced in the halo model calculations by scale-dependent
halo bias or alternative spatial distributions of dusty sources in
haloes may be straightforwardly accomplished. It is also unclear
that quantities such as the halo mass function, large-scale halo
bias, and halo concentration, are sufficiently well known at z & 2
that their uncertainties may be safely neglected, given the excellent
signal-to-noise of current and future SPIRE and Planck measure-
ments. For these reasons, we do not attempt a halo model analysis
in this work, instead phenomenologically parametrizing the CIB
source bias as a function of redshift and scale directly.
This work could be considered an extended version of the
analysis of A12, constraining a more physically motivated model
using higher quality spectra, as well as number counts. Compared
to the CIB evolution model of Be´thermin et al. (2011, hereafter
B11), this work uses the angular power spectra and counts to-
gether, rather than just one-point statistics (counts and LFs). B11
utilise data from a wider range of frequencies. Our selection is re-
stricted to the MIPS 70 µm data and lower frequencies; while our
SED parametrization allows phenomenologically for the presence
of hot dust components (see Section 2.2), our focus is on the ther-
mal dust emission associated with star formation. We also do not
consider a model for polycyclic aromatic hydrocarbon (PAH) or
other spectral line emission, which begin to contribute to the CIB at
higher frequencies (e.g. Leger & Puget 1984; Lagache et al. 2004).
An expanded SED model, and data from, for example, IRAS, or the
Wide-Field Infrared Survey Explorer (WISE; Wright et al. 2010),
will be included in our model at a future date.
The layout of this paper is as follows: in Section 2 we describe
the model parameters we are attempting to constrain with our fit-
ting, in Section 3 we describe our treatment of the data and un-
certainties, results are presented in Section 4, and a discussion and
conclusions follow in Sections 5 and 6. Calculations are performed
using a flat, ΛCDM cosmology, with Ωm = 0.2715, Ωb = 0.0455,
h = 0.704, ns = 0.967, and σ8 = 0.81 (Komatsu et al. 2011).
2 MODEL
In this section we present our model for the spectral and cluster-
ing properties of the dusty sources and show how it may be used
to predict various statistics. Our model is divided into three parts
– the luminosity function, which describes the abundance of dusty
sources as a function of redshift and integrated dust luminosity, the
spectral energy distribution, which contains the frequency depen-
dence of the dust emission, and the clustering properties (i.e. bias),
which connects the spatial distribution of the sources to that of the
underlying dark matter.
Existing studies have largely dealt with only one or two of
these three components at a time. B11 constrained the luminos-
ity function evolution assuming fixed source SEDs from earlier
work (Lagache et al. 2003, 2004). Pe´nin et al. (2012a) then cal-
culated predictions for the angular power spectra using the con-
straints obtained by B11. Similarly, Xia et al. (2012) fixed the spec-
tral properties of the CIB sources using the results of Granato et al.
(2004) and Lapi et al. (2011), and constrained source clustering
properties using the spectra. We favour a combined analysis be-
cause, while it is more complex, it is capable of obtaining more
robust parameter constraints and performing a more thorough ex-
ploration of the parameter degeneracies. Both Shang et al. (2012)
and Viero et al. (2013) attempted to constrain elements of the LF,
SED and clustering properties simultaneously, however these anal-
yses failed to successfully fit the Planck and SPIRE data, respec-
tively. This may be partly because of issues with their implemen-
tations of the halo model, discussed earlier, and also because of
overly simplistic parametrizations of the LF and SED, and insuffi-
cient freedom in the evolution of these quantities (discussed further
in Section 4).
Given that the parametrization we adopt is largely phe-
nomenological, an important question is whether our model is ca-
pable of reproducing any data outside that directly used to constrain
it, and we make comparisons with several other data sets in Section
5.
2.1 Luminosity function
For brevity we refer to the bolometric thermal dust luminosity,
Ldust, integrated over 8 < λ/µm < 1000, simply as L. The lu-
minosity function, Φ, is defined such that the comoving number
density of sources with luminosity in the interval [L, L + dL] is
given by
Φ(L) d logL =
dN
dVc
. (1)
Here, and throughout, ‘log’ refers to the base-10 logarithm. We
adopt a double-exponential form for Φ:
Φ(L, z) = Φc(z)
(
L
Lc(z)
)1−αLF
exp
(
−
1
2σ2LF
log2
[
1 +
L
Lc(z)
])
,
(2)
with normalisation Φc, characteristic luminosity Lc, power law in-
dex αLF and spread parameter σLF. This parametrization was in-
troduced by Saunders et al. (1990), and has been used in a range of
CIB source analyses (e.g. Pozzi et al. 2004; Le Floc’h et al. 2005;
Caputi et al. 2007, B11). The number of faint sources diverges for
αLF > 1 but we choose to allow this behaviour since, provided the
total luminosity is convergent (i.e. αLF < 2), it is not necessarily
prohibited by the data.
We parametrize the evolution of the characteristic dust lumi-
nosity, Lc, and normalisation, Φc, using expansions about a pure
power law in 1 + z,
lnLc(z) = lnL0 + ǫL ln(1 + z) + ζL ln
2(1 + z)
Lc(z) = L0(1 + z)
ǫL exp
[
ζL ln
2(1 + z)
]
,
(3)
and, similarly,
Φc(z) = Φ0(1 + z)
ǫΦ exp
[
ζΦ ln
2(1 + z)
]
. (4)
These expression reduce to a simple power law if ǫ is the only
non-zero evolution parameter, however more complex evolution,
featuring a turning point or plateau, is allowed if the higher order
parameters are non-zero. This expansion ensures all derivatives are
continuous, and, if a quantity peaks at a particular redshift, this red-
shift will emerge naturally (provided enough terms of the series can
be constrained), without having to be separately fitted for or put in
c© 2012 RAS, MNRAS 000, 1–??
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by hand. The baseline model contains only as many higher order
evolution parameters for each quantity as improve the model likeli-
hood; some alternative or extended parametrizations are considered
in Section 4.
We do not find significant evidence for evolution of the shape
parameters αLF and σLF with redshift (see discussion in Section
4.2).
2.2 Spectral energy distribution
The flux observed at frequency ν from a source at redshift z with
bolometric luminosity L is given by
Sν(L, z) =
Lν(1+z)
4π(1 + z)χ2(z)
, (5)
where χ is the comoving distance to redshift z, and the luminosity
as a function of frequency is related to the SED function φν via
Lν =
dL
dν
= L
φν∫
dν′φν′
, (6)
where the integral in the denominator of the fraction is taken over
8 µm < c/ν < 1000 µm.
Our model is intended to phenomenologically capture the
global properties of dust emission, such that all the parameters of
the model are constrained from the data, while still providing a
good fit. We consequently make several simplifying assumptions
when modelling the dust SED. Most importantly, we consider only
a single SED at each redshift, motivated by recent studies that have
found relatively little scatter about such a ‘universal’ SED shape
for observed dusty galaxies (Elbaz et al. 2011; Lapi et al. 2011).
A graybody function of the form φν ∝ νβBν(T ) has been
used extensively to model FIR SEDs, where the emissivity spec-
tral index β ∼ 1 − 2 is related to the emission properties of the
dust grains (Hildebrand 1983). Various modifications to a single-
temperature model have been suggested to better fit observed dusty
galaxy SEDs (e.g. Blain et al. 2003; Hayward et al. 2012, and ref-
erences therein) and we find that, indeed, the data reject a single-T ,
single-β dust component. We adopt a six-parameter model to de-
scribe the dust SED and its evolution. There are two dust compo-
nents, one at temperature Ta, which evolves with redshift as
Ta(z) =
{
T0 for z 6 zT
T0
(
1+z
1+zT
)ǫT
for z > zT ,
(7)
that is, constant below z = zT and then rising as a power law in
1+z, and the other at a fixed temperature, Tb. We would expect dust
temperature to increase naturally with increasing redshift due to
the increasing temperature of the CMB (e.g. Blain 1999a), but find
that, for the range of SED parameter values preferred by the data,
this effect is negligible over the relevant redshift range. A single
spectral emissivity index, β, is common to both dust components,
and the final parameter, fb, describes the contribution of the ‘b’
dust component to the total dust luminosity. The SED, summing
the contributions from both dust components, is given by
φν ∝
νβBν(Ta)∫
dν′ν′βBν′(Ta)
+ fb
νβBν(Tb)∫
dν′ν′βBν′(Tb)
, (8)
so that fb = 1 corresponds to the ‘a’ and ‘b’ components making
equal contributions to the total luminosity.
The form of the temperature evolution in equation (7) is moti-
vated by the fact that the data used show a strong preference for an
increase in temperature, but appear to disfavour a continuous rise
from redshift zero. We also investigated the effect of adding a flat-
tening of the Ta−z relation at high redshift, but found no evidence
for this behaviour. We show in Section 4.3 that, while somewhat ar-
bitrary, the parametrization we adopt yields results consistent with
more physical analyses of SED evolution from measurements of
individual galaxies.
We considered a range of modifications to this model, such
as allowing a separate emissivity index for each dust component,
or evolution in the emissivity index. For the data considered, none
of these modifications lead to sufficient improvements in the model
likelihood to warrant their inclusion in the baseline model (see Sec-
tion 4.3).
Hall et al. (2010), Shang et al. (2012) and Viero et al. (2013)
follow Blain (1999b) and replace the graybody Wien tail in the
rest-frame mid-infrared (MIR) with a power law in frequency,
φν ∝ ν
−2
, as a phenomenological way to account for the pres-
ence of hotter dust without explicitly parametrizing additional dust
components. We choose to parametrize a second dust component
directly in the baseline model, in order to facilitate, for instance, as-
sessing the effect of allowing different emissivity indices between
the two components, or evolution in their relative contribution to
the total dust luminosity, however, we also investigated a range of
SED models involving a power-law modification to the graybody
Wien tail. We find that the two approaches yield similar results,
provided evolution in dust temperature is allowed in each case (see
Section 4.3). While an SED falling as a power law may provide
a more realistic description of the emission from very small dust
grains shortwards of the SED peak (e.g. Desert et al. 1990), there
is sufficient flexibility in our baseline parametrization to mimic this
behaviour for the data considered.
It is important to note that the extent to which physical dust
properties are captured by our model is not clear. Varying degrees
of correlation between luminosity and dust temperature, not in-
cluded in our parametrization, are observed in different samples
of dusty sources (e.g. Dunne et al. 2000; Dunne & Eales 2001;
Blain et al. 2003, and references therein; Chapman et al. 2005;
Sajina et al. 2006; Greve et al. 2012). There is, however, consider-
able scatter in this relation, both within and between different sam-
ples, and the extent to which it applies to the distant faint sources
that contribute significantly to the angular power spectra, is un-
known. Similarly, we have not considered the effect of dust self-
absorption (the graybody form we adopt is only valid in the op-
tically thin limit), which may be significant, particularly at high
redshift (e.g. Benford et al. 1999; Blain et al. 2003; Draine 2006;
Hayward et al. 2012). The fact that we see good consistency be-
tween our model predictions and various data over a range of fre-
quency suggests our treatment is, however, at least phenomenolog-
ically reasonable, and it seems likely that the effects of the L− T
correlation or dust opacity, and their evolution, may be partially
absorbed into our SED parameters (see Section 4.3 for further dis-
cussion).
2.3 CIB source clustering
We write the three-dimensional power spectrum of dusty galaxies
as
Pgal(k, z) = 〈bgal(k, z)〉
2PDM(k, z), (9)
where the bias, 〈bgal〉, is averaged over all sources at a given red-
shift. We model the scale and redshift dependence of the bias as
c© 2012 RAS, MNRAS 000, 1–??
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〈bgal(k, z)〉 = b0(1 + z)
ǫbias
[
1 + Abias
(
k
k0
)]
exp
(
−
k2
k2c
)
,
(10)
where the pivot scale, k0, is chosen to be 1 Mpc−1, and b0, ǫbias,
Abias, and kc are free parameters. In our chosen model, kc provides
a cut-off scale at small scales, similar to that arising from ugal in
the halo model. We choose an expansion in powers of k to mimic
scale-dependent halo biasing, finding that the current data do not
require a quadratic term in k, and that its inclusion does not impact
our results.
A range of galaxy biasing treatments exist in the literature; we
repeated our analysis using both the ‘Q-model’ (Cole et al. 2005),
with Pgal = 1+Qk
2
1+Ak
PDM, and a pure power law, Pgal ∝ k−γ
(such that on small scales the clustered angular power spectrum
CCℓ ∝ ℓ
−γ), motivated by the remarkable success of this sim-
ple form in describing the clustering of various galaxy populations
(e.g. Watson et al. 2011, and references therein). We find that nei-
ther of these forms provides a better fit than the baseline model.
The power law form is disfavoured at a significance level of over
3σ, indicating, for the first time, a preference for a deviation from
power-law clustering of unresolved CIB sources, which arises from
the wide range of angular scale probed by SPIRE and Planck. We
find γ = 1.33± 0.03, somewhat higher than, though not inconsis-
tent with, the value of 1.25±0.06 from A12, obtained using spectra
spanning a similar range of frequency.
Importantly, adopting these alternative Pgal descriptions leads
to minimal changes in the LF and SED parameters; these other parts
of our model are largely decoupled from the source biasing treat-
ment due to including both counts and spectra in our fit (see Section
4.1).
For simplicity, we take the dark matter power spectrum in
equation (10) as the linear dark matter power spectrum, but find
that treating the bias as being relative to the nonlinear matter power
spectrum instead has, again, very little effect on the LF and SED
parameters. We calculate the linear matter power spectrum using
the CAMB1 distribution (Lewis et al. 2000).
Having described the dusty source properties we aim to con-
strain, we now turn to how model predictions necessary to perform
a fit to real data may be calculated. A summary of the model param-
eters is given, along with the marginalised parameter constraints, in
Section 4.
2.4 Angular power spectrum
The angular power spectrum of CIB anisotropies from correlating
a pair of maps at frequency ν is written as the sum of clustered and
Poissonian components (e.g. Peebles 1980; Bond 1996):
Cℓ,ν = C
C
ℓ,ν +C
P
ℓ,ν , (11)
where ℓ is the multipole moment. We take the Poisson contribu-
tion, which can be thought of arising from the correlation of the
image of a source in one map with the image of the same source in
the other map, to be independent of angular scale. On scales larger
than 18′′ (the beam FWHM of the 250 µm SPIRE detector), all
but fairly nearby galaxies will appear as point sources, and we as-
sume that any local, extended sources, which may contribute scale-
dependent Poisson power, since some internal structure is resolved,
1 http://camb.info/
are masked from maps prior to calculating spectra (for instance by
cross-matching with existing catalogues).
In the flat-sky limit (Limber 1953; Kaiser 1992), the
clustered power is written as a single line-of-sight integral
(e.g. Bond et al. 1991a; Kashlinsky & Odenwald 2000; Knox et al.
2001; Tegmark et al. 2004). Since the number of faint sources is
not required to be finite in our model, it proves helpful to work
in terms of the comoving emissivity density, jν (Haiman & Knox
2000; Knox et al. 2001). If source bias and luminosity are uncorre-
lated (see below), the clustered power can be written as
CCℓ,ν =
∫
dz
χ2
dχ
dz
1
(1 + z)2
〈bgal(k, z)〉
2 〈jν(z)〉
2
cutPDM(k, z),
(12)
where wavenumber k = (ℓ + 1/2)/χ(z), and 〈jν〉cut is the mean
emissivity density once bright sources (with flux S > Scut) have
been masked from the map, given, in terms of the quantities defined
above, by
〈jν(z)〉cut = (1 + z)χ
2
∫ Scut
0
dSν
dL
dSν
Φ(L, z)
L ln 10
Sν , (13)
where here L is considered a function of Sν , by inverting equations
(5) and (6). The fact that Sν and L are related by a simple constant
at each redshift in our model simplifies this calculation.
Be´thermin et al. (2012b) recently found evidence for depen-
dence of star formation rate (and thus bolometric IR luminosity)
on halo mass through abundance matching, and Wang et al. (2013)
also found that the SFR-halo mass relation is not flat but has a peak
at some characteristic mass scale (see also Behroozi et al. 2013b,
and references therein). Since the halo bias increases with mass
(e.g. Sheth & Tormen 1999; Tinker et al. 2010), we may therefore
expect a correlation between dust luminosity and bias. To account
for this, we considered allowing bgal to depend on L as well as z
and k via the replacement
〈bgal(k, z)〉〈jν(z)〉cut →
(1 + z)χ2
∫ Scut
0
dSν
dL
dSν
Φ(L, z)
L ln 10
Sν b
′
gal(k, z, L).
(14)
We investigated a range of treatments for the dependence of b′gal
on L, and found that, for the data considered, allowing a bias–
luminosity correlation serves primarily to degrade constraints on
b0, and does not have a significant effect on either the goodness-of-
fit or the LF and SED parameters. We therefore do not include such
a correlation in the baseline model; more discussion is provided in
Section 4.4.
2.5 Poisson anisotropy power
Existing studies have typically treated the Poisson power either
by adding an additional free parameter to each spectrum (e.g.
Hajian et al. 2012; Amblard et al. 2011; Xia et al. 2012), or using
the predictions of the B11 CIB model (Planck Collaboration et al.
2011; Shang et al. 2012). We instead require that our model for the
dusty source LF and SEDs successfully reproduce the Poisson, as
well as the clustered component of the angular power spectrum. In
terms of the quantities introduced earlier, the Poisson contribution
to the anisotropy power is given by
CPν =
∫
dz
dχ
dz
χ2
∫ Scut
0
dSν
dL
dSν
Φ(L, z)
L ln 10
S2ν . (15)
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Since the Poisson power is weighted more towards the brighter
sources, one may expect that fitting to deep number counts already
constrains the Poisson power. We find that, in fact, this is not the
case, and that the Poisson tail in the SPIRE, ACT, and SPT spec-
tra carries additional constraining power (see Section 5.5). The fact
that there is useful signal in the shot-noise is one of the main results
of this work.
Removing the contribution from sources above Scut in the in-
tegrals in equations (13) and (15) does not exactly mimic the re-
moval of bright sources in confused maps, which typically involves
masking a region of roughly a beam size per source, and may there-
fore also remove flux from from objects in the same group or clus-
ter. In Section 5.5 we show that any bias introduced by this issue
is likely to be small. Constructing a simulated CIB sky map from
our theoretical model, and utilising the actual masking scheme that
was used on the real data, will be used as a more rigorous test in
future work.
2.6 Differential number counts
The differential number counts are modelled using the quantities
introduced above as (see, e.g. discussion in B11)
dN
dSν
=
∫
dz
dχ
dz
χ2
dL
dSν
Φ(L, z)
L ln 10
, (16)
where, as in equation (14), L is taken as a function of Sν and z.
The Euclidean-nomalised counts (multiplied by a factor of S2.5)
are integrated over the finite width of each flux bin to compare with
the measured counts.
3 DATA TREATMENT AND MODEL FITTING
3.1 Data sets used
We constrain the model parameters described in Section 2 using a
joint fit to the following data sets:
(i) differential number counts from Spitzer-MIPS at 70 and 160
µm (4300 and 1900 GHz; Be´thermin et al. 2010)
(ii) differential number counts from Herschel-SPIRE at 250,
350 and 500 µm (1200, 857 and 600 GHz; Be´thermin et al. 2012c,
hereafter B12)
(iii) angular power spectra bandpowers from SPIRE at 250, 350
and 500 µm (1200, 857 and 600 GHz; Amblard et al. 2011)
(iv) angular power spectra bandpowers from Planck-HFI at 857,
545, 353 and 217 GHz (Planck Collaboration et al. 2011)
(v) angular power spectrum bandpowers from ACT at 218 GHz
(Das et al. 2011)
(vi) angular power spectrum bandpowers from SPT at 220 GHz
(Reichardt et al. 2012)
The MIPS number counts are described in Tables 3 to 6 of
Be´thermin et al. (2010), and the SPIRE number counts in Tables 2,
3 and 4 of B12. The baseline model does not include the SPIRE
counts obtained by stacking from the GOODS field (see Section
3.9); we also exclude the highest flux bin in the MIPS 160 µm
stacked counts since the lowest flux bin from the MIPS 160 µm
resolved counts covers the same flux range with a smaller uncer-
tainty.
We summarise key properties of the power spectra in Table 2.
Note that we do not use the full range of SPIRE or ACT bandpow-
ers in the baseline fit; we use only data from ℓ & 2000 for SPIRE,
and ℓ & 2400 for ACT, because of uncertainty over Galactic cirrus
contamination and spectrum-to-spectrum correlations in the SPIRE
data, and because data from lower ℓ in ACT do not contribute sig-
nificant constraining power once the primary CMB power spectrum
is subtracted (see Sections 3.8.2 and 3.9, below). Bright sources in
the ACT and SPT maps were masked based on flux at the 150 GHz
bands of these instruments, not 220 GHz. Our model allows us to
account for this, since, for given model parameters, we can predict
both the 150 and 220 GHz flux of all sources, and so calculate the
equivalent Scut at 220 GHz and substitute these values into equa-
tions (13) and (15).
We do not consider counts from lower wavelengths than the 70
µm MIPS band because, as stated earlier, our focus is on thermal
dust emission rather than other contributions – such as emission as-
sociated with AGN, which may be non-negligible in, for instance,
Spitzer 24 µm counts (e.g. Be´thermin et al. 2012a), or PAH features
– to the SED. Counts from the Herschel Photodetector Array Cam-
era and Spectrometer (Berta et al. 2011) are not included as they are
in good agreement with the MIPS counts and span a smaller range
in flux. We do not use counts from lower frequencies than 600 GHz
because of possible enhancement of the intrinsic counts by strong
gravitational lensing (see Section 3.10). Our choice of spectra was
limited to ν > 220 GHz due to the presence of the thermal Sunyaev
Zel’dovich effect (tSZ; Sunyaev & Zel’dovich 1970), possible tSZ–
CIB cross-correlations (e.g. Shirokoff et al. 2011; Reichardt et al.
2012; Zahn et al. 2012; Addison et al. 2012b), and the increased
importance of the primary CMB anisotropies, in data at lower fre-
quencies.
Towards the end of this study, Viero et al. (2013) presented
new SPIRE power spectrum results. We will consider these data in
future work; for the purposes of this paper we note that the SPIRE
bandpowers from Amblard et al. (2011) and Viero et al. (2013) are,
for ℓ > 2000, in agreement within a multiplicative shift of 10 per
cent (Figure 7 of Viero et al. 2013), which is small compared to
the flux calibration uncertainty of the maps used by Amblard et al.
(2011) of 15 per cent (corresponding to a > 30 per cent uncertainty
in units of power).
3.2 Model likelihood and data covariance
We explore the parameter space using a Markov Chain Monte Carlo
analysis (MCMC; Metropolis et al. 1953) using the optimal sam-
pling step size from Dunkley et al. (2005) – see also Gelman et al.
(1996). The results presented later in this paper were obtained from
chains of approximately 6 × 107 steps. Running longer chains
did not lead to significant shifts in the parameter covariance or
marginalised constraints. Evaluating the full posterior probability
at each step can be achieved in under a millisecond on a modern 16-
core processor, meaning even these long chains take no more than a
day to run. The long chain length required to achieve convergence
is a consequence of the complex parameter degeneracies rather than
solely the number of parameters (which – including model param-
eters and the additional parameters described below – is 40 for the
baseline model).
The posterior probability is proportional to the product of the
likelihood, L, and the prior probability. We work with the negative
log-likelihood, given by
−2 lnL =
N∑
i=1
[Mi(θ)−Di]
T ·C−1i · [Mi(θ)−Di], (17)
where i labels the different data sets, the elements of the data vec-
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Table 1. Angular power spectra used for constraining the baseline model
Instrument ν0 Bandpowers Angular scale S†cut σ
‡
cal Reference
(GHz) (mJy) (per cent)
Herschel-SPIRE 1200 23 2000 < ℓ < 63300 50 15 Amblard et al. (2011)
857 21 2000 < ℓ < 41200 50 15
600 19 2100 < ℓ < 26300 50 15
Planck-HFI 857 9 80 < ℓ < 2240 710 9∗ Planck Collaboration et al. (2011)
545 9 80 < ℓ < 2240 540 9∗
353 9 80 < ℓ < 2240 325 4∗
217 9 80 < ℓ < 2240 245 4∗
ACT 219.6 13 2391 < ℓ < 9900 20† 7 Das et al. (2011)
SPT 219.6 15 2000 < ℓ < 9400 6.4† 4.8‡ Reichardt et al. (2012)
† level above which bright sources are masked in the map prior to calculating spectra – Scut is given at 150 GHz for ACT and SPT (see text)
‡ absolute map calibration uncertainty: given in units of power for the SPT spectrum, otherwise in units of flux or temperature
∗ we take the Planck calibration uncertainties to be 9 or 4 per cent, rather than the nominal 7 or 2 per cent, to account for uncertainty in the bandpass filter
responses (Section 3.6.1)
tors Di are either the binned spectrum bandpowers (see below) or
the binned number counts, as appropriate, Mi(θ) are the corre-
sponding vectors of model predictions, which depend on the model
parameter values at each step, denoted by θ, and Ci are the covari-
ance matrices, which contains the data uncertainties.
Note that we include off-diagonal data covariance elements
for many of the data sets. These are discussed further in Sections
3.7 and 3.9.
At each step of the MCMC chain, the likelihood is multiplied
by the contribution from parameter priors described later in this
section. In particular, Gaussian priors are adopted on the photomet-
ric calibration parameters, fcal, which are discussed in Section 3.5.
The remainder of this section contains discussion of vari-
ous issues relating to fitting models to the counts and angular
power spectra. We draw the reader’s attention to our treatment of
the tension between the SPIRE and Planck spectra discussed by
Planck Collaboration et al. (2011) and Viero et al. (2013). These
papers suggest that the discrepancy may arise from incorrect cal-
culation of the SPIRE effective beam areas, or uncertainty in the
Planck beam shape, respectively, and we allow for both these pos-
sibilities as described in Section 3.7, below.
3.3 Binning of spectra in ℓ
The measured power spectra were calculated using bins in ℓ rather
than individual ℓ values. The resulting bandpower values Cb are
related to the unbinned Cℓs by
Cb =
∑
ℓWb,ℓCℓ∑
ℓWb,ℓ
, (18)
where the sum is over all ℓ values in bin b, and Wb,ℓ is a weight
function, which is equal to unity for the SPIRE spectra, and ℓ for
the Planck spectra (see Section 4.1 of Planck Collaboration et al.
2011). The weighting of the ACT and SPT spectra is slightly more
complex; see Das et al. (2011) and Reichardt et al. (2012) for more
details. We use the same binning and weighting scheme used for
the measured bandpowers when calculating the model predictions.
3.4 Correlated uncertainties for stacked counts
The deepest MIPS and SPIRE counts used in our fit were obtained
by stacking on 24 µm Spitzer sources. This process is subject
to systematic uncertainties that may be expected to be correlated
across bins in flux and also from band to band (e.g. Viero et al.
2012). This is supported by the fact that the scatter in the stacked
counts is smaller than the quoted uncertainties. We assume a 50
per cent covariance between the uncertainties in the stacked MIPS
counts at 70 µm and 160 µm, and a 50 per cent covariance between
the uncertainties in the stacked SPIRE counts between all flux bins
and across all three bands within each redshift bin. While our re-
sults are largely unaffected by changes in the assumed covariance
by several tens of per cent, more detailed analysis of the covariance
in future deep number count extraction is important for ensuring
robust constraints can be obtained.
3.5 Absolute flux calibration uncertainties
The data considered in this work were obtained using in-
struments that do not measure absolute flux and must
therefore be calibrated using ancillary measurements (see
Stansberry et al. 2007, Gordon et al. 2007, Swinyard et al.
2010, Planck HFI Core Team et al. 2011, Hajian et al. 2011, and
Lueker et al. 2010, for details of the MIPS 160 µm, MIPS 70 µm,
SPIRE, HFI, ACT, and SPT data, respectively). Each power spec-
trum was calculated from maps with the best-guess flux calibration
correction applied, however the uncertainty in this calibration
is not negligible compared to the statistical uncertainties in the
bandpowers, and it is therefore necessary to correctly account for
the calibration uncertainty during model fitting.
Let the calibration of the maps for the quoted bandpower val-
ues equal unity, and let fcal be the factor, in flux units, that the map
must be multiplied by in order to achieve the correct calibration. We
fit for fcal as nine extra free parameters (one for each spectrum), as
in A12. At each step of the MCMC chain, the bandpowers and er-
rors of each spectrum are multiplied by the corresponding f2cal be-
fore the likelihood is calculated. Furthermore, in order to penalise
models requiring fcal to be considerably different from one, we im-
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pose Gaussian priors on each fcal, with mean of unity and standard
deviation equal to the quoted calibration uncertainty for that band.
We also account for an additional effect of the calibration uncer-
tainty on the power spectrum, namely that bright sources are not
masked to the nominal flux value, Scut, but actually to fcalScut, by
substituting this modified value into equations (13) and (15).
Absolute flux calibration uncertainty also affects the differen-
tial number counts; the lower and upper limits of each flux bin,
Smin and Smax, must be replaced by fcalSmin and fcalSmax, re-
spectively, at each MCMC step, while S2.5 dN
dS
→ f1.5cal S
2.5 dN
dS
. In
the time between the analyses of Amblard et al. (2011) and B12,
the SPIRE flux calibration uncertainty was improved from the 15
per cent quoted above to 7 per cent in each band, with a band-
to-band relative calibration uncertainty of 2 per cent (values taken
from the SPIRE Observers’ Manual2, hereafter SOM). We account
for this by fitting for separate calibration parameters for each band
for the SPIRE spectra and the SPIRE counts. Two additional cal-
ibration parameters are included for the MIPS 70 and 160 µm
counts.
3.6 Accounting for bandpass filter profiles
The CIB intensity and anisotropy depend strongly on frequency
over the wavelength range considered (e.g. Fixsen et al. 1998;
Planck Collaboration et al. 2011), with the anisotropy power at a
given angular scale increasing by up to an order of magnitude
across the microwave Planck filters (see Figure 3 of A12). Account-
ing for the bandpass filter transmission profile when fitting models
to the measured data is therefore important.
3.6.1 Planck spectra
We convert the Planck bandpowers from temperature to flux den-
sity units using the values given in the notes accompanying Table
4 of Planck Collaboration et al. (2011). This conversion assumes a
source SED that varies as Sν ∝ 1/ν (i.e. νSν = const.). Convert-
ing the spectra to the ‘real’ flux units for a source with observed
SED Sν requires multiplying both the bandpowers and errors by a
factor f2SED, where (e.g. Planck HFI Core Team et al. 2011b)
fSED =
∫
dν τ (ν) ν0
ν∫
dν τ (ν) Sν
Sν0
, (19)
with bandpass filter transmission profile τ (ν) and nominal
band frequency ν0 (these values are listed in Table 1).
Planck Collaboration et al. (2011) report 1/fSED values of 1.00,
1.06, 1.08, and 1.08 at 857, 545, 353 and 217 GHz, respectively,
calculated using the CIB SED measured from FIRAS data by
Gispert et al. (2000). We find that the CIB SED predicted by our
best-fit model is very similar in shape to that measured by FIRAS
(see Section 5.1), and do not make further corrections to the Planck
bandpowers. Uncertainties in the Planck fSED values are estimated
at 2 per cent (Planck HFI Core Team et al. 2011b); to allow for this
we take the Planck calibration uncertainties to be 9 per cent for the
857 and 545 GHz bands, and 4 per cent for the 353 and 217 GHz
bands, rather than the nominal 7 and 2 per cent.
2 http://herschel.esac.esa.int/Docs-SPIRE/html/spire om.html#x1-
880005.2.1
3.6.2 SPIRE spectra and counts
The SPIRE maps were made assuming point source emission and
Sν ∝ 1/ν (see the SOM for further information). For the SPIRE
spectra, we calculate fSED values using Table 5.3 of the SOM for
extended source emission and input SEDs of the form Sν ∝ να
with effective spectral indices, α, of 0.0, 1.0, and 2.0, for the
1200, 857 and 600 GHz bands, respectively. These values were se-
lected based on the frequency dependence of Gispert et al. (2000)
CIB SED mentioned above; the best-fit CIB SED from our model
yields very similar values. A separate factor, denoted K4E/K4P
in the SOM, is also applied to account for the detector response
to extended as opposed to point-like emission. These factors to-
gether yield effective f2SED correction factors of 0.9892, 0.9912,
and 0.9952 for the 1200, 857 and 600 GHz SPIRE spectra, respec-
tively.
For the SPIRE counts, the SED correction is applied as S →
fSEDS, and S2.5dN/dS → f1.5SEDS2.5dN/dS, where here the
conversion factors are for point-like emission, and we do not in-
clude the K4E/K4P correction, yielding fSED values of 0.989,
0.974, and 0.940 at 1200, 857 and 600 GHz, respectively.
3.6.3 ACT and SPT spectra
The ACT and SPT bandpowers are reported in units of CMB tem-
perature, which can be converted to flux density (i.e. µK2 to Jy2
sr−1) by multiplying by (∂Bν/∂T |T=TCMB )2, where
∂Bν
∂T
=
2kBν
2
c2
x2ex
(ex − 1)2
, (20)
x = hpν/kBTCMB, and TCMB is the present-day CMB temper-
ature. We adopt an effective frequency, ν0, of 219.6 GHz for per-
forming this units conversion and evaluating the model predictions
for the ACT spectra; this value accounts for the ACT bandpass filter
and assumes an SED rising as Sν ∝ ν3.5 (Swetz et al. 2011). We
assume that small differences in SED or uncertainties in the effec-
tive frequency can be absorbed into the ACT spectrum calibration
uncertainty.
Reichardt et al. (2012) report the same effective frequency as
ACT, 219.6 GHz, for the response of the SPT 220 GHz channel to
sources with Sν ∝ ν3.5, and we use this value for calculating the
units conversion and model predictions for the SPT bandpowers.
3.6.4 MIPS counts
Be´thermin et al. (2010) reported MIPS counts assuming, again, a
source SED that varies as Sν ∝ 1/ν. We calculate the MIPS fSED
values by integrating the Gispert et al. (2000) CIB SED across the
MIPS bandpass filters (equation 19), finding 0.977 and 1.012 at 70
and 160 µm, respectively. We assume, as above, that small uncer-
tainties in these values can be absorbed into the flux calibration
factors.
3.7 Instrumental beam treatment
Given the observed discrepancy between SPIRE and Planck
spectra (Planck Collaboration et al. 2011; Viero et al. 2013), we
opt to allow additional freedom in the SPIRE and Planck
beam treatment compared to the Amblard et al. (2011) and
Planck Collaboration et al. (2011) analyses.
Planck Collaboration et al. (2011) found from a preliminary
SPIRE / Planck comparison that the discrepancy between the
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SPIRE and Planck spectra could be resolved if the SPIRE beam ar-
eas were underestimated by around 5 and 10 per cent at 857 and 600
GHz, respectively. We therefore introduce an additional beam area
correction parameter, fbeam, for each SPIRE band, with a Gaussian
prior centred at unity with a 1σ uncertainty of 10 per cent. At each
MCMC step the SPIRE bandpowers and errors are multiplied by
the corresponding f2beam before the likelihood is calculated.
For the Planck spectra, we use the beam error estimates given
in Table 4 of Planck Collaboration et al. (2011), however we mul-
tiply the Planck beam errors by five before taking the quadrature
sum of the statistical and beam uncertainties, motivated by the pos-
sible SPIRE and Planck spectrum shape discrepancy discussed by
Viero et al. (2013). We also assume a 100 per cent correlation in
the beam uncertainty across bandpowers in each Planck spectrum,
appropriate for a roughly Gaussian beam whose width is uncertain.
Allowing a larger SPIRE beam area correction, or increas-
ing the Planck beam shape uncertainties further, has no impact on
our results. If the nominal treatments presented in Amblard et al.
(2011) and Planck Collaboration et al. (2011) are used, the mis-
match between the SPIRE and Planck spectra is largely absorbed
by the SPIRE calibration parameters, with shifts in the CIB model
parameter constraints by no more than 0.5σ; our choice of beam
treatment does not have a significant impact on our results (see Sec-
tion 4.5).
We use the bandpower covariance matrix provided by
Reichardt et al. (2012), which includes beam uncertainties, when
calculating the SPT spectrum likelihood contribution.
Amblard et al. (2011) and Das et al. (2011) found that bin-to-
bin correlations in the SPIRE and ACT spectra, due either to corre-
lated beam shape uncertainties, or the source mask, are small, and
we also therefore neglect them in this work.
3.8 Non-CIB contributions to spectra
All the spectra used in this work were calculated from regions of
the sky that are known to be relatively free from Galactic dust con-
tamination, however diffuse emission (cirrus) is present; we also
consider several additional non-CIB contributions to the microwave
ACT and SPT spectra.
3.8.1 Planck spectra
The cirrus was cleaned from the Planck maps using cross-
correlations with high-resolution Galactic HI maps (Section 2.5 of
Planck Collaboration et al. 2011), and the 143 GHz Planck chan-
nel was used to remove the primary CMB contribution. We do not
consider any modifications to these methods in this analysis.
3.8.2 SPIRE spectra
Amblard et al. (2011) remove the cirrus in the SPIRE power spec-
trum using an extrapolation from lower wavelengths, however
Planck Collaboration et al. (2011) found that this treatment over-
estimated the cirrus contamination. We therefore adopt a similar
treatment to De Bernardis & Cooray (2012), and fit for the cirrus
contamination in the SPIRE power spectra along with the CIB
model parameters. We further reduce the possible impact of in-
correct cirrus modelling by only including SPIRE bandpowers at
ℓ > 2000 in our fit. We assume that the cirrus power spectrum has
the form Ccirrℓ = Acirr(ℓ/2000)−ncirr (e.g. Gautier et al. 1992;
Miville-Descheˆnes et al. 2007). We fit for the amplitude Acirr at
1200 GHz, and assume a graybody frequency dependence of the
cirrus flux with emissivity index β = 1.5 and effective temperature
T = 20 K (motivated by the findings of e.g. Bracco et al. 2011)
to scale the cirrus to 857 and 600 GHz. Planck Collaboration et al.
(2011) found that the cirrus at these lower frequencies is negligible
in the field from which the SPIRE spectra were calculated, and so
we do not expect our results to be sensitive to the exact frequency
dependence adopted. We adopt a Gaussian prior on ncirr, centred
at 2.89, with a 1σ spread of 0.44, using the constraint obtained by
Lagache et al. (2007), but doubling the width of the uncertainty to
account for possible variation of the cirrus index with frequency.
We find that, in fact, even the cirrus in the 1200 GHz SPIRE power
spectrum is not significantly detected in our fit, and that the ex-
act treatment of the SPIRE cirrus has negligible impact on the CIB
constraints.
3.8.3 ACT spectrum
We include in our model a lensed CMB component with a shape
in ℓ calculated assuming our fiducial cosmology using CAMB, but
fit for the an overall amplitude, ACMB, as a free parameter, using
a Gaussian prior with a 1σ uncertainty of 10 per cent. This free-
dom is more than sufficient to mimic changing, for example, σ8 by
±0.025 (roughly the 1σ constraint obtained by Keisler et al. 2011)
on the angular scales on which the CMB makes a non-negligible
contribution to the total spectrum. A more detailed treatment of the
CMB power spectrum has no impact on our results, at least for a
standard cosmological model.
No subtraction of Galactic dust is performed for the ACT
spectrum (see Das et al. 2011). We include the amplitude of the
subdominant ACT radio Poisson component as a nuisance param-
eter with a Gaussian prior of 4.1 ± 0.8 µK2 (or 0.48 ± 0.09 Jy2
sr−1), adopting the mean value obtained by Dunkley et al. (2011),
but conservatively doubling the measured uncertainty.
While the ACT 218 GHz band is virtually at the thermal
Sunyaev Zel’dovich effect null, the blackbody kinematic Sun-
yaev Zel’dovich effect (kSZ; Sunyaev & Zeldovich 1980) will be
present. We allow for a non-zero kSZ component, fitting for the
power at ℓ = 3000 in units of ℓ(ℓ + 1)Cℓ/2π, AkSZ, using a
fixed shape in ℓ obtained from recent hydrodynamical simulations
(Battaglia et al. 2010, 2012), and imposing a uniform prior of 0 <
AkSZ/µK2 < 8, based on constraints obtained by Dunkley et al.
(2011) and Reichardt et al. (2012). In the latter work it was found
that a larger kSZ amplitude was possible only for very high degrees
of correlation between the tSZ and CIB (over 50 per cent in units
of power at ℓ = 3000), for which there appears little physical mo-
tivation (see discussion in Addison et al. 2012b). The choice of the
kSZ amplitude prior does not have a significant effect on any of the
CIB model parameters.
In principle, power spectrum measurements at ∼220 GHz
could allow meaningful kSZ constraints to be obtained in the ab-
sence of the tSZ and tSZ–CIB contributions. We find that, for the
data considered, the dominant dusty source contribution is not suf-
ficiently well-constrained for the kSZ constraints to be useful (see
Section 5.3).
3.8.4 SPT spectrum
The lensed CMB and kSZ power are included when modelling the
SPT spectrum in the same way as for ACT. Radio source Poisson
power is minimal at 220 GHz with the SPT source mask; we in-
clude a radio Poisson component with amplitude fixed to the mean
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of the prior adopted by Reichardt et al. (2012), which corresponds
to 0.16 Jy2 sr−1 in flux density units. Reichardt et al. (2012) also
find that Galactic cirrus contributes only at the per cent level to the
total 220 GHz spectrum, and we adopt the model described in their
Section 5.6, without adding any additional free parameters. Allow-
ing more freedom in the SPT radio source or cirrus levels has a
negligible impact on our results.
3.9 Cosmic and sample variance
The deepest B12 number counts were obtained from an area of
only half a square degree (GOODS-N field). It is apparent from
Figure 10 of B12 that the counts, binned by redshift, are not al-
ways consistent between GOODS and the larger COSMOS field
within the quoted error bars. There is good consistency between
the counts in the lowest GOODS flux bin and those found from the
P (D) analysis of Glenn et al. (2010), but, since both analyses use
the same field, this does not help inform our treatment of possible
cosmic variance uncertainty. We choose to include only the counts
from the larger COSMOS field counts in our fit. While we can-
not rule out the possibility that the faint counts in the smaller field
are, in fact, more representative of the global population, we find
no current motivation for favouring these data; we also note that
Be´thermin et al. (2012a) recently found that the GOODS counts
systematically fell below their CIB galaxy model predictions while
the COSMOS counts were fairly well-reproduced. We consider the
effect of including the GOODS counts in Section 4.
On large scales, uncertainties in the Planck and SPIRE band-
powers are dominated by the limited sampling of Fourier modes,
due to finite sky coverage. For binned bandpower, Cb, with bin b
spanning ℓmin 6 ℓ 6 ℓmax, this cosmic variance contribution is
given analytically by (e.g. Fowler et al. 2010; Das et al. 2011)
σ2b,ν =
2
ℓ2max − ℓ
2
min
C2b,ν
1
fsky
, (21)
where fsky is the fraction of sky covered by the map used to cal-
culate the spectrum. For spectra calculated from the same patch of
sky, there will be a correlation in this cosmic variance uncertainty
between spectra at frequencies ν1 and ν2, given, for bandpower b
(assuming the same binning of the two spectra), by
σ2b,ν1ν2 =
2
ℓ2max − ℓ
2
min
C2b,ν1ν2
1
fsky
, (22)
where C2b,ν1ν2 is the binned cross-spectrum. The effect of the
spectrum-to-spectrum correlation in the SPIRE spectra may be ex-
pected to be larger than for Planck, because around ten times less
sky was used. Due to this fact, and the uncertain cirrus contami-
nation on large scales in the SPIRE spectra (Section 3.8.2), we do
not include any SPIRE bandpowers from ℓ < 2000, preferring the
large-scale power to be constrained by Planck alone. Removal of
the large-scale SPIRE data does not significantly degrade parame-
ter constraints.
We find that we can adequately account for the Planck
and remaining SPIRE spectrum-to-spectrum correlation with a
simplified iterative approach (similar to that described in A12),
without requiring additional calculations at each MCMC step.
We re-run the MCMC chain several times. At the end of each
chain, we use the best-fit model parameters to calculate the ra-
tio C2b,ν1ν2/(Cb,ν1Cb,ν2) for each bandpower and for each cross-
spectrum (e.g. 857 × 545, 857 × 353, 857 × 217, 545 × 353,
545×217 and 353×217 GHz for Planck, where the multiplication
symbol here denotes cross-correlation). This ratio is then multiplied
by the corresponding measured auto-spectra bandpowers to calcu-
late an estimate for the cross-spectrum bandpowers, which are used
to calculate the off-diagonal covariance elements, σ2b,ν1ν2 , for use
in the subsequent chain. We find that good convergence is achieved
after three chains, and that there is good agreement between the
SPIRE cross-correlation ratios obtained by this method and those
measured by Viero et al. (2013), discussed further in Section 5.6.
We note that there is a partial overlap between the Lockman
Hole region used for the Amblard et al. (2011) SPIRE analysis and
one of the regions used to calculate the Planck spectra. Since five
separate, larger, regions are also used in the Planck analysis, we
neglect the effect of any correlation in the cosmic variance uncer-
tainty between the Planck and SPIRE spectra. There is also partial
overlap between the ACT and SPT coverage, but as we are fitting
to these spectra on angular scales where noise dominates the error
budget, we similarly neglect any correlation between the ACT and
SPT spectra.
3.10 Effect of strong gravitational lensing
The observed bright-end CIB source counts in the submm and
at longer wavelengths are expected to differ from the intrinsic
counts due to the effect of strong gravitational lensing by fore-
ground groups and clusters (e.g. Blain 1996; Perrotta et al. 2002;
Negrello et al. 2007; Lima et al. 2010b; Negrello et al. 2010).
While, for any given source, this effect is not frequency dependent,
the fact that lower frequencies receive a larger relative contribution
from sources at higher redshift, where the lensing cross-section is
higher, means that we may expect the enhancement of the intrinsic
counts to increase with decreasing frequency.
A full treatment for the effect of lensing requires mod-
elling the distribution of lens systems and lensing cross-sections
(e.g. Lima et al. 2010a; Hezaveh & Holder 2011). Furthermore,
Mead et al. (2010) find that baryonic physics, including active
galactic nuclei feedback, may double the strong lensing cross-
section for massive clusters, while Hezaveh et al. (2012) show that
compact sources are preferentially more strongly lensed, introduc-
ing a source-size dependence. Accounting for the lensing effect on
CIB counts thus requires extensive modelling beyond that used to
describe the intrinsic dN/dS.
In this work, we conservatively choose not to constrain our
model with counts from lower frequencies than the SPIRE 600
GHz band. Even at this frequency, significant enhancement of the
counts is possible for S & 100 mJy (e.g. Negrello et al. 2007, B11,
Wardlow et al. 2013, Be´thermin et al. 2012a). The uncertainties in
the B12 counts at the bright end are large due to the limited sky
coverage, suggesting that the bias introduced in our parameters by
ignoring the effects of the lensing is likely to be small. We consider
the effect of excluding either the brightest SPIRE counts (S & 60
mJy), or the high-redshift (z > 2) SPIRE counts completely, and
find that, indeed, there is no systematic change in the parameter
constraints. We ignore the effect of strongly-lensed sources on the
angular power spectra because the lensing preserves surface bright-
ness, and it is fluctuations in surface brightness that the spectrum
measures. In addition, the brightest sources are masked from the
maps before the spectra are calculated.
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4 RESULTS
4.1 Goodness of fit and parameter constraints
Globally, the model provides a good fit to the data, with
χ2/d.o.f. = 239/248 = 0.96. The degrees of freedom are cal-
culated by summing the number of bandpowers (36 Planck, 63
SPIRE, 13 ACT and 15 SPT) and counts (105 SPIRE and 39 Spitzer
flux bins), and subtracting the number of free parameters (18 CIB
model parameters, plus the SPIRE cirrus amplitude and index, and
kSZ, primary CMB and ACT radio source amplitudes).
The SPIRE, Planck, ACT and SPT spectra are individually
well-fit by the model, with χ2/d.o.f. of 54/63, 35/36, 11/13, and
14/15, respectively. Likewise for the SPIRE and MIPS counts,
with χ2/d.o.f. of 80/105 and 34/39. Note that the difference in
the sum of the χ2 values for the individual data sets and the to-
tal value reported in the previous paragraph is due to the contribu-
tion from parameter priors, particularly flux calibration parameters
(Sections 3.5 and 4.5). If the analysis is performed without allowing
the SPIRE beam area correction or increased Planck beam shape
uncertainty discussed in Section 3.7 the model remains a good fit,
with χ2/d.o.f. = 1.04.
The one-dimensional marginalised parameter constraints, and
CIB parameter correlation matrix, are shown in Tables 2 and 3, re-
spectively. The parameters are grouped into three sections – lumi-
nosity function, SED and bias. While there are strong correlations
within each section, a combined fit to the counts and spectra greatly
reduces the correlation between parameters in different sections. In
particular, the parameters describing the CIB source bias parame-
ters are virtually decoupled from the LF and SED parameters. This
is a clear advantage of combining a range of data sets. Constraints
on the SPIRE cirrus scale dependence and primary CMB and ACT
radio source amplitudes are not shown as they are driven by the
priors given in Section 3.
The measured angular power spectra and best-fit model are
shown in Figure 1. The bandpowers shown include the corrections
for source SEDs and bandpass filter transmission described in Sec-
tion 3.6, as well as the best-fit calibration parameters. Figures 2
and 3 show differential number counts from SPIRE and MIPS, re-
spectively, with the binned counts likewise corrected for SED, filter
and best-fit calibration. When comparing our model with other data
sets, or predictions from other models, it is not sufficient to consider
only the model curves plotted in Figures 1 to 3, which do not reflect
the variation allowed by the calibration uncertainties.
The remainder of this section deals, in turn, with the three
parts of our model. We make comparisons with existing work and
discuss a range of model extensions or modifications.
4.2 Luminosity function
While our constraint on the faint-end LF slope of αLF = 0.79+0.40−0.42
is consistent with the value of∼ 1.2 typically obtained in the litera-
ture (e.g. Saunders et al. 1990, B11), considerably lower values are
also permitted. B11 found αLF = 1.223 ± 0.044; their constraint
is tighter than ours only because of including very local constraints
from IRAS and does not correspond to a tighter constraint on the
behaviour of faint high-redshift sources. Given the mild preference
shown for lower values of αLF, we consider allowingαLF to evolve
as a power law in 1+z, but with αLF fixed to 1.2 at z = 0, and find
that the data do indeed prefer a decrease in αLF with increasing z,
but only at the 1.3σ level of significance.
A range of values for σLF, which determines the bright-end
behaviour, has been reported in the literature. Our constraint of
0.34 ± 0.03 agrees fairly well with the 0.20+0.11−0.07 obtained by
Caputi et al. (2007) from the 8 µm rest-frame luminosity function
of star-forming galaxies at z = 1, for instance, but appears low
compared to the 0.406±0.019 obtained by B11. We note, however,
that σLF is somewhat sensitive to the assumed degree of correlation
between the stacked count uncertainties; if we neglect this corre-
lation entirely, as in B11, the constraint obtained is 0.38 ± 0.03,
which agrees well with the B11 result. As above, we consider al-
lowing power-law redshift evolution of σLF and find again a mild
(1.2σ) preference for a decrease with increasing redshift.
Including the deep GOODS-N counts from B12 (which were
not included in the baseline fit – see discussion in Section 3.9), as-
suming a 50 per cent correlation between the errors on the GOODS
counts in each redshift bin, as for the stacked COSMOS counts,
yields tighter constraints of αLF = 1.17 ± 0.12 and σLF =
0.29 ± 0.02. Being able to robustly extract deep number counts
is clearly important for future faint-end LF constraints at high red-
shift.
Figure 4 shows the evolution of Lc with redshift, including 1σ
uncertainty contours. We also plot Lc(z) when additional freedom
in the Lc and Φc evolution is allowed (with a third order term in
ln(1+ z) for each – see equations 3 and 4). A preference for an in-
crease in Lc beyond z ∼ 2.5, and deviations from pure power-law
evolution in 1 + z, are apparent in both cases. To further demon-
strate the current data’s high-redshift constraining power, we re-
peated our fit withLc(z) fixed to flatten into a plateau but otherwise
be completely consistent with our best-fit model. Even allowing for
higher-order terms in the Φc evolution to compensate the lack ofLc
freedom, this evolution is disfavoured at the 8, 6, and 3σ levels for
plateaus at redshift 2.0, 2.5 and 3.0, respectively.
It is possible that our Lc(z) results are being biased by our
simplistic SED treatment, or failing to explicitly account for mul-
tiple CIB source populations. Investigation of stacked count uncer-
tainty correlations and different LF shape parametrizations is also
clearly merited. We therefore do not attempt further interpretation,
for instance inferring the star formation rate density, in the present
work, however, our findings strongly suggest that joint fits to num-
ber counts and power spectra can provide meaningful constraints
on the evolution of the dust luminosity function and, ultimately,
star formation rates at high redshift.
Our approach is completely independent from existing anal-
yses using luminosity function measurements of resolved sources
(for recent examples using Spitzer data, see, e.g., Magnelli et al.
2011; Patel et al. 2013). With future FIR, submm and microwave
data improvements (see Section 5.7), we may expect analyses such
as ours to yield constraints on high-redshift dust-obscured star for-
mation that are both tighter and, thanks to directly probing the peak
or tail of the thermal dust emission, more robust, than those probing
the rest-frame MIR.
4.3 Spectral energy distribution
We have been able to place tight constraints on our adopted ther-
mal dust SED parameters, with two main results. Firstly, evolu-
tion of the temperature of the ‘a’ dust component, which follows
Ta = T0
(
1+z
1+zT
)ǫT
for z > zT , with T0 = 24.3 ± 1.4 K,
zT = 1.27
+0.14
−0.15 , and ǫT = 0.75 ± 0.10, is strongly required
(indicated by non-zero ǫT ). Secondly, an additional dust compo-
nent, with redshift-independent temperature Tb = 52±7 K, is also
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Table 2. Marginalised parameter constraints
Parameter Marginalised Description Equation
constraint
αLF 0.79
+0.40
−0.42 power-law index describing faint-end slope of LF (Φ ∝ L1−α for low L) 2
σLF 0.34± 0.03 LF spread 2
logL0/L⊙ 9.8± 0.3 characteristic bolometric dust luminosity at redshift zero 3
ǫL 5.2± 0.5 first order characteristic luminosity redshift evolution 3
ζL −0.98
+0.27
−0.26 second order characteristic luminosity redshift evolution 3
log Φ0 / gal dex−1 Mpc−3 −1.9± 0.2 LF normalisation at redshift zero 4
ǫΦ −2.5± 0.8 first order LF normalisation redshift evolution 4
ζΦ −0.3± 0.5 second order LF normalisation redshift evolution 4
T0 / K 24.1± 1.4 temperature of dust component ‘a’ at z = 0 7
zT 1.27
+0.14
−0.15 redshift for turn-on of component ‘a’ temperature evolution 7
ǫT 0.75± 0.10 component ‘a’ temperature evolution index 7
Tb / K 52± 7 temperature of dust component ‘b’ (does not vary with redshift) 8
β 1.78± 0.11 dust spectral emissivity index 8
fb 0.46± 0.10 contribution of dust component ‘b’ to total luminosity 8
b0 0.84
+0.19
−0.18 large-scale dusty source bias at redshift zero 10
ǫbias 1.43± 0.21 bias redshift evolution parameter 10
Abias 1.61± 0.19 source bias scale-dependence parameter 10
kc / Mpc−1 4.9+0.7−0.8 small-scale bias truncation scale 10
Acirr / Jy2 sr−1 (1.3± 1.0)× 103 Galactic cirrus power at ℓ = 2000 in SPIRE 1200 GHz spectrum
AkSZ / µK2 CMB 5.3+2.2−2.4 amplitude of the kinematic Sunyaev Zel’dovich angular power spectrum at ℓ = 3000
Table 3. CIB source parameter correlation matrix
αLF σLF logL0 ǫL ζL log Φ0 ǫΦ ζΦ T0 zT ǫT Tb β fb b0 ǫbias Abias kc
αLF 100 -76 89 4 -7 -6 -3 2 -18 9 1 -30 10 39 -33 4 1 2
σLF -76 100 -82 -5 0 22 4 1 18 -16 -3 24 -5 -31 27 -10 0 -3
logL0 89 -82 100 -32 28 -39 29 -29 -1 18 24 -13 -1 44 -32 5 2 -2
ǫL 4 -5 -32 100 -96 72 -94 91 -24 -32 -56 -16 14 -19 10 -4 -5 12
ζL -7 0 28 -96 100 -65 91 -94 22 40 52 14 -20 11 -13 13 6 -12
log Φ0 -6 22 -39 72 -65 100 -77 71 -1 -21 -32 8 2 -34 11 0 -1 9
ǫΦ -3 4 29 -94 91 -77 100 -97 10 28 43 0 -7 19 -12 5 7 -13
ζΦ 2 1 -29 91 -94 71 -97 100 -14 -32 -44 -4 16 -14 17 -15 -6 13
T0 -18 18 -1 -24 22 -1 10 -14 100 -17 29 92 -82 -50 9 1 -8 -1
zT 9 -16 18 -32 40 -21 28 -32 -17 100 68 -23 3 27 1 -9 13 -3
ǫT 1 -3 24 -56 52 -32 43 -44 29 68 100 21 -8 13 3 -11 9 -4
Tb -30 24 -13 -16 14 8 0 -4 92 -23 21 100 -69 -52 14 1 -8 1
β 10 -5 -1 14 -20 2 -7 16 -82 3 -8 -69 100 40 -11 -2 7 1
fb 39 -31 44 -19 11 -34 19 -14 -50 27 13 -52 40 100 -17 -2 1 0
b0 -33 27 -32 10 -13 11 -12 17 9 1 3 14 -11 -17 100 -85 -45 17
ǫbias 4 -10 5 -4 13 0 5 -15 1 -9 -11 1 -2 -2 -85 100 21 -4
Abias 1 0 2 -5 6 -1 7 -6 -8 13 9 -8 7 1 -45 21 100 -60
kc 2 -3 -2 12 -12 9 -13 13 -1 -3 -4 1 1 0 17 -4 -60 100
necessary – as shown by the significant preference for non-zero
fb = 0.46 ± 0.10 (see equation 8).
It seems possible that the evolution in Ta is due not to an evo-
lution in the actual dust population, but to the increase in Lc(z); as
discussed in Section 2.2, a positive correlation between temperature
and luminosity has been observed in various studies. The apparent
evolution in dust temperature may also be associated with evolu-
tion in dust opacity. A more general form of the graybody equation
is given by (e.g. Blain et al. 2003)
φν ∝ [1− exp(−(ν/νc)
β)]Bν(T ), (23)
which asymptotes to the optically thin limit adopted in the base-
line model for small ν/νc. There is a strong degeneracy between
T , β and νc, and we find that the effect of introducing νc may be
largely reproduced by changes in Ta and β, at least for νc ∼ 3000
GHz (adopting the value from Draine 2006). We may expect a sim-
ilar degeneracy to exist between parameters describing any redshift
evolution in νc and Ta.
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Figure 1. Angular power spectra of unresolved CIB sources from Herschel-SPIRE (Amblard et al. 2011), Planck (Planck Collaboration et al. 2011), ACT
(Das et al. 2011), and SPT (Reichardt et al. 2012), with our best-fit model overplotted. The power spectra consist of a scale-independent Poisson term, and a
clustered component that falls roughly as a power law. The bandpower uncertainties do not include uncertainties in map calibration (see Section 4.5). The best-
fit Galactic cirrus power in the SPIRE spectra is approximately zero and not shown. SPIRE bandpowers from ℓ < 2000 were not included in the fit (Section 3),
but are shown here for comparison. The Planck bandpower uncertainties plotted include only the nominal beam uncertainties; additional freedom was allowed
in the baseline model, as described in Section 3.7. The kSZ effect, Galactic cirrus and unresolved radio sources contribute to the ACT and SPT spectra but are
highly subdominant to the dusty CIB source contribution. The best-fit primary lensed CMB has been subtracted from the ACT and SPT bandpowers (Section
3.7.3).
Regardless of the physical origin, the fact that the data require
a non-zero ǫT at a significance level of over 7σ strongly suggests
that some kind of SED evolution is required. We find that for the
baseline parametrization, the evolution in temperature cannot be
replaced with additional evolution terms in Lc or Φc, or by intro-
ducing evolution in emissivity index, β, or allowing a different β
for the ‘a’ and ‘b’ components.
We find that fitting for a power-law modification to the Wien
tail, with free index, αMIR, as an alternative to the second dust
component, yields similar results to the baseline model, provided
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Figure 2. Far-infrared differential number counts from Herschel-SPIRE (Be´thermin et al. 2012c), obtained from a stacking analysis of the GOODS-N (squares)
and COSMOS (triangles) fields, and by counting resolved sources in COSMOS (diamonds), with our best-fit model overplotted. The best-fit calibration values
have been applied to the measured counts, as have corrections for source SED and the SPIRE bandpass filter transmission, as described in Section 3. The
GOODS counts were not included in the baseline model (Section 3.9).
evolution in the dust temperature is still allowed. The MIR SED in-
dex is constrained to be αMIR = 2.50 ± 0.23, somewhat higher
than the value of 2.0 adopted in recent work (e.g., Hall et al.
2010; Shang et al. 2012; Viero et al. 2013). With this modified MIR
model, the temperature of the dust at low redshift is higher than
T0 in the baseline model by ∼ 1.5σ, and the emissivity index, β,
is ∼ 1.5σ lower. Strikingly, the evolution parameters for the dust
temperature are both in excellent agreement with those of the ‘a’
component in the baseline model, with temperature evolution again
strongly required.
The baseline and modified MIR SED models yield similar
goodness-of-fit, although the baseline model is mildly favoured.
Stronger discrimination between these models is not possible with
the current data because of their similarity over the range of fre-
quency probed (illustrated in Figure 5). Data from shorter wave-
lengths, and an expanded SED model (including contributions
other than thermal dust emission), will provide tighter constraints
on the behaviour of the dust emission in the MIR range. We find no
evidence for evolution in αMIR when we adopt the modified MIR
power law SED, and we likewise find no evidence for evolution in
Tb in the baseline model. Allowing a modified MIR index in ad-
dition to explicitly parametrizing a second temperature component
does not lead to improvements in the model likelihood.
While, as stated in Section 2, and discussed here, the extent to
which our SED parameters can be associated with physical quanti-
ties is unclear, what our results demonstrate is that the counts and
power spectra are capable of constraining the mean thermal dust
SED at high redshift.
Our dust temperature and emissivity constraints show good
general agreement with the T ∼ 30 − 60 K and β ∼ 1.5 − 2
obtained in SED fits to FIR-, submm- and mm-selected galax-
ies (e.g. Dunne & Eales 2001; Chapman et al. 2005; Coppin et al.
2006; Michałowski et al. 2010a; Chapin et al. 2011; Greve et al.
2012). We can also compare our model predictions with recent
measurements relating to SED evolution. Kirkpatrick et al. (2012)
fit SEDs of 24 µm-selected sources using a two-temperature mod-
ified blackbody similar to our baseline SED parametrization. They
found cold and hot dust temperatures of 25 ± 2 K and 55 ± 6 K
for galaxies at z ∼ 1, and 28 ± 2 K and 59 ± 5 K at z ∼ 2. Our
baseline model yields values of 24 ± 1 K and 52 ± 7 K at z = 1,
and 29 ± 2 K and 52 ± 7 at z = 2, which are in good agree-
ment with these measurements. Magdis et al. (2012) stacked SEDs
from multi-wavelength observations of galaxies and inferred an in-
crease in effective dust temperature from 32 ± 2 to 38 ± 2 over
1 < z < 2, assuming a single-temperature modified blackbody
with β fixed to 1.5. We can compare these values to our alternative
single-temperature model featuring the modified MIR power law
SED. Fixing β = 1.5, we obtain effective temperatures of 29 ± 1
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Figure 3. Far-infrared differential number counts from Spitzer-MIPS
(Be´thermin et al. 2010), with best-fit model overplotted. The counts are cor-
rected for best-fit calibration, source SED and bandpass filter, as in Figure
2 (see Section 3).
and 35± 2 at z = 1 and z = 2, again in agreement with the more
direct observations.
The SED constraints obtained in our model hinge on the use of
data covering a wide range of frequency; in this work, the submil-
limetre and microwave-band power spectra provide considerable
improvement over the SPIRE and MIPS counts alone (see Sec-
tion 5.5). Deep counts at lower frequencies than SPIRE (for in-
stance, from the Submillimetre Common-User Bolometer Array-2
– SCUBA-2 – Cosmology Legacy Survey3) could likely fulfil this
role to some extent as well, provided the effect of strong lensing on
the bright-end counts can be robustly treated.
4.4 Clustering properties
The data strongly require scale-dependent dusty source biasing rel-
ative to the linear matter power spectrum, parametrized through
Abias = 1.61 ± 0.19 and kc = 4.8+0.7−0.8 Mpc−1. A preference
for scale-dependent bias remains at high significance even when
the non-linear matter power spectrum (calculated using HALOFIT
from the CAMB distribution) is used in our clustered power calcu-
lation.
Figure 6 shows the impact of this scale dependence as a func-
tion of both ℓ and k; by ℓ ∼ 750, the scale dependence results
in a factor of two difference compared to the linear matter power
spectrum shape. The fact that the scale dependence has a significant
impact even on these angular scales – where the one-halo term of
the halo model is subdominant (e.g. Amblard et al. 2011; Xia et al.
3 http://www.jach.hawaii.edu/JCMT/surveys/Cosmology.html
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Figure 4. Redshift evolution of characteristic thermal dust luminosity, Lc.
Model predictions are shown for the baseline model and when extra evo-
lution parameters are added to Lc and Φc. Three evolution curves that are
consistent with the baseline predictions at low redshift, but feature a plateau
in Lc at redshift 2.0, 2.5, and 3.0, are also shown. We repeated our fitting
with the Lc evolution fixed to each of these plateau models but all other
parameters allowed to vary as before and found that the plateau models are
disfavoured at the 8, 6 and 3σ levels even if additional freedom is allowed
in the Φc evolution. This demonstrates the ability of the counts and spectra
to constrain high-redshift evolution.
2012; Viero et al. 2013) – suggests that it may not be valid to ne-
glect the scale dependence of halo bias when calculating the two-
halo halo model term, as discussed in Section 1.
Deviations from scale-independent bias are apparent around
k ∼ 0.1 Mpc−1 in our model, consistent with measurements
from galaxy surveys andN -body simulations (e.g., Eisenstein et al.
2005; Cole et al. 2005; Yoo et al. 2009; Fernandez et al. 2010). At
highly non-linear scales (k & 1 Mpc−1), the clustered power is
suppressed by the exp(−(k/kc)2) factor in equation (7). As stated
in Section 2.3, physically this suppression is likely mimicking the
roll-over the one-halo term, which occurs on scales roughly corre-
sponding to the physical extent of a halo, in existing CIB clustering
models (e.g. Amblard et al. 2011; Shang et al. 2012).
Figure 7 shows our constraint on the evolution of the large-
scale CIB source bias. Also shown is the bias of dark matter
haloes at several fixed masses as a function of redshift, using the
parametric fit to N -body simulations presented by Tinker et al.
(2010). Our baseline results are consistent with dusty sources in-
habiting haloes of mass Mhalo ∼ 1013M⊙, which is higher than
the values of ∼ 1012M⊙ associated with optimal star formation
from recent studies (e.g. Wang et al. 2013; Be´thermin et al. 2012b;
Behroozi et al. 2013b,a). Large number of fainter sources occupy-
ing massive groups and clusters may lead to an increase in the ef-
fective bias we have measured. We also find that lower values of
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from both our baseline model, and with the addition of the bgal − L corre-
lation from equation 24. A positive bgal−L correlation is mildly preferred,
leading to lower bias values. The bias of dark matter haloes of several fixed
masses are also shown as a function of redshift, using the fitting functions
provided by Tinker et al. (2010).
b0, corresponding to a lower characteristic halo mass, are allowed
if we introduce a correlation between CIB source bias and dust lu-
minosity (see Section 2.4). The data only provide weak constraints
on such a correlation; we consider as a simple example a monotonic
relation of the form
b′gal(k, z, L) ∝ bgal(k, z)
(
1 + γcorr
L
Lc(z)
)
, (24)
where γcorr is a free parameter. In order to compare directly with
the large-scale bias constraints in the absence of a bgal − L cor-
relation, the proportionality constant is fixed at each redshift by
requiring the mean large-scale bias, averaged over all sources, to
equal b0(1+ z)ǫbias . We find a mild preference for a positive value
of γcorr, which leads to a lower inferred large-scale bias, shown
in Figure 7. As stated in Section 2.4, the data show only a mild
(2σ) preference for a bgal − L correlation of this form in terms
of goodness-of-fit, and the introduction of the correlation does not
impact significantly on LF or SED constraints.
Further work, involving more detailed modelling of the CIB
source clustering, perhaps within a halo model framework, is re-
quired to explore the relation between dust luminosity and halo
mass in more detail.
4.5 Calibration
Constraints on the photometric calibration parameters, which were
included as additional free parameters in our fitting (Section 3.5)
are shown in Table 4. The fact that the marginalised uncertainties
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Table 4. Marginalised constraints on calibration parameters
Data set Baseline No beam Nominal
model corrections
Planck 857 GHz spectrum 0.95± 0.04 0.94± 0.04 0.09†
Planck 545 GHz spectrum 0.88± 0.03 0.86± 0.03 0.09†
Planck 353 GHz spectrum 1.01± 0.03 0.99± 0.03 0.04†
Planck 217 GHz spectrum 1.06± 0.03 1.04± 0.03 0.04†
SPIRE 1200 GHz spectrum 1.07± 0.10 1.15± 0.05 0.15
SPIRE 1200 GHz beam 1.07± 0.08 0.10
SPIRE 857 GHz spectrum 0.99± 0.09 1.13± 0.07 0.15
SPIRE 857 GHz beam 1.07± 0.08 0.10
SPIRE 600 GHz spectrum 1.01± 0.09 1.05± 0.04 0.15
SPIRE 600 GHz beam 1.01± 0.09 0.10
ACT 218 GHz spectrum 1.02± 0.03 1.04± 0.03 0.07
SPT 220 GHz spectrum‡ 0.98± 0.04 0.99± 0.04 0.048‡
SPIRE 1200 GHz counts 1.04± 0.05 1.04± 0.05 0.07∗
SPIRE 857 GHz counts 0.98± 0.05 0.99± 0.05 0.07∗
SPIRE 600 GHz counts 0.99± 0.02 1.00± 0.05 0.07∗
MIPS 4300 GHz counts 0.94± 0.06 0.94± 0.06 0.07
MIPS 1900 GHz counts 0.98± 0.03 0.98± 0.03 0.12
† an additional 2 per cent has been added to the Planck calibration
uncertainties (Section 3.6.1)
‡ SPT calibration is in units of power, otherwise units of flux or CMB
temperature
∗ we enforce correlation between these calibration values, with
band-to-band covariance of 0.052 (Section 3.5)
from our fit are smaller than the nominal uncertainties is a con-
sequence of fitting to a large number of data sets with substantial
frequency overlap. As discussed in Section 3, what we are calling
calibration parameters may also be absorbing uncertainties relating
to bandpass filter transmission profiles and the filter response to the
source SEDs. We therefore do not expect the fcal constraints to be
consistent with unity in every case.
Table 4 shows the constraints on the additional SPIRE beam
area correction factors, fbeam, introduced as described in Section
3.7. Also shown are the constraints obtained when neither these fac-
tors, nor the additional Planck beam uncertainty, are allowed (“No
beam corrections” column). Removing the additional beam-related
freedom does not significantly affect the calibration values, except
that the SPIRE spectrum calibrations absorb the effect of the beam
area correction and lie further from unity. The marginalised CIB
parameter constraints also change by less than 0.5σ in all cases.
We allowed additional freedom in the SPIRE and Planck
beam treatment in the baseline model, motivated by discussions in
Planck Collaboration et al. (2011) and Viero et al. (2013), but have
demonstrated that this is not significantly affecting or biasing our
results. We further note that removing either the SPIRE or Planck
spectra from the fit entirely does not qualitatively modify the shape
of the luminosity function evolution or the requirement for SED
evolution and the second temperature component discussed earlier
in this section. Additionally, the preference for the low Planck 545
GHz calibration remains even when the SPIRE spectra are not in-
cluded.
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Figure 8. Mean CIB intensity spectrum, measured using FIRAS
(Lagache et al. 1999, green line) and from an analysis of IRAS and MIPS
data at 100 and 160 µm (Pe´nin et al. 2012b, red diamonds). The solid black
line shows our mean model prediction, and the dashed lines the 1σ confi-
dence contours.
5 DISCUSSION
In this section we compare our model’s predictions with several
measurements outside those used to constrain it, and discuss some
of its implications for future work.
5.1 Integrated CIB intensity
The integrated CIB intensity, clustered anisotropy power and Pois-
son anisotropy power each receive different contributions from dif-
ferent populations of sources, with the brightest sources making a
larger relative contribution to the Poisson power, for instance (see
discussions in e.g. Hajian et al. 2012, A12, Addison et al. 2012b).
Our model correctly reproduces the anisotropy power spectra over
a range of frequency; an obvious question is whether it also repro-
duces the integrated CIB intensity. We show our mean model pre-
dictions, with 1σ uncertainty contours, in Figure 8, along with mea-
surements of the integrated CIB SED from FIRAS (Lagache et al.
1999). We also show measurements of the mean CIB intensity at
160 and 100 µm from IRAS and MIPS (Pe´nin et al. 2012b).
Our model is in fairly good agreement with the CIB intensity
measurements, with an underestimation of∼ 1σ around the peak of
the CIB emission. In principle, we could have used the FIRAS data
to constrain the model, along with the spectra and number counts;
we did not consider this because the Planck 857 and 545 GHz maps
were calibrated from the FIRAS measurements, and thus any sys-
tematic present in the FIRAS data could have effectively entered
our modelling twice.
5.2 Power spectra at lower frequencies
As stated in Section 3, we limited our analysis to spectra contain-
ing negligible contribution from the Sunyaev Zel’dovich effect or
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Table 5. Power spectrum predictions for lower frequencies (units of ℓ(ℓ +
1)Cℓ/2π|ℓ=3000, in µK2 CMB)
Prediction Measured†
150 GHz Poisson 9.6± 0.9 8.1± 0.5
Clustered 7.0± 0.8 6.7± 0.7
95 GHz Poisson 1.37± 0.21 1.04± 0.15
Clustered 0.97± 0.17 0.87± 0.17
† SPT constraints from Reichardt et al. (2012) with tSZ–CIB correlation
allowed
its cross-correlation with CIB sources. A good test of our model as-
sumptions is to extrapolate the power spectrum predictions to lower
frequencies. We compare our predictions with the most recent CIB
power spectrum constraints from SPT (Reichardt et al. 2012) in Ta-
ble 5. We compare to the SPT measurements obtained when a cor-
relation between the tSZ effect and CIB sources is allowed, since
Addison et al. (2012b) found that such a correlation may exist at
the 10–20 per cent level in units of power.
There is fairly good consistency between our predictions and
the SPT measurements, although our predictions for Poisson power
are somewhat higher than the SPT results. Our constraints, at least
on the clustered power amplitude, are competitive with the direct
measurements. Extending our model to include lower frequency
(ν < 220 GHz) ACT, SPT, and Planck data may therefore im-
prove constraints on both our dust emission model, and secondary
anisotropies like the Sunyaev Zel’dovich effect.
5.3 Kinematic Sunyaev Zel’dovich constraints
The kSZ constraint obtained in our baseline fit, AkSZ = 5.3+2.2−2.4
µK2, represents a preference for a non-zero kSZ contribution at
slightly more than the 2σ significance level, which remains even
if no upper limit is imposed on the kSZ amplitude. The amplitude
is consistent with recent predictions of ∼ 2 − 4 µK2 (Shaw et al.
2012) and ∼ 3.5 − 5.5 µK2 (Mesinger et al. 2012), however the
current uncertainty is too large for our result to be useful for con-
straining kSZ models. We find that the kSZ amplitude is not highly
correlated with any of the dust model parameters, meaning that
there is no single quantity which, if better known, would lead to a
substantial improvement in the kSZ constraint. While constraining
the kSZ power spectrum from data free from the tSZ is an attrac-
tive idea, it would appear that, at least currently, this is not feasible,
given the small size of the kSZ power relative to the dust at 220
GHz.
5.4 Comparison to AzTEC number counts
Figure 9 shows differential number counts obtained at 1.1 mm us-
ing the AzTEC camera (Scott et al. 2012) with the 95% confidence
limit predictions from our baseline model. It is clear that the model
significantly underpredicts the counts at ∼ 3 − 6 mJy. There are
a number of possible explanations for this discrepancy. Our LF or
SED modeling may be too simplistic to correctly predict the bright
millimeter counts based on extrapolation from the FIR and submm
number count constraints from MIPS and SPIRE. It is also pos-
sible that strong gravitational lensing significantly enhances the
bright-end counts. Several recent source models (e.g. Lapi et al.
2011; Be´thermin et al. 2012a) that include treatment of strong lens-
ing predict that it has a significant effect only for S > 10 mJy at
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Figure 9. AzTEC counts at 1.1 mm from Scott et al. (2012), with 95% con-
fidence limits from our baseline model overplotted. Several possible causes
of the discrepancy at intermediate flux values are discussed in the text (Sec-
tion 5.4).
1.1 mm, however these models do not include the effect of lens-
ing magnification outside the strong lensing regime – magnification
factor µ < 2 – and do not include the effect of baryons on lensing
potentials. Finally, we note that the 24 µm MIPS counts used to
extract the counts at 70 – 500 µm by Be´thermin et al. (2010) and
Be´thermin et al. (2012c) were obtained from an instrument with
angular resolution of ∼ 6′′, a factor or two or more better than
AzTEC and SPIRE. An excess of measured bright sources could
be at least partially an artefact of limited angular resolution, caused
by blending of multiple faint sources. Karim et al. (2013) found
evidence for this phenomenon using high-resolution ALMA obser-
vations. The bright-end Be´thermin et al. (2012c) SPIRE counts are
also systematically low compared to SPIRE counts obtained with-
out using MIPS source positions (see their Figure 9). We expect
future advances in lens modelling and understanding of resolution-
dependent effects on source counts to help quantify the importance
of these effects.
5.5 The signal in the shot-noise
An interesting result from our work is the constraining power that
is carried by the Poisson component of the high-resolution spectra
(mainly SPIRE, but also ACT and SPT). To illustrate this, Figure
10 shows two-dimensional parameter constraints, with contours en-
closing 68 and 95 per cent of the MCMC samples, for several model
parameters. We show constraints from three models: the baseline
model, a model constrained from the SPIRE and MIPS number
counts alone, and a model constrained by the counts plus clustering
power alone. In this third model, the Poisson power in each of the
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Figure 10. Two-dimensional parameter constraints with contours enclosing
68 and 95 per cent of the MCMC samples. Constraints on SED parame-
ters (such as the low-redshift temperature of the ‘a’ component, T0, and
the parameter describing the temperature evolution, ǫT – see equation 7)
are considerably improved by fitting the counts and clustered power over
fitting the SPIRE and MIPS counts alone. Requiring the model to also fit
the Poisson power spectrum further improves the SED constraints, and also
significantly improves constraints on the large-scale bias of the CIB sources
(given at z = 0 by b0) and the redshift evolution of the bias, parametrized
by ǫbias.
nine power spectra is allowed to vary as an additional free param-
eter. The results of this comparison can be summarised as follows:
including the clustered power leads to a significant improvement in
SED parameter constraints over the counts alone, and inclusion of
the Poisson power in the fit leads to moderate further improvements
in the SED parameters constraints, and large improvements in the
bias parameter constraints, in particular dramatically reducing the
correlation between b0 and ǫbias.
We also find that the model likelihood is not sufficiently im-
proved by treating the Poisson levels independently to warrant a
preference for this approach on goodness-of-fit grounds (∆χ2 =
15 for 9 fewer degrees of freedom, corresponding to a 1.3σ prefer-
ence). Furthermore, there is good consistency between the results
from the three models for every parameter. This suggests that our
results are not significantly biased by our treatment of bright source
masking prior to power spectrum calculation (see Section 2.5).
5.6 Redshift distribution of power and intensity
Figure 11 shows the redshift distribution of clustered and Poisson
anisotropy power, and CIB intensity, as a function of frequency,
for our best-fit model parameters. Different levels of bright source
removal is responsible for the behaviour of the Poisson power at
low redshift, with notably fewer bright sources bring masked in the
Planck compared to SPIRE spectra. It should be noted that the red-
shift distributions in the submm and mm shift to higher redshift if
only the brighter sources are considered. For example, considering
only the sources with flux S > 15 mJy at 353 GHz (850 µm) leads
to a shift in the median of the intensity distribution to z ∼ 2.5,
with virtually no contribution from z . 1, in better agreement with
the redshift-distribution of classical submm galaxies observed with
SCUBA (e.g. Chapman et al. 2005).
Our model predicts that, as expected, lower frequencies
receive greater relative contribution from higher redshifts (e.g.
Knox et al. 2001), but, interestingly, there is only moderate evo-
lution in the distribution over the submm and microwave bands.
Physically, this corresponds to a high degree of coherence in the
dust emission across this frequency range. Defining the degree of
cross-correlation between frequency ν1 and ν2 as the ratio of the
cross-spectrum power to the square root of the product of the auto-
spectra, Cℓ,ν1ν2/
√
Cℓ,ν1Cℓ,ν2 , we predict a correlation in units of
power of around 90 per cent between the Planck 857 and 217 GHz
bands, for example.
This high degree of correlation would suggest that much of the
dust that acts as a foreground contaminant for current CMB temper-
ature cosmology (hampering detection of the kSZ power spectrum,
for instance) may be removed either by direct cross-correlation of
microwave maps with maps at higher frequencies, or understood
through a joint fit with the high-frequency, dust-dominated data.
The most direct test of this prediction is comparison with mea-
sured power spectra from cross-correlating microwave and submm
maps. We repeated our model fitting including cross-spectra pre-
sented by Hajian et al. (2012), calculated by correlating BLAST
maps at 250, 350 and 500 µm with the ACT 218 GHz map, and
found that our baseline model provides a good fit (∆χ2 = 25 for
27 additional bandpowers, treating the BLAST map calibration pa-
rameters as described in Section 3.5). This is consistent with the
high degree of coherence preferred by most of the ACT / BLAST
cross-spectra in the analyses of Hajian et al. (2012) and A12, how-
ever, the BLAST / ACT cross-spectra bandpowers are noisy, and
future cross-correlations (for instance from Planck, or from cross-
correlating SPIRE maps with ACT or SPT) will provide a stronger
test of our prediction.
Since the evolution in dCℓ/dz with changing frequency is
more significant for the Poisson than the clustered power, we fur-
ther predict that the degree of correlation between different bands
is ℓ-dependent, with the correlation highest on large angular scales,
where the Poisson is subdominant. Our predictions for the scale de-
pendence of the SPIRE cross-correlations are in good agreement
with the recent measurements of Viero et al. (2013). We predict
cross-correlations of 0.92–0.96, 0.85–0.91 and 0.95–0.98 for the
SPIRE 1200×860, 1200×600 and 860×600 GHz spectra, respec-
tively, with the range indicating the variation from ℓ ∼ 2× 104 to
ℓ ∼ 102. Viero et al. (2013) find cross-correlations of 0.95± 0.04,
0.86± 0.04, and 0.95± 0.03 for the same three cross-spectra (also
see their Figure 10, which shows the trend of decreasing correlation
with increasing ℓ).
5.7 Model limitations and future work
A large assumption in our modelling is that the dusty sources can
essentially be treated as a homogenous population, whose aver-
age properties vary smoothly over time. Much of our constraining
power is in the form of integrated quantities – the power spectra
– meaning our results are probably not especially sensitive to rare,
extreme objects (which could distort results obtained from a flux-
limited study), but it is not clear that our model would correctly
capture a sharp transition in either dust or clustering properties,
which features in some existing work. In the model developed by
Granato et al. (2004), Lapi et al. (2011), and Xia et al. (2012), for
instance, highly-clustered, massive, proto-spheroidal galaxies dom-
inate the dusty galaxy population at high redshift, but cease to exist
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Figure 11. Redshift distribution of clustered and Poisson CIB anisotropy power, and CIB intensity, normalised such that the area under each curve is unity,
for our best-fit model. The redshift distribution of the clustered power is shown at ℓ = 3000, although the redshift distribution does not vary strongly with
scale over the range of scales where the clustered power contributes significantly to the total spectrum. A few per cent of the Poisson power (particularly for
Planck, where fewer bright sources are removed) is predicted to originate from low-redshift sources that are below the source removal limit, although in each
case the power remains convergent. The high degree of overlap between the curves at different frequencies corresponds to a high degree of coherence in the
dusty galaxy emission over the submillimeter and microwave bands. This is an important prediction of our model.
at z < 1, where merger-driven starbursts and (eventually) spiral
galaxies take over. Allowing more explicitly for multiple source
populations, with separate emission or clustering properties, is a
clear improvement we can consider in future work.
Some possible limitations of our SED parametrization have
already been discussed (Sections 2.2 and 4.3). The Atacama Large
Millimeter/submillimeter Array (ALMA4) will greatly improve our
understanding of the processes relating to dust-enshrouded star for-
mation on galaxy scales, and may enable us move on from the gray-
body approximation to a more physical dust emission treatment.
Additionally, extending our model to include higher frequencies,
incorporating non-thermal dust contributions to the SED and bolo-
metric IR luminosity, will facilitate comparison with infrared lumi-
nosity density and star formation rate constraints from other work.
The first release of Planck maps, covering the entire sky
(rather than just the ∼140 deg2 used for the spectra we have in-
cluded here), is expected in early 2013. Spectra from these maps,
in addition to future Herschel, ACT, SPT, ACTPol (Niemack et al.
2010) and SPTpol (McMahon et al. 2009; Austermann et al. 2012)
spectra, will significantly improve constraints over those con-
sidered here. Future number counts, from additional SPIRE
fields, as well as, for example, SCUBA-2, will also give much-
needed improved constraints on the properties of fainter high-
redshift sources. The angular correlation function of flux-limited
samples of CIB sources (e.g. Cooray et al. 2010; Maddox et al.
2010; Guo et al. 2011), from, for instance, the Herschel-ATLAS
(Eales et al. 2010) or SCUBA-2 will, when used in conjunction
4 http://www.almaobservatory.org/
with the angular power spectrum, allow more detailed investigation
of the bgal − L correlation.
A host of CIB cross-correlations, using other tracers of large-
scale structure, such as reconstructed CMB or galaxy weak lensing
deflection maps, or optical data from the SDSS, are expected in
the coming months. Being sensitive to different combinations of
model parameters from the counts and CIB spectra, these statistics
will be invaluable for furthering our understanding of extragalactic
dust emission. The framework presented in Section 2 can be easily
used to either predict these correlations, or extended to use them to
improve constraints. Our model is particularly well-suited to pre-
dicting or interpreting the CMB lensing or integrated Sachs-Wolfe
correlations with the CIB, where much of the measured signal will
be on large angular scales, and relatively insensitive to the details
of the small-scale clustering.
The primary motivation for studying extragalactic dust emis-
sion is to ultimately constrain the star formation history. Detec-
tors onboard, for example, Spitzer and WISE, probe re-processed
starlight in the near- and mid-infrared, complementing the longer-
wavelength data we have used. The near- and far-infrared emission
are known to be correlated (e.g. Bond et al. 2012), and incorpo-
rating data at shorter wavelengths in our model will both improve
understanding of this correlation, and lead to a more complete view
of obscured star formation.
6 CONCLUSIONS
We have simultaneously constrained the luminosity function, spec-
tral energy distribution and clustering properties of dusty CIB
galaxies using a combined fit to number counts and angular power
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spectra from five current instruments – Spitzer, Herschel, Planck,
ACT and SPT. Our analysis is based on fairly simple, phenomeno-
logical, parametrizations, but has yielded a number of important
results:
(i) evolution in the dust SED, parametrized here through evolu-
tion in graybody dust temperature, appears to be required,
(ii) the data show a strong preference for either a second gray-
body component or modified MIR tail behaviour,
(iii) joint fits to FIR, submm and microwave counts and spectra
can constrain the evolution of the dusty source luminosity function
at high redshift (z & 2.5− 3),
(iv) pure power-law CIB source clustering is moderately dis-
favoured by combining current Planck and SPIRE spectra,
(v) we predict a high degree of submm / microwave band CIB
correlation (about 90 per cent in units of power between Planck’s
217 and 857 GHz bands, for example), and
(vi) the Poisson, shot-noise, component of the power spectrum
can be used to improve CIB source constraints.
None of the data sets considered in this work are individually
capable of yielding constraints competitive with those from the
combined fit. The basic approach we put forward – combining
data from a range of instruments, with a rigorous treatment of data
and modelling uncertainties – will thus be of great importance for
realising the potential of future data sets.
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