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ABSTRACT
In this paper, we recommend a mechanism for determining
whether to logit or not to logit data in the unit interval which is based on
quantile estimation of data between 0 and 1. By using a simulated
dataset generated from a Beta regression model, the estimated quantile
for this model perform better than those based on the linear quantile
regression with logit transformation.
Further, we investigate the performance of the quantile regression
estimators based on the LQR and we conclude that it is better than those
based on the Beta regression when the distribution is contaminated with
10% uniform numbers between 0 and 1. The proposed recommendation
is that we can use logit transformation LQR if (1) we are dealing with
quantile estimation in data between 0 and 1 (2) we ascertain that the data
fit well to the contemplated bounded data regressions (whether Beta
Regression or otherwise) and (3) if the fit of the model is suspected.
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CHAPTER 1
1.0

INTRODUCTION:
Bounded continuous data are common in several scientific fields, from

psychology to physics, mathematics to ecology, and even in social and
behavioral sciences. There are numerous examples of bounded continuous
dependent variables; from psychology, for instance, there is the percentage of
time attending “one stimulus” versus “another” as in habituation studies,
subjective probability or confidence ratings that are common in cognitive
research, or total scores on a symptom questionnaire applied in a community
setting (Jay and Michael 2012[1]).
The occurrence of bounded continuous data has several examples in
scientific research which are too numerous to list. However, in some recent
research, bounded scales have been employed glaringly in medical pain
research via the Visual Analogue Scale (VAS). Some of the publications that
utilize bounded continuous data are (Roster, Lucianetti, and Albaum 2015 [2];
Myles et al. (2017) [3]) via VAS, in psychological research (Monk et.al
1989[4]; Lee, Hicks, and Nino-Murcia 1991 [5]), and political science and
economics (Cooper and Kagel 2016[6]; Nelson 2008 [7]).
In behavioral economics, there are also several examples of bounded
dependent variables. However, some of the major examples include most
utility scales (that are assumed to be bounded at both ends) and proportional
measures such as apportionments to investments in a portfolio and leverage –
the ratio of debt assets plus debt (Jay and Michael (2016) [1]).
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With widespread popularity and so much growth in bounded
continuous datasets in research, academic, and industrial spheres, it has
become relevant to provide a method for analyzing continuous bounded data.
In relation to the growing contributions from researchers, academicians, and
scientists, there has been categorization of the methods of analyzing
continuous bounded data, including the simplex form and beta related
approaches.

1.1

BOUNDED VS UNBOUNDED DATASET

Majority of the statistical inference tools deal with data defined in an
unbounded interval such as data coming from the normal distribution.
However, I many situations, investigators may be interested in data that are
bounded within a given interval (or in a given region in dimensions higher
than one). In the univariate case (one-dimensional case), the beta (Ferrari and
Cribari-Neto, (2004) [8]) and simplex (Barndorff-Nielsen, OE, Jørgensen, B.
S, (1991) [9]) regression models are the most popular ones. Furthermore,
other regression models have been proposed based on novel probability
distributions. Some examples of these research submissions include the
Kumaraswamy

method

(Mitnik

and

Baek

(2013)

[10]),

Johnson SBSB (Lemonte and Bazán (2015) [11]) and unit gamma (Mousa and
El-Sheikh et al. (2016) [12]) regression models. More recently, a study by
(Bonat, WH, Petterle, RR, Hinde, J, Demétrio, CG., (2019) [13]) discussed a
new methodology based on second-moment assumptions, and they introduced
a new class of regression models for continuous bounded data.
In this research study, our interest revolves around datasets that are
bounded (specifically for the response variable) which are beta-distributed.
2

Just like the response dataset from popular research fields like education,
medicine, and health-related publications, where bounded data set are used,
this research paper will utilize a simulated dataset for both its dependent and
independent variables. Moreover, the dependent variable will follow the
popular beta distribution on the interval (0, 1).
Several authors have presented arguments that traditional methods such
as regression-linearizing and variance-stabilizing transformations are not
always appropriate for modeling this kind of limited dependent variable. The
alternatives take the form of beta distribution and quantile distribution to
model such variables [1].

3

1.2

MOTIVATION FOR THE RESEARCH
When we have a dependent variable (or response variable – y) that

assumes values in the unit interval (0, 1) and a set of covariates (independent
variables x) measured along with the response, the usual objective is to model
the mean of the response as a function of the covariates. A non-common, but
quite important, objective is to model the quantiles of the response as function
of the covariates. One approach to handle the conditional mean modeling is
to transform the data so that the transformed response, say 𝑦̃, assumes values
in real line, and then apply a standard linear regression analysis. Usually, a
common transformation used is the logit transformation. When modeling the
mean, this approach has some shortcomings:
1. The regression parameters are interpretable in terms of the mean of 𝑦̃
and not in terms of the mean of y.
2. The transformed data may have induced heteroscedasticity features.
3. The distribution of rates and proportions may also be asymmetric which
violates the normality assumptions underlying linear regression
models.
One of the possible alternatives to transformation approaches is to use
models such as the Beta Regression Model. Beta regression can model the
mean (conditional on the covariates) much more reliably than the
transformation approach (if the underlying distributional assumptions are
met). On the other hand, when it comes to modeling the quantiles of the
response, the transformation approach can become a reasonable way of
proceeding. This is because, for instance, the quantiles of the logit
transformed data are the logit transformed quantiles of the original data.

4

This means that the interpretation of the effects (coefficients) of the
covariates on the quantiles of the response can be easily recovered while the
fitting of the quantile regression model can be based on the logit transformed
data along with the usual linear quantile regression inferential tools. Also,
there are well-established software packages for linear quantile regression
models which can then be employed for estimating the QR for the transformed
data.
Therefore, an important question that poses itself is whether the
quantile modeling of data in the unit interval is best achieved through a Beta
regression model or through the usual linear quantile regression modeling
based on the logit transformed data.
The objective in this study is to shed some light on this issue by using
a small simulation experiment. To this end, data will be simulated from a Beta
regression model and a contaminated version of such a model and both will
be applied to the logit transformed quantile regression and the Beta
regression-based quantile modeling approached and then examine the merits
of each approach via measures such as relative bias and mean squared errors.

5

CHAPTER 2
2.0

LITERATURE REVIEW
Continuously finite response variables, such as proportions and rates,

are commonly encountered in many areas of statistical research. This type of
data is usually examined by linear regression after a logistic transformation.
However, despite its feasibility and viability, such modeling strategies have
some limitations, the most common being that regression parameters are not
directly interpretable on the original response scale due to the consequences
of Jensen’s inequality. Kieschnick and McCullough (2003) [14] recommend
that researchers use either a parametric regression model based upon the beta
distribution or a quasi-likelihood regression model developed by Papke and
Wooldridge (1997) [15] for these data.
Robert et al. (2019) [16] report that the aim of traditional regression is
to assess the effect of one or more explanatory variables, hereafter
‘covariates,’ on the mean of the response variable, hereafter ‘response.’ They
further opine that the idea of modeling the conditional mean using covariates
is the core of the regression techniques. However, under the popularly known
assumption of normality and homoscedasticity of an error term, the
conventional and regular regression model can provide a parsimonious
description of how the mean of the response depends on the values of the
covariates (Kecojevć, 2011 [17]). In a parametric context, though, the use of
the traditional regression models is not feasible when the underlying
probability or statistical distribution does not have a simple form for its mean,
making it difficult to assess the accompanying effects of covariates on the
mean response. Koenker and Bassett (1978) [18] detail an alternative beyond
6

mean modeling: quantile regression. In this model, the mean is replaced by a
defined set of quantiles that provide a more comprehensive view of the
underlying relationships between the response variable and the covariates.

2.1

REVIEW ON BETA REGRESSION MODEL
Beta regression has become an increasingly popular statistical method

for analyzing bounded data in medical research. According to Gheorghe et al.
(2015 [19]), the beta regression techniques was employed to model the quality
of life (QoF) outcome; however, according to Kent et al. (2015 [20]), the
method was also used to analyze the Parkinson’s Disease Questionnaire 39
(PDQ-39). In addition, Conrado et al. (2014 [21]) used it to expand the
understanding of the predictors of Alzheimer’s disease progression.
Most of the bounded data that were often analyzed in medical research
via beta regression are rates, proportions, and patient-reported outcomes.
However, data bounded within a fixed known interval (a, b), where (a, b) does
not have to be (0, 1), can also be modeled by beta regression if it is sensible
to transform the data into (0, 1) by shifting and scaling, this type of research
was discussed by Pammer and Kevan (2004) [22]. In the study, a beta
regression model was applied to examine the association between the reading
score and the kid’s dyslexia status and IQ. Although, the raw reading accuracy
scores were bounded within [𝑎, 𝑏] ≠ [0,1] , the reading score was first
transformed to 𝑦 ′ = (𝑦 − 𝑎)(𝑏 − 𝑎)−1 before the beta regression model was
applied.
A recent research by Fang and Evercita (2018) [23] commented that
there are several factors driving the popularity of beta regression and its
continuous usage in several researches for handling bounded data. First, the
7

beta distribution, on which beta regression is based, can accommodate a broad
range of probability distribution shapes that data may exhibit, for instance,
different levels of skewness. Second, it models bounded data. Third, it can
handle heteroscedasticity through a link function on the precision parameter.
Schmid et al. (2013) [24] initially provided several reasons why beta
regression can offer additional advantages over the traditional methods, such
as the logit transformation and the arcsin-square-root transformation for
modeling bounded data in certain circumstances. In general, the paper
concludes their remark that beta regression provides an additional, or even a
better choice, for modeling bounded data particularly when the data exhibit
skewness and underlying heteroscedasticity.
Over the last ten years, there have been growing popularity on using the
method of beta regression. Specifically, there has been significant progress in
the theoretical and methodological development of beta regression throughout
this period. Ospina et al. (2006) [25] derived the second-order biases of the
maximum likelihood estimators (MLE), defined two analytically biasadjusted estimators, and considered a bias correction mechanism based on the
parametric bootstrap. Simas et al. (2006) [26] provided bias corrected
estimators in a more general setting of beta regression. (Kosmidis and Firth
2010) [27] proposed an iterative procedure for obtaining the bias-reduced
estimator in beta regression via a unifying Quasi Fisher Scoring (QFS)
algorithm when the sum of the two shape parameters from a beta distribution
is constant.
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Grun B. et al. (2012) [28] specifically extended the QFS algorithm to
the scenario when the sum varies across experimental units. Ferrari and
CribariNeto (2004) [29] and Espinheiraa (etal. 2008) [30] proposed residualbased diagnostics techniques, and Espinheiraa assessed the influences of
outliers in beta regression.
Although, prior to the recent development, there have been some
incredible developments, an early example of evolution in beta regression is
Brehm and Gates’s (1993) [31] model of police compliance with supervision.
But, Paolino (2001) [32] was the first to employ the mean-precision
parameterization of the beta distribution that greatly streamlines
interpretation. Afterwards, Ferrari and Cribari-Neto (2004) [33] derived a
similar beta regression model that recently has been implemented and
executed in the SAS GLIMMIX procedure (SAS, 2008), and likewise
Kieschnick and McCullogh (2003) [34] compared the performance of a beta
regression model for proportions, as employed in economics and finance
research, with several alternatives and concluded that it is often the best
option.
Recent researches within the usage of beta regression also shows that
Likelihood maximization has been a dominant approach in estimating beta
regression models (some recent research review on this topic include:
Smithson & Verkuilen, 2006 [35] and Paolino, 2001 [32]) with Vasconcellos
and Cribari-Neto (2005) [36] and Ospina, Cribari-Neto, and Vasconcellos
(2006) [25] proposing bias-correcting adjustments.

9

2.2

REVIEW ON QUANTILE REGRESSION MODEL
In statistical analysis and modeling, the method of regression has been

developed to quantify the relationship between dependent variable (outcome)
and independent variables (covariates) for more than 200 years. The classic
regression has been one of the most broadly used statistical methods and
techniques to capture the effects at the mean. But, these conventional
regressions assume that the regression coefficients/covariates effects are
constant across the entire population. Conversely, such average effects are not
always of interest in many areas, and sometimes somewhat heterogeneous.
The above inadequacy has led to the growing interest in utilizing a
method of analysis called quantile regression. Now, in recent times, many
researchers, clinicians, economists, financial investors, and policymakers
have showed increasing attention on group differences across the entire
population rather than that solely on the average. Mean regression cannot
satisfy with all of these needs or requirements.
Developed by Koenker and Bassett (1978) [37], quantile regression
complements and improves the traditional mean regression models. In the
scenario that the homogeneity assumption is violated, the method of quantile
regression quantifies the heterogeneous effects of covariates through
conditional quantiles of the outcome variable, and provides a comprehensive
scan of the whole distribution of the outcome.
Quantile regression has attracted considerable research interest in decades,
and has been widely applied to independent data and time-to-event data.
Recently, the use of QR for longitudinal data has also received attention.

10

In the work of Huang et al., (2017) [38], they provided comprehensive bulletpoints on the significance and relevance of using quantile regression for
modelling:
1. It is well known that when asymmetries and heavy tails exist, the sample
median (the 50th percentile), one of the best-known example of quantiles,
provides a better summary of centrality than the mean. As a consequence,
when compared to the standard mean regression models, the method of
quantile regression is more robust to outliers and more flexible, because the
distribution of the outcome does not need to be strictly specified as certain
parametric assumptions.
2. Although mean regression-based methods still dominate the statistical
modeling field, quantile regression can be viewed as a critical extension and
complement when assumptions are violated. Thus, the method of quantile
regression has become a subject of intense investigation and application in
the past decades.
Many research publications have demonstrated that quantile regression
is widely used to analyze independent data in many important application
areas. The major advantage is due to the importance of modeling extreme
values accurately, thus, the quantile regression model is widely used in the
following industries; the foreign direct investment (FDI), finance and
economics. Girma and Gorg (2002) [39] and Zhou (2011) [40] used quantile
regression modeling to explore relationship between the foreign direct
investment and economic growth. In addition, many economists have
examined wage structure and wealth distribution using quantile regression,
popular contributors are Buchinsky (1995) [41], Chernozhukov and Hansen
(2004) [42], and Machado and Mata (2005) [43], to mention a few.
11

CHAPTER 3
3.0

METHODOLOGY
This section describes the method of analysis and also provides

overview and brief introduction to the key subject areas, including beta
distribution, beta regression, and quantile regression, etc.

3.1

INTRODUCTION TO BETA DISTRIBUTION
The beta distribution is a family of continuous probability distributions

set on the interval [0, 1] having two positive shape parameters, expressed by
α and β. These two parameters appear as exponents of the random
variable and manage the shape of the distribution. In terms of notation, the
beta distribution is denoted as beta(α,β), where α and β are real numbers, and
the values are greater than zero.
The probability density function for the beta distribution defined on the
interval [0, 1] is given by:
𝑓(𝑥; 𝛼, 𝛽) =

𝑥 (𝛼−1) (1−𝑥)(𝛽−1)
𝐵(𝛼,𝛽)

if 0<x<1, 0 otherwise

1

Where 𝐵(𝛼, 𝛽) = ∫0 𝑥 𝛼−1 (1 − 𝑥)𝛽−1 𝑑𝑥
The following graph illustrates examples of the pdf for various values
of the shape parameters. It is important to note that if α = β = 1, then it is a
space uniform distribution,

12

FIGURE 3.1.1: Graph of Beta Distribution PDF

3.2

METHODOLOGY OF BETA REGRESSION

1. Beta regression model is used to model variables that assumes values
in the standard unit interval (0, 1).
2. This Beta regression model is based on the assumption that the
dependent variable is beta-distributed and that its mean is related to a
set of regressors through a linear predictor with unknown coefficients
and a link function.
3. The model also includes a precision parameter that may be constant or
depend on a set of regressors.
4. The method of beta regression naturally incorporates features such as
heteroscedasticity and skewness which are usually a trait of data that
takes values in the standard unit interval.
13

3.3

THE DEFINITION OF BETA REGRESSION

We first note that, if we define
𝜇=

𝛼
𝛼+𝛽

And 𝜙 = 𝛼 + 𝛽
Then

𝑓(𝑦; 𝑝, 𝑞) = 𝑓(𝑦; 𝜇, 𝜙) =

√(𝜙)
√(𝜇𝜙)+√(1−𝜇)𝜙

+ 𝑦 𝜇𝜙−1 (1 − 𝑦)(1−𝜇)𝜙−1

Where 0 < 𝜇 < 1, 0 < 𝑦 < 1, 𝜙 > 0
We also note that the distribution is centered around 𝜇 = 0.5
So, E(y) = 𝜇 and V(y) =

𝜇(1−𝜇)
1+𝜙

For this reason, 𝜙 is called “precision parameter”. Thus, in defining
Beta Regression, we assume that the independent variable is distributed beta.
Independent variables determine parameters for 𝑦𝑖 .
In short,
𝑦𝑖 ~ 𝐵(𝜇𝑖 , 𝜙𝑖 ), 𝑖 = 1, … , 𝑛
The beta regression model is defined as [8]
𝑔(𝜇𝑖 ) = 𝑥𝑖𝑇 𝛽 = 𝜑𝑖
Where 𝛽 = (𝛽1 , … , 𝛽𝑘 ) T is a 𝑘 𝑥 1 vector of unknown regression
parameters (𝑘 𝑥 𝑛), 𝑥𝑖 = ( 𝑥𝑖1 , … , 𝑥𝑖𝑘 ) T is the vector of 𝑘 regressors (or
independent variables of covariates) and 𝜑𝑖 is a linear predictor (i.e 𝜑𝑖 =
𝛽1𝑥𝑖1 + ⋯ , + 𝛽1𝑥𝑖𝑘 ; usually 𝑥𝑖1 = 1 for all 𝑖 so that the model has an
intercept).
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However, the problem is, that we are constrained by
0 < 𝜇 < 1 𝑎𝑛𝑑 𝜙 > 0
To solve this problem, we need a “link function”
 Some function (0,1) → ℝ (for 𝜇)
 Some function (0,∞) → ℝ (for 𝜙)
An example of Link function that are often used are:
Logit: (0,1) → ℝ
 𝑙𝑜𝑔𝑖𝑡(𝑥) = 𝑙𝑜𝑔

𝑥
1−𝑥

, as x → 1; 𝑙𝑜𝑔𝑖𝑡(𝑥) → ∞ and as x → 0,

𝑙𝑜𝑔𝑖𝑡(𝑥) → -∞
 𝑙𝑜𝑔(𝑥); as x → ∞, 𝑙𝑜𝑔(𝑥) → ∞ and as x →0, log x → −∞

15

3.4

MOTIVATION FOR LINK FUNCTION IN BETA
REGRESSION
The major motivation for using link function in the regression structure

can be classified into two fold. The first part is that, both sides of the
regression equation assume values in the real line when a link function is
applied to 𝜇𝑖 . On the second part, there is an added flexibility since the
researcher can choose the function that yields the best fit.
The description of the useful link functions are:
1. 𝑙𝑜𝑔𝑖𝑡 𝑔(𝜇) = 𝑙𝑜𝑔

𝜇
1−𝜇

2. 𝑝𝑟𝑜𝑏𝑖𝑡 𝑔(𝜇) = ∅−1 (𝜇) , where ∅(. ) is the standard normal
distribution function;
3. 𝑐𝑜𝑚𝑝𝑙𝑒𝑚𝑒𝑛𝑡𝑎𝑟𝑦 𝑙𝑜𝑔 − 𝑙𝑜𝑔 𝑔(𝜇) = log{− log(1 − 𝜇)}; 𝑙𝑜𝑔 −
log 𝑔(𝜇) = −log{−log(𝜇)} and
4. 𝑐𝑎𝑢𝑐ℎ𝑦 𝑔(𝜇) = tan{𝜋(𝜇 − 0.5)}.
A further description was provided by Fransico Cribari-Neto and
Achim Zeileis (2010) [44]. The variance of 𝑦 is a function of 𝜇 which renders
the regression model based on this parameterization naturally heteroskedastic.
Particularly,
VAR (𝑦𝑖 ) =

𝜇𝑖(1−𝜇𝑖 )
1+∅

=

𝑔−1 (𝑥𝑖𝑇 𝛽)[1−𝑔−1 (𝑥𝑖𝑇 𝛽)]

(1)

1+∅

The log-likelihood function is 𝐿(𝛽, ∅) = ∑𝑛𝑖=1 𝐿𝑖 (𝜇𝑖 , ∅), 𝑤ℎ𝑒𝑟𝑒
𝐿𝑖 (𝜇𝑖 , ∅) = log√(∅) − 𝑙𝑜𝑔√(𝜇𝑖 ∅) − 𝑙𝑜𝑔√((1 − 𝜇𝑖 )∅) + (𝜇𝑖 ∅ − 1)𝑙𝑜𝑔𝑦𝑖 +
{(1 − 𝜇𝑖 )∅) − 1} log(1 − 𝑦𝑖 )

(2)

𝜇𝑖 = 𝑔−1 (𝑥𝑖𝑇 𝛽) is a function of 𝛽, the vector of regression parameters.
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3.5

WHY USE QUANTILE REGRESSION
Due to the incredible increase in computing power in recent years, a

wide variety of advanced statistical methodology are now available at the
touch of a drop-down screen. Although, researchers can feel a bit
overwhelmed at the growing array of choices for analyzing their data, and
skeptical of new approaches, which often tend to be seen as faddish at best.
The application of quantile regression should not be viewed as a fad, but rather
as a more informative approach to analyzing research and educational data
than more familiar techniques such as OLS. Certainly, the technique dates to
the late 1970s, and has been used in the field of economics for many years.
Given recent advances in estimation and interpretation of quantile regression
models, including the ability to deal with endogenous regressors, the
technique will soon be conventional. Quantile regression is generally seen as
having significant advantage over OLS.
First, an advantage of quantile regression is its insensitivity to outliers
on y (Davino, Furno, and Vistocco, 2014 [45]; Fröhlich and Melly, 2010 [46]).
Recalling the formulas for the mean and median, this makes instinctive sense.
If we surveyed and analyzed a sample of incomes and then added a single
billionaire to the sample, the mean would change quite a bit, because the
billionaire’s income is used explicitly in the calculation of the mean value.
Repeating the process but using the median instead, the addition of the
billionaire would simply shift the value of the median from the income of the
person at the 50th percentile to the next highest income in the distribution,
resulting in a small change in the median. Or, if the next highest income were
identical to the median, result in no change at all.
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Understanding why Quantile Regression is used led us to discussing
about the two main types of quantile regression models used by academicians
and researchers, which are: the conditional and unconditional quantile
regression models. The latter is more widely used by researchers, because it
focuses on changes to the unconditional distribution of the dependent variable

3.6

INTRODUCTION TO QUANTILE ESTIMATION
Conditional quantile regression has been used by researchers and

academicians for several decades. While the interpretation of the results is
slightly similar to OLS, the estimation approach is not. As Koenker and
Hallock (2001) [46] noted in their publication,
“Quantiles seem inseparably linked to the operations of ordering and sorting the sample
observations that are usually used to define them. So it comes as a mild surprise to
observe that we can define the quantiles through a simple alternative expedient as an
optimization problem”

The optimization strategy and technique to finding a quantile 𝑞 (such
as the median) can be achieved by using the equation described below, and
finding the value of 𝛽 that yields the minimum value for a group of
observations y:
𝑁
∑𝑁
𝑖:𝑦𝑖 ≥𝛽 𝑞|𝑦𝑖 − 𝛽| + ∑𝑖:𝑦𝑖 <𝛽 (1 − 𝑞)||𝑦𝑖 − 𝛽|.

(3)

A simple analogy example was provided by Michael B. Paulsen (2015)
[47]; In a situation whereby we have three observations in a sample with the
values of 1, 2 and 3, and wish to know the median. The median is clearly 2 by
just inspection, and we can use equation (3) instead to estimate the median via
optimization.
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They began the operation with the first observation as a possible answer
for the median, we use only the first part of (Equ 3), as there are no values of
y less than 1 in this sample,
𝑁

𝑁

(1 − .5)||𝑦𝑖 − 1|.

∑ . 5|𝑦𝑖 − 1| + ∑

𝑖:𝑦𝑖 <1

𝑖:𝑦𝑖 ≥𝛽
𝑁

∑ . 5|𝑦𝑖 − 1|
𝑖:𝑦𝑖 ≥1

. 5|1 − 1| + .5|2 − 1| + .5|3 − 1| = 1.5
For the second observation,
𝑁

𝑁

∑ . 5|𝑦𝑖 − 2| + ∑
𝑖:𝑦𝑖 ≥2

(1 − .5)||𝑦𝑖 − 2|

𝑖:𝑦𝑖 <2

. 5|2 − 2| + .5|3 − 2| + .5|1 − 2| = 1
For the third observation,
𝑁

𝑁

∑ . 5|𝑦𝑖 − 3| + ∑
𝑖:𝑦𝑖 ≥3

(1 − .5)||𝑦𝑖 − 3|

𝑖:𝑦𝑖 <3

. 5|3 − 3| + .5|1 − 3| + .5|2 − 3| = 1.5
Of the three observations, the value of 2 minimizes the equ (3) and we can
conclude that it is the value of the 50th quantile, or median.
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3.7

INTRODUCTION TO LINEAR QUANTILE
REGRESSION
Quantile regression constitutes a family of statistical methods intended

to estimate and draw inferences about conditional quantile functions. To be
able to define quantile regression, it is important to mention that median
regression which was introduced in the eighteenth century by Boscovich and
Laplace is a (central) special case. And in contrast to conventional mean
regression that minimizes sums of squared residuals, median regression
minimizes sums of absolute residuals; quantile regression simply replaces
symmetric absolute loss by asymmetric linear loss.
In simple term, unlike regular linear regression which uses method of
least squares to calculate the mean of the target across values of the
parameters, a quantile regression estimates the conditional median of the
target. Thus, quantile regression is an extension of linear regression that is
used when the conditions of linear regression are not met (that is
homoscedasticity, linearity, independence, or normality).

𝑦𝑖 = 𝛽0 + 𝛽1 𝑥𝑖 + ⋯ + 𝛽𝑝 𝑥𝑖𝑝 ; 𝑖 = 1, … 𝑛
Linear Regression Model

In the equation above, p is equal to the number of parameters in the
equation and n is the number of data points. The best linear regression line is
found by minimizing the mean square error, which is found with the equation
𝑛

1
̂0 + 𝛽
̂1 𝑥1 + ⋯ + 𝛽
̂𝑝 𝑥𝑖𝑝 )]2
𝑀𝑆𝐸 = ∑[𝑦𝑖 − (𝛽
𝑛
𝑖=1

Mean Squared Error for Linear Regression
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One significance advantage of quantile regression is that, we are not
limited to just finding the median, but we can calculate any quantile
(percentage) for any particular value in the features variables. Finally, in terms
of the regular linear regression mode, the quantile regression model equation
for the 𝜏𝑡ℎ quantile is
𝑄𝑡 (𝑦𝑖) = 𝛽0 (𝜏) + 𝛽1 (𝜏)𝑥𝑖1 + ⋯ + 𝛽𝑝 (𝜏)𝑥𝑖𝑝 ; 𝑖 = 1, … . , 𝑛
Quantile Regression Model

Equation (3) will be used in order to obtain estimators of the
coefficients.
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3.8

QUANTILES OF THE BETA DISTRIBUTION
Recall that the beta distribution function with parameters 𝛼, 𝛽 ∈ (0, ∞)

is given by
𝐹(𝑥) =

𝐵(𝑥; 𝛼,𝛽)
𝐵(𝛼,𝛽)

, 𝑥 ∈ (0,1)

The distribution function 𝐹 is sometimes known as the regularized
incomplete beta function. In some special cases, the distribution function F
and its inverse, the quantile function 𝐹 −1 can be computed in closed form,
without resorting to special functions.
If 𝛼 ∈ (0,1) and 𝛽 = 1 then
1. 𝐹(𝑥) = 𝑥 𝑎 𝑓𝑜𝑟 𝑥 ∈ (0,1)
2. 𝐹 −1 (𝑝) = 𝑝1/𝑎 𝑓𝑜𝑟 𝑝 ∈ (0,1)
If 𝛼 = 1 and 𝛽 ∈ (0, ∞) then
1. 𝐹(𝑥) = (1 − 𝑥)𝛽 𝑓𝑜𝑟 𝑥 ∈ (0,1)
1

2. 𝐹 −1 (𝑝) = 1 − (1 − 𝑝)𝛽 𝑓𝑜𝑟 𝑝 ∈ (0,1)
When a Beta regression has been fitted to a given data, the quantiles at
every covariate value can be estimated through the inversion of the CDF
above after plugging in the estimated parameters from the regression model.
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3.9

IMPLEMENTATION IN R SOFTWARE

3.9.1 Understanding the Relevant Package
The [Betareg] Package
When we have a dependent variable (or response variable), y that
assumes values in the standard unit (0, 1). The usual practice is to transform
the data so that the transformed response, say 𝑦̃, assumes values in the real
line – and then we apply a standard linear regression analysis. Usually, a
common transformation used is the logit transformation.
The approach above have shortcomings, which include
1. The regression parameters are interpretable in terms of the mean of 𝑦̃
and not in terms of the mean of y.
2. Regression involving data from a unit interval (rates or proportion)
usually have heteroscedasticity features.
3. The distribution of rates and proportion is also asymmetric.
The method that provides solution to all of the above is called, Beta
Regression Model. To perform the analysis of beta regression in R, the
package called [betareg] is used.

3.9.2 Properties Guiding the Use of betareg Package in R
1. It is a standard maximum likelihood (ML) task for which there is no
closed-form solution but numerical optimization is required – using
optim().
2. The model shares some properties (such as linear predictor, link function,
dispersion parameter) with generalized linear models but it is not a special
case of this framework (not even for fixed dispersion).
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3. The main model-fitting function is betareg() which takes a fairly standard
approach for implementing ML regression models in R: formula plus data
is used for model and data specification, then the likelihood and
estimating function is set up, optim() is called for maximizing the
likelihood, and finally an object of S3 class “betareg” is returned for
which a large set of methods to standard generics is available.
TABLE 3.9.1.1: The Betareg Argument

The argument of betareg() are
betareg(formula, data, subset, na.action, weights, offset,
link = "logit", link.phi = NULL, control = betareg.control(...),
model = TRUE, y = TRUE, x = FALSE, ...)
 The first line contains the standard model-frame specifications.
 Second line has the arguments specific to beta regression models.
 The last line control some components of the return value.

3.9.3 Some features of The Arguments
 The link for the ∅𝑖 precision equation can be changed by [link.phi] in
both cases where “identity”, “log” and “sqrt” are allowed as admissible
values.
 The default for the 𝜇𝑖 mean equation is always the logit link but all link
functions for the binomial family in glm() are allowed as well as the
log-log link: "logit", "probit", "cloglog", "cauchit", "log", and "loglog".
 ML estimation of all the parameters which utilizes an analytical
gradients is carried out using R’s optim() with control options set in
betareg.control().
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 All of optim()’s methods are available but the default is "BFGS", which
is typically regarded to be the best-performing method.
 Also, the returned fitted-model object of class “betareg” provide a list
similar to “glm” objects. In its simplest form, its elements – such as
coefficients or terms – are lists with a precision and mean component,
respectively.
 The usual summary() syntax includes partial Wald tests for all
coefficients but does not include anova(). However, the general
coeftest() and waldtest() from [lmtest] and linear.hypothesis() from
[car] can be used for Wald test while lrtest() from [lmtest] is used for
likelihood-ratio tests of nested models.

3.9.4 Overview of the Syntax of the [betareg] package
TABLE 3.9.4.1: Table of Betareg Syntax Summary
print()

simple printed display with coefficient estimates

summary()

standard regression output (coefficient estimates,
standard errors, partial Wald tests); returns an object of
class “summary.betareg” containing the relevant
summary statistics (which has a print() method)

coef()

extract coefficients of model (full, mean, or precision
components), a single vector of all coefficients by
default

vcov()

associated covariance matrix (with matching names)

fitted()

Fitted means for observed data predictions (of
means 𝜇𝑖 , linear predictors η1𝑖 , precision parameter ∅𝑖 ,
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or variances

𝜇𝑖 (1− 𝜇𝑖 )
(1+ ∅𝑖 )

for new data fitted means for

observed data.
terms()
model.matrix()
model.frame()
logLik()

extract terms of model components
extract model matrix of model components
extract full original model frame
extract fitted log-likelihood
diagnostic plots of residuals, predictions, leverages etc.
hatvalues()
Hat values (diagonal of hat matrix)
cooks.distance()
(approximation of) Cook’s distance
gleverage(
Compute generalized leverage (Wei, Hu, and Fung
1998;
Rocha and Simas 2010)
coeftest()
Partial Wald tests of coefficients
waldtest()
Wald tests of nested models
linear.hypothesis() Wald tests of linear hypotheses
lrtest()
Likelihood ratio tests of nested models
AIC()
Compute information criteria (AIC, BIC, . . . )
Table 1: Functions and methods for objects of class [betareg].
Source: Beta Regression in R

3.9.5 The [quantreg] Package
TABLE 3.9.5.1: The arugment of quantreg

The argument of quantreg() are
rq(formula, tau=.5, data, subset, weights, na.action,
method="br", model = TRUE, contrasts, ...)
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3.9.6 Overview of the Syntax of the [quantreg] package
TABLE 3.9.6.1: Table of Quantreg Syntax Summary
formula

a formula object, with the response on the left of a ~ operator,
and the terms, separated by + operators, on the right.
tau
the quantile(s) to be estimated, this is generally a number strictly
between 0 and 1, but if specified strictly outside this range, it is
presumed that the solutions for all values of tau in (0,1) are
desired. In the former case an object of class "rq" is returned, in
the latter, an object of class "rq.process" is returned.
data
a data.frame in which to interpret the variables named in the
formula, or in the subset and the weights argument. If this is
missing, then the variables in the formula should be on the search
list.
subset
an optional vector specifying a subset of observations to be used
in the fitting process.
weights vector of observation weights; if supplied, the algorithm fits to
minimize the sum of the weights multiplied into the absolute
residuals. The length of weights must be the same as the number
of observations. The weights must be nonnegative and it is
strongly recommended that they be strictly positive, since zero
weights are ambiguous.
na.action a function to filter missing data. This is applied to the
model.frame after any subset argument has been used.
model
if TRUE then the model frame is returned. This is essential if
one wants to call summary subsequently.
methods Options that can be used include “br”, “fn”, “pfn”, “sfn”
depending on size of observations.
Source: rq: Quantile Regression

27

CHAPTER 4
4.0

SIMULATION STUDY
In this simulation study, we generate data from a Beta regression model

in which the re-parameterized distribution is used and where the mean of the
response is given by: 𝜇 = 𝛽0 + 𝛽1 𝑥; where x is uniform (0, 1) and 𝛽0 , 𝛽1 , and
𝜙 for the Beta regression is assumed to be (1,-2,10) and (-1,2,10). One
thousand data points generated from these two coefficients are depicted in
plots 1 and 2 below, showing negative and positive slopes of the relationship
between the mean of y and the x variable.
FIGURE 4.0.1: Scatterplot of simulated data from a Beta regression model
in which the mean of y has linear positive relation with the x variable
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FIGURE 4.0.2: Scatterplot of simulated data from a Beta regression model
in which the mean of y has linear negative relation with the x variable

The third scenario considered was a contaminated model where 𝑝 = 10% of
the data was coming from a simple uniform in (0, 1) and the remaining 1 −
𝑝 = 90% was from the negatively sloped Beta regression above. The
advantage of such contamination is that:
1. It leaves the quantile of the Beta regression the same, so our
calculations of the true quantile will not change (i.e., we do not have to
worry about finding a formula for the quantile of the distribution, it will
be the same as the main 90% Beta distribution).
2. It modifies the mean of the response and hence the Beta regression
coefficients will be different, thus introducing bias and more variability
to the estimated Beta coefficients as well as the phi parameter. This will
in turn lead to poor estimation of the quantiles based on these
coefficients and may give an advantage to the semi-parametric logitbased quantile regression approach.
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The percent relative bias of the coefficients were calculated as follows:
𝐵

𝐵𝑖𝑎𝑠 (𝑏̂ ) = ( 1/𝐵) ∑
𝑖=1

(𝑏̂𝑖 − 𝑏)
100
𝑏

where b is one of the parameters and 𝛽0 , 𝛽1 , or 𝜙, and 𝑏̂𝑖 is the corresponding
estimator calculated from Beta regression model in the 𝑖 𝑡ℎ run of the Monte
Carlo simulations. Similarly, the MSE of the coefficients were calculated as:
2

(𝑏̂ −𝑏)
𝑀𝑆𝐸(𝑏̂) = ∑𝐵𝑖=1 𝑖
.
𝐵

The biases and the MSEs of the quantile estimators were calculated by first
summing the biases and the MSEs of the quantile estimates over the values of
the covariate, 𝑥𝑗 , and then averaging these integrated quantities over the
simulation runs to obtain the so called integrated biases and mean squared
errors of the estimators. That is, from the 𝑖 𝑡ℎ run of the Monte Carlo
simulation with sample size N gives:
𝑁

𝐼𝑀𝑆𝐸𝑖 = ∑( 𝑌̂𝑞𝑗 − 𝑌𝑞𝑗 )2
𝑗=1

where 𝑌𝑞𝑗 , is the true quantile at the jth covariate value, xj and 𝑌̂𝑞𝑗 is the
corresponding estimator based on either the Beta regression or the logit model
and N is the sample size.
The overall MSE is then computed as
𝐼𝑀𝑆𝐸_𝑖
𝑀𝑆𝐸(𝑌̂𝑞 ) = ∑𝐵𝑖=1
.
𝐵

Similarly, the integrated Bias is computed as the average of the summed
relative biases over the covariate values.
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We also compare the performances of the quantile estimators using the Beta
regression and the logit transformation by reporting the relative efficiencies
(RE), defined as the ratio of the overall MSE of the quantile estimators
based on the Beta regression to that one based on the logit transformation:

𝑅𝐸 =

𝑀𝑆𝐸(𝑌̂𝑞(𝐵𝑒𝑡𝑎 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛) )
𝑀𝑆𝐸(𝑌̂𝑞(𝑙𝑜𝑔𝑖𝑡 𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛) )

The simulations were repeated B=5000 times for samples of sizes N=100,
500, 1000, quantiles: 0.50, 0.75, 0.95, and the above parameter combinations.
The results are summarized in the tables below (Tables: 1-9). Tables 1-3 show
the results for the situation where 𝛽0 = −1, 𝛽1 = 2, and 𝜙 = 10. Tables 4-6
show the results for the situation where 𝛽0 = 1 , 𝛽1 = −2 , and 𝜙 = 10 .
Finally, Tables 7-9 display the results of the situation in which the Beta
regression with 𝛽0 = 1, 𝛽1 = −2, and 𝜙 = 10 was contaminated with 10%
of a uniform distribution in the interval (0,1).
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4.1

PRESENTATION OF SIMULATION RESULT:

TABLE 4.1.1: Table of Result at q = 0.5 for the first model
𝜷𝟎 = −𝟏, 𝜷𝟏 = 𝟐, and 𝝓 = 𝟏𝟎
q=0.5

Parameter
𝛽0

N=100
Relative
Bias
Percent
0.319

N=500

N=1000

Relative
Bias
MSE Percent
43.378
-0.053

MSE
43.326

Relative
Bias
Percent
MSE
0.082 43.326

𝛽1

0.269

24.381

-0.028

24.360

0.105 24.317

𝛼

4.068

69.072

0.934

63.288

0.418 62.491

𝑦𝑞 (𝛽)

-0.015

0.045

0.137

0.046

0.068

0.044

𝑦𝑞 (𝑙𝑜𝑔𝑖𝑡)

-0.072

0.072

0.116

0.073

0.091

0.072

𝑅𝐸(𝑌𝑞 )

0.624

0.626

0.614

TABLE 4.1.2: Table of Result at q = 0.75 for the first model
𝜷𝟎 = −𝟏, 𝜷𝟏 = 𝟐, and 𝝓 = 𝟏𝟎
q=0.75

Parameter
𝛽0

N=100
N=500
N=1000
Relative
Relative
Relative
Bias
Bias
Bias
Percent
MSE
Percent MSE Percent MSE
-0.022
43.340
0.123 43.326
0.109 43.334

𝛽1

0.050

24.408

0.065 24.316

0.067 24.337

𝛼

3.969

68.911

0.689 62.875

0.417 62.423

𝑦𝑞 (𝛽)

-0.188

0.049

-0.334

0.049

-0.474

0.047

-0.056

0.085

-0.367

0.093

-0.214

0.097

𝑦𝑞
(𝑁𝑜𝑛 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑟𝑖𝑐)

𝑅𝐸(𝑌𝑞 )

0.577

0.530
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0.487

TABLE 4.1.3: Table of Result at q = 0.95 for the first model
𝜷𝟎 = −𝟏, 𝜷𝟏 = 𝟐, and 𝝓 = 𝟏𝟎
q=0.95

N=100

N=500

Relative
Bias
Percent MSE
0.428 43.382

Relative
Bias
Percent
0.007

𝛽1

0.169 24.350

𝛼

4.256 69.267

Parameter
𝛽0

𝑦𝑞 (𝛽)

N=1000

Relative
Bias
MSE
Percent
43.319
0.005

MSE
43.324

0.026

24.336

0.014

24.340

1.041

63.531

0.385

62.357

-0.542

0.057

-0.594

0.056

-0.399

0.055

-0.518

0.156

-0.445

0.184

-0.290

0.222

𝑦𝑞
(𝑁𝑜𝑛 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑟𝑖𝑐)

𝑅𝐸(𝑌𝑞 )

0.365

0.302

0.248

TABLE 4.1.4: Table of Result at q = 0.5 for the second model
𝜷𝟎 = 𝟏, 𝜷𝟏 = −𝟐, and 𝝓 = 𝟏𝟎
q=0.5

N=100

N=500

N=1000

Relative
Bias
Percent
0.177

MSE
30.001

Relative
Bias
Percent
-0.018

𝛽1

0.199

51.163

-0.029

50.997

-0.001

51.000

𝛼

4.188

83.132

0.690

76.422

0.306

75.594

𝑦𝑞 (𝛽)

0.015

0.045

0.078

0.0450

0.023

0.044

0.073

0.073

0.078

0.073

0.101

0.072

Parameter
𝛽0

Relative
Bias
MSE
Percent
29.998
-0.004

MSE
29.989

𝑦𝑞
(𝑁𝑜𝑛 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑟𝑖𝑐)

𝑅𝐸(𝑌𝑞 )

0.634

0.617
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0.606

TABLE 4.1.5: Table of Result at q = 0.75 for the second model
𝜷𝟎 = 𝟏, 𝜷𝟏 = −𝟐, and 𝝓 = 𝟏𝟎
q=0.75

Parameter
𝛽0

N=100

N=500

N=1000

Relative
Relative
Bias
Bias
Percent MSE Percent MSE
0.016 30.040
-0.002 29.996

Relative
Bias
Percent
-0.086

MSE
29.992

𝛽1

0.042 51.131

-0.019 51.016

-0.098

50.999

𝛼

4.067 83.112

0.755 76.452

0.376

75.734

𝑦𝑞 (𝛽)

-0.242

0.048

-0.167

0.048

-0.082

0.048

-0.149

0.082

-0.136

0.090

-0.065

0.098

𝑦𝑞
(𝑁𝑜𝑛 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑟𝑖𝑐)

𝑅𝐸(𝑌𝑞 )

0.587

0.532

0.491

TABLE 4.1.6: Table of Result at q = 0.95 for the second model
𝜷𝟎 = 𝟏, 𝜷𝟏 = −𝟐, and 𝝓 = 𝟏𝟎
q=0.95

Parameter
𝛽0

N=100
Relative
Bias
Percent
-0.009

N=500

N=1000

Relative
Bias
MSE
Percent
30.018
0.163

MSE
29.984

Relative
Bias
Percent
MSE
-0.045 29.988

𝛽1

0.030

51.087

0.141

51.045

-0.101 50.973

𝛼

4.294

83.370

0.917

76.613

0.444 75.887

𝑦𝑞 (𝛽)

-0.479

0.056

-0.537

0.056

-0.282

0.057

-0.425

0.152

-0.631

0.184

0.063

0.226

𝑦𝑞
(𝑁𝑜𝑛 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑟𝑖𝑐)

𝑅𝐸(𝑌𝑞 )

0.373

0.302

34

0.251

TABLE 4.1.7: Table of Result at q = 0.5 for the model with contamination by a
uniform(0,1)
𝜷𝟎 = 𝟏, 𝜷𝟏 = −𝟐, and 𝝓 = 𝟏𝟎 with 10% contamination by a uniform (0,1)
q=0.5

N=100

N=500

Parameter
𝛽0

Relative
Bias
Percent
-14.570

Relative
Bias
MSE
Percent
30.597 -14.757

𝛽1

-14.594

48.207

𝛼

-29.996

𝑦𝑞 (𝛽)

N=1000

MSE
30.616

Relative
Bias
Percent
-14.886

MSE
30.598

-14.741

48.195

-14.890

48.131

44.525

-33.820

39.572

-34.437

38.826

1.153

0.105

5.404

0.202

10.999

0.328

0.459

0.088

1.861

0.103

4.092

0.117

𝑦𝑞
(𝑁𝑜𝑛 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑟𝑖𝑐)

𝑅𝐸(𝑌𝑞 )

1.190

1.961

2.803

TABLE 4.1.8: Table of Result at q = 0.75 for the model with contamination by
a uniform(0,1)
q=0.75

N=100

N=500

Relative
Relative
Bias
Bias
Percent MSE Percent
-14.701 30.589 -15.091

𝛽1

-14.615 48.264

𝛼

-30.143 44.200

Parameter
𝛽0

𝑦𝑞 (𝛽)

N=1000

MSE
30.614

Relative
Bias
Percent
-14.784

MSE
30.599

-14.974

48.095

-14.849

48.119

-33.987

39.237

-34.334

38.886

5.039

0.186

26.809

0.592

54.612

1.116

1.696

0.111

8.552

0.169

17.795

0.240

𝑦𝑞
(𝑁𝑜𝑛 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑟𝑖𝑐)

𝑅𝐸(𝑌𝑞 )

1.671

3.504
35

4.641

TABLE 4.1.9: Table of Result at q = 0.75 for the model with contamination by
a uniform(0,1)
q=0.95

N=100

N=500

N=1000

Parameter
𝛽0

Relative
Bias
Percent
-14.421

𝛽1

-14.499

48.389

-14.845

48.102

-14.792

48.142

𝛼

-29.922

44.728

-33.941

39.410

-34.216

39.118

7.086

0.405

38.682

1.7502

77.680

3.386

5.837

0.576

27.768

1.317

54.915

2.187

𝑦𝑞 (𝛽)

Relative
Bias
MSE Percent
30.621 -14.918

Relative
Bias
MSE
Percent
30.611 -14.805

MSE
30.596

𝑦𝑞
(𝑁𝑜𝑛 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑟𝑖𝑐)

𝑅𝐸(𝑌𝑞 )

0.704

1.329

1.548

1. The regression coefficients are well-estimated and have small relative
percent biases and MSEs. These biases and MSEs decrease as sample
sizes increase
2. The estimation of the dispersion parameter, Phi, seems to be less
accurate. The relative bias percentages for this parameter are larger
compared to those of the regression coefficients. The Biases for the phi
are approximately 4% for small sample sizes, but improve quickly as
sample size increases.
3. In terms of quantile estimators, the quantiles based on the Beta
regression models perform better than those based on the linear quantile
regression with the logit transformation. The relative efficiencies based
on the integrated MSE of the two types of estimators start at around
60% in favor of the Beta regression quantiles, when estimating the
36

median q=0.5,

and decrease as sample sizes increase. This is a

reasonable picture because as we go further in the tail of the distribution
(q=0.75, 0.95), the data points become lesser and lesser and the
estimation becomes more difficult for any method, but more so for nonparametric methods such as the Linear Quantile Regression (LQR)
4. As the quantiles increase from 0.5 to 0.95, the situation becomes more
in favor of the quantile estimation based on the Beta regression model.
This is understandable, as the data are generated from a true Beta
regression model, while the linear quantile regression model makes no
assumptions about the distribution of the response.
5. The performance of the quantile regression estimators based on the
LQR turn out to be better than those based on the Beta Regression when
the distribution is contaminated with 10% uniform numbers between 0
and 1. The LQR-based quantile becomes 20% to 400% more efficient
than their Beta regression counterparts. This advantage of the LQR
increases, even more, when the sample sizes increase.
6. We recommend that when dealing with quantile estimation in data
between 0 and 1, it is important to know if the data fit well to the
contemplated bounded data regressions (whatever that might be, Beta
regression or otherwise). If the fir of the model is suspected, then a
better avenue is to use the logit transformed LQR (or even non-linear
quantile regression, as seen appropriate).
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4.2

CONCLUSION
The aim of this research was to examine the relative performance of

quantile regression for data bounded between 0 and 1. Two types of regression
models were considered: one based on the distribution and one based on the
usual linear quantile regression via logit-transformed responses. The
comparisons were based on biases and MSE/Relative efficiencies computed
from Monte Carlo simulations. We considered data from a genuine beta
distribution as well as data contaminated with a 10 of a uniform random
numbers.
Our conclusion is that, if the data is known to be from a beta
distribution, then a proper beta regression should be used. On the other hand,
if the data is not from a beta distribution (from an unknown bounded
distribution) then the logit transformed linear quantile regression is more
robust.
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