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Abstract 
Large Eddy Simulation (LES) of atmospheric flows has become an increasingly popular modelling 
approach within the last years, as it has the potential to provide deeper insight into unsteady flow 
phenomena. LES can be improved and validated using specifically designed and well documented wind 
tunnel datasets. In this work, we evaluate the performance of LES against a wind tunnel experiment in a 
semi-idealized city (“Michel-Stadt”; CEDVAL-LES database) and use the LES results to study the 
structure of the turbulent flow at the particular urban area. The first, second and third order statistics are 
presented, as well as velocity frequency distributions and energy spectra. The results compare well with 
the experimental values. Information about special features of the flow field is also provided. A particular 
focus of this work is put on the influence of grid resolution on the results. Five different grids are 
examined and the required resolution for turbulent flow within the canopy layer is evaluated. This study 
reveals the strong potential of LES for urban flow simulations. It is shown that LES can assess highly 
non-Gaussian flow behaviour in street canyons, which has implications for urban ventilation, wind 
comfort assessment and urban design.  
Keywords: CFD; Computational Fluid Dynamics; Large Eddy Simulation; Urban turbulent flow; Semi-
idealized urban canopy; Boundary-layer wind tunnel; Michel-Stadt; LES validation; Grid resolution; 
ADREA-HF 
1. Introduction 
Within recent years, the physical and geometrical complexity that can be represented with 
computationally demanding high-resolution, eddy-resolving Computational Fluid Dynamics (CFD) 
methods has strongly increased. This is markedly the case for studies in urban environments that have 
become a focal point for both micro-meteorological and wind engineering research communities (e.g. 
Tamura, 2008; Tominaga and Stathopoulos, 2013; Blocken, 2015). The method of choice here is Large-
Eddy Simulation (LES), in which the anisotropic energy-carrying eddies in the flow are directly resolved, 
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while the effects of isotropic inertial range and dissipative eddies are parameterized (Piomelli, 2001; 
Sagaut, 2006; Argyropoulos and Markatos, 2015). 
Such turbulence-resolving simulations provide an unprecedented amount of information about the time-
space dependent behaviour of flow in the Urban Canopy Layer (UCL), the Roughness Sublayer (RS) and 
their interaction. For flow in complex urban settings, numerous studies have shown that LES outperforms 
simulations based on the Reynolds-averaged Navier-Stokes (RANS) equations due to its ability to 
account realistically for obstacle-induced turbulence (e.g. Murakami, 1998; Xie and Castro, 2006; 
Tominaga and Stathopoulos 2011; 2012; Gousseau et al., 2011; Nozu and Tamura, 2012). Beyond 
addressing fundamental research questions, urban LES is now also increasingly used for site-specific 
studies of pedestrian wind comfort and safety (e.g. Letzel et al., 2012), wind load on buildings (e.g. Nozu 
et al., 2008, 2015; Elshaer et al., 2016) or urban planning in combination with other CFD approaches (e.g. 
Yuan et al., 2014; Wang et al., 2017). Another key area where LES is spearheading research progress is 
urban pollutant dispersion (e.g. Camelli et al., 2006; Xie, 2011; Yoshie et al., 2011; Moon et al., 2014; 
Michioka et al., 2014; Nakayama et al., 2014; Fuka et al., 2018; Aristodemou et al., 2018). Here LES is 
used, for example, to deepen the understanding of the unsteady nature of the flow that in turn will lead to 
better comprehension of the dispersion from continuous or instantaneous releases. Such studies can also 
contribute to advancements of parameterizations in operational modelling environments (e.g. Giometto et 
al., 2016) for urban air quality or emergency response dispersion applications (e.g. Patnaik et al., 2012; 
Leitl et al., 2014, 2016). The time-dependency of the simulation also offers potential to expand 
deterministic analyses by probabilistic information, e.g. related to occurrence or exceedance probabilities 
of UCL wind gusts or pollutants concentrations (e.g. Wang et al., 2011; Nakayama and Nagai, 2011; Park 
et al., 2015; Ikegaya et al., 2017). 
Simulation complexity of urban systems is rising due to an increasing level of geometric detail that is 
covered. Today, the choice to restrict to strongly idealized geometries like uniform buildings arrays is not 
so much motivated by cost considerations, as by advantages for the study of fundamental turbulence 
aspects and parameterizations that can be substantiated by a relative abundance of corresponding wind-
tunnel measurements (e.g. Boppana et al., 2010; Gu et al., 2011; Inagaki et al. 2012; Saeedi and Wang, 
2015; Goodfriend et al. 2016; Castro et al. 2017; Llaguno-Munitxa et al., 2017). However, in order to 
investigate the full range of complex geometry-induced flow and dispersion patterns of real cities, studies 
have to be expanded to realistic, vertically and horizontally heterogeneous canopies (see for example 
comments on Kanda et al., 2013 and references therein). In such cases, scientific interest is shifting 
towards simulations based on realistic representations of actual urban areas. Such simulations allow 
studying the complex interaction of urban turbulence across scales in settings that represent the true 
heterogeneity of actual street and building layouts. One of the first LES studies of this kind, using the 
classic Smagorinsky approach as subgrid-scale model and Gaussian turbulence for the inlet of the flow 
field, was presented by He and Song (1999) in terms of a street-scale study of pedestrian wind comfort 
between groups of realistic buildings.  
More recently, with increasing computational capacities, LES studies of turbulent flow and transport 
emerged that cover a wide range of built environments scales, from streets and neighbourhoods to entire 
cities. For example, Nozu et al. (2008) covered an area of 2 x 1 km of Tokyo using nested grids in order 
to estimate the pressure at building walls. Bou-Zeid et al. (2009), examined the effect of the detail of the 
geometrical representation of a campus on the LES results and concluded that while macroscopically the 
influence of the details is not important, they can play a significant role when local phenomena between 
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the buildings are investigated. They performed the simulation at full-scale and they used RANS-type wall 
functions with roughness z0 equal to 0.01 m for the building walls and 0.1 m for the ground. Based on 
guidelines from previous studies, they used as resolution about 7 cells per obstacle. Xie and Castro 
(2009), simulated with LES the flow and dispersion over the complex urban geometry of DAPPLE site in 
London. At the inlet they used the artificial turbulence method of Xie and Castro (2008) that needs as 
input the integral length scales of turbulence. Those parameters were very roughly estimated at Figure 4 
of Xie and Castro (2009), who report that their actual value is not crucial. At the top of the domain they 
used stress-free boundary, as it is usual at LES studies, even if this boundary condition is not very 
appropriate for LES.  
Liu et al. (2011) modelled with LES part of Macao and compared the results with wind tunnel 
experimental data. At the inlet they used a simple artificial turbulence method similar to that of Hanna et 
al. (2002), while at the top of the domain they used non-reflecting boundary condition. Turbulent Prandtl 
and Schmidt numbers were taken equal to 0.72. Several of such LES studies in cities were reviewed by 
Gousseau et al. (2011), who also commented on the superiority of LES over RANS methods. Later on, 
Nozu and Tamura (2012) modeled a part of Tokyo and compared with wind tunnel results. For the inlet 
they used an auxiliary simulation with a driver region and recycling (Lund et al., 1998; Nozawa and 
Tamura, 2002). They also performed a RANS simulation and noticed that in that case the pollutant was 
trapped at the recirculation regions, while in the LES the instability of the flow resulted in intermittent 
pollution removal out of the recirculation regions, leading to higher dispersion. 
In more recent works, Moon et al. (2014) studied the flow in a part of Seoul and found similar results 
between the classic Smagorinsky and the Vreman (2004) model. The LES simulation of Nakayama et al. 
(2014) captured the general flow and concentration patterns of a wind-tunnel experiment in a model of 
Oklahoma city, even if there were some differences compared to the measurements due to the complexity 
of the case. The inlet conditions were taken from a driver region with a recycling method, the standard 
Smagorinsky subgrid-scale model with a constant Cs value of 0.1 was used and the horizontal grid 
spacing was about 4 meters. Gousseau et al. (2015) reproduced the wind-tunnel experiments of pollutant 
dispersion in downtown Montreal using the dynamic Smagorinsky model and the bounded central 
differences scheme. At the inlet they produced artificial turbulence using the vortex method (Sergent, 
2002; Mathey et al., 2006). At the top and lateral boundaries, symmetry boundary conditions were 
prescribed. They mentioned that the wind flow and dispersion patterns were complex and difficult to 
predict, even qualitatively. Nozu et al. (2015) applied the standard Smagorinsky model with limited 
central differences scheme in order to estimate the pressures in a tall building in a real city. They used 
overset grids, both Cartesian and unstructured, with a grid resolution of 1m at their target area. Recently, 
the coupling of LES in real cities with mesoscale models has also emerged (e.g. Nakayama et al., 2012; 
Liu et al., 2012; Michioka et al., 2013). 
From all the above-mentioned studies of LES in cities, it becomes clear that an accurate prediction and 
thorough investigation of the flow field is indispensable in order to study pollutant dispersion. Also, so as 
to examine detailed flow features in complex, realistic city geometries, very detailed and well-
documented experimental data need to be available. Experiments in boundary-layer wind tunnels, like the 
one examined in the current study, in this regard are an ideal complement to in-situ field measurements as 
it is possible to measure quantities of interest at a multitude of locations under controlled boundary 
conditions. 
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Very few of the previous urban LES studies considered more than one computational grid and, to the best 
of our knowledge, they have not examined in detail the actual influence of the grid resolution on the 
results - something that is common for RANS simulations and easier achievable due to the significantly 
lower computational costs. Also, few of these studies take advantage of the time-dependent nature of 
LES, e.g. by performing in-depth analyses of unsteady phenomena in urban flow fields examining higher-
order moments like skewness and probability distributions of velocities as in the work presented by 
Hertwig et al. (2017a, b). In this context, the current work complements the literature by utilizing many 
computational grids and by examining in detail the flow features emerging in a semi-idealized city for 
which extensive experimental measurements exist. 
The simulated geometry is based on a corresponding wind-tunnel scale model (“Michel-Stadt”; e.g. 
Hertwig et al. 2012), whose layout is representative for typical central European cities. The experiment 
was selected because it is a unique case of a semi-idealized city. Moreover, the availability of a vast 
amount of reference measurements on a dense grid within and above the urban geometry provides an 
ideal basis for model validation and thorough investigation of the flow field. While some previous LES 
studies were conducted in the "Michel-Stadt" geometry, presented mainly at conferences (e.g. 
Koutsourakis et al., 2012; Fuka and Brechler, 2014) and inter-comparison exercises (COST Action 
ES1006: Gariazzo et al., 2014), they were limited to comparisons of low-order statistics and did not focus 
on exploring complex flow characteristics in detail, as is the aim of this work. 
Here, we assess the performance accuracy of the LES as a function of grid resolution and study local 
canopy-layer flow features based on an analysis of velocity time series. We examine the general 
characteristics of the flow at the central part of “Michel-Stadt” with the use of streamtraces and exploit 
them to better explain local, often unsteady, flow phenomena. This paper also answers a basic question 
posed in a previous numerical study of “Michel-Stadt” with RANS models (Hertwig et al., 2012): Can we 
represent the unsteady, time-dependent, structure of turbulent flows and spatial flow patterns faithfully 
with LES and reproduce, for example, features like bimodal frequency distributions of velocity 
components that are observed at experimental  measurements? Answering this question is of great 
importance as the field of practical application is shifting its focus to predictions of more specialized 
variables like extreme values (e.g. for peak concentrations or wind gusts, Efthimiou et al., 2017b; 2017c). 
2. The Michel-Stadt experiment 
The flow data analysed in this study stem from boundary-layer wind-tunnel measurements conducted at 
the Environmental Wind Tunnel Laboratory (EWTL) of the Meteorological Institute at the University of 
Hamburg. 
The advent and the extensive use of large eddy simulation codes that resolve turbulence directly, created 
new quality and quantity requirements for experimental measurements used for validation studies. 
Comparison between LES and experiment can be performed among others with validation metrics, 
higher-order moments, two-point correlations and other structure recognition methods (Hertwig et al. 
2011; 2017a, b). Responding to those needs, the CEDVAL-LES validation database offers time-averaged 
statistics as well as time-resolved data (usually single-point) for different types of boundary-layer flow 
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and dispersion scenarios under neutral stability conditions. The validation datasets are freely available1 
and described by Fischer et al. (2010) and Bastigkeit (2011). 
CEDVAL-LES contains data for various levels of geometric complexity and surface roughness 
characteristics (e.g. simple rough-wall boundary layer flows above homogenous roughness elements, 
flows around isolated obstacles or within obstacle arrays, flows in semi-idealized urban environments and 
in realistic city layouts). The case selected for this study was flow within and above the semi-idealized 
city geometry referred to as “Michel-Stadt” (case reference: BL3-3). 
Fig. 1 presents pictures of the wind-tunnel test section and the urban scale model for this scenario. The 
semi-idealized urban geometry includes typical features of Northern and Central European cities like 
courtyards, oblique road arrangements, open spaces and complex intersections. The flow was physically 
modelled at a scale of 1:225. In the present work, all dimensions are presented in full-scale. The 
dimensions of the city are 1320 x 830 m (length x width). Three building heights are included in the 
model: 15, 18 and 24 m (Fig. 2). In the setup investigated here, all buildings have flat roofs. 
The BL3-0 experimental case of the CEDVAL-LES database was designed in order to correspond to the 
approach flow section upwind of the buildings of the BL3-3 case and has the same roughness length z0 as 
that of the city (1.53 m). Thus, the setup of the very rough boundary-layer flow (BL3-0) was used in this 
study as the inflow boundary layer for the semi-idealized city case (BL3-3).  
  
Fig. 1: The semi-idealized urban geometry used in this study (picture courtesy of EWTL, Bernd Leitl – 
left picture is from a later setup that had roughness elements both before and after the city). 
Velocity measurements were conducted with Laser Doppler Anemometry (LDA), providing point-wise 
information about the horizontal velocity components within and above the city. The vertical velocity was 
not measured. The streamwise reference velocity at a height of 100 m was kept close to 6.1refU   m/s 
and was monitored and recorded during each measurement run. The reference velocity was verified to be 
sufficiently high to guarantee Reynolds number independence of derived flow statistics within and above 
the urban canopy. Three groups of wind speed measurements were used in this study: 1) Detailed 
measurements on horizontal cross-sections at heights of 2, 9 and 18.23 m in the model centre (340 m x 
340 m core domain). These measurements covered various street canyons, a large open space and 2 
courtyards with overall 383 measurement points per level (Fig. 2, left). 2) 40 vertical profiles distributed 
at various points throughout the city (Fig. 2, centre) in order to create a general view of the flow. 3) 
Measurements on at horizontal cross-sections above the canopy layer at heights of 27.45 and 30.15 m, 
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6 
 
containing 252 data points at each height (Fig. 2, right). More details about this experiment can be found 
in Hertwig et al. (2012). 
 
Fig. 2: Top views of the city (whole city in the middle) with an indication of buildings height and 
measurements location. Left: densely-spaced measurement locations within the urban canopy layer at 
elevations of 2, 9 and 18.23 m; centre: vertical profiles locations; right: measurements locations above 
roof top at heights of 27.45 and 30.15 m. 
3. Numerical methodology 
3.1. Governing equations 
In LES, a spatial filtering is applied to every flow variable, decomposing it into a resolved (or filtered) 
component and a Sub-Grid Scale (SGS) component. The filtered governing equations that are solved are: 
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where   is the density, t  is the time, ju  are the velocity components, jx  is the distance, p  is the 
pressure, r  is the gas constant and T  is the absolute temperature. The bar represents space-averaged 
values, while the tilde denotes density-weighted space-averaged values. lij% is the instantaneous shear 
stress tensor due to molecular forcing and Rij  is the residual stress tensor due to the subgrid turbulence. 
In this study, the SGS stresses are modelled using the Smagorinsky (1963) subgrid scale model with the 
Van Driest (1956) damping in order to account for the reduced growth of the small scales near the wall: 
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where   is the dynamic viscosity, ijS  is the rate-of-strain tensor, ij  is the Kronecker delta, sC  the 
Smagorinsky constant,   is the filter size and y  is the non-dimensional distance from the wall. The 
Smagorinsky constant was set equal to 0.1 and the filter size   equal to 1 3V  where V is the volume of the 
computational cell. The term 
1
3
R
kk ij  , which is usually negligible compared to thermodynamic pressure 
(Erlebacher et al., 1992), is incorporated into the filtered pressure. The effect of gravity was ignored in 
order to better monitor small pressure changes in the flow field. 
3.2. Simulation setup 
The city was considered in full scale; thus, the values of all variables are given in full scale in the rest of 
the text. The computational domain size is 1670 x 900 x 147 m in the streamwise (x axis, u velocity 
component), spanwise (y axis, v velocity component) and vertical (z axis, w velocity component) 
directions, respectively. The coordinate system has its origin at the point (-765.05 m, -532.9 m, 0 m) of 
the coordinate system of the experiment. The boundaries of the domain are shown in Fig. 3. The distance 
of the west boundary (left side of the domain, Fig. 3) from the first obstacle is equal to 120 m (i.e. 8 H 
where H=15 m is the height of the buildings in the first and last row) and the distance of the east 
boundary from the last obstacle is equal to 230 m (15 H). The height of the domain corresponds to 6.1 
times the maximum height of the buildings. These dimensions agree with recommendations for micro-
scale CFD modelling of urban flows defined in the COST Action 732 (Schatzmann et al., 2010). The 
distance of the lateral boundaries from the nearest obstacle is approximately 35 m which is about the 
distance (in full scale) between the wind-tunnel walls and the nearest building. As a test, a larger domain 
length was also used in order to examine the impact on the results. In that case, the inlet plane was moved 
1500 m upwind of the city and a series of roughness elements (24 rows of obstacles based on floor 
roughness dimensions used in the experiment) were positioned in the area in front of the city. No 
significant changes in the results at the sensors’ positions were observed (see also Sect. 4.2). 
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Fig. 3: The size of the computational domain used in the simulations along with near-wall details of Grid 
5 shown in the insets. 
Five grids were used for the discretization of the domain in order to study the effect of numerical 
resolution on the accuracy of the resulting flow fields. Their main characteristics are presented in Table 1. 
The ratio between the number of cells of successive grids ranges between 4 for the coarsest grids and 1.9 
for the finest grids. For Grids 3-5, the height of the cells near the ground satisfies the minimum grid 
resolution proposed by Tominaga et al. (2008), i.e. 1/10 of the maximum building height of 24 m. For 
Grids 2-4 the vertical grid resolution is constant from the ground up to 27 m (thus the core domain of the 
city has cubic cells) and then continuously stretched with an expansion factor of 1.06. In Grid 5 the 
resolution is increased from the ground to 9.6 m from 0.5 to 1.2 m and then it is kept constant until 36 m. 
Above this height, it is vertically expanded by a factor of 1.07. In the horizontal directions dx and dy are 
kept constant in the core of the building domain spanning an area of 825 m times 436 m. Outside the core 
region, for Grids 2-5 dy is expanded with a factor of 1.02, while dx is expanded with a factor of 1.06 and 
1.01 in upwind and downwind directions, respectively. The structure of Grid 5 is shown in Fig. 3 in terms 
of xy and xz planes. 
 
Grid Number of cells 
Number of cells ratio 
(Grid i / Grid i-1) 
dx, dy (m) at the core of 
the urban area 
Minimum dz 
(ground level) 
Grid 1 718,181 - 6.6 3.2 
Grid 2 2,863,432 4 3.0 3.0 
Grid 3 7,448,672 2.6 2.0 2.0 
Grid 4 14,707,038 1.97 1.5 1.5 
Grid 5 28,114,306 1.9 1.2 0.5 
Table 1: Characteristics of the examined grids. 
At the lateral boundaries, solid surfaces were considered as boundary conditions to mimic the situation in 
the wind tunnel. This specification gives the same results, but with a slight acceleration of the mean flow, 
compared to the case of using symmetry boundary conditions at the lateral planes instead of solid walls, 
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which were also tested. This acceleration was taken into account before processing the results in the 
estimation of the reference velocity for the predictions, which is defined at a height of 100 m as in the 
experiment. The reference velocity was estimated to be equal to 6.84refU   m/s for the dense grids. 
At the outflow plane a non-reflecting type boundary condition for the normal velocity component and a 
zero-gradient boundary condition for the other velocity components were used. Rough-wall wall 
functions were used at the building surfaces and the ground with a roughness length z0 equal to 0.0625 m. 
At the area in front of the city a higher roughness length was used (1.498 m) for the coarse Grids 1 and 2, 
while for the finer grids that roughness was set equal to that of the ground inside the city.. At the inlet and 
the top boundary, a given value equal to zero was used as boundary condition for the v and w velocity 
components whereas the Langevin-type boundary condition was used for the u velocity component 
(details are given in the following section). Finally, as initial conditions, the vertical velocity profile of the 
mean flow that was imposed in the inlet was used in the whole domain. 
3.2.1. Langevin-type inflow boundary condition 
In LES suitable boundary conditions are required especially at the inlet planes in order to reproduce 
realistic turbulent flow conditions and to minimize the time/space that is needed from the code to develop 
the turbulent flow field. A common approach, particularly for simulations in regular building arrays, is to 
use cyclic boundary conditions. This method has some disadvantages, the most significant of which being 
that it cannot be applied to any arbitrary geometry. Many alternative methods have been proposed which 
can be broadly split into two categories. The first type uses explicitly or implicitly a method to ‘recycle’ 
the flow, frequently in a driver region that exists separately to the actual domain of interest. 
Consequently, some of the disadvantages of using cyclic boundary conditions remain. An example of this 
approach is described by Lund et al. (1998). In the second type, artificial turbulence is generated based on 
statistical characteristics of the flow (e.g. Smirnov et al. 2001; Klein et al. 2003, Xie & Castro 2008) or by 
defining characteristics of turbulence structures (e.g. Jarrin et al. 2006). Recent reviews on inflow 
turbulence generation methods are presented by Tabor and Baba-Ahmadi (2010) and Wu (2017). 
In the present work, the second type of inlet boundary conditions was utilized. The Langevin-type 
equations (Koutsourakis, 2014) were used which can provide coherent fluctuations at any free boundary 
of the computational domain. In this method, the velocity component iu  is analysed as the sum of a mean 
value iu  and a fluctuation iu , i.e. i i iu u u  . If the fluctuation at some boundary cell (at which the 
Langevin-type boundary condition is applied) at time t  is equal to  iu t , then the fluctuation at t t   is 
given by: 
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where 
iu
T  is the autocorrelation time scale, 
iu
  is the standard deviation and   is a random number that 
follows the Gaussian distribution with a mean equal to 0 and standard deviation of 1. The above equation 
correlates the fluctuations in each cell with the fluctuation in the same cell at the previous time-step. The 
first term of this equation represents the dependence of iu  on its previous value and the second term the 
random part of iu . A similar approach was used by Hanna et al. (2002). The above equation is derived 
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from the equation    i iu t t au t       with the autocorrelation function of iu  being given by the 
relation   1ui
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i
t T
u
u
t
R t e
T
 
    .  
In contrast to the mere Gaussian fluctuations, the Langevin-type method can provide enough coherence 
for the turbulence not to be damped, while still remaining simple. However, as formulated above, it does 
not provide the spatial correlation of iu  among neighbouring cells. An extension of this formula that 
considers spatial correlations has also been developed and tested (Koutsourakis, 2014). From those tests it 
was found that the spatial correlations are of secondary importance compared to temporal correlations 
concerning inflow turbulence generation for LES (see also Davidson, 2005). Also, according to our 
experience, the LES model will produce its “own turbulence”, that could partially deviate from the exact 
inlet characteristics. As a result, a simple inlet condition which triggers the code to generate and maintain 
a turbulent flow field seems to be sufficient for general purpose LES calculations around buildings (see 
also Davidson, 2005 and Tabor and Baba-Ahmadi, 2010). Thus, equation 
Error! Reference source not found. was used in the present study, which provides only time correlation 
of the imposed velocity fluctuations at the inlet. 
The Langevin-type boundary condition was initially tested in the case of the horizontally homogeneous 
rough boundary-layer flow without buildings (BL3-0) at wind tunnel scale (Koutsourakis, 2014). It 
yielded better results than the cyclic conditions, mainly due to its application to the top boundary, since 
the symmetry-on-top of the cyclic case dampens turbulence. Indeed, in a simulation with cyclic 
conditions in longitudinal direction and Langevin-type on top, the results were the same as in the case of 
Langevin-type at inlet and top. This is a confirmation that the Langevin-type boundary condition works 
well. One of its advantages is that it offers the ability to perform LES in any heterogeneous building 
geometry (where cyclic conditions might be impossible to apply) and is also a good boundary condition 
for the free top surface, even if cyclic or any other type of boundary conditions are used elsewhere. 
In the current simulations, the Langevin-type boundary condition was used for the u component of the 
velocity at the inlet and the top boundaries of the domain. To be applied, it is necessary to provide at each 
cell the mean values, the standard deviation and the autocorrelation time scale. These values were derived 
from the BL3-0 measurements as a function of height. Thus the imposed inlet profile corresponds to the 
conditions modelled in the wind tunnel approach flow section upwind of the urban model. The mean 
values of u (for Grid 5) were between 0.061 m/s (on the ground cell) and 6.71 m/s (at the top cell). The 
value of 
iu
T  at the ground cell was equal to 45 s, increasing to the value of 198 s at 53.7 m and then 
decreasing to 153 s at the top cell. The initial values of iu  at the ground cell was equal 6.6e-05 m/s, 
increasing to the value of 1.45 m/s at 30.6 m and then decreasing to 0.9 m/s at the top cell. 
3.3. Numerical details 
The CFD code ADREA-HF was used for all simulations in this study. ADREA-HF is a general purpose 
CFD code which has been extensively validated against flow and dispersion experiments (Venetsanos et 
al. 2010, Hertwig et al. 2012, Efthimiou et al. 2017a, 2017b). It uses a finite volume method on a 
staggered Cartesian grid. Any solid surface is represented with high accuracy, without ‘staircase’ effects, 
with the use of porosities. Based on the porosity method (Bartzis, 1991) the cells can be entirely blocked, 
partially blocked or entirely free. The fully blocked cells (e.g. within buildings) are excluded from the 
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calculations and memory allocations, while for the partially blocked cells the integration of the 
conservation equations is performed over the active (free) cell volume, taking into account the position 
and the orientation of all in-cell surfaces. Face areas of the control volumes are treated similarly. 
The pressure and velocity equations are decoupled using a modification of the SIMPLER algorithm 
(Kovalets et al., 2008). For the discretization of the convective terms in the momentum equations a 
second order accurate bounded central difference scheme was used (Waterson and Deconinck, 2007). The 
implementation was carried out using a deferred-correction approach via the source term. For the time 
advancement, an implicit second order backward differences scheme was chosen. The time step Δt was 
set equal to 0.2 s for the Grid 1 and Grid 2 cases and equal to 0.1 s for the higher resolution grids in order 
for the Courant-Friedrichs-Lewy (CFL) number to be smaller than 1 in all cases and to ensure proper time 
resolution for turbulence and fast convergence. The values 0.1 and 0.2 s correspond to non-dimensional 
time steps *
H
t t U H     of 0.02 and 0.04 (where H  is the mean building height, equal to 19 m. and 
H
U  the inflow velocity at this height, equal to 3.85 m/s). In the case of Grid 5, the CFL number was 
approximately equal to 0.8 and 4–5 iterations were required for convergence in each time-step (maximum 
absolute error for velocities equal to about 0.003 m/s). Smaller time steps, equal to 0.02 and 0.04 s were 
also tested in Grid 3 and the results were found to be independent of the time-step. 
The computations were run in parallel using the Greek National High Performance Cluster (HPC) ARIS 
(consisting of 426 nodes, two Intel Xeon E5-2680 v2 processors and 64 GB of RAM per node, Infiniband 
FDR network). For the parallelization of the code the domain decomposition method is used. The 
computational domain is split into sub-domains (partitions) and each sub-domain is assigned to a 
processor core. The communication between the cores is achieved using the MPI protocol. The linear 
system for the pressure that arises from the discretization of the differential equations is solved using the 
BiCGstab method with ILU(0) preconditioning (Saad, 2003). A block variation of the ILU preconditioner 
is used which is easy to be parallelized. Each core applies the ILU preconditioner only for the data of the 
assigned sub-domain. As a result, each core has its own precondition matrix and all precondition 
operations can be carried out in parallel. The average number of iterations for the convergence of the 
BiCGstab method was equal to 58 and 68 for Grid 4 and 5 respectively. The code exhibited very good 
speed-up as the number of cores increased. For the case of Grid 4 the speedup of 3.8 was achieved by 
increasing the number of cores by a factor of four (from 60 to 240). The CPU time for the whole 
simulation was 22 days for Grid 4 using 100 cores and 35 days for Grid 5 using 170 cores.  
Velocity time series were extracted at overall 2,158 locations throughout the domain, corresponding to the 
measurement sites of the experiment. A sampling time interval equal to 1.0 s was usually chosen (non-
dimensional value equal to 0.2). Smaller sampling rates did not reveal any change of the time-series 
statistics. The simulated time was set equal to 10,000 s which corresponds to approximately 40 times the 
bulk eddy turnover time refL U , where L  is the domain length. Such a long modelling time is of 
particular importance when analysing higher-order statistics as done in this study. It is noted that in order 
to compare the numerical and experimental results, it should be taken into account that due to the length 
scale reduction in the wind tunnel by a factor of 225, processes happen 225 times faster at the same wind 
speed as under full scale conditions. For that reason statistics like the spectra presented later on, are 
compared in dimensionless form. 
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After a simulation time of 1,000 s (4 times the bulk eddy turnover time), the turbulent flow field had fully 
developed. The sensor time-series in the period of 1,000 to 10,000 s were used in order to obtain the 
statistics at the 2,158 points. Moreover, mean values and turbulent stresses are calculated at all grid points 
and stored at chosen times by performing averaging during the simulation. 
3.4. Statistical Performance Measures 
Statistical Performance Measures (SPMs) provide a quantitative means of comparison between model 
predictions and measurements. SPMs are very useful for model evaluation especially in case of a large 
number of data pairs to compare. Several SPMs are available and each of them has its merits and 
drawbacks (Schatzmann et al., 2010). In the present study, two SPMs are used: Hit Rate (HR) and FAC2. 
The use of the Hit Rate for the evaluation of micro-scale models was proposed by COST Action 732 
(Schatzmann et al., 2010). In principle, the Hit Rate specifies the fraction of predictions that differ from 
the observations within an allowed range given by the relative error D. The experimental uncertainty is 
taken into account with the parameter W, which expresses a “low value” limit. HR is then obtained from: 
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where n is the total number of data pairs, P is the model’s prediction and O is the corresponding 
experimental observation. The minimum value of HR is 0 and its maximum equal to 1, which represents a 
perfect agreement with the experiment. The parameter W was set to 0.0165 and 0.0288 for the refu U  
and refv U  normalized mean velocity components, respectively. These values are based on the statistical 
scatter of the “Michel-Stadt” experiment that was derived from repetition measurements (Hertwig et al., 
2012). The parameter D was selected equal to 0.25 following recommendations in VDI (2005). 
The FAC2 metric gives the fraction of predictions that are within a factor of 2 of the observations: 
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FAC2 takes values between 0 and 1. A perfect model would have FAC2 = 1. A “low value” limit is also 
included in this metric through the parameter W, which values are the same as for the Hit Rate. 
4. Results and discussion 
4.1. General flow features and grid sensitivity assessment 
Fig. 4 presents vertical profiles (profile 14 and 37) of the normalized mean streamwise refu U  and lateral 
refv U  velocity components at two different locations of the urban area. Profiles positions are indicated 
in figure insets. Both points are situated on the centreline of the town, the former in the first upwind part 
of the city and the latter in the centre. The flow behaviour is quite different because of the different local 
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building layout. Moreover, these selected profiles are representative of the profiles in the rest of the city 
in terms of the local flow regimes and the grid effect on the simulation results.  
Regarding the streamwise velocity component (Fig. 4, top), the effect of the geometry on the profiles is 
obvious. In Profile 37, which is located inside a narrow street canyon, near zero values of the streamwise 
velocity are observed from the ground until 20 m. On the other hand in Profile 14, which is located at the 
entrance to a larger open area, velocity values are negative near the ground and then gradually increase 
with height. The LES and the experiments show the same qualitative trends although LES has a tendency 
to underestimate the velocities. The underestimations are mainly due to, or correlate to, the more severe 
underestimation of the stresses (which are presented in the next section) at these points. In general, the 
finer the grid, the closer the results are to the experimental values, even if the differences are very small. 
Results from Grids 4 and 5 overlap especially at profile 37. It is interesting that, even if we refer to mean 
values, the profiles of both the experiment and the simulations may not be smooth due to the unsteadiness 
of the flow (see for example profile 14 at 60-80 m). 
Regarding the lateral velocity component (Fig. 4, bottom), a strong amplification within the canopy layer 
is observed because of building-induced flow effects. Here, the impact of the grid resolution on the 
computational results is particularly striking. In profile 14, the two coarser grids (Grid 1 and 2) fail to 
reproduce the overall shape of the experimental curve since a positive sign of the v  velocity is predicted 
at all heights. On the other hand, the denser grids (Grid 3 to 5) predict the negative sign of the velocity at 
heights lower than about 20 m. The reason for this is a recirculation that formed in the area, which cannot 
be reproduced accurately on the coarse grids. As the number of cells increases, the agreement with the 
experiment is strongly improved. However, significant under-prediction exists even for Grid 5 at heights 
below 10 m. For the narrow street canyon location (Profile 37), considerable qualitative and quantitative 
differences can be observed among the computational results. Due to the strong geometric confinement of 
the flow, the detailed flow structure cannot be resolved with the coarser grid and the results show a very 
high sensitivity to the choice of the grid. At heights below the mean building height, only Grid 4 and Grid 
5 predict the negative velocities that are observed in the experiment. However, even though Grid 5 is in 
better agreement with the experiment, it does not capture all oscillations of the profile. 
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Fig. 4: Vertical profiles of the normalized mean streamwise, refu U , and lateral, refv U , velocity 
components at two representative locations of the urban area. The position of the profiles in the city is 
marked with a red dot in the insets. 
In Fig. 5 the scatter plots of the normalized mean velocities for Grid 2 (coarse grid) and Grid 5 (finest 
grid) are presented (videos of the full evolution of the scatter plots as the grid is refined are presented as 
supplementary materials. Supplementary video related to this article can be found at 
https://doi.org/10.1016/j.jweia.2018.03.017). The results have been grouped based on height ranges. We 
observe that most of the points fall within the limits of the “1 to 2” and “2 to 1” lines for both grids. 
However, the grid choice has a significant impact on the model performance. The overall scatter of the 
values about the 1-to-1 line decreases for the finer grid, which is most obvious in the lateral component 
especially at low magnitudes. The alignment of the results with the ideal line for the fine grid is also 
improved. This improvement is particularly obvious for the lowest comparison heights within the canopy 
layer. However, for both grids the LES has a tendency to underestimate the canopy layer velocities (z<28 
m) compared to the experiment. The underestimation, in absolute values, becomes higher as we move 
closer to the ground and it is lower for the finer grid. The use of wall functions may be partly responsible 
for this. Wall functions always influence the accuracy of the simulation, especially when the exact value 
of the roughness is not known. Close to the ground, especially in the region between the ground and 7 m, 
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a larger fraction of negative velocities are observed due to the flow field complexity (e.g. recirculation 
zones). Values of the mean vertical velocity w  cannot be evaluated due to the lack of experimental 
measurements. 
 
Fig. 5: Scatter plots of the normalized mean streamwise refu U  (top) and lateral refv U  (bottom) velocity 
components for Grid 2 (left) and Grid 5 (right) showing all 2,158 data pairs grouped by different height 
ranges. The dashed lines indicate the 1-to-2 and 2-to-1 margins. 
In a next step, these results are quantified by analysing the evolution of validation metrics as a function of 
grid resolution. Fig. 6 presents the two validation metrics introduced before for all five grids used in this 
study. As indicated in the scatter plots, for both velocity components the performance of the model 
increases with increasing grid resolution. The largest differences between simulations and experiment are 
observed for the two coarsest grids (Grid 1 and 2). The differences between the finest grids are low and in 
some cases the curves flatten out quite quickly into plateaus, i.e. the gain in accuracy from refining the 
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grid further becomes negligible. This result is particularly important as further grid refinements are 
associated with a strong increase of overall computational costs. Taking into account that the main 
difference between Grid 4 and Grid 5 is the number of cells in the vertical direction, we notice that a 
resolution of about 10 cells through the average building height is in general sufficient to resolve the basic 
flow characteristics in LES. This result is in accordance with recommendations by Tominaga et al. 
(2008). 
 
Fig. 6: Validation metrics for the normalized mean velocity components refu U  and refv U  for all LES 
grids examined. 
The energy spectra of the u  velocity component at a single point for all grids are displayed in Fig. 7. The 
specific position represents a point above the courtyard of the 15 m high building D (see Fig. 8). In that 
area the flow is influenced by the buildings, but it is not too complex; also, for this point, the comparison 
between the experimental values and the LES results is satisfactory compared to other positions 
(predicted to experimental ratio of refu U , refv U , u refU  and v refU  equal to 0.72, 0.96, 0.80 and 
0.69 respectively). In the same figure, the experimental spectrum is also displaced. We observe that all 
LES spectra have a good agreement with the experiment up to the spectral peak. After the maximum 
value is reached, the spectra of Grids 2 to 5 agree well with the experiment in the starting region of the 
inertial subrange, following the expected -2/3 law (scaled frequencies). This means that part of the inertial 
subrange of turbulence is resolved, indicating a proper LES method for the chosen grid resolutions. The 
absence of the inertial subrange from the spectrum of Grid 1 implies that this grid is too coarse to resolve 
the flow into this subrange and the simulation is in fact a "Very Large Eddy Simulation" (VLES). As the 
grid resolution increases, the part of the spectrum that follows the -2/3 law increases as more turbulence 
structures are directly resolved as expected in LES. Finally, for all grids, the spectra show the typical fast 
drop in energy as a result of the LES grid cut-off. A similar behaviour was noticed at different positions 
and heights and also in the no buildings case BL3-0. 
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Fig. 7: Normalized energy density spectra of the streamwise velocity component at a single point, for all 
LES grids together with the spectrum derived from the experiment. 
An estimation of the resolved amount of turbulence in an LES study can be made using the formula 
 res res sgsk k k  where resk  is the resolved part of the turbulent kinetic energy and sgsk  the subgrid part. 
This formula was applied in Grid 2 and Grid 5 case. The average value among all sensors is equal to 97.6 
% and 99.2 % for Grid 2 and Grid 5 respectively. In both cases the percentage of the resolved turbulent 
kinetic energy is very high. However, this alone is not representative of the quality of the LES simulation 
because neither the ‘real’ experimental turbulence nor the numerical diffusion, which in some cases can 
outweigh the SGS stresses, is considered. 
4.2. Detailed flow structure evaluation 
In this section, results from the simulation with Grid 5 are analysed and compared with the experiment in 
more detail. First, the exploratory data analysis of the preceding section is refined. Then, higher order 
statistics of the flow are evaluated alongside frequency distributions of the underlying instantaneous 
velocities. 
4.2.1. Statistical metrics and flow analysis 
Table 2 shows validation metrics for Grid 5 grouped based on different height levels in order to quantify 
in which regions of the domain the model performs best / worst. Statistical metrics are frequently used in 
order to quantify the quality of a model. However, the interpretation of their values needs to be made with 
caution and along with the overview of the flow field. For example, Koutsourakis (2014) reports 
misleading values at low heights and at some recirculation regions and Dejoan et al. (2010) suggest 
caution when interpreting statistical metrics since they can give similar values for different flow 
structures. Moreover, metrics values depend on the choice of the acceptance criteria, which can be 
application specific. 
A moderate model performance is observed at the first two zones (0 – 7 m and 7 – 14 m). In these zones 
we expect the most complex flow phenomena. At higher levels metrics further improve. Acceptance 
criteria that are used by Hertwig et al. (2012) following the suggestions by VDI (2005) and Hanna et al. 
(2004) are FAC2 0.5  and HR   0.66. The threshold for FAC2 is satisfied in all zones for both velocity 
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components whereas for HR it is met only sufficiently far away from the surface. The performance of the 
model is improved as the height increases according to both metrics. 
In the work of Hertwig et al. (2012) the same experiment was simulated with RANS models using two 
different CFD codes. In that study, FAC2 estimated for all heights was equal to 0.78 for refu U  and 0.52 
for refv U  (average values of the results for the two CFD codes). The values of the HR metric were equal 
to 0.59 and 0.6, respectively. We observe that the LES of the present study overall performs better, which 
is particularly evident in the FAC2. 
 
 
refu U  refv U  
Height FAC2 HR FAC2 HR 
All heights 0.84 0.55 0.77 0.69 
0 – 7 m 0.69 0.30 0.64 0.39 
7 – 14 m 0.68 0.46 0.75 0.62 
14 – 21 m 0.90 0.33 0.84 0.77 
21 – 28 m 0.99 0.75 0.86 0.88 
28 – 35 m 1.00 0.88 0.86 0.88 
> 35 m 1.00 1.00 0.78 0.83 
Ideal values 1.00 1.00 1.00 1.00 
Table 2: Validation metrics at different height layer for the high-resolution Grid 5. 
As indicated by the validation metrics, the most difficult area to predict the mean flow is inside the 
canopy layer, especially at low heights. In Fig. 8 the normalized mean velocity vectors at heights of 2 and 
9 m are presented for both simulation and experiment. The prediction of the mean flow patterns is very 
satisfactory, especially concerning the flow direction. Regions of stronger wind speeds can be observed in 
the open area in lower left region of the domain. The flow exits the plaza mainly through a complex 
intersection on the right and it is subsequently channelled between buildings O and L and between 
buildings H and L. A small part of the flow moves upwards between the buildings B and G and it meets 
the flow that comes from the upper side between the buildings B and C. 
At 2 m from the ground (Fig. 8, left), a strong flow reversal is formed between the buildings G and H due 
to the recirculation that occurs in street canyons with perpendicular wind forcing direction. A similar 
phenomenon is observed between buildings L and M as well as in the courtyards of buildings G and D 
due to a recirculation vortex forming there. Another interesting flow pattern is the anticlockwise 
horizontal vortex that is formed in the intersection area between buildings H and I. In all the above points, 
the simulation results are in overall very good agreement with the experiment. However, the 
underestimation of the velocity magnitude at several positions is evident too.  
At 9 m from the ground (Fig. 8, right), the agreement with the experiment has improved, especially 
regarding the velocity magnitudes with noticeable exceptions in some areas such as between buildings H 
and M, H and E and M and I. In the areas where the velocity magnitudes are small, a strong w velocity 
component is often expected due to the recirculation in the street canyons (the level of 9 m is about in the 
half of the average height of the buildings). Flow channelling along street canyons is established in 
several areas such as between buildings C and G, and between H and D. The flow between buildings H 
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and D impacts on the downwind building E, which results in a splitting of the flow. Some stronger 
differences in wind speeds between the simulation and the experiment can be observed in this region of 
the domain (especially between buildings D and E) as a result of the complexity of the flow phenomena. 
 
Fig. 8: Comparison between experimental and LES (Grid 5) results of the normalized mean velocity 
vectors at the sensor positions at 2 (left) and 9 (right) meters height. The approach flow is from left to 
right. 
Observing the streamtraces of the mean flow can help to identify several flow features, both general and 
specific. In Fig. 9 overall ten different streamtraces are shown that provide information about the flow in 
the central part of the city. These were selected in order to illustrate the variety and complexity of flow 
behaviour in the model area. Horizontal velocity vectors in a plane at z=4.1 m are also included. Note that 
only every fourth vector is plotted in each direction for clarity. The streamtraces are coloured according to 
the local mean value of the streamwise velocity. Blue corresponds to backflow, while yellow/ red to 
positive velocities and thus in most cases also to higher altitudes. A general observation from this figure 
is that understanding the mean flow is not straightforward in such a complex geometry. Streamtraces 
starting from similar positions may proceed towards different directions (e.g streamtraces 1, 2 and 6, 7) or 
follow complicated routes (e.g. 5, 8). Inside street canyons channelling effects can be observed and 
classical recirculation vortices depending on the orientation of the canyon with respect to the forcing wind 
direction. At oblique streets, the influence of both the channelling and the recirculation results in helical 
streamtraces (e.g. 6). 
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Fig. 9: LES (Grid 5) streamtraces of the mean flow at the centre of the model (colours indicate the local 
mean streamwise velocity), along with horizontal velocity vectors at z=4.1 m plane.  
Streamtraces can also help to examine specific flow features. For example, behind building N a corner 
vortex with a vertical axis is formed (streamtrace 3) which disturbs the vorticity sheet shedding from the 
roof of building N (not seen here). A similar vertical vortex is formed at the intersection between 
buildings H, E, M, I (streamtrace 9). In this case, the flow is very complex and the position of the vortex 
is slightly oscillating. In the neighbourhood of the particular vortex, non-Gaussian velocity distributions 
can be found in both the experiment and the LES, as it will be shown later. This particular vertical vortex 
is gradually evolving into a horizontal one along the street canyon between buildings E and I. Something 
similar occurs in the vortex structure formed on the plaza below building B (streamtrace 5). In this 
example, the streamtrace completes half a loop between buildings B and G, then passes over the (low 
height) building G, but does not manage to go over the taller building H. Instead the flow is trapped at the 
canyon recirculation, then escapes above building L and loops again between buildings L and M and 
finally inside the courtyard of building M, before escaping from the canopy layer. 
Streamtrace 8 is another very illustrative example, since it passes through critical points of the central part 
of the city. Following this particular streamtrace, the flow enters the canyon between buildings B and C 
and then is lifted upwards at the notch of building B. In this particular region the flow is very complex 
due to influence of the flow from the neighbouring streets and to the complex building layout. Non-
Gaussian velocity distributions can be found here. The streamtrace then goes over the recirculation vortex 
that is formed at the beginning of the street canyon between buildings C and G, and goes down just after 
this vortex. Encountering building H the flow is split and the particular streamtrace goes upwards, at the 
street canyon between buildings C and D, while also performing a couple of recirculations inside the 
canyon and later in the courtyard of building D. This is a particularly good example for the strong three-
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dimensional nature of the urban flow field, in which the flow (and e.g. pollutants carried with the flow) 
can leave and re-enter the canopy layer, resulting in significant vertical interaction. 
Another example of trapping in courtyards, which are a prominent feature of the “Michel-Stadt” geometry 
and characteristic for many European cities, is streamtrace 7 (courtyard of building B). Other 
streamtraces, not shown here, reveal that the flow can be trapped inside such yards for a very long time. 
After streamtrace 7 has exited the courtyard, it moves in a high elevation before diving into the canyon 
between buildings D and H. 
4.2.2. Second and third order statistics and velocity distributions 
In Fig. 10, the scatter plots for the normalized second order statistics of the velocity components are 
presented for the layer in which turbulence has developed mainly due to the presence of the buildings 
(height below 28 m). The results have been grouped according to selected height ranges and concern the 
resolved part of turbulence. The SGS part of turbulence is neglected, since it is on average less than 1%, 
as commented at the end of section 4.1., From Fig. 10, we observe that in general the turbulent stresses 
are under-predicted. At elevations higher than 28 m, the under-prediction is larger. 
 
Fig. 10: Scatter plots for the normalized standard deviation of the u and v velocity components and the 
u v   stresses for Grid 5. The dashed lines indicate the 1-to-2 and 2-to-1 margins. 
In order to evaluate some possible reasons for the divergence of the predicted stresses from the 
measurements, various simulation sensitivity analyses were performed. For this analysis the resolution of 
the coarser Grid 3 was used to save computational time. The first possible reason that was examined was 
the inlet turbulence. In particular, the effect of the standard deviation required by the Langevin-type 
boundary condition was tested. Doubling the values of the standard deviation did not reveal any 
significant impact on the mean velocity profiles. On the other hand small differences were observed for 
the Reynold stresses uu   where higher values were predicted especially at high elevations. However 
these values were still much lower than the experimental ones. At lower heights (< 20 m) the differences 
were small at the majority of the comparison sites. This behaviour was expected because at greater 
heights the results are more strongly affected by the imposed fluctuations at the top and inlet boundaries, 
whereas inside the city turbulence is self-developed. The Reynolds stresses vv   seemed to remain almost 
unaffected at higher elevations whereas small differences were observed at lower heights. The sensitivity 
of the results on the autocorrelation time scale parameter of the Langevin-type boundary condition was 
also investigated. When using a five times smaller time scale, the observed effect on the results was 
smaller than the effect of the higher standard deviation. 
Another sensitivity test had to do with the value of Smagorinsky constant Cs. The specific test was 
conducted with Grid 2, because the influence of Cs is more pronounced at coarser grids. Using Cs=0.2 
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instead of 0.1, resulted in a significant increase of the subgrid-scale turbulence values (approximately 3.5 
times higher SGS turbulent velocity). On the other hand, the resolved part of turbulence was severely 
damped in most areas of the domain. Thus, the overall turbulence was on average lower and the 
agreement with the experiment was worse: FAC2 for σu dropped from 0.46 to 0.38 and for u  from 0.70 to 
0.65. Thus Cs=0.1, which is the most common value used in the literature, provided better results in this 
study too. 
Another possible reason for the disagreement with the experiment regarding the Reynolds stresses is the 
domain length. If the inlet boundary is too close to the area of interest, turbulence (especially far from 
solids) may not have the appropriate length to fully develop, even if an artificial turbulence generation 
method is used at the inlet. In order to examine the sensitivity of the results on the inlet boundary 
position, the boundary was moved 1500 m upwind of the city (using Grid 3 resolution). Furthermore, in 
the area in front of the city, a series of roughness elements (24 columns of obstacles that also existed in 
the wind tunnel experiment) were positioned, in order to assist in the turbulence generation. In this case, 
there was a small enhancement of the stresses at medium and large heights of the domain. However, the 
values at the sensors positions, especially inside the city, did not have significant increase and were still 
low compared to the experiment.  
Finally, different numerical schemes were tested using Grid 3, like Cubic Upwind, FROMM, QUICK, 
MUSCL, SMART, STOIC and van Albada (Waterson and Deconinck 2007), even if not all of them are 
actually popular for LES. The cubic upwind and the FROMM schemes achieved the best agreement (in 
terms of HR and FAC2 metrics) with the experiment for both mean velocity field and stresses. The 
differences regarding the mean velocities were small but the differences regarding the stresses were more 
significant. The FAC2 metric for all sensors for the standard deviation of u in the bounded central 
differences case (initial scheme, Grid 3) is equal to 0.60 whereas in the FROMM case 0.73. The 
differences in the standard deviation of v are bigger; FAC2 increases from 0.55 to 0.72. Even though the 
predictions are still not in very good agreement with the experiment, it is obvious that the choice of the 
numerical scheme is very significant. A less diffusive scheme might have produced better results. The 
central differences scheme, which is quite popular in LES, could not be used due to the complex 
geometry (convergence issues). In the case without buildings (BL3-0) where the central differences 
scheme was used, turbulent stresses agreed much better with the experiment. 
In Fig. 11 contours of the third-order moment (skewness) of the u and v velocity components are 
presented for the simulation and the experiment at 2 m height. The contours have been estimated based on 
the values at the sensor positions (see Fig. 2, left) for both experiment and simulation. The skewness 
describes the shape of the distribution curve and is a measure of asymmetry of the distribution compared 
to the symmetric case of a normal (Gaussian) reference. Large absolute values of skewness indicate that 
long tails exists, i.e. the distribution is skewed towards low or high values. This parameter, hence, is an 
important indicator of infrequently occurring very high (or very low) velocities at a certain location and 
thus of flow unsteadiness. 
In the figure, we observe that except for some areas close to building corners and some street canyons, 
there are noticeable differences between the LES and the experiment. This is something that we should 
expect due to the under-prediction of the second-order statistics. However, some striking similarities are 
also observed. Regions with non-zero skewness can be identified in both simulation and experiment. For 
example positive skewness in the u velocity component is observed between the buildings H and D (tail 
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towards high velocities) and negative between H and E (tail towards low velocities). In the v velocity 
component, a pair of negative and positive skewness regions is formed between the buildings D and E. At 
higher elevations (9 and 18 m, see supplementary materials) we find the agreement of LES results with 
the experimental data to noticeably increase compared to the 2 m layer. 
In order to understand the shape of the underlying distributions better, Fig. 12 shows histograms of the 
instantaneous horizontal velocity components at three locations that are indicated by circles in Fig. 11. 
We observe that LES is not only capable in predicting general non-Gaussian distributions but also 
bimodal distributions. In Point 1 we can see that the simulation predicts a bimodal-like distribution of the 
u velocity, which is similar to that of the experiment. At Point 2 a negatively skewed distribution is found 
for the v component, which agrees very well with the experiment. The simulation represents also very 
well the bimodal distribution of the v component at Point 3 found in the experiment. Bimodal 
distributions appear also at the neighbouring points (not shown). This indicates that the flow in this area is 
highly unsteady. An interesting remark is that bimodal distributions usually occur between areas of high 
negative and high positive skewness (Points 1, 3; Fig. 11 and Fig. 12). In the case of Point 1, the bimodal 
distribution appears in the region where an unstable vortex is formed (see also Fig. 8 and Fig. 9). The 
complex layout of the area (intersection of four streets) contributes to the formation of this unsteady 
vortex. 
It is worth to note that the bimodal distributions predicted in Point 3 and in two neighbouring points, are 
not predicted by the coarser computational grids. The same is true for Point 1 – the simulation with Grid 3 
however, predicts two bimodal-like distributions (see supplementary materials) near that point. In other 
positions, fewer and less striking bimodal distributions are predicted with the coarser grids, emerging in 
areas where such distributions are not found in the experiment (only one bimodal distribution is predicted 
near an experimental one at the beginning of the street canyon between buildings L and H, using grid 4). 
Consequently, it generally seems that the denser the grid, the higher its ability to predict more 
satisfactorily the occurrence of unsteady flow switching phenomena. 
Bimodal distribution means that the flow switches between two mean states. This is a characteristic of the 
unsteadiness of the flow. Steady-state RANS models cannot predict the effects of such phenomena. The 
capability of LES to predict the flow unsteadiness is one of its great advantages over RANS. A significant 
remark that needs to be made is that the existence of bimodal distributions at several points of the flow 
field means that the "mean" flow may locally not have a physical meaning, because the mean value is not 
representative of either peak in the distribution. The same is true for higher order statistics. This was also 
highlighted by Hertwig et al. (2012). In this context, streamtraces like those presented in Fig. 9 should be 
carefully interpreted in case they pass through highly unstable regions. 
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Fig. 11: LES (left; Grid 5 results) and experimental (right) skewness contours of the u (top) and v 
(bottom) velocity components at 2 m height. 
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Fig. 12: Frequency distribution of horizontal velocity components for LES (top; Grid 5) and experiment 
(bottom) at the highlighted locations shown in Fig. 11. 
5. Conclusions 
The CEDVAL-LES wind tunnel database was used for the evaluation of the ADREA-HF LES code. The 
particular database includes cases that are suitable for both urban LES code validation and the study of 
complex-geometry flow features. In this study, one dataset was tested, the “Michel-Stadt” semi-idealized 
city, which provides a unique opportunity to study an almost real city geometry, without the 
oversimplifications of regular arrays of obstacles often used as city-models. The LES study of the flow in 
a whole city is a challenge due to the complexity of the geometry and the high demands in computational 
power. In this work, the LES method used was found to be suitable for the study of turbulent flow in the 
urban environment and valuable conclusions were deduced. 
An extensive grid sensitivity study was performed in order to assess the grid impact on the results. 
Obviously, higher resolutions reveal more detailed flow structures (and evident bimodal velocity 
distributions) and take into account the building details with higher accuracy. The study showed that with 
regard to general flow features a resolution around 1.5 m in this test case produced results that are fairly 
“grid-independent”. 
The Langevin-type boundary condition was used at the inflow plane in order to produce inlet turbulence 
for LES. This method has significant advantages over the cyclic boundary condition and it was used with 
success. An originality of this study is the use of turbulent fluctuations at the top of the domain (again 
using the Langevin-type boundary condition), thus avoiding the turbulence damping that other top 
boundary conditions may have and being able to reduce the number of vertical cells. 
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The agreement with the experiment was generally good and this encourages the use of the particular code 
for more urban LES studies. The mean velocities overall were predicted accurately, as it was shown from 
the vertical profiles, scatter plots and velocity vectors. This was also shown through the statistical 
performance measures that were used to quantify the agreement. However, an underestimation of the 
streamwise velocity was observed at several sites in the city. The LES also underestimated more severely 
the Reynolds stresses: the numerical scheme that was used is believed to have strongly contributed to this 
result. 
The study of streamtraces offered a practical way to examine the general flow over the central part of the 
city. It also revealed the complex nature of the flow in cities and helped to identify many specific features 
like helical vortices, flow splitting, vertical-axis vortices, flow leaving and re-entering the canopy layer, 
etc. Diagrams like those give a general overview of the flow and should be included in every CFD 
validation because the evaluation of a code based only in statistical metrics can lead to misleading 
conclusions. More streamtraces, not presented here, revealed additional interesting flow characteristics 
like co-axial helical vortices moving towards opposite directions. 
A significant finding of this work is the fact that LES is capable to accurately predict non-Gaussian 
velocity distributions and more importantly bimodal distributions, which are typical for urban flow 
behaviour, for example in intersections. This is a major strength of LES compared to steady-state RANS 
methods. Areas that are likely to feature bimodal distributions of velocities are those where the flow is 
highly unsteady. In this study, skewness contours were also compared with the experiment. It is shown 
that areas where local regions of negative and positive skewness of the velocity exist are likely to exhibit 
bimodal distribution. In those areas, and generally in regions of high absolute skewness and non-Gaussian 
velocity distributions, the “mean” flow does not actually have a physical meaning and thus the use of 
RANS is inappropriate. 
As future work, even more extensive LES validation and analysis of turbulent flow, like for example that 
suggested by Hertwig et al. (2017a, b) could be done. This approach gives emphasis on the time-
dependent characteristics of the flow. Also more geometry-induced flow features like coherent structures 
that are formed within and above the city could be studied. In general, LES has a strong potential to 
significantly advance our current understanding of urban aerodynamics particularly regarding the nature 
and impact of unsteady flows. 
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Appendix A. Supplementary data 
 
 
Figure A1. Skewness contours at z=9 m 
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Figure A2. Skewness contours at z=18.23 m 
 
 
Figure A3. Frequency distribution for LES (Grid 4) and experiment at neighbouring points 
 
Videos: 
Scatter plots evolution for the streamwise velocity component as the grid is refined 
Scatter plots evolution for the lateral velocity component as the grid is refined 
