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1. Introduction
Let G be a connected reductive algebraic groups over C. Let W be the Weyl group of G . In [L3],
the group algebra Z[W ] is realized inside the ring of integer-valued constructible functions on the
Steinberg variety Z (see [L3]) attached to G . Moreover, a basis is obtained in the realization. This
basis is indexed by the irreducible components of Z , which is very similar to the semicanonical
basis of the negative part of the universal enveloping algebra deﬁned in [L2] and [L5].
Inspired by the work [L3] and [L6], we study the ring M(Z) of constructible functions on the
generalized Steinberg varieties Z (see Section 3) attached to the n-step ﬂag varieties. We show that
the Schur algebra (see [DG]) is naturally realized in M(Z). Along this realization, we obtain a basis B,
called the semicanonical basis, of the Schur algebra indexed by the irreducible components in Z . It is
further shown that the bases behave in the simplest possible way under the transfer maps, i.e., the
semicanonical basis elements are sent to the semicanonical basis elements or zero under the transfer
maps. After the study of the stability property of B, we show that the basis B is the same as the
bases deﬁned in [L6]. Finally, the stability property of B is used to prove partially a conjecture in [L6,
5.5].
We shall emphasis that the paper has great inﬂuence from [L3,L6,CG].
2. Preliminaries
2.1. Constructible functions
We shall recall some basics of constructible functions. The references are [M], [KS], [D], [L1, 10.18],
and [FMV, 2]. Let X be an algebraic variety over C, the ﬁeld of complex numbers. A subset X1 in X is
called constructible if X1 can be obtained by ﬁnitely many set-theoretic operations on the subvarieties
of X . A function φ : X → C is called constructible if X has a partition X =⊔ni=1 Xi of constructible
subsets such that φ is constant on each Xi , i = 1, . . . ,n. For any constructible function φ : X → C, the
integral of φ (with respect to the Euler characteristic) is deﬁned by
∫
x∈X
φ(x) =
∑
c∈C
cχ
(
φ−1(c)
)
,
where χ is the Euler characteristic with compact support. Let Gr(m,n) be the Grassmannian of m-
dimensional subspaces in Cn . It is well known that
(a) χ
(
Gr(m,n)
)= (n
m
)
.
Let M(X) be the C-vector space of all C-valued constructible functions on X . If, furthermore, there
is a linear algebraic group G acting on X , we deﬁne MG(X) to be the subspace of M(X) consisting of
all G-invariant functions.
Let f : Y → X be a morphism of varieties. We deﬁne the linear maps
f ∗ : M(X) → M(Y ) and f ! : M(Y ) → M(X)
by
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∫
y∈ f −1(x)
ψ(y)
for any x ∈ X , y ∈ Y , φ ∈ M(X) and ψ ∈ M(Y ). We refer to [M] or [D] for a proof of the well-
deﬁnedness of the linear maps f ∗ and f ! . If, further, the morphism f is G-equivariant, then the
linear maps f ∗ and f ! give rise to the following linear maps:
(b) f ∗ : MG(X) → MG(Y ) and f ! : MG(Y ) → MG(X).
The linear maps f ∗ and f ! satisfy the following properties:
(c) f !
(
ψ ⊗ f ∗φ)= f !ψ ⊗ φ, for any ψ ∈ M(Y ) and φ ∈ M(X);
(d)
(
f ′ f
)∗ = f ∗ f ′∗, ( f ′ f )! = f ′! f !, if f ′ : Z → Y is a morphism of varieties;
(e) g∗ f ! = g′! f ′∗, if f is proper and the diagram
(
f ′, f ; g′, g) is cartesian;
where g′ : Z → Y1 and g : Y1 → X in (e) are morphism of varieties. These properties can be proved
by relating to the analogous sheaf level formulae by [L1, 10.18] or [D, 4]. Let
pij : Y ×X Y ×X Y → Y ×X Y
be the projection to the (i, j)-components. We deﬁne a convolution product
(f)  : M(Y ×X Y ) × M(Y ×X Y ) → M(Y ×X Y )
by
φ1  φ2 = p13!
(
p∗12(φ1) ⊗ p∗23(φ2)
)
, ∀φ1, φ2 ∈ M(Y ×X Y ).
If the morphism f is proper, then the convolution product is associative, by using properties (c)–(e)
and a standard argument [CG]. Note that for any (y1, y3) ∈ Y ×X Y , we have
(g) φ1  φ2(y1, y3) =
∫
y2∈ f −1( f (y1))
φ1(y1, y2)φ2(y2, y3).
If, furthermore, the morphism f : Y → X is G-equivariant, the convolution product leads to an asso-
ciative convolution product
(h)  : MG(Y ×X Y ) × MG(Y ×X Y ) → MG(Y ×X Y ),
where G acts diagonally on Y ×X Y .
2.2. Double ﬂag varieties
Let us ﬁx a pair of positive integers (d,n). Let P = P(n,d) be the set of all sequences d =
(d1, . . . ,dn) of length n and with entries nonnegative integers such that d1 + · · · + dn = d. For any
1 i < n and d ∈ P, deﬁne d+i ,d−i ∈ P as follows.
d+i = (d1, . . . ,di + 1,di+1 − 1, . . . ,dn) if di+1  1, and
d−i = (d1, . . . ,di − 1,di+1 + 1, . . . ,dn) if di  1.
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satisfying the following property:
F = (0= F0 ⊆ F1 ⊆ · · · ⊆ Fn = Cd).
We deﬁne
F ≡ Fd =
{
all n-step partial ﬂags in Cd
}
.
For any d ∈ P, let Fd be the subvariety of F consisting of all ﬂags F such that dim Fi/Fi−1 = di for
i = 1, . . . ,n. We have the connected component decomposition of F :
F =
⊔
d∈P
Fd.
Let G = GL(d,C). The group G acts on F in the natural way. G then acts on F × F diagonally.
The G-orbits in F × F are parametrized as follows. For any pair (F , F ′) ∈ F × F , we set
aij ≡ aij
(
F , F ′
)= dim Fi ∩ F ′j
F i−1 ∩ F ′j + Fi ∩ F ′j−1
, for 1 i, j  n.
One checks that [BLM]
(a)
n∑
j=1
aij = dim Fi/Fi−1,
n∑
i=1
aij = dim F ′i/F ′i−1.
Let Θd be the set of all n × n matrices A = (aij) such that aij ∈ Z0 and ∑i, j ai j = d. The map
(F , F ′) → (aij(F , F ′)) deﬁnes a surjective map
a : F × F → Θd.
Moreover, the map a induces a bijection, still denoted by a,
a : G\F × F → Θd.
In particular, F × F has only ﬁnitely many G-orbits. Let OA denote the G-orbit in F × F corre-
sponding to A ∈ Θd under the bijection a.
Given A = (aij) ∈ Θd , we set
ro(A) =
(∑
j
a1 j,
∑
j
a2 j, . . . ,
∑
j
anj
)
, co(A) =
(∑
i
ai1,
∑
i
ai2, . . . ,
∑
i
ain
)
.
For any d,d′ ∈ P, let Θd(d,d′) be the subset of Θd consisting of all A ∈ Θd such that ro(A) = d and
co(A) = d′ . From (a), we get a bijection
G\Fd × Fd′ → Θd
(
d,d′
)
.
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Recall from Section 2.1 that MG(F × F) is the C-vector space of all G-invariant constructible
functions on F × F .
Let eA denote the characteristic function of the orbit OA for A ∈ Θd . The set {eA | A ∈ Θd} is a
C-basis of MG(F × F), since there are only ﬁnitely many G-orbits in F × F .
By applying the construction in Section 2.1 to the morphism f : F → {point}, we obtain an asso-
ciative convolution product on MG(F × F) as in (h):
 : MG(F × F) × MG(F × F) → MG(F × F)
given by
e  e′
(
F , F ′
)= ∫
F ′′∈F
e
(
F , F ′′
)
e′
(
F ′′, F ′
)
for any e, e′ ∈ MG(F × F) and (F , F ′) ∈ F × F .
Note that the algebra MG(F × F) is the geometric form of the Schur algebra S(n,d). Let
ei
(
F , F ′
)= {1, F ⊇ F ′, dim F j/F ′j = δi j;
0, otherwise;
f i
(
F , F ′
)= {1, F ⊆ F ′, dim F ′j/F j = δi j;
0, otherwise;
1d
(
F , F ′
)= {1, F = F ′ ∈ Fd;
0, otherwise;
for 1  i  n − 1. Here F ⊆ F ′ (resp. F ⊇ F ′) stands for Fi ⊆ F ′i (resp. Fi ⊇ F ′i ) for i = 1, . . . ,n, and
δi j is the Kronecker sign.
Note that ei, f i and 1d are in MG(F × F). In fact, 1d =
∑
A eA where A runs over all diagonal
matrices in Θd such that co(A) = ro(A) = d, and ei =∑A eA (resp. f i =∑A eA ) where the sum is
taken over all matrices A in Θd such that A − Ei,i+1 (resp. A − Ei+1,i) are diagonal matrices. Here
Ei, j is the (n× n)-matrix with the (i, j)-entry equal to 1 and the other entries equal to 0.
Notice that 1 :=∑d∈P 1d is the unit in the algebra MG(F × F).
Proposition 2.4. The following identities hold in MG(F × F) for 1 i, j < n.
1d  1d′ = δd,d′1d,
∑
d∈P
1d = 1. (1)
ei  1d =
{
1d+i
 ei, if d
+
i exists;
0, otherwise;
1d  ei =
{
ei  1d−i
, if d−i exists;
0, otherwise;
f i  1d =
{
1d−i
 f i, if d
−
i exists;
0, otherwise;
1d  f i =
{
f i  1d+i
, if d+i exists;
0, otherwise.
(2)
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∑
d∈P
(di − di+1)1d. (3)
ei  ei  e j − 2ei  e j  ei + e j  ei  ei = 0, if |i − j| = 1;
ei  e j − e j  ei = 0, if |i − j| = 1;
f i  f i  f j − 2 f i  f j  f i + f j  f i  f i = 0, if |i − j| = 1;
f i  f j − f j  f i = 0, if |i − j| = 1. (4)
Proof. This proposition is a consequence of Proposition 3.4. See the argument after the proof of
Proposition 3.4. Of course, one can prove it directly. 
We shall state some facts similar to those in [BLM]. These facts can be derived from the similar
results in [BLM]. In fact, the formulae stated in [BLM] are in q-Schur algebras Sq(n,d) [DJ] while
ours are in Schur algebras S(n,d). As a C(v)-vector space, Sq(n,d) has a basis {eA} parametrized by
elements A in Θd . There is a C-algebra homomorphism Sq(n,d) → S(n,d), sending the parameter v
to 1 and eA to eA . The facts we stated below are obtained from the corresponding facts cited by
specializing v to 1.
Lemma 2.5. (See [BLM, Lemma 3.2].) Assume that 1 h < n. Let A = (aij) ∈ Θd.
(1) Assume that B = (bij) ∈ Θd is such that B − Eh,h+1 is a diagonal matrix and∑i bi j =∑k a jk for all j,
eB  eA =
∑
p∈[1,n]; ah+1,p1
(ah,p + 1)e(A+Eh,p−Eh+1,p).
(2) Assume that C = (ci j) ∈ Θd is such that C − Eh+1,h is a diagonal matrix and∑i ci j =∑k a jk for all j,
eC  eA =
∑
p∈[1,n]; ah,p1
(ah+1,p + 1)e(A−Eh,p+Eh+1,p).
Lemma 2.6. (See [BLM, Lemma 3.4].) Assume that 1 h < n and R  0. Let A = (aij) ∈ Θd.
(1) Assume that B = (bij) ∈ Θd is such that B − REh,h+1 is a diagonal matrix and∑i bi j =∑k a jk for all j,
eB  eA =
∑
t
n∏
u=1
(
ah,u + tu
tu
)
e(A+∑u tu(Eh,u−Eh+1,u)),
where t runs over all sequences (t1, . . . , tn) ∈ Nn such that t1 +· · ·+ tn = R and 0 tu  ah+1,u for all u.
(2) Assume that C = (bij) ∈ Θd is such that B − REh+1,h is a diagonal matrix and∑i ci j =∑k a jk for all j,
eC  eA =
∑
t
n∏
u=1
(
ah+1,u + tu
tu
)
e(A−∑u tu(Eh,u−Eh+1,u)),
where t runs over all sequences (t1, . . . , tn) ∈ Nn such that t1 +· · ·+ tn = R and 0 tu  ah+1,u for all u.
Following [BLM], we deﬁne a partial order  on Θd as follows. Given A = (aij), B = (bij) ∈ Θd , we
say that B  A if
Y. Li / Journal of Algebra 324 (2010) 347–369 353∑
ri; s j
brs 
∑
ri; s j
ars for 1 i < j  n, and
∑
ri; s j
brs 
∑
ri; s j
ars for 1 j < i  n.
We say that B ≺ A if B  A and at least one of the above inequalities is strict.
Deﬁne another partial order  on Θd as follows. We say that B  A if OB ⊆ OA , where OA is the
closure of OA in F × F . Further we say that B < A if B  A and B = A.
Lemma 2.7. (See [CG, Lemma 4.3.19].) For any A = (aij), B = (bij) ∈ Θd such that co(A) = co(B) and ro(A) =
ro(B), we have B  A if and only if B  A, and B ≺ A if and only if B < A.
Lemma 2.8. (See [BLM, Lemma 3.8].) Assume that 1 h < n, 1 k n, M = (mij) ∈ Θd.
(1) Assume that mhj = 0 for all j > k, that mh+1, j = 0 for all j  k and let R =mhk. Let A = (aij) ∈ Θd be
deﬁned by ahk = 0, ah+1,k = R and aij =mij for all other i, j. Let B ∈ Θd be deﬁned by the condition that
B − REh,h+1 is diagonal and co(B) = ro(A). Then
eB  eA = eM + lower term.
(2) Assume that mhj = 0 for all j  k, that mh+1, j = 0 for all j < k and let R =mh+1,k. Let A = (aij) ∈ Θd be
deﬁned by ahk = R, ah+1,k = 0 and aij =mij for all other i, j. Let C ∈ Θd be deﬁned by the condition that
C − REh+1,h is diagonal and co(C) = ro(A). Then
eC  eA = eM + lower term.
Here the notation “eM + lower term” stands for an element in MG(F × F) which is equal to eM
plus a C-linear combination of elements eM′ with M ′ ∈ Θd such that M ′ ≺ M .
Proposition 2.9. (See [BLM, Proposition 3.9].) Let A ∈ Θd. The following identity holds in MG(F × F).
∏
1ih< jn
eDi,h, j+aij Eh,h+1 
∏
1 jh<in
eDi,h, j+aij Eh+1,h = eA + lower terms.
Here the productions are taken with respect to . The factors in the ﬁrst product are taken in the following
order: (i,h, j) comes before (i′,h′, j′) if either j > j′ or j = j′ , h− i < h′ − i′ , or j = j′ , h− i = h′ − i′ , i > i′ .
The factors in the second product are taken in the following order: (i,h, j) comes before (i′,h′, j′) if either
i < i′ or i = i′ , h − i > h′ − j′ , or i = i′ , h − j = h′ − j′ , j < j′ . The matrices Di,h, j are diagonal with entries
in N which are uniquely determined.
From Proposition 2.9, we have
Corollary 2.10. The algebra MG(F × F) is generated by ei , f i , and 1d for i = 1, . . . ,n− 1, and d ∈ P.
3. Constructible functions on generalized Steinberg varieties
3.1. Generalized Steinberg varieties
Let us ﬁx a pair of positive integers (d,n). Let N ≡ Nd be the set of all nilpotent linear endomor-
phisms of Cd , i.e.,
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{
x ∈ End(Cd) ∣∣ xd = 0}.
Recall that F is the variety of n-step partial ﬂags in Cd . Let F˜ be the variety consisting of all pairs
(x, F ) in N×F such that x(Fi) ⊆ Fi−1 for i = 1, . . . ,n. The objects deﬁned above are related as follows.
F˜
π
p
F
N
where p and π are the ﬁrst and second projections, respectively. We set
F˜d = π−1(Fd), ∀d ∈ P.
The generalized Steinberg variety Z is deﬁned by
Z := F˜ ×N F˜ =
{(
x, F , F ′
) ∈ N × F × F ∣∣ (x, F ), (x, F ′) ∈ F˜}.
Sometimes we simply call Z the Steinberg variety. For A ∈ Θd , we set
Z A =
{(
x, F , F ′
) ∈ Z ∣∣ (F , F ′) ∈ OA}.
From [CG], we have that Z A is the conormal bundle to the orbit OA . The variety Z admits a partition
Z =
⊔
A∈Θd
Z A .
Note that the general linear group G = GL(Cd) acts on N and F naturally. It then induces a G-
action on Z . Unlike the fact that there are only ﬁnitely many G-orbits in F ×F , Z has inﬁnitely many
G-orbits. Instead, the irreducible components of Z are parametrized by the G-orbits in F × F . They
are the closures of Z A for A ∈ Θd [CG].
3.2. Constructible functions on Steinberg varieties
Recall from Section 2.1 that MG(Z) is the vector space of all G-invariant C-valued constructible
functions on Z . By applying the construction in Section 2.1 to the (proper) morphism p, we obtain an
associative convolution product on MG(Z) as in (h):
◦ : MG(Z) × MG(Z) → MG(Z)
given by
φ1 ◦ φ2
(
x, F , F ′
)= ∫
F ′′: (x,F ′′)∈F˜
φ1
(
x, F , F ′′
)
φ2
(
x, F ′′, F ′
)
,
for any φ1, φ2 ∈ MG(Z) and (x, F , F ′) ∈ Z . We deﬁne
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(
x, F , F ′
)= {1, F ⊇ F ′, dim F j/F ′j = δi j;
0, otherwise;
fi
(
x, F , F ′
)= {1, F ⊆ F ′, dim F ′j/F j = δi j;
0, otherwise;
1d
(
x, F , F ′
)= {1, F = F ′ ∈ Fd;
0, otherwise;
for any (x, F , F ′) ∈ Z , i = 1, . . . ,n− 1 and d ∈ P. By deﬁnition, we see that ei, fi and 1d are in MG(Z).
Deﬁnition 3.3. Let M be the subalgebra of MG(Z) generated by 1d , ei and fi for i = 1, . . . ,n − 1 and
d ∈ P.
Proposition 3.4. The following identities hold in M for 1 i, j < n.
(R1) 1d ◦ 1d′ = δd,d′1d,
∑
d∈P
1d = 1.
(R2)
ei ◦ 1d =
{
1d+i
◦ ei, if d+i exists;
0, otherwise;
1d ◦ ei =
{
ei ◦ 1d−i , if d
−
i exists;
0, otherwise;
fi ◦ 1d =
{
1d−i
◦ fi, if d−i exists;
0, otherwise;
1d ◦ fi =
{
fi ◦ 1d+i , if d
+
i exists;
0, otherwise.
(R3) ei ◦ f j − f j ◦ ei = δi j
∑
d∈P
(di − di+1)1d.
(R4)
ei ◦ ei ◦ e j − 2ei ◦ e j ◦ ei + e j ◦ ei ◦ ei = 0, if |i − j| = 1;
ei ◦ e j − e j ◦ ei = 0, if |i − j| = 1;
fi ◦ fi ◦ f j − 2fi ◦ f j ◦ fi + f j ◦ fi ◦ fi = 0, if |i − j| = 1;
fi ◦ f j − f j ◦ fi = 0, if |i − j| = 1.
Proof. (R1) can be checked directly.
For any (x, F , F ′) ∈ Z ,
ei ◦ 1d
(
x, F , F ′
)= ∫
F ′′: (x,F ′′)∈F˜
ei
(
x, F , F ′′
)
1d
(
x, F ′′, F ′
)
=
{
ei(x, F , F ′′), F ′′ = F ′ ∈ Fd;
0, otherwise.
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d+i exists, then ei(x, F , F
′′) = 1 if F ⊇ F ′′ , dim F j/F ′′j = δi j and F ′′ ∈ Fd . Otherwise ei(x, F , F ′′) = 0.
Altogether we have
ei ◦ 1d
(
x, F , F ′
)= {1, F ⊇ F ′, dim F j/F ′j = δi j, F ′ ∈ Fd;
0, otherwise.
Similarly,
1d ◦ ei
(
x, F , F ′
)= {1, F ⊇ F ′, dim F j/F ′j = δi j, F ∈ Fd+i ;
0, otherwise.
Since the condition F ′ ∈ Fd is equivalent to the condition F ∈ Fd+i , under the conditions that F ⊆ F
′
and dim F j/F ′j = δi j . We have ei ◦1d = 1d+i ◦ei if d
+
i exists. The ﬁrst identity in (R2) follows. The other
relations in (R2) can be proved similarly.
Now we prove (R3). The value of ei ◦ f j − f j ◦ e j at any point (x, F , F ′) ∈ Z is
(a)
∫
F ′′∈p−1(x)
ei
(
x, F , F ′′
)
f j
(
x, F ′′, F ′
)− ∫
F ′′∈p−1(x)
f j
(
x, F , F ′′
)
ei
(
x, F ′′, F ′
)= χ(X) − χ(Y ),
where
X = {F ′′ ∈ p−1(x) ∣∣ F , F ′ ⊇ F ′′, dim Fk/F ′′k = δki, dim F ′k/F ′′k = δkj, ∀k};
Y = {F ′′ ∈ p−1(x) ∣∣ F , F ′ ⊆ F ′′, ∼F ′′k /Fk = δki, dim F ′′k /F ′k = δkj, ∀k}.
We consider (a) in three cases. Case 1: i = j. We want to show that the value of (a) is zero, i.e.,
ei ◦ f j − f j ◦ ei ≡ 0, if i = j.
Let
F ∩ F ′ = (0= F0 ∩ F ′0 ⊆ F1 ∩ F ′1 ⊆ · · · ⊆ Fn ∩ F ′n = Cd).
Suppose that the ﬁrst term χ(X) in (a) is not zero, then the variety X is nonempty, i.e., there exists
F ′′ ∈ F such that (x, F ′′) ∈ F˜ , F ⊇ F ′′ , F ′ ⊇ F ′′ , dim Fk/F ′′k = δki and dim F ′k/F ′′k = δkj . Then we have
F ∩ F ′ ⊇ F ′′ , F = F ∩ F ′ and F ′ = F ∩ F ′ . This implies that F ′′ = F ∩ F ′ . Clearly, (x, F ∩ F ′) ∈ F˜ . So the
variety X = {F ∩ F ′} and χ(X) = 1 if
(b) dim Fk/
(
Fk ∩ F ′k
)= δki and dim F ′k/(Fk ∩ F ′k)= δkj
and equals 0 otherwise.
On the other hand, suppose that the second term χ(Y ) in (a) is not zero. Then, there exists F ′′ ∈ F
such that (x, F ′′) ∈ F˜ , F ⊆ F ′′ , F ′ ⊆ F ′′ , dim F ′′k /Fk = δki and dim F ′′k /F ′k = δkj . So we have F + F ′ ⊆ F ′′ ,
F = F + F ′ and F ′ = F + F ′ , where
F + F ′ = (0= F0 + F ′0 ⊆ F1 + F ′1 ⊆ · · · ⊆ Fn + F ′n = Cd).
This implies that F ′′ = F + F ′ . Clearly, (x, F + F ′) ∈ F˜ . So the variety Y = {F + F ′} and χ(Y ) = 1 if
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(
Fk + F ′k
)
/Fk = δki and dim
(
Fk + F ′k
)
/F ′k = δkj
and equals 0 otherwise.
Since the conditions (b) and (c) are equivalent, we have ei ◦ f j − f j ◦ e j ≡ 0 if i = j.
Case 2: i = j and F = F ′ . In this case, the two terms in (a) equal 1 or 0 simultaneously. The proof
is entirely similar to Case 1.
Case 3: i = j and F = F ′ ∈ Fd . The variety X in (a) is
X = {W ⊂ Cd ∣∣ Fi−1 ⊆ W ⊆ Fi, x(Fi+1) ⊆ W }.
Denote by x¯ : Fi+1/Fi−1 → Fi+1/Fi−1 the linear map induced from x by passage to quotient. Let
X1 =
{
W1 ⊆ Fi+1/Fi−1
∣∣ im(x¯) ⊆ W1 ⊆ Fi/Fi−1, dim(Fi/Fi−1)/W1 = 1}.
Then the variety X is isomorphic to the variety X1. In fact, we can deﬁne a morphism X → X1 by
W → p(W ) where p : Fi+1 → Fi+1/Fi−1 is the canonical projection. We can also deﬁne a morphism
X1 → X by W1 → p−1(W1). It is clear that the two morphisms just deﬁned are inverse to each other.
Observe that X1 is isomorphic to the projective space Gr(1,dim Fi/Fi−1−dim im(x¯)). By Section 2.1(a),
χ(X) = dim Fi/Fi−1 − dim im(x¯).
On the other hand, the variety Y in (a) is
Y = {W ∣∣ Fi ⊂ W ⊂ Fi+1, dim Fi+1/W = 1, x(F ′′i )⊆ Fi−1}.
Observe that Y is isomorphic to the variety
Y1 =
{
W1
∣∣ Fi/Fi−1 ⊂ W1 ⊂ ker(x¯), dimW1/(Fi/Fi−1) = 1}.
An isomorphism Y → Y1 is deﬁned by W → p(W ). The variety Y1 is isomorphic to the projective
space Gr(1,dimker(x¯) − dim Fi/Fi−1). So, by Section 2.1(a),
χ(Y ) = dimker(x¯) − dim Fi/Fi−1.
Thus
χ(X) −χ(Y ) = 2di − dim im(x¯) − dimker(x¯) = di − di+1.
By the above analysis, we have
ei ◦ fi − fi ◦ ei =
∑
d∈P
(di − di+1)1d.
Therefore, (R3) follows from the above three cases.
Finally, we prove (R4). We ﬁrst prove the ﬁrst relation in (R4). Without loss of generality, we
assume that j = i + 1. The value of eieie j − 2eie jei + e jeiei at any point (x, F , F ′) ∈ Z is zero unless
(e) F ⊇ F ′, dim Fi/F ′i = 2, dim F j/F ′j = 1 and dim Fk/F ′k = 0, ∀k = i, j.
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X1 =
{
W
∣∣ Fi ⊃ W ⊃ F ′i , dim Fi/W = 1, x(Fi+1) ⊆ F ′i};
X2 =
{
W
∣∣ Fi ⊃ W ⊃ F ′i , dim Fi/W = 1, F ′i+1 ⊃ W , x(Fi+1) ⊆ W };
X3 =
{
W
∣∣ Fi ⊃ W ⊃ F ′i , dim Fi/W = 1, F ′i+1 ⊇ Fi}.
When F ′i+1 ⊇ Fi and x(Fi+1) ⊆ F ′i , we have F ′i+1 ⊇ Fi ⊇ W and x(Fi+1) ⊆ F ′i ⊆ W . In this case
X1  X2  X3  Gr(1,2). So, by Section 2.1(a), A = 2− 2 · 2+ 2= 0.
When F ′i+1  Fi and x(Fi+1) ⊆ F ′i , we have Fi ⊃ F ′i+1 ∩ Fi ⊇ W ⊃ F ′i . So W = F ′i+1 ∩ Fi . In this case,
X1  Gr(1,2), X2 = {point} and X3 = φ, so A = 2− 2 · 1+ 0= 0.
When F ′i+1 ⊇ Fi and x(Fi+1)  F ′i , we have F ′i ⊂ F ′i + x(Fi+1) ⊆ W . So W = F ′i + x(Fi+1). In this
case, X1 = φ, X2 = {point} and X3 = Gr(1,2), so A = 0− 2 · 1+ 2= 0.
When F ′i+1  Fi and x(Fi+1)  F
′
i , we have, by deﬁnition, X1 and X3 are empty. Moreover, X2
is empty. We can prove this fact by contradiction. Suppose that W ∈ X2, we can ﬁnd a vector
v ∈ Fi+1 such that Fi = Cv ⊕ W and x(v) /∈ F ′i . On the other hand, since x(Fi) ⊆ Fi−1, we have
x(v) ∈ Fi−1 = F ′i−1. This is a contradiction. So X2 is empty. In this case A = 0.
From the above analysis, the ﬁrst equation of (R4) follows.
To prove the second equation in (R4), we assume that i < j. The value of ei ◦ e j at (x, F , F ′) ∈ Z is
zero unless dim Fk/F ′k = δkl if l = i or j. Note that there is a unique ﬂag
F ′′ = (0= F0 ⊆ · · · ⊆ Fi−1 ⊆ F ′i ⊆ Fi+1 ⊆ · · · ⊆ Fn = Cd)
such that
dim Fk/F
′′
k = δki, dim F ′′k /F ′k = δkj and
(
x, F ′′
) ∈ F˜ .
So the value of ei ◦ e j at (x, F , F ′) ∈ Z is 1 if dim Fk/F ′k = δkl if l = i or j, and equals 0 otherwise.
Similarly, the value of e j ◦ei at (x, F , F ′) ∈ Z is 1 if dim Fk/F ′k = δkl if l = i or j, and equals 0 otherwise.
The second equation in (R4) follows then.
The third and forth equations in (R4) can be proved similarly. 
Consider the embedding ι : F × F → Z given by (F , F ′) → (0, F , F ′). The morphism ι deﬁnes a
C-linear map
ι∗ : MG(Z) → MG(F × F)
by ι∗(φ)(F , F ) = φ(0, F , F ′) for all (F , F ′) ∈ F × F . By deﬁnitions,
ι∗(φ1 ◦ φ2)
(
F , F ′
)= φ1 ◦ φ2(0, F , F ′)
=
∫
F ′′∈F˜
φ1
(
0, F , F ′′
)
φ2
(
0, F ′′, F ′
)= ι∗(φ1)  ι∗(φ2),
for any φ1 and φ2 in MG(Z). So this map ι∗ is a C-algebra homomorphism.
Notices that ι∗(ei) = ei , ι∗(fi) = f i and ι∗(1d) = 1d for 1 i < n and d ∈ P. From this, we conclude
that Proposition 2.4 is a consequence of Proposition 3.4.
Theorem 3.5. The restriction, ι∗ : M → MG(F × F), of ι∗ to M is a C-algebra isomorphism. We shall iden-
tify M with MG(F × F) under the isomorphism ι∗ .
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In view of Proposition 3.4 and Corollary 2.10, the assignments ei → ei , f i → fi and 1d → 1d for 1
i < n and d ∈ P deﬁne a surjective C-algebra homomorphism τ : MG(F × F) → M. Clearly, τ ι∗ = 1
and ι∗τ = 1. The theorem follows. 
We set
hi =
∑
d∈P
(di − di+1)1d for 1 i < n.
From (R1)–(R3), one deduces that
(R1′) hi ◦ h j − h j ◦ hi = 0 for 1 i, j < n.
(R2′) hi ◦ e j − e j ◦ hi = aije j, hi ◦ f j − f j ◦ hi = −aijf j,
where aii = 2, aij = −1 if |i − j| = 1 and aij = 0 if |i − j| 2 for 1 i, j < n. Observe that (R1’), (R2’),
(R3) and (R4) are the deﬁning relations for U (sln), the universal enveloping algebra associated to the
simple Lie algebra sln . From this, we have a surjective C-algebra homomorphism
U (sln)M.
4. Semicanonical basis forM
Let 1ZM denote the characteristic function of ZM for any M ∈ Θd . For any M ∈ Θd such that
M − Eh,h+1 is diagonal for some h ∈ [1,n− 1], we have 1ZM ∈ M.
In fact, let d = co(M). So dh+1 = 0 and d+h exists. Then eh1d = 1ZM from the proof of Proposi-
tion 3.4 (R2).
Similarly, for any M ∈ Θd such that M − Eh+1,h is diagonal for some h ∈ [1,n − 1], we have
1ZM ∈ M.
Lemma 4.1. Assume that 1 h < n.
(1) Let A, B ∈ Θd be such that thematrices A−ah,h+1Eh,h+1 and B− Eh,h+1 are diagonal and co(B) = ro(A).
Then
1ZB ◦ 1Z A =
{
(ah,h+1 + 1)1Z(A+Eh,h+1−Eh+1,h+1) , if ah+1,h+1 = 0;
0, otherwise.
(2) Let A,C ∈ Θd be such that A − ah+1,h Eh+1,h and C − Eh+1,h are diagonal and co(C) = ro(A). Then
1ZC ◦ 1Z A =
{
(ah+1,h + 1)1Z(A+Eh+1,h−Ehh) , if ahh = 0;
0, otherwise.
Proof. For any (x, F , F ′) ∈ Z ,
1ZB ◦ 1Z A = χ(X)
where
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So X is an empty set unless (F , F ′) ∈ OA+Eh,h+1−Eh+1,h+1 and ah+1,h+1 = 0.
In this case, we may ﬁnd an F ′′ in F such that F ⊇ F ′′ ⊇ F ′ , dim Fk/F ′′k = δk,h and dim F ′′k /F ′k =
ah,h+1δk,h . If, further, the pairs (x, F ) and (x, F ′) are in F˜ , then (x, F ′′) ∈ F˜ . Indeed, if we write
F = (0= F0 ⊆ · · · ⊆ Fh−1 ⊆ Fh ⊆ Fh+1 ⊆ · · · ⊆ Fn = Cd),
then F ′′ can be written as
(· · · ⊆ Fh−1 ⊆ U ⊆ Fh+1 ⊆ · · ·)
for some U ⊆ Cd such that dim Fh/U = 1 and dimU/F ′h = ah,h+1. Now the condition (x, F ) ∈ F˜ im-
plies that
(a) x(U ) ⊆ x(Fh) ⊆ Fh−1,
while the condition (x, F ′) ∈ F˜ implies that
(b) x(Fh+1) = x
(
F ′h+1
)⊆ F ′h ⊆ U .
By combining (a) and (b), we see that (x, F ′′) ∈ F˜ .
This implies that the condition “(x, F ′′) ∈ F˜” in the deﬁning relations in X is redundant. Thus we
have
X = {F ′′ ∈ F ∣∣ dim Fk/F ′′k = δkh, dim F ′′k /F ′k = ah,h+1δkh}
= {U ⊆ Cd ∣∣ F ′h ⊆ U ⊆ Fh, dim Fh/U = 1}= Gr(1,ah,h+1 + 1).
So
1ZB ◦ 1Z A
(
x, F , F ′
)= χ(X) = χ(Gr(1,ah,h+1 + 1))= ah,h+1 + 1
if the triple (x, F , F ′) is in Z A+Eh,h+1−Eh+1,h+1 and ah+1,h+1 = 0. (1) follows. The proof of (2) is simi-
lar. 
Lemma 4.2. Assume that 1 h < n.
(1) Let A ∈ Θd be a diagonal matrix such that 1  r  ah+1,h+1 , and B1, . . . , Br ∈ Θd be such that
Bk − Eh,h+1 is diagonal, co(Br) = ro(A), and co(Bk) = ro(Bk+1) for k = 1, . . . , r − 1. Then
1ZB1 ◦ · · · ◦ 1ZBr ◦ 1Z A = r!1Z A+r(Eh,h+1−Eh+1,h+1) .
(2) Let A ∈ Θd be a diagonal matrix such that 1 r  ah,h, and C1, . . . ,Cr ∈ Θd be such that Bk − Eh+1,h is
diagonal, ro(A) = co(Cr), and co(Ck) = ro(Ck+1) for k = 1, . . . , r − 1. Then
1ZC1 ◦ · · · ◦ 1ZCr ◦ 1Z A = r!1Z A+r(Eh+1,h−Eh,h ) .
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From Lemma 4.2, we see that 1ZM ∈ M if M ∈ Θd is such that M − rEh,h+1 or M − rEh+1,h is
diagonal.
Lemma 4.3. Assume that 1 h < n.
(1) Let A ∈ Θd be such that ahp = 0 for p  p0 , r = ah+1,p0 = 0 and ah+1,p = 0 for p > p0 . Assume that
B ∈ Θd is such that B − rEh,h+1 is diagonal and co(B) = ro(A). Then
1ZB ◦ 1Z A |Z A+r(Eh,p0−Eh+1,p0 ) ≡ 1Z A+r(Eh,p0−Eh+1,p0 );
1ZB ◦ 1Z A
(
x, F , F ′
) = 0 ⇒ (F , F ′) ∈ OA′ , A′  A + r(Eh,p0 − Eh+1,p0).
(2) Let A ∈ Θd be such that r = ah,p0 = 0, ahp = 0 for p > p0 , ah+1,p0 = 0 and ah+1,p = 0 for p > p0 .
Assume that C ∈ Θd is such that C − rEh+1,h is diagonal and co(C) = ro(A). Then
1ZC ◦ 1Z A |Z A+r(Eh+1,p0−Eh,p0 ) ≡ 1Z A+r(Eh+1,p0−Eh,p0 );
1ZC ◦ 1Z A
(
x, F , F ′
) = 0 ⇒ (F , F ′) ∈ OA′ , A′  A + r(Eh+1,p0 − Eh,p0).
Proof. For any (x, F , F ′) ∈ Z , the value of 1ZB ◦ 1Z A at (x, F , F ′) is
χ
({
F ′′ ∈ F ∣∣ (x, F ′′) ∈ F˜, (F , F ′′) ∈ OB , (F ′′, F ′) ∈ OA}).
The set in χ is empty unless (F , F ′) ∈ OA′ where A′  A+ r(Eh+1,p0 − Eh,p0) by Lemma 2.8(1). So the
second statement in (1) follows.
Assume that the ﬂag F ′′ in F satisﬁes (F , F ′′) ∈ OB , (F ′′, F ′) ∈ OA , and (x, F ), (x, F ′) ∈ F˜ , then the
pair (x, F ′′) is in F˜ . We write
F = (0= F0 ⊆ · · · ⊆ Fh−1 ⊆ Fh ⊆ Fh+1 ⊆ · · · ⊆ Fn = Cd).
Then the ﬂag F ′′ can be represented by
(· · · ⊆ Fh−1 ⊆ U ⊆ Fh+1 ⊆ · · ·)
for some U ⊆ Fh such that dim Fh/U = r. To show that (x, F ′′) ∈ F˜ , it suﬃces to show that x(U ) ⊆
Fh−1 and x(Fh+1) ⊆ U . The condition (x, F ) ∈ F˜ implies that x(U ) ⊆ x(Fh) ⊆ Fh−1. The conditions
ah+1,p0 = 0 and ah+1,p = 0 for any p > p0 imply that
F ′′h + F ′′h+1 ∩ F ′p0 = F ′′h + F ′′h+1 ∩ F ′p0+1 = · · · = F ′′h + F ′′h+1 ∩ F ′n = F ′′h+1.
So Fh+1 = U + Fh+1 ∩ F ′p0 . Thus
(a) x(Fh+1) = x
(
U + Fh+1 ∩ F ′p0
)⊆ x(Fh + Fh+1 ∩ F ′p0)⊆ Fh−1 + Fh ∩ F ′p0−1.
On the other hand, the conditions (F , F ′) ∈ OA+Eh,p0−Eh+1,p0 , (F , F ′′) ∈ OB , and (F ′′, F ′) ∈ OA imply
that Fh ∩ F ′k = U ∩ Fk for all k < p0. So
(b) Fh−1 + Fh ∩ F ′p0−1 = Fh−1 + U ∩ F p0−1 ⊆ U .
By (a) and (b), we get x(Fh+1) ⊆ U . So we have (x, F ′′) ∈ F˜ .
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r = dim Fh/U , we get U = Fh−1+ Fh ∩ F ′p0−1. So the value of 1ZB ◦1Z A at (x, F , F ′) ∈ Z A+r(Eh,p0−Eh+1,p0 )
is
χ
({
F ′′ ∈ F ∣∣ (F , F ′′) ∈ OB , (F ′′, F ′) ∈ OA})
= χ({U ⊆ Cd ∣∣ Fh ⊇ U ⊇ Fh−1 + Fh ∩ F ′p0−1, dim Fh/U = r})
= χ({U = Fh−1 + Fh ∩ F ′p0−1})= 1.
This proves the ﬁrst statement in (1). (1) follows.
The proof of (2) is similar. 
Proposition 4.4. For any M ∈ Θd, there exists φM ∈ M such that the following conditions hold.
(1) φM |ZM ≡ 1;
(2) φM |U ≡ 0 for some open dense subset U in ZM′ if M ′  M;
(3) φM |ZM′ ≡ 0 for any M ′ such that M ′ / M.
Proof. For any M ∈ Θd such that M is diagonal or M − Eh,h+1 is diagonal, we set
φM = 1ZM ,
the characteristic function of ZM . In this case ZM is closed in Z , which is due to the fact that OM is
closed in F × F . So φM satisﬁes properties (1)–(3) automatically.
For other M ∈ Θd , we construct φM by induction with respect to the partial order  in Section 2.3.
Without loss of generality, we assume that M is not a low-triangular matrix. Deﬁne a total order on
the set of pairs {(i, j) | 1 i < j  n} by (k, l)  (i, j) if l < j or l = j and k < i. Let (i0, j0) denote the
largest pair with respect to the total order  in the subset {(i, j) |mij = 0, i < j}. We set
A = M +mi0 j0(Ei0+1, j0 − Ei0 j0) and B = D +mi0 j0(Ei0,i0+1 − Ei0i0),
where D is a diagonal matrix such that co(B) = ro(A). Write A = (aij). The following properties of A
and B can be checked directly: ai0,p = 0 for p  j0, ai0+1, j0 = 0, ai0+1, j = 0 for j > j0. Moreover,
ro(B) = ro(M), co(A) = co(M), and A ≺ M . By induction, there exists φA in M such that properties
(1)–(3) are satisﬁed. Let φ = 1ZB ◦ φA . We have that φ is in M and satisﬁes (1) and (3) due to
Lemma 4.3(1).
Now for any M ′ ≺ M , the restriction of φ to ZM′ is constructible, hence there is an open dense
subset UM′ in ZM′ and a number aM′ such that φ|UM′ ≡ aM′ . We set
(a) φM = φ −
∑
M ′≺M
aM ′φM ′ .
By deﬁnition, φM satisﬁes (2). Moreover, φM inherits properties (1) and (3) from φ. The proposition
follows. 
Remark 4.5. If M ∈ Θd is such that M − rEh,h+1 or M − rEh+1,h is diagonal, then φM = 1ZM from
Lemma 4.2. In general, φM = 1ZM .
Proposition 4.6. The set {φM | M ∈ Θd} deﬁned in Proposition 4.4 is a C-basis of M.
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Proposition 4.4. 
We now can state the main result of this section.
Theorem 4.7. For any A ∈ Θd, there is a unique φA in M satisfying the following properties:
(1) φA |Z A ≡ 1;
(2) φA |U ≡ 0 for some open dense subset U in ZB if B ≺ A;
(3) φA |ZB ≡ 0 for any B such that B / A.
Proof. The existence is by Proposition 4.4. We now prove uniqueness. Suppose that φM and ψM are
two elements in M satisfying (1)–(3). Then φM − ψM is a function such that the restriction to some
open subset of Z A is zero for any A ∈ Θd . Since {φM | M ∈ Θd} is a basis for M. We can write
φM − ψM =∑A∈Θd aAφA . By restricting the function to a suitable open dense subset of Z A , we get
aA = 0 for all A ∈ Θd . Therefore φM = ψM . The theorem follows. 
Deﬁnition 4.8. B = {φA | A ∈ Θd} is called the semicanonical basis of M.
5. Stabilization
In this section, we investigate the behavior of the semicanonical basis B of M in Section 4 as
d varies. For the various objects (for example, P, F , M) deﬁned in the previous sections, we will put
a subscript d to avoid confusion (for example, Pd , Fd , Md).
5.1. Preparations
This subsection is excerpted from [CG, Chapter 4].
We ﬁx an isomorphism Cd+n  Cd ⊕ Cn , and identify Cd+n with Cd ⊕ Cn via this isomorphism.
Let e ∈ gln be the regular nilpotent element
e =
⎛
⎜⎜⎜⎜⎜⎝
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
0 0 0 · · · 0
⎞
⎟⎟⎟⎟⎟⎠
under the standard basis of Cn . Let i be the embedding
(a) i : gld(C) ↪→ gld+n(C), x → x⊕ e =
(
x 0
0 e
)
.
Let F = (0 ⊆ C ⊆ C2 ⊆ · · · ⊆ Cn) be the unique ﬂag ﬁxed by e, i.e., e(Cm) ⊆ Cm−1 for m = 1, . . . ,n.
Deﬁne an embedding
(b) i : Fd ↪→ Fd+n, F → F ⊕ F,
where F ⊕ F = (0 ⊆ F1 ⊕ C ⊆ F2 ⊕ C2 ⊆ · · · ⊆ Cd ⊕ Cn). The two embeddings (a) and (b) induce an
embedding
(c) i : F˜d ↪→ F˜d+n, (x, F ) → (x⊕ e, F ⊕ F).
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(d)
F˜d
pd
F˜d+n
pd+n
Nd Nd+n
Moreover, this diagram (d) is cartesian (see [CG, Lemma 4.4.23]). On the other hand, the embed-
ding (c) induces an embedding
F˜d × F˜d ↪→ F˜d+n × F˜d+n.
The restriction of the above embedding to Zd = F˜d ×Nd F˜d gives an embedding
(e) i : Zd ↪→ Zd+n.
Furthermore, i−1(Y ) is either empty or an irreducible component of Zd for any irreducible compo-
nent, Y , of Zd+n (see [CG, Corollary 4.4.29]).
5.2. Transfer maps
Lemma 5.3. The pullback of the map (e) in Section 5.1:
i∗ : MGd+n(Zd+n) → MGd (Zd)
deﬁnes a C-algebra homomorphism.
Proof. Observe that if x, y ∈ Zd lie in the same Gd-orbit, the elements x⊕ e and y⊕ e are in the same
Gd+n-orbit. This implies that i∗(φ) is Gd-invariant for any φ ∈ MGd+n (Zd+n).
Consider the following diagram
Z3d
i
pi j
Z3d+n
p′i j
Zd
i
Zd+n
where Z3d = F˜d ×Nd F˜d ×Nd F˜d , the horizontal maps are imbeddings, and the vertical maps are projec-
tions to (i, j)-components. The cartesian property of diagram (d) in Section 5.1 implies that the above
diagram is cartesian. So we have
i∗(φ1 ◦ φ2) = i∗p′13!
((
p′12
)∗
φ1 ⊗
(
p′23
)∗
φ2
)= p13!i∗((p′12)∗φ1 ⊗ (p′23)∗φ2)
= p13!
(
p∗12i∗φ1 ⊗ p∗23i∗φ2
)= i∗φ1 ◦ i∗φ2,
where the second equality follows from the cartesian property of the above diagram and Section 2.1(e)
and the third equality is due to the commutativity of the above diagram and Section 2.1(d). The
lemma follows. 
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dˆ= (d1 − 1,d2 − 1, . . . ,dn − 1).
Of course, dˆ ∈ Pd if di  1 for all i = 1, . . . ,n. Recall that Θd+n consists of all (n×n)-matrices, A = (aij),
such that
∑
i, j ai j = d + n and aij  0. We deﬁne Aˆ = (aˆi j) where aˆi j = aij − δi j . Notice that Aˆ ∈ Θd if
aii  1 for 1 i  n.
By the deﬁnition of i∗ , we see that (for any d ∈ Pd+n)
i∗ : ei → ei, fi → fi, for 1 i < n;
i∗ : 1d → 1dˆ, if dˆ ∈ Pd, and
i∗ : 1d → 0, if dˆ /∈ Pd.
So the restriction of the map i∗ to Md+n deﬁnes a surjective C-algebra homomorphism (which we
still denote by i∗)
i∗ : Md+nMd.
Theorem 5.4. The map i∗ sends semicanonical basis elements in Md+n to either 0 or semicanonical basis
elements in Md. More precisely, i∗(φA) = φ Aˆ if Aˆ ∈ Θd, and i∗(φA) = 0 if Aˆ /∈ Θd, for any φA ∈ Bd+n and
A ∈ Θd+n.
Proof. Suppose that A ∈ Θn+d is such that Aˆ ∈ Θd , we want to show that i∗(φA) satisﬁes the follow-
ing conditions:
(a) i∗(φA)|Z Aˆ = 1Z Aˆ ;
(b) i∗(φA)|U Bˆ = 0 for certain open dense subset U Bˆ ⊆ Z Bˆ if Bˆ ≺ Aˆ;
(c) i∗(φA)|Z Bˆ = 0 if Bˆ / Aˆ.
Notice that i−1(Z A) = Z Aˆ , we have i∗(φA)|Z Aˆ = i∗(φA |Z A ). (Here the second i∗ is the pullback of the
restriction i : Z Aˆ → Z A .) So (a) holds since φA |Z A = 1Z A . For any Bˆ ∈ Θd , let B = (bij) ∈ Θd+n be such
that bij = bˆi j + δi j . So i−1(ZB) = Z Bˆ . Similar to the proof of (a) and by Theorem 4.7(2), we get (c).
For any B ≺ A, we can ﬁnd an open dense subset UB in ZB such that φA |UB ≡ 0, by the deﬁnition
of φA (see Proposition 4.4). Moreover we can assume that UB is Gd+n-invariant (otherwise, take V B =⋃
g∈Gd+n g.UB ). By [CG, Corollary 4.4.28], we see that U Bˆ := Z Bˆ ∩ i−1(UB) is a nonempty open subset
of Z Bˆ . So U Bˆ is an open dense subset in Z Bˆ since Z Bˆ is irreducible. Thus i
∗(φA)|U Bˆ = i∗(φA |UB ) ≡ 0.
(b) follows. From the proof of Theorem 4.7, we see that there is a unique function in Md satisfying
(a)–(c). This implies that i∗(φA) = φ Aˆ .
Suppose that A ∈ Θn+d is such that Aˆ /∈ Θd . By applying the same argument for proving (b) in the
above situation, we see that the restriction of i∗(φA) to a certain open dense subset of Z Bˆ is zero, for
any Bˆ ∈ Θd . From the proof of Theorem 4.7, we see that such a function has to be identically zero.
The theorem follows. 
6. Relation with semicanonical bases in [L6]
In this section, we shall identify the semicanonical basis (Deﬁnition 4.8) in this paper with the
one deﬁned in [L6, Section 3.12] when the quiver is of type An−1 and the vector space D in [L6] is
concentrated on one of the end vertices.
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We recall Lusztig’s version [L4] of Nakajima’s quiver varieties [N] in type A.
Let An−1 be the quiver
1 2 3 · · · n − 1,
where we write ρi for the arrow i → i+1 for 1 i  n−2 and σi the arrow i+1→ i for 1 i  n−2.
We set I = {1, . . . ,n− 1} and H = {ρi, σi | 1 i  n− 2}.
Let P be the path algebra of the quiver An−1. (P is the algebra F in [L6, 1.2].) The algebra P has
an (I × I)-gradation P =⊕i, j∈I P ij , where P ij is the vector space over C spanned by all paths from j
to i. Let
θ1 = σ1ρ1, θi = σiρi − ρi−1σi−1, θn−1 = −ρn−2σn−2,
for i = 2, . . . ,n − 2. Let D be an I-graded vector space such that Di = 0 for i = 1, . . . ,n − 2 and
Dn−1 = Cd . Let
D˙ =
⊕
i∈I
D˙ i, D˙i = P in−1 ⊗ Dn−1.
Observe that D˙ has a natural left P-module structure. For any element
π ∈
⊕
i∈I
Hom(D˙i, Di)  Hom(D˙n−1, Dn−1),
let Iπ be the subspace of D˙ spanned by the elements f ⊗ π( f ′ ⊗ d) − f θ j f ′ ⊗ d for any f ∈ P ij ,
f ′ ∈ P jn−1, d ∈ Dn−1 and i, j ∈ I . Let Kπ be the largest P-module of D˙ that is contained in Ker(π).
Let
ZD =
{
π ∈
⊕
i∈I
Hom(D˙i, Di)
∣∣ Iπ ⊂ Kπ}.
If π ∈ ZD and V ⊂ D˙ , we write “π  V” if V is a P-submodule of D˙ and Iπ ⊂ V ⊂ Kπ . Let
LD =
{
(π,V)
∣∣ π  V}.
To a pair (x, F ) ∈ F˜ (3.1), we ﬁx an isomorphism Dn−1  D∗n−1 where D∗n−1 is the dual space
of Dn−1. Under the identiﬁcations, we can deﬁne the following linear maps
xρi = t x|Fi+1 , xσi = tι|Fi , ∀i = 1, . . . ,n − 2,
pn−1 = t x|Fn , qn−1 = tι|Fn ,
where t x|Fi+1 is the transpose of the restriction x|Fi+1 : Fi+1 → Fi of x and ι|Fi : Fi → Fi+1 is the
canonical inclusion. If f ik = h1h2 · · ·hr is a path from k to i, we write x f ik = xh1xh2 · · · xhr . We deﬁne a
linear map
Φi : D˙i → Fi
by Φi( f in−1 ⊗ d) = x f i pn−1(d), for any path f in−1 ∈ P in−1, d ∈ Dn−1, and i ∈ I .n−1
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(a) F˜ → LD , (x, F ) → (π,V),
where
πn−1( f ⊗ d) =
(t x)l+1(d) and V =⊕
i∈I
ker(Φi),
for any d ∈ Dn−1 and f a path in Pn−1n−1 of length 2l for l ∈ Z0. By [L6], and [N], the morphism in (a)
is an isomorphism of varieties. Let
ZD =
{(
π,V,V ′) ∣∣ π  V, π  V ′}.
The isomorphism (a) induces an isomorphism:
(b) φ : Z  ZD ,
(
x, F , F ′
) → (π,V,V ′),
such that
(c) F ⊇ F ′ if and only if V ⊆ V ′;
(d) dim Fi/F
′
i = dimV ′i/Vi for all 1 i  n− 1.
Proposition 6.2. When the quiver is of type An−1 and D = Dn−1 = Cd, the semicanonical basis (Deﬁni-
tion 4.8) in this paper coincides with the one deﬁned in [L6, 3.12].
Proof. The isomorphism φ : Z → ZD in (b) induces an isomorphism of algebras φ∗ : M(Z)  Cn(ZD)
where M(Z) (resp. Cn(ZD)) is the space of constructible functions on Z (resp. ZD ).
Under this isomorphism and in view of (c) and (d), the functions hi,ei and fi for 1  i  n − 1
in this paper get identiﬁed with the functions hi, ei and f i in [L6, 2.17]. So the algebra M in Sec-
tion 3 gets identiﬁed with the algebra Cn′(ZD) generated by hi , ei and f i in [L6, 2.23]. Therefore, the
semicanonical basis deﬁned in this paper gets identiﬁed with the semicanonical basis in [L6]. 
Recall from [L6, 5.3], there is an algebra homomorphism
σ : Cn(ZD ′) → Cn(ZD)
where dim D ′ − dim D = n. It is conjectured in [L6, 5.5] that
Conjecture 6.3. The semicanonical basis elements in Cn′(ZD ′) send to 0 or the canonical basis elements in
Cn′(ZD) under the algebra homomorphism σ .
By Theorem 5.4 and Proposition 6.2, we have
Corollary 6.4.When the quiver is of type An−1 and D = Dn−1 , Conjecture 6.3 in [L6, 5.5] is true.
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We preserve the setting of Section 4. In [CG, Chapter 4], Chriss and Ginzburg study the (top) Borel–
Moore homology H(Z) on Z = Zd . As a C-vector space, H(Z) is spanned by the fundamental classes
[Z A] for A ∈ Θd . Moreover, the convolution product for Borel–Moore homology gives a C-algebra
structure on H(Z). By [CG, 4.1.12, 4.2.5], there exists an isomorphism of algebra
Θ : MG(F × F) → H(Z)
deﬁned by
hi →
∑
co(M)=ro(M)=d
(di − di+1)[ZM ],
ei →
∑
co(M)=d+i , ro(M)=d
[ZM ], f i →
∑
co(M)=d−i , ro(M)=d
[ZM ]. (5)
We call the basis {Θ−1(YM) | M ∈ Θd} the Borel–Moore homology basis for the Schur algebra
MG(F × F).
Combining with Theorem 3.5, we have a sequence of isomorphisms:
M ι
∗
MG(F × F) Θ H(Z).
Question 7.1. Does the semicanonical basis {ι∗(φM) | M ∈ Θd} coincide with the Borel–Moore homol-
ogy basis {Θ−1(YM) | M ∈ Θd}?
Remark 7.2. Note that if Question 7.1 gets a positive answer, then Theorem 4.4.30 in [CG] is equivalent
to Theorem 5.4.
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