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Abstract
The nonlinear DGLAP evolution equations with parton recombination corrections
are used to dynamically evaluate the proton’s parton distribution functions starting
from a low scale µ2, where the nucleon consists of valence quarks. We find that
the resulting negative nonlinear corrections can improve the perturbative stability
of the QCD evolution equation at low Q2. Our resulting parton distributions, with
four free parameters, are compatible with the existing databases. This approach
provides a powerful tool to connect the quark models of the hadron and various
non-perturbative effects at the scale µ2 with the measured structure functions at
the high scale Q2 >> µ2.
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1 Introduction
The parton distributions of nucleons are important components of our understanding
of high energy physics. The Q2 dependence of parton densities was predicted based on
a rigorous application of the renormalization group equations in QCD, guaranteeing the
factorization of parton-densities in [1–3]. Currently the available parton distributions
were extracted from the experimental data with the linear QCD evolution equation-the
Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equation [1–6], which describes all
results of [1–3] using an illuminating partonic picture. The solutions of the DGLAP
equations depend on the initial parton distributions at low starting scale µ2. There
are two different choices for the input distributions: (1) in global analysis, the starting
point is fixed at an arbitrary scale Q20 > 1 GeV
2 and the corresponding input parton
distributions are parameterized by comparing with the measured data at Q2 > Q20. These
input distributions are irrelevant to any physics models, one may even input negative
gluon distributions; (2) in dynamical models, the parton distributions at Q2 > 1 GeV2
are generated by QCD radiative corrections generated from imaginary intrinsic parton
distributions at an optimally determined Q20 < 1 GeV
2 according to the nucleon model.
For example, it is well known that the nucleons consist of three constituents at very
low Q2. A natural attempt, firstly proposed in 1977, is to assume that the nucleons
consist of valence quarks at low starting point µ2 (but still in the perturbative region
αs(µ
2)/2pi < 1 and µ > ΛQCD), and the gluons and sea quarks are radioactively produced
atQ2 > µ2 [7–9]. These input distributions allow one to construct a complete QCD picture
of the proton [10–15]. However, such natural inputs fail due to overly steep behavior of
the predicted parton distributions at the small Bjorken variable x. Instead of the natural
inputs, Reya, Glu¨ck and Vogt (GRV) [16] added the valance like sea quarks and gluon
distributions to the input parton distributions at a little larger Q2 scale. The predictions
of the GRV model are compatible with the data at Q2 > 4 GeV2 and x > 10−4.
All the above approaches determine the parton distributions via the DGLAP equa-
tion. Comparing with the natural input distributions, the valence-like distributions of
the gluon and sea quarks in the GRV-model can slow down the evolution of the DGLAP
equation at low Q2 and reach agreement with experimental results, since the evolution
region of the valence like distributions is sizeably larger. On the other hand, we know
that the contributions from the parton recombination corrections become important at
Q2 < 1 GeV2, which are neglected in the DGLAP equation. The correlation among initial
partons can not be neglected towards small x and low Q2. The negative corrections of the
parton recombination also slow down the partons evolution. These nonlinear effects can
be calculated in the perturbative QCD. The nonlinear corrections of the gluon recombi-
nation to the DGLAP equation were firstly derived by Gribov, Levin and Ryskin [17] and
by Mueller and Qiu [18] in the double leading logarithmic (DLL) approximation (see Ap-
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pendix A). The similar research for the nonlinear corrections to the DGLAP equation was
discussed by many authors [19–21]. In particularly, this evolution equation was re-derived
to include parton recombination at all x by Zhu, Ruan and Shen [22–24] in the leading
logarithmic (LL(Q2)) approximation. We refer to this version of the nonlinear correc-
tions as the ZRS corrections to the DGLAP equation. Although the relation between the
derivation of the nonlinear part and the renormalization group theory is unclear, in this
approach [22–24] all stages of the calculation refer to parton concepts and offer a very
illuminating physical interpretation of the parton recombination using the time ordered
perturbative theory (TOPT).
The success of the GRV model inspires us to use natural inputs to replace the valence
like inputs in the GRV model due to the nonlinear corrections of the parton recombina-
tion. Our main results are: (i) we find that the ZRS corrections suppress the fast increase
of the sea quark- and gluon-densities using the natural input and has similar results as
the GRV(98LO) [25] at x > 10−4 and Q2 > 4 GeV2; (ii) we predict that the parton dis-
tributions at Q2 < 1 GeV2 are positively defined, particularly, the sea quark distributions
appear a plateau at small x and low Q2, indicating Pomeron-like behavior [26]; (iii) our
input quark distributions are compatible with the valence quark distributions predicted
by effective chiral quark model [27]; (iv) this evidence of the parton recombination ex-
isting in the standard QCD evolution provides a possible dynamical way to explore the
nuclear shadowing effects.
The organization of this paper is as follows. We present the ZRS corrections to the
DGLAP equation in Sec. 2. Using the nonlinear QCD evolution equation and the natural
input distributions, we calculate the evolution of the parton distributions in the proton,
and the corresponding parameters are discussed in Sec. 3. Our resulting parton distribu-
tions comparing with the experimental data and some databases are presented in Sec. 4.
Section 5 is the discussion and summary, where the applicability of the DGLAP equation
with the ZRS corrections at the low Q2 is discussed.
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2 The nonlinear QCD evolution equation
The DGLAP equation predicts a strong rise in the parton densities when the Bjorken
variable x decrease toward small values due to the elementary process is one-parton split-
ting to two-partons. This behavior violates unitarity. One can expect that at very large
number densities of partons, for example in the small x region, the wave functions of
partons can overlap. In this case the contributions of two-partons-to-two-partons subpro-
cesses (i.e., parton recombination) should be considered in the QCD evolution equations.
Various models are proposed to modify the twist-2 DGLAP evolution kernels (i.e., the
parton splitting functions). The derivation of such equations needs to sum the contribu-
tions from real and interference Feynman diagrams and corresponding virtual diagrams.
Gribov, Levin and Ryskin in [17] use the AGK cutting rule [28] to count the contributions
of interference diagrams. Later Mueller and Qiu [18] calculate the (real) gluon recombi-
nation functions at the double leading logarithmic approximation (DLLA) in a covariant
perturbation framework.
×
(a)
×
(b)
×
(c)
×
(d)
Figure 1: The elemental amplitudes, which contribute to the ZRS corrections, i.e., the
corrections of the parton recombination to the standard DGLAP equation; where we have
omitted the distinction between the parton flavors, ”x” means the probing place and the
dark circles indicate QCD interactions among all the possible correlating partons.
However, the following motivations led Zhu and his cooperators to re-derive the above
QCD evolution equation with the parton recombination corrections: (1) the application
of the AGK cutting rule in the GLR-MQ corrections breaks the evolution kernels (see
Fig. 1 in Ref. [22]); (2) the GLR-MQ corrections to the DGLAP equation violate the
momentum conservation [29]; (3) the DLL approximation is valid only at small x and the
GLR-MQ corrections can not smoothly connect with the DGLAP equation [22].
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To avoid these disadvantages, the relations among the relevant high twist-amplitudes
are derived by using the TOPT approach at the LL(Q2) approximation in a same frame-
work as the derivation of the DGLAP equation in [22], where the TOPT cutting rules are
proposed to connect with various cut diagrams instead of the AGK cutting rules. Thus,
one can obtain the complete contributions only using the calculations of the real cut dia-
grams. As a consequence, a set of new evolution equations with parton recombination in
a general framework was established. In next step, the the recombination functions are
calculated in a whole x region based on the same TOPT-framework [23, 24].
According to the above mentioned statement, we arrange the QCD evolution equation
including the ZRS corrections at the LL(Q2) approximation for the parton distributions
in a proton as follows.
We denote fvj (x,Q
2) (j=u,d) for valence quark distributions, fqi(x,Q
2) (i=u,d,s) for
sea quark distributions, fqi(x,Q
2) (i=u,d,s) for anti-sea quark distributions and fg(x,Q
2)
for gluon distribution. We define Σ(x,Q2) ≡
∑
j fvj (x,Q
2)+
∑
i fqi(x,Q
2)+
∑
i fqi(x,Q
2).
We start from the elemental amplitudes Fig. 1. According to Ref. [22], the DGLAP
equation with the ZRS corrections reads
Q2
dxfvj (x,Q
2)
dQ2
=
αs(Q
2)
2pi
∫ 1
x
dy
y
Pqq(z)xfvj (y,Q
2)
−
αs(Q
2)
2pi
xfvj (x,Q
2)
∫ 1
0
dzPqq(z)
−
α2s(Q
2)
4piR2Q2
∫ 1/2
x
dy
y
xPqg→q(x, y)yfg(y,Q
2)yfvj(y,Q
2)
+
α2s(Q
2)
4piR2Q2
∫ x
x/2
dy
y
xPqg→q(x, y)yfg(y,Q
2)yfvj(y,Q
2)
−
α2s(Q
2)
4piR2Q2
∫ 1/2
x
dy
y
xPqq→q(x, y)y[Σ(y,Q
2)− fvj (y,Q
2)]yfvj(y,Q
2)
+
α2s(Q
2)
4piR2Q2
∫ x
x/2
dy
y
xPqq→q(x, y)y[Σ(y,Q
2)− fvj (y,Q
2)]yfvj(y,Q
2), (if x ≤ 1/2),
Q2
dxfvj (x,Q
2)
dQ2
=
αs(Q
2)
2pi
∫ 1
x
dy
y
Pqq(z)xfvj (y,Q
2)
−
αs(Q
2)
2pi
xfvj (x,Q
2)
∫ 1
0
dzPqq(z)
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+
α2s(Q
2)
4piR2Q2
∫ 1/2
x/2
dy
y
xPqg→q(x, y)yfg(y,Q
2)yfvj(y,Q
2)
+
α2s(Q
2)
4piR2Q2
∫ 1/2
x/2
dy
y
xPqq→q(x, y)y[Σ(y,Q
2)− fvj (y,Q
2)]yfvj (y,Q
2), (if 1/2 ≤ x ≤ 1),
(1− a)
for valence quarks, where z = x/y, the factor 1/(4piR2) is from normalizing two-parton
distribution, R is the correlation length of two initial partons.
Q2
dxfqi(x,Q
2)
dQ2
=
αs(Q
2)
2pi
∫ 1
x
dy
y
Pqq(z)xfqi(y,Q
2)
−
αs(Q
2)
2pi
xfqi(x,Q
2)
∫ 1
0
dzPqq(z)
+
αs(Q
2)
2pi
∫ 1
x
dy
y
Pqg(z)xfg(y,Q
2)
−
α2s(Q
2)
4piR2Q2
∫ 1/2
x
dy
y
xPgg→q(x, y)[yfg(y,Q
2)]2
+
α2s(Q
2)
4piR2Q2
∫ x
x/2
dy
y
xPgg→q(x, y)[yfg(y,Q
2)]2
−
α2s(Q
2)
4piR2Q2
∫ 1/2
x
dy
y
xPqq→q(x, y)yfqi(y,Q
2)yfqi(y,Q
2)
+
α2s(Q
2)
4piR2Q2
∫ x
x/2
dy
y
xPqq→q(x, y)yfqi(y,Q
2)yfqi(y,Q
2)
−
α2s(Q
2)
4piR2Q2
∫ 1/2
x
dy
y
xPqq→q(x, y)y[Σ(y,Q
2)− fqi(y,Q
2)]yfqi(y,Q
2)
+
α2s(Q
2)
4piR2Q2
∫ x
x/2
dy
y
xPqq→q(x, y)y[Σ(y,Q
2)− fqi(y,Q
2)]yfqi(y,Q
2)
−
α2s(Q
2)
4piR2Q2
∫ 1/2
x
dy
y
xPqg→q(x, y)yfg(y,Q
2)yfqi(y,Q
2)
+
α2s(Q
2)
4piR2Q2
∫ x
x/2
dy
y
xPqg→q(x, y)yfg(y,Q
2)yfqi(y,Q
2), (if x ≤ 1/2),
Q2
dxfqi(x,Q
2)
dQ2
=
αs(Q
2)
2pi
∫ 1
x
dy
y
Pqq(z)xfqi(y,Q
2)
−
αs(Q
2)
2pi
xfqi(x,Q
2)
∫ 1
0
dzPqq(z)
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+
αs(Q
2)
2pi
∫ 1
x
dy
y
Pqg(z)xfg(y,Q
2)
+
α2s(Q
2)
4piR2Q2
∫ 1/2
x/2
dy
y
xPgg→q(x, y)[yfg(y,Q
2)]2
+
α2s(Q
2)
4piR2Q2
∫ 1/2
x/2
dy
y
xPqq→q(x, y)yfqi(y,Q
2)yfqi(y,Q
2)
+
α2s(Q
2)
4piR2Q2
∫ 1/2
x/2
dy
y
xPqq→q(x, y)y[Σ(y,Q
2)− fqi(y,Q
2)]yfqi(y,Q
2)
+
α2s(Q
2)
4piR2Q2
∫ 1/2
x/2
dy
y
xPqg→q(x, y)yfg(y,Q
2)yfqi(y,Q
2), (if 1/2 ≤ x ≤ 1), (1− b)
for sea quark distributions and
Q2
dxfg(x,Q
2)
dQ2
=
αs(Q
2)
2pi
∫ 1
x
dy
y
Pgq(z)xΣ(y,Q
2)
+
αs(Q
2)
2pi
∫ 1
x
dy
y
Pgg(z)xfg(y,Q
2)
−f
αs(Q
2)
2pi
xfg(x,Q
2)
∫ 1
0
dzPqg(z)
−
1
2
αs(Q
2)
2pi
xfg(x,Q
2)
∫ 1
0
dzPgg(z)
−
α2s(Q
2)
4piR2Q2
∫ 1/2
x
dy
y
xPgg→g(x, y)[yfg(y,Q
2)]2
+
α2s(Q
2)
4piR2Q2
∫ x
x/2
dy
y
xPgg→g(x, y)[yfg(y,Q
2)]2
−
α2s(Q
2)
4piR2Q2
∫ 1/2
x
dy
y
xPqq→g(x, y)
f∑
i=1
[yfqi(y,Q
2)]2
+
α2s(Q
2)
4piR2Q2
∫ x
x/2
dy
y
xPqq→g(x, y)
f∑
i=1
[yfqi(y,Q
2)]2
−
α2s(Q
2)
4piR2Q2
∫ 1/2
x
dy
y
xPqg→g(x, y)yΣ(y,Q
2)yfg(y,Q
2)
+
α2s(Q
2)
4piR2Q2
∫ x
x/2
dy
y
xPqg→g(x, y)yΣ(y,Q
2)yfg(y,Q
2), (if x ≤ 1/2),
Q2
dxfg(x,Q
2)
dQ2
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=
αs(Q
2)
2pi
∫ 1
x
dy
y
Pgq(z)xΣ(y,Q
2)
+
αs(Q
2)
2pi
∫ 1
x
dy
y
Pgg(z)xfg(y,Q
2)
−f
αs(Q
2)
2pi
xfg(x,Q
2)
∫ 1
0
dzPqg(z)
−
1
2
αs(Q
2)
2pi
xfg(x,Q
2)
∫ 1
0
dzPgg(z)
+
α2s(Q
2)
4piR2Q2
∫ 1/2
x/2
dy
y
xPgg→g(x, y)[yfg(y,Q
2)]2
+
α2s(Q
2)
4piR2Q2
∫ 1/2
x/2
dy
y
xPqq→g(x, y)
f∑
i=1
[yfqi(y,Q
2)]2
+
α2s(Q
2)
4piR2Q2
∫ 1/2
x/2
dy
y
xPqg→g(x, y)yΣ(y,Q
2)yfg(y,Q
2), (if 1/2 ≤ x ≤ 1), (1− c)
for gluon distribution. The corresponding cut diagrams are presented in Fig. 2. Note
that the TOPT cutting rules [22] are used in Eq. (1). Thus, we need only compute the
two-partons to two-partons kernels and use the same kernels to write the contributions of
the interference processes. On the other hand, the contributions of the virtual processes
are canceled each other [22].
The un-regularized DGLAP splitting kernels in the linear terms are [22, 30, 31]
Pgg(z) = 2CA
[
z(1 − z) +
1− z
z
+
z
1− z
]
,
Pgq(z) = CF
1 + (1− z)2
z
,
Pqq(z) = CF
1 + z2
1− z
,
Pqg(z) = TR[z
2 + (1− z)2], (2)
where CA = Nc = 3, CF =
N2c−1
2Nc
= 4
3
, TR =
1
2
and z = x/y.
The recombination functions (Fig. 3) in the nonlinear terms are
Pgg→g(x, y) =
9
64
(2y − x)(72y4 − 48xy3 + 140x2y2 − 116x3y + 29x4)
xy5
,
Pgg→q(x, y) = Pgg→q(x, y) =
1
96
(2y − x)2(18y2 − 21xy + 14x2)
y5
,
8
×Σv→Σ(e) v
×
vg→(c) vg
×
Σv→Σ(f) v
×
vg→(d) vg
×
vg→(a) v
×
vg→(b) v
×
gq→q(a) 
×
gq→q(b) 
×
qq→(c) g
×
qq→(d) gg
×
qq→(e) gg
×
qq→qq(f) 
×
qq→qq(g) 
×
q q→q q(h) 
×
q q→q q(i) 
×
gq→gq(j) 
×
gq→gq(k) 
9
×gq→(a) q
×
gg→(b) g
×
qq→(c) g
×
gg→(d) g
×
gg→(e) gg
×
gg→(f) gg
×
gg→q(g) q
×
gg→q(h) q
×
gq→(i) gq
×
gq→(j) gq
Figure 2: The cut diagrams for the DGLAP equation with the ZRS corrections using the
elemental amplitudes in Fig. 1.
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Pqq→q(x, y) = Pqq→q(x, y) =
2
9
(2y − x)2
y3
,
Pqq→q(x, y) = Pqq→q(x, y) =
1
108
(2y − x)2(6y2 + xy + 3x2)
y5
,
Pqg→q(x, y) = Pqg→q(x, y) =
1
288
(2y − x)(140y2 − 52yx+ 65x2)
y4
,
Pqg→g(x, y) = Pqg→g(x, y) =
1
288
(2y − x)(304y2 − 202yx+ 79x2)
xy4
,
Pqq→g(x, y) =
4
27
(2y − x)(18y2 − 9yx+ 4x2)
xy3
, (3)
they are taken from Ref. [23].
×
g→gg(a) P
×
q→gg(b) P
×
q→qq(c) P
×
q→qq
(d) P
×
q→qg(e) P
×
g→qg(f) P
×
g→qq
(g) P
Figure 3: The recombination functions in Eq. (3), which are calculated at LL(Q2)A in
Ref. [12].
The properties of the equation (1-3) are summarized as follows.
11
(1) The QCD evolution kernels (for example, splitting function in the DGLAP equation
and recombination functions in the corrected equation) are separated from the coefficient
functions using the equivalent particle approximation [32–35]. However, the infrared (IR)
divergence due to the gauge singularities in some twist-4 amplitudes prevents us from
using the equivalent particle approximation, since these gauge terms are coupled with the
backward components of two parton legs which connect with the probe. In the derivation
of the GLR-MQ corrections, the gauge singularities become finite using a contour integral.
In this method, the backward components of two legs still exist, i.e., the propagators of the
legs are off-mass-shell. This implies that the equivalent particle approximation is invalid.
On the other hand, the gauge singularities in the twist-4 coefficient functions are safely
removed from the ZRS corrections using the TOPT method. Thus, the recombination
kernels can be simply separated from the coefficient functions at the equivalent particle
approximation. A detailed discussion see Ref. [24].
(2) The equation is a result summing all possible cut diagrams up to twist-4 in a quan-
tum field theory framework (i.e., the TOPT) instead of using the AGK cutting rules. The
two-parton-to-two-parton amplitude leads to the positive (antishadowing) effect, while
the contributions of interference amplitudes between the one-parton-to-two-partons and
the three-partons-to-two-partons processes yield a negative (shadowing) effect. The co-
existence of shadowing and antishadowing in the QCD evolution of the parton densities
is a general requisition of the local momentum conservation [29]. We emphasize that the
shadowing and antishadowing terms are defined on different kinematic domains [x, 1/2]
and [x/2, x], respectively. Thus, the momentum is conservative as shown in following Eq.
(4). On the other hand, the AGK cutting rule is used in the derivation of the GLR-MQ
corrections, where the contributions of the positive and negative terms only differ in the
numerical weights. Thus, the antishadowing effect in the GLR-MQ corrections is com-
pletely canceled by the effect and the resulting evolution equation violates the momentum
conservation.
(3) Since Eqs. (1)-(3) are derived at the LL(Q2) approximation and they contain the
terms beyond the DLL approximation, the DGLAP equation with the ZRS corrections
is valid in the full-x range if we neglect the Balitsky- Fadin-Kuraev-Lipatov (BFKL)
corrections [36–41] at the very small-x region. Thus, the ZRS corrections can smoothly
connect with the DGLAP equation.
(4) The sea quark evolutions in the ZRS corrections (1-b) and GLR-MQ corrections
(A-2) (see Appendix A) take different forms. The reason is that the transition of gluon-
quarks is suppressed in the DLLA manner. The DLLA diagram contains only the gluon
ladders and any transitions of gluon-quark break the gluon ladder structure. Therefore, a
special box diagram is used to include the corrections of gluon recombination to the quark
distributions in the GLR-MQ corrections. However, this extra diagram is unnecessary in
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the derivation of the ZRS corrections, since we can produce the evolution equations for
gluon and sea quarks in the same framework at the LL(Q2) approximation.
(5) The combining distribution of two partons, for say two gluons, is assumed to be
f (2)g (y,Q
2) ∼ f 2g (y,Q
2) either in the ZRS corrections or in the GLR-MQ corrections. This
is a simplest model. One of us (W.Z.) has discussed the recombination of gluons with
different values of x in the nonlinear evolution equation and finds that this modification
unreasonably enhances the shadowing effect in the GLR-MQ corrections, while it does not
change the predictions of the ZRS corrections, since the momentum conservation plays
an important role in this result [42].
Comparing with the GLR-MQ corrections, the ZRS corrections reasonably describe
the corrections of the parton recombination to the DGLAP equation at the twist-4 level.
The DGLAP equation with the ZRS corrections has been applied to study some small
x phenomena in its approximation form [43–46]. In this work we will use its complete
version Eq. (1-3) to quantitatively study the parton distributions in the proton.
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3 Natural initial distributions and free parameters
fitting
The solutions of the QCD evolution equations for the parton distributions depend on
the initial parton distributions at a low scale Q2 = µ2. An ideal and simple assumption
is that the nucleon consists entirely of three valence quarks at µ2 and the gluon and sea
distributions at Q2 > µ2 are generated radioactively. This naive model was firstly pro-
posed in Refs. [7–9] and it successfully predicts that at low Q2 ∼ 1 GeV2 about 50% of
the nucleon momentum is already carried by gluons, which agrees with the experimen-
tal results. Unfortunately, the distributions of the sea quarks and gluon predicted by
this natural input and the DGLAP equation are too steep. Instead of the simple input
distributions, Glu¨ck, Reya and Vogt (GRV) [16] assumed that the nucleon has valence
quarks and special valence-like sea quarks and valence-like gluon at a starting point at
Q2 ≃ 0.2 ∼ 0.3 GeV2. The GRV input in the DGLAP equation nicely predicts the parton
distributions in a broad kinematical range.
Now we go back to the natural input distributions with the ZRS corrections using Eqs.
(1-3) for the second moments of the distributions and the measured momentum of the
valence quark distributions at a higher Q2, we obtain the starting point µ2 = 0.064 GeV2
(with ΛQCD = 0.204 GeV for f=3 flavors). Note that the value of 1/µ ∼ 0.8fm is
compatible with a typical radius of the proton. This value of µ is similar to the previous
estimation in Refs. [7–9], where the DGLAP equation is used. The reason is that the
contributions of the nonlinear (shadowing and antishadowing) terms to theQ2-evolution of
the momentum fractions in the ZRS corrections vanish due to the momentum conservation
[22]
−
α2s(Q
2)
4piR2Q2
∫ 1/2
0
dx
∫ 1/2
x
dy
y
xPqg→q(z)[yfg(y,Q
2)yfv(y,Q
2)]
+
α2s(Q
2)
4piR2Q2
∫ 1/2
0
dx
∫ x
x/2
dy
y
xPqg→q(z)[yfg(y,Q
2)yfv(y,Q
2)]
+
α2s(Q
2)
4piR2Q2
∫ 1
1/2
dx
∫ 1/2
x/2
dy
y
xPqg→q(z)[yfg(y,Q
2)yfv(y,Q
2)] = 0. (4)
According to the natural input distribution,
fg(x, µ
2) = 0, fqi(x, µ
2) = fqi(x, µ
2) = 0. (5)
We choose a minimum free parameter scheme for the typical valence quark distributions
xfvu(x, µ
2) = Aux
Bu(1− x)Cu ,
14
xfvd(x, µ
2) = Adx
Bd(1− x)Cd , (6)
which satisfy the momentum sum rule
∫ 1
0
dxx[fvu(x, µ
2) + fvd(x, µ
2)] = 1. (7)
and the normalization conditions
∫ 1
0
dxfvu(x, µ
2) = 2,
∫ 1
0
dxfvd(x, µ
2) = 1. (8)
Fitting to experimental data, we obtain following values for the proton Au = 24.30, Bu =
1.98, Cu = 2.06, Ad = 9.10, Bd = 1.31, and Cd = 3.80.
x
-210 -110 1
v
xf
0
0.5
1
1.5
2
2
=0.064GeV2µ
u valence quark
d valence quark
Figure 4: The natural input distributions in the proton at the initial scale µ2 = 0.064
GeV2.
The corresponding input distributions are shown in Fig. 4. The free parameter R in
Eq.(1) depends on the geometric distributions of partons inside the proton. R ≃ 5 GeV−1
(or R < 5 GeV−1) when the partons distribute uniformly (or non-uniformly) in the proton.
We take R = 4.24 GeV−1 for best fitting to the data.
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4 Parton distributions in the proton
Since the four free parameters are fixed, now it is straightforward to calculate the
evolution of the parton distributions in the proton using Eqs. (1-3). The x and Q2
dependence of our predicted structure functions and comparisons with the data [47–59]
are shown in Figs. 5 and 6. Our results are generally lower than the experimental data
at x < 10−4. It implies that the BFKL correction is not negligible in such small x range.
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Figure 5: Comparisons of our predicted x-dependence of F p2 (x,Q
2) (solid curves) with
HERA data [47–56] at small x.
The comparisons of two dynamically generated parton distributions of the proton
(i.e., using Eqs. (1-3) with the natural input and using the DGLAP equation with the
GRV(98LO) input) are shown in Figs. 7-10. In Figs. 9 and 10 we plot the parton
distributions in the linear DGLAP equation with the natural input. One can find that
the valence like input distributions in the GRV model are equivalent to the effective
description of the nonlinear parton recombination.
We try to explore the parton distributions down to Q2 < 1 GeV2 at small x using
Eqs. (1-3). Our predicted proton structure functions are shown in Fig. 11, where we
plot the contributions of the Regge part in the Donnachie-Landshoff (DL) model [60].
The prediction of gluon and sea quark distributions at low Q2 based on Eqs. (1-3) is
presented in Fig. 12. Although the predicted structure functions are lower than the
ZEUS data [52–56], the plateau-like shapes allow us to establish a smooth connection
between the partonic and non-partonic pictures of the nucleon’s structure functions in
low Q2 and small x range [61]. It will be studied in our following work.
The difference between our model and GRV model becomes obvious near the GRV
starting point Q2 ≃ 0.26 GeV2 (Fig. 13). The comparisons of our model with the GRV
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Figure 6: Comparisons of our predicted Q2-dependence of F p2 (x,Q
2) (solid curves) with
various experimental data [47–59].
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Figure 12: Our predicted gluon (Left) and sea quarks (Right) distributions in the low Q2
range.
and CJ12 [62] databases at Q2 = 1.4 GeV2 are presented in Fig. 14.
The predicted gluon distributions of the different databases exhibit large difference.
The reason is that the lepton probes can not directly measure the gluon distribution. The
parameters of input gluon distribution are determined by higher order QCD processes,
such as the scaling violation and longitudinal structure function FL. Because only limited
amount of data are available, the constraints on the input gluon distribution are much
looser than for quarks. Different from those global databases, both gluon and sea quarks
are dynamically generated from the input valence quarks based on Eqs. (1-3) in this
work. Once the valence quark input is fixed by the observed quark distributions, the
gluon distribution is also determined in the leading order. The comparisons of the x-
dependence of the gluon distributions at given Q2 are plotted in Figs. 15-17.
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Figure 16: Ratios of our predicted gluon distribution to (a) CJ12 [62] and (b) GRV98 [25]
distributions at Q2 = 10 and 100 GeV2.
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Figure 17: Comparisons of our predicted gluon distribution at Q2 = 20 GeV2 with the
HERA data. The results of GRV98 [25] and CJ12 [62] gluon distributions also are pre-
sented.
5 Discussions and Summary
An unavoidable question is whether Eq. (1) can be used at Q2 ≥ 0.064 GeV2. Now
let us discuss this question.
One may think that a large value of αs at low Q
2 will lead to a divergent perturbative
expansion. Refs. [7–9] have emphasized that the DGLAP evolution is still in the per-
turbative region even at low static point µ2 ∼ 0.064 GeV2 since the expansion factor is
αs(µ
2)/2pi < 1 in the DGLAP equation and the evolution kernels are non-singular at low
Q2. The GRV model was extended to the next leading order and even to the next-next
leading order approximation at Q2 < 1 GeV2 [63]. These results indicate that the higher
order corrections to the DGLAP evolution are small.
We show that these conclusions are still valid for the DGLAP equation with the
ZRS corrections. The perturbative approximation may be invalid if the net (shadowing
and antishadowing) effect is positive. As we have pointed out that the size of the ZRS
correction is not only dependent on the magnitude of αs(Q
2), but also is related to the
shape of the parton densities in the range of x to x/2 [65]. The net nonlinear correction
will be positive if the parton distribution ∼ x−λ (λ > λBFKL ∼ 0.5). However, the
radioactively generated partons by the DGLAP evolution at small x behave as ∼ x−λ
(λ < λBFKL) even through it is steep. In this case the shadowing effect in the evolution
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process will be weakened by the antishadowing effect, and the net effect of the parton
fusions always keeps the negative correction. The parton distributions will asymptotically
approach a finite value by the action of the net shadowing in the leading order level.
On the other hand, the contributions of the higher order recombination (i.e., the multi-
parton recombination) is negligible since the parton densities are low at Q2 < 1 GeV2.
We also notice the possibility that the nonperturbative dynamics of QCD generates an
effective gluon mass at very low Q2 region [35], or gluons become Abelian gluons when
Q2 → Λ2QCD [69, 70]. A simple phenomenological approach can be used to estimate the
above corrections to the evolution of the parton distributions: the QCD running coupling
constant is frozen at an infrared value, i.e., αs(Q
2) ≤ κ, κ is an undetermined parameter.
Using this restriction we obtain the similar results after adjusting the input distributions.
Our numerical calculations also show that the resummations
∑
n[αs/(2pi) ln(Q
2/ΛQCD)]
n
and
∑
n[α
2
s/(4piR
2Q2)]n converge quickly, i.e., the perturbative evolution of Eq. (1) is
stable at low Q2.
Our analysis has shown that the parton recombination plays an important role at small
x and low Q2. Although any power law correction including parton recombination will
disappear at high Q2, the contributions of the nonlinear terms in Eq.(1) at low Q2 will be
”remembered” in the parton distribution evolution process and observed at high Q2. For
example, with the same natural input distribution there is a big difference between the
parton distributions from the DGLAP equation and the ones from Eqs. (1-3), as shown
in Figs. 9 and 10.
The input valence quark distributions parameterize the interactions of constituents of
the proton at scale Q2 → ΛQCD in the strong coupling regime. One can use chiral effective
field theories to model the input valence quark distributions as Ref. [27]. It is interesting
to notice that these distributions are compatible with our parameterized input shown in
Fig. 18. Therefore, we think that the DGLAP equation with the ZRS corrections is a
powerful tool to connect the effective QCD quark model of hadron at scale µ2 with the
observed structure function at high scale Q2 >> µ2.
The parton distributions of the proton in this work can be generalized to nuclear
target, where the nuclear shadowing effect is a natural result of the parton recombination
among different bound nucleons, while the nuclear environment deforms the input valence
quarks. We will discuss them in our next work.
In this work, all sea quarks are generated perturbatively by gluon splitting. Therefore,
the sea quark distributions have isospin symmetry. However, experiments questioned
these naive expectations [71, 72]. These effects require nonperturbative explanations. In
this respect, the DGLAP equation with ZRS corrections provides an effective way to test
various models which may modify the input distributions. Furthermore, in our following
works, the results of this work will be used to dynamically predict the nuclear gluon
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Figure 18: Comparisons of our input quark distributions (solid curves) with the valence
quark distributions in the Nambu-Jona-Lasinio model (dashed curves) [27].
distributions and to reduce the free parameters related to EMC effects.
In summary, the parton distributions in the proton are evaluated dynamically starting
from three valence quarks input at the low scale µ2 by the DGLAP equation with the ZRS
corrections. Our results show that negative nonlinear corrections improve the perturbative
stability of the QCD evolution equation at low Q2. Our predicted parton distributions
of the proton with four free parameters are compatible with the existing databases. We
show that the sea quark distributions exhibit a positive and plateau-like behavior at small
x and low Q2. This approach provides a powerful tool to connect the quark models of the
hadron and various non-perturbative effects at the scale µ2 with the measured structure
functions at the high scale Q2 >> µ2.
Acknowledgments: This work is partly supported by the National Natural Science
Foundations of China under the Grants Number 10875044, 11275120 and Century Pro-
gram of Chinese Academy of Sciences Y101020BR0.
25
Appendix A. The GLR-MQ corrections.
For comparing with the ZSR corrections, we present the GLR-MQ corrections to the
DGLAP equation at the DLL approximation [9]
Q2
dxfg(x,Q
2)
dQ2
= Q2
dxfg(x,Q
2)
dQ2
|DGLAP −
9α2s(Q
2)
2R2Q2
∫ 10−2
x
dy
y
[yfg(y,Q
2)]2, (A− 1)
Q2
dxfqi(x,Q
2)
dQ2
= Q2
dxfqi(x,Q
2)
dQ2
|DGLAP −
3α2s(Q
2)
20R2Q2
[xg(x,Q2)]2
+
6αs
piQ2
∫ 10−2
x
dy
y
−2y3x2 + 15y2x3 − 30yx4 + 18x5
y5
yGHT (y,Q
2) (A− 2),
where
Q2
dyGHT (y,Q
2)
dQ2
= −
9α2s
2R2
∫ 10−2
y
dz
z
[zG(z, Q2)]2 (A− 3).
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