We consider model order reduction of a nonlinear cable-mass system modeled by a 1D wave equation with interior damping and dynamic boundary conditions. The system is driven by a time dependent forcing input to a linear mass-spring system at one boundary. The goal of the model reduction is to produce a low order model that produces an accurate approximation to the displacement and velocity of the mass in the nonlinear mass-spring system at the opposite boundary. We first prove that the linearized and nonlinear unforced systems are well-posed and exponentially stable under certain conditions on the damping parameters, and then consider a balanced truncation method to generate the reduced order model (ROM) of the nonlinear input-output system. Little is known about model reduction of nonlinear input-output systems, and so we present detailed numerical experiments concerning the performance of the nonlinear ROM. We find that the ROM is accurate for many different combinations of model parameters.
Introduction
Model order reduction (MOR) is currently a very active field of research in many disciplines with many potential applications including numerical simulation, optimization, uncertainty quantification, feedback control, and data assimilation; see, e.g., [6, 7, 14, 15, 20, 21, 36] . MOR for linear differential equation systems with inputs and outputs is well established; however, little is known about MOR of nonlinear systems with inputs and outputs.
One main objective of this work is to understand the numerical performance of a type of balanced truncation model order reduction approach for a specific nonlinear PDE system with inputs and outputs. Balanced truncation for linear input-output systems was first introduce by Moore in 1981 [27] , and is now a very popular model reduction approach [2, 38] . The theory of balanced truncation model reduction for nonlinear input-output systems was introduced later by Scherpen [34] , but this method is not computationally feasible for large-scale systems. We consider another type of nonlinear balanced truncation model reduction that is closely related to balanced truncation for linear systems; specifically, the modes obtained from linear balanced truncation are used to reduce the nonlinear system via a Petrov-Galerkin projection. This approach is computationally tractable and therefore has potential for various applications; however, there is no existing theoretical foundation for this MOR approach. w tt (t, x) + αw t (t, x) = γw txx (t, x) + β 2 w xx (t, x), (2.1a) m 0ẅ0 (t) + α 0ẇ0 (t) + k 0 w 0 (t) = γw tx (t, 0) + β 2 w x (t, 0) + u(t), (2.1b)
Each term in parenthesis in the dynamic boundary conditions is the force of the cable acting on the mass. Here, γ is the Kelvin-Voigt damping parameter, α, α 0 , α l are viscous damping parameters, m 0 and m l are the masses, and k 0 , k l , and k 3 are the stiffness parameters. In the model the damping parameters are nonnegative, and the wave equation parameter β as well as the mass and stiffness parameters are all positive. Finally, the position of the cable at each boundary must equal the position of each mass, therefore we have the displacement compatibility condition w(t, 0) = w 0 (t), w(t, l) = w l (t). (2.2) For the model reduction problem, we assume we have two system outputs: the position and the velocity of the right mass, i.e., y 1 (t) = w l (t), y 2 (t) =ẇ l (t).
The Energy Function
Next, we give a preliminary investigation of the change in energy of the unforced system, i.e., the system with u(t) = 0. This will help us obtain the correct inner products for an abstract formulation of the system. Later we prove the energy decays to zero exponentially fast under certain assumptions on the system parameters.
Assume the solution of the above system is sufficiently smooth, and define the total kinetic energy of the cable as Differentiating with respect to time and using the wave equation (2.1a) gives
w t (t, x) γw txx (t, x) + β 2 w xx (t, x) − αw t (t, x) dx. Now we give details about the function spaces to make the weak formulation precise. Let H be the real Hilbert space H = L 2 (0, l) × R 2 with the inner product of z = [w, w 0 , w l ] ∈ H and
Let V ⊂ H be the set of elements z = [w, w 0 , w l ] ∈ H 1 (0, l) × R 2 satisfying the displacement compatibility condition w(0) = w 0 and w(l) = w l . For z ∈ V as above and ψ = [p, p 0 , p l ] ∈ V define the V inner product of z with ψ by
We also use the notation σ 1 (z, ψ) = (z, ψ) V . The H and V inner products, (2.4) and (2.5), can be derived from the energy function; the H and V norms are directly related to the system kinetic and potential energies, respectively. Specifically,
Furthermore, both inner products appear in the variational form (2.3). The Gelfand triple is V → H → V with pivot space H and the algebraic dual of V is V . We define g, v for g ∈ V , v ∈ V as g, v = g(v). Note if g ∈ H and v ∈ V , then g, v = (g, v) H . Also, we define the damping bilinear form σ 2 :
Note that this bilinear form occurs in the variational form (2.3) as a damping term with all first order time derivatives. The spaces and inner products are motivated by the above variational form (2.3). Further we can rewrite the above variational form (2.3) as
where
is the nonlinear term.
The Linear Problem
We begin by analyzing the variational form for the linear problem
We prove the linear problem is well-posed, and also exponentially stable under certain assumptions on the damping parameters. The exponential stability is necessary for the application of the balanced truncation model reduction technique considered later. Some of the results and proofs in this section are given in the preliminary version of this work [5] ; we reproduce them for completeness.
Function Spaces
We first present basic results about the function spaces that we frequently use in this work.
Lemma 3.1. The space V with the above inner product (2.5) is a real Hilbert space, V is dense in H, and V is separable.
The proof of Lemma 3.1 is given in the Appendix. We use the inequalities in the following lemma to prove the well-posedness and exponential stability of the system.
Proof. Since w ∈ H 1 (0, l) and w(0) = w 0 , we have
Taking absolute values, using the triangle inequality, and then applying Hölder's inequality gives
Squaring this inequality and using Young's inequality gives (3.1); integrating (3.1) from x = 0 to x = l gives (3.2); and evaluating equation (3.1) at x = l yields (3.3). Using w(x) = w l − l x w ξ (ξ) dξ, the proof of (3.4) follows similarly. Lemma 3.3. V is continuously embedded in H.
Proof. Let z = [w, w 0 , w l ] ∈ V . We use the H and V inner products and the inequality (3.2) from Lemma 3.2 to obtain
This gives C −1 3 z 2 H ≤ z 2 V for all v ∈ V , and therefore V is continuously embedded in H.
Well-Posedness and Exponential Stability
To show the linear problem is well-posed, we rewrite the problem asẋ = Ax and show A generates a C 0 -semigroup on H = V × H. We need the following basic concepts concerning bilinear forms acting on V .
H for all ϕ in V ; and also σ is H-elliptic if c 3 > 0.
We follow the presentation in [3, Section 8.1] in order to find the linear operator A. First, Lemma (3.2) can be used to show σ 2 is V -continuous. Since σ 1 and σ 2 are V -continuous we have that there exists operators A i ∈ L(V, V ) for i = 1, 2 such that
Define the operator A :
Theorem 3.5. The operator A defined above generates a C 0 -semigroup on H = V × H.
Proof. Due to the properties of the spaces H and V , the result follows directly from Theorem 8.2 in [3] since σ 1 is the V inner product and σ 2 is H-semielliptic.
Since A generates a C 0 -semigroup T (t) on H = V × H, we have T (t)x 0 is the unique solution ofẋ = Ax where x(0) = x 0 .
For the exponential stability of the problem, we restrict our attention to the model with interior damping; i.e., the Kelvin-Voigt damping parameter γ is positive or the viscous damping parameter α is positive. In this case, the easiest way to prove exponential stability is to show σ 2 is H-elliptic or V -elliptic. Note that since V is continuously embedded in H, if σ 2 is V -elliptic then it must also be H-elliptic; additionally, if σ 2 is V -elliptic then the semigroup is also analytic. Theorem 3.6. If σ 2 is H-elliptic, then the operator A defined in (3.5) is the infinitesimal generator of an exponentially stable C 0 -semigroup T (t) on H = V × H. Furthermore, if σ 2 is V -elliptic, then T (t) is exponentially stable and also analytic.
Proof. This follows directly from Theorems 8.1 and 8.3 in [3] .
In this work, we restrict our analysis to the cases where the damping bilinear form σ 2 is Helliptic or V -elliptic. The analysis of exponential stability for the model when this condition is not satisfied is more involved; we leave the analysis of such cases to be considered elsewhere. We prove exponential stable for the linear system for three main examples of damping parameter sets. We also consider model reduction computations for two other examples in the numerical results. We first consider the case of Kelvin-Voigt damping (γ > 0) and viscous damping in the right massspring system (α l > 0). We prove σ 2 is V -elliptic. Let z = [w, w 0 , w l ] ∈ V . Using the inequality (3.4) gives
where C = max
It can also be shown that σ 2 is V -elliptic in the similar case when γ, α 0 > 0 and α, α l = 0.
Example 2 γ = 0 and α, α 0 , α l > 0
Next, we consider the case of viscous damping in the wave equation and both mass-spring systems
it is clear that σ 2 is H-elliptic in this case.
Example 3 γ, α > 0 and α 0 , α l = 0
In this last case, we consider both Kelvin-Voigt and viscous damping in the interior, but no damping in either boundary. We prove σ 2 is V -elliptic. We rewrite the bilinear form of σ 2 and the V inner products according to the above parameters:
Recall L ∞ (0, l) is continuously embedded in H 1 (0, l), and so there exists a constant C > 0 such that
Therefore, since w 0 = w(0) and w l = w(l),
The Nonlinear Problem
Next, we analyze the well-posedness and exponential stability of the full unforced nonlinear problem. First, we write the nonlinear problem aṡ
on H = V × H where the linear operator A is defined in Section 3.2 and the nonlinear term
Theorem 4.1. The nonlinear cable mass system has unique mild solution on some time interval [0, t * ).
Proof. It can be checked that the nonlinear term F is locally Lipschitz continuous on H. Therefore, the result follows using semigroup theory; see, e.g., [31, Theorem 1.4 in section 6.1].
Next, we prove the unforced nonlinear system is exponential stability when the damping bilinear form σ 2 is H-elliptic. We gave examples of damping parameters that guarantee σ 2 is either Helliptic or V -elliptic in the previous section. Recall also that if σ 2 is V -elliptic, then it is also H-elliptic. For the proof, we use the energy argument from Section 2.1, the variational formulation in Section 2.2, and also the following lemma. 
4 of the solution with initial data x(0) = x 0 ∈ H decays exponentially fast as t → ∞.
Remark 4.4. It may be possible to identify conditions on the damping parameters or the initial data x 0 ∈ H that provide the required smoothness of the solution for the proof of this exponential stability result. We leave this to be considered elsewhere.
Proof. First, since the solution is sufficiently smooth, the energy argument from Section 2.1 gives E (t) ≤ 0, where
Therefore, E(t) is non-increasing. Also,
H cannot blow up in finite time; therefore, semigroup theory gives that the solution must exist for all t > 0 [31, Theorem 1.4 in section 6.1].
Next, we show the energy function satisfies the remaining condition in the above lemma by separately considering the kinetic and potential energies. Our proof uses ideas from the proof of Theorem 3.2 in Fourrier and Lasiecka's work [16] . To use the above lemma, let s ≥ 0 and t > s.
Step 1: First we consider the kinetic energy. Recalling the energy argument from Section 2.1 immediately gives E (t) = −σ 2 (z t , z t ).
Integrate with respect to time from s to t to obtain
Step 2: Next, we consider the potential energy. Substitute
Since σ 2 is a symmetric bilinear form, we have
Integrate with respect to time from s to t, and then integrate by parts in time to obtain
Using the definition of kinetic energy and potential energy gives
We remove the nonnegative term
4 dτ ≥ 0, and the equality becomes the inequality
Use (u, v) H ≤ u H v H and the V -continuity of σ 2 to obtain
Next, use the result from Step 1, Young's inequality, and the continuous embedding V → H to obtain
Since t > s and E (t) ≤ 0 for all t ≥ 0, we have E(t) ≤ E(s). This gives
Combining this result with the result of Step 1, letting t → ∞, and using Lemma 4.2 proves the result.
Balanced Truncation Model Reduction
Next, we return to the forced nonlinear cable-mass system (2.1) with the system input u(t) in the dynamic boundary condition (2.1b) and system output
T of the position and velocity of the right mass. In this section, we describe a balanced truncation model reduction approach for this nonlinear system. We begin by briefly reviewing balanced truncation model reduction for linear input-output ordinary differential equation systems and then infinite dimensional systems. We outline the finite difference method we use to approximate the nonlinear cable-mass model, and then describe the balanced truncation model reduction method for the approximating nonlinear finite dimensional system.
Finite Dimensional Balanced Truncation Theory
Balanced truncation is one of the most popular model reduction methods in control and systems theory, and it is based on the idea of controllability and observability [2, 38] . To review the main ideas, consider the exponentially stable linear time invariant dynamical system in state space forṁ
with x(t) ∈ R N is the state, u(t) ∈ R m is the input, and y(t) ∈ R p is the output. Moreover, A ∈ R N ×N , B ∈ R N ×m , and C ∈ R p×N are constant matrices, and A is stable.
To reduce the complexity of the system, we approximate the problem using a reduced number of states r N . Balanced truncation produces a reduced order model
where a(t) ∈ R r is the reduced order state, such that the error in the output y(t) − y r (t) is small when the same input u(t) is applied to both systems.
To do this, let T ∈ R N ×N be invertible, and make the change of variable z = T x. Then we can write the original system (5.1) asż
It can be checked that the transfer function G(s) = C(sI − A) −1 B relating inputs to outputs in the original system is equal to the transfer function of the transformed system. Since A is stable, the controllability and observability Gramians, P, Q ∈ R N ×N , are the unique positive semidefinite solutions to the Lyapunov equations AP + P A T + BB T = 0 and A T Q + QA + C T C = 0. It can be checked that the Gramians of the transformed system are given byP = T P T T andQ = T −1 T QT −1 . Furthermore, if P and Q are positive definite, there exists T such that transformed GramiansP andQ are balanced, i.e., they are equal and diagonal; the positive diagonal entries are called the Hankel singular values of the system, and they are ordered from greatest to least.
The states in the transformed system corresponding to small Hankel singular values are truncated to produce the balanced low order model. In addition, the truncation error between the transfer function G(s) of the original system and the transfer function G r (s) = C r (sI − A r ) −1 B r of the balanced low order model can be bounded by
where {σ i } N i=1 are the ordered Hankel singular values of the system and the norm is the H ∞ system norm. Therefore, if the Hankel singular values decay to zero quickly, then the balanced low order model can provide a good approximation to the input-output response of the full order system.
Infinite Dimensional Balance Truncation Theory
Since we consider a partial differential equation system in this work, we briefly review balanced truncation model reduction for linear infinite dimensional systems of the forṁ x(t) = Ax(t) + Bu(t),
holding over a Hilbert space X, where A : D(A) ⊂ X → X is the generator of an exponentially stable C 0 -semigroup on X, and B : R m → X and C : X → R p are both bounded linear operators. We also verify the theory holds for the linear cable-mass system. The theoretical background for the existence of the balanced truncation for this class of infinite dimensional linear systems can be found in [13, 17] . Specifically, there is a transformed system holding over the Hilbert space 2 that is balanced, i.e., the controllability and observability Gramians are equal and diagonal. Also, as in the finite dimensional case, the diagonal entries are called the Hankel singular values and are ordered from greatest to least. Truncating the states in the transformed system corresponding to small Hankel singular values again yields the reduced order model. The transfer function error bound (5.3) still holds, and the right hand side of the error bound is finite and tends to zero as r increases.
We can write our linear cable-mass system in the above first order abstract form (5.4) with Hilbert space X = H = V × H, as in Section 3. We note that verifying the balanced truncation theory for PDE systems with inputs and/or outputs on the boundary of the spatial domain can often be very challenging [13, 19, 30] since the operators B and/or C are no longer bounded. However, in our case, the input and output appearing in the boundaries with the dynamic boundary conditions cause the operators B and C to be bounded, and so we avoid the additional difficulty.
Formulating the Finite Difference Approximation
Finding exact solutions of the nonlinear cable-mass problem is usually impossible. Therefore we use a basic numerical method, the finite difference method, to approximate the solution to our model problem with dynamic boundary conditions. Using this method we approximate our PDE system by a large ODE system, and we apply the model reduction method to the resulting nonlinear finite dimensional system. We place n equally spaced nodes {x j } n j=1 in the interval [0, l], where x j = (j − 1)h and h = l/(n − 1) so that x 1 = 0 and x n = l. In order to apply balanced truncation below, we also eliminate the second order time derivatives by introducing a velocity variable. Therefore, let d i denote the finite difference approximation to the displacement w(t, x i ), and let v i denote the finite difference approximation to the velocity w t (t, x i ). We assume the solution is smooth so that the displacement and velocity compatibility conditions are satisfied; we obtain
We use second order centered differences to form finite difference equations for the wave equation (2.1a)
To discretize our system we use (5.5) to obtain
To discritize the dynamic boundary conditions we use second order accurate one-sided finite difference approximation to the first order spatial derivatives, i.e.,
Using these approximations we discretize w x (t, 0) in left boundary condition and w x (t, l) in right boundary condition by
Using these one-sided finite difference approximations allows us to keep the second order accuracy without introducing "ghost" nodes outside of the spatial domain. After discretizing the dynamic boundary conditions we obtain
Then the matrix form of the above system becomes
Or, we can write the nonlinear finite dimensional approximating system aṡ
Implementation of the Balanced Truncation Method
We compute the balanced truncated reduced order model using the "square root algorithm" described in [2] . The algorithm generate matrices T r ∈ R 2n×r and S r ∈ R r×2n such that T r = [ϕ 1 , ϕ 2 , . . . , ϕ r ], where ϕ j denotes the jth column of T r , and S r = [ψ 1 , ψ 2 , . . . , ψ r ] T , where ψ i denotes the ith row of S r . Also, S r T r = I r , where I r is the identity matrix.
Approximate x(t) in the nonlinear full order model (5.6) by x(t) ≈ T r a(t), and multiply the full order model on the left by S r to produce the reduced order model a(t) = A r a(t) + B r u(t) + S r F (T r a), y r (t) = C r a(t).
The matrices A r , B r , and C r in the reduced order model are given by A r = S r A T r , B r = S r B, and C r = C T r . These are exactly the same matrices from the balanced truncated reduced order model in the linear case.
We want to rewrite the nonlinear term S r F (T r a) so that we can compute the reduced order model using only low order operations. The 2n × r matrix T r has ij entries ϕ j,i , where ϕ j,i denotes the ith entry of ϕ j , for i = 1, . . . , 2n and j = 1, . . . , r. Also, a = [a 1 , a 2 , . . . , a r ] T is a r ×1 dimension vector. Then r j=1 ϕ j,i a j is the ith entry of the vector T r a, and so
In our system we have only one nonlinear term that is in the right boundary condition. Let d r be the vector consisting of the first n entries of T r a. Using the definition of F (x) from the previous section gives
where (T r a) n denotes the nth entry of T r a. Therefore, we do not need to compute the entire 2n × 1 vector T r a as in (5.7); we only need the nth entry. This gives
Therefore, the nonlinear term in the reduced order model can be computed using only low order operations by
where ψ i,2n denotes the 2nth entry of the vector ψ i .
Numerical Results
In this section, we present numerical results concerning the effectiveness of the balanced truncation MOR method applied to the finite difference approximation of the cable-mass problem. For our experiments, we used 100 finite difference nodes and solved all ordinary differential equations with Matlab's ode23s. Increasing the number of nodes did not change the results. We fixed selected system parameters, as shown in Table 1 , and tested variations of the remaining parameters to determine when the MOR approach is accurate. We investigated the following examples:
Example 1 Kelvin-Voigt damping in the interior (γ > 0) and damping in the in the right boundary (α l > 0). All other damping damping parameters are taken to be zero, i.e., α 0 = α = 0. Example 2 Viscous damping in the interior (α > 0) and damping in both boundaries (α 0 , α l > 0). The Kelvin-Voigt damping parameter γ is set to zero. Unlike Examples 1 and 3, the C 0 -semigroup generated by the linear problem is not analytic in this case and the PDE is hyperbolic.
Example 3 Viscous damping in the interior (α > 0) and Kelvin-Voigt damping in the interior (γ > 0). All other damping damping parameters are taken to be zero, i.e., α 0 = α l = 0.
Example 4 Viscous damping in the interior (α > 0). All other damping damping parameters are taken to be zero, i.e., γ = α 0 = α l = 0.
Example 5 Kelvin-Voigt damping in the interior (γ > 0). All other damping damping parameters are taken to be zero, i.e., α = α 0 = α l = 0.
In Sections 3.2 and 4 we proved that the unforced linear and nonlinear systems are exponentially stable for Examples 1-3. Numerical results (not shown) indicate that the linear problems are also exponentially stable for Examples 4-5. It can be checked that the damping bilinear form σ 2 is not H-elliptic for these last two cases. Therefore, the exponential stability results in Sections 3.2 and 4 do not apply to Examples 4-5. We leave theoretical analysis of these cases to be considered elsewhere; however, we do investigate the model reduction performance computationally.
Exponential Stability
Before we present the model reduction computational results, we briefly present numerical results concerning the linear and nonlinear exponential stability theory. For the linear problem, we test the exponential stability by analyzing the eigenvalues of the matrix A in the finite difference model (5.6). Figure 2a shows the eigenvalues of A for γ = α l = 0.1, k 0 = k l = 1, and α 0 = α = 0 (this is a case of Example 1), and they all have negative real part. For the nonlinear problem, we consider the solution of the finite difference model (5.6), and compute an approximation to the (continuous) energy function in Theorem 4.2 by using trapezoid rule quadrature on the integrals. Figure 2b shows the exponential decay of the energy with the same parameters and the initial data e x sin(1 − x) for the position and cos(x) for the velocity. We also approximated the eigenvalues and the energy function for the nonlinear problem when γ = 0 (this is a case of Example 2); see Figure 3 . We see the exponential stability in both the linear and nonlinear cases. The C 0 -semigroup is not analytic in this case, and we see the imaginary part of the eigenvalues increase as is usual with hyperbolic problems. In the nonlinear case, if γ = 0 and all the other parameters are small (as in the figure) then the energy decays exponentially but also fluctuates rapidly.
Model Reduction Results
Next, we begin the model reduction experiments. We study the effects of the various parameters on the accuracy of the model reduction. To do this, we consider the nonlinear reduced order model (ROM) and full order model (FOM) with zero initial data and the same input u(t) and compare Although we focus on the accuracy of the nonlinear ROM, we also present some results for the linear ROM for comparison. The output of the linear ROM is highly accurate in all cases considered, as expected by balanced truncation theory.
For our experiments, we consider four different oscillating input functions u(t): Input 1 was originally considered for this problem in [35] , where this cable-mass system was considered as a heuristic model for a wave tank with a wave energy converter. Input 2 was considered for a different cable-mass problem in [9] . We note that this input causes a type of resonance, i.e., the solution magnitude can initially grow in time before the damping causes the magnitude to return to a moderate level. We also considered Input 3 to test a variety of oscillating input behaviors. Finally, we considered Input 4 to see if a discontinuous input 1 causes any change in the ROM output. Case: Small damping parameters. We first investigate the behavior of the ROM for damping parameters that are small relative to the boundary stiffness parameters. In this case, for all examples and inputs, the output of the nonlinear ROM is highly accurate compared to the FOM output. We present results for two specific scenarios. Figure 4 shows the output of the FOM and ROM for both the linear and nonlinear systems for Example 1, Input 2 with α 0 = α = 0, α l = k 0 = k l = 0.1, and small Kelvin-Voigt parameter γ = 0.001. The agreement is excellent in both the linear and nonlinear cases. Next we observe the behavior of the ROM and FOM for small damping with discontinuous input. Figure 5 shows the behavior of the nonlinear FOM and ROM for Example 5, Input 4 (the square wave) with α = α 0 = α l = 0, γ = 0.001, and k 0 = k l = 0.1. The nonlinear ROM is highly accurate even though the position and velocity outputs are very irregular.
Again, we note that the nonlinear ROM is very accurate for all examples and all inputs when the damping parameters are small relative to the boundary stiffness parameters.
Case: Small stiffness parameters. Next we investigate the behavior of the FOM and ROM when the boundary stiffness parameters are small relative to the damping parameters. In this case, we notice a difference in the accuracy of the ROM depending on the smoothness of the input.
We being with smooth inputs, i.e., Input 1-3. Overall, for all examples and all smooth inputs, the nonlinear ROM is highly accurate. One specific scenario is shown in Figure 6 . Here, the linear and nonlinear FOM and ROM output are shown for Example 2, Input 1 with γ = 0, α = α 0 = α l = 0.1, and small stiffness parameters k 0 = k l = 0.001. We note that the linear and nonlinear ROM output are very accurate.
The overall results change with Input 4, the discontinuous square wave. We present results for two specific scenarios. First, Figure 7 shows the linear and nonlinear FOM and ROM output for To summarize, when the stiffness parameters are small relative to the damping parameters, the nonlinear ROM is highly accurate for all examples with smooth inputs. However, for the discontinuous square wave input, the nonlinear ROM is only highly accurate over an initial time period and then accuracy can be lost. Increasing the order r of the ROM may not improve the accuracy. Also, if the magnitude of the input is reduced, then the length of the highly accurate initial time interval does increase (not shown).
Case: Small damping and stiffness parameters. Finally, we consider the behavior of the nonlinear ROM when the damping and stiffness parameters are small relative to the mass and nonlinear stiffness parameters (m 0 = 1, m l = 1.5, and k 3 = 1). In this case, all behaviors are possible: the nonlinear ROM can be highly accurate over a long time interval, or it can lose high accuracy after an initial time period. A loss of accuracy can occur for any example and for smooth or discontinuous inputs. We present two specific scenarios. Figure 9 shows the output of the nonlinear FOM and ROM for Example 3 with α 0 = α l = 0, α = γ = k 0 = k l = 0.001, and two different inputs. We see high accuracy over a long time interval for Input 2, but a loss of accuracy over a long time interval for Input 4.
We note that we have primarily focused on presenting results for scenarios where some of the system parameters are very small relative to other parameters. We also tested many other parameters scenarios, and the nonlinear ROM was frequently highly accurate.
Conclusion
We considered a cable-mass system originally motivated by an application to wave energy that is modeled by a 1D wave equation with linear and nonlinear second order oscillator dynamic boundary conditions. We proved the well-posedness of the unforced linear and nonlinear problems. For certain assumptions on the damping parameters, we proved the linear problem is exponentially stable and the energy decays exponentially fast for the nonlinear problem. This model primarily differs from most models considered in the literature because the dynamic boundary conditions hold on all boundaries.
For the forced input-output nonlinear cable-mass system, we described and numerically investigated a model order reduction (MOR) approach based on balanced truncation. We found that the nonlinear reduced order model (ROM) was highly accurate for many parameter scenarios, including cases when the PDE model is parabolic or hyperbolic with light damping. Even for the most challenging parameter cases, the nonlinear ROM was highly accurate for an initial time interval and the accuracy of the ROM increased when the magnitude of the input decreased.
No theory currently exists for this nonlinear MOR approach. The results in this paper suggest some beginning theoretical results that could be investigated. Specifically, our numerical results suggest it may be possible to prove that the error in the output for the nonlinear ROM is small over an initial time interval, and that the length of this interval increases as the magnitude of the input decreases. Given the lack of theoretical results for many types of nonlinear model reduction, even a basic theoretical result such as this would be an advance.
For our linear and nonlinear exponential stability results, we required the damping bilinear form to be H-elliptic. We gave three examples of models with interior damping where this condition is satisfied. We numerically considered two other parameter scenarios that appear to give exponential stability: the Kelvin-Voigt interior damping parameter γ is positive only, and the viscous interior damping parameter α is positive only. In these two cases the damping bilinear form is not Helliptic, and so the exponential stability theory in our work does not apply; we leave the theory for these two cases to be considered elsewhere.
Appendix
Lemma 8.1. The space V with the inner product (2.5) is a real Hilbert space, V is dense in H, and V is separable. 
