A Proofs omitted from main manuscript
In this section we include proofs that were omitted from the main manuscript.
Lemma 1.
There is a one-to-one correspondence between T n and B n .
Proof. First we define a function Φ : T n −→ {0, 1} n×n such that Φ(T ) = X with x jk = 1 if and only if either k = r or mutation k exists on the unique path from v r to v j in T . Intuitively, the j th row of X is a binary vector indicating which mutations exist in clone v j . It suffices to show that for any tree T ∈ T n we have Φ(T ) ∈ B n , and that for any matrix B ∈ B n there exists some T ∈ T n such that Φ(T ) = B.
Let T ∈ T n . We need to show that Φ(T ) = X ∈ B n . We do so by showing that X adheres to the three conditions in the definition of an n-clonal matrix.
1. Let v r be the root node of T . By definition of Φ, row r of X must only have a single non-zero entry at x rr and therefore n k=1 x rk = 1. For all other j ∈ {1, . . . , n} \ {r} we have x jr = 1 and the path from v r to v j must have length at least one, and thus n k=1 x jk > 1.
2. For each j ∈ {1, . . . , n} \ {r} pick k ∈ {1, . . . , n} such that T contains an edge from v k to v j labeled with j. Since the unique path in T from v r to v j traverses the unique path from v r to v k , we have x jl = x kl for all l = j. Hence x k ⊆ x j and n p=1 (b jp − b kp ) = 1.
3. Let j ∈ {1, . . . , n}. If j = r then x rr = 1 by definition of Φ. If j = r, then by the definition of n-clonal trees the label j exists on the unique path from v r to v j and hence x jj = 1.
Let B ∈ B n . We will show that there exists some T ∈ T n such that Φ(T ) = B. Let b r be the unique row vector of B such that |b r | = 1. By definition for every row vector b j where j ∈ {1, . . . , n} \ {r} there exists a unique row vector b k such that n p=1 (b jp − b kp ) = 1. Given such a pair (b j , b k ) we define π(j) = k. We now show how to build a tree T ∈ T n such that Φ(T ) = B. The vertices of T are v 1 , . . . , v n and the vertices v j with j ∈ {1, . . . , n} correspond to row vector b j . Tree T is rooted at vertex v r . For any j, k ∈ {1, . . . , n} there is an edge (v k , v j ) if π(j) = k and this edge is labeled by mutation j. The resulting rooted tree has n vertices and adheres to the required constraints for T to be an n-clonal tree: All edges are labeled with a unique mutation from the set {1, . . . , n} \ {r}. Hence T ∈ T n . By construction, it is also evident that Φ(T ) = B.
Lemma 2. Any B ∈ B n has rank n.
Proof. We claim that the row echelon form of B is the n × n identity matrix I n . We obtain this form by performing Gaussian elimination using a post-order traversal of all non-root vertices of the clonal tree T corresponding to B. That is, we visit a vertex only when all of its children have been visited. Let v j = v r be a vertex of T whose parent v i has not been visited yet. By Definition 1, we have that (v i , v j ) is labeled with mutation j. We perform the elementary row operation b j := b j − b i on the row vector b j corresponding to vertex v j .
By definition row b r has exactly one 1-entry which occurs in column r. Let j ∈ {1, . . . , n} \ {r} and suppose v i is the parent of vertex v j in T . Since vertex v i is unvisited (as we are using post-order traversal), we have that b i has not been changed yet. Therefore subtracting b i from b j results in a row vector with exactly one 1-entry at column j. After the post-order traversal every row j of B will have b jj = 1 and b jk = 0 for k = j. Hence, the row echelon form of B is I n , which implies that the rank of B is n.
Sum Condition. If T generates F then for all samples p ∈ [m] and mutations j ∈ [n],
Proof. All v k ∈ δ(v j ) are pairwise incomparable, i.e., there are no
Since every entry of U is non-negative we thus have
Theorem 2. VAFFP is NP-complete.
Proof. By Theorem 1, deciding whether a VAFFP instance F admits a solution is equivalent to deciding whether the ancestry graph G = (V, A) of the frequency matrix F admits a spanning arborescence T such that the sum constraint f pj ≥ v k ∈δ(v j ) f pk is met for all vertices v j ∈ V and all samples p. We claim that the latter problem is NP-complete. First observe that given a spanning arborescence we can check in polynomial time whether it meets the sum constraint. Therefore the problem is in NP. Next, we show NP-hardness by reduction from Not-All-Equal-3SAT (NAE-3SAT), which is defined as follows. Given a 3-CNF Boolean formula
with n variables and m clauses, decide whether there exists a truth assignment θ ∈ {0, 1} n that satisfies φ such that for each clause there is at least one false literal (and at least one true literal). Without loss of generality, we may assume that the clauses of φ consist of distinct literals. Given φ, the corresponding frequency matrix is the matrix of size 3 × 2n whose entries are 0. In the following we denote by c n a vector of size n whose entries are c. Submatrix X is 0.5 2n 0.25 2n 0.25 2n 0.1 · I 2n where I 2n is the identity matrix of size 2n × 2n. We define submatrix Y as 0.5 n 0.25 n 0.25 n Y where Y is a n × 2n matrix with Clearly, F can be constructed in polynomial time. This transformation results in the ancestry graph G = (V, A) whose arc set A is characterized as follows. We have that (v, r) ∈ A for any v ∈ V as f pj < 0.5 for all rows p and columns j ∈ {2, . . . , 3 + 2n}. Row vector w 1 ensures that (l i , ) ∈ A and (l i , ⊥) ∈ A for all literals l i . Row vectors w 2 and w 3 ensure that ( , ⊥) ∈ A and (⊥, ) ∈ A. Submatrix X ensures that (l i , l j ) ∈ A for any pair of literals l i , l j . Submatrices Y and Z do not remove additional arcs from A. The arc set A includes ( , l i ) and (⊥, l i ) for any literal l i . In addition, there are arcs (r, v) ∈ A for all v ∈ V \ {r}. See Figure A1 for an example. We claim that φ is not-all-equal satisfiable if and only if G admits a spanning arborescence T such that f pj ≥ v k ∈δ(v j ) f pk . We start with the forward direction. Let θ ∈ {0, 1} n be a truth assignment satisfying φ such that for each clause there is at least one false literal. The corresponding spanning arborescence T = (V, A ) is defined as follows. We have that {(r, ), (r, ⊥)} ⊆ A . Moreover, if
We now need to show that the sum condition is satisfied for every row of F . This is the case for submatrices W and X. Submatrix Y encodes that the two literals of a variable cannot be simultaneously satisfied. Since θ is a truth assignment on the variables rather than the literals this cannot be the case. Therefore the sum condition is met for submatrix Y . Submatrix Z encodes that for each clause i at least one literal must be true and at least one literal must be false. Since θ is a truth assignment satisfying the not-all-equal property, we have that the three literals of each clause will not simultaneously be children of either or ⊥ and thus the sum condition is met for submatrix Z. Hence, T is a spanning arborescence of G that satisfies the sum condition.
As for the backward direction, let T = (V, A ) be a spanning arborescence of G that satisfies the sum condition. We need to show that there exists a truth assignment θ ∈ {0, 1} n satisfying φ and adhering to the not-all-equal property. The truth assignment θ is defined as follows. We have that
Combined with the fact that T is a spanning arborescence, we thus have that every literal l i is a child of either ⊥ or . The sum condition applied on submatrix Z ensures that the three literals of each clause cannot simultaneously be children of either or ⊥. Moreover, the sum condition applied on submatrix Y ensures that there is no i ∈ {1, . . . , n} such that either
Therefore θ satisfies each clause of φ adhering to the not-all-equal property.
B Details related to CITUP and PhyloSub
CITUP was run with an error rate of 0.03 and the number of clusters was kept at the default of 15. For CLL006 we set the number of clusters to 10 as the instance had fewer than 15 mutations. We note that CITUP limits the number of vertices in the inferred trees to at most 5. We used CITUP's BIC criterion for selecting the most likely tree. PhyloSub was run with default parameters. That is, µ r = 0.999, δ r = 1, µ v = 0.5, δ v = 1. The number of MCMC samples was set to 100 and the number of Metropolis-Hastings iterations was set 5000. 
Figure A1: Reduction from NAE-3SAT. Given φ, frequency matrix F is constructed as shown. Also, the ancestry graph G of F is shown. A truth assignment that satisfies the not-all-equal property is {a → 0, b → 0, c → 1}. The corresponding spanning arborescence of G that satisfies the sum condition is colored in red.
C Simulations
In this section we include some additional details and results on the simulated data.
C.1 Creation of simulated data
All simulated datasets were created using the following set of procedures. First, given a specified number of mutations m and number of clones n, a clonal tree was constructed by first partitioning the m mutations into n sets uniformly at random. Each set represents mutations that are clustered together, and thus first appear in the same clone in the clonal tree. A tree was then built by first randomly selecting one of the n sets of mutations to be those appearing in the root. The remainder of the tree is then constructed iteratively by randomly selecting a set of mutations and an existing vertex in the tree. A child clone is added to the selected vertex and the selected set of mutations first appear in this clone. The corresponding usage matrix was then created row by row where each row represents the usage of a sequenced sample. Usage was determined by first selecting the number c of clones mixed in each sample by uniformly at random selecting a value between 1 and 4. Then, usage was determined by randomly sampling a value from the c simplex and applying the first c values to c randomly selected clones. We used rejection sampling over this whole process to ensure that only simulations where all mutations were included in at least two samples were created.
The simulation process described above implicitly creates a pair of matrices B and U . Let
We simulate sequenced read counts for this tumor and sequenced samples as follows. Given some expected sequencing coverage value a, mutation i and sample p we first draw the number of reads containing mutation i in sample p as n pi ∼ P oiss(a). We then determine the number of reads containing the variant allele as x pi ∼ Binomial(n pi , f pi ). Thus, the number of reads containing the variant allele is reported as x pi and the number of reads containing the reference allele is reported as n pi − x pi .
C.2 Details of comparison metrics
In the main text we briefly describe 5 different metrics we use to compare the results of AncesTree to PhyloSub and CITUP. In particular this includes three accuracy metrics. These metric are computed using the following definition of accuracy: (TP + TN )/(TP + FP + TN + FN ) where TP is the number of true positives, TN is the number of true negatives, FP is the number of false positives, and FN is the number of false negatives. We also compute two different error metrics. This includes one error that computes the error between the simulated usage matrixŨ and the inferred usage U using a metric similar to that used by [3] . In particular, sinceŨ and U may have a different number of columns corresponding to clones containing different subsets of mutations, we need to map the columns ofŨ to U . We do so, by computing a minimum-cost perfect matching in a complete bipartite graph whose two vertex sets correspond to the columns ofŨ and U . The cost of matching column j ofŨ to column j of U is the size of symmetric difference between the mutation sets of j and j -i.e. the number of mutations that are unique to either set. To deal with potentially different sizes ofŨ and U , we add dummy nodes to the smaller of the two vertex sets and label these dummy nodes by the empty set.
C.3 Additional results on simulated data
In the main text we report results comparing AncesTree to both CITUP and PhyloSub for several metrics. We include in Fig. A2 the results of one additional metric not reported in the main text, which again shows that AncesTree has better accuracy than the other approaches. We also show the distribution of the fraction of mutations included in the results returned by AncesTree over all 90 simulations in 
D Real data
In this section we include some additional details and results on the real data. 
D.1 Data acquisition and processing
For the lung and CLL tumors, we obtained a list of all called mutations and reference/variant allele read counts for all samples from the supplementary materials of the corresponding publication [5, 6] . For the renal tumors, we obtained the list of called mutations from the supplementary materials for [1] and obtained read counts from the authors (M. Gerlinger, personal communication). We exclude, from our analysis any mutation which is reported to be an indel or occurs in a region affected by a copy number aberration as indicated in the original publication. Thus, across all samples, we analyze 7621 of the 7684 originally reported mutations (Table A1) . For all analyses, we set α = 0.3, β = 0.8 and γ = 0.01. Table A1 contains an overview of the AncesTree results over all 22 samples analyzed.
D.2 Overview of results

D.3 Effect of α and β parameters on G
The parameters α and β alter the resulting relaxed ancestry graph G = (V, A). The α parameter controls how many mutations are clustered together and therefore controls |V |. Small values of α allow more mutations to satisfy the relaxed ancestry constraint, resulting in a smaller number of strongly connected components; i.e. there is more clustering of mutations when α is small. This is indeed the pattern we see as we vary α for all datasets ( Figure A4 ).
The parameter β controls how confident we must be in the ancestral relationship between two genes (or two sets of clustered genes) to include the corresponding edge in the relaxed ancestry graph. Thus, as β increases the number of edges |A| in the ancestry graph decreases ( Figure A5 ).
D.4 Comparison of AncesTree to PhyloSub and CITUP on real data
We compare AncesTree to CITUP and PhyloSub [2, 3] -run with default parameter settings (see Section B) -on the 22 sequenced tumors. We do not compare to LICHeE [4] as the associated program provides only a graphical user interface, but no way to easily export results. We use our probabilistic model to assess [1] and 11 lung cancer patients [6] . We also analyze multiple time point data for 3 patients with CLL [5] . For the CLL and lung datasets we analyzed both whole-exome/whole-genome data (w) and targeted deep sequencing (d). For the renal datasets we only analyze ulta-deep exome sequencing data (d). We report the following values for all datasets: the number of sequenced samples (m), the average number of reads (coverage), the total number of mutations identified across all samples (n), the number of mutations we use in our evolutionary reconstruction (n ), the number of vertices in the ancestry graph (|V |), the size of the clonal tree we infer (|T |), the length of the longest path in T (depth), the relative number of ancestral populations inferred (inner nodes), the average deviation between the assigned and observed frequencies (∆F ), the fraction of entries in the inferred usage matrix U that are non-zero (usage), the optimality gap (UB-LB)/LB (gap) and the running time in seconds (time). Table A2 : Analysis of CITUP, Phylosub, and AncesTree on real data. the consistency of the inferred trees with the observed read counts. Using four different metrics, we find that AncesTree outperforms both CITUP and PhyloSub ( Figure A6 ). The first metric, F error, measures the error between inferred and observed frequencies in the same way as the F error computed in the main text. AncesTree achieves a lower F error than the other methods ( Figure A6(D) ). The median clustered probability (MCP) is defined as the median of all ancestral probabilities {Pr[j ≺ k], Pr[k ≺ j]} where mutations j, k co-occur in a cluster in the inferred tree. In error-free data we would expect an MCP of ∼0.5 for all mutations clustered together. Figure A6(B) shows that the MCP of AncesTree is closer to 0.5 than the others methods indicating that AncesTree is better able to more accurately cluster mutations. The median ancestral probability (MAP) is defined as the median of all probabilities Pr[j ≺ k] where mutation j is ancestral to mutation k in the inferred tree. In Figure A6 (A) we see that the MAP of AncesTree is closer to 1 than the other methods, as would be expected for error-free data. Finally, the median incomparable probability (MIP) is defined as the median of all probabilities {Pr[j ≺ k], Pr[k ≺ j]} where mutations j, k occur in different branches of the inferred tree. Figure A6 (C) shows that all methods adequately separate mutations in different branches by having MIP values close to 0. See Table A2 for the values of these metrics on the individual datasets.
D.5 Ancestry graph for CLL 077
Figure A7 contains the ancestry graph for CLL sample 077. Figure A7: The ancestry graph for CLL007. Edges are annotated with their posterior probability under our probabilistic model. Genes indicated in red are those whose VAFs are much higher than 0.5. In fact, their 1 − γ confidence intervals lie entirely above 0.5. It is likely that these mutations occur in a region affected by a copy number aberration, thus violating the assumptions of our model.
