We study super-replication of contingent claims in markets with fixed transaction costs. The first result in this paper reveals that in reasonable continuous time financial market the super-replication price is prohibitively costly and leads to trivial buy-and-hold strategies. Our second result is derives non trivial scaling limits of super-replication prices in the binomial models with small fixed costs.
Introduction
This paper deals with super-replication of European options in a market where trading incurs fixed transaction costs. Although many papers dealt with portfolio choice with fixed transaction costs, see for instance, ( [1] , [8] , [12] , [13] , [15] and [16] ), the problem of super-replicating a contingent claim was not considered to the best of our knowledge. By contrast, for the case of proportional transaction costs the topic of super-replication is widely studied. In [7] it was conjectured that in the Black-Scholes model, if the trading of the underlying asset is subject to proportional transaction costs, then the cheapest way to super-replicate call options is to buy the stock at the initial moment of time. This is the so-called buy-and-hold strategy. This conjecture was proved by many authors (see e.g., [3] , [9] , [10] , [14] , [18] and for game options in [5] ). A natural way to overcome this negative result was proposed by Kusuoka in [11] . He considered scaling limits of the classical Cox-Ross-Rubinstein model of a complete binomial market and showed that, when transaction costs are also rescaled properly, super-replication prices converge to what is now known as a G-expectation in the sense of Peng ([17] ).
The present paper is a first step in the development of the above theory for the fixed transaction costs case. The setup of fixed transaction costs corresponds to the case where any (nonzero) transaction incurs a fixed costs of κ > 0, regardless of the trading volume. Clearly, this amounts to a discontinuous, non-convex wealth dynamics, and so the convex duality methods which played a key role in the theory of proportional transaction costs (or their convex generalizations) are not available here.
As a first result, we show in Theorem 3.1 that, in a continuous time financial market with a risky asset exhibiting conditional full support property (see [9] ), the cheapest way to super-replicate a convex option is to apply a trivial buy-and-hold strategy. Hence, Theorem 3.1 can be viewed as an analog for fixed costs of the result in [9] which was obtained for the case of proportional transaction costs. By contrast to the classical duality used in [9] , our proof uses the impulse control structure directly.
The second result in the present paper deals with the limiting behavior of superreplication prices in the Cox-Ross-Rubinstein (CRR) binomial models of [4] . Specifically, we consider a sequence of binomial models with constant volatility and study the asymptotic behavior of the super-replication prices for convex payoffs where the time step goes to zero and the fixed transaction costs are scaled linearly as a function of the time step. We characterize the scaling limit as a stochastic volatility control problem defined on the Brownian probability space.
Our proof relies heavily on the fact that the payoff of the European option is a convex function of the risky asset. Under this assumption we derive a non standard dual representation for the super-replication prices in the binomial models. This representation allow us to obtain the limit behavior of the super-replication prices by modifying ideas from [11] . We emphasize that, without the convexity condition on the payoff, the analysis is more complicated and remains an open question.
The paper is organized as follows. In the next section, we formulate the main results of the paper. In Section 2 we formalize the super-replication problem with fixed costs. Section 3 shows that in models with conditional full support, trivial buyand-hold strategies yield optimal super-replications of convex payoffs. In Section 4 we give the scaling limit of super-replication prices with small fixed costs. The proof of this result is prepared by a dual representation for our super-replication prices discussed in Section 4.1 and accomplished in Sections 4.2 and 4.3 by using tools from weak convergence to analyze the asymptotic behaviour of of the dual terms 2. Superreplication with fixed transaction costs Let (Ω, F , (F t ), P) be a filtered probability space with a progressively measurable process S > 0 which we take to describe the price evolution of some financial asset with initial price S 0 = s 0 > 0. The asset is traded at strictly positive fixed cost κ > 0 per transaction and so an investor with a bank account that for simplicity bears no interest can change her position only finitely often. We take T = 1 to be the investor's time horizon and so the times of intervention are given by a family of stopping times T = (τ i ) i=1,2,... such that
Let us denote by T the class of all such families T for which the number of interventions by time T = 1 is finite almost surely:
Notice that for simplicity we do not count a possible initial intervention at time τ 0 = 0.
Assume our investor seeks to hedge an option with F 1 -measurable payoff F ≥ 0 at maturity T = 1 by an investment strategy (T, H) where H = (h i ) i=0,1,... describes the F τi -measurable number of assets h i to be held, respectively, over each period (τ i , τ i+1 ], i = 0, 1, . . . . Keeping in mind the fixed transaction costs κ > 0 and the free trade at time 0, the investor's gains from trading will by time t ≤ 1 have accrued to
To rule out the possibility of doubling strategies, the investor is confined to use admissible strategies from the set
The option's super-replication price is then given by
Determining this super-replication price amounts to solving an impulse control problem with state constraint, a task which cannot be carried out explicitly without further assumptions. We will show however that for convex payoffs it can be computed in models with conditional full support (Section 3). At the other end of the modeling spectrum, we consider binomial models converging to a Black-Scholes dynamic, for which we compute the scaling limit for suitably scaled fixed costs (Section 4).
Buy-and-hold with conditional full support
In this section, we are considering a continuous model S = (S t ) t∈[0,1] exhibiting conditional full support as discussed by, e.g., [9] : 
In case f ′ (∞) < ∞, a super-hedge with initial capital V κ (f (S 1 )) is to buy h 0 := f ′ (∞) units of the asset at time τ 0 = 0 and hold these until T = 1.
Proof. That the right-hand side of (3.2) is sufficient for super-replication is trivial if f ′ (∞) = ∞. If f ′ (∞) < ∞, we can consider the described buy-and-hold strategy which yields
Now consider x < x 0 and take a strategy (T, H) with gains process G := G κ (T, H) such that x + G 1 ≥ F = f (S 1 ). We will show that such a strategy cannot be admissible. Specifically, with β < f ′ (∞) such that x = f (0) + βS 0 , we will argue that A n := {τ n < 1, S τn < 2/δ, x + G τn < f (0) + βS τn − nκ/2} has positive probability for all n = 1, 2, . . . , where, δ ∈ (0, 1/s 0 ) is chosen small enough to ensure f (0) + βs − κ < f (s) for all s < δ and all s > 1/δ. Such a choice of δ is possible since f is continuous at zero and convex on [0, ∞) with f ′ (∞) > β.
We will proceed by induction. By our choices of δ < 1/s 0 and of β, we even have P[A 0 ] = 1. Now assume by way of contradiction that P[A n ] > 0, but P[A n+1 ] = 0 for some n. Observe that on A n we can estimate
Notice that τ n+1 = 1 must hold almost surely on A n ∩ B n since, with P[A n+1 ] = 0, we also have
On A n ∩ {h n ≥ β} ∩ C n , however, the super-replication property is violated since, on this set, we have τ n+1 = 1 almost surely and estimate (3.3) gives
by choice of δ and definition of C n . Hence, we deduce
As the conditional full support property (3.1) holds also at stopping times when it holds at deterministic times (see Lemma 2.9 in []), we have P[C n | F τn ] > 0 almost surely on A n ∩{h n ≥ β}. So the above identity yields that in fact P[A n ∩{h n ≥ β}] = 0. Similarly we will argue next that P[A n ∩ {h n < β}] = 0 so that in conjunction with P[A n ∩ {h n ≥ β}] = 0 we arrive at the contradiction P[A n ] = 0, completing our proof. Thus, let us first observe that A n ∩ B n contains A n ∩ {h n < β} ∩C n whereC
Up to a P-null set, however, we still have A n ∩ {h n < β} ∩C n ⊂ {τ n+1 = 1} and the super-replication property is again violated since, on this set, estimate (3.3) gives
by choice of δ and definition ofC n . Observing that also P[C n | F τn ] > 0 almost surely on A n ∩ {h n < β} ∈ F τn allows us to deduce by the same reasoning as used for C n that indeed P[A n ∩ {h n < β}] = 0.
Scaling limit of binomial superreplication prices
In this section we consider binomial Cox-Ross-Rubinstein models with fixed transaction costs and describe the scaling limit of superreplication prices for convex claims. To wit, we let Ω = {−1, +1} N0 , put ζ i (ω) = ω i for ω = (ω 0 , ω 1 , . . . ) ∈ Ω and let P be the measure under which the ζ i are i.i.d. with P[ζ i = 1] = 1/2, say. The n-period binomial price process can now be specified as
and the underlying filtration (F (n) t ) is the one generated by S (n) . Obviously, when considered under their respective equivalent martingale measures P (n) ≈ P, these Cox-Ross-Rubinstein models S (n) , n = 1, 2, . . . , converge to a Black-Scholes model with constant volatility σ > 0. In light of Theorem 3.1, it is clear that in order to get a non-trivial limit for the corresponding super-replication prices with fixed transaction costs, one has to rescale the fixed costs suitably. Our next result shows that the correct scaling is of the order 1/n and it identifies the resulting scaling limit as a G-expectation with penalty involving stochastic volatility models. These are specified as martingale exponentials
where W is a standard Brownian motion on some complete probability space (Ω W , F W , P W ) and where ν is taken from the set A W of all bounded, real-valued processes ν ≥ σ on this space which are progressively measurable with respect to the augmented filtration (F W t ) t∈[0,1] generated by W .
Theorem 4.1. For a convex payoff F = f (S 1 ) with continuous, convex f : [0, ∞) → R with polynomial growth, the scaling limit of superreplication prices in the binomial models (4.4) with fixed costs κ/n, n = 1, 2, . . . , is
is the linear interpolation supported by g(n) = 1/n, n = 1, 2, . . . and where the infimum is taken over all the probability spaces and volatility processes ν ≥ σ described above.
The proof of this result is prepared by a duality result for super-replication with fixed costs presented in Section 4.1. Section 4.2 then establishes "≥" and Section 4.3 proves "≤" in (4.6), completing the proof.
4.1.
Duality for binomial models with fixed transaction costs. The starting point for the proof of Theorem 4.1 is a form of dual characterization of superreplication prices with fixed costs in binomial models which works for the special case of convex payoff profiles.
To specify this duality, let us fix n ∈ {1, 2, . . .} and consider the class T (n) of systems T = {0 = τ 0 ≤ · · · ≤ τ n = 1} ∈ T of (F (n) t )-stopping times with values in
In other words, the stopping times τ k ≤ τ k+1 are such that τ k+1 (ω) = 1 should S (n) (ω) not be strictly increasing or strictly decreasing between τ k (ω) and τ k+1 (ω). Also, already at time τ k it is known by how many downward steps and how many upward steps the next stop τ k+1 will be reached. In other words, the number of these steps can be written as random variables 
Proof. Let us start by proving "≥" in (4.8). So take x ∈ R and an admis- 
as we wanted to show. We next establish "≤" in (4.8). To this end, fix T ∈ T (n) , put Q := Q(T), and denote x = E Q f (S (n) 1 ) + κN (T) . Observe that, under Q the (frictionless) financial market with stock price process (S (n) τ k ) k=0,1,...,n is a binomial market and hence complete. The unique martingale measure is Q. Thus there exists measurable functions ψ k : R k + → R, k = 0, 1, . . . , n such that
Let us now use these maps ψ k , k = 0, 1, . . . , n, in order to construct a superreplicating strategy for our n-step binomial market with fixed transaction costs κ.
For this it will be convenient to consider the obvious expansion of our binomial model (4.4) from [0, T ] = [0, 1] to all of [0, ∞). Let P (n) still denote its locally equivalent martingale measure. Use the mappings φ ↓ and φ ↑ associated with the stopping system T to define another system stopping timesT byτ 0 := 0 and, for k = 0, 1, . . . ,τ k+1 := min t >τ k : ln(
Clearly, these successive two-sided level passage timesτ 1 , ...,τ n are finite P (n) -almost surely, withτ n ≥ 1. To obtain a strategy on [0, 1] we truncate and consider the trading strategy (T, H) intervening at timesτ k :=τ k ∧ 1 according to
In fact, we will argue that (4.11)
x + G(T, H)τ n ≥ f (S (n) τn ) andτ n ≥ 1 P (n) -a.s. which entails our assertion because
Here, the first estimate holds because G(T, H) is a super-martingale under P (n) , the second estimate is due to (4.11) , and the final one is due to Jensen's inequality for the convex function f and the P (n) -martingale S (n) (which is uniformly bounded up to timeτ n ).
It remains to prove (4.11) . For this observe that by construction both sides of this inequality are functionals of (S τ k ) k=0,1,... | P (n) ) = Law((S (n) τ k ) k=0,1,... | Q). As a consequence, (4.11) is immediate from (4.9).
For later use let us also note the following lemma which illustrates the trade-off to be struck in our dual description of the super-replication problem: For a convex payoff, E Q(T) [f (S (n) 1 )] may decrease when we add stops to T while of course any added stop will let the number of interventions N (T) increase.
Proof. For any T ∈ T (n) , the measure Q(T) is a martingale measure for (S (n) τ k ) k=0,1,... that is absolutely continuous with respect to P and which attains the frictionless super-replication price of convex payoff f (S (n) 1 ) when trading is allowed only at times contained in T. Obviously, refining T to T ′ ∈ T (n) offers more flexility to find super-replication strategies and thus cannot lead to a higher super-replication price.
4.2.
Proof of the upper bound for super-replication prices. In this section we will prove that "≥" holds in our formula (4.6) for the scaling limit. More precisely, we will establish
Without loss of generality (by passing to a sub-sequence) we assume that the limit lim n V κ/n (f (S (n) 1 )) exists (may be= ∞). By Lemma 4.1, we can find, for n = 1.2, . . . , stopping systems T
Hence, the lim inf in (4.12) can be estimated if we get an understanding of, as n ↑ ∞, of the joint law of S using an argument which we adapt from Kusuoka [11] . To this end, fix m ∈ {1, 2, . . .} and refine T (n) 0
if necessary in such a way that at most m steps are taken between any two stopping times. This gives us a stopping system
In light of Lemma 4.2, we can now conclude that Q (n) := Q(T (n) ) satisfies
Hence (4.12) will be established upon letting m ↑ ∞ once we can show that the lim inf n↑∞ of the expectations in (4.14) is not smaller than the right-hand side of (4.12) for each m = 1, 2, . . . . This will be established using Kusuoka's tightness argument for which we consider the processes M (n) , n = 1, 2, . . . , given by Observe that M (n) is a version of the Q (n) -martingale with terminal value S n 1 : 
Moreover, the stochastic logarithm L of M/s 0 , i.e., the continuous local martingale L such that M = s 0 E (L) has quadratic variation L absolutely continuous with respect to Lebesgue measure with density ν 2 := d L /dt. In addition, along a suitable subsequence, we have the weak convergence
with M (n) given by (4.15).
Proof. From (4.13) it follows that α (n) t is Q (n) a.s. uniformly bounded (in n and t), and so the tightness of (Law(S (n) | Q (n) )) n=1,2,... and the estimate (4.16) follow from Propositions 4.8 and 4.27 in [11] . The second part of the Lemma follows from Lemma 7.1 in [7] .
By Skorohod's representation theorem, we can find processesŜ (n) ,M (n) ,α (n) , n = 1, 2, . . . , on a joint probability space (Ω,F ,P) which have the for each n = 1, 2, . . . the same joint law as their counterparts (S (n) , M (n) , α (n) ) under Q (n) and which are such that (Ŝ (n) ,M (n) , 2σ dt) whereM = s 0 E (L) is a continuousP-martingale with finite moments of arbitrary order andν 2 is the density of the quadratic variation of its stochastic logarithmL with respect to Lebesgue meausre.
Moreover, we can define a systemT (n) of stopping timesτ (n) k , k = 0, 1, . . . , for the filtration generated byŜ (n) such that also the jointP-law of these with (Ŝ (n) ,M (n) ) coincides with the joint law under Q (n) of the stopping times τ (n) k , k = 0, 1, . . . , with (S (n) , M (n) ). In particular, we conclude from (4.13) that 
where g is the linearly interpolating function defined in Theorem 4.1.
Taking lim inf n in (4.14) now gives
where the final step is due to Fatou's lemma and (4.18) . Applying a randomization technique similar to Lemma 7.2 in [7] and letting m ↑ ∞ now proves our assertion (4.12).
Lemma 4.4. For n = 1, 2, . . . , let
k+1 for k = 0, 1, . . . , n − 1, satisfy
Proof. Without loss of generality (by passing to a sub-sequence) we assume that lim n→∞ N (T (n) )/n exists. For any n introduce the function b n :
k+1 , k = 0, 1, ..., n − 1. Let us notice that (4.20) N (T (n) ) n = 1 0 1 b n (t) dt.
Simple calculations yield
This together with (4.19) and the fact that n(t The Komlos Lemma (see Lemma A 1.1 in [6] ) implies that there exists a sequence of functionsb n ∈ conv(b n , b n+1 , ...), n = 1, 2, . . . , such thatb n converges Lebesgue-almost everywhere to a functionb. In fact,b = b a.e. since by dominated convergence theorem and (4.21) we get Finally, from (4.20), the fact that the function g is convex and continuous with g(b n ) = 1 bn (as b n is integer valued) we obtain lim n N (T (n) )/n = lim 
4.3.
Proof of the lower bound for super-replication prices. In this section we will establish "≤" for our formula (4.6) for the scaling limit of super-replication prices. More precisely, we will establish
where ν ≥ σ is a volatility process in A W on some filtered probability space (Ω W , F W , (F W t ), P W ) supporting a Brownian motion W as considered in Theorem 4.1. In fact, it suffices to show this for piecewise constant ν: for some times 0 = t 0 < t 1 < · · · < t J = 1 and continuous bounded functions
Proof. Let ν ∈ A W and let C be a constant such that ν ≤ C a.s. Using similar density arguments as in Lemma 3.4 in [2] (for d = 1) we get that there exists a sequence ν (n) , n = 1, 2, . . . , such that ν (n) ≤ C is of the simple form given by (4.23) and ν (n) → ν P W ⊗ dt a.s. This together with the uniform integrability (due to ν (n) ≤ C) of the sequence f (S (ν (n) ) 1 ) + κ Again, without loss of generality we assume that lim n V κ/n (f (S (n) 1 )) exists. The duality result in Lemma 4.1 suggests for the proof of (4.22) to construct a sequence of stopping systems T (n) ∈ T (n) with respect to (F (n) t ), n = 1, 2, . . . , such that under the associated measures Q (n) := Q(T (n) ) the processes S (n) of (4.4) converge in law to S (ν) . This will be done next.
To fix ideas, let us first focus on the initial period [t 0 , t 1 ) = [0, t 1 ) where we wish to obtain the constant ν 2 0 = σ 2 ρ 0 ∈ [0, ∞) as the limiting local variance. Inspection of the argument in the previous section suggests that for ρ 0 ∈ {1, 2, . . .} this can be accomplished by stopping any ρ 0 upwards or downwards steps. For ν 2 0 between natural multiples of σ 2 , though, we have to mix stopping after [ρ 0 ] steps and after [ρ 0 ] + 1 steps in just the right proportions. For instance, if we want to obtain asymptotically the local variance 1.5σ 2 (i.e. ρ 0 = 1.5), we just alternate between stopping after [ρ 0 ] = 1 step and after [ρ 0 ] + 1 = 2 steps.
In general, the following construction will work: For j = 0, . . . , J, we subdivide the time interval [nt0]/n , . . . , S
[ntj ]/n ) a proxy for the multiple of σ 2 we want to implement asymptotically as local variance over the interval [t j , t j+1 ). Take λ (n) j to be the unique solution λ ∈ (0, 1] of Let us next analyze the asymptotic transaction costs and variance which this procedure entails. We can do this separately on each of the intervals [t j , t j+1 ), j = 0, . . . , , J. So fix such a j and let n 1 and n 2 denote the number of times where we stop every [ρ (n) j ] and [ρ (n) j ] + 1 binomial steps, respectively. Then we have
and, in order to obtain the right asymptotic variance, we want to have at the same time that
We conclude
and the fraction of periods covered in [ρ (n) j ] steps, respectively, is the desired
The transaction costs on this block are equal to κ(n 1 + n 2 )/n, and so we conclude that the transaction costs on the whole interval [[nt j ]/n, [nt j+1 ]/n) amount to
Furthermore, we get that for any t ∈ (t j , t j+1 ) t tj α (n)
Having constructed for n = 1, 2, . . . a system of stopping times T (n) = τ (n) k ∈ T (n) , we can let Q (n) := Q(T (n) ) denote the associated martingale measure for (S (n) τ (n) k ) k=0,1,... . Observe that along with the functions ρ j also the ρ (n) j are bounded uniformly, say by a constant m ∈ {1, 2, . . .}. As a consequence, the increments between any two successive intervention times are bounded by m/n Q (n) -almost surely as in (4.13) . We can thus invoke Lemma 4.3 to conclude that, possibly along a subsequence again denoted by n, we have the weak convergence
In fact, M andν are just copies, respectively, of our original S (ν) and ν: Just as after Lemma 4.3 in the previous section, we now use Skorohod's representation theorem to see that without loss of generality we can assume to havê S (n) ,M (n) andα (n) on (Ω,F ,P) which have, for each n = 1, 2, . . . , the same joint law as their counterparts (S (n) , M (n) , α (n) ) under Q (n) and which are such that, as n ↑ ∞, uniformly in timeP-almost surely, whereν 2 := d L /dt for the stochastic logarithm L of M . For n = 1, 2, . . . , we can also reconstruct fromŜ (n) a system of stopping timesT (n) for the filtration generated byŜ (n) which corresponds to our T (n) constructed above. From (4.25)-(4.26) and the fact that the functions ρ j , j = 1, ..., J are continuous it follows that Here the estimate in the first line is immediate from Lemma 4.1 and the first identity is due to our Skorohod representation. The convergence EP[f (Ŝ (n)
1 )] → EP[f (M 1 )] is due to dominated convergence since uniform integrability follows from the polynomial growth of f and (4.16); the convergence of the other expectations also follows by dominated convergence since all random variables involved take values in [0, 1] and since (4.24) in conjunction with (4.27) yieldsP-a.s. convergence of the costs κN (T (n) )/n to κ 1 0 g(ν 2 t /σ 2 ) dt. The final identity is immediate from Lemma 4.6 below. 
