Medical staff uses Patient Reported Outcome Measurement (PROM) questionnaires as a means of collecting information on the effectiveness of care delivered to patients as perceived by the patients themselves. Especially for the older patient group, the PROM questioning poses an undesirable workload on the staff. This proof of concept paper investigates whether a social robot with a display can conduct such questioning in an acceptable and reliable way. A set of 15 typical questions was selected from existing PROM questionnaires. For the asking, answerprocessing and responding, a multi-modal robot-dialogue was designed and implemented. In a within-subjects experiment, 31 community-dwelling older participants answered the 15 questions in two conditions: questioning by the robot, versus questioning by a human. The main part of the robot questioning provided reliable answers, but took somewhat more time compared to human questioning. The experiment demonstrated the feasibility of a social robot for an acceptable and reliable collection of PROM data from older persons.
INTRODUCTION
A Patient Reported Outcome Measure is any report of the status of a patient's health condition that comes directly from the patient, without interpretation of the patient's response by a clinician or anyone else [5] . PROMs are regularly acquired by healthcare professionals through administering questionnaires to patients. The necessity for hospitals to acquire PROMs is based on the need for providing evidence of performing value-based health care. Up till recently PROM data were mainly collected with paper-and-pencil methods, and since a few years Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the Owner/Author. HRI '18 Companion, March 5-8, 2018 e-health solutions such as apps on tablets or smartphones are used, where answer options can be selected by touch buttons. However, elderly people often do not have the e-health literacy for using these devices [6] , or find the technology difficult to use due to their disabilities and chronic diseases. A social robot which can conduct a verbal dialogue, supported by gestures and an answer display, would not require e-health literacy from the patient. There is evidence that such social robots are perceived as more supportive than e-health solutions such as an interactive tablet [2] . Our research question was therefore twofold: 1) how to design a dialogue, using a social robot with a screen, for acquiring PROMs by direct verbal and visual communication, and 2) what is the resulting usability in terms of user satisfaction, effectiveness and efficiency?
METHOD

Figure 1-Participant in chair viewing the robot
We designed the interaction using the situated Cognitive Engineering method [3] . We used relevant values for supporting patients in the hospital context (i.e., helpfulness, cheerfulness, politeness, responsibility, intellect and logic) to derive the interaction design requirements. Next we selected 15 questions on wellbeing, malnutrition, pain, sleep, and ability to perform certain activities of daily living from existing PROMs. The question types included dichotomous and polytomous items, linear scales, visual analogue scales, and asking for texts, numbers or dates. Robot arm motions were used that support a question and answering (Q&A) interaction, such as spreading your arms low with hands palms up. The robot's tablet was used as screen for Q&A options; all robot interaction was designed for speech. We programmed the interaction design in a robot Pepper v1.7 from Softbank Robotics (Tokyo, Japan) because of its user friendly programming environment, its ability to communicate in Dutch and its friendly human-like appearance, which was expected to appeal to elderly.
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The experiment was designed as a non-blinded, non-randomized controlled trial. We compared the PROM interactions with the robot and with a human in a paired t-test within subjects with n=31, with alternating groups to minimize carry-over effects. The interview setup consisted of a room, in which the participant sat in a chair facing the robot from a distance of about 1.2 meter (Figure 1 ). The robot-taken PROM questionnaire (RP) procedure started by asking the participant to begin the PROM dialogue with the robot by saying "Hello Pepper" to the robot. We compared with a human-taken PROM questionnaire (HP). This HP procedure started with the researcher asking the same PROM questions using the same script, with the Q&A options shown on a laptop. The research approach has been reviewed and approved by the Ethical Commissions of our universities.
EVALUATION
We scored the results with dedicated usability questionnaires and variables derived from the Almere model [1] . The user satisfaction was determined in two steps. First participants were asked to score usability statements on the domains Perceived Ease of Use, Perceived Enjoyment, Perceived Sociability, Perceived Usability, Trust and Social Influence. The scoring range was a 7-point Likert scale (totally disagree -disagreeslightly disagree -neutral -slightly agree -agree -fully agree, equivalent to scores 1-7). Secondly, these scores were used to calculate the satisfaction with the method for the System Usability Scale [4] to arrive at a value between 0 and 100. The effectiveness number was defined as the number of off-script events per participant during the interaction. These events could be anything from not waiting until the robot finished speaking (barge-in), not giving a predefined answer or speaking unclearly. The task efficiency was defined as the RP task completion time, compared to HP completion time. The technical reliability was determined by comparing the answers recorded digitally with the answers stated by the participants as heard on a video of the interaction.
RESULTS
Thirty-one participants (45% female) with an average age of 76.2 (sd=5.2) completed both sessions. The completion of all 15 questions is equivalent to 465 participant/robot interaction cases. The average duration of the time elapsed between RP and HP interaction was 15 days. Due to two unanswered evaluation questionnaires we could use only 29 evaluations for the paired comparisons. The effectiveness number for the RP interactions was (M=7.5, sd=3.4) and for the HP interactions (M=3.3, sd=2.7) (t(30)=5.5, p<.001). The task duration for the RP interactions was (M= 7'11" , sd=0'42") and for the HP interaction (M=5'32", sd=0'49") (t(30)=13.6, p<.001). The RP task efficiency was 5'32"/7'11" = 0.77. The participants scored the subjective usability as (M=80.1, sd=11.6, n=31) for the robot and (M=84.0, sd=10.7, n=29) for the human, which is not significantly different (Mann-Whitney U = 528.5, n 1 =31, n 2 =29, p<0.05, two-tailed). The usability parameter Trust scored lower (M=66) than the usability average (p<.001); two participants explained: "It depends on who programs the robot.". Also the parameter Social Influence scored lower (M=68) (p<.003); participants reported sceptic remarks from family and friends on the use of social robots in health care. The carry-over effects were symmetric. The technical reliability analysis showed 2 cases (0.4%) in which the robot registered a wrong answer, thus the correctness of the data is 99.6%. Participants stated that they felt hardly any difference between answering the questions from the robot versus the human, they felt at ease with the robot, and did not mind answering this type of questions from a robot.
DISCUSSION
This proof of concept showed that the robot interview was perceived as an acceptable way to provide PROM data. The subjective usability indicates that older persons value the interaction with the social robot as positive. However the effectiveness number was too high. Analysis showed that it was mainly caused by two events: a barge-in effect, causing an unnecessary waiting time, and non-fluent pronunciation of a certain phrase. Both can be solved by new dialogue elements. A limitation of the study is its small population sample with highly educated and motivated elderly participants. The strength of this study is a demonstration of a real-life PROM questionnaire interaction with elderly people by a robot.
CONCLUSIONS
We conclude that it could be feasible for this social robot to effectively and efficiently obtain Patient Reported Outcome Measures from elderly persons. Answers to questions were correctly recorded. The effectiveness can be further improved.
