In a scenario where a cognitive radio unit wishes to transmit, it needs to know over which frequency bands it can operate. It can obtain this knowledge by estimating the power spectral density from a Nyquist rate sampled signal. For wide-band signals sampling at the Nyquist rate is a major challenge and may be unfeasible. In this paper we accurately detect spectrum holes in sub-Nyquist frequencies without assuming wide sense stationarity in the compressed sampled signal. A novel extension to further reduce the sub-Nyquist samples is then presented by introducing a memory based compressed sensing that relies on the spectrum to be slowly varying.
INTRODUCTION
Compressive Sampling (CS) [1] has attracted much attention in the current literature due to its promise of realizing sub-Nyquist sam pling. A signal can be reconstructed from samples obtained at sam pling rate lower than the Nyquist rate if the signal is sparse in some domain. Recently CS [2, 3] has been employed in wide-band spec trum sensing in Cognitive Radio (CR) [4] applications because the spectrum has an underlying sparsity. In practice, at a given time, the full wide-band spectrum is inherently sparse in the sense that only a few users occupy some of many available frequency bands.
In a CR scenario we are interested in sensing wide-band sig nals in order to detect vacant frequency bands. A straightforward approach to detect the unoccupied frequency bands can be based on evaluating the Power Spectral Density (PSD) from Nyquist rate sam ples. However, wide-band signal sampling at Nyquist rate is a major challenge.
An autocorrelation based method of estimating the PSD from CS samples has been proposed in [3, 5] . The connection between an analog signal and the CS samples is established through using an analog-to-information converter (AIC) [6] , [7] . An AIC takes an analog signal as input and gives the CS samples as output.
In the standard CS set-up, CS samples and Nyquist rate samples are connected via a linear transformation where the sensing matrix is random in nature [8] .
In this paper we deal with the practical problem of estimating the autocorrelation coefficients of a signal from CS samples. The PSD can then be obtained as the Fourier transform of the autocor relation coefficients. Due to the random sensing matrix, the signal obtained from the CS samples is in general not wide sense station ary (WSS). We note that stationarity was assumed in [3] , although
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We follow the guide-lines of [3] and notice that it is possible to sample in a significantly lower rate than the Nyquist rate in the task of reconstructing the PSD (with a for detection purposes acceptable degree of accuracy). In our approach, instead of estimating the auto correlation coefficients from a CS sample vector (i.e. a vector con sisting of successive CS samples), a correlation matrix is estimated from several CS sample vectors. Effectively, this strategy may lead to acquiring more total samples than the Nyquist rate samples. How ever, we no longer need the assumption of WSS and although the total number of samples is increased the actual sampling rate can be reduced significantly.
We further present a novel extension of the CS PSD estimation by assuming that the spectrum is slowly time-varying in the sense that the change in spectrum between two neighboring time-instants is small. This assumption is motivated by the fact that there are static components in the frequency spectrum; broadcast TV and radio, mo bile traffic, wireless Internet traffic, etc .. According to this assump tion, we notice that the difference between two spectrum realizations taken close in time is likely to be sparser than each spectrum by it self. We propose to benefit from this increased sparsity by taking fewer number of samples while still reconstructing the current spec trum without loss of accuracy. We are able to do this by introducing a memory in the CS process. Since we are only interested in know ing which frequency bands are free or occupied we realize detection by thresholding.
This paper is organized as follows. We discuss CS and how it can be applied for wide-band spectrum estimation in section 2. In section 3 we discuss the issue of detection from a spectrum estima tion and we present our alternative method which takes into account the aforementioned memory of the CS process. The performance of the proposed method is verified through simulations in section 4. Section 5 concludes this paper.
CS BASED WIDE-BAND SPECTRUM SENSING
This section starts with a short definition of notation. We follow with a subsection describing the general CS method and then a description how this can be used for wide band spectrum sensing. To obtain the CS samples from an analog signal a hardware de vice commonly known as AIC [6] is used. Assume that sampling at the Nyquist rate yields N samples. The purpose of the AIC is then to collect M samples such that M < N according to the CS proce dure, from which a Nyquist sampled signal then can be reconstructed using CS reconstruction. Several AIC architectures have been pro posed in the literature, e.g. random demodulator [9] , random filter ing and random convolution [10, 11, 12] . In particular, the random demodulator has shown promising results in acquiring CS samples at a sampling rate exponentially lower than the Nyquist-rate.
A common interpretation of an AIC is as sampling done at Nyquist-rate followed by an M x N (down-)sampling matrix, <1>.
For reconstruction to be possible, M has to be sufficiently large.
According to E. Candes and T. Tao if M is chosen as
the signal can be recovered with high probability if the elements in <I> are selected independently at random [13] (also see [8, 14] ). A matrix <1>, with its elements chosen in this way (and satisfYing the aforementioned inequality of M), is said to obey the Restricted Isometric Property (RIP), which is necessary for reconstruction of
The reconstruction procedure takes the form of a convex problem: § = ar g min IIw s l11 s or equivalently,
where z is K-sparse. For practical convenience the latter form is used in this paper. The convex problem can be solved by different linear programming techniques, e.g. basis pursuit [15] or iterative greedy algorithms [16] . All convex problems in this paper are solved using the cvx toolkit [17] .
Wide band spectrum Sensing
The CS technique relies on sparsity; the sparser signal the more effi cient is the method. It is realized that the edge spectrum Zx (deriva tive of the PSD) is sparser than the spectrum alone. The PSD is obtained from the autocorrelation coefficients via the Fourier trans form. Denoting the edge spectrum by Zx we can form the relation be tween the edge spectrum and the autocorrelation coefficients, analo gously to [2] , as
where W is a 2N x 2N wavelet smoothing matrix, F is the 2N x 2N
Discrete Fourier Transform (DFT) matrix and r is the approximated, For simplicity we will denote G = (rW F) -1 .
The spectrum sensing scheme presented in [2] is based on full ADC sampling i.e. according to the Nyquist rate. This approach is extended in [3] to the case where we only have access to the CS sampled signal y = <l>x. We are now left with the task of finding a linear transform that takes us from the CS-sampled signal to the autocorrelation coeffi cients rx. A linear relation, based on the correlation matrix relation Ry = <l>Rx<l> * is found (8) where r� is defined as the first row (reversed) concatenated with the first column (without the first component) and rx is defined as (10) where the zeros are added for implementation convenience. The vec tor r� is defined from the correlation matrix rather than the autocor relation coefficients because <I> does, in general, not preserve WSS in the measurements. The main difference between the approach in [3] and the one presented here lies in the definition ofr�. The relation matrix <l>u is the same as in [3] and is defined as
where we denote the (i, j) 'th element of <I> by ¢i, j, then the M x N matrix � has its (i, j) 'th element given by
Here hankel ( c, r) denotes a Hankel matrix (i.e., symmetric and con stant across the anti-diagonals) whose first column is c and whose last row is r, toeplitz( c, r) denotes a Toeplitz matrix (i.e., symmet ric and constant across the diagonals) whose first column is c and whose first row is r. The vector ONXI is a column of N zeros and 01xN-l is a row of N -1 zeros.
A straight-forward method to estimate r� is to first estimate Ry and then pick the corresponding elements from the matrix as in (9) . We now have linear relations between the CS-sampled signal and the edge spectrum. The convex problem of estimating the edge spectrum becomes Z x = ar g min I lzl tI z s.t.
Finally, the estimate of the PSD can be achieved from the edge spec trum as [2] 
In this section we investigate how to use the estimate of the PSD in (14) in order to determine which frequency bands are available for CR transmission. First we formulate our detection problem [18] and introduce a method for setting the threshold, then we introduce the memory.
Wide band spectral detection based on the PSD
Having access to the estimate (14) we consider how to use this in formation to determine which bands in S(n) that are free for trans mission. Firstly, we define the wide-band PSD estimate vector
[sf sf
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where Si is a vector representing the PSD over the known frequency sub-band, i, and B is the total number of sub-bands. In practice the number of components in each vector Si does not need to be the same. Now we define the band-vector b as where bi = I: V j 8i(j ) is the sum over all compone � ts in each fre quency band and can be thought of as the total energy In that band. In order to find the occupied bands in b, we determine a threshold value ,",(, above which the band is considered occupied and below which it is considered vacant. We sort b in descending order and call the sorted vector bs. Then take the difference between each consecutive element in bs and locate the maximum value max [ bs,l -bs,2 bs,2 -bs,3 bs,B-l -bs,B
Let the maximum value be bs,i-l -bs,i, then bs,i-l is chosen as the threshold value '"'(. A requirement for the threshold value to be meaningful is that at least one band has to be occupied. It is also required that the total energy from the weakest occupied band con tains "much " more energy compared to a vacant frequency band than it does to all the other occupied bands.
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Where HI and Ho denote the hypothesis of a primary signal being present and absent, respectively. The choice of '"'( does not effect the ability of the system to perform at sub-Nyquist rates, even in the memory-based scenario described later. It threshold value only effects the probability of miss or false alarm in the sub-bands of the current PSD.
No Memory
We now introduce our proposed method of estimation of PSD. As sume an AIC that satisfies the RIP (1) gives M measurements. We estimate the correlation matrix ofy, as
where L needs to be sufficiently large to achieve a good quality es timate. We obtain an estimate of the vector r� according to (9) , and solve the convex problem (13).
If we require L samples for the estimation of Ry and Y has the size M, this procedure requires a total number of LM samples for each realization of the power spectrum. The total number of samples LM may not be smaller than a conventional sampling of N samples, but these samples can be picked at an (exponentially [9] ) lower sampling rate, according to the aforementioned demodulator.
Memory
In practical CR implementations it is of great interest to reduce the total number of samples LM required in estimation since acquiring each sample has an associated cost in terms of energy. The method proposed in section 3.2 relies on the accuracy in estimating Ry. We see in (15) that reducing L sacrifices precision in the estimation process. Therefore we limit ourselves to reducing M which is the number of CS samples in each CS vector y.
We propose to use a memory-based spectrum estimation method that exploits the fact that the PSD is likely to be slow-varying na ture. The slow-varying nature comes from the fact that there are many static transmissions in our surroundings. Examples of trans missions that clearly can be considered static are broadcast TV and radio. Moreover, in CR environments where the freed bands only need to be determined every second, mobile phone calls and wire less Internet can also be considered as static.
Let C be a value describing the changes in the K -sparse edge spectrum from one time instance to the following as follows. As sume that Zl is K -sparse, the next instance edge spectrum Z2 is also K-sparse and Z2 -Zl is K2 sparse, then C = Kd K. By this def inition, C can take any value between 0 and 2. For the method to be useful it is necessary that C < 1. From (1) we then notice that the number of CS samples M2 when making use of the memory can, for the C K -sparse signal, be chosen as C MI. We call this method a memory based compressed sensing. The convex problem at hand then becomes
By assuming the change is no more than a specified C (which we assume < 1), we are able to repeat this memory based algorithm consecutively a number of times. Full CS sampling without memory requires Ml samples per estimate. In contrast, the improved estima tion method based on the system memory requires only M2 = C MI samples per estimate. Repeat this algorithm, taking consecutive CS samples M2 based on the memory a number of times. The draw back is that if an error occurs, it is likely to remain in the mem ory until we take a full CS sampling at Ml again. By applying the memory CS sampling a number of Q times, we then need to take a total of LM + LMQC = LM (1 + QC) numbers of sam ples. If C < 1 then the number of samples required is smaller with the memory than the method without memory which has a total of LM + LMQ = LM (1 + Q) number of samples. We quantify the reduction in frequency by comparing the number of required CS measurements for the memory based algorithm with memory Q to the non-memory case. For this purpose we define the average reduc tion fraction as (17) This fraction will become smaller, hence better, as Q increases.
How to choose C depends on how small changes the CR user wants to track. It seems reasonable that the CR user wants to track quite small changes in the spectrum, i.e. choosing C small, which in comparison to the standard method gives a big improvement to the proposed algorithm. On the contrary, unless there are frequently significant changes in the spectrum, most likely due to big changes in the surroundings, the memory Q can also be chosen large, which further reduces the number of total samples.
SIMULATIONS

Signal Modeling
A challenge in simulating the proposed algorithm is obtaining real istic data to be sampled by the Arc. We are interested in the power spectrum which means that the signal needs to be WSS. One can also assume that in practice the signal can be modeled as ergodic. These properties of the signal will however not remain after the sampling.
As mentioned earlier, the AIC can be thought of as a Nyquist sampling followed by the application of a measurement matrix <1>. Since we do not have access to a real time-continuous signal, we instead construct a discrete signal x and apply <I> directly to that.
To form a signal with the given PSD, we first form a SO-tap AR-filter designed from the Yule-walker equations [19] . By filtering white noise through this filter, we obtain a signal x with the desired properties. The power spectrum of this signal will look like the top picture in Fig. 3 . The oscillating effect in the figure is due to Gibbs phenomenon and can be reduced with larger number of taps in the filter.
Parameters and Simulation set-up
In the following simulations we have set the fraction C of change for the power spectrum to C = 1/3 (see Section 3.3). The value C = 1/3 is chosen because it is easy to implement in this partic ular realization. As an example of wide-band spectrum our range of interest is 0 -5 GHz. This would require a Nyquist-sampling frequency of 10 GHz in the traditional approach. We have chosen to get a good resolution of this spectrum. Because of the Gibbs phe nomenon and the smoothing matrix W, we get a sparsity in the edge spectrum K � I lzxllo � 77. From (1) we get M = 200 which gives that we instead of a required 10 GHz sampling rate can do it at �gg is = 5 GHz. This improvement is rather modest due to the rela tively small N. In a real-world scenario, however, it is likely that N is chosen as a larger value because of the need of higher spectrum resolution and since M only grows logarithmically in N, potential gains are much larger.
As argued before, to get a good estimation of Ry, we need a sufficiently large L. By testing we find that L = 10000 is required.
If the first sample needs MI = 200, the samples using memory need M2 = CMI. Since C = 1/3, M2 = �200 = 67. This gives a further reduction in the sampling frequency is = 2660 < 2 GHz.
In this paper we define an error to occur when the algorithm detects a frequency band as occupied when it is vacant or vice versa.
In Fig. 1 , we see the memory Q plotted against the error (in percent), averaged from 1000 runs. We have chosen to plot the curves for M2 = 50 < 67 (which is insufficient for our reconstruction) and M2 = 100 (which should be sufficient for full recovery). In the following section we notice that indeed, considerable savings are obtained while maintaining full or nearly full performance. Fig. 1 , we notice that by taking the full M = 200 at each sample, i.e. setting the memory Q = 0, we get no errors at all. By applying the proposed algorithm with memory, we see that a reduction of M2 down to 100 is possible without sacrificing any detection performance. We also notice that by choosing M2 = 50, which is insufficient for full recovery, errors occurs. The errors increase with the memory factor Q, as expected since an error in the detection is based on the total energy in each frequency band and, hence, is likely to remain in each step until a new full spectrum, sampled without utilizing old memory is estimated. This is true for both M2 = 50 and M2 = 100, but it shows clearer in M2 = 50. allow for larger reduction in terms of samples and frequency rate. This corresponds to the first equality in (17) . The second equality in the same equation is achieved by setting M2 = � Ml which would give a curve between the two curves plotted in the figure. Notice that the lower curve gives rise to errors in the process and the upper curve is close to error free.
Analysis of the simulation results
By examining
In Fig. 3 we have represented the PSD estimated from x (top) and the corresponding reconstruction based on CS samples (bottom). Gibbs phenomenon is readily observed in the upper figure. With a larger number of taps in the filter, the step response would be faster, resulting in a sparser edge spectrum, as also discussed in section 4.2. If we compare the original signal with the reconstruction we observe a slight shift to the left in the latter with respect to the former. This shift is a natural effect of the implementation of the smoothing ma trix W. The detector should be aware of this shift and compensate for it appropriately. The rough outline of the reconstructed spectrum is mainly due to the estimation of the correlation matrix, rather than the CS process. However, since we are interested in detecting if there is a transmission in a certain frequency band this poses no practical problem.
Finally we remark on the trade-off in our memory based method. Larger memory allows for reduced frequencies but may impose er rors in the detection. Also, as the memory grows, the robustness to sudden unexpected significant changes in the spectrum clearly de creases.
CONCLUSION
We have presented a method for estimating the power spectrum of a signal from CS samples intended for users with limited sampling capability, i.e. CR. The novelty of our method is that it does not rely on WSS assumptions of the CS sampled signal. Compared to tradi tional sampling at Nyquist rate, our suggested method may require more total samples for accurate estimation. However, these samples can be taken at a significantly lower rate than the Nyquist rate.
Our method extends to the case of slowly time-varying PSD. Further reductions is then possible in sampling rate and total number of samples are possible by employing an estimation technique based 978-1-4244-9991-5/11/$26.00 ©2011 IEEE on memory. Our simulation results show that the proposed memory based PSD estimation method is a promising alternative in scenarios where full-rate Nyquist sampling is not possible.
