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Abstract
Focusing on surface intersection tracing, we review the familiar
numerical approach. We demonstrate that it actually applies more
generally than commonly assumed in the literature. We then study
how to combine it with methods from algebraic geometry in an attempt
to overcome the shortcomings of purely numerical techniques.
These notes provide a guide to the practicing engineer for seeing
how his familiar tools relate to the larger picture. They provide a
hands-on guide for understanding and applying some of the more eso-
teric methods proposed by algebraic geometry, and assess their prac-
tical potential.
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ported in part by NSF Grant CCR 86-19817, ONR Contract NOOOI4-86.K-0465, and a
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1 Introduction
Evaluating the intersection of two surfaces is a recurring operation in geo-
metric modeling and in computer graphics, [23]. This operation is performed
repeatedly as part of the conversion from Constructive Solid Geometry
(eSG) to Boundary Representation (B-rep). It is used when implement-
ing Boolean operations on B-rep objects. And it is used when rendering
curved surfaces in order to locate contours.
Surface intersection evaluation is not an easy problem, and continues to
be an active topic of research. Some of the reasons for this continued activity
are not hard to identify: A good surface intersection technique has to balance
three conflicting goals: efficiency, robustness, and accuracy. Typically, a
numerical algorithm is efficient, but is not fully robust. Algorithms based
on exact arithmetic are fully robust and accurate, but are slow. We suspect
that these demands cannot be met simultaneously without compromise, and
that they must be negotiated judiciously, as appropriate for the application
at hand. These notes discuss some of the tools that could be used to strike
a reasonable balance.
In his thesis [15], Geisow distinguishes four separate methods for evalu-
ating the intersection of two surfaces in three space:
1. Trace the intersection by a marching scheme: Beginnlng at a starting
point p, a local approximation of the intersection is constructed, typ-
kally the curve tangent at p. By stepping along the approximant a
specific distance, an estimate of a. next curve point is obtained that is
then refined using iteration.
2. Map the intersection to a plane curve f( u, v) = 0, e.g., through elim-
ination of variables from a system of algebraic equations, and then
evaluate f.
3. Subdivide and approximate the surfaces by planar facets. Then con-
struct a piecewise linear approximation of the intersection curve.
4. Evaluate the surfaces at discrete points in three space. By interpola-
tion of the resulting function values, localize the intersection.
Of these four techniques, we will consider here the first two, representing,
so to speak, opposite extremes: \Vhile intersection evaluation by tracing is
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typically a purely numerical technique, the map from a three dimensional
space curve to a plane curve involves symbolic computation. We thus con-
sider to what extent the two techniques can be combined and integrated, to
overcome specific weaknesses they exhibit as separate methods.
We structure these notes as follows: Beginning with the purely numerical
approach, we review the relevant formulas needed to implement a march-
ing scheme that constructs a local curve approximant of arbitrary degree.
We show how to interpret some of the choices arising, in terms of intrinsic
properties, such as arc length, curvature, and torsion.
Next, we show how the numerical formulation can be applied to con-
struct directly higher order curve approximants to the intersection of two
parametric surfaces. This obviates the need to stick with piecewise linear
approaximants constructed by the many subdivision techniques, e.g., [6].
Our technique also side-steps attempts to locally approximate the intersect-
ing surfaces with higher order approximants, which appears to be costly and
difficult [4].
The intersection of two algebraic surfaces, whether given implicitly or
parametrically, is an algebraic space curve. Every such curve can be mapped
birationally, i.e., bijectively except for finitely many points, onto a plane
algebraic curve. Postponing for a moment how to construct this map, we
show how to reliably analyze all singularities of plane algebraic curves, and
how to use this knowledge so as to trace through any curve singularity.
Among the issues to be settled for this are locating an impending sigularity,
transforming the curve so as to resolve the singularity, and preserve the
direction of tracing.
We then discuss ways for mapping a surface intersection to a plane al-
gebraic curve. Some of these methods are natural, viz., when intersecting a
parametric and an implicit surface. Others require fairly substantial sym-
bolic computations, effecting an elimination of variables in a system of alge-
braic equations. These computations can be carried out through resultant
computations or through Grabner base techniques. Since the latter are fairly
unknown in the modeling community, yet could contribute valuable ideas,
we discuss Grabner base techniques in a separate section.
There is a progression in these notes from the tried-and-true to the highly
experimental: Sections 2 and 3, following [5], apply the mature technology
from numerical. analysis. Although not fully robust, these methods work
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very flexibly in many situations, incuding nodal curve singularities. Section
4, also adapted from (5], consider the planar case and explore augmenting the
numerical approach with symbolic computation capable of resolving all types
of singularities. This combination of numerical and symbolic computation
offers many promises for increasing the scope of curve tracing.
By now, the community is well aware of resultant computations, thanks
to works such as [25]. Repeated resultant computations, however, have
the problem of introducing extraneous factors that can complicate variable
elimination. Grabner base techniques, on the other hand, do not have this
shortcoming and are relatively unknown. So, in Section 5, we give a brief
survey of some of the algorithms possible using Grabner bases, and how
they apply to the surface intersection problem. This material is adapted
from the excellent surveys [7, 9], and from Buchberger's lecture [8]. Finally,
in Section 6, we consider the reduction of space curve tracing to plane curve
tracing. Here, some highly experimental methods are surveyed, including
[16,3,14).
2 Numerical Tracing of Implicit Surface Intersec-
tion
We address the following problem:
Given two implicit surfaces, f(x, y, z) = 0 and g(x, y, z) = 0, and a point
P = (P::, Py,Pz) on their intersection. Trace the intersection curve, beginning
at p.
We recall that the gradient of f at the point p is the vector
\7f = U«p), f.(p), f«p))
where the subscripts denote partial derivates. Moreover, X denotes the
cross product of vectors. Unless p is an isolated point, we need to clarify in
which direction the trace is to be done. Since there is no natural intrinsic
orientation of the intersection f n g, we will arbitrarily assume at p that the
direction V f X V g is the positive tracing direction, whereas V g x \7f would
be the negative tracing direction, at p. We will see in Section 4 that this
convention is local, that is, in the presence of singularities tracing may have
to alternate between locally positive and locally negative directions.
4
(1)
Throughout this section we assume that at each poin t p the surface
gradients 'Vf and 'V9 are linearly independent. That is, the intersection
curve is regular at p. If the gradients vanish or are linearly dependent, then
the curve has a singularity at p and this approach cannot be used without
considerable enhancements.
2.1 Structure of the Method
The tracing procedure developed here repeats the following steps:
1. At the curve point p, construct a local approximant res), to some
order.
2. Using this approximant and a step value So, determine the next point
q ~ r(so).
3. By Newton iteration, bring q closer to the intersection of f and g.
Typically, the order of approximation is fixed. First order approxima-
tions use the curve tangent at p as the local approximant. This is often
implemented because the tangent is so easy to compute, as t = V f X 'Vg.
Higher order approximants allow larger steps. There is a trade·off between
the added time needed to compute a higher order approximant, and the
time saved by the ability to take larger steps. Degree three approximants
seem to provide a good balance: The determination of the approximant is
not too costly, and contains both the local. curvature and torsion.
2.2 The Curve Approximant at p
We write the intersection of f and 9 as a vector function r, pa.rameterized
by 5, with p ~ r(O):
s2 s3
r(s) ~ r(O) +8r'(0) + "2r"(O) + "'6r"'(O) +...
The approximant is determined by finding the components of the derivatives
of p. Technically, this involves the formulation of a linear system, that
always has the following structure:
\7f· r(m)(o) bf •m
\7g. r(m) (0) ~ b,.m
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The coefficients b"m. and bg,m. depend on the partial derivatives of I and 9
at p. Since the system is underdetermined, there is not a unique solution,
and we must make certain choices. These choices will be interpreted geo-
metrically, and will result in an approximant whose parameter s is the aTC
length and whose derivatives are explicitly related to curvature and torsion
at p.
2.2.1 Setting up the Linear System
We determine the derivative values, r'CO), r"CO), r ll1(O), from the partial
derivatives of I and of g. By Taylor's theorem, we have





6.x = r~s + r~s2 /2 + r~'s3 /6 + .
.6.y = r~s + r~s2 /2 + r~'s3/6 + .
!:!,.z = r's + r"s2/2 + r'"8 3 /6 + ..•• •





and so on. Substituting into the Taylor series for I and equating to zero the
coefficients of sm, where m = 1, 2, 3, we get the equations
Il,o,or~ + lo,1,or~ +fo,o,lr~ = bl,l
h,o,or~+ fo,l,or~ +fO,O,lr~ = bl ,2




bf,l = -2[h,o,o(r~)2 +fo,2,o(r~)2 +fo.o,2(r~)2
+h,l,or~r~ +h.o,lr~r~ + fo,l,lr~r~],
bj ,3 = -6[h,o,orir~ +fO.2,or~r~ + fo,o,2~r~ +h,l,o(r~r~ +r~r~)/2
+fr,o,l(r~r~ + r~r~)/2 +fo,l,l(r~r~ +r~r~)/2
+h,o,o(r~)' +fo,3,o(r~)' + fo,o,3(r~)3
+h,l.o(r~?r~ + !r.2,or~(rf)2 + h,o,1(r~)2r~
+ fr,o,2r~(r~) + 10,2,1 (r',,) r~ + fo,1.2r~(~? +h,l,lr~r~r~].







where the scalars bf,m are the righthand sides. The equations for 9 are
developed analogously. In particular, we have
b9 ,1 = 0,
b9 ,2 = -2[g2,o.o(r~)2 + 90,2·.o(r~)2 + 90,o,2(r~)2
+9l,l,or~~ + 9l,O.1r":&"r~ + 9o,l,lr~r~],
2.2.2 Solving the Linear System Numerically
We have formulated a linear system Ar{m) =b m for m = 1,2,3. Although it
is only a 2 by 3 system, solving it without giving attention to the numerical
properties will waste accuracy in the solution. Hence, we should carefully
choose a numerically stable solution technique. A good choice is to link in
a standard technique from one of the numerical analysis packages, e.g., the
singular value decomposition routines of Linpack, [I1J.
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Briefly, a singular value decomposition of A derives three matrices U, S,
and V such that
and the matrices have the following properties:
1. The matrices U and V are orthogonal, i.e., UUT and VVT are the
identity matrices.
2. The matrix S is diagonal and the diagonal entries are nonnegative and
in decreasing magnitude.
In our case, the matrix V is 2 by 2, U is 3 by 3, and S is
s=('" 0 0)a 0'2 a
where 0'1 > 0'2 > o. The solution of the system is
r(m) = o:~U1 + fj:nU2 + i;"'Ua
where Ui is the i!h column in U, and
"':" = (VTbm ),/",
13;' = (VTbm ),/",
The last coefficient ,:n is arbitrary, and the column vector Ua is tangent to
the curve at p = reO).
2.2.3 Choosing 'Y:n
The system is underdetennined, and has an infinity of solutions. So, choices
must be ma.de for the --1m to arrive at a canonical solution, and these choices
can be understood geometrically. From differential geometry, we recall that
a.t the point p of a space curve the accompanying triad forms a natural
local coordinate system. The triad consists of three orthonormal vectors,
the tangent t, the principal normal n, and the binonnal b. Note that
n = b X t. Their directions are defined by the tangent, the curvatuxe, and
the twist of the space curve. As the point p moves on the space curve these
vectors vary obeying the Frenet-Serret formulas, [13):
dt db dn
ds = Kn, ds = -Tn, ds = Tb - Kt,
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where s is the arc length,,.; = lip is curvature and T = liT is torsion.
Since t = Us is a unit vector, we choose if = ±l, hence r l = ±U3. Next,
we choose i~ = 0, 50 that r lf is perpendicular to rl. In fact, since
r"(s) = dt = ,.;n,
d8
we know that then r" is collinear with the principal normal and that
Finally, we have
rlll(s) = [
d dK dn]-(,.;n) = -n +~- = ~'n +~Tb - ~2t.
ds ds ds
By orthogonality, therefore, we have i~ = _",2.
2.3 Step Length
We have constructed an approximant r(s) to the curve at p and now choose
a step length So 50 as to obtain a subsequent curve point estimate r(so).
A safe step length requires understanding the radius of convergence of the
full Taylor series. This is a nontrivial undertaking, and we opt for a simpler
heuristics in which the contribution of the higher order terms to the next
point estimate is kept small.
We choose s such that both
11 8'r"(0)/211 and 118'r"'(0)/611
are smaller than 118r'(0)1I/10 ~ 181/10. Since the step sizes could become
arbitrarily small, a minimum step size should also be specified. In our
applications, this strategy has performed. very well.
2.4 Newton Approximation
At the point p, we have constructed a third order approximant r(s), we have
determined adaptively a step length So, and now have a. new point estimate
q = r(so). Using Newton iteration, we refine this estimate until we are on
the intersection with acceptable accuracy.
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The iteration is based on the following, first-order approximation:
vI(q.)· 1:>..
V9(q.)·I:>..
where ilk = (0:/;,01/,0;:). Note that this system has the same structure as
system (1). The next point estimate is then
qk+l = qk + ilk
As in the approximant construction, we solve the linear system using singular
value decomposition. For the solution ilk, we set the coefficient of U3 to zero,
since it represents lateral movement that will not improve the quality of the
new estimate significantly. We continue with the iteration until
where t is a precision parameter. Typically, we have t = -10 for double-
precision floating-point computations and require two or three iterations to
achieve this accuracy.
3 Numerical Tracing of Parametric Surface In-
tersection
The traditional approach to intersecting two parametric surfaces is by sub-
division and piecewise linear approximation. See, e.g., [6, 10, 18, 19, 21,
22]' 'Vben an initial intersection point p is known, however, the numerical
approach above becomes directly applicable.
Let the surfaces be given as
x G1,l(UI,VI)







Then the intersection is given by
F1(Ul,VI,Uz,V2) = GI,I(UlIVI) - GZ,l(Uz.V2) 0
FZ(UI,'UI,'UZ,'L"2) =GI,Z(UI,VI) - GZ,Z('UZ,VZ) = 0
FZ(Ul, Vr,'UZ, Vz) = GI,3(UlIVI) - GZ,3(UZ,'L"2) 0
that is, by three equations in the four unknowns 'ILl, tlJ., 'lLz, and Vz. These






from which the intersection curve is recovered via
(2)
We proceed exactly as in the implicit surface case. We construct a third
order approximant, solving a 3 by 4 linear system. We determine a safe step
length So, and refine the next point estimate by Newton iteration. Then the
new curve point is mapped to three space using equation (2). See also [5).
4 Tracing Plane Algebraic Curves
We consider how to trace a plane algebraic curve I(x,y) = 0, dealing with
singularities in a comprehensive manner. Tracing a plane algebraic curve is
fundamental because every algebraic space curve can be mapped birationally
to a plane algebraic curve. This observation has been used in various ways
in the surface intersection problem, e.g., [12], and continues to be researched
as a promising approach to intersection evaluation. We will review several
methods for mapping a surface intersection to a plane algebraic curve later.
For implicit surface intersection, we have solved numerically a system of
two algebraic equations in three unknowns. For parametric surface inter-
section, we solved a system of three algebraic equations in four unknowns.
Clearly the techniques are applicable to solving n - 1 equations in n un-
knowns. With n = 2, we have the planar case.
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The numerical tracing routine performs very well, except at singularities.
Hence we seek methods for dealing with singularities. They will involve
transforming the curve f to a different curve 9 such that 9 does not have
singularities. So, instead of tracing f, we can trace g, and map back the
points of 9 to corresponding points of f.
It would be nice if we only needed to trace g. Unfortunately, 9 cannot
be 50 used since we would have to pass through infinity. So, we trace f
whenever possible and trace only critical segments of f on g, Le., segments
containing singularities.
4.1 Birational Maps






where the G. and Hi are rational functions, i.e., the ratio of two polynomials.
Such maps are bijective except for points at which the denominator vanishes.
An example is the map between the -u, v plane and .:t, y, Z space defining a
(rational) parametric surface. The functions Gi. determine a surface point
for parameter space points, whereas the functions Hj give the inversion of
the surface. Birational ~aps are an important tool for analyzing curves and
surfaces since they preserve many intrinsic curve properties, such as curve
genus. In this section we will use them. to analyze plane curve singularities.
4.2 Place of a Curve
An algebraic curve f(.:t, y) = 0 can be investigated locally by means of power
series. At a point p = (ao, bo), we can write
xes)
yes)
ao +alS +a2s2 + .
= bo+lhs+b2s2 + . (3)
Then this pair of power series constitutes a local parameterization. It is called
a place of f at p. A place is regular, if al and b1 are not simultaneously zero,
otherwise it is singular.
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The notion of place is more specific than that of a curve point. At
ordinary, or regular, curve points f has only one place, but at singular
points it could have several. The place at an ordinary point is the Taylor
series.
Intuitively, at singularities with two or more places, the curve is self
intersecting. At singularities at which f has only one place, the place itself
is singular. At other singularities, the various places may be, but need not
be, singular. In [5], Section 4.1, we have shown that the derivation of the
linear equations for the curve approximant at p formally agrees wi th the
concept of place. However, it leads to nonlinear equations which are then
more difficult to solve.
4.3 Dealing with Singularities
All purely numerical tracing routines fail at a singular curve point for the
same reason: Technically, the routines depend on the underlying assump-
tion that there exists a system of linear equations that determines the local
structure of the curve. At a singular point, however, these equations are
nonlinear, [5], Sec. 4.1. Rather than dealing directly with nonlinear equa-
tions, we plan to exploit a classical result from algebraic geometry that states
that every curve f(z,y) = 0 can be transformed birationally into a curve
g(x, y) = 0 that is devoid of singularities. See, e.g., [1]. Thus, we plan to
trace 9 in the vicinity of singular points of I, and map the points of 9 back
to corresponding points of f.
4.3.1 Desingularization Transformations
The birational map effecting a resolution of the singularity is constructed
incrementally from two quadratic transformations T1 and T2 :
T1: %1=%
y, = y/.
T2: X2 = xly
Y2 = Y
T1 is I-Ion all (x,y) points with x = 0, and maps the points (O,y) with
y :/; 0 to infinity. At; we approach the origin on a curve branch, the limit of
the image points is the image of the origin on the branch. This limit depends
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on the direction of approach: If the branch has a tangent with slope m at
the singularity, then that branch will intersect the Yl axis at (0, m). Since
T1 maps a branch with the y-axis as tangent to infinity, such a branch must
be desingularized using T2. Likewise, Tl must be applied to branches each
of whose tangent is the x-axis. For the intermediate tangent positions we
choose T1 if the slope of the tangent has magnitude 1 or less; otherwise T2
is chosen.
4.3.2 Locating the Singularity
When numerically tracing I, an impending singularity is detected from the
condition number of the matrix
(I. -I,)I, I.
The singular point is the simultaneous intersection of f = 0, I:J: = 0, and
fy = 0, and can be found iteratively or by direct methods.
An iterative approach can be based on a least-squares formulation as
follows: Beginning with a nearby curve point Po, we construct a sequence of
points Po, PI, Pl,,·. converging to the singularity, Let Pi+! = Pi + (o:J:,Oy).
Then we solve the linear system
(
I. I,) ( ~.) (-I )I:J:,z f:cy Oy = =f,z
I., I" I,
This overconstrained system corresponds to the least-squares problem
where A is the coefficient matrix of the overconstrained system, b the right-
hand side, and b.. = (o,z,Oy)T.
For higher order singularities, higher order partials may also vanish.
Thus, if A does not have full rank, we extend the system by adding, for each
vanishing partial h, the equation
h:r;o,z +hyoy = -h
In this manner a matrix ATA of full rank is obtained.
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4.3.3 Curve Transformation
We translate the coordinate system so as to bring the singularity to the ori-
gin. Since the validity of the quadratic transformations T1 and T2 depends
on the singularity being exactly at the origin, we must counteract numerical
inaccuracy incurred by this coordinate translation. H the partial f:z:ilJk van-
ishes at the singularity p, it follows that I cannot contain the term cxjyk,
c i- 0, after the origin has been translated to p. Hence, all such terms are
eliminated.
4.3.4 Direction of Traversal
At nonsingular points, we locally orient I by the tangent vector (- fYI f:z:). At
a singularity, curve segments locally belonging to the same analytic branch
may be oriented in an opposite direction, necessitating a reversal. in the
tracing direction. We establish a relationship between the orientation of
the curve I and the orientation of its proper transfonn 9 with the goal of
recognizing when to reverse the tracing direction after having passed through
a singular point.
Let p = (ao,bo) be a nonsingular point of I, where ao i- O. Let
xes) = aO+als+ a2s2 + .
y(.) = bo+b,. +b,s' + .
be the place of I centered at p. The place defines a branch orientation by
increasing s. This orientation agrees with the standard orientation (-f s" I:z:)
whenever
sign(f.) = sign(b,) and sign(fy) = sign(-a,)
otherwise it is opposite. At the corresponding point PI = (ao,bojao) of D,
the transformed curve D has the place
x,(s) = xes)
y,(s) = y(s)/x(s) = CO +C,S +c's' +...
Since xes) = XI(S), the curve and its transform are oriented the same way,
by increasing s. Moreover,
Co = bo/ao
Cl (blao - a1bo)/ag
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and so on. Hence, relating this to the standard orientation by a proportion-
ality constant a, we have
g1/ a/y
g. = ,,(xf. +yfy)fx'
If sign(a) :;; 1, then both I and 9 are traced in the same direction, relative
to the standard orientation, otherwise we trace 9 in the opposite direction:
1. We traverse I in the direction 11.(- I'll' Iz), where u = 1 or'lL = -1.
2. When changing over to the proper transform 9 of I, the sign of a is
computed for the two corresponding points p of I and PI of 9 at which
we switch.
3. If a > 0, the transform 9 is traversed in the direction 11.(-g1/,gz)i
otherwise, it is traversed in the opposite direction.
The same traversal correlation is established when leaving the vicinity of
the singularity, reestablishing the proper traversal direction on I from the
traversal direction on g.
5 Polynomial Ideals
We present a collection of techniques for symbolic computation with polyno-
mial ideals, based on the concept of Grobner bases, which have many useful
geometric applications.
A surface intersection is naturally described as a set of polynomials. In
the case of implicit surfaces, we have two polynomials:
f(x,y,z) 0
g(x, v, z) :;; 0





However, this description is not unique, since these polynomials can be
replaced by others. Ifa unique algebraic representation of a curve is wanted,
we must consider infinite sets of polynomials, called ideals. Formally, an
ideal generated by the polynomials {hi .. ' I fk} consists of all polynomials
of the form
{hdl + h,h + ... + hkl,}
where the hi are arbitrary polynomials. It is written /[11, ... ,!k].
When given an algebraic curve, the ideal describing it is the set of all
polynomials whose common zeros are the curve points. For example, the
ideal of the unit circle in the x, y plane includes the cylinder! ;:: x2+ y2 -1,
the plane 9 ;:: z, and any polynomial that contains 1 or 9 as a factor. In
this example, the ideal is 1[/, g]. Intuitively, a set of generators suffices to
define unambiguously the space curve.
Generator sets are usually not unique. This fact has been eA-ploited
in a number of surface intersection methods. For example, [17] computes
the intersection of two quadrics ! and 9 by first replacing one of them
with a ruled surface I' ;:: >'1 + p.g, where).. and Jl are suitable numbers,
and then computes p n g. Thus, the generators {!,g} are replaced with
the generators {P,g}. Conceivably, then, some generator sets allow better
intersection algorithms than others, and we should investigate whether there
exist especially 'nice' generator sets.
5.1 Ideal Membership
We seek a solution to the following problem:
Given a polynomial g, is it in the ideal generated by F ;:: {h, ... ,!k},
Le., can it be written in the form 9 = hI II +h2h +... +hkfkl where the hi
are some polynomials.
The problem will be solved by repeatedly rewriting f until f has been
simplified to the point where the original question can be answered by in-
spection. The success of this process depends on specific properties of the
generators.
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5.1.1 Leading Terms and Orderings
We need a notion of 'this polynomial is simpler than that one.' We develop
it from an ordering on terms and by declaring f more complicated than 9
if the most complicated term in f is later in this ordering than the most
complicated term of g.
Let Xl, .•• , x n be the variables of the polynomials. A product of the
form
is a power product. We define a lexicographic ordering, written -<, of the
power products as follows:
2. If 11. -< v then 1LW -< vw for all power products w.
3. If 1L and v are not yet ordered by the above rules, then order them
lexicographically as strings.
For example, with n =2, setting Xl = X and :1:2 = y, we have the following
ordering:
1 -< x -< x 2 -< ... -< xk -< ... -< y -< xy -< x 2y -< ... -< y2 -< xy2 -< ...
Every term in a polynomial 9 consists of a coefficient and a power product.
The term whose power product is largest with respect to the ordering -< is
called the leading term of g, written It(g). The leading term consists of the
leading coefficient, lcf(g), and the leading power product, lpp(g).
Assuming the lexicographic ordering, we say that the polynomial f is
simpler than the polynomial g if lpp(f) -< lpp(g). From now on, we will use
only the lexicographic ordering, although other orderings are possible [7).
5.1.2 Rewriting and Normal Form Algorithms
We are given a polynomial g, and a set of polynomials F = {h, ...,ik}.
We plan to rewrite 9 using the polynomials in F, simplifying it at each
step, until it cannot be further simplified. The rewriting is as followsj let
9 = lcf(g) .lpp(g) + gr and repeat the following steps:
18
1. Find a polynomial f E F such that u· lpp(J) = lpp(g), i.e., lpp(J)
divides lpp(g).
2. Replace 9 with g, =9 - b· u· f, where b = lcf(g)flcf(J).
3. If no such f exists, then stop; 9 is now in normal fonn.
Since all terms in 91 are simpler than the leading term of f. and since the
leading term of f has been cancelled, it follows that 91 is simpler than g.
This also implies that the algorithm will always terminate. Nate that the
algorithm does not necessarily result in a unique normal form. The reason
1s that more than one f could be found in Step 1, leading to very different
sequences of rewriting steps.
As example, let F = {y2 +x2 -l,xy _:1:2 +Ih 9 = 2y3 +x2 _ xy2, and.
let x -<"yo The leading terms are, respectively, y2, xy, and 2y3. We rewrite
9 in the following steps:
2y3 _ xy2 +x 2
= 9 -2y(y' +x' -1)
g,- (-y)(xy-x' +1)
g, - (-3x)(xy-x' + 1)
_ xy2 _ 2x2 y + 2y +x 2
_3x2 y +3y + x 2
3y - 3x3 + x 2 + 3x
The polynomial 93 is a normal form of 9 with respect to F.
5.1.3 Grabner Bases
We would like to use the following method for deciding whether 9 is in the
ideal generated by F:
1. Rewrite 9 using F until we have obtained a normal form g•.
2. If g. = 0, then 9 is in the ideal generated by F. Otherwise, 9 is not in
the ideal.
The problem with this algorithm is that the conclusion '9 is not in the ideal'
is in doubt: Since there may be different sequences to rewrite g, we are
not assured that all yield the same normal form. Fortunately, there always
exists a set G of polynomials that generates the same ideal as F and that
has the property that OUT algorithm above is correct. Such a set is called a
Grabner Base of the ideal I[F].
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There are several standard algorithms for constructing a Grabner base
from a given set F. Technically, they all rewrite the input polynomials,
simplifying them and adding certain polynomials that are, roughly speaking,
least common multiples of the input polynomials. The time required to find
the Grabner base varies a great deal, and we give some figures later on.
For example, consider the ideal. generated by
F = U"f,} = {(x -1)' +y' -2,(x+ 1)' +y' -2}
where z -< y. We ask whether z - y is in the ideal generated by F. The
Grabner base for the ideal. is
G= {-x,y' -I}
The normal form of z - y is y, hence z - y is not in the ideal. generated by
F. On the other hand, G implies that the points in which the two circles
II = 0 and h = 0 intersect are just the intersection points of the line x = 0
with the two paraJIellines (y -1)(y +1) = o.
5.2 Solving Algebraic Equations with Grabner Bases
Grabner bases can be used to solve systems of algebraic equations. The key
to this application is contained in the following theorem [7]:
Theorem: Let F be a set of polynomials in the variables Xl, "', X n, and G
a Grabner base for the ideal generated by F with respect to the lexicographic
ordering based on Xl -< ... -< X n . Then, for all i, the polynomials of the base
G that do not contain the variables Xi, ..•, Xn generate all polynomials in the
ideal I[F] that do not contain the variables Xi, .... , X n •
This theorem implies, roughly, that a Grabner base is a triangular system
of polynomial equations. We use it as follows to solve the system F = {It =
0, ..., II: = O} of algebraic equations.
1. Construct a Grabner base G for I[F].
2. If 1 E G, then stop: F does not have any solution.
3. If G does not contain a univariate polynomial in Xl then stop: The
solution to F does not consist of a finite set of points.
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4. Let 91 be a polynomial oflowest degree in Xl only, and let Xl = {aj}
be the roots of 91.
5. Find a polynomial 92 in G, with simplest leading term, and consider
92(aj), obtained by substituting each root aj for Xl in 92. 92(aj) is a
polynomial in X2 only, and we find its roots Pj,f. For each aj E Xl, we
thus obtain several roots Pj,l.
6. We next find a trivariate polynomial, in X10 X2, and X3, with simplest
leading term, and substitute all combinations (aj, {3j,l) for Xl and X2,
followed by solvjng for X3. This is repeated until we have found all
assignments to the Xl, ••. , X n • Each complete assignment is a solution
of the system.
We illustrate this algorithm with two examples.
Example 1: We compute the intersection of the three circular cylinders
x 2 +y2_1 0
x 2 +Z2 _ 1 = 0
y2+ z2_1 = 0
assuming x -< y -< z. The Grabner base is
{x2 _ 2,y2 _ 2,Z2 - 2}
This system is especially simple since it is diagonal. The roots of the first
polynomal are x = ±1/v'2. Substitution into later equations is not neces-
sary, and the roots of the second and third equation are y = ±1/V'i and
z = ±1/V2. So, we have eight different solutions, given by the eight combi-
nations of solutions to the three equations.
Example 2: Consider the cubic curve f = 28y3 +26xy2+28V2+7x2V+
16xV +7V +x 3/2 + 3x/2. We find its singular points by solving the system
{f =0,/. = o,t, = OJ
where f:x: and fy are the partials by x and V, respectively. 'With the ordering
y -< x we obtain the Grabner base
{2y+1,xj
Hence f has one singular point, at (0, -1/2).
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5.3 Applications of Grobner Bases to Elimination and In-
version
In general, the conversion between implicit and parametric surface represen-





then its implicit form can be determined by elimination ofsand t. Sederberg
[24] advocates the use of resultants to do the elimination. The difficulty is
that a resultant computes a projection, and therefore introduces extraneous
factors. For polynomial functions hi, the Grobner base approach achieves
simultaneously the elimination of sand t, as well as a surface inversion. We
demonstrate the procedure with an example.




The elimination approach, with the Sylvester resultant, proceeds by elimi-





xt2 - yt o
.-
Next, t is eliminated from the two equations 50 derived:
• -y 0 0
0 • -y 0 =x 6 _ x 2y2z =0-z 0 .' 0
0 -z 0 .'
We thus obtain the implicit equation
x2(x4 _ y2z) = 0
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The factor x 2 is superfluous and should be deleted.
We now construct the Grabner base for this surface, using
Ordering the variables z -< y -< x -< t -< 5, we obtain the Grabner base
G = { x4 - y2 z ,
tx - y,
tyz - x 3 ,
t2z_x2 ,




In G, the first polynomial, x 4 - y2 z, is the implicit surface form. Note the
absence of extraneous factors. Polynomials tx - y and 5Y - x 2 are the first
polynomials in the base that introduce the variables t and 5, respectively.
They provide an inversion of the surface, that is, given a point (z,y,z) on
the surface, we can determine its parametric coordinates (5, t) from these
polynomials. Moreover, the linearity of these two polynomials in t and 5
implies that the surface parameterization is faithful, that is, to each point
(x,y,z) there corresponds only one point (s, t) in parameter space.
5.4 Complexity
Construction of a Grabner base is a potentially time consuming process.
We give below the timings for several experiments done on a Symbolics
3650 Lisp machine using the Grobner base implementation provided with
Macsyma 412.45. The first set of experiments demonstrates that the running
time for the Grobner base construction is sensitive to the variable ordering
used. Consider the cubic function in Example 2 above. Construction of
the Grobner base took 0.226 sec with the variable ordering y -< x, yielding
{2y + l,z} as base. With x -< y, the algorithm took 0.402 sec, yielding
{-" -2y - I}.
Grabner base algorithms assume exact arithmetic and are therefore im-
plemented using ra.tional numbers. Much of the observed time can depend
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on the size of the rationals manipulated. Consider again the three cylin·
der intersection of Example 1 above. For constructing the Grabner base we
order the variables :z: -< y -< z. Then the base construction takes 0.09 sec.
Next, we rotate the cylinders, about the z axis by an arc of 1, then about
the :z: axis by an arc of 1/2, and finally, again about the z axis by an arc
of 1, and construct the Grabner base for the cylinders in the new position.
Now the computation takes 405 sec, i.e., 5000 times as long as in the first
position, yielding the base:
G, = {h,(x). y - h,(x).z - h3(xn
-where hI has degreeS, and h2 and h3 both have degree 7. The longer running
time is largely due to the huge rationals involved that have enumerators and
denominators with a magnitude of about 10700•
6 Mapping Surface Intersections to Plane Curves
A general approach to surface intersection evaluation is to map the surface
intersection to a plane curve g(u,v) = O. The approach is appealing for a
number of reasons. For one, we have seen in Section 4 that plane curves
can be traced through singularities. So far, an analogous process for surface
intersections does not exist due to the need to map simultaneously both
intersecting surfaces. Note, however, that certain singularities can be treated
by locally approximating both surfaces with degree two approximants [20].
On the other hand, the approach has a number of difficulties that cause
problems. These include the cost of constructing the map, inaccuracies that
might arise in the substitution process, and, finally, the high degree of g,
that is in general the product of the surface degrees and leads to numerical
difficulties. We discuss several techniques that can be applied in various
situations. None of them avoid all the problems mentioned.
6.1 Substitution Maps
In substitution maps we attempt to substitute the parametric form of one
surface into the implicit form of the other, thereby obtaining a plane curve
in the parameter space of the first surface. If we intersect a parametric
with an implicit surface, the cost of constructing the map is just the cost
24
of doing the substitution. Otherwise, we need to add the cost of converting
the representation of one of the surfaces from parametric to implicit, or vice
versa. In general, the cost of the representation conversion will dominate.
6.1.1 Intersecting two Parametric Surfaces
When intersecting two parametric surfaces, we must implicitize one of them.
Implicitization is always possible, and can be done either by resultant com~
putations or by Grabner base techniques. The resultant based computations
might be somewhat faster, but suffer from the extraneous factor problem.
If the implicitized surface is
f(x,y,x) = 0




then the plane algebraic curve is
g(u,v) = f(h1(u,v),h,(u, v), h3(u,v)) = 0
We can then trace g = 0 in the u, v space, and map each point via. the
rational functions hi. See also [12].
6.2 Intersecting two Implicit Surfaces
When intersecting two implicit surfaces, one of them must be parameterized.
Unfortunately, not every implicit surface possesses a rational parametric
fonn, so this approach needs to be modified. It is known that the intersection
of two implicit surfaces always lies on a parameterizable surface; [26, 16].
That is, given the surfaces
f(x,y,z) = 0
g(z,y,z) 0
there is a surface
h(x,y,z) = hI! + h,g =0
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that is parameterizable and contains the intersection of f and g. Moreover,
the computation for obtaining h is simple, as is its parameterization. Note
that h will be a monoid, that is, a surface of degree n with a singular point
of order n - 1.
We describe the derivation of h. First, we homogenize f and g, obtaining
F(w,x, y, z) and G(w,x, y, z). As long as w 1: 0, the curve FnG is identical
to f n g. We select one of the variables as main variable, and rewrite F and
G as polynomials in thls variable, say w:
F = unwn + Un_IWn - 1 +... + 'UIW +Uo
G nl n' I= Vn'W +Vn'_IW - +···+VIW+VO
Without loss of generality we may assume that n ~ n' > 1, and determine
the polynomials
F n n'G FI UnW - - Vn'
G. = (uoG - voF)/w
Note that both F I and GI contain the intersection curve of F and G.
Both FI and GI have degree at most n - 1 in w. IT one of them is
linear in w, then we stoPi we have found the desired surface. If neither is
linear, then we repeat the calculation using FI and GI in place of F and G.
Since at each step the maximum degree in w is lowered by at least one, the
computation derives the desired monoid equation after at most n steps, in
the form
wHm_l(x,y,z) +Hm(x,y,z) = 0
Thls surface is parameterized by




This parameterization is projective, that is, (u,v,s) are the coordinates of
a two·dimensional projective parameter space. The parametric forms are
now substituted into the equation of G and give the desired plane curve, in
homogeneous form, which is then dehomogenized and is the desired plane
curve.
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We illustrate the method with an example. Consider the intersection
curve of the cylinder f = z2 + (z + 1)2 - 1 = a and the sphere 9 = x2 +
y2 + (z - 2)2 - 4 = O. Homogenizing, we obtain F = Z2 + z2 +2zw and
G = z2 + y2 + z2 +4zw. The intersection curve is an irreducible degree 4
space curve with a nodal singularity at the origin. We select z as the main
variable. Accordingly, we compute
Fl G-F=y2+2zw
G, = [(x' + y')F - x'G]/z = y'z +2(y' - x')w





Substitution into G yields the plane curve
114 + 411.2(s2 _ 112 ) = a
Dehomogenizing with 11. =1 yields 114 - 4(S2 - v2) = O.
This example is very favorable because the degree of the pla.ne curve
is the minimum degree possible. In general, this method will introduce
extraneous factors and yield plane curves of higher degree than needed.
6.3 Projection Methods
The second general approach to mapping a space curve to a plane curve is by
projection. In principle, the construction of these maps is straightforward,
although computation intensive. The main problem, however, is that the
point from which to project must be carefully chosen: A poorly chosen point
will result in a map that cannot be inverted. Such a projection map would
not permit mapping the points of the plane curve back to space curve points,
so that the plane curve trace would yield no information.
In 13], a method for projecting implicit surface intersections to plane
algebraic curves is proposed. It assumes that the two surfaces intersect
transversally, i.e., that the surface gradients are linearly independent, and
that the curve itself is irreducible. In that case, a good projection point can
be chosen by the following computation:
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1. Transform the surface equations by a general linear transformation
with symbolic coefficients.
2. Project the intersection by a resultant computation.
3. Choose randomly numeric values for the coefficients and verify that
the projection does not degenerate.
Note that Step 3 succeeds with probability one, since the failing assignments
correspond to projection directions that lie on a cylinder whose base line is
the space curve.
In [3], the method is applied to testing whether a space curve is rational,
Le., whether it has a rational parameterization. Since a projection map must
preserve this property, rationality can be tested equivalently by testing the
plane curve, [2]'
In [14}, a different method is proposed for projecting implicit surface
intersections to plane algebraic curves. It removes the requirement that the
two surfaces must intersect transversally in an irreducible space curve, and
is based on a classical theorem that says that all but finitely many points
on a line are good projection points provided the line does not intersect the
space curve. Hence, there are two parts to the algorithm:
1. Find a suitable line.
2. Pick a point on it that works.
The first part is done constructively, showing that specific choices will work.
The second part requires first formulating the projection equations symboli-
cally, from a point X on the line, and then assigning a value to its coordinates
that yields a certain square-free polynomial.
An interesting aspect of the algorithm is that various questions about the
curve structure can be answered with additional computation. For example,
the equation of the plane curve will contain information about the irreducible
components of the surface intersection.
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