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1 Introduction
Let $E$ be a locally convex topological vector space over $\mathbb{R}$ , let $K$ be a closed convex
cone in $E$ , and assume $K$ is pointed, that is, $K\cap(-K)=\{\theta\}$ where $\theta$ is the null
vector of $E$ . We define an order relation $\leq$ on $E$ by
$x,$ $y\in E$ , $x\leq y\Leftrightarrow^{def}y-x\in K$.
For a given set-valued map $F$ from a set $X$ to $E$ , we consider the following set-
valued optimization problem:
(P) Minimize $F(x)$ subject to $x\in X$ .
When we consider the set-valued problem (P), there are two types criteria. One
is the criterion in vector optimization: the criterion of solutions is based on com-
parisons of all elements of all values of $F$ , and the solution of vector optimization
(VP) is an element $x_{0}\in X$ satisfying the condition: there exists $y0\in F(x_{0})$ such
that
$x\in X,$ $y\in F(x),$ $y\leq y0\Rightarrow y0\leq y$ , or $(y0-K) \cap\bigcup_{x\in X}F(x)=\{yo\}$ .
The other criterion is called ‘set optimization,’ which introduced by the author,
see [3, 6]. A solution of set optimization is an element $x_{0}\in X$ satisfying the
following condition:
$x\in X,$ $F(x)\preceq F(x_{0})\Rightarrow F(x_{0})\preceq F(x)$ ,
where $\preceq$ is a certain binary relation on $2^{E}$ . This criterion is based on comparisons
of sets, values of $F$ , with respect to $\preceq$ . For example, we can consider the following
six natural set relations: for given $A,$ $B\subset E,$ $A\preceq B$ means,
(1) $\forall x\in A,$ $\forall y\in B,$ $x\leq y$ ;
(2) $\exists x\in A$ such that $\forall y\in B,$ $x\leq y$ ;
(3) $\forall y\in B,$ $\exists x\in A$ such that $x\leq y$ ;
(4) $\exists y\in B$ such that $\forall x\in A,$ $x\leq y$ ;
(5) $\forall xEA,$ $\exists yEB$ such that $x\leq y$ ;
(6) $\exists x\in A,$ $\exists y\in B$ such that $x\leq y$ .
In this paper, set relations $\leq_{K}^{l}$ on $2^{E}$ are defined as follows: for $A,$ $B\in 2^{E}$ ,
$A\leq_{K}^{l}B\Leftrightarrow^{def}c1(A+K)\supset B$ $cf$. $(S)$
and we observe the following notions of solutions:
Deflnition 1. An element $x0\in X$ is said to be a minimal solution of $(SP)$ if
$x\in X,$ $F(x)\leq^{l}\kappa^{F(x_{0})}\Rightarrow F(x_{0})\leq_{K}^{l}F(x)$ .
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In this paper, we consider first order optimality conditions of the set-valued
optimization problem (SP). To the purpose, we introduce an embedding space into
which our minimization problem (SP) is embedded in Section 2, and we define a
notion of directional derivative for set-valued maps in Section 3. In Section 4,
we give some results about necessary and sufficient optimality conditions by the
derivatives.
2 An embedding space
A subset $A$ of $E$ is said to be K-convex if $A+K$ is convex, and $A$ is said to be
$K^{+}$ -bounded if $\langle y^{*},$ $A\rangle$ is bounded from below for any $y^{*}\in K^{+}$ , where $K^{+}$ be the
positive polar cone of $K$ , that is
$K^{+}=\{y^{*}\in E^{*}|\langle y^{*}, k\rangle\geq 0,\forall k\in K\}$ .
Let $\mathcal{G}$ be the family of all nonempty K-convex and $K^{+}$ -bounded subset of $E$ . In
this section, we introduce a process of construction of a normed space $\mathcal{V}$ into which
$\mathcal{G}$ is embedded. All results in this section, see [5].
At first, we introduce an equivalence relation $\equiv$ on $\mathcal{G}^{2}$ : for each $(A, B)$ ,
$(C, D)\in \mathcal{G}^{2}$ ,
$(A, B)\equiv(C, D)\Leftrightarrow^{def}c1(A+D+K)=$ cl$(B+C+K)$ .
We denote the quotient space $\mathcal{G}^{2}/\equiv$ by $\mathcal{V}$ , that is
$\mathcal{V}=\{[A, B]|(A, B)\in \mathcal{G}^{2}\}$ ,
where $|A,$ $B]=\{(C, D)\in \mathcal{G}^{2}|(A, B)\equiv(C, D)\}$ . Define addition and scalar
multiplication on the quotient space $\mathcal{V}$ as follows:
$[A,$ $B|+[C, D]=[A+C, B+D]$ ,
$\lambda\cdot[A, B]=\{\begin{array}{ll}[\lambda A, \lambda B] if \lambda\geq 0[(-\lambda)B, (-\lambda)A] if \lambda<0.\end{array}$
Then $(\mathcal{V}, +, \cdot)$ is a vector space over $\mathbb{R}$ . Also let
$\mu(K)=\{[A,$ $B|\in \mathcal{V}|B\leq lKA\}$ ,
then $\mu(K)$ is a pointed convex cone in $\mathcal{V}$ . Now we define order relation $\preceq_{\mu(K)}$ , or
simply $\preceq$ , on $\mathcal{V}$ as follows:
$[A, B]\preceq_{\mu(K)}[C,$ $D|\Leftrightarrow^{def}[C,$ $D|-[A,$ $B|\in\mu(K)$ .
Then, $(\mathcal{V},$ $+,$ $\cdot,$ $\preceq_{\mu(K)})$ is an ordered vector space over $\mathbb{R}$ . Let a function $\varphi$ from
$\mathcal{G}$ to $\mathcal{V}$ by




for any $A,$ $B\in \mathcal{G}$ . By using this function $\varphi$ , our set optimization problem (SP) is
regarded as a vector optimization problem, that is, when $F$ is a map from $X$ to
$\mathcal{G},$ $x_{0}\in E$ is a minimal solution of (SP) if and only if
$\varphi\circ F(X)\cap(\varphi\circ F(x_{0})-\mu(K))=\{\varphi\circ F(xo)\}$ .
Finally we introduce a norm . $|$ in $\mathcal{G}^{2}/\equiv$ . Let $W$ be a base of $K^{+}$ , that is $\mathbb{R}_{+}W=K$ ,
and $\theta^{*}\not\in W$ . For each $[A, B]\in \mathcal{V}$ ,
$|[A,$
$B||= \sup_{y\in W}|$
$inf\langle y^{*},$ $A\rangle$ - $inf\langle y^{*},$ $B\rangle|$ ,
is well-defined, and let $\mathcal{V}(W)=\{[A,$ $B|\in \mathcal{V}||[A,$ $B||<\infty\}$ , then we can see
$(\mathcal{V}(W), )$ is a normed vector space, and $\mu(K)$ is closed in $(\mathcal{V}(W), |\cdot|)$ .
3 A directional derivative of set-valued maps in set
optimization
In the rest of the paper, assume that $X$ is a convex set of a normed space $(Z, \Vert\cdot\Vert)$
over $\mathbb{R},$ $W$ is a closed base of $K^{+},$ $\mathcal{V}=\mathcal{V}(W)$ , that is $|[A,$ $B||<\infty$ when $[A,$ $B|\in \mathcal{V}$ ,
and $F$ : $Xarrow \mathcal{G}$ . About all results of the rest of the paper, see [7].
Deflnition 2. Let $x\in X$ and $d\in Z$ .
$CF(x, d)=\{[A, B]\in \mathcal{V}|\exists\{\lambda_{k}\}\downarrow 0s.t$ . $\frac{1}{\lambda_{k}}[F(x+\lambda_{k}d),$ $F(x)|arrow[A,$ $B|\}$
is said to be $\mathcal{V}$ -directional denvative clusters of $F$ at $x$ in the direction $d$ . If
$CF(x, d)$ is a singleton, then the element is written by $DF(x, d)$ and called $\mathcal{V}-$
directional deiivative of $F$ at $x$ in the direction $d$, and $F$ is said to be $\mathcal{V}$-directional
differentiable at $x$ in the direction $d$ .
Example 1. Let $F:\mathbb{R}arrow 2^{\mathbb{R}^{2}}$ be a set-valued map defined by
$F(x)=co\{(|x|, -|x|+1), (-|x|+1, |x|)\}$ , $\forall x\in \mathbb{R}$,
and let $K=\mathbb{R}_{+}^{2}=\{(x_{1},x_{2})|x_{1}, x_{2}\geq 0\}$ . Then $F$ is $\mathcal{V}$-directional differentiable
in the any dioection $d\in \mathbb{R}$, for example, when $x_{0}=0$ ,
$DF(x_{0}, d)=[\{(0,0)\},$ $|d|$ co$\{(1, -1), (-1,1)\}|$ , $\forall d\in \mathbb{R}$ ,
when $0<x_{0}< \frac{1}{2}$ ,
$DF(x_{0}, d)=\{\begin{array}{ll}[\{(0,0)\}, |d| co\{(1, -1), (-1,1)\}], if d\geq 0,||d| co \{(1, -1), (-1,1)\}, \{(0,0)\}], if d<0,\end{array}$
and when $x_{0}=\Sigma^{1}$ ,
$DF(x_{0}, d)=[|d| co\{(1, -1), (-1,1)\}, \{(0,0)\}]$ , $\forall d\in \mathbb{R}$ .
Example 2. A set-vdued map $F:Xarrow 2^{E}$ defined by
$F(x)=g(x)+ \sum_{:\in I}r_{i}(x)A_{i}$ , $x\in X$ ,
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where $g$ is a function from $X$ to $E$ which is directional differentiable at $x_{0}\in X$ ,
I is a nonempty finite set, and for each $i\in I,$ $r_{i}$ is a function $fl\mathfrak{v}mX$ to $(0, \infty)$
which is directional differentiable at $x_{0}\in X$ , and $A_{i}\in \mathcal{G}$ . Then $F$ is $\mathcal{V}$ -directional
differentiable at $x_{0}$ for each direction $d\in Z$ , and we have,
$DF(x_{0}, d)$ $=$
$[g’(x_{0}, d), \{\theta\}]+\sum_{i\in I}r_{i}’(x_{0}, d)[A_{i}, \{\theta\}]$
$=$
$g’(x_{0}, d)+ \sum_{i\in I_{+}(d)}r_{\mathfrak{i}}’(x_{0}, d)A_{i},$ $- \sum_{i\in I-(d)}r_{i}’(x_{0}, d)A$
where $I_{+}(d)=\{i\in I|r_{i}’(x_{0}, d)>0\}$ and $I_{-}(d)=\{i\in I|r_{i}’(x_{0}, d)<0\}$ .
4 Optimality conditions of a set optimization problem
In this section we observe necessary and sufficient optimzality conditions of solu-
tions of (SP). At first, we define weak minimal solutions of (SP). To the purpose,
we introduce a binary relation $<_{K}^{l}$ on $\mathcal{G}$ : for $A,$ $B\in \mathcal{G}$ ,
$A<^{l}KB\Leftrightarrow^{def}\exists V\subset E$ : a neighborhood of $\theta$ such that $A+K\supset B+V$.
Proposition 1. For any $A,$ $B\in \mathcal{G},$ $[A, B]\in$ Int$\mu(K)$ implies $B<^{l}\kappa A$ , where
Int$\mu(K)$ is the set of all interior points utth respect to (V, $\cdot$ ).
Deflnition 3. An element $x_{0}\in X$ is said to be a weak minimal solution of $(SP)$
if
$\beta x\in Xs.t$. $F(x)<_{K}^{l}F(x_{0})$ .
Also we define local solutions of (SP).
Deflnition 4. An element $x_{0}\in X$ is said to be, a local minimal solution of $(SP)$
if there eststs $N$ a neighborhood of $x_{0}$ such that
$x\in N\cap X,$ $F(x)\leq_{K}^{l}F(x_{0})\Rightarrow F(x_{0})\leq_{K}^{l}F(x)$ ,
a local weak minimal solution of $(SP)$ if there eststs $N$ a neighborhood of $x_{0}$ such
that
$\beta x\in N\cap Xs.t$ . $F(x)<^{l}KF(x_{0})$ .
Now we have a result of a necessary condition of local weak optimality of (SP).
Theorem 1. If $x_{0}$ be a local weak minimal solution of $(SP)$ of $F$ , then we have
$CF(x_{0}, x-x_{0})\cap$ (-Int $\mu(K)$ ) $=\emptyset$ , $\forall x\in X$ .
Also we have a result of a sufficient condition of local optimality of (SP).
Theorem 2. Assume that $Z$ is a finite dimensional space, and $F$ is $\mathcal{V}$-directional
derivative at $x_{0}\in X$ in each direction. Moreover, we assume that
$DF(x0, d)= \lim_{t\downarrow 0}\frac{1}{\lambda}[F(x_{0}+\lambda d), F(x_{0})]$
$\omega nverges$ uniformly and continuous unth respect to $d$ on the unit ball. If
$DF(x_{0}, d)\not\in-\mu(K)$ , $\forall d\in T_{X}(x_{0})\backslash \{\theta\}$ ,
then $x_{0}$ is a local minimal solution of $(SP)$ .
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Example 3. We discuss Example 1, in the standpoint of the above optimality
conditions. At first, we can check easily that no (global) minimal, and no (global)
weak minimal solution of $(SP),$ $0$ is the only local minimal solution of $(SP)$ , and
for each $x\in \mathbb{R},$ $x$ is a local weak minimal solution of $(SP)$ .
When $x_{0}=0,$ $DF(x_{0}, d)\in-\mu(K)$ holds if and only if
$\mathbb{R}_{+}^{2}\supset|d|co\{(1, -1), (-1,1)\}$ ,
but it does not hold when $d\neq 0$ . $Rvm$ Theorem 2, we have $x_{0}$ is a local minimal
solution of $(SP)$ . Also when $0<x_{0}< \frac{1}{2},$ $DF(x_{0}, d)\in-\mu(K)$ holds if and only if
$\{\begin{array}{ll}\mathbb{R}_{+}^{2}\supset|d| co \{(1, -1), (-1,1)\}, if d\geq 0,\mathbb{R}_{+}^{2}+|d| co \{(1, -1), (-1,1)\}\ni(0,0), if d<0.\end{array}$
and $\mathbb{R}_{+}^{2}+|d|$ co$\{(1, -1), (-1,1)\}\ni(0,0)$ is always true when $d<0$ . This is
consistent with Theorem 2, since $x_{0}$ is not local minimal solution. Moreover,
$DF(x_{0}, d)\in-$Int$\mu(K)$ holds if and only if
$\{\begin{array}{ll}(0, \infty)^{2}\supset|d| co \{(1, -1), (-1,1)\}, if d\geq 0(0, \infty)^{2}+|d| co \{(1, -1), (-1,1)\}\ni(0,0), if d<0\end{array}$
does not hold for each $d\in \mathbb{R}$ . This is also consistent with Theorem 1, since $x_{0}$ is
a local weak minimal solution of $(SP)$ .
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