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Abstract Genetic programming has now been used to produce at least 76
instances of results that are competitive with human-produced results. These
human-competitive results come from a wide variety of fields, including quantum
computing circuits, analog electrical circuits, antennas, mechanical systems, con-
trollers, game playing, finite algebras, photonic systems, image recognition, optical
lens systems, mathematical algorithms, cellular automata rules, bioinformatics,
sorting networks, robotics, assembly code generation, software repair, scheduling,
communication protocols, symbolic regression, reverse engineering, and empirical
model discovery. This paper observes that, despite considerable variation in the
techniques employed by the various researchers and research groups that produced
these human-competitive results, many of the results share several common fea-
tures. Many of the results were achieved by using a developmental process and by
using native representations regularly used by engineers in the fields involved. The
best individual in the initial generation of the run of genetic programming often
contains only a small number of operative parts. Most of the results that duplicated
the functionality of previously issued patents were novel solutions, not infringing
solutions. In addition, the production of human-competitive results, as well as the
increased intricacy of the results, are broadly correlated to increased availability of
computing power tracked by Moore’s law. The paper ends by predicting that the
increased availability of computing power (through both parallel computing and
Moore’s law) should result in the production, in the future, of an increasing flow of
human-competitive results, as well as more intricate and impressive results.
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1 Introduction
The goal of getting computers to automatically solve problems is central to artificial
intelligence, machine learning, and the broad area of research encompassed by what
Alan Turing called ‘‘machine intelligence’’ [1, 2].
As early as 1948, Turing recognized the possibility of employing the processes of
natural selection and evolution to achieve machine intelligence. In his essay
‘‘Intelligent Machines,’’ Turing [1] identified three approaches for creating
intelligent computer programs.
The first approach was a logic-driven search. Turing’s interest in this approach is
not surprising in light of Turing’s own pioneering work in the 1930s on the logical
foundations of computing.
The second approach for achieving machine intelligence was what Turing called
a ‘‘cultural search’’ in which previously acquired knowledge is accumulated, stored
in libraries, and brought to bear in solving a problem—the approach taken by
subsequent work in the field of knowledge-based expert systems.
The third approach that Turing identified in 1948 for achieving machine
intelligence is:
‘‘… the genetical or evolutionary search by which a combination of genes is
looked for, the criterion being the survival value.’’
In his 1950 paper ‘‘Computing Machinery and Intelligence,’’ Turing described
how evolution and natural selection might be used to automatically create an
intelligent computer program [2].
‘‘We cannot expect to find a good child-machine at the first attempt. One must
experiment with teaching one such machine and see how well it learns. One
can then try another and see if it is better or worse. There is an obvious
connection between this process and evolution, by the identifications
‘‘Structure of the child machine = Hereditary material’’
‘‘Changes of the child machine = Mutations’’
‘‘Natural selection = Judgment of the experimenter’’
Thus, Turing correctly perceived in 1948 and 1950 that machine intelligence
might be achieved by an evolutionary process in which a description of a computer
program (the hereditary material) undergoes progressive modification (mutation)
under the guidance of natural selection (i.e., selective pressure in the form of what is
today usually called ‘‘fitness’’ by practitioners of genetic and evolutionary
computation). However, Turing did not envision a population of entities being
involved in the search process or any analog of sexual recombination.
In the 1975 book Adaptation in Natural and Artificial Systems, John Holland
formalized the notion of ‘‘combination[s] of genes’’ and employed a population of
entities in a genetic search [3].
Genetic programming is an extension of John Holland’s genetic algorithm to the
domain of computer programs. Specifically, genetic programming breeds an ever-
improving population of programs by iteratively transforming a population of
computer programs into a new generation of programs using the Darwinian
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principle of natural selection and analogs of naturally occurring genetic operations
such as recombination (crossover), mutation, gene duplication, gene deletion, and
mechanisms of developmental biology [4–15].
The main points of the 1992 book Genetic Programming: On the Programming
of Computers by Means of Natural Selection [6] were that
• Virtually all problems in artificial intelligence, machine learning, adaptive
systems, and automated learning can be recast as a search for a computer
program.
• Genetic programming provides a way to successfully conduct the search for the
desired computer program in the space of computer programs.
Genetic programming developed from the seminal work of numerous researchers
in the 1970s and 1980s. Holland [3] discussed the possibility of using the genetic
algorithm to evolve sequences of assembly code. In 1978, Holland also proposed a
broadcast language in which the genetic algorithm operated on structures more
complex than fixed-length character strings. Holland and Reitman [16, 17]
introduced the genetic classifier system in which sets of if–then logical production
rules were evolved by means of a genetic algorithm. In 1980, Stephen F. Smith [18]
introduced the variable-length genetic algorithm and applied it to populations
consisting of a hierarchy of if–then rules. In particular, Smith introduced a crossover
operation for populations of if–then rules. In an often-overlooked 1981 paper,
Forsyth [19] introduced an innovative system called BEAGLE (Biological
Evolutionary Algorithm Generating Logical Expressions) in which logical expres-
sions were evolved in an evolutionary process. In the mid-1980s, Nichael Cramer
[20] described innovative experiments in program induction employing Smith’s
crossover operation [18]. Hicklin (a student of John Dickinson at the University of
Idaho) described a system with mutation and reproduction of computer programs
[21]; Fujiki (another of Dickinson’s students) applied all genetic operations
(including a crossover operation) to logical programs [22]; Fujiki and Dickinson
performed induction of if–then clauses for playing the iterated prisoner’s dilemma
game [23]; Antonisse and Keller applied genetic methods to higher-level
representations [24]; and Bickel and Bickel applied genetic methods to if–then
expert system rules [25].
Since this early research in genetic programming, the field has grown
significantly, and work in the field of genetic programming is regularly reported
in numerous publications and conferences, including the journal Genetic Program-
ming and Evolvable Machines; the journal IEEE Transactions on Evolutionary
Computation; the annual Genetic and Evolutionary Computation Conference
(GECCO) [26] combining the former Genetic Programming Conference held
between 1996 and 1998 [27–29] and the former International Conference on
Genetic Algorithms held between 1985 and 1997 [30]; the annual Euro-Genetic
Programming conference [31]; the annual Genetic Programming Theory and
Applications workshop [32]; the Asia–Pacific Workshops on Genetic Programming
[33]; edited collections of papers such as the three Advances in Genetic
Programming books [34–36]; and in various other journals and conferences in
the field of genetic and evolutionary computation. In addition, applications of
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genetic programming appear in publications devoted to the subject matter of the
work. Additional sources of information about genetic programming, including
links to available software for implementing genetic programming, can be found at
www.genetic-programming.org and at the Genetic Programming bibliography at
http://www.cs.bham.ac.uk/*wbl/biblio
The aim of the field of machine intelligence is, to paraphrase Arthur Samuel [37]
from the 1950’s:
‘‘How can computers be made to do what needs to be done, without being told
exactly how to do it?’’
The criterion for success for the field of machine intelligence is often couched in
terms of comparisons with results produced by humans. For example, Samuel [38]
stated in 1983,
‘‘The aim [is] to get machines to exhibit behavior, which if done by humans,
would be assumed to involve the use of intelligence.’’
We say that a result produced by an automated method of machine intelligence is
‘‘human-competitive’’ if it satisfies one of the following eight criteria [13]:
(A) The result was patented as an invention in the past, is an improvement over a
patented invention, or would qualify today as a patentable new invention.
(B) The result is equal to or better than a result that was accepted as a new scientific
result at the time when it was published in a peer-reviewed scientific journal.
(C) The result is equal to or better than a result that was placed into a database or
archive of results maintained by an internationally recognized panel of
scientific experts.
(D) The result is publishable in its own right as a new scientific result —
independent of the fact that the result was mechanically created.
(E) The result is equal to or better than the most recent human-created solution to
a long-standing problem for which there has been a succession of increasingly
better human-created solutions.
(F) The result is equal to or better than a result that was considered an
achievement in its field at the time it was first discovered.
(G) The result solves a problem of indisputable difficulty in its field.
(H) The result holds its own or wins a regulated competition involving human
contestants (in the form of either live human players or human-written
computer programs).
Table 1 shows 76 instances of work (of which the author is currently aware)
where genetic programming has produced a result that can be called ‘‘human
competitive’’ in accordance with the above criteria. As can be seen, these 76 results
come from a wide variety of fields, including quantum computing circuits, analog
electrical circuits, antennas, mechanical systems, controllers, game playing, finite
algebras, photonic systems, image recognition, optical lens systems, mathematical
algorithms, cellular automata rules, bioinformatics, sorting networks, robotics,
assembly code generation, software repair, scheduling, communication protocols,
symbolic regression, reverse engineering, and empirical model discovery.










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































264 Genet Program Evolvable Mach (2010) 11:251–284
123
In Table 1, there are 31 instances (shown in column 5) where the human-
competitive result was recognized by the annual Human Competitive Awards program
(www.human-competitive.org) started in 2004 at the Genetic and Evolutionary
Computation Conference (GECCO). Note that there are 77 items the table because the
prize award recognized by item 41 is subsumed by other items in the table.
In addition, there are 31 instances (shown in column 6 of Table 1) where the
human-competitive result produced by genetic programming duplicated the
functionality of a previously patented invention, infringed a previously issued
patent, or created a patentable new invention. These include one instance where
genetic programming has created an entity that either infringes or duplicates the
functionality of a previously patented 19th-century invention, 21 instances where
genetic programming has done the same with respect to previously patented 20th-
century inventions, 7 instances where genetic programming has done the same with
respect to previously patented 21st-century inventions, and two instances where
genetic programming has created a patentable new invention [13, 66]. The first
invention of these patentable new inventions covers improved tuning rules for PID
(proportional, integrative, and derivative) controllers. The second is for general-
purpose (non-PID) controllers that outperform controllers based on the widely used
Ziegler-Nichols tuning rules [117] and the A˚stro¨m-Ha¨gglund tuning rules [118].
Despite considerable variation in representation and techniques employed by the
various research groups that produced the work shown in Table 1, many of these
human-competitive results shared several common features.
• Developmental genetic programming was used to produce many of the results
(Sect. 2).
• Native representations were used to produce many of the results (Sect. 3).
• The best individual in early generations often contains only a very small number
of operative parts (Sect. 4).
• Most of the results that duplicated the functionality of previously issued patents
were novel solutions (Sect. 5).
• The production of human-competitive results, as well as the increased intricacy
of the results, are broadly correlated to increased availability of computing
power suggested by Moore’s law (Sect. 6).
Section 7 discusses future possibilities for producing additional human-compet-
itive results using genetic programming in line with the increased availability of
computing power tracked by Moore’s law and made possible through parallel
computing.
2 Developmental genetic programming
Many of the human-competitive results in Table 1 were produced using runs of
genetic programming that employed a developmental process. Examples include
work on design of
• quantum computing circuits by Spector [71] and his colleagues,
• antennas by Lohn, Hornby, and Linden [69, 70],
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• mechanical systems by Lipson [74, 75],
• analog electrical circuits by Koza, Bennett, Andre, Keane, Streeter, Mydlowec,
Yu, and Lanza [10, 13],
• photonic crystals by Preble, Lipson, Lipson [79],
• optical lens systems by Koza, Al-Sakran, and Jones [80, 81], and
• negative feedback by Koza, Keane, Streeter, Mydlowec, Yu, and Lanza [13].
When developmental genetic programming is used, the individuals that are
genetically bred during the run of genetic programming are not themselves
candidate structures in the domain of interest. Instead, the individuals are computer
programs consisting of instructions for constructing the candidate structures. In the
developmental approach, the programs in the population, when executed, transform
some very simple initial structure (called the embryo) into a fully developed
structure in the domain of interest. For example, when developmental genetic
programming is used to automatically design electrical or quantum computing
circuits, the individuals in the population are not circuits, but, instead, computer
programs that specify how to construct a circuit, step by step, from some simple
initial structure (often just a single wire).
The developmental representations used to apply genetic programming to
produce the human-competitive results in Table 1 arise from early work in the field
of genetic algorithms and genetic programming. In 1987, Wilson [119] stated:
‘‘The genetic algorithm observes the genotype-phenotype distinction of
biology: the algorithm’s variation operators act on the genotype and its
selection mechanisms apply to the phenotype. In biology, the genotype-
phenotype difference is vast: the genotype is embodied in the chromosomes
whereas the phenotype is the whole organism that expresses the chromosomal
information. The complex decoding process that leads from one to the other is
called biological development and is essential if the genotype is to be
evaluated by the environment. Thus to apply the genetic algorithm to natural
evolution calls for a representational scheme that both permits application of
the algorithm’s operators to the genotype and also defines how, based on the
genotype, organisms are to be ‘grown,’ i.e., their development.’’
Kitano used a developmental process in conjunction with genetic algorithms to
design neural networks using a graph generation system in 1990 [120].
In 1992, Gruau [121] described a technique in which genetic programming is
used to concurrently evolve the architecture of a neural network, along with the
weights, thresholds, and biases of each neuron in the neural network. In Gruau’s
Cellular Encoding of Genetic Neural Networks, each individual program tree in the
population of the run of genetic programming is a program for developing a
complete neural network from a starting point consisting of a single embryonic
neuron. In Gruau’s developmental genetic programming approach, the develop-
mental process for a neural network starts from an embryonic neural network
consisting of a single neuron. The functions in the program tree specify how to
develop the embryonic neural network into a full neural network. Certain functions
permit a particular neuron to be subdivided in a parallel or sequential manner. Other
266 Genet Program Evolvable Mach (2010) 11:251–284
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functions can change the threshold of a neuron, the weight of a connection, or a
neuron’s bias. Genetic programming is then used to breed populations of network-
constructing program trees in order to evolve a neural network that is capable of
solving a particular problem. Gruau also described a version of his system using
recursion [122–126]. Whitley, Gruau, and Preatt [127] applied developmental
genetic programming to neurocontrol problems.
In 1993, Koza [128] used genetic programming to evolve developmental rewrite
rules (Lindenmayer system rules). In this work, a ‘‘turtle’’ moved and created
desired patterns, such as the quadratic Koch island.
In 1994, Dellaert and Beer [129] described ‘‘the synthesis of autonomous agents
using evolutionary techniques’’ and presented ‘‘a simplified yet biologically
defensible model of the developmental process.’’
In 1994, Hemmi, Mizoguchi, and Shimohara [130] noted, ‘‘Using a rewriting
system, the system introduces a program development process that imitates the
natural development process from the pollinated egg to adult and gives the HDL-
program flexible evolvability.’’
In 1994, Sims [131] describes a system in which the morphological and
behavioral components of virtual creatures are represented by directed graphs that
evolve through the use of a graph-based genetic algorithm.
In 1996, Koza, Bennett, Andre, and Keane used developmental genetic
programming to automatically synthesize a large body of analog electrical circuits,
including several previously patented circuits [44, 46, 47, 132]. Circuit-constructing
functions in the program tree specified how to develop a simple embryonic circuit
(often containing just a single modifiable wire) into a fully developed circuit
(containing transistors, capacitors, resistors, and other electronic components). Their
method permitted the construction of a via to connect distant parts of the circuit.
They also provided for reuse of portions of circuits (by means of subroutines and
iterations), parameterized reuse, and hierarchical reuse of substructures in evolving
circuits [133].
In 1996, Brave [134] used developmental genetic programming to evolve finite
automata.
In 1996, Tunstel and Jamshidi used developmental methods for fuzzy logic
systems [135].
In 1996, Spector and Stoffel [136, 137] extended the notion of development to
what they called ‘‘ontogenetic programming.’’
‘‘In nature, the structure and behavior of a mature organism is determined not
only by its genetic endowment, but also by complex developmental processes
that the organism undergoes while immersed in its environment (ontogeny).’’
…
‘‘Biologists refer to the developmental progression of an individual through its
life span as ontogeny. In this paper we describe how rich ontogenetic
components can be added to genetic programming systems, and we show how
this can allow genetic programming to produce programs that solve more
difficult problems.’’ …
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‘‘Various morphological systems have been used in previous genetic
programming systems to allow programs to ‘grow’ into more complex forms
prior to evaluation. Runtime memory mechanisms allow evolved programs to
acquire information from their environments while they solve problems, and
to change their future behavior on the basis of such information.’’
‘‘Ontogenetic programming combines these ideas to allow for runtime
modification of program structure. In particular, an ontogenetic programming
system includes program self-modification functions in the genetic program-
ming function set, thereby allowing evolved programs to modify themselves
during the course of the run.’’ …
‘‘[W]e show how ontogenetic programming can be used to solve problems that
would otherwise not be solvable.’’ …
‘‘We have shown that it is possible to use genetic programming to produce
programs that themselves develop in significant, structural ways over the
course of a run. We use the term ‘ontogenetic programming’ to describe our
technique for achieving this effect, which involves the inclusion of program
self-modification functions in the genetic programming function set.’’ [137]
In 1996, Spector and Stoffel applied their methods to a symbolic regression
problem [136], a sequence prediction problem [136], and a robotic agents problem
[137]. They also describe how their methods can be used in conjunction with both
tree and linear representations [137].
In 1996, Luke and Spector [138] describe yet another variation on the
developmental process:
‘‘Like a cellular encoding, an edge encoding is a tree-structured chromosome
whose phenotype is a directed graph, optionally with labels or functions
associated with its edges and nodes. …
‘‘Edge encoding, like cellular encoding, allows one to use standard S-
expression-based Genetic Programming techniques to evolve arbitrary graph
structures. The resulting graphs may be employed in various ways, for
example as neural networks, as automata, or as knowledge-base queries. Each
encoding scheme biases genetic search in a different way; for example,
cellular encoding favors graphs with high edge/node ratios while edge
encoding favors graphs with low edge/node ratios. For this reason, we believe
that certain domains will be much better served by one scheme than by the
other.’’
3 Native representations
It would be reasonable to think that a human employing genetic programming
would need considerable insight and in-depth knowledge in order to identify a
representational scheme (that is, the function set and terminal set) that can yield
human-competitive results in a particular field. Thus, it is noteworthy that many of
the human-competitive results in Table 1 were produced merely by using the
‘‘native’’ representational structures that are regularly used by engineers in the field
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involved. Examples of such native representations include the work in Table 1 on
the automatic synthesis of
• optical lens systems by Koza, Al-Sakran, and Jones [80, 81], and
• analog electrical circuits by Koza, Bennett, Andre, Keane, Streeter, Mydlowec,
Yu, and Lanza [10, 13],
• antennas by Lohn, Hornby, and Linden [69, 70],
• mechanical systems by Lipson [74, 75], and
• quantum computing circuits by Spector [71] and his colleagues.
For example, for optical lens systems [80, 81], the representational scheme used
to create human-competitive designs in Table 1 was simply the format for an optical
prescription that is regularly used in the field of optical design. Interestingly, the
prescription also corresponds directly to the ‘‘lens file’’ used by many pieces of
software for the simulation of optical lens systems. The function set for problems of
spherical refractive optics consists of one key function that inserts a material (e.g., a
specified type of glass, air, oil, vacuum) and a surface (with a specified radius of
curvature) at a specified distance from the previous surface (or starting point). This
function corresponds to the information contained in consecutive rows of a standard
optical prescription (or lens file). No knowledge of the mathematics for analyzing
the behavior of optical system (e.g., laws of optics, ray tracing, modulation transfer
functions, spot diagrams) or practical engineering know-how or domain-specific
rules-of-thumb about optical design was involved in arriving at this ‘‘native’’
representational scheme. Instead, all that was used was syntactic information about
one suitable (and widely used) way to unambiguously describe the structure of a
lens system.
The situation was similar for analog electrical circuits [10, 13]. In the field of
analog circuits, the function and terminal set consists of functions that insert
electrical components (e.g., transistors, capacitors, resistors, inductors) and create
topological connections among the components in well-known ways (e.g., parallel
division, series division, a via connecting arbitrary points). The resulting circuit can
be represented by a tabular ‘‘netlist’’ in which each row describes an electrical
component and identifies the component’s connections to other components (or
input port, output ports, power sources, and ground points). This ‘‘netlist’’ data
structure is then often the primary input to software for circuit simulation.
Similarly, for wire antennas [69, 70, 139], the representational scheme is based
on the way a draftsman might draw an antenna (either on paper or using a two- or
three-dimensional graphical interface for engineering drawings). In particular, the
function set consists of one key function that inserts a straight segment of metal wire
with a specified length (or no wire) and at a specified angle starting at a specified
point, using a turtle [128, 139]. The resulting antenna can be represented by a
tabular ‘‘geometry table,’’ and this data structure is then often the primary input to
software for antenna simulation.
For mechanical systems [74, 75], the function set consists of two functions that
construct the mechanical device while maintaining the originally specified degrees-
of-freedom of the embryonic starting structure. One function modifies a link by
attaching two new linked nodes to each end of the specified link, with two numerical
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arguments specifying the directional orientation of the to-be-added triangle. A
second function modifies a link by replacing it with two new links that pass through
a newly created common node, with the two numerical arguments specifying the
direction of growth (the free end of each of the new links being attached to the
mechanism at the closest nodes).
For quantum computing circuits [71], the function set consists of quantum gates
that modify the state of the evolved systems qubits. These include a function that
inverts the states of a qubit, a function that inverts the state of a qubit conditional on
another qubit’s value, a function that rotates the qubit, a function that swaps the
state of two qubits, as well as the square root of a NOT gate, the Hadamard Gate, a
generalized rotation function, a controlled phase function, and a function that allows
the state of a qubit to be read.
For controllers [13, 66], the function set consists of the signal-processing
functions that are commonly used in controllers (e.g., integrators, differentiators,
amplifiers, adders, subtractors, leads, lags). A controller is simply a composition of
these signal-processing functions (i.e., a LISP S-expression) operating on the
controller’s two externally supplied signals (i.e., the reference signal and the plant
output).
Of course, the native representations chosen by the various research groups that
performed the above work are not necessarily the most efficient representations.
Nonetheless, it is noteworthy that the various research groups involved were each
able to generate human-competitive results using genetic programming by using a
straight-forward representational scheme employing only basic information about
the field involved. This fact suggests that genetic programming may prove able to
readily yield additional human-competitive results when it is applied to design
problems in many other fields.
The fact that native representations can be successfully used by the evolutionary
process has the secondary advantage of making the results readable and
understandable to human engineers (thereby enhancing trust in the results).
4 The best individual in early generations often contains only a very small
number of operative parts
The initial population (generation 0) for a run of genetic programming is typically
created using a probabilistic growth process for program trees (or other non-tree
representations that might be used). Generally, this growth process is structured so
as to guarantee the creation of a diverse population of individuals having a wide
range of sizes and shapes.
There is a loose and imperfect correlation between program size and the number
of operative parts in the structure. One of the common features of runs of genetic
programming that produced human-competitive result is that the best-of-generation
structure of generation 0 tends to have a small number of operative parts.
For example, consider recent work in which genetic programming was used to
automatically synthesize complete design for the Konig optical system patented in
1940 [80]. The best individual of generation 0 (Fig. 1a) is a lens system with one
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positive lens of flint glass. This single lens manages to perform the important
threshold task of focusing the axial rays (a, b, and c in the figure) coming in through
the entry pupil onto (very approximately) the desired area of the image surface. Of
course, there is more to optical design than merely focusing light rays on an image
surface. This single lens does nothing in terms of satisfying the multiplicity of
additional specifications contained in the Konig’s patent. However, this individual
provides a toehold from which the evolutionary process can make further progress.
For comparison, Fig. 1b shows the best-of-run lens optical lens system for a
successful run. This four-lens system satisfies the design requirements specified for
the run and infringes on the Konig (1940) patent. As can be seen, the final circuit
has considerably more operative parts than the best-of-generation individual from
generation 0.
Turning now to the field of the automated synthesis of analog electrical circuits,
Fig. 2a shows the best-of-generation circuit from generation 0 of a run in which the
goal was to synthesize the topology and sizing for a lowpass filter with requirements
on passband ripple and stopband attenuation equivalent to that of a fifth-order
elliptic filter [10, 44, 45]. As can be seen, this circuit contains only one capacitor
shunting the input signal to ground. Nonetheless, even a single shunt capacitor
filters an incoming signal to some degree. Figure 2b shows the best-of-run circuit
for the lowpass filter problem. This circuit consists of a cascade of seven rungs of a
ladder, with each rung of the ladder consisting of a shunt capacitor (such as
appeared in generation 0) and a series inductor. This circuit satisfies the design
requirements of the problem and infringes the 1917 patent of George Campbell.
Turning to the field of the automated synthesis of controllers, Fig. 3a shows the
best-of-generation controller from generation 0 for the problem of synthesizing a
controller for a two-lag plant problem. The output of this controller is a numerical
multiple of the result of subtracting the plant output from a lagged reference signal.
This individual does not even remotely satisfy the problem’s requirements;
however, it does have threshold characteristics of considering the difference
between the (lagged) reference signal and the plant output signal and then acting on
the difference of these two signals. The best-of-run controller (Fig. 3b) infringes on
Jones’s 1942 patent.
The reason that best individuals at the beginning of a run of genetic programming
tend to have only one (or just a few) operative parts is that, when there is a large
number of operative parts, the parts must be appropriately connected and each of the
parts must possess numerical parameters that are appropriately coordinated the
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(b)
Fig. 1 Comparison of best of generation 0 and best-of-run individuals for the patented Konig optical lens
system (a) Best-of-generation 0 (b) Best-of-run
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numerical parameters of all the other parts. As the number of operative parts
increases, the probability becomes diminishingly small that the random growth
process used to create generation 0 of the genetic population contains a multi-part
structure with reasonably high fitness.
For example, if a candidate filter circuit at the beginning of a run of genetic
programming had multiple non-degenerate components (say, two capacitors and
two inductors that actively affected the circuit’s output), then both capacitors would
(probably) have to be positioned so as to shunt the incoming signal down to ground
and both inductors would (probably) have to be positioned in series between the
incoming signal and the circuit’s output point. Moreover, the numerical values of
both the capacitors and both of the inductors would have to be suitably coordinated
in order to produce anything that resembled a filter.
5 Novelty of results involving previously patented inventions
Table 1 contains two groups of six previously patented inventions that permits us to
make the observation that most of the results that duplicated the functionality of
previously issued patents did not infringe the previously issued patent, but, instead,
solved the problem involved in a novel way.
The first group involved complete designs (i.e., both topology and numerical
parameters) for six analog electrical circuits that duplicated the functionality of
previously patented twenty-first century circuits [13, 67].
(a) (b)
Fig. 2 Comparison of best of generation 0 and best-of-run individuals for the patented Campbell filter

























Fig. 3 Comparison of best of generation 0 and best-of-run individuals for the patented Jones controller
(a) Best-of-generation 0 (b) Best-of-run
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• 2000 U.S. 6,160,427 patent by Stefano Cipriani and Anthony A. Takeshian,
• 2000 U.S. 6,013,958 patent by Turgut Sefket Aytur,
• 2000 U.S. 6,166,529 patent by Akira Ikeuchi and Naoshi Tokuda,
• 2001 U.S. 6,265,908 patent by Sang Gug Lee,
• 2001 U.S. 6,211,726 patent by Timothy Daun-Lindberg and Michael Miller, and
• 2001 U.S. 6,225,859 patent by Robert Irvine and Bernd Kolb.
The second group involved complete designs for six optical lens systems that
duplicated the functionality of patented lens systems [80, 81].
• 1940 U.S. patent 2,206,195 by Albert Konig,
• 1958 U.S. patent 2,829,560 by Robert B. Tackaberry and Robert M. Muller,
• 1953 U.S. patent 2,637,245 by Maximillian Ludewig,
• 1968 U.S. patent 3,390,935 by Wright H Scidmore,
• 1985 U.S. patent 4,525,035 by Albert Nagler, and
• 2000 U.S. patent 6,069,750 by Noboru Koizumi and Naomi Watanabe.
In both of these two groups of six patents, only one of the human-competitive
results produced by genetic programming infringed one of the pre-existing patents.
Specifically, genetic programming created a circuit that infringed the 2001 patent of
Irvine and Kolb and created an optical lens system that infringed the 1940 Konig
patent.
In the other five cases in each group, genetic programming did one of two things.
In some cases, it rediscovered the essence of the invention, but did so with an
overall structure that did not actually infringe the patent. That is, genetic
programming creatively ‘‘engineered’’ around the actual wording of the original
patent while using the scientific principle underlying the original patent. In other
cases, genetic programming created a novel solution (that is, a new invention) that
satisfied the high-level specifications of the original patented invention, but that did
not resemble the solution created by the original human inventor(s).
We suggest that the reason for this one-in-six ratio is that there are many ways to
satisfy a given set of engineering specifications. A patent is, in general, merely a
solution for a problem, but not the only solution. In addition, a patented approach is
not necessarily an optimal solution. Genetic programming conducts a search for a
satisfactory solution, but has no a priori knowledge about (and hence no particular
preference for) the solution that a human may have thought of in the past. Instead,
genetic programming seeks a solution that optimizes the fitness measure provided
by the human user. That fitness measure does not, in general, encompass all the
considerations (conscious or unconscious) that may have passed through the mind of
the original human inventor(s).
6 The role of increased availability of computing power tracked
by Moore’s law
The production of human-competitive results as well as the increased intricacy of
the results are broadly correlated to increased availability of computing power
tracked by Moore’s law.
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The production of human-competitive results using genetic programming has
been greatly facilitated by the fact that genetic algorithms and other methods of
evolutionary computation can be readily and efficiently parallelized. Many of the
results listed in Table 1 employed parallel computing techniques, including (but not
limited to) results in the fields of the automatic synthesis of quantum computing
circuits, analog electrical circuits, antenna, optical lens systems, and mechanical
systems.
Additionally, the production of human-competitive results using genetic
programming has facilitated to an even greater degree by the increased availability
of computing power, over a period of time, as tracked by Moore’s law. Indeed, over
the past two decades, the number and level of intricacy of the human-competitive
results has progressively grown.
In discussing this progressive growth, we first acknowledge the practical
difficulties of trying to precisely compare the amount of computer time required to
produce a certain result when that result is produced by different research groups,
using different computers (containing chips with different architectures), different
operating systems, different communication architectures between the parts of a
parallel computing system, different genetic programming software, and somewhat
different implementations of the genetic programming algorithm. Moreover, the
relationship between computer cycles and the effective amount of computation
performed varies considerably from machine to machine. Finally, for most of the
items in Table 1, the majority of the computer time used to produce the various
results is consumed by simulators peculiar to the different problem domain involved
(as opposed to computer time consumed by the genetic programming algorithm).
Having made all of the above disclaimers, there is, nonetheless, data indicating
that the production of human-competitive results using genetic programming is
broadly correlated with the increased availability of computer power, from year to
year, as tracked by Moore’s Law.
Table 2 Human-competitive results produced by genetic programming with five computer systems




















1994–1997 0.02 9 9 2
64-node Parsytec
parallel machine
1995–2000 0.44 22 204 12
70-node Alpha
parallel machine




2000–2002 30.0 9.4 13,900 12
274 Genet Program Evolvable Mach (2010) 11:251–284
123
Table 2 lists the five computer systems used to produce the human-competitive
results shown in Table 1 that were produced by our research group in the period
between 1987 and 2002. Column 6 shows the number of human-competitive results
(out of 28 during this period) generated by each computer system.
Table 2 makes the following points:
• There is approximately an order-of-magnitude speed-up (column 3) between
each successive computer system in the table. Note that, according to Moore’s
law, exponential increases in computer power correspond approximately to
constant periods of time.
• There is a 13,900-to-1 speed-up (column 5) between the fastest and most recent
machine (the 1,000-node machine) and the slowest and earliest computer system
in the table (the serial LISP machine).
Table 3 Progression of qualitatively more substantial results produced by genetic programming in
relation to five order-of-magnitude increases in computational power




1987–1994 1 (base) Toy problems of the 1980s and early 1990s from




1994–1997 9 Two human-competitive results involving one-




1995–2000 22 One human-competitive result involving two-
dimensional discrete data [10]
Numerous human-competitive results involving
continuous signals analyzed in the frequency
domain [10]
Numerous human-competitive results involving
20th-century patented inventions [10]
70-node Alpha parallel
machine
1999–2001 7.3 One human-competitive result involving
continuous signals analyzed in the time
domain [13]
Circuit synthesis extended from topology and




2000–2002 9.4 Numerous human-competitive results involving
continuous signals analyzed in the time
domain [13]
Numerous general solutions to problems in the
form of parameterized topologies [13]
Six human-competitive results duplicating the
functionality of 21st-century patented
inventions [13]
Long (29-day) runs of 1,000-
node Pentium II parallel
machine
2002 9.3 Generation of two patentable new inventions
[66]
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• The slower early machines generated few or no human-competitive results,
whereas the faster more recent machines have generated numerous human-
competitive results.
There are four successive (approximately) order-of-magnitude increases in
computer power in Table 2.
An additional order-of-magnitude increase was achieved by making extraordi-
narily long runs on the largest machine (the 1,000-node machine). These runs
produced two inventions that were subsequently awarded U.S. patent 6,847,851
[66]. The length of the run that produced the two patentable inventions was 28.8
days—almost an order-of-magnitude increase (9.3 times) over the overall 3.4-day
average for typical runs of genetic programming that our group had been making at
the time. If this final 9.3-to-1 increase is counted as an additional order-of-
magnitude increase in computer power, the overall increase in computer power
shown in Table 2 is 130,660-to-1 (i.e., about five orders of magnitude).
Table 3 is organized around the five just-explained order-of-magnitude increases
in the expenditure of computing power. Column 4 characterizes the qualitative
nature of the results produced by genetic programming. The table shows the
progression of qualitatively more substantial results produced by genetic program-
ming in terms of five order-of-magnitude increases in the expenditure of
computational resources.
The five order-of-magnitude increases in computer power shown in Table 3
correspond closely (albeit not perfectly) with the following progression of
qualitatively more substantial results produced by genetic programming:
• toy problems,
• human-competitive results not related to patented inventions,
• twentieth century patented inventions,
• twenty-first century patented inventions, and
• patentable new inventions.
This progression demonstrates that genetic programming is able to take
advantage of the exponentially increasing computational power made available by
iterations of Moore’s law.
7 Future prospects for producing human-competitive results using genetic
programming
The increased availability of computing power should result in an increasing flow of
more human-competitive results, as well as more impressive results, in the future.
The length of the runs involving the six post-2000 patented circuits mentioned in
Sect. 6 of this paper was 80 h (3.3 days) or about 1017 cycles (i.e., 100 petacycles).
The relentless iteration of Moore’s law promises increased availability of
computational resources in future years. If available computer capacity continues
to double approximately every 18 months over the next decade or so, a computation
requiring 80 h will require only about 1% as much computer time (i.e., about
276 Genet Program Evolvable Mach (2010) 11:251–284
123
48 min) a decade from now. That same computation will require only about 0.01%
as much computer time (i.e., about 48 seconds) in two decades. Thus, looking
forward, we believe that genetic programming can be expected to be increasingly
used to automatically generate ever-more complex human-competitive results.
Since its early beginnings, the field of genetic and evolutionary computation has
produced a cornucopia of results. Genetic programming and other methods of
genetic and evolutionary computation may be especially productive in areas having
some or all of the following characteristics:
• where finding the size and shape (i.e., topology) of the ultimate solution is a
major part of the problem,
• where the relevant variables are interrelated in highly non-linear ways,
• where the interrelationships among the relevant variables are unknown or poorly
understood (or where it is suspected that the prevailing understanding may be
wrong),
• where conventional mathematical analysis does not provide an analytic solution,
• where an approximate solution is acceptable (or is the only result that is ever
likely to be obtained),
• where small improvements in performance are highly prized,
• where large amounts of primary data requiring examination, classification, and
integration is accumulating in computer readable form,
• where humans have no idea how to program a solution, but where the objective
is clear, and
• where there are good simulators to measure the performance of the candidate
solutions in the genetic population.
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