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Abstract
Let N be a nest on a complex separable Hilbert space H , and τ(N) be the associated nest algebra.
In this paper, we prove that every biderivation of τ(N) is an inner biderivation if and only if dim 0+ /= 1
or dim H⊥− /= 1, and that every generalized biderivation of τ(N) is an inner generalized biderivation if
dim 0+ /= 1 and dim H⊥− /= 1.
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1. Introduction
Let A be a unital algebra over the complex field C, and Z(A) be its center. We say that a
linear map δ :A→A is a derivation if δ(XY) = δ(X)Y + Xδ(Y ) for all X, Y ∈A. It is called
a generalized derivation if δ(XY) = δ(X)Y + Xδ(Y ) − Xδ(I)Y . A bilinear map θ :A×A→
A is called a biderivation ofA if it is a derivation in each argument; that is, for every Y ∈A, the
maps X → θ(X, Y ) and X → θ(Y,X) are derivations. A bilinear map φ :A×A→A is called
a generalized biderivation ofA if it is a generalized derivation in each argument. A biderivation
θ of A is called an inner biderivation if there exists λ ∈ Z(A) such that θ(X, Y ) = λ[X, Y ]
for all X, Y ∈A, where [X, Y ] = XY − YX is the Lie bracket. A generalized biderivation φ
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of A is called an inner generalized biderivation if there exist A,B ∈A such that φ(X, Y ) =
XAY + YBX for allX, Y ∈A. The notion of biderivations is closely connected with the notion of
commuting maps. Recall that a map f :A→A is said to be commuting onA if [f (X),X] = 0
for all X ∈A. It is easy to check that the map (X, Y ) → [f (X), Y ] is a biderivation for every
commuting linear map f on A. On the other hand, if all biderivations of A are inner, then
every commuting linear map f onA is of the form f (X) = λX + µ(X), where λ ∈ Z(A) and
µ is a linear map from A into Z(A). The study of commuting maps was initiated by a well-
known result of Posner [12] which states that the existence of a nonzero commuting derivation
on a prime ring R implies that R is commutative. Brešar [3] proved that every commuting
additive map f on a 2-torsion free semiprime ring R is of the form f (X) = λX + µ(X), where
λ ∈ C, the extended centroid of R and µ is an additive map from R into C (see also [7,8] for
generalizations). Somewhat later, similar results for von Neumann algebras [2], C∗-algebras [1]
and triangular algebras [9] were obtained. For an account on commuting maps we refer the reader
to the survey papers [4,5]. In [6] Brešar showed that every biderivation θ of a prime ring R
is of the form θ(X, Y ) = λ[X, Y ] for some λ ∈ C, and that every generalized biderivation φ is
of the form φ(X, Y ) = XAY + YBX for some A,B ∈ Qs , the symmetric Martindale ring of
quotients. Motivated by this result, we consider biderivations and generalized biderivations of
nest algebras.
Let H be a complex separable Hilbert space, and B(H) denote the algebra of all bounded
linear operators on H . A nestN is a totally ordered family of closed subspaces of H which is
closed in the strong operator topology, and which includes 0 and H . For every element N ∈N,
we let
N+ = ∧{M ∈N : M ⊃ N} and N− = ∨{M ∈N : M ⊂ N}.
If N+ /= N or N− /= N , then N+ 	 N or N 	 N− is called an atom ofN. A nest is called con-
tinuous if it has no atoms. A nest is said to be of infinite multiplicity if it has no finite dimensional
atoms. It is clear that a continuous nest is of infinite multiplicity. The nest algebra associated to a
nestN, denoted by τ(N), is the set τ(N) = {T ∈ B(H) : TN ⊆ N for all N ∈N}. It follows
from [11] that the commutant of τ(N) is CI .
As a notational convenience, if N is a closed subspace of H , we let P(N) denote the orthogonal
projection from H onto N throughout this paper.
2. Biderivations of nest algebras
The following lemmas can be found in [6].
Lemma 2.1. LetR be a ring and θ : R×R→ R be an biderivation. Then θ(U, V )Z[X, Y ] =
[U,V ]Zθ(X, Y ) for all X, Y,Z,U, V ∈ R.
Lemma 2.2. LetR be prime ring andC be the extended centroid ofR. Suppose that nonzero ele-
mentsAi, Bi ∈R (i = 1, 2, . . . , m) satisfy∑mi=1 AiXBi = 0 for allX ∈R.ThenA1, A2, . . . , Am
are linearly dependent over C, and B1, B2, . . . , Bm are linearly dependent over C.
Lemma 2.3. Let  be any set, R be a prime ring and C be the extended centroid of R. If
functions f, h :  → R satisfy f (s)Xh(t) = h(s)Xf (t) for all s, t ∈ , X ∈ R and f /= 0, then
there exists an element λ ∈ C such that h(s) = λf (s) for all s ∈ .
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WhenR = B(H), it is known that the extended centroid ofR is CI . We are now in a position
to prove the main result of this section.
Theorem 2.1. LetN be a nest on a complex separable Hilbert space H. Then every biderivation
of τ(N) is an inner biderivation if and only if dim 0+ /= 1 or dim H⊥− /= 1.
Proof. Let θ be a biderivation of τ(N). It follows from Lemma 2.1 that
θ(U, V )A[X, Y ] = [U,V ]Aθ(X, Y ) (1)
for all X, Y,U, V,A ∈ τ(N). Next we will prove that θ is an inner biderivation.
Case 1. If dim 0+ > 1, let N = 0+, then P(N)B(H) ⊂ τ(N), and so by Eq. (1), we have
θ(U, V )P (N)Z[X, Y ] = [U,V ]P(N)Zθ(X, Y ) (2)
for all X, Y,U, V ∈ τ(N) and all Z ∈ B(H). Multiplying Eq. (2) on the right hand side by P(N),
we get that
θ(U, V )P (N)Z[X, Y ]P(N) = [U,V ]P(N)Zθ(X, Y )P (N). (3)
Define the functions f, h : τ(N) × τ(N) → B(H) by
f (X, Y ) = [X, Y ]P(N) and h(X, Y ) = θ(X, Y )P (N).
It follows from Eq. (3) that
f (U, V )Zh(X, Y ) = h(U, V )Zf (X, Y ) (4)
for all Z ∈ B(H) and all X, Y,U, V ∈ τ(N). Since N ∈N and dim N > 1, there exist U0, V0 ∈
τ(N) such that [U0, V0]P(N) /= 0, and so f /= 0. Hence by Eq. (4) and Lemma 2.3, there
exists λ ∈ C such that h(U, V ) = λf (U, V ) for all U,V ∈ τ(N), that is, θ(U, V )P (N) =
λ[U,V ]P(N) for all U,V ∈ τ(N). This and Eq. (2) show that for any X, Y,U, V ∈ τ(N),
[U,V ]P(N)B(H)(λ[X, Y ] − θ(X, Y )) = 0. (5)
Taking U = U0 and V = V0 in Eq. (5), we have from the fact [U0, V0]P(N) /= 0 that θ(X, Y ) =
λ[X, Y ] for all X, Y ∈ τ(N).
Case 2. If dim 0+ = 0, then 0+ = 0, and so there exists a decreasing sequenceNn of closed sub-
spaces inN \ {0, H } such that Pn = P(Nn) converges strongly to 0. Since PnB(H)P⊥n ⊂ τ(N)
for all n > 2, we have from Eq. (1) that
θ(U, V )PnZP
⊥
n [X, Y ] = [U,V ]PnZP⊥n θ(X, Y ) (6)
for all Z ∈ B(H) and all X, Y,U, V ∈ τ(N).
If there exists n0 > 2 such that θ(U, V )Pn0 = 0 for all U,V ∈ τ(N), it follows from the fact
Pn < Pn0 for all n > n0 that θ(U, V )Pn = 0 for all n > n0. Then by Eq. (6), we have for any
X, Y,U, V ∈ τ(N),
[U,V ]PnB(H)P⊥n θ(X, Y ) = 0. (7)
It follows from the fact dim Nn = ∞ that [U,V ]Pn /= 0 for someU,V ∈ τ(N). Hence by Eq. (7),
P⊥n θ(X, Y ) = 0 for all X, Y ∈ τ(N) and all n > n0. Letting n → ∞, we get that θ(X, Y ) = 0.
Thus, θ(X, Y ) = λ[X, Y ] for all X, Y ∈ τ(N), where λ = 0. Therefore, we can now assume that
for any n > 2 there exist Un, Vn ∈ τ(N) such that θ(Un, Vn)Pn /= 0. Then [Un, Vn]Pn /= 0 for
all n > 2. Otherwise, if [Un0 , Vn0 ]Pn0 = 0 for some n0 > 2, then by Eq. (6),
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θ(Un0 , Vn0)Pn0ZP
⊥
n0 [X, Y ] = 0
for all Z ∈ B(H). This implies that P⊥n0 [X, Y ] = 0 for all X, Y ∈ τ(N), which contradicts the
fact dim N⊥n0 > 2. Simultaneously, we see that for every n > 2 there exist Xn, Yn ∈ τ(N) such
that P⊥n θ(Xn, Yn) and P⊥n [Xn, Yn] are nonzero.
For a fixed n0 > 2, we write
A0 = θ(Un0 , Vn0)Pn0 , B0 = [Un0 , Vn0 ]Pn0 ,
C0 = P⊥n0θ(Xn0 , Yn0), D0 = P⊥n0 [Xn0 , Yn0 ].
Then A0, B0, C0 and D0 are nonzero, and by Eq. (6), A0ZD0 = B0ZC0 for all Z ∈ B(H). Hence
by Lemma 2.2, there exists λ ∈ C such that
A0 = λB0 and C0 = λD0.
Taking n = n0, X = Xn0 and Y = Yn0 in Eq. (6), we have for any Z ∈ B(H),
θ(U, V )Pn0ZD0 = [U,V ]Pn0ZC0,
and so for any U,V ∈ τ(N),
(θ(U, V )Pn0 − λ[U,V ]Pn0)B(H)D0 = 0. (8)
Since D0 /= 0, we get from Eq. (8) that θ(U, V )Pn0 = λ[U,V ]Pn0 . This together with the fact
Pn < Pn0 for all n > n0 implies that θ(U, V )Pn = λ[U,V ]Pn for all U,V ∈ τ(N) and all n >
n0. In particular, θ(Un, Vn)Pn = λ[Un, Vn]Pn /= 0 for all n > n0. Taking U = Un and V = Vn
in Eq. (6), we have
[Un, Vn]PnZ(P⊥n θ(X, Y ) − λP⊥n [X, Y ]) = 0
for all Z ∈ B(H). Thus, P⊥n θ(X, Y ) = λP⊥n [X, Y ] for all X, Y ∈ τ(N) and all n > n0. Letting
n → ∞, we get that θ(X, Y ) = λ[X, Y ] for all X, Y ∈ τ(N).
Case 3. If dim H⊥− > 1 or dim H⊥− = 0, Let M = {N⊥ : N ∈N}, then M is a nest with
dim 0+ > 1 or dim 0+ = 0 and τ(M) = τ(N)∗. For each X, Y ∈ τ(M), we define η(X, Y ) =
θ(X∗, Y ∗)∗. It is easy to check thatη is a biderivation of τ(M). Hence by the above two cases, there
exists µ ∈ C such that η(X, Y ) = µ[X, Y ] for all X, Y ∈ τ(M). Therefore, θ(X, Y ) = λ[X, Y ]
for all X, Y ∈ τ(N), where λ = −µ¯.
Conversely, if dim 0+ = 1 and dim H⊥− = 1, then 0+ = H⊥− = C. Let H0 = H 	 (C ⊕ C),









where X11, X13, X33 ∈ C, X12 ∈ B(H0,C), X23 ∈ B(C, H0) and X22 ∈ B(H0). For each X =
(Xij ), Y = (Yij ) ∈ τ(N), we define
ψ(X, Y ) =







It is clear that ψ is a bilinear map and ψ(X, Y ) = ψ(Y,X). Let Z = (Zij ) ∈ τ(N), it follows
from the definition of ψ that
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ψ(XZ, Y ) =























= ψ(X, Y )Z + Xψ(Z, Y ).
Hence ψ is a derivation in the first argument, and so by the fact ψ(X, Y ) = ψ(Y,X) that ψ is
also a derivation in the second argument. That is, ψ is a biderivation of τ(N). If there exists
λ ∈ C such that ψ(X, Y ) = λ[X, Y ] for all X, Y ∈ τ(N), then the fact ψ(X, Y ) = ψ(Y,X)
implies that ψ = 0, which is a contradiction. Thus, ψ is not an inner biderivation. The proof is
complete. 
As a consequence of Theorem 2.1, we have
Corollary 2.1. Let N be a nest of infinite multiplicity. Then every biderivation of τ(N) is an
inner biderivation.
3. Generalized biderivations of nest algebras
In this section, we will prove the following theorem.
Theorem 3.1. Let N be a nest on a complex separable Hilbert space H with dim 0+ /= 1 and
dim H⊥− /= 1. Suppose thatφ : τ(N) × τ(N) → τ(N) is a generalized biderivation.Then there
exist A,B ∈ τ(N) such that φ(X, Y ) = XAY + YBX for all X, Y ∈ τ(N).
To prove Theorem 3.1, we need some lemmas. The following lemma can be found in [6].
Lemma 3.1. LetRbe a ring andf1, f2, f3, f4 : R→ Rbe maps with the property thatf1(X)Y+
Xf2(Y ) + f3(Y )X + Yf4(X) = 0 for all X, Y ∈ R. Then X[U, f2(YU) − f2(Y )U ] +
Y [U, f4(XU) − f4(X)U ] = 0 for all X, Y,U ∈ R.
From the result of Christensen [10], we can obtain the following lemma.
Lemma 3.2. LetN be any nest on a complex separable Hilbert space H, and δ : τ(N) → τ(N)
be a generalized derivation. Then there exist T , S ∈ τ(N) such that δ(X) = TX + XS for all
X ∈ τ(N).
We say that a map f :A→A is linear modulo Z(A) if
f (αX + βY) − αf (X) − βf (Y ) ∈ Z(A)
for all X, Y ∈A and all α, β ∈ C.
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Lemma 3.3. Let N be a nest on a complex separable Hilbert space H with dim 0+ /= 1 or
dim H⊥− /= 1, and a map f : τ(N) → τ(N) be linear modulo CI. Suppose that [U, f (YU) −
f (Y )U ] = 0 for all U, Y ∈ τ(N). Then there exist A ∈ τ(N) and a map ζ : τ(N) → CI such
that f (U) = AU + ζ(U) for all U ∈ τ(N).
Proof. For each U ∈ τ(N), we define g(U) = f (U) − f (I)U . It is clear that [g(U),U ] = 0
for all U ∈ τ(N). Let V ∈ τ(N) and α, β ∈ C. Then
g(αU +βV ) − αg(U) − βg(V )
=f (αU + βV ) − f (I)(αU + βV ) − α(f (U) − f (I)U) − β(f (V ) − f (I)V )
=f (αU + βV ) − αf (U) − βf (V ) ∈ CI.
That is, g is linear modulo CI . Replacing U by U + V in [g(U),U ] = 0, we get that the map
θ(U, V ) = [g(U), V ] is a biderivation of τ(N). Then by Theorem 2.1, there exist λ ∈ C such that
[g(U), V ] = λ[U,V ] for all U,V ∈ τ(N). This implies that there exists a map ζ : τ(N) → CI
such that
g(U) = f (U) − f (I)U = λU + ζ(U).
Hence f (U) = AU + ζ(U) for all U ∈ τ(N), where A = λI + f (I) ∈ τ(N). The proof is
complete. 
Lemma 3.4. Let N be a nest on a complex separable Hilbert space H with dim 0+ /= 1 and
dim H⊥− /= 1, and maps f1, f2, f3, f4 : τ(N) → τ(N) be linear modulo CI with the property
that f1(X)Y + Xf2(Y ) + f3(Y )X + Yf4(X) = 0 for all X, Y ∈ τ(N). Then there exist A,B ∈
τ(N) and maps ζ, ξ : τ(N) → CI such that
f1(X) = −XA + ξ(X), f2(X) = AX − ζ(X),
f3(X) = −XB + ζ(X), f4(X) = BX − ξ(X)
for all X ∈ τ(N).
Proof. It follows from Lemma 3.1 that
X[U, f2(YU) − f2(Y )U ] + Y [U, f4(XU) − f4(X)U ] = 0 (9)
for all X, Y,U ∈ τ(N). For each U ∈ τ(N), we let
g1(Y ) = [U, f2(YU) − f2(Y )U ] and g2(X) = [U, f4(XU) − f4(X)U ].
It follows from Eq. (9) that
Xg1(Y ) + Yg2(X) = 0 (10)
for all X, Y ∈ τ(N). Taking X = I and Y = I in Eq. (10) respectively, we have
g1(Y ) = −Yg2(I ) and g2(X) = −Xg1(I ) (11)
for all X, Y ∈ τ(N). For each Z ∈ τ(N), multiplying Eq. (10) on the left hand side by Z, we
have
ZXg1(Y ) + ZYg2(X) = 0. (12)
On the other hand, we have from Eq. (10) that ZXg1(Y ) + Yg2(ZX) = 0. Then by Eq. (12),
ZYg2(X) − Yg2(ZX) = 0. This and Eq. (11) yield that
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[Y,Z]Xg1(I ) = 0 (13)
for all X, Y,Z ∈ τ(N). Since dim 0+ /= 1, we have dim 0+ > 1 or dim 0+ = 0.
If dim 0+ > 1, let N = 0+, then P(N)B(H) ⊂ τ(N), and so by Eq. (13),
[Y,Z]P(N)B(H)g1(I ) = 0. (14)
Since dim N > 1, we have [Y,Z]P(N) /= 0 for some Y,Z ∈ τ(N). By Eq. (14), then g1(I ) = 0,
and so by Eq. (11), g2(X) = −Xg1(I ) = 0 and g1(Y ) = −Yg2(I ) = Yg1(I ) = 0 for all X, Y ∈
τ(N).
If dim 0+ = 0, then 0+ = 0, and so there exists a decreasing sequence Nn of closed subspaces
inN \ {0, H } such that Pn = P(Nn) converges strongly to 0. Since PnB(H)P⊥n ⊂ τ(N) for all
n ∈ N, we have from Eq. (13) that
[Y,Z]PnB(H)P⊥n g1(I ) = 0 (15)
for all Y,Z ∈ τ(N). Since dim Nn = ∞, we have that for every n ∈ N there exist Yn, Zn ∈ τ(N)
such that [Yn, Zn]Pn /= 0. Hence by Eq. (15), P⊥n g1(I ) = 0 for all n ∈ N. Letting n → ∞, we
have g1(I ) = 0, and so by Eq. (11), g2(X) = 0 and g1(Y ) = 0 for all X, Y ∈ τ(N). That is,
[U, f2(YU) − f2(Y )U ] = [U, f4(XU) − f4(X)U ] = 0
for all U,X, Y ∈ τ(N). By Lemma 3.3, there exist A,B ∈ τ(N) and maps ζ, ξ : τ(N) → CI
such that
f2(X) = AX − ζ(X) and f4(X) = BX − ξ(X) (16)
for all X ∈ τ(N). Our hypothesis can now be written as
(f1(X) + XA − ξ(X))Y + (f3(Y ) + YB − ζ(Y ))X = 0 (17)
for allX, Y ∈ τ(N). Leth1(X) = f1(X) + XA − ξ(X) andh2(Y ) = f3(Y ) + YB − ζ(Y ). Then
by Eq. (17), we have
h1(X)Y + h2(Y )X = 0. (18)
Taking Y = I and X = I in Eq. (18) respectively, we have
h1(X) = −h2(I )X and h2(Y ) = −h1(I )Y (19)
for all X, Y ∈ τ(N). For each Z ∈ τ(N), multiplying Eq. (18) on the right hand side by Z, we
have
h1(X)YZ + h2(Y )XZ = 0. (20)
On the other hand, we have from Eq. (18) that h1(X)YZ + h2(YZ)X = 0. Then by Eq. (20),
h2(Y )XZ − h2(YZ)X = 0. This and Eq. (19) yield that
h1(I )Y [X,Z] = 0 (21)
for all X, Y,Z ∈ τ(N). Since dim H⊥− /= 1, we have dim H⊥− > 1 or dim H⊥− = 0.
If dim H⊥− > 1, let M = H−, then B(H)P (M)⊥ ⊂ τ(N), and so by Eq. (21), h1(I )B(H)
P (M)⊥[X,Z] = 0. Since dim M⊥ > 1, we have P(M)⊥[X,Z] /= 0 for some X,Z ∈ τ(N).
Hence h1(I ) = 0, and so by Eq. (19), h1(X) = h2(X) = 0 for all X ∈ τ(N).
If dim H⊥− = 0, thenH− = H, and so there exists a increasing sequenceNn of closed subspaces
in N \ {0, H } such that Pn = P(Nn) converges strongly to I . Since PnB(H)P⊥n ⊂ τ(N) for
all n ∈ N, we have from Eq. (21) that
232 J.-H. Zhang et al. / Linear Algebra and its Applications 418 (2006) 225–233
h1(I )PnB(H)P
⊥
n [X,Z] = 0 (22)
for all X,Z ∈ τ(N). Since dim N⊥n = ∞, we have that for every n ∈ N there exist Xn,Zn ∈
τ(N) such that P⊥n [Xn,Zn] /= 0. Hence by Eq. (22), h1(I )Pn = 0 for all n ∈ N. Letting n → ∞,
we get that h1(I ) = 0, and so by Eq. (19), h1(X) = h2(X) = 0 for all X ∈ τ(N). That is,
f1(X) = −XA + ξ(X) and f3(X) = −XB + ζ(X) for all X ∈ τ(N). The proof is complete.

Proof of Theorem 3.1. Since φ is a generalized derivation in the first argument, we have from
Lemma 3.2 that for any Y ∈ τ(N) there exist f1(Y ), f2(Y ) ∈ τ(N) such that
φ(X, Y ) = f1(Y )X + Xf2(Y ) (23)
for all X, Y ∈ τ(N). Thus,
φ(X, αU + βV ) = f1(αU + βV )X + Xf2(αU + βV ) (24)
for all U,V ∈ τ(N) and all α, β ∈ C. On the other hand, since φ is linear in the second argument,
we have
φ(X, αU + βV )=αφ(X,U) + βφ(X, V )
=(αf1(U) + βf1(V ))X + X(αf2(U) + βf2(V )).
This and Eq. (24) give us that
(f1(αU + βV ) − αf1(U) − βf1(V ))X + X(f2(αU + βV ) − αf2(U) − βf2(V )) = 0.
In particular,
(f1(αU + βV ) − αf1(U) − βf1(V )) + (f2(αU + βV ) − αf2(U) − βf2(V )) = 0.
Thus we have for any X ∈ τ(N),
(f1(αU + βV ) − αf1(U) − βf1(V ))X − X(f1(αU + βV ) − αf1(U) − βf1(V )) = 0.
This implies that
f1(αU + βV ) − αf1(U) − βf1(V ) = −(f2(αU + βV ) − αf2(U) − βf2(V )) ∈ CI.
Hence the maps f1, f2 : τ(N) → τ(N) are linear modulo CI .
Using the fact that φ is a generalized derivation in the second argument, we can similarly show
that
φ(X, Y ) = f3(X)Y + Yf4(X) (25)
for all X, Y ∈ τ(N), where f3, f4 : τ(N) → τ(N) are linear modulo CI . Hence by Eqs. (23)
and (25), we have for any X, Y ∈ τ(N),
f3(X)Y − Xf2(Y ) − f1(Y )X + Yf4(X) = 0.
By Lemma 3.4, then there exist A,B ∈ τ(N) and maps ζ, ξ : τ(N) → CI such that
f3(X) = XA + ξ(X), f2(X) = AX + ζ(X),
f1(X) = XB − ζ(X), f4(X) = BX − ξ(X).
Hence by Eq. (24), φ(X, Y ) = f3(X)Y + Yf4(X) = XAY + YBX for all X, Y ∈ τ(N). The
proof is complete. 
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As a consequence of Theorem 3.1, we have
Corollary 3.1. Let N be a nest of infinite multiplicity. Then every generalized biderivation of
τ(N) is an inner generalized biderivation.
We say that a map π :A×A→A is symmetric if π(X, Y ) = π(Y,X) for all X, Y ∈A.
It is called anti-symmetric if π(X, Y ) = −π(Y,X) for all X, Y ∈A.
Corollary 3.2. LetN be a nest on a complex separable Hilbert space H with dim 0+ /= 1 and
dim H⊥− /= 1. Let φ : τ(N) × τ(N) → τ(N) be a generalized biderivation, we have
(a) If φ is symmetric, then there exists A ∈ τ(N) such that φ(X, Y ) = XAY + YAX for all
X, Y ∈ τ(N).
(b) If φ is anti-symmetric, then there exists A ∈ τ(N) such that φ(X, Y ) = XAY − YAX for
all X, Y ∈ τ(N).
Proof. It follows from Theorem 3.1 that φ(X, Y ) = XAY + YBX for some A,B ∈ τ(N). Since
φ is symmetric, we have
XAY + YBX = YAX + XBY,
that is, X(A − B)Y = Y (A − B)X for all X, Y ∈ τ(N). In particular,
X(A − B) = (A − B)X
for all X ∈ τ(N). Then there exists λ ∈ C such that A − B = λI , and so λ[X, Y ] = 0 for all
X, Y ∈ τ(N). This implies that λ = 0, and hence A = B. Thus φ(X, Y ) = XAY + YAX for all
X, Y ∈ τ(N). Similarly, we can show that (b) holds. The proof is complete. 
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