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1. Introduction
In [2] the second author studied analytic properties of functions defined by infinite
composition of entire functions on the complex number field C. Given two functions
f (x), g(x) on C, we define f ◦ g to be the composition of f and g , that is,
(f ◦ g)(x) = f (g(x)) .
We denote (f ◦ g)(x) by f (x) ◦ g(x) for convenience of expression. If m,n are integers
with m ≥ n, we define
m
R
r=n fr (x)= fn(x) ◦ fn+1(x) ◦ · · · ◦ fm−1(x) ◦ fm(x)
= fn(fn+1(· · · fm−1(fm(x)) · · · ) .
If {fn(x)}∞n=1 is a sequence of entire functions on C of the form x + (higher terms), the










In this article we will focus on a special case where fn(x) are quadratic polynomials for all
n ≥ 1. The trigonometric function cos x and the exponential function ex are essentially of
this type, namely for any x ∈ C we have the following identities
h2(x) := 1
2


















(see [2]). As usual, for real numbers a, b with a ≤ b, we set
[a, b] = {x ∈ R | a ≤ x ≤ b} ,
(a, b] = {x ∈ R | a < x ≤ b} ,
(−∞, b] = {x ∈ R | x ≤ b} .
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Then both h2(x) and h4(x) are bounded on (−∞, 0]:
h2((−∞, 0])= (− 12 , 0] ,
h4((−∞, 0])= [−1, 0] .
On the other hand the function h4(x) has the following property:
h−14 ([−1, 0]) ⊂ (−∞, 0] , (2)
where h−14 ([−1, 0]) denotes the pre-image of the closed interval [−1, 0]:
h−14 ([−1, 0]) = {x ∈ C | h4(x) ∈ [−1, 0]} .
Note that h4(x) is a function on C, so that the second property (2) is not trivial. For example,
the function h2(x) fails to have this property since it is a periodic function with imaginary
periods.










is an entire function on C (see Theorem 1.3 below). In view of the examples above, it is
natural to ask when hs(x) enjoys similar properties. The following theorem gives an answer
to this question.
THEOREM 1.1. Let the notation be as above.















⊂ (−∞, 0] .
REMARK 1.2. The function hs(x) satisfies the functional equation
hs(sx) = shs(x)+ shs(x)2 ,
so that hs(x) is a special example of Poincaré functions. For more details on Poincaré
functions, see [1], [2], [3, p. 65–66], [4], [5], and [7].
Theorem 1.1 can be generalized in the following way. Let {cn}∞n=1 be a sequence of
positive real numbers such that
∞∑
n=1
cn < ∞ . (3)









and consider the limit
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The convergence of this limit was studied in [2] in a more general situation. In our case,
we have the following.
THEOREM 1.3. The sequence {gn(x)}∞n=1 is uniformly convergent on every compact
subset of C, so that the limit function f (x) is entire on C.
Theorem 1.1 can be generalized for the function f (x) as follows.
THEOREM 1.4. Let the notation and the assumption be as above. Then the follow-
ing assertions hold.
(i) If cn+1 ≥ 14cn for any n ≥ 1, then














⊂ (−∞, 0] .
Note that Theorem 1.4 applied to f (x) = hs(x) reduces to Theorem 1.1. Theorem 1.4








for each n ≥ 1. In particular, we have f1(x) = f (x). Since fn(0) = 0 for any n ≥ 1, the












THEOREM 1.5. Suppose that the sequence {cn}∞n=1 satisfies the following two con-
ditions.
(C1) cn+1 ≤ 12cn for any n ≥ 1.





∣∣∣∣ f (x) = − 14c1
}
.
(i) For any real number µ such that µ ≥ ω1, the following two conditions are
equivalent.
(a) 14cn+1 − 1cn ≤ fn+1(µ) for any n ≥ 1.
(b) f ((−∞, µ]) ⊂ [ − 14c1 , f (µ)
]
.
(ii) For any real number λ such that λ ≥ ω1, the following two conditions are
equivalent.
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(a) fn+1(λ) ≤ 14cn+1 − 1cn for any n ≥ 1.
(b) f−1
([ − 14c1 , f (λ)
]) ⊂ (−∞, λ].
REMARK 1.6. The implication (a) 	⇒ (b) in (i) remains true even if we drop both
(C1) and (C2) from the assumption. Thus, taking µ = λ = 0, we obtain Theorem 1.4 from
Theorem 1.5. Moreover, it can be easily seen from the proof of Proposition 4.6 that we can
weaken the condition (b) in (ii) to f−1
([ − 14c1 , f (λ)
]) ⊂ R.
Now, Theorem 1.5 suggests the existence of the lower bound of µ and the upper bound














⊂ (−∞, λ] .
The following theorem gives an example of f (x) for which those bounds can be explicitly




(1 − 4−r ) (4)
In this case, we set
F(x) = ∞R
n=1









r=1(1 − 4−r )
> 0 .
Therefore, Theorem 1.5 shows that f ((−∞, 0]) can not be contained in the interval[− 43 , 0]. For the graph of F(x), see Figure 1 below.















∣∣∣∣ F(x) = −43
}
.
Let λ and µ be real numbers such that µ ≥ ω1 and λ ≥ ω1 respectively. Then the following
statements hold.
(i) F((−∞, µ]) ⊂ [− 43 , F (µ)] if and only if µ ≥ u.
(ii) F−1
([− 43 , F (λ)]) ⊂ (−∞, λ] if and only if ω1 ≤ λ ≤ µ1.
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FIGURE 1. The graph of y = F(x)
For a real number λ, study of the convergence of sequences of the form {fn(λ)}∞n=1
leads us naturally to the notion of “admissible sequences”. Section 2 and 3 will be devoted
to the study of admissible sequences. The proof of Theorem 1.5 will be given in Section
4. In the final section we will apply Theorem 1.5 to the function F(x) defined above and
prove Theorem 1.7. We will also study the behavior of F(x) as x → −∞.
2. Admissible sequences




cn < ∞ .









Then gn(x) is a polynomial of degree 2n. For example, we have
g1(x)= x + c1x2 ,
g2(x)= x + (c1 + c2)x2 + 2c1c2x3 + c1c22x4 ,
g3(x)= x + (c1 + c2 + c3)x2 + 2(c1c2 + c1c3 + c2c3)x3
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+ (c1c22 + 6c1c2c3 + c1c23 + c2c23)x4 + (4c1c22c3 + 6c1c2c23)x5
+ (6c1c22c23 + 2c1c2c33)x6 + 4c1c22c33x7 + c1c22c43x8 .
We will simply write f (x) for f1(x):
f (x) = ∞R
n=1
ϕn(x) .
Now, let µ be a real number and set
αn = fn(µ) (n ≥ 1) . (5)
PROPOSITION 2.1. The sequence {αn}∞n=1 defined by (5) enjoys the following prop-
erties.
(A1) αn is a real number for any n ≥ 1.
(A2) αn = ϕn(αn+1) for any n ≥ 1.
(A3) The limit limn→∞ αn exists.
REMARK 2.2. As for (A3), we will prove that limn→∞ αn = µ.





for each n ≥ 1. Note that An goes to 0 as n → ∞ since ∑∞r=1 cr is convergent.
LEMMA 2.3. For any x ∈ C such that |x| < 1
An
, we have
|fn(x)− x| ≤ An|x|
2
1 − An|x| .
Proof. Although this is implicitly proved in [2], we give a proof here for the sake of









We show that, if |x| < 1
An,m
, then
|gn,m(x)− x| ≤ An,m|x|
2
1 − An,m|x| . (7)
for any m ≥ n. Once this is proved, taking the limit limm→∞, we obtain the lemma.
We prove (7) by induction on m. First, if m = n, then
|gn,n(x)− x| = cn|x|2 ≤ An,n|x|
2
1 − An,n|x|
since An,n = cn. Hence (8) holds.
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Next, suppose that m > n and assume that
|gn,m(x)− x| ≤ An,m|x|
2
1 − An,m|x| (8)
for any x ∈ C with |x| < 1
An,m
. We have to prove that
|gn,m+1(x)− x| ≤ An,m+1|x|
2
1 − An,m+1|x| (9)
for any x ∈ C with |x| < 1
An,m+1 . We note that, if |x| < 1An,m+1 , then |ϕm+1(x)| < 1An,m .
Indeed, this can be checked as follows:

















It then follows from (8) that
|gn,m+1(x)− x| ≤ |gn,m(ϕm+1(x))− ϕm+1(x)| + |ϕm+1(x)− x|
≤ An,m|ϕm+1(x)|
2








1 − An,mϕm+1(|x|) .
Here we have
An,m+1|x|2





(1 − An,m+1|x|)(1 − An,mϕm+1(|x|)) ≥ 0 .
Consequently we obtain (9). This completes the proof of the lemma. 
Proof of Proposition 2.1. Note that Condition (A1) clearly follows from the defini-
tion, and Condition (A2) follows from the equality
fn(x) = ϕn(x) ◦ fn+1(x) .
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In order to prove (A3), choose a positive integer n so that |µ| < 12An . This is possible
since limn→∞ An = 0. It then follows from Lemma 2.3 that
|αn − µ| = |fn(µ)− µ| ≤ An|µ|
2
1 − An|µ| ≤ 2An|µ|
2 .
Since the right hand side goes to 0 as n → ∞, it follows that
lim
n→∞ αn = µ .
This proves (A3). 
We say that a sequence {αn}∞n=1 is admissible if it has three properties (A1), (A2) and
(A3) in Proposition 2.1.
PROPOSITION 2.4. Every sequence of non-negative real numbers satisfying Condi-
tion (A2) is admissible.
Proof. Note that every admissible sequence is a non-increasing sequence. Indeed,
Condition (A2) implies that
αn − αn+1 = cnα2n+1 ≥ 0 .
Thus, {αn}∞n=1 is non-increasing. Since αn ≥ 0 for any n ≥ 1, it follows that the sequence{αn}∞n=1 is convergent. 
If a real number sequence {αn}∞n=1 satisfies Condition (A2), then it satisfies the recur-
rence formula




with εn = ±1. The following proposition gives a necessary condition for a sequence
satisfying (A1) and (A2) to be admissible.
PROPOSITION 2.5. Let {αn}∞n=1 be an admissible sequence. Then there exists an
positive integer n0 such that




for any n ≥ n0. Furthermore, if αn ≥ 0 for any n ≥ 1, then we can take n0 = 1.
Proof. Suppose, on the contrary, that there are infinitely many nν (ν ∈ N) such that
αnν+1 =
−1 − √1 + 4cnναnν
2cnν





Since cnν goes to 0 as ν → ∞, we have
lim
ν→∞ αnν+1 = −∞ ,
which contradicts to the assumption that limn→∞ αn exists. This proves the first assertion.
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The second assertion is clear since
−1 − √1 + 4cnαn
2cn
< 0 .
Thus the proposition holds. 
Before ending this section, we prove a basic fact, which will be frequently used in
what follows.





Proof. The functional equation
fn(s) = (x + cnx2) ◦ fn+1(s)
yields





Since fn+1(x) ∈ R, we have 1 + 4cnfn(x) ≥ 0. 
3. Inductive construction of admissible sequences
In the proof of Proposition 2.1 (A3), we have actually proved a stronger statement is
true. Namely, if {αn}∞n=1 is an admissible sequence defined by αn = fn(µ), then
lim
n→∞ αn = µ .
In this section, we will study when an admissible sequence has this property. In other
words, given an admissible sequence {αn}∞n=1 with the limit µ, we will study when the
equality
αn = fn(µ)
holds for any n ≥ 1.
The following proposition characterizes non-negative admissible sequences.
PROPOSITION 3.1. Let {αn}∞n=1 be a sequence of non-negative real numbers satis-
fying (A2). Then the following assertions hold.
(i) {αn}∞n=1 is an admissible sequence.
(ii) If we put µ = limn→∞ αn, then µ ≥ 0 and αn = fn(µ) for any n ≥ 1.
(iii) Let {α′n}∞n=1 be another admissible sequence of non-negative real numbers with
α1 < α
′
1. If we put µ = limn→∞ αn and µ′ = limn→∞ α′n, then µ < µ′.
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Proof. (i) This is already proved in Proposition 2.4.
(ii) Since α1 ≥ 0, there exists a real number s ≥ 0 such that α1 = f1(s). Moreover,
since
fn(s) = (x + cnx2) ◦ fn+1(s) ,
and fn(s) ≥ 0, it follows that





Hence for any n, we have
αn = fn(s) .




(iii) To see this we note that the power series expansion of f (x) has the form





where all the coefficients Bn are non-negative real numbers. This can be easily checked
from the definition of f (x). It follows that f ′(x) ≥ 1 for any real number x ≥ 0. Therefore
the function f (x) is monotone increasing on the interval [0,∞). This, combined with (ii),
proves (iii). 
Now, we turn to the case of negative sequences. It is a delicate problem to determine
whether a given negative sequence satisfying (A2) converges or not. In fact, in the case
of f (x) = h2(x), the sequence {−2n−2}∞n=1 satisfies (A1) and (A2), but limn→∞(−2n−2)
does not exist.
We begin with the following lemma.
LEMMA 3.2. Suppose that (C1) holds. Starting from a real number β1 with
− 14c1 ≤ β1 < 0, we define a sequence {βn}∞n=1 inductively by the following rule:




(n ≥ 1) . (10)
Then, for any n ≥ 1, βn is a real number and − 14cn ≤ βn < 0.
Proof. We prove the lemma by induction on n. There is nothing to prove for n = 1.
Let k ≥ 1 and suppose that the lemma is true for n = k. Then βk+1 is a negative real
number since 0 ≤ 1 + 4ckβk < 1. In order to prove that βk+1 ≥ − 14ck+1 , observe that
−1 + √1 + 4ckβk < 0 and 2ck+1ck ≤ 1. Hence
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= 1 + 2ck+1
ck
· (−1 + √1 + 4ckβk)
≥ 1 + (−1 + √1 + 4ckβk)
= √1 + 4ckβk ≥ 0 .
Therefore the lemma holds in this case also. 




≤ β1 < 0
and define a sequence {βn}∞n=1 inductively by the following rule:




(n ≥ 1) . (11)
Then the following assertions hold.
(i) {βn}∞n=1 is an admissible sequence.
(ii) If we put λ = limn→∞ βn, then λ < 0 and βn = fn(λ) for any n ≥ 1.
(iii) Let {β ′n}∞n=1 be another admissible sequence defined inductively by the same
recurrence formula (11) with the initial term β ′1 such that β1 < β ′1 < 0. If we
put λ = limn→∞ βn and λ′ = limn→∞ β ′n, then λ < λ′.
Proof. (i) We have to prove that the sequence {βn}∞n=1 converges. First observe that
βn+1 = 2βn
1 + √1 + 4cnβn . (12)
Since 1 + √1 + 4cnβn ≥ 1, it follows that
|βn+1| ≤ 2|βn|
for any n ≥ 1. From this we obtain the following estimate of βn for any n ≥ 1:
|βn| ≤ 2n−1|β1| .
It follows that
|4cnβn| ≤ |4cn · 2n−1β1| = 2ncn · |2β1| .
Since 2ncn → 0 as n → ∞, there is a positive integer n0 and a positive constant b < 1
such that
2ncn · |2β1| < b
for any n ≥ n0. Hence |4cnβn| < b and
1 + √1 + 4cnβn > 1 + √1 − b .




1 + √1 − b
)n−n0
|βn0 |
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(1 + √1 − b)r .
From this estimate for |crβr+1| we find that
∞∑
r=n0
cr |βr+1| < b|βn0 |
2|β1|
(





(1 + √1 − b)r < ∞ . (13)






(1 + crβr+1) . (14)
From (13) and (14) it can be easily seen that limn→∞ βn exists. This proves (i).
(ii) In order to prove (ii), let λ = limn→∞ βn and let
γn = fn(λ) .
We have to show that βn = γn for any n ≥ 1. Since the sequence {γn}∞n=1 converges by
Proposition 2.1, Proposition 2.5 shows that there exists a positive integer n0 such that




for any n ≥ n0. Hence, for any n ≥ n0, we have












1 + 4cnβn − √1 + 4cnγn|
2cn
= 2|βn − γn|√
1 + 4cnβn + √1 + 4cnγn .
Since βn is non-increasing and β1 < 0, we find that λ < 0. Since limn→∞ γn = λ, there
exists an integer n1 such that γn < 0 for any n ≥ n1. Letting N0 = max{n0, n1}, we obtain√
1 + 4cnβn +
√
1 + 4cnγn ≤ 2
for any n ≥ N0. It follows that
|βn − γn| ≥ |βN0 − γN0 |
for any n ≥ N0. Taking the limit, we see that∣∣∣ lim
n→∞ βn − limn→∞ γn
∣∣∣ ≥ |βN0 − γN0 | .
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Since limn→∞ βn = limn→∞ γn = λ, this shows that βN0 = γN0 . Since two sequences{βn}∞n=N0 , {γn}∞n=N0 satisfy the same recurrence formula, we have βn = γn for any n ≥ N0.
Moreover, in the notation in the proof of Lemma 2.3, we have
βn = gn,N0−1(βN0) , γn = gn,N0−1(γN0)
for any n < N0. Thus βn = γn for any n ≤ N0. Consequently we find that βn = γn for any
n ≥ 1. This proves (ii).
(iii) Quite similarly as in the proof of (ii), we see that
β ′n+1 − βn+1 ≥ β ′n − βn
for any n ≥ 1. Therefore, we have λ′−λ ≥ β ′1−β1 > 0, which proves (iii). This completes
the proof of the proposition. 
COROLLARY 3.4. Suppose that both (C1) and (C2) hold. Let {αn}∞n=1 be a sequence
of real numbers. Then the following two conditions are equivalent.
(i) The sequence {αn}∞n=1 is admissible.
(ii) There exists a real number µ such that αn = fn(µ) for any n ≥ 1.
Proof. Proposition 2.1 shows that (ii) implies (i). To prove the converse, we set µ =
limn→∞ αn. If µ ≥ 0, then αn ≥ 0 for all n ≥ 1, and (i) implies (ii) by Proposition 3.1.
Suppose that µ < 0. Then there exists an integer m1 such that




for any n ≥ m1. On the other hand, if we set
γn = fn(µ) ,
then there exists an integer m2 such that




for any n ≥ m2. Setting M0 = max{m1,m2}, we find from the proof in Proposition 3.3
that
|αn − γn| ≥ |αM0 − γM0 |
for any n ≥ M0. Hence we conclude that αn = γn for any n ≥ 1. This completes the
proof. 




n=ν pn(x) = pN(x) ◦ pN−1(x) ◦ · · · ◦ pν+1(x) ◦ pν(x) .
Similarly as in the right composition (1), we also define the infinite left composition:
∞
L




We define a real function f ∗ν (x) on the interval
[ − 14cν ,∞
)
as follows:
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DEFINITION 3.6. For each n ≥ 1, let ϕ∗n(x) be the function on





−1 + √1 + 4cnx
2cn
.










Using Proposition 3.1 and Proposition 3.3, we obtain
fν(x) ◦ f ∗ν (x) = x (15)
for any x ∈ [− 14cν ,∞).
PROPOSITION 3.7. Suppose that both (C1) and (C2) hold and set






Then we have the following.
(i) The map f ∗ν is injective and monotone increasing on
[ − 14cν ,∞
)
.
(ii) The function f ∗ν (x) is continuous on
[ − 14cν ,∞
)
.
Proof. It follows from (15) that the map f ∗ν :
[ − 14cν ,∞
) → [ων,∞) is injective.
That f ∗ν is monotone increasing follows from Proposition 3.1, (iii) and Proposition 3.3,
(iii).




















we can define a real continuous function







[ − 14cν ,∞
)
for any N ≥ ν + 1. Moreover, we define
ψ∗ν,ν(x) = x .
From now on, letting x0 be a real number with − 14cν ≤ x0, we shall prove that ψ∗N,ν(x) is
uniformly convergent to f ∗ν (x) on
[ − 14cν , x0
]








(x + cNx2) ◦ ψ∗N+1,ν (x) = ψ∗N,ν(x) .
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Here note that 1 + crψ∗r+1,ν(x) ≥ 1 − cr2cr = 12 . Since ψ∗r+1,ν(x) converges for each
x ∈ [ − 14cν , x0
]
, there exists an integer n1 such that for r ≥ n1,
|crψ∗r+1,ν(x)| < Mcr ,
whereM is constant. Since
∞∑
r=n1






is uniformly convergent on
[ − 14cν , x0
]
. Hence ψ∗N,ν(x) is uniformly convergent to f ∗ν (x)
on
[ − 14cν , x0
]
. Therefore f ∗ν (x) is continuous on
[ − 14cν ,∞
)
. This completes the
proof. 
PROPOSITION 3.8. Suppose that both (C1) and (C2) hold and set






Then we have the following.
(i) fν([ων,∞)) =
[ − 14cν ,∞
)
.
(ii) The function fν(x) is monotone increasing on [ων,∞).
(iii) ων = max
{
x ∈ R ∣∣ fν(x) = − 14cν
}
.
Proof. It follows from (15) that the map fν : [ων,∞) →
[ − 14cν ,∞
)
is surjective.








and f ∗ν (x) is monotone increasing, there exist α1, α2 ∈
[ − 14cν ,∞
)
such that
x1 = f ∗ν (α1) , x2 = f ∗ν (α2) , α1 < α2 .
The inequality α1 < α2 implies that
fν(f
∗
ν (α1)) < fν(f
∗
ν (α2)) .
Hence fν(x1) < fν(x2), which proves (ii). The assertion (iii) immediately follows from
(ii). 
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4. Proof of Theorem 1.5
In this section we will prove Theorem 1.5. The following proposition proves Theorem
1.5, (i).
PROPOSITION 4.1. Let {cn}∞n=1 be a sequence of positive real numbers satisfying
both (C1) and (C2). Let






and let µ be a real number such that µ ≥ ω1. If we set αn = fn(µ), then the following two
conditions are equivalent.
(i) 14cn+1 − 1cn ≤ αn+1 for any n ≥ 1.
(ii) f ((−∞, µ]) ⊂ [ − 14c1 , α1
]
.
Proof. ((i) 	⇒ (ii)): Suppose that Condition (i) holds. Then we have
− 1
cn
− αn+1 ≤ − 1
4cn+1
.
Since αn+1 ≥ − 14cn+1 by Proposition 2.6, it follows that
− 1
cn
− αn+1 ≤ αn+1 .














Then it is an elementary fact that ϕn(In) = Jn for any n ≥ 1. Using these notation, we see
that Condition (i) is equivalent to
Jn+1 ⊂ In (∀n ≥ 1) .
Our first task is to show that
gn(In) ⊂ J1 (∀n ≥ 1) (16)
by induction on n. If n = 1, then g1(I1) = J1 and (16) holds.
Let k > 1 and suppose that
gk−1(Ik−1) ⊂ J1 .
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Now, for any x ∈ (−∞, µ], we can take a positive integer n such that x ∈ In. Then
gn(x) ∈ J1 by (16). Taking the limit, we have
f (x) = lim
n→∞ gn(x) ∈ J1 .
This proves that f ((−∞, µ]) ⊂ J1. Hence (i) implies (ii).
Before proving the converse, we prove the following three lemmas:
LEMMA 4.2. Suppose that (C1) holds. Let
ϕ∗r (x) =








Then the function g∗n(x) is monotone increasing on
[ − 14c1 ,∞
)
.
Proof. We prove this lemma by induction on n. Let x, y be real numbers such that
x, y ∈ [ − 14c1 ,∞
)
and x > y. If n = 1, then the assertion is trivial. Next suppose that the
function g∗n (x) is monotone increasing on
[ − 14c1 ,∞
)
. Then we obtain









This proves the lemma. 












for x ∈ [ − 14c1 ,∞
)
. Then we can prove this lemma in the same way as in the proof of
Proposition 3.8, (ii). 
LEMMA 4.4. Suppose that both (C1) and (C2) hold. Let ων = f ∗ν (ξν). Then ων ≤
ω1 for any ν ≥ 1.












for ν ≥ 2. Hence, noting f ∗ν (x) is monotone increasing on
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for any ν ≥ 1. This completes the proof. 
Now, we return to the proof of the implication (ii) 	⇒ (i). We first show that
αν+1 ≥ − 1
2cν
.
It follows from Proposition 3.8 and the assumption µ ≥ ω1 that fν+1(µ) ≥ fν+1(ω1).




































αν+1 = fν+1(µ) ≥ − 1
2cν
. (17)
Let g∗ν (x) be as in Lemma 4.2. Then we have
αν = g∗ν−1(α1)






for some ν ≥ 2. Then




− αν . (18)
Since we are assuming Condition (C1) and (C2), we can define
ων = f ∗ν (ξν).
Note that (18) implies that
ϕν−1(ξν) > ϕν−1(αν) = αν−1 .






≤ g∗ν−2(α1) = αν−1
and Lemma 4.3, we have
ξ1 = gν−2(ξν−1) > gν−2(αν−1) = α1 .
Therefore ξ1 ∈
[− 14c1 , α1
]
. Hence it follows from ξ1 = f (ων) and ων ≤ ω1 ≤ µ that
f ((−∞, µ]) ⊂ [− 14c1 , α1
]
, namely Condition (ii) does not hold. This proves that (ii)
implies (i). 
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REMARK 4.5. Note that we used the conditions (C1), (C2) only in the proof of the
implication (ii) 	⇒ (i).
The following proposition proves Theorem 1.5, (ii).
PROPOSITION 4.6. Let {cn}∞n=1 be a sequence of positive real numbers satisfying
both (C1) and (C2). Let






and let λ be a real number such that λ ≥ ω1. If we set βn = fn(λ), then the following two
conditions are equivalent.
(i) βn+1 ≤ 14cn+1 − 1cn for any n ≥ 1.
(ii) f−1
([ − 14c1 , β1
]) ⊂ (−∞, λ].















We first note that In is not empty, that is,
βn+1 ≥ − 1
2cn
.
This inequality follows from the proof of (17).
Now, Condition (i) is equivalent to
In ⊂ Jn+1 (∀n ≥ 1) . (19)
Suppose Condition (19) holds. If we set I0 = J1, then we have
ϕn(In) = Jn ⊃ In−1 (∀n ≥ 1) .
Since ϕ−1n (Jn) = In, it follows that
ϕ−1n (In−1) ⊂ ϕ−1n (Jn) = In (∀n ≥ 1) .
Therefore
g−1n (J1) = ϕ−1n (ϕ−1n−1(· · · (ϕ−11 (I0)) · · · )) ⊂ In ⊂ (−∞, βn] (∀n ≥ 1) .
From Theorem 1.3, we see that the function gn(x) converges uniformly to f (x) in any
finite region. Hence, using Hurwitz’s theorem (Titchmarsh [6, p.119]), we deduce that for
all n ≥ 1,
f−1(J1) ⊂ (−∞, βn] .
Since {βn}∞n=1 is non-increasing and λ = limn→∞ βn, it follows that
f−1(J1) ⊂ (−∞, λ] .
Before giving the proof of the converse implication ((ii) 	⇒ (i)), we need a lemma.
LEMMA 4.7. Given a positive integer n and a complex number ξ , the following two
conditions are equivalent.
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(i) The inverse image f−1n (ξ) is empty.
(ii) cm+1 = 12cm for any m ≥ n and ξ = − 14cn .





Since fn(x) = gn,m(x) ◦ fm+1(x), we have
f−1n (ξ) = f−1m+1(g−1n,m(ξ)) .
Recall that fm(x) is a non-constant entire function on C by Theorem 1.3. Hence, if
#(g−1n,m(ξ)) > 1, then f−1m+1(g−1n,m(ξ)) = ∅ by Picard’s theorem. Therefore, in order that
f−1n (ξ) is empty, it is necessary that
#(g−1n,m(ξ)) = 1 (∀m ≥ n) . (20)
But one can easily verify that (20) is equivalent to Condition (ii). This proves that (i) implies
(ii).







































This proves that (ii) implies (i), which completes the proof. 
We now return to the proof of the implication ((ii) 	⇒ (i)) : Suppose that Condition







for some n0 ≥ 2. If we put
ξ = − 1
cn0−1
− βn0 ,
then (21) is equivalent to
ξ < − 1
4cn0
.
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Since fn0(x) ≥ − 14cn0 for any x ∈ R, we have ξ ∈ fn0(R). This implies that
f−1n0 (ξ) ⊂ C \ R .
Since gn0−1(ξ) = gn0−1(βn0) = β1, it follows that f−1(β1) ⊃ f−1n0 (ξ). But f−1n0 (ξ) = ∅
by Lemma 4.7. Therefore f−1(β1) ⊂ R. In particular, this implies that
f−1(β1) ⊂ (−∞, λ] ,
which means that Condition (ii) does not hold. This proves that (ii) implies (i), and com-
pletes the proof of Proposition 4.6. 
5. Proof of Theorem 1.7
Given a sequence {cn}∞n=1 of positive real numbers such that
∞∑
n=1
cn < ∞ ,






In this section we will always assume that the following conditions hold.
(C1) cn+1 ≤ 12cn for any integers n ≥ 1.
(C2) limn→∞ 2ncn = 0.
(C3) tn is non-decreasing.
(C4) u := limn→∞ tn exists.
We begin with the following.
PROPOSITION 5.1. Under the conditions (C1), (C2), (C3) and (C4), the following
assertions hold.
(i) Let µ be a real number. Then






⇐⇒ µ ≥ u.
Furthermore, if µ ≥ u, then f ((−∞, µ]) = [ − 14c1 , f (µ)
]
.
(ii) Let λ ≥ λ1, where
λ1 = max
{











⊂ (−∞, λ] ⇐⇒ β2 ≤ t1 .
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Proof. (i) Proposition 4.1 shows that






⇐⇒ tn ≤ αn+1 (∀n ≥ 1)
But, since {tn}∞n=1 is non-decreasing and {αn}∞n=1 is non-increasing, the latter condition is
equivalent to u ≤ µ. Then (i) follows from this and Proposition 3.7.







⊂ (−∞, λ] ⇐⇒ βn+1 ≤ tn (∀n ≥ 1)
But, since {tn}∞n=1 is non-decreasing and {βn}∞n=1 is non-increasing, this is equivalent to
β2 ≤ t1. Thus the proposition holds. 











r=1(1 − 4−r )
.






r=1(1 − 4−r )
.
Therefore, Proposition 5.1 shows that






for any µ ≥ u.







⊂ (−∞, λ] ⇐⇒ β2 ≤ 16
45
.








for any λ such that f (λ) ≤ 256675 . The inequality f (λ) ≤ 256675 is equivalent to






This completes the proof of Theorem 1.7. 
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F(x) = F(u) . (22)
We will show that this is the case. Actually we will prove that a more general statement is
true.




f (x) = f (u) .
In order to prove Theorem 5.2, we need three lemmas.
LEMMA 5.3. For any n ≥ 1, we have
f (x) = nR
r=1
(x + crx2) ◦ fn+1(x) .
Proof. The functional equation
fn(x) = (x + cnx2) ◦ fn+1(x)
yields the lemma. 
LEMMA 5.4. Let An be as in (6). Then, for any x ∈ C such that |x| < 1An , we have
|fn(x)| ≤ |x|
1 − An|x| .
Proof. Suppose that |x| < 1
An
. Then it follows from Lemma 2.3 that
|fn(x)| ≤ |fn(x)− x| + |x|
≤ An|x|
2
1 − An|x| + |x|
= |x|
1 − An|x| .
This proves the lemma. 
LEMMA 5.5. Under the same assumption of Theorem 5.2, define a sequence of neg-
ative real numbers {ωn}∞n=1 by
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Then
lim
n→∞ωn = −∞ . (23)
Proof. Suppose that there is an infinite bounded subsequence {ωnν }∞ν=1 of {ωn}∞n=1.















+ · · ·
)
= 2cn .
This combined with (24) shows that
|fnν (ωnν )| ≤
|ωnν |








But this is a contradiction since fnν (ωnν ) = − 14cnν . Therefore the sequence of negative real
numbers {ωn}∞n=1 has no infinite bounded subsequence, which proves the lemma. 
Proof of Theorem 5.2. Under the assumption of Theorem 5.2, we find that
f (x) ≤ f (u)
























Here we have used the identity
ϕn−1(x) = ϕn−1(x) ◦
(






n→∞ f (ωn) = limn→∞ gn−1(tn−1) = f (u) .
This completes the proof. 
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Note added in proof. After this work was done, we found a paper by Ramez N.
Maalouf entitled “Julia Sets and Non-Constant Limits in the Composition of Entire Func-
tions” (Complex Variables, 1996, vol. 30, pp. 97–112). In the paper he studies infinite left
compositions (in our terminology) of special entire functions of the form zeanz and obtains
an inequality similar to (7) in Section 2.
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[ 3 ] M. R. S. Kuhenović, O. Merino : Discrete dynamical systems and difference equations with Mathematica,
Chapman & Hall , 2002.
[ 4 ] H. Poincaré : Sur une classe nouvelle de transcendantes uniformes, J. Math. Pures Appl. IV. Ser. 6 (1890),
313–365.
[ 5 ] N. Steinmetz : Rational Iteration, Walter de Gruyter, Berlin, 1993.
[ 6 ] E. C. Titchmarsh: The Theory of Functions, 2nd ed., Oxford, 1939.
[ 7 ] G. Valiron : Fonctions analytiques, Presses Universitaires de France, Paris, 1954.
Noboru AOKI
Department of Mathematics
Rikkyo University
3–34–1 Nishi-Ikebukuro, Toshima-ku
Tokyo, 171–8501, Japan
e-mail: aoki@rikkyo.ac.jp
Shota KOJIMA
Department of Mathematics
Rikkyo University
3–34–1 Nishi-Ikebukuro, Toshima-ku
Tokyo, 171–8501, Japan
e-mail: 09rc001d@rikkyo.ac.jp
