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Abstract. We study the sensitivity of the densities of some Kolmogorov like
degenerate diffusion processes with respect to a perturbation of the coefficients
of the non-degenerate component. Under suitable (quite sharp) assumptions
we quantify how the pertubation of the SDE affects the density. Natural ap-
plications of these results appear in various fields from mathematical finance
to kinetic models.
Keywords: Diffusion Processes, Markov Chains, Parametrix, Ho¨lder Coeffi-
cients, bounded drifts.
1. Introduction
We consider Rd × Rd−valued processes that follow the dynamics:
{
dXt = b(Xt, Yt)dt+ σ(Xt, Yt)dWt,
dYt = Xtdt, t ∈ [0, T ],
(1.1)
where b : R2d → Rd, σ : R2d → Rd ⊗ Rd are bounded coefficients that are Ho¨lder
continuous in space (this condition will be possibly relaxed for the drift term b)
and W is a Brownian motion on some filtered probability space (Ω,F , (Ft)t≥0,P).
T > 0 is a fixed deterministic final time. Also, a(x, y) := σσ∗(x, y) is assumed to
be uniformly elliptic.
We now introduce a perturbed version of (1.1) with dynamics:{
dX
(ε)
t = bε(X
(ε)
t , Y
(ε)
t )dt+ σ(X
(ε)
t , Y
(ε)
t )dWt,
dY
(ε)
t = X
(ε)
t dt, t ∈ [0, T ],
(1.2)
where bε : R
2d → Rd, σε : R2d → Rd ⊗Rd satisfy at least the same assumptions as
b, σ and are in some sense meant to be close to b, σ for small values of ε > 0.
In particular those assumptions guarantee that (1.1) admits a unique weak so-
lution, see e.g. [Men11]. The unique weak solution of (1.1) admits a density
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p(t, (x, y), (x′, y′)) for all t > 0 that satisfies the Aronson like bounds (see [DM10]
and [Men11]).
Such kind of processes as (1.1) appear in various applicative fields. For instance,
in mathematical finance, when dealing with Asian options, X can be associated
with the dynamics of the underlying asset and its integral Y is involved in the
option Payoff. Typically, the price of such options writes Ex[ψ(XT , T
−1YT )], where
for the put (resp. call) option the function ψ(x, y) = (x − y)+ (resp.(y − x)+), see
[BPV01] and [LPS98]. It is, thus, useful to specifically quantify how a perturbation
of the coefficients impacts the option prices.
The cross dependence of the dynamics of X in Y is also important when handling
kinematic models or Hamiltonian systems. For a given Hamilton function of the
form H(x, y) = V (y) + |x|
2
2 , where V is a potential and
|x|2
2 the kinetic energy
of a particle with unit mass, the associated stochastic Hamiltonian system would
correspond to b(Xs, Ys) = −(∂yV (Ys)+F (Xs, Ys)Xs) in (1.1), where F is a friction
term. When F > 0 natural questions arise concerning the asymptotic behavior of
(Xt, Yt), for instance, the geometric convergence to equilibrium for the Langevin
equation is discussed in Mattingly and Stuart [MSH02], numerical approximations
of the invariant measures in Talay [Tal02], the case of high degree potential V is
investigated in He´rau and Nier [HN04].
The goal of this work is to investigate how the closeness of (bε, σε) and (b, σ) is re-
flected on the respective densities of the associated processes. In many applications
(misspecified volatility models or calibration procedures) it can be useful to know
how the controls on the differences |b− bε|, |σ− σε| (for suitable norms) impact the
difference pε − p of the densities corresponding respectively to the dynamics with
the perturbed parameters and the one of the model.
1.1. Assumptions and Main Results. Let us introduce the following assump-
tions. Below, the parameter ε > 0 is fixed and the constants appearing in the
assumptions do not depend on ε.
(A1) (Boundedness of the coefficients). The components of the vector-valued
functions b(x, y), bε(x, y) and the matrix-functions σ(x, y), σε(x, y) are bounded
measurable. Specifically, there exist constants K1,K2 > 0 s.t.
sup
(x,y)∈R2d
|b(x, y)|+ sup
(x,y)∈R2d
|bε(x, y)| ≤ K1,
sup
(x,y)∈R2d
|σ(x, y)| + sup
(x,y)∈R2d
|σε(x, y)| ≤ K2.
(A2) (Uniform Ellipticity). The matrices a := σσ∗, aε := σεσ
∗
ε are uniformly
elliptic, i.e. there exists Λ ≥ 1, ∀(x, y, ξ) ∈ (Rd)3,
Λ−1|ξ|2 ≤ 〈a(x, y)ξ, ξ〉 ≤ Λ|ξ|2,Λ−1|ξ|2 ≤ 〈aε(x, y)ξ, ξ〉 ≤ Λ|ξ|2.
(A3) (Ho¨lder continuity in space). For some γ ∈ (0, 1] , κ <∞,
|σ(x, y)− σ(x′, y′)|+ |σε(x, y)− σε(x′, y′)| ≤ κ (|x− x′|+ |y − y′|)γ .
Observe that the last condition also readily gives, thanks to the boundedness of
σ, σε that a, aε are also uniformly γ-Ho¨lder continuous.
For a given ε > 0, we say that assumption (A) holds when conditions (A1)-
(A3) are in force. Let us now introduce, under (A), the quantities that will bound
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the difference of the densities in our main results below. Set for ε > 0:
∀q ∈ (1,+∞], ∆ε,b,q := sup
t∈[0,T ]
‖b(t, .)− bε(t, .)‖Lq(Rd).
Since σ, σε are both γ-Ho¨lder continuous, see (A3), we also define
∆ε,σ,γ := |σ(., .)− σε(., .)|γ ,
where for γ ∈ (0, 1], |.|γ stands for the usual Ho¨lder norm in space on Cγb (Rd,Rd ⊗ Rd)
(space of Ho¨lder continuous bounded functions, see e.g. Krylov [Kry96]) i.e. :
|f |γ := sup
x∈Rd
|f(x)|+ [f ]γ , [f ]γ := sup
x 6=y,(x,y)∈R2d
|f(x)− f(y)|
|x− y|γ .
The previous control in particular implies for all ((x, y), (x′, y′)) ∈ (R2d)2:
|a(x, y)− a(x′, y′)− aε(x, y) + aε(x′, y′)| ≤ 2(K2 + κ)∆ε,σ,γ (|x− x′|+ |y − y′|)γ .
We eventually set ∀q ∈ (1,+∞],
∆ε,γ,q := ∆ε,σ,γ +∆ε,b,q,
which will be the key quantity governing the error in our results.
We will denote, from now on, by C a constant depending on the parameters
appearing in (A) and T . We reserve the notation c for constants that only depend
on (A) but not on T . The values of C, c may change from line to line and do not
depend on the considered pertubation parameter ε.
Theorem 1 (Stability Control). Fix T > 0. Under (A), for q ∈ (4d,+∞], there
exists C := C(q) ≥ 1, c ∈ (0, 1] s.t. for all 0 < t ≤ T, ((x, y), (x′, y′)) ∈ (R2d)2:
|(p− pε)(t, (x, y), (x′, y′))| ≤ C∆ε,γ,q pˆc,K(t, (x, y), (x′, y′)),
where p(t, (x, y), (., .)), pε(t, (x, y), (., .)) respectively stand for the transition densi-
ties at time t of equations (1.1), (1.2) starting from (x, y) at time 0. Also, we denote
for a given c > 0 and for all (x′, y′) ∈ R2d,
pˆc,K(t, (x, y), (x
′, y′)) :=
cd3d/2
(2πt2)d
exp
(
−c
[ |x′ − x|2
4t
+ 3
|y′ − y − (x+ x′)t/2|2
t3
])
,
(1.3)
which enjoys the semigroup property, i.e. ∀0 ≤ s < t ≤ T,∫
R2d
pˆc,K(s, (x, y), (w, z))pˆc,K(t− s, (w, z), (x′, y′))dwdz = pˆc,K(t, (x, y), (x′, y′)).
The subscript K in the notation pˆc,K stands for Kolmogorov like equations and
pˆc,K(t, (x, y), (·, ·)) denotes the density of
(
Xc,Kt
)
:=
(
XK,c,1t , X
K,c,2
t
)
=
(
x+
√
2Wt
c1/2
, y +
∫ t
0
Xsds
)
.
We refer for details to the seminal paper [Kol34] and [KMM10], [DM10] for further
extensions.
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Remark 1.1. Observe carefully that the density in (1.3) exhibits a multiscale be-
havior. The non degenerate component has the usual diffusive scale in t1/2 corre-
sponding to the self-similarity index or typical scale of the Brownian motion at time
t, whereas the degenerate one has a faster typical behavior in t3/2 corresponding to
the typical scale of the integral
∫ t
0 Wsds, associated with the parameters y, y
′.
Remark 1.2. Note that the same result could be achieved in the non-homogeneous
case without additional assumptions (see [DM10] for details).
Remark 1.3. Observe as well that the control of Theorem 1 should as well hold
for the Euler schemes for the degenerate Kolmogorov SDEs introduced in [LM10]
associated with (1.1) and (1.2) respectively. See also [KKM15] for the sensitivity
of perturbed Markov Chains in the non-degenerate case.
Remark 1.4. Let us mention that for applicative purposes, perturbations of the
degenerate component could be very interesting as well. The first natural pertur-
bation we have in mind would be to consider
dXε,2t = {Xε,1t + εF (Xεt )}
in (1.2) for a smooth bounded function F . However, this setting would require
a more subtle handling of the proxy processes involved, in order to make the
parametrix approach work. In particular, similar difficulties than those arising in
[DM10] would occur leading to truncate the parametrix series (because of the non-
linear dynamics) and to control the reminders with stochastic control arguments.
The investigation of such perturbations will concern further research.
The paper is organized as follows. We recall in Section 2 some basic facts about
parametrix expansions for the densities of degenerate diffusions. We then detail in
Section 3 how to perform a stability analysis of the parametrix expansions in order
to derive the result of Theorem 1.
2. Parametrix Representation of the Density
From [Men11] it follows that (1.1) has under (A) a unique weak solution. We
aim at proving that the solution has for each t ∈ (0, T ] a density which can be
represented as the sum of a parametrix series.
If the coefficients in (1.1) are not smooth, but satisfy (A), it is then possi-
ble to use a mollification procedure, taking bη(x, y) := b ⋆ ρη(x, y), ση(x, y) :=
σ ⋆ ρη(x, y), x, y ∈ Rd where ρη is a smooth mollifying kernel and ⋆ stands for a
standard convolution operation and η ∈ [0, 1], the case η = 0 corresponding to the
initial process in (1.1).
For mollified coefficients, the existence and smoothness of the density pη for the
associated process (Xηs , Y
η
s ) follows from the Ho¨rmander theorem (see e.g. [Ho¨r67]
or [Nor86]). Thus, we can apply the parametrix technique directly for pη.
Roughly speaking, the parametrix approach consists in approximating the pro-
cess by a proxy which has a known density, here a Gaussian one, and then in in-
vestigating the difference through the Kolmogorov equations. Various approaches
to the parametrix expansion exist, see e.g. Il’in et al. [IKO62], Friedman [Fri64]
and McKean and Singer [MS67]. The latter approach will be the one used in this
work since it can be directly extended to the discrete case for Markov chain ap-
proximations of equations (1.1) and (1.2). Let us mention in this setting the works
of Konakov and Mammen, see[KM00], [KM02].
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For the parametrix development we need to introduce a “frozen” diffusion process
(X˜ηs , Y˜
η
s )s∈[0,t]. Namely for fixed (x
′, y′) ∈ R2d, t ∈ (0, T ] define for all s ∈ [0, t]:
{
dX˜t,x
′,y′,η
s = ση(x
′, y′ − x′(t− s))dWs, X˜t,x
′,y′,η
0 = x,
dY˜ t,x
′,y′,η
s = X˜
t,x′,y′,η
s ds, Y˜
t,x′,y′,η
0 = y.
(2.1)
Observe that for η ∈ [0, 1] the above SDE integrates as
(X˜t,x
′,y′,η
s , Y˜
t,x′,y′,η
s ) = Rs
(
x
y
)
+
∫ s
0
Rs−uBση(x
′, y′ − x′(t− u))dWu,
where Rs =
(
1 0
s 1
)
, B =
(
Id×d
0d×d
)
, which implies that (X˜t,x
′,y′,η, Y˜ t,x
′,y′,η) is
a Gaussian process. In particular, its density at time t writes:
p˜t,x
′,y′
η (t, (x, y), (x
′, y′))
=
1
(2π)ddet(Ct)1/2
exp
(
− 12 〈C−1t (Rt
(
x
y
)
−
(
x′
y′
)
), Rt
(
x
y
)
−
(
x′
y′
)
〉
)
,
where Ct =
∫ t
0
Rt−uBσησ
∗
η(x
′, y′ − x′(t − u))B∗R∗t−udu. From this explicit expres-
sion, standard Gaussian like computations (see e.g. [KMM10]) imply that there
exits C ≥ 1, c ∈ (0, 1] s.t.
C−1pˆc−1,K(t, (x, y), (x
′, y′)) ≤ p˜t,x′,y′η (t, (x, y), (x′, y′)) ≤ Cpˆc,K(t, (x, y), (x′, y′)).
Also, we have the following controls of the derivatives
∃C > 0, ∀α = (α1, α2), |α| ≤ 4, (2.2)
|Dα1x Dα2y p˜t,x
′,y′
η (t, (x, y), (x
′, y′))| ≤ C
t|α1|/2+3|α2|/2
pˆc,K(t, (x, y), (x
′, y′)).
Observe that these controls also reflect the multi scale behavior already mentioned
in Remark 1.1. They are also uniform w.r.t. η ∈ [0, 1].
Remark 2.1. The arguments in the second variable of the diffusion coefficient can
seem awkward at first sight,they actually correspond to the transport of the frozen
final point (x′, y′) by the backward differential system:
(
x˙s = 0
y˙s = xs
)
,
(
xt = x
′
yt = y
′
)
.
This choice is performed to have a ”compatibility” condition in the difference of
generators in the parametrix expansion. See the controls on Hη established in
(2.8) below.
The processes (Xηs , Y
η
s ) and (X˜
t,x′,y′,η
s , Y˜
t,x′,y′,η
s ), s ∈ [0, t], have the following
generators: ∀(x, y) ∈ R2d, ψ ∈ C2(R2d),
Lηψ(x, y) =
(
1
2
Tr
(
aη(x, y)D
2
xψ
)
+ 〈bη(x, y),∇xψ〉+ 〈x,∇yψ〉
)
(x, y),
L˜t,x
′,y′,η
s ψ(x, y) =
(
1
2
Tr
(
aη(x
′, y′ − x′(t− s))D2xψ
)
+ 〈x,∇yψ〉
)
(x, y).
(2.3)
Let us define for notational convinience p˜η(t, (x, y), (x
′, y′)) := p˜t,x
′,y′
η (t, (x, y), (x
′, y′)),
that is in p˜η(t, (x, y), (x
′, y′)) we consider the density of the frozen process at the
final point and observe it at that specific point.
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The density p˜η readily satisfies the Kolmogorov Backward equation:

∂up˜η(t− u, (x, y), (x′, y′)) + L˜t,x′,y′,ηu p˜η(t− u, (x, y), (x′, y′)) = 0,
0 < u < t, (x, y), (x′, y′) ∈ R2d,
p˜η(t− u, (·, ·), (x′, y′)) →
t−u↓0
δ(x′,y′)(.).
(2.4)
On the other hand, since the density of (Xηs , Y
η
s ) is smooth, it must satisfy the
Kolmogorov forward equation (see e.g. Dynkin [Dyn65]). For a given starting point
(x, y) ∈ R2d at time 0,

∂upη(u, (x, y), (x
′, y′))− Lη∗pη(u, (x, y), (x′, y′)) = 0, 0 < u ≤ t, (x, y) ∈ R2d,
pη(u, (x, y), .) →
u↓0
δ(x,y)(.),
(2.5)
where Lη∗ stands for the adjoint (which is well defined since the coefficients are
smooth) of the generator Lη in (2.3).
Equations (2.4) and (2.5) yield the formal expansion below:
(pη − p˜η)(t, (x, y), (x′, y′)) (2.6)
=
∫ t
0
du∂u
∫
R2d
dzdwpη(u, (x, y), (w, z))p˜η(t− u, (w, z), (x′, y′))
=
∫ t
0
du
∫
R2d
dzdw
(
∂upη(u, (x, y), (w, z))p˜η(t− u, (w, z), (x′, y′))
+pη(u, (x, y), (w, z))∂up˜η(t− u, (w, z), (x′, y′))
)
=
∫ t
0
du
∫
R2d
dzdw
(
Lη∗pη(u, (x, y), (w, z))p˜η(t− u, (w, z), (x′, y′))
−pη(u, (x, y), (w, z))L˜η p˜η(t− u, (w, z), (x′, y′))
)
=
∫ t
0
du
∫
R2d
dzdwpη(u, (x, y), (w, z))(L
η − L˜η)p˜η(t− u, (w, z), (x′, y′)),
using the Dirac convergence for the first equality, equations (2.4) and (2.5) for
the third one. We eventually take the adjoint for the last equality. Note carefully
that the differentiation under the integral is also here formal since we would need
to justify that it can actually be performed using some growth properties of the
density and its derivatives which we a priori do not know.
Let us now introduce the notation
f ⊗ g(t, (x, y), (x′, y′)) =
∫ t
0
du
∫
R2d
dzdwf(u, (x, y), (w, z))g(t− u, (w, z), (x′, y′))
for the time-space convolution We now introduce the parametrix kernel:
Hη(t, (x, y), (x′, y′)) := (Lη − L˜η)p˜η(t, (x, y), (x′, y′)).
Remark 2.2. Note carefully that in the above kernel Hη, because of the linear
structure of the degenerate component in the model, the most singular terms, i.e.
those involving derivatives w.r.t. y, i.e. the fast variable, vanish (see Remark 1.1
and (2.2)).
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With those notations equation (2.6) rewrites:
(pη − p˜η)(t, (x, y), (x′, y′)) = pη ⊗Hη(t, (x, y), (x′, y′))
=
∫ t
0
du
∫
R2d
pη(u, (x, y), (w, z))H
η(t− u, (w, z), (x′, y′))dwdz.
From this expression, the idea then consists in iterating this procedure for
pη(u, (x, y), (w, z)) in (2.6) introducing the density of a process with frozen char-
acteristics in (w, z) which is here the integration variable. This yields to iterated
convolutions of the kernel and leads to the formal expansion:
pη(t, (x, y), (x
′, y′)) =
∞∑
r=0
p˜η ⊗Hη,(r)(t, (x, y), (x′, y′)), (2.7)
where p˜η ⊗Hη,(0) = p˜η, Hη,(r) = Hη ⊗Hη,(r−1), r ≥ 1.
Obtaining estimates on pη from the formal expression (2.7) requires to have good
controls on the right-hand side.
Precisely thanks to (2.2), we first get that uniformly in η ∈ [0, 1] (thanks to
(A) and the specific choice of the freezing parameters in the proxy), there exist
c1 > 1, c ∈ (0, 1] s.t. for all u ∈ [0, t),
|Hη(t− u, (w, z), (x′, y′))|
≤ 1
2
Tr {aη(w, z)− aη(x′, y′ − x′(t− u))}D2wp˜η(t− u, (w, z), (x′, y′))
+〈bη(w, z), Dwp˜η(t− u, (w, z), (x′, y′))〉
≤
[
C|w − x′|γ + |z − y′ − x′(t− u)|γ
2(t− u) +
CK1
(t− u)1/2
]
pˆc,K(t− u, (w, z), (x′, y′))
≤ c1
(
1 ∨ T (1−γ)/2
) pˆc,K(t− u, (w, z), (x′, y′))
(t− u)1−γ/2 .(2.8)
We can establish by induction the following key result.
Lemma 1. There exist constants C ≥ 1, c ∈ (0, 1] s.t. for all η ∈ [0, 1] one has for
all (t, (x, y), (x′, y′)) ∈ (0, T ]× (R2d)2: ∣∣∣p˜η ⊗Hη,(r)(t, (x, y), (x′, y′))∣∣∣
≤ Cr+1trγ/2B
(
1,
γ
2
)
×B
(
1 +
γ
2
,
γ
2
)
× · · · ×B
(
1 +
(r − 1)γ
2
,
γ
2
)
×pˆc,K(t, (x, y), (x′, y′)), r ∈ N∗.
Proof. The result (2.2) in particular yields that ∃C2 > 0, ∀u ∈ (0, t], p˜η(t −
u, (x, y), (w, z)) ≤ C2pˆc,K(t− u, (x, y), (w, z)) uniformly w.r.t. η ∈ [0, 1].
Setting C := c1
(
1 ∨ T (1−γ)/2) ∨C2, we finally obtain also uniformly in η
|p˜η ⊗Hη(t, (x, y), (x′, y′))|
≤
∫ t
0
du
∫
R2d
p˜η(u, (x, y), (w, z))|Hη(t− u, (w, z), (x′, y′))|dwdz,
≤
∫ t
0
du
∫
R2d
C2pˆc,K(u, (x, y), (w, z))
1
(t− u)1−γ/2 pˆc,K(t− u, (w, z), (x
′, y′))dwdz
≤ C2tγ/2B
(
1,
γ
2
)
pˆc,K(t, (x, y), (x
′, y′)),
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using the semigroup property of pˆc,K in the last inequality and where B(p, q) =∫ 1
0 u
p−1(1− u)q−1du denotes the β−function. By induction in r:∣∣∣p˜η ⊗Hη,(r)(t, (x, y), (x′, y′))∣∣∣
≤ Cr+1trγ/2B
(
1,
γ
2
)
×B
(
1 +
γ
2
,
γ
2
)
× · · · ×B
(
1 +
(r − 1)γ
2
,
γ
2
)
×pˆc,K(t− s, (x, y), (x′, y′)), r ∈ N∗,
which means that the sum of the series (2.7) is uniformly controlled w.r.t. η ∈ [0, 1].

These bounds imply that the series representing the density of the initial process
pη(t, (x, y), (x
′, y′)) could be expressed as:
pη(t, (x, y), (x
′, y′)) =
∞∑
r=0
p˜η ⊗H(r)(t, (x, y), (x′, y′)). (2.9)
Lemma 1 readily yields the convergence of the series (2.9) and the following
bound uniformly in η ∈ [0, 1]: pη(t, (x, y), (x′, y′)) ≤ c1pˆc,K(t, (x, y), (x′, y′)).
From the bounded convergence theorem one can derive that
pη(t, (x, y), (x
′, y′)) −→
η→0
∞∑
r=0
p˜⊗H(r)(t, (x, y), (x′, y′)) := p(t, (x, y), (x′, y′)),
(2.10)
uniformly in (t, (x, y), (x′, y′)), where p˜(u, (x, y), (w, z)) := p˜0(u, (x, y), (w, z)) and
H(r)(t− u, (w, z), (x′, y′)) := H0,(r)(t− u, (w, z), (x′, y′)).
Due to the uniform convergence in η (which implies the uniqueness in law):
∫
R2d
f(z, w)pη(t, (x, y), (w, z))dwdz −→
η→0
∫
R2d
f(z, w)p(t, (x, y), (w, z))dwdz,
for all continious and bounded f . The well-posedness of the martingale problem and
Theorem 11.1.4 from [SV79] then give that the process (Xt, Yt) has the transition
density which is exactly the sum of the parametrix series p(t, (x, y), (x′, y′)).
Thus, we have proved the below proposition.
Proposition 1. Under the sole assumption (A), for t > 0, the transition density of
the process (Xt, Yt) solving (1.1) exists and can be written as the series in (2.10).
3. Stability
We will now investigate more specifically the sensitivity of the density w.r.t. the
coeffcients perturbation through the difference of the series. From Proposition 1 ,
for a given fixed parameter ε, under (A) the densities p(t, (x, y), (·, ·)), pε(t, (x, y), (·, ·))
at time t of the processes in (1.1), (1.2) starting from (x, y) at time 0 both admit
a parametrix expansion of the previous type.
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Let us consider the difference between the two parametrix expansions for (1.1)
and (1.2) in the form (2.7):
|p(t, (x, y), (x′, y′))− pε(t, (x, y), (x′, y′))|
≤
+∞∑
r=0
|p˜⊗H(r)(t, (x, y), (x′, y′))− p˜ε ⊗H(r)ε (t, (x, y), (x′, y′))|.
Since we consider perturbations of the densities with respect to the non-degenerate
component, following the same steps as in [KKM15] one can show that the Lemma
below holds:
Lemma 2 (Difference of the first terms and their derivatives). There exist c1 ≥
1, c ∈ (0, 1] s.t. for all 0 < t, (x, y), (x′, y′) ∈ R2d and all multi-index α, |α| ≤ 4,
|Dαx p˜(t, (x, y), (x′, y′))−Dαx p˜ε(t, (x, y), (x′, y′))| ≤
c1∆ε,σ,γ pˆc,K(t, (x, y), (x
′, y′))
t|α|/2
.
Lemma 3 (Control of the one-step convolution). For all 0 < t, (x, y), (x′, y′) ∈ R2d:
|p˜⊗H(1)(t, (x, y), (x′, y′))− p˜ε ⊗H(1)ε (t, (x, y), (x′, y′))|
≤ c21
{
(1 ∨ T (1−γ)/2)2[∆ε,σ,γ + Iq=+∞∆ε,b,+∞]B(1, γ
2
)t
γ
2
+Iq∈(4d,+∞)∆ε,b,qB(
1
2
+ α(q), α(q))tα(q)
}
pˆc,K(t, (x, y), (x
′, y′)),
(3.1)
where c1, c are as in Lemma 2 and for q ∈ (4d,+∞) we set α(q) = 12 − 2dq .
Proof. Let us write:
|p˜⊗H(1)(t, (x, y), (x′, y′))− p˜ε ⊗H(1)ε (t, (x, y), (x′, y′))| ≤
|(p˜− p˜ε)⊗H(t, (x, y), (x′, y′))|+ |p˜ε ⊗
(
H −Hε
)
(t, (x, y), (x′, y′))| := I + II.
(3.2)
From Lemma 2 and (2.8) we readily get for all q ∈ (4d,+∞]:
I ≤ ((1 ∨ T (1−γ)/2)c1)2∆ε,γ,qpˆc2,K(t, (x, y), (x′, y′))B(1,
γ
2
)t
γ
2 . (3.3)
To estimete (II) let us first consider H −Hε more precisely:
(H −Hε)(t− u, (w, z), (x′, y′)) (3.4)
=
1
2
Tr
{
a(w, z)− a(x′, y′ − x′(t− u))− aε(w, z) + aε(x′, y′ − x′(t− u)
}
×D2wp˜(t− u, (w, z), (x′, y′))
+
1
2
Tr
{
aε(w, z)− aε(x′, y′ − x′(t− u))
}[
D2w(p˜− p˜ε)
]
(t− u, (w, z), (x′, y′))
+〈b(w, z)− bε(w, z), Dwp˜(t− u, (w, z), (x′, y′))〉
+〈bε(w, z), Dw(p˜− p˜ε)(t− u, (w, z), (x′, y′))〉
:=
(
∆1εH +∆
2
εH
)
(t− u, (w, z), (x′, y′))
+〈b(w, z)− bε(w, z), Dwp˜(t− u, (w, z), (x′, y′))〉
+〈bε(w, z), (Dwp˜−Dwp˜ε)(t− u, (w, z), (x′, y′))〉.
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Since functions a(w, z), aε(w, z) are Ho¨lder uniformly continuous and (2.2) holds
than:
|∆1εH |(t− u, (w, z), (x′, y′))|
≤ c∆ε,γ,∞
(|w − x′|γ + |z − y′ + x′(t− u)|γ) pˆc,K(t− u, (w, z), (x′, y′))
(t− u)
≤ c∆ε,γ,∞ pˆc2,K(t− u, (w, z), (x
′, y′))
(t− u)1−γ/2 .
From Lemma 2 and Ho¨lder uniform continuity of the function aε(x, y) it follows:
|∆2εH |(t− u, (w, z), (x′, y′))
≤ c∆ε,γ,∞
(|w − x′|γ + |z − y′ + x′(t− u)|γ) pˆc,K(t− u, (w, z), (x′, y′))
(t− u)
≤ c∆ε,γ,∞ pˆc˜2,K(t− u, (w, z), (x
′, y′))
(t− u)1−γ/2 .
Thus, the fact that |b(w, z) − bε(w, z)| ≤ c∆ε,b,γ and (2.2) give the control for
q = +∞. Namely,
|(H−Hε)(t−u, (w, z), (x′, y′))| ≤
(
1 ∨ T (1−γ)/2
)
c1∆ε,γ,∞
[
pˆc,K(t− u, (w, z), (x′, y′))
(t− u)1−γ/2
]
.
For q ∈ (4d,+∞) we use Ho¨lder inequality in the time-space convolution involv-
ing the difference of the drifts (last term in (3.4)). Set
D(t, (x, y), (x′, y′))
:=
∫ t
0
du
∫
R2d
p˜ε(u, (x, y), (w, z))〈[bε(w, z)− b(w, z)], Dwp˜(t− u, (w, z)(x′, y′))〉dwdz.
Denoting by q¯ the conjugate of q, i.e. q, q¯ > 1, q−1 + q¯−1 = 1, we get from (2.2)
and for q > d that:
|D(t, (x, y), (x′, y′))| ≤ c21
∫ t
0
du
(t− u)1/2 ‖b(., .)− bε(., .)‖Lq(Rd)
×
{∫
R2d
[pˆc,K(u, (x, y), (w, z))pˆc,K(t− u, (w, z), (x′, y′))]q¯dwdz
}1/q¯
≤ c21∆ε,b,q
∫ t
0
3d/qc2d
(2π)2d/q(cq¯)2d/q¯
×
{∫
R2d
pˆcq¯,K(u, (x, y), (w, z))pˆcq¯,K(t− u, (w, z), (x′, y′))dwdz
}1/q¯ du
u2d/q(t− u) 12+2d/q
≤ c21
(√
3ct2
2π
)d/q
q¯
d
q¯∆ε,b,q pˆc,K(t, (x, y), (x
′, y′))
∫ t
0
du
u2d/q(t− u) 12+2d/q .
Now, the constraint 4d < q < +∞ precisely gives that 12 +2d(1− 1q¯ ) < 1 so that
the last integral is well defined. We therefore derive:
|D(t, (x, y), (x′, y′)|
≤ c21t
1
2−2d/q∆ε,b,q pˆc,K(t, (x, y), (x
′, y′))B(1− 2d/q, 1
2
− 2d/q).
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In the case 4d < q < +∞, recalling that α(q) = 12 − 2dq , we eventually get :
|p˜ε(s, (x, y), (w, z)) ⊗
(
H −Hε
)
(t− u, (w, z), (x′, y′))|
≤ c21pˆc,K(t, (x, y), (x′, y′)){∆ε,b,qtα(q)B(
1
2
+ α(q), α(q))
+2∆ε,σ,γ(1 ∨ T (1−γ)/2)tγ/2B(1, γ/2)}.
(3.5)
The statement now follows in whole generality from (3.2), (3.3), (2.2) for q =∞
and (3.5) for 4d < q < +∞.

The following Lemma associated with Lemmas 2 and 3 allows to complete the
proof of Theorem 1.
Lemma 4 (Difference of the iterated kernels). For all 0 < t ≤ T, (x, y), (x′, y′) ∈
(R2d)2 and for all r ∈ N:
|(p˜⊗H(r) − p˜ε ⊗H(r)ε )(t, (x, y), (x′, y′)| (3.6)
≤ Crr∆ε,γ,q

 t
rγ
2
Γ
(
1 + rγ2
) + t (r+2)γ2
Γ
(
1 + (r+2)γ2
)

 pˆc,K(t, (x, y), (x′, y′)).
Proof. Observe that Lemmas 2 and 3 respectively give (3.6) for r = 0 and r = 1.
Let us assume that it holds for a given r ∈ N∗ and let us prove it for r + 1.
Let us denote for all r ≥ 1,
ηr(t, (x, y), (x
′, y′)) := |(p˜⊗H(r) − p˜ε ⊗H(r)ε )(t, (x, y), (x′, y′))|. Write
ηr+1(t, (x, y), (x
′, y′)) =
∣∣∣(p˜⊗H(r) − p˜ε ⊗H(r)ε )⊗H(t, (x, y), (x′, y′))∣∣∣
+
∣∣∣p˜ε ⊗H(r)ε ⊗ (H −Hε)(t, (x, y), (x′, y′))∣∣∣
≤ ηr ⊗ |H | (t, (x, y), (x′, y′)) +
∣∣∣p˜ε ⊗H(r)ε ∣∣∣⊗ |(H −Hε)| (t, (x, y), (x′, y′)).
Thus, the induction hypothesis we get the result. 
Theorem 1 now simply follows from the controls of Lemma 4, the parametrix
expansions (1.1) and (1.2) of the densities p, pε and the asymptotics of the gamma
function.
Acknowledgement
I would like to thank Valentin Konakov and Stephane Menozzi for the problem
statement and fruitful discussion during the preparation of this work.
References
[BPV01] E. Barucci, S. Polidoro, and V. Vespri. Some results on partial differential equations
and asian options. Math. Models Methods Appl. Sci, 3:475–497, 2001.
[DM10] F. Delarue and S. Menozzi. Density estimates for a random noise propagating through a
chain of differential equations. Journal of Functional Analysis, 259–6:1577–1630, 2010.
[Dyn65] E. B Dynkin. Markov Processes. Springer Verlag, 1965.
[Fri64] A. Friedman. Partial Differential Equations of Parabolic Type. Prentice-Hall, 1964.
[HN04] F. He´rau and F. Nier. Isotropic hypoellipticity and trend to equilibrium for the Fokker-
planck equation with a high-degree potential. Arch. Ration. Mech. Anal., 171–2:151–
218, 2004.
12 STABILITY OF DENSITIES FOR PERTURBED DEGENERATE DIFFUSIONS
[Ho¨r67] L. Ho¨rmander. Hypoelliptic second order differential operators. Acta. Math., 119:147–
171, 1967.
[IKO62] A. M. Il’in, A. S. Kalashnikov, and O. A. Oleinik. Second-order linear equations of
parabolic type. Uspehi Mat. Nauk, 17–3(105):3–146, 1962.
[KKM15] V. Konakov, A. Kozhina, and S Menozzi. Stability of densities for perturbed Diffusions
and Markov Chains. Working papers by Cornell University. Series arxive ”math”.
2015. No. 1506.08758, 2015.
[KM00] V. Konakov and E. Mammen. Local limit theorems for transition densities of Markov
chains converging to diffusions. Prob. Th. Rel. Fields, 117:551–587, 2000.
[KM02] V. Konakov and E. Mammen. Edgeworth type expansions for Euler schemes for sto-
chastic differential equations. Monte Carlo Methods Appl., 8–3:271–285, 2002.
[KMM10] V. Konakov, S. Menozzi, and S. Molchanov. Explicit parametrix and local limit the-
orems for some degenerate diffusion processes. Annales de l’Institut Henri Poincare´,
Se´rie B, 46–4:908–923, 2010.
[Kol34] A. N. Kolmogorov. Zufa¨llige Bewegungen (zur Theorie der Brownschen Bewegung).
Ann. of Math., 2-35:116–117, 1934.
[Kry96] N. V. Krylov. Lectures on elliptic and parabolic equations in Ho¨lder spaces. Graduate
Studies in Mathematics 12. AMS, 1996.
[LM10] V. Lemaire and S. Menozzi. On some non asymptotic bounds for the Euler scheme.
Electronic Journal of Probability, 15:1645–1681, 2010.
[LPS98] B. Lapeyre, E. Pardoux, and R. Sentis. Me´thodes de Monte-Carlo pour les e´quations
de transport et diffusion, volume 29. Mathe´matiques et Applications-Springer, 1998.
[Men11] S. Menozzi. Parametrix techniques and martingale problems for some degenerate Kol-
mogorov equations. Electronic Communications in Probability, 17:234–250, 2011.
[MS67] H. P. McKean and I. M. Singer. Curvature and the eigenvalues of the Laplacian. J.
Differential Geometry, 1:43–69, 1967.
[MSH02] J. Mattingly, A. Stuart, and D. Higham. Ergodicity for SDEs and approximations:
locally Lipschitz vector fields and degenerate noise. Stoch. Proc. Appl., 101–2:185–232,
2002.
[Nor86] J. R. Norris. Simplified Malliavin Calculus. Se´minaire de Probabilite´s, XX:101–130,
1986.
[SV79] D.W. Stroock and S.R.S. Varadhan. Multidimensional diffusion processes. Springer-
Verlag Berlin Heidelberg New-York, 1979.
[Tal02] D. Talay. Stochastic Hamiltonian dissipative systems: exponential convergence to the
invariant measure, and discretization by the implicit Euler scheme. Markov Processes
and Related Fields, 8–2:163–198, 2002.
