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Abstract 
Although glasses are commonplace materials found in every walk of life, they have managed 
to remain mysterious for centuries. The origins of the defining characteristic of glasses, the glass 
transition, remain unknown. The glass transition is accompanied by a catastrophic increase in 
viscosity with a superexponential pace whose underlying reason has been difficult to pin down. 
Cooperatively rearranging regions (CRR) are playing an increasingly important role in 
explaining these phenomena. As CRR are only a few nanometers in size, much information can 
be gained by imaging studies of glasses at the atomic scale. 
This thesis employs the atomic resolution capabilities of scanning tunneling microscopy (STM) 
to study glass surfaces in real-time. Initial experiments on metallic glass surfaces discovered 
localized two-state dynamics of atomic clusters (2-8 atomic diameters) active even below the 
glass transition temperature (Tg). Atomic scale evidence of spatial and temporal heterogeneity 
was acquired. After multiple metallic glass surfaces were shown to exhibit these dynamics, it 
was proposed to be a universal phenomenon on glass surfaces with similar size distribution in 
terms of their average weighted diameter. The clusters were also shown to be thermally-activated 
by studying their temperature behavior. 
Similar dynamics were discovered on amorphous-silicon, which is an important electronic 
material, amidst the debate whether or not it is a glass. Further, the two-state dynamics were 
demonstrated to be quenched after the incorporation of hydrogen during the growth process. 
Individual CRRs are studied while simultaneously ramping their temperature. The single 
cluster traces showed marked shifts in the local equilibria illustrating a temperature-sensitive 
energy landscape. It was deduced that spatial heterogeneity (differences in rates at different sites) 
is the major contributor to the non-exponential glassy relaxations rather than temporal 
heterogeneity (differences in rate at single sites with time). 
Studies performed on metallic glasses with ultra-low Tg of 376 K near its glass transition to 
above its crystallization temperature (433 K) showed the glass surfaces are robust and their 
amorphous nature indestructible via heat treatments above their bulk melting point.  Temperature 
dependence of surface dynamics was found to be weak, supporting the view that the mobile 
surface layer is able to find progressively deeper minima with increasing temperature.  
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1.  Introduction 
Glasses have been around for centuries. They are everywhere in our lives, in window panes, 
car windshields, glassware, yet they remain mysterious. A Nobel-prize winning physicist, Philip 
W. Anderson in 1995, stated in Science
1, “The theory of the nature of glass and the glass 
transition is probably the deepest and most interesting unsolved problem in solid state theory”. 
Fifteen years later, his words remain true
2
. The origins of the very defining property of glasses, 
the glass transition, remain under intense debate.  
1.1.  What is glass transition?  
When a liquid is cooled until its melting point (Tm), it will solidify into a crystalline form. 
However, if it is cooled fast enough, its crystallization can be avoided. Such a liquid is called a 
supercooled liquid. When cooled further to around a certain temperature called the glass 
transition temperature (Tg), its viscosity suddenly increases by 10 orders of magnitude. As the 
viscosity reflects the underlying movement of the molecules, the sudden increase signifies a 
structural arrest of their motion. At this temperature Tg, the supercooled liquid is practically a 
solid while lacking any long-range order of its crystal counterpart, and is called a glass. This 
catastrophic increase in viscosity is called the glass transition. 
Figure 1-1 describes another way of looking at glass transition by considering the behavior of 
enthalpy with temperature. If the liquid avoids crystallization, its enthalpy remains a continuous 
function with no change in slope, i.e. specific heat. It changes slope only at Tg where few degrees 
of freedom are frozen out and the system essentially becomes a solid.  
The mystery of glass transition deepens due to the fact that Tg cannot be considered a robust 
thermodynamic entity as it is not constant and increases with the cooling rate
3
. Increasing the 
cooling rate gives the liquid less time to sample the available configurations, making it fall out of 
equilibrium earlier. 
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Figure 1-1. Glass transition. The figure describes two paths a liquid can take while being cooled. 
At melting temperature (Tm), it can either crystallize (by giving out the heat of crystallization) or 
avoid it if cooled fast enough. If it becomes a supercooled liquid, it undergoes glass transition at Tg 
and is then called a glass. Figure adapted from Ref. 2. 
The origins of the catastrophic viscosity increase remain unknown. The normal crystallization 
in liquids at Tm is explained using accompanying change in the microscopic structure or the 
enthalpy of the system. During glass transition, there is none, making scientists hunt for the real 
reason driving the event. 
1.2.  Aspects of glass transition  
There are several aspects of glasses which remain either unexplained, contentious and/or 
interesting, five of which will be discussed for a better understanding of the results in this thesis. 
These are as follows; superexponential increase in viscosity at Tg, the concept of fragility, α & β 
relaxations, surface versus bulk behavior and two-state dynamics in glasses. 
Firstly, the viscosity of the supercooled liquids increases in a superexponential fashion near Tg, 
which is a deviation from the expected exponential increase with decreasing temperature as 
expected from the Arrhenius equation
4
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Deviating from the Arrhenius equation, their viscosity increases faster as if the activation 
energy itself increases with decreasing temperature, captured nicely in the following form, 
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This popular form, called the Vogel – Tammann – Fulcher (VTF) equation, represents the 
experimental behavior of many glasses. However, it seems to suggest the existence of a point of 
singularity at T = T0. There exists a debate of whether T0 signifies the Kauzmann temperature
5
 
(temperature below which the third law of thermodynamics would be violated as the extrapolated 
entropy of the glass becomes lower than a crystal) or the point of ideal (‘most aged’) glass 
transition
6
.  
Secondly, the degree of deviation from the exponential behavior varies between different glass 
formers. Angell et. al
4
 proposed to quantify this deviation by introducing the concept of kinetic 
fragility (m), defined as follows: 
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This definition provides a way to classify different glass formers. More fragile the glass 
former, faster the viscosity changes with temperature, while strong liquids exhibit weaker 
dependence and tend to conform to the Arrhenius dependence of viscosity with temperature. 
Thirdly, the issue of origins of the two dominant relaxation processes in glasses, viz. α and β 
relaxations remain unsolved. While normal liquids have a single Debye relaxation, glasses often 
show a bifurcation in the peak relaxation frequency. The temperature below which the 
bifurcation happens is called the crossover temperature and it generally happens around 1.2Tg. 
The faster mode of relaxations is called β relaxations, which continues to exist even below the 
glass transition temperature. The other mode of structural relaxation, α relaxations, is the 
dominant form of glassy relaxations, which freezes out at glass transition. An intuitive way to 
visualize these relaxation modes was given by Stillinger
7
, based on a topographic model of glass 
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transition as shown in Figure 1-2. α relaxations, having higher activation barriers freeze out at 
Tg,while β continues deep in the glassy regime owing to their lower barriers. 
 
Figure 1-2. α & β relaxations. A schematic of glass potential energy landscape showing the intra-
basin lower activation energy β relaxations and the inter-basin higher activation energy α 
relaxations. Figure is adapted from Ref .7- Fig 4. 
α relaxations in viscous liquids also show an interesting characteristic of the non-exponential 
relaxation behavior. When a perturbation is applied to a viscous liquid (for example, an electric 
field, stress or deformation), the response function, F(t) (for example, polarization, strain 
respectively) deviates from the expected simple exponential relaxation as observed in simple 
liquids. Instead, F(t) is well represented by a stretched exponential, as follows. 
   1,)/(exp)(   ttF  (4)  
Fourth, the matter of active debate among glass community is the issue of how much does the 
surface of a glass differs from its bulk. Multiple direct/indirect studies have shown that surface 
has more mobility than the bulk
8, 9
, however, conflicting evidence also exist
10
. Studies also show 
that Tg of the surface is different than that of the bulk
11
. It is generally accepted that the Tg of the 
surface decreases with decreasing glassy film thickness
12
. On similar lines, it was shown that the 
increased activity on the surfaces provide a route to fabricate glasses with exceptional stability 
and extremely-aged characteristics
13
. At the time of writing of this thesis, Random First Order 
Transition theory (RFOT) is the only major theory that has been extended to the surfaces, 
predicting the surface activation energy to be half than that of the bulk
14
. As all studies in this 
thesis have also observed increased mobility on the surface, RFOT and studies cited in this 
paragraph will be repeatedly referenced in forthcoming chapters. 
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Lastly, an interesting phenomenon of glasses is the proposed existence of two-state dynamics 
in the glassy state. The need for the existence of such dynamics was felt in order to explain the 
anomalous behavior of glasses at low temperatures (< 10 K) where the specific heat varies 
linearly with temperature
15
. This is a departure from the cubic dependence as predicted by the 
Debye theory of specific heat.  Verma et. al.
16
 put forth an explanation based on the localized 
tunneling states, where group of atoms can interchange between two equilibrium positions by 
tunneling through the energy barrier. Since then, the two-state dynamics has been found in all 
glasses
17
 and in metallic glasses
18, 19
 . Though the two-state dynamics on metallic glass surfaces 
observed in our studies are likely to be thermally-activated rather than ‘tunneling’ events, the 
concept remains important for this thesis. 
1.3.  Explanations for glass transition  
Having discussed the open questions in glass physics, this section will deal with the attempts to 
explain the various glassy phenomena. Many theories have been proposed including the free 
volume theory
20
, Adams-Gibbs theory of cooperativity
21
, RFOT
22
, energy landscape theory
7
, 
kinetically constrained models
23
, mode-coupling theory
24
 and transition path sampling-based 
theory
25
. However, no theory is close from getting universally accepted by the glass community 
as the theory of glass transition. 
The first attempt to explain the superexponential increase in viscosity near Tg to reproduce the 
VTF form was made by Adam-Gibbs in 1965
21
. They invoked the concept of ‘cooperatively 
rearranging regions’ (CRRs) which are small groups of atoms/molecules (1-3 nm in size) 
exhibiting collective motion without changing the relative internal orientation. The theory is 
based on the temperature variation of the size of CRR to explain the apparent increase in 
activation energy with the decrease in temperature. The concept of CRR has been incorporated 
into most theories and plays a central role to explain a wide range of glassy phenomena. 
Random First Order Transition theory (RFOT)
22, 26
 is a statistical mean-field glass theory at the 
forefront of glassy physics, explaining a wide range of glassy phenomena including the 
superexponential kinetics, fragilities, boson peak
27, universal origin of α and β relaxations28, 
physical aging, shapes of cooperatively rearranging clusters
29
, etc. The theory is based on the 
notion of ‘entropic droplets’, locally frozen free-energy minima that can collectively interconvert 
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through activated transitions. This theory is particularly important in this thesis as it also has 
been applied to glass surfaces and predicts enhanced dynamics compared to that of the bulk. 
One of the better explained glass phenomena is the origin of non-exponential relaxations. 
Multiple experiments/simulations have now shown that the stretched exponential relaxations in 
viscous liquids arises due to different regions reconfiguring at different relaxations rates (by 1-5 
orders by magnitude), a concept termed as ‘spatial heterogeneity’30. These spatial heterogeneous 
regions are believed to be the cooperatively rearranging regions (CRR) as described by Adam-
Gibbs
21
. Their size has also been predicted by multiple experiments to be about 1-3 nm
31, 32
. The 
spatially heterogeneous picture is in contrast to the belief where each CRR relaxes as a stretched 
exponential as an individual. This thesis provides a direct evidence of the major role of spatial 
heterogeneity in non-exponential relaxations by probing dynamics of individual CRRs in 
Chapter 4. 
1.4.  Metallic glasses  
Majority of the glass studies reported in this thesis were performed on a particular type of 
glass: metallic glasses. They were an obvious choice for our studies because of two reasons; 
firstly, to be imaged by the microscope used in this thesis, the glasses need to be conductive. 
Secondly, MGs are systems, while being true glasses, have simplest structure, a dense random 
packing of metal atoms
33
, simplifying the data interpretation. 
Metallic glasses (MG) are relative newcomers to the world of glasses. A common method of 
fabricating a metallic glass is a conventional one where the liquid is cooled fast enough to avoid 
crystallization. The first MG (Au75Si25) were made by Duwez in 1959
34
 using the melt-spinning 
technique where a melt is ejected on a cold spinning copper wheel to get thin (~100 μm) ribbons, 
as shown below in Figure 1-3 . Following these development, MGs have been made using vapor 
deposition
35
, ion irradiation
36
, electroless plating
37
, mechanical alloying
38
, among others. 
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Figure 1-3 Melt Spinning Technique. A common technique used in the manufacture of metallic 
glasses is schematically shown, where a melt is poured on a copper wheel, cooled using liquid 
nitrogen. This causes rapid cooling of the melt (>10
6
 K/s) to produce thin amorphous ribbons. 
Figure reprinted from Fig 1 Ref .39. 
A variety of MGs were studied in this thesis, having range of fragilities (m = 40 to 110), 
composition (Zr-based, Co-based, Fe-based, Ce-based) and critical cooling rate (<10 Kelvin/s to 
>1 megaKelvin/s). 
Another interesting form of metallic glasses studied here is called a bulk metallic glass 
(BMG)
40
. These glasses have extremely low critical cooling rates (~1 K/s), i.e. they would form 
a glass without crystallization even when cooled radiatively. Low critical cooling rates are 
possible due to the application of the ‘confusion’ principle where multiple components of 
different sizes are added to inhibit crystallization. The BMGs studied in this thesis were Zr-based 
Vitreloy1 (Zr41.2Ti13.8Cu12.5Ni10.0Be22.5)
41
 and Ce-based (Ce62Al10Cu10Ni5Co3)
40
. 
1.5.  Previous attempts of nanometer-scale glass studies  
As explained previously, the CRRs play a central role in many theories to explain the 
phenomena of glass transition. Owing to their small size (1 -3 nm), direct nanometer-scale 
studies of glasses are bound to provide with useful information. However, such studies continue 
to be rare due to the small length scales and long observation times involved. This provided the 
main motivation for the studies performed in this thesis. 
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CRRs has been imaged directly in 3-D for glass models, such as colloidal glasses (particles of 
size ~0.5-1 μm) using confocal microscopy42, 43. The Blaaderen group42 analyzed single-particle 
trajectories to find a non-Gaussian probability distribution of particle displacements, indicating 
the dynamical heterogeneity. The Weitz group
43
 did similar studies and observed particles 
moving cooperatively. The cluster size was also seen increase as the glass transition was 
approached. 
Elegant experiments on molecular glass formers have been performed by Israeloff et. al.
31
 
using atomic force microscopy (AFM). Using the nanometer-scale dielectric fluctuations, they 
recorded dynamics of individual molecular clusters and found transient dynamical heterogeneity 
and non-exponential kinetics within them. Time trace of clusters also showed the clusters 
hopping between 2- to 4- distinct states. Experiments using multidimensional NMR by Spiess et. 
al.
44
 have found the length scales of dynamic heterogeneity to be 3±1 nm in PVAc.  
Ediger group
45
 has directly measured molecular mobility using probes in optical 
photobleaching to get clear evidence of spatially heterogeneous dynamics and estimated their 
length scale to be lesser than 2.5 nm.  
However, no studies are known to the author, which probe dynamics of metallic glasses using 
direct visualization of atomic CRRs, using microscopies like STM, AFM or TEM. STM studies 
of metallic glasses have been performed which attempt to get atomic resolution static images of 
amorphous surfaces
46
 and study kinetic roughening due to vapor deposition or ion 
bombardment
47
.  
1.6.  Scanning Tunneling Microscopy  (STM) 
STM is a powerful microscopy technique, capable to achieving atomic resolution images of 
metal or semiconductor surfaces. This technique forms the main data collection method of the 
data presented in this thesis, hence, warrants a detailed explanation. 
STM operates on the principle of quantum tunneling. When a sharp probe metal tip is located 
in the vicinity (~10 Å) of a conductive surface, the electronic wavefunctions of the tip overlap 
considerably with that of the surface. This allows the electrons in the tip to tunnel quantum-
mechanically to the surface. The atomic resolution capability arises from the fact that this 
quantum tunneling current decays by an order of magnitude with only 1 Å increase in the 
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separation between the tip and the surface. The tunneling current is governed by the following 
equation
48
 
 
       





 

E VEm
xI
0
)(2
exp

  (5)  
Where I = tunneling current, ρ = Local density of states; Δx = Tip-sample separation; V=Bias 
between tip and the sample 
If the probe tip is raster scanned over the surface while keeping the tunneling current constant, 
the tip traces out the complete 3D topography of the surface being scanned.  The precise 
positioning of the tip is achieved using piezoelectric scanners and the tunneling current is kept 
constant using a feedback loop. 
The STM used in this system was a home-built ultra-high vacuum scanning tunneling 
microscope
49
. As shown in the Figure 1-4, the system was made up by three separate chambers, 
viz, STM chamber (<10
-11
 torr), preparation chamber (10
-10
 torr) and a load lock (10
-8
 torr), 
equipped with an ion sputtering gun. See Appendix Error! Reference source not found. for the 
details and construction of the ion sputtering chamber.  
The schematic of the main STM assembly is shown in Figure 1-5. It is compact and rigid 
design containing of two concentric piezoelectric tubes of length of 1.27 cm long × 0.635 cm 
outer diameter. The inner tube precisely controls the position of the STM tip using voltages 
applied to all the 4 quadrants on this tube. The outer tube serves the dual propose of thermal 
compensation and the inertial translation of the sample. The thermal compensation is achieved 
due to the fact that the changes in length due to thermal expansion in the inner tube are 
compensated by equal increase in the length of the outer tube to which the sample is attached. An 
OFHC copper shroud encloses the outer piezoelectric tube to reduce thermal gradients
50
. 
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Figure 1-4 STM setup. The photograph illustrates the scanning tunneling microscope used in this 
thesis. Samples are loaded and cleaned in the loadlock and sputtering chamber. Long LTM (Linear 
Translation Manipulator) transports the samples internally between chambers. Preparation 
chamber(‘prep’) is used to degas samples on the dipstick. STM chamber houses in the main STM 
assembly as shown in Figure 1-5. Pressure in these chambers is maintained below 10
-10
 torr using 
separate ion pumps for each chamber. Current preamplifier (‘preamp’) amplifies the tunneling 
current for easy detection. 
This assembly sits on a stage which is vibrationally isolated using a two-stage spring system. 
The first set of springs is screwed to the aluminum angle bars attached to the chamber. Viton 
washers are used to help dampen high frequencies. The four springs, which couple the first stage 
to the second stage, are anchored to the posts which vertically protrude from the top of stage 
one
50
. 
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Figure 1-5. STM assembly. Scale 3-D rendering of the main STM assembly shows the inner piezo 
tube (used to raster scan the tip), outer piezo tube (for inertial translation of the sample), sample 
holder holding the sample to be scanned and the sample rails to enable smooth movement of the 
sample. Cinema4D model courtesy: Prof. Joseph Lyding. 
1.7.  Outline of the thesis  
Chapter 2 describes the first time-lapse imaging studies on metallic glass surfaces with near-
atomic resolution, leading to the discovery of two-state dynamics well below Tg. These dynamics 
are shown to be universal by showing their existence on various metallic glass systems including 
strong and fragile glass formers. Dynamics are shown to be thermally activated by showing that 
they follow the Arrhenius equation. 
Chapter 3 describes the hunt to find the two-state dynamics in amorphous silicon (a-Si), an 
important electronic material. a-Si is amidst a debate whether or not, it is a glass. a-Si surfaces, 
grown using two distinct methods, are shown to exhibit similar two-state dynamics, supporting 
the fact that it might be a glass. Combined with the results from metallic glasses, it is postulated 
that the cluster diameter (~5 atomic diameters) is a universal property of glassy systems. We also 
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show these dynamics can be quenched by the incorporation of hydrogen during the growth of a-
Si. 
Chapter 4 describes temperature-resolved experiments where dynamics of individual 
cooperatively rearranging regions are tracked while changing the temperature. Marked shifts in 
local equilibria in the two-state dynamics of the CRRs, supporting the view of a temperature-
sensitive energy landscape. Combining data for many clusters, spatial heterogeneity is shown to 
be the main cause for the emergence of non-exponential relaxations. Furthermore, atomic 
resolution is achieved on two-state clusters, resolving the first time, the internal structure of such 
clusters. 
Chapter 5 describes studies to probe the robustness of the glass surfaces near and above glass 
transition temperature. Bulk metallic glasses based on cerium which have the lowest Tg of 
around 100 C were probed. Temperature dependence of cluster hops per unit area-time is 
studied. Surfaces are observed to be robust in maintain their amorphous nature above bulk 
crystallization temperature. The amorphous nature is found to be indestructible via heating the 
glass above its melting point. 
Chapter 6 describes the interesting surface phenomena which are discovered while performing 
the studies in this thesis. Interesting surface structures of silicon (resembling nanodots and 
dendrites), gold, tantalum,etc are described. These experiments did not culminate into published 
work, but have the potential to be so, if studied further. 
Chapter 7 sums up the knowledge gained in this thesis and propose further experiments which 
would further elucidate the mysteries of glassy phenomena. 
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2. Direct visualization of two-state dynamics on metallic glass 
surfaces well below Tg  
This chapter is a complete reprint of the following publication, with minor modifications. 
Ashtekar, S., Scott, G., Lyding, J. & Gruebele, M. Direct Visualization of Two-State Dynamics 
on Metallic Glass Surfaces Well Below Tg. Journal of Physical Chemistry Letters 1, 1941-1945 
(2010). 
The author of this thesis was the primary investigator and author of this publication. 
2.1.  Abstract 
Direct atomically resolved observation of dynamics deep in the glassy regime has proved 
elusive for atomic and molecular glasses.  Studies below the glass transition temperature Tg are 
especially rare due to long waiting times required to observe dynamics.  Here we directly 
visualize surface glass dynamics deep in the glassy regime.  We analyze scanning tunneling 
microscopy movies of the surface of metallic glasses with time resolution as fast as 1 minute and 
extending up to 1,000 minutes.  Rearrangements of surface cluster occur almost exclusively by 
two-state hopping (P3-state ≈ 0.06).  All clusters are compact structures with a width of 2-8 atomic 
spacings along the surface plane.  The two-state dynamics is both spatially and temporally 
heterogeneous. We estimate an average activation free energy of 14 kBTg for surface clusters.  
2.2.  Introduction  
The glassy state of matter is of fundamental importance in chemistry and materials science. 
1-4
. 
It is disordered yet cohesive, with a volume and free energy greater than the minimum possible 
at a given temperature.  Glasses are rated on a fragile to strong scale
1
, depending on how closely 
their relaxation obeys an Arrhenius temperature dependence.  Well below the glass transition 
temperature Tg, cluster dynamics within the glass is a simple activated process with a distribution 
of rates, and corresponds to localized motions only (-relaxation)5, 6.  Studies far below Tg are 
rare.
7, 8
  As the glass transition temperature Tg is approached, larger amplitude motions become 
feasible (-relaxation)9.  Heating above Tg allows diffusive motions, so the liquid 
thermodynamic equilibrium state is reached
3
. 
  
17 
 
Non-exponential relaxation dynamics is found in glass-forming systems and model colloids 
near the glass transition, revealing temporal heterogeneity.
2, 10-12
 It has proved difficult to 
completely disentangle homogeneous dynamics (temporal fluctuations of the rate at a single site) 
from heterogeneous dynamics (different rates for different sites).
13
  NMR and other techniques 
have been used to infer the length scale of the moving clusters near Tg, yielding values ranging 
from 2-5 nm.
2, 14
 Theory predicts similar length scales for the dynamics on glass surfaces 
compared to the bulk, but with half the activation barriers
15
.  Structural relaxation studies of 
polymer surfaces have yielded evidence for both increased and decreased relaxation rates at 
surfaces compared to the bulk
16, 17
. 
2.3.  Results & Discussion  
To distinguish spatial and temporal heterogeneity, measure cluster size, determine the 
distribution of rates and the average activation barrier, we conducted an experiment directly 
visualizing glassy dynamics of a glass surface far below Tg.  Using scanning tunneling 
microscopy movies, we studied metal alloys that are simple glass formers composed of a few 
size-mismatched atom types
18
. 
Figure 2-1 illustrates the data obtained and the basic data analysis.  We used a home-built ultra-
high vacuum scanning tunneling microscopy similar to one previously reported
19
 (UHV-STM at 
~10
-9
 Pa) to acquire time-lapse images of the surfaces of three metallic glasses with atomic to 
near-atomic resolution.  We studied Metglas 2605SA1 (Fe78B13Si8)
20
, Metglas 2705M 
(Co69Si12B12Fe4Mo2Ni1)
21
 and Vitreloy1 (Zr41.2Ti13.8Cu12.5Ni10.0Be22.5)
22
 hereafter referred to as 
Fe-based, Co-based and Zr-based MG respectively.  The glasses were degassed under UHV for 
12 hours at 100 °C and sputtered for 1-2 hours under high vacuum with argon ions to remove 
surface oxides.  An ion gun produced 1.5-2 keV argon ions in a chamber backfilled with high-
purity argon gas to a pressure of 0.007 Pa.  XPS measurements confirmed that the sputtering 
conditions were able to successfully clean the glass surface.  The freshly sputtered glass samples 
were transferred from the preparation chamber directly to the UHV chamber. 
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Figure 2-1. Two-State dynamics on metallic glass surfaces. Time-lapse images of Fe-based glass 
and single cluster trace (SCT) (a) Five consecutive frames illustrating the two-state switching of a 
cluster of the surface of the Fe-based glass. The cluster switches between two positions 0.5 nm 
apart. The frames are separated by about 6 min. Spatial derivatives of the STM topographic images 
are shown (b) Construction of the SCT representing the two states of the cluster by “1” and “0” (c) 
full SCT of this cluster extending to about 14 hours. Scanning conditions: 2 V, 100 pA.  Black scale 
bar: 5 Atomic Weighted Diameters (AWD) = 1.2 nm.  See Movie 2.1 in SI. 
UHV-STM scans were performed using electrochemically etched tungsten tips at 1-2 V bias 
voltage and 5-100 pA tunneling currents.  High-resolution topographic images of the same area 
were collected successively, creating movies of the surface with 1 to 6 minute time resolution.  
Image registration compensated for small drift between successive images, no other processing 
was employed.  Elevated temperature STM scans probed the temperature dependence of the 
observed surface kinetics at 80 and 150 °C.  The glasses studied here have glass transition 
temperatures Tg >> 150 °C (Fe-based: 507 °C, Co-based: 520 °C, Zr-based: 352 °C
22
),  so the 
studies conducted here all lie in the deep glassy regime.  The metallic glasses we studied were 
prepared with very different critical cooling rates and have different fragilities (Fe-based and Co-
based : 106 K/s, m~110 = fragile; Zr-based: < 10 K/s, m~50 = strong)
23
. We were able to heat 
glass surfaces above Tg and observe crystallization, confirming the very different morphology of 
the glass surface (see SI). 
Figure 2-1 shows a series of two-state hopping events we observed (full raw data movie in SI 
Movie 2.1).  An Fe-based MG cluster hops back and forth by ≈0.5 nm.  The blue trace in Figure 
1c shows the resulting single-cluster transitions (SCTs) between the two surface states as a 
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function of time.  No deposition of material from the tip was observed during the scans.  Out of 
50 separate moving clusters observed on 3 metal surfaces, only 4 did not undergo two-state 
transitions; three of these were sequential 3-state transitions and one cluster was observed to 
exhibit a 4-state transition.  No diffusion was observed.  Thus the probability that 3 free energy 
wells have comparable free energy and can interconvert with rates within our dynamic range (up 
to 200:1) is of the order P~0.06 compared to two-state dynamics.  The glassy surface is 
essentially composed of two-state dynamical systems and immobilized clusters that do not move 
on a 10
3
 minutes time scale.  The tunneling current between 5 and 100 pA, through local heating, 
has only a mild effect on accelerating hopping dynamics (see SI), so dynamics are observed 
‘natively’ at low currents. 
An interesting dynamical effect is observed in a few movies.  The ‘noise’ that occurs in every 
image at the precise same location in Figure 1a (red arrow) is due to a cluster that hops rapidly 
while the STM scans over it, so the cluster cannot be resolved.  Only three clusters were that fast.  
50 were fast enough to hop multiple times while the STM scanned over them, and ≈22,000 (these 
22000 clusters include those which moved just once) were stationary in all the movies we 
scanned.  
Figure 2 gives evidence for the spatial and temporal heterogeneity of the two-state transitions 
we observed on metallic glass surfaces.  In figure 2a, clusters 1 (diameter ~5 Fe atoms) and 2 
(diameter ~ 2 Fe atoms) are adjacent to one another on the same Fe-based glass surface.  Cluster 
1 has an equilibrium constant Keq = 0.9, corresponding to a free energy difference of G = 0.3 
kJ/mole between its two states.  Its local free energy landscape corresponds to a nearly 
symmetric double well.  Cluster 2 has Keq = 0.1 and G = 5.7 kJ/mol, corresponding to an 
asymmetric double well.  The relaxation rates for the two clusters are k = 0
1  + 
1
1  = 
0.108 min
-1
 and k = 0.121 min
-1
(See Methods).  The rate of cluster 1 temporarily slows down in 
the middle of the movie, and we observed such time-varying rates for 3 out of a total 50 clusters.  
Figure 2c shows an example of irreversible (within our dynamic range) ‘aging’ of a cluster, 
which switches from k ≈ 0.022 min-1 in the initial 4 hours of the movie to k < 0.001 min-1 for the 
latter part of the movie (full Fig 2 movies are available in SI as Movie 2.2 & 2.3). 
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Figure 2-2. . Spatial and Temporal heterogeneities. (a) Single cluster traces (SCTs) of a ‘fast’ 
cluster (blue) and a ‘slow’ cluster (red) from the same movie of the Fe-based glass. (Blue: k = 0.108    
min
–1) with ΔG= 0.27 kJ/mole; red; k= 0.121 min–1 with ΔG = 5.72 kJ/mole.)(See Methods)   Though 
separated by just 2 nm, the fast cluster switches 5 times more often than the slower one. (b) 
Consecutive images depicting the fast (blue) and slow (red) clusters of (a), showing three 
combinations of “1” and “0” states. The time duration between the successive images is about 4.5 
min. Scanning conditons: 1 V, 50 pA, (c) SCT of an aging cluster shows that it was active at first 
and stopped exhibiting movement in the later part of the movie.  Inset depicts the “1” and “0” state 
of the cluster. The time duration between the successive images is about 12 min and 54 min.  
Scanning conditions: 2V, 100 pA.  Scale bars: 5 Atomic Weighted Diameters (AWD) = 1.2 nm.  See 
Movie 2.2 & 2.3 in SI. 
Figure 3a summarizes the size distribution of the clusters observed in motion.  The cluster 
diameter probability distribution decreases rapidly between 4 and 8 AWD (=atomic weighted 
diameters, see Methods).  The paucity of clusters below 3 AWD may be an artifact of STM 
resolution (marked by the dotted black line).  The 2-D cross sections in the surface plane are oval 
with aspect ratios ranging from 1:1 to 2.5:1 (see plot in SI).  No strong correlation between 2-D 
cross section and rate exists, but an unknown fraction of each cluster is buried below the surface, 
so the apparent cluster size may differ from the actual size. 
To estimate the average free energy barrier G
†
 of the clusters observed in motion, we 
assumed a prefactor of k0=1 ps
-1
, and used the Arrhenius law 
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 RTGekk /0
  (6)  
together with our measured average rate k  = (60 min)-1 from Figure 3b.  This yields G
†
≈14 
kBTg, less than half the activation energy estimated for the bulk (36 kBTg).
4
  That the surface 
dynamics is faster than bulk dynamics agrees with results reported for surfaces of amorphous 
polystyrene 
17
.  Glass transition theory also predicts a lowering of the surface activation energy 
by a factor of 2 from the bulk
15
. Arrhenius plots for individual clusters could not be measured 
because STM imaging and hence registration could not be maintained during heating with our 
current setup. 
 
Figure 2-3. Characteristics of hopping clusters. (a) Cluster size distribution of the Fe-based glass 
at room temperature.  This distribution decreases between 4 and 8 atomic weighted diameters 
(AWD), with an average at 4.1 AWD.  The dotted line represents the average resolution of our STM 
scans, indicating that clusters below 2 AWD cannot be counted.  1 AWD = 0.24 nm (b) Cluster rate 
distribution of the Fe-based glass at room temperature. The rates were calculated from SCTs of 38 
different clusters that hopped at least twice. The distribution decreases slowly as k increases. The 
vertical dotted lines showing the limits of minimum and maximum single cluster rate detectable by 
the experiments indicate the dynamic range for this study. The light blue bar corresponds to 3 
clusters hopping faster than our time resolution (e.g. ‘noise patch’ in Figure 1).  Inset : Arrhenius 
plot: The average cluster rate is in 2-state events per minute per nm
2
  (including single switches).  
The slope of the linear fit indicates a low activation energy of 6 kJ/mol. 
Figure 3b shows the rate coefficient distribution P(k) for clusters that underwent at least two 
transitions, with dashed lines indicating our accessible dynamic range.  The rate coefficients 
were calculated from the average dwell times in the two states as k = 11
1
0
     (see 
Methods).  The distribution drops off slowly with increasing k.  Also consistent with this broad 
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rate distribution is the weak temperature dependence observed for the hopping rate per unit time 
and unit area averaged over all moving clusters (inset in Figure 3b).  The slope for that Arrhenius 
plot is much lower than the activation barrier of individual clusters calculated above.  The 
explanation is that a distribution of two-state barriers leads to a broad rate distribution.  Thus 
slower clusters replace faster clusters in our observational time window when the sample is 
heated, keeping the rate averaged over many clusters nearly constant. 
Figure 4 shows that two-state dynamics is not special to the Fe-based MG.  The strong Zr-
based MG and the Co-based MG, another more fragile glass, behave similarly (Figure 4a).  All 
three glasses have similar average cluster sizes and widths (standard deviations) of the size 
distributions (Figure 4b).  The Zr- and Co-based MG cluster shapes also mimic the Fe-based MG 
cluster shapes.  
 
Figure 2-4. Universality of the two-state dynamics in metallic glasses (a)-(b) Two-state structural 
switching as observed in the Zr-based glass and Co-based glass. In (a), the time duration between 
the successive images is about 5 min and 25 min. In (b), the time duration between the successive 
images is about 6 min and 120 min.  (c) The average cluster size of 3 different glass formers studied 
was found to be similar (dark blue bars), as was the standard deviation of the size distribution 
(dark blue bar). Scale bar:  5 weighted atomic diameters (AWD); 1.2 nm for Co-based, 1.3 nm for 
Zr-based glass. 
 relaxations previously have been proposed to exist in metallic glasses24-26, and localized 
random two-state motions with site heterogeneity and temporal heterogeneity are predicted by 
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glass models
27, 28
.  We do observe a few 3- and 4-state clusters, but most of the motions we 
observe are indeed highly localized.  Given the relatively high rate observed even well below Tg, 
these motions are probably best assigned as  relaxations, although their projection at least in the 
x-y plane accessible to the STM is compact, and not especially elongated. 
Random first order transition theory predicts a cluster dimension peaked at about 5 AWD for  
relaxation, and slightly lower for  relaxation of atomic glasses4.  This prediction is in agreement 
with Figs. 3 and 4.  The rate distribution and the small temperature dependence of the cluster-
averaged rate in Figure 3b are also consistent with a predicted power law distribution
9
, although 
our dynamic range is currently too limited to assign a specific functional form to P(k). 
2.4.  Conclusions 
In conclusion, STM movies directly visualize two-state dynamics (cooperative atomic motion) 
of clusters with a transverse size of 4-8 AWD on the surface of several atomic glasses well 
below their Tg.  Three-state dynamics is rare (P≈0.06), but its possible existence has been 
inferred previously from complex spectral trails in single molecule experiments.
29
  Cluster 
motions are spatially heterogeneous, with different rates and free energy differences at different 
sites, even at adjacent sites.  In addition, both intermittent rate fluctuations and irreversible (in 
our time window) ‘aging’ were observed for individual clusters.  Such ‘aging,’ or cessation of 
dynamics, could be the atomic-level manifestation of macroscopic aging: slowly aged glasses 
settle into lower free energy minima, presumably resulting in reduced hopping dynamics. 
2.5.  Experimental Methods 
Glass preparation and characterization 
 Metglas 2605 SA1 (1 mil thick foil) and Metglas 2705M (0.8 mil thick ribbon) were used 
as received from Metglas. Inc. These glasses were cut to size using ordinary scissors to fit the 
STM sample holders and were cleaned in acetone and isopropyl alchohol for 20 min each.  The 
dull but smoother side of the foil for both these glasses was used for scanning rather than the 
shiny but rougher side.  
Vitreloy 1 was received from LiquidMetal. Inc in 50 × 50 mm plates with thickness 3.2 mm. 
These were cut to size to fit the sample holders using electric-discharge machining. The face of 
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the sample to be scanned was polished using Buehler Gamma Micropolish with alumina particle 
size of 5 m, 1 m, 0.05 m in succession. 
X-ray photoelectron measurements were done on PHI5400 with a Mg source and equipped 
with differentially pumped ion gun. XPS scans were taken after brief periods of time of 
sputtering the glass surface to confirm the reduction and final disapperance of the oxygen peak 
from the spectrum. 
All glass samples were sputtered in the HV chamber (Base pressure: 4×10
-6
Pa) and transferred 
to the attached UHV chamber for degassing. The degassed samples were then transferred to the 
UHV-STM chamber for scanning. 
Scanning tunneling microscopy  
All the STM images are presented in the spatial derivative mode to enable the readers to see 
the contrast between different clusters.  Images are raw data with frames registered by shifting 
the (x,y) origin to maximize cross-correlation with a reference frame. 
For temperature-dependence measurements, the sample was heated by a custom-designed 
sample attachment equipped with a resistive wire (Kanthal A1, 10 mil diameter) and a type K 
thermocouple to provide in situ temperature measurements accurate to ±3 °C.  Power dissipation 
of 0.55 W and 1.53 W yielded sample temperatures of 80 °C and 150 °C, respectively. 
Data analysis  
The atomic diameters for the three glasses were calculated by weighting their components to 
their atomic composition. The calculated atomic weighted diameters (AWD) for MGSA1 
(Fe78B13Si8)
20
, Metglas 2705M (Co69Si12B12Fe4Mo2Ni1)
21
 and Vitreloy1 
(Zr41.2Ti13.8Cu12.5Ni10.0Be22.5) were 0.238 nm, 0.238 nm and 0.258 nm.  The atomic radii for 
various components used for the calculations were Fe (0.125nm), B (0.09nm), Si (0.111nm), Co 
(0.126nm), Mo (0.139nm), Ni (0.121nm), Ti (0.136nm), Zr (0.148nm), Ni (0.121nm), Be 
(0.09nm). 
The sizes of the rearranging clusters were determined by drawing a straight line in the spatial 
derivative image encompassing the ends of the clusters. For non-spherical clusters, an average of 
the two lines drawn at right angles was used as its size.  Measured diameters appear slightly 
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larger than actual diameters due to the convolution by the tip resolution. Therefore only the 
highest resolution scans were included for data analysis in this study. 
Rates were computed using the dwell times τ1  in state 1 and  τ0 in state 0, where the carets < > 
in the main text indicate averaging over all completely observed dwell events.  The free energy 
difference was computed as G = |RTlnKeq|, and the equilibrium constant Keq was calculated as 
the ratio of the average dwell times in states 0 and 1. 
The rates in Figure 3b were calculated by visually counting the number of rearranging clusters 
in a movie.  That number was then divided by the area of the frames, and by the total time 
duration of the movie.  To estimate the error bars for the average rate for a particular 
temperature, the clusters were assumed to follow Poisson distribution as to the number of 
clusters rearranging in each frame of the movie. 
2.6.  Supplementary Information  
Surface heating effect The tunneling current could locally heat the surface even though 
thermal conductivity of the metallic glass is excellent.  We carried out measurements over the 1 
to 100 pA tunneling current range.  The average rate of cluster hopping is about twice as high in 
the 50-100 pA range than in the 1-50 pA range, a modest increase in hopping.  Comparison with 
the Arrhenius plot in Fig. 3b of the letter would indicate local heating by about 100 °C at the 
highest tunneling currents, still well below the glass transition temperatures of the metal glasses.   
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Figure 2-5. Tunneling current dependence of the observed rate of rearranging clusters. The 
movements of clusters per unit time and area displayed weak dependence on the tunneling current, 
leading to slightly increased rates at higher tunneling currents. Error bars were calculated 
assuming Poisson kinetics and are proportional to the square root of number of rearranging 
clusters in the particular movie. All data in this plot was acquired at room temperature (298 K) 
using the same STM tip and within a week to avoid any possible tip-tip rate variations and changes 
in rate due to thermal aging. 
Glass-crystal-glass conversion We investigated whether the metal glass surface can be 
crystallized as expected above Tg, and whether it can be roughened into a glassy state again by 
bombarding with high energy ions, as has been demonstrated in the literature (Ref 30) .  A fresh 
Fe-based glass sample (Metglas SA1) was degassed in UHV for 10 hours at 150 °C and 
subsequently sputtered for 3 hours with 2 keV Argon ions (ion beam density ~1µA/cm
2
).  It was 
scanned, exhibited an amorphous surface, and was found to exhibit two-state dynamics (Figure 
2-6).  The sample was then heated to 850 °C for 3 hours to ensure complete crystallization well 
above the Tg of 507 °C. The annealing was performed under UHV conditions to avoid surface 
oxidation and the sample was cycled back into the STM chamber after cooling down.  As 
illustrated in Figure 2-6(b), patches of crystalline surface were now found.  No two-state hopping 
was observed in crystalline areas.  The annealing also gave rise to extremely rough areas where 
reliable STM scanning was impossible.  The sample was then again sputtered in a HV Ar 
atmosphere for 11 hours under 2 keV Argon ions.  No crystalline surface was detected, 
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indicating that the energetic Ar
+
 ions disrupt the surface lattice and render the surface 
amorphous. Movies on these surfaces indicated the restoration of the two-state dynamics as 
shown in Figure 2-6(c).  This is in line with the observation that Argon ion sputtering of 
crystalline silicon surfaces produces amorphous surfaces with elastic moduli characteristic of 
glasses (ref. 30).  Bulk heating is not a contributor to the roughening process described above, as 
we can detect no temperature increase above room temperature with a pyrometer.   
 
Figure 2-6. Restoration of two-state glassy dynamics after crystallization. (a) Typical glass surface 
scan before annealing (b) Surface crystallization obtained after annealing the glass at 850C for 3 
hours which is above its Tg=507C. (c) Restoration of two-state dynamics after sputtering the 
annealed sample for 11 hours with 2keV Ar
+
 ions.  All scale bars 1.2nm = 5 Weighted Atomic 
Diameters.    
 
2.7.  References  
1. Angell, C.A. Formation of Glassses from Liquids and Biopolymers. Science 267, 1924-
1935 (1995). 
2. Ediger, M.D. Spatially heterogeneous dynamics in supercooled liquids. Annual Review of 
Physical Chemistry 51, 99-128 (2000). 
3. Debenedetti, P.G. & Stillinger, F.H. Supercooled liquids and the glass transition. Nature 
410, 259-267 (2001). 
4. Lubchenko, V. & Wolynes, P.G. Theory of structural glasses and supercooled liquids. 
Annual Review of Physical Chemistry 58, 235-266 (2007). 
5. Angell, C.A., Ngai, K.L., McKenna, G.B., McMillan, P.F. & Martin, S.W. Relaxation in 
glassforming liquids and amorphous solids. J. Appl. Phys. 88, 3113-3157 (2000). 
  
28 
 
6. Johari, G.P. Localized molecular motions of beta-relaxation and its energy landscape. J. 
Non-Cryst. Solids, 317-325 (2002). 
7. Jerome, B. & Commandeur, J. Dynamics of glasses below the glass transition. Nature 
386, 589-592 (1997). 
8. Teichler, H. Heterogeneous dynamics on the microsecond scale in simulated Ni0.5Zr0.5 
metallic melts far below the glass temperature. Physical Review E 71, 7 (2005). 
9. Stevenson, J.D. & Wolynes, P.G. A universal origin for secondary relaxations in 
supercooled liquids and structural glasses. Nature Physics 6, 62-68. 
10. Bohmer, R., Hinze, G., Jorg, T., Qi, F. & Sillescu, H. Dynamical heterogeneity in alpha- 
and beta-relaxations of glass forming liquids as seen by deuteron NMR. J. Phys.-Cond. 
Matter 12, A383-A390 (2000). 
11. Russell, E.V. & Israeloff, N.E. Direct observation of molecular cooperativity near the 
glass transition. Nature 408, 695-698 (2000). 
12. Schall, P., Weitz, D.A. & Spaepen, F. Structural rearrangements that govern flow in 
colloidal glasses. Science 318, 1895-1899 (2007). 
13. Berthier, L. et al. Direct experimental evidence of a growing length scale accompanying 
the glass transition. Science 310, 1797-1800 (2005). 
14. Tracht, U. et al. Length scale of dynamic heterogeneities at the glass transition 
determined by multidimensional nuclear magnetic resonance. Physical Review Letters 81, 
2727-2730 (1998). 
15. Stevenson, J.D. & Wolynes, P.G. On the surface of glasses. Journal of Chemical Physics 
129, 4 (2008). 
16. Priestley, R.D., Ellison, C.J., Broadbelt, L.J. & Torkelson, J.M. Structural relaxation of 
polymer glasses at surfaces, interfaces and in between. Science 309, 456-459 (2005). 
17. Fakhraai, Z. & Forrest, J.A. Measuring the surface dynamics of glassy polymers. Science 
319, 600-604 (2008). 
18. Greer, A.L. Metallic glasses. Science 267, 1947-1953 (1995). 
19. Albrecht, P.M. & Lyding, J.W. Lateral manipulation of single-walted carbon nanotubes 
on H-passivated Si(100) surfaces with an ultrahigh-vacuum scanning tunneling 
microscope. Small 3, 146-152 (2007). 
20. Epelbaum, C., Fontana, M., Audebert, F. & Arcondo, B. Joining steel tubes employing 
Fe-Si-B metallic glasses as filling material. Journal of Materials Science 40, 4867-4871 
(2005). 
21. de Biasi, R.S. & Grillo, M.L.N. FMR study of crystallization in the amorphous alloy 
Co69Fe4Ni1Mo2B12Si12 (Metglas 2705M). Journal of Alloys and Compounds 268, 
270-271 (1998). 
22. Peker, A. & Johnson, W.L. A highly processable metallic-glass - Zr41.2 Ti13.8 Cu12.5 
Ni10.0 Be22.5. Applied Physics Letters 63, 2342-2344 (1993). 
23. Qin, Q. & McKenna, G.B. Correlation between dynamic fragility and glass transition 
temperature for different classes of glass forming liquids. J. Non-Cryst. Solids 352, 2977-
2985 (2006). 
24. Ngai, K.L. Johari-Goldstein relaxation as the origin of the excess wing observed in 
metallic glasses. J. Non-Cryst. Solids 352, 404-408 (2006). 
25. Tang, X.P., Geyer, U., Busch, R., Johnson, W.L. & Wu, Y. Diffusion mechanisms in 
metallic supercooled liquids and glasses. Nature 402, 160-162 (1999). 
  
29 
 
26. Hachenberg, J. et al. Merging of the alpha and beta relaxations and aging via the Johari-
Goldstein modes in rapidly quenched metallic glasses. Applied Physics Letters 92, 3 
(2008). 
27. Heuer, A. & Silbey, R.J. Microscopic description of tunneling systems in a structural 
model glass. Physical Review Letters 70, 3911-3914 (1993). 
28. Anderson, P.W., Halperin, B.I. & Varma, C.M. Anomalous low-temperature thermal 
properties of glasses and spin glasses. Philos. Mag. 25, 1-& (1972). 
29. Boiron, A.-M., Tamarat, P., Lounis, B., Brown, R. & Orrit, M. Are the spectral trails of 
single molecules consistent with the standard two-level system model of glasses at low 
temperature? Chem. Phys. 247, 119-127 (1999). 
30. Hedler, A., Klaumunzer, S.L. & Wesch, W. Amorphous silicon exhibits a glass 
transition. Nature Materials 3, 804-809 (2004). 
 
 
  
30 
 
3. Direct imaging of two-state dynamics on the amorphous silicon 
surface  
This chapter is a complete reprint of the following publication, with minor modifications. 
Ashtekar, S., Scott, G., Lyding, J. & Gruebele, M. Direct Imaging of Two-State Dynamics on the 
Amorphous Silicon Surface. Physical Review Letters 106, 235501 (2011). 
The author of this thesis was the primary investigator and author of this publication. 
3.1.   Abstract  
Amorphous silicon is an important material, amidst a debate whether or not it is a glass. We 
produce amorphous Si surfaces by ion bombardment and vapor growth, and image discrete Si 
clusters which hop by two-state dynamics at 295 K. Independent of surface preparation, these 
clusters have an average diameter of ~5 atoms. Given prior results for metallic glasses, we 
suggest that this cluster size is a universal feature. The hopping activation free energy of 
0.93±0.15 eV is rather small, in agreement with a previously untested surface glass model. 
Hydrogenation quenches the two-state dynamics, apparently by increasing surface crystallinity. 
3.2.  Introduction  
Amorphous silicon (a-Si) is a low-density solid that can be grown by a variety of processes 
from ion implantation to chemical vapor deposition 
1-4
. Unlike conventional glasses, a-Si cannot 
be produced by rapid cooling of the liquid phase. Thus a-Si is not universally considered a glass, 
but there is an active debate about the connection between the amorphous solid and liquid 
phases
5-7
.  
a-Si shares some characteristics of glasses but lacks others, depending on the method of 
preparation. Pohl and coworkers observed a plateau in the internal friction of a-Si below 10 K 
8
. 
This plateau is characteristic of glasses, but it disappears when a-Si is passivated with 1% 
hydrogen
8
, indicating that capping by hydrogen settles the bulk into a lower free energy state. 
The friction plateau and similar behaviors characteristic of glasses well below the glass transition 
temperature Tg, can be rationalized by random energy two-state models
9
. Such models posit that 
localized two-state dynamics is much more probable than three-state dynamics or diffusion. For 
example, 1/f  noise in metallic glasses has been attributed to two-level dynamics of small clusters 
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of atoms
10
. Could such two-state dynamics also persist in a-Si at room temperature? If so, is it 
still quenched by hydrogenation? 
We answer these questions in the affirmative for the a-Si surface: time-lapse movies with a 
scanning tunneling microscope (STM) directly image small Si clusters hopping between two 
states at 295 K (Figure 3-1). This temperature lies well above the tunneling regime, but also well 
below the glass transition temperature of a-Si, estimated to be Tg≈900K 
11
. Visualization of the 
amorphous surface by STM reveals that compact Si clusters have an average diameter of about 5 
Si atoms (Figure 3-2). The two-state motion of these compact clusters is direct evidence for the 
persistence of localized but collective dynamics at a temperature between the glass transition and 
tunneling regimes. We observed dynamics on a-Si surfaces that have been amorphized by low 
energy ion implantation, or vapor grown onto Si substrates. We observe two-state dynamics on 
both types of hydrogen-free a-Si surfaces (Figure 3-1). The dynamics is thus independent of the 
preparation method. We previously observed two-state dynamics on well-known metallic glass 
surfaces
12
. There the mobile entities, inferred previously from conductivity measurements
10
, also 
were compact clusters
12
. 
3.3.  Results & Discussion  
The time evolution of clusters can be followed for multiple two-state hops, allowing 
equilibrium constants, rate coefficients and even changes in rate to be estimated roughly (Figure 
3-1). Our temporal dynamic range is about 6 to 300 minutes. On these time scales, no diffusive 
motion of surface clusters is observed at room temperature. At 295 K, < 0.5% of the surface 
clusters hop between two local free energy minima per hour. Some two-state motions occur in 
concert. Two-state motion ceases almost entirely after the surface is hydrogen passivated. 
The silicon samples used in our study were cut from a 0.5 mm thick Si(100) wafer (Montco 
Silicon Technologies Inc) that was boron-doped to a resistivity of 0.01-0.02 -cm and flash 
heated at 1200 °C to get a 2x1 reconstructed surface. Two surface amorphization methods were 
used. Some samples were placed in a sputtering chamber connected to the STM. The chamber 
was backfilled with high-purity argon to 3
.
10
-5
 torr. An ion gun produced 1.5 keV Ar
+
 ions at a 
current density of 1-10 µA/cm
2
 for 10-14 hours. This dose is at much lower ion energy and has 
10-100 times lower flux than that which would produce large Ar voids (‘bubbles’) in the solid. 
(Compare Fig. 3 in ref. 13 with Figure 3-5 in the SI.) The sub-surface contains mostly very small 
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voids (≤ 2 nm). The process of flash heating and low-intensity ion bombardment reversibly 
cycled the surface between crystalline and amorphous. Other samples were prepared by 
evaporating a 5-10 nm layer of Si atoms onto the crystalline Si(100):2x1 reconstructed surface. 
The evaporation source was the same boron-doped Si(100) wafer used throughout this study. The 
evaporation was done in a UHV preparation chamber attached to the STM chamber to avoid any 
surface oxide formation. STM movies of the glass surface were recorded on a home-built STM 
using the design from Ref. 14. The base pressure was below 10
-10
 torr. A bias voltage of -2 V and 
a tunneling current of 10 pA was employed for all scans. The STM images presented here are the 
spatial derivatives of the topographic (variable height-constant current) images. Tip effects on 
the cluster dynamics were avoided as discussed in the SI. 
Figure 3-1 illustrates the movies obtained in our study (See movies 3.1 and 3.2 in SI). Si 
clusters on the surface hop between two structurally distinct states at 295 K. The two-state 
dynamics involves both vertical and in-plane motion over distances on the order of 1 nm, 
comparable to the cluster diameter. Altogether, 13 clusters executing two-state hops were 
observed in different movies on both types of a-Si surfaces. Diffusive motion was not observed. 
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Figure 3-1. Two-state dynamics on amorphous silicon surfaces. (a) shows five consecutive images 
on a surface prepared using ion bombardment of a c-Si(100) surface. See movie 3.1 in the SI. Here, 
the encircled cluster exhibits a two-state motion while (b) shows the corresponding Single cluster 
trace(SCT) with a time resolution of 6 min. (c) shows selected frames from a movie on a-Si surface 
vapor deposited on a c-Si(100) substrate where the encircled cluster shows two-state dynamics and 
(d) shows the corresponding SCT. See movie 3.2 in the SI. Scale bar = 1.1 nm = 5 atomic diameters. 
The average rate derived from single cluster traces (e.g. Figure 3-1 and Figure 3-3) was 
kobs(295 K)=0.18±0.06 min
-1
 (one standard deviation). As can be seen in the sample frames of 
the movie in Figure 3-1a, the hopping occurred between times when the tip scanned over the 
cluster. Therefore the rates reported here are lower limits. Assuming an Arrhenius law, the 
observed rate coefficient (sum of forward and backward rate coefficients) is given by 
 kobs(T )  k0e
G† /kBT 2cosh(G / 2kBT )  (7)  
We obtain an average activation energy of G† = 0.93±0.15 eV (12±2 kBTg in units of the glass 
transition temperature ≈ 900 K). In the above equation, k0≈3 ps is the assumed prefactor for 
barrier-free hopping, and G is the Gibbs free energy difference between the two minima, given 
by the ratio of the average dwell times in “0” and “1” states in Figure 3-1. In the simplest random 
free energy models, the distribution of G would be modeled by a Gaussian probability 15. 
Tunneling is not expected to play a role at 295 K, but at very low temperatures, tunneling among 
pairs of minima with G ≈ 0 would become important. 
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Figure 3-1a illustrates that temporally inhomogeneous kinetics was observed for several 
clusters, i.e. after some hopping back-and-forth, the two-state system relaxed and the cluster 
settled in one of the structural minima. The initial rate in Figure 3-1a is kobs=0.13±0.05 min
-1
, 
calculated from the single cluster dwell times as 
 
kobs 
1
 (0)

1
 (1)
 (8)  
where < > denotes the average. Assuming an exponential distribution of the dwell times (i) in 
states “0” and “1” shown in Figure 3-1a, the Bayesian likelihood that the rate did not slow during 
the last 120 min of the movie is only P < 1%. 
Ediger and coworkers have observed very heterogeneous dynamics in bulk supercooled 
liquids near Tg 
16. Our temporal dynamic range (≈60:1) is smaller, but we do image direct 
evidence for spatial heterogeneity (see movie 3.4 in SI) and temporal heterogeneity (Figure 3-1a 
and movie 3.1 in SI) far below the glass transition. Our direct visualization thus extends 
heterogeneity to conditions well below Tg. 
 
Figure 3-2.  Cluster Size distribution. Histogram showing the cluster size distribution for clusters 
exhibiting two-state motion (includes all clusters which moved at least once). Each bin is atomic 
diameters ±1. Both sputtered and vapor-deposited a-Si surfaces are shown. 
Figure 3-2 shows the cluster size distribution for both ion-bombarded and vapor-grown a-Si 
surfaces. The average diameter for ion-bombarded a-Si is 5.3±1.8 atomic diameters, and for 
vapor deposited a-Si it is 4.6±1.2 atomic diameters. The distribution shown is only for those 
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clusters that moved. The diameter of clusters in Figure 3-2 was obtained by averaging the major 
and minor axis between the ends of clusters in spatial derivative images such as Figure 3-1a. 
Only the highest resolution images that showed evidence for resolving single Si atoms were used 
for populating the histogram in Figure 3-2. We have observed average diameters of 3-5 atoms for 
surface clusters of different metallic glasses 
12
, so an average width of less than about 5 cluster-
forming units seems to be universal on these very different glassy surfaces. Indeed, such a 
diameter has been proposed as the maximum correlation length that can be reached by glasses 
before the aging process becomes impractically slow
17
. 
 
Figure 3-3. Concerted motion on a-Si surfaces. (a) An ion bombarded a-Si surface on which the 
hopping of a cluster between frames 1 and 2 (solid arrow) apparently facilitates the hopping of an 
adjoining cluster between frames 3 and 4 (dotted arrow). See movie 3.3 in the SI. (b) shows the 
corresponding SCT. Scale bar is 1.1 nm = 5 atomic diameters. 
Figure 3-3a demonstrates correlated two-state hopping on an ion bombarded a-Si surface 
(See movie 3.3 in SI). Nearby clusters hop in sequence. On a ca. 1 nm length scale, motion of 
one cluster apparently modifies the local free energy surface of a second cluster. We did not 
observe a single cluster moving between more than 2 states, although we cannot rule out such 
events with only 13 mobile clusters observed. 
a-Si samples are frequently grown with hydrogen incorporated into the structure, especially 
during CVD 
2
. Work by Pohl and coworkers 
8
 indicated that as little as 1% hydrogen passivation 
reduces by orders of magnitude the low temperature friction plateau characteristic of glassy 
dynamics. What is its effect on our observed two-state dynamics? 
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Figure 3-4. Generation and quenching of two-state dynamics on a-Si surfaces. (a) shows a 
crystalline Si(100) 2x1 reconstruction which can then be converted to an a-Si surface by (b) argon 
ion bombardment or (c) vapor deposition of a-Si on it, generating the two-state dynamics. The 
dynamics can be quenched by passivating the a-Si surfaces with atomic hydrogen. Three 
topographic changes were observed on both types of surfaces: (d) formation of crystalline patches, 
(e) formation of large blobs and (f) formation of rifts. Little unambiguous two-state dynamics was 
observed on the passivated surfaces. Scale bar = 4.4 nm =20 atomic diameters. 
We find that hydrogen passivation eliminates two-state hopping of a-Si surface clusters 
completely within our dynamic time range on sputtered surfaces, and reduces it on vapor-grown 
surfaces. To passivate sputtered silicon samples, the samples were kept at ~400 °C and exposed 
to 1 Langmuir of hydrogen using a tungsten cracking filament. Figure 3-4 illustrates the three 
surface morphologies observed after exposure. The passivated surface showed some crystalline 
areas (d), large blobs of Si (e) or cracks (f). Taken together, these indicate that H-passivation 
caps the most strained, least bonded Si atoms to lower the surface free energy, thereby reducing 
two-state dynamics: Cracks indicate that the density of the remaining a-Si surface has increased, 
as expected if strain is relieved. The crystalline patches range from just a few atoms to hundreds 
of atoms in surface area, and are consistent with a Si(111) surface structure, the lowest energy 
surface structure for Si. The blobs indicate merging and undercutting of surface structure as a 
result of reaction with hydrogen. Thus hydrogen passivation has major structural and dynamical 
consequences. Our observation of missing two-state dynamics upon passivation extends the 
behavior noted in Ref. 8 to room temperature. 
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Our experiment shows that universal elements of glassy behavior, previously observed in low 
temperature a-Si and on room temperature metallic glass surfaces, are retained at room 
temperature by the a-Si surface, irrespective of preparation method. Among the mesoscopic-
kinetic
18
 and microscopic-thermodynamic models
19
 developed for glasses, only the random first 
order transition (RFOT) model has been extended to glass surfaces so far
20
. It predicts that the 
activation barrier for compact collective relaxations (relaxations) decreases by a factor of two 
from the bulk to the surface.  The model assumes that surface clusters retain the same size as 
bulk clusters.  With this assumption, the model predicts a barrier of 1.3 eV instead of 2.6 eV for 
clusters ca. 5 atoms in diameter
20
. Our result of 0.93±0.15 eV lies much closer to this predicted 
surface result than to the bulk value.  Some glassy polymer surface experiments also measured 
much faster surface kinetics than in the bulk
21
.  It has been suggested that  relaxation and the 
much faster localized  relaxation (bulk barrier of 0.77 eV) are just extremes of a continuous 
distribution of dynamically rearranging units
19
.  Our result lies right in the middle of the 0.77-1.3 
eV range.  It remains to be seen whether glass surface relaxation consists of just one type of 
motion as observed here, or whether two types of relaxation actually exist.  Currently the 
dynamic range of our experiments is limited, so they would miss much faster or much slower 
relaxation processes outside the 6-300 minute time window. 
3.4.  Conclusions 
In conclusion, the STM movies of a-Si reveal only two-state motion of compact clusters. The 
average size in atomic diameters (~5) of these mobile clusters is similar to those observed on 
several metallic glass surfaces
12
 and may be a universal feature for glassy surfaces. A cluster 
diameter near the predicted bulk value indicates that glassy surfaces have not settled into a 
lower energy minimum than the bulk because the correlation length is no longer than in the 
bulk. Therefore simple modifications of bulk glass models, like the factor of 2 reduction in 
barrier height without consideration of cluster size presented in Ref. 20, may be sufficient to 
analyze glassy surface dynamics. In addition, the a-Si dynamics is spatially and temporally 
heterogeneous, and occasional correlated two-state hopping is observed. Hydrogenation 
quenches the two-state dynamics by relaxing the surface to lower energy structures. Thus, our 
results provide direct evidence for glass-like dynamics on pure a-Si surfaces, and its absence on 
H-passivated surfaces. 
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3.5.  Supplementary Information  
To obtain the cross sectional TEM images, samples were pre-thinned to 100-150 µm by 
abrading from the back side using boron carbide powder.  A small piece of sample was then 
mounted on a slotted Cu grid (SPI 2x1mm slot) using a flash dry conductive silver paint.  The 
samples were imaged in a Philips CM200 transmission electron microscope operating at 200 kV 
at 45° tilt. 
 
Figure 3-5. Cross sectional TEM images of Argon bubbles beneath sputtered a-Si surface (a) The 
sputtered silicon samples show circular argon bubbles of diameters ranging from 2-6 nm (b) The 
unsputtered silicon samples didn’t show any bubbles. Scale bar: 20 nm 
To investigate the tip effects on the cluster hopping rates, average cluster rates were calculated 
at various tunneling currents on the metallic glass surfaces. Higher tunneling current reduce the 
tip-cluster distance, thus increasing the tip-induced perturbation. As shown in Figure 3-6.a, the 
rates has only a weak dependence on the tunneling current and increases by a factor of  2 but 
levels off at around 40 pA. All the images in the present work were acquired at 10 pA to 
minimize the tip-induced perturbation. Moreover, whenever the tip induces a cluster to hop, the 
cluster gets imaged halfway resulting in a cut midway in the clusters as shown in Figure 3-6b. 
Such instances were seen only rarely suggesting low tip-induced hopping. The clusters imaged 
halfway were excluded in gathering the statistics presented in the current work. 
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Figure 3-6. Characterization of tip effects on cluster hopping (a) Average cluster rate is shown 
with respect to the tunneling current on a MG2605 SA1 metallic glass surface. The rate at higher 
currents is more than by a factor of 2 when compared to lower currents. However, the rate levels 
off near 40 pA range. (b) Successive STM images of a metallic glass surface show a cluster, nudged 
by the tip, disappearing halfway in the middle frame (shown by orange arrow) and vanishing 
completely in the bottom frame. 
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4. Temperature-dependent dynamics of individual cooperatively 
rearranging regions on a glass surface  
This chapter is based on the draft of the following manuscript:  
Ashtekar, S., Lyding, J. & Gruebele, M. Temperature-dependent dynamics of individual 
cooperatively rearranging regions on a glass surface. to be submitted, (2012). 
The author of this thesis was the primary investigator and author of this publication. 
4.1.  Abstract 
As a glass forms, atoms, molecules, polymers, or colloids become locked together on ever-
increasing length scales.
1, 2
  Cooperatively rearranging regions (CRRs) play a central role in our 
understanding of how glass dynamics depends on temperature.
3, 4
  Atomic glass CRRs are only a 
few nanometres in size,
5
 so their temperature-dependent dynamics has not been imaged directly.  
We resolve CRR structure with atomic resolution on a metallic glass surface, showing that CRRs 
are compact entities.  We record real-time movies of individual CRRs far below the glass 
transition temperature Tg, while ramping their temperature.  The CRRs exhibit increased two-
state hopping dynamics.  Between 295 and 326 K the rate coefficient increases over 10-fold, 
indicating an Arrhenius activation barrier for glass surface CRRs of ≈10 kBTg.  By time-resolving 
the dynamics of many individual CRRs, we show that highly stretched dynamics of the CRR 
ensemble results mainly from spatial heterogeneity.  Individual CRRs also show some temporal 
heterogeneity on time scales < 1 hour, induced by fluctuations of their local energy landscape. 
4.2.  Introduction  
There has been much experimental progress in studying the heterogeneous dynamics of CRRs.  
Measurements ranging from anomalous frequency response
6
 to ‘telegraph style’ dynamics7,8 
have shown that glasses exhibit two-state or at most few-state dynamics below Tg.  The size of 
CRRs is a few diameters of the glass former, based both on relating measured dynamical 
susceptibility to spatial correlations,
9
 and more directly via scanning probe microscopy of a few 
CRRs,
7
 or imaging of individual CRRs.
10
  Observing the motion of individual CRRs with atomic 
resolution as a function of temperature could reveal unambiguous information about the 
underlying energy landscape of glasses: Is the origin of heterogeneous dynamics of the CRR 
ensemble mainly spatial (different CRRs behave differently), or is it temporal (the changing 
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environment causes individual CRRs to behave differently with time), or both?  What is the 
activation enthalpy of CRRs?  What is the atomic sub-structure of CRRs? 
4.3.  Results and Discussion  
We answer these questions for CRRs at a metallic glass surface by imaging the motion of 
individual CRRs down to atomic resolution, or while ramping their temperature.  We studied a 
Fe78B13Si8 alloy with a glass transition temperature of Tg=780 K.  STM movies with 1.3 to 6 
minutes per frame were recorded for up to 1000 minutes at variable temperature (Methods).  
CRRs imaged at atomic resolution have irregular but compact (aspect ratio ≤ 1:2) surfaces 
capped by 5-8 atoms.  Upon hopping between configurations, the CRR shape reorganizes on a 
length scale not more than 1 atom (≈0.3 nm; Figure 4-1ab).  CRRs hop mainly between two 
structurally distinct configurations, as observed previously.
10
  The <6% of mobile CRRs that 
make transitions between more configurations hop among pairs of configurations.  One such 
CRR, imaged at atomic resolution, is shown in Figure 4-1a (See Movie 4.1).  The time trace in 
Figure 4-1c reveals that configurations 0 and 2 are not directly connected; the CRR must move 
through configuration 1 first, at least on the 200 minute time scale observed. 
 
Figure 4-1. Internal structure of a CRR.  a shows the three distinct states (0, 1, and 2) a CRR 
displays at 295 K, while a red trace outlines the periphery of the CRR in each state.  b shows the 
dimensions for some internal structures of each state.  Scale bar = 0.71 nm (3 average atomic 
diameters).  c shows the full time trace of this CRR illustrating the connectivity between the states 
as ‘1→2→0→1...’. 
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We were able to monitor individual CRRs while ramping their temperature (Methods).  In 
Figure 4-2, only a single CRR initially moved (see Movie 4.2).  When the temperature was 
ramped from 50 to 53 °C, two additional clusters began to hop between two configurations.  
Thus CRR hopping is a thermally activated process.  Increasing the temperature obviously 
facilitates barrier crossing, but it could also change the shape of the energy landscape.  We were 
able to quantitatively measure both effects. 
 
Figure 4-2. Temperature-resolved dynamics of individual CRRs.  Still from a movie (see SI) 
where the metallic glass surface is imaged with nm-resolution while simultaneously increasing the 
temperature by 3 K.  Three colored arrows point towards the three CRRs of interest, all exhibiting 
two-state motion.  The color-coded time traces show their dynamics, while the black dot traces their 
position as the movie progress.  Two cluster traces (2
nd
 and 3
rd
 in the figure) show increased activity 
when the temperature ramp starts. 
Changes of the energy landscape were monitored by collecting many CRR time traces (see 
Figs. S1 and S2 and movie 4.2).  An example of a trace with activity both before and after a 
temperature ramp is shown in Figure 4-3a.  In this particular example, the overall relaxation rate 
given by <kobs> = <1/t0 + 1/t1> in terms of the dwell times t0 and t1 in each configuration does 
not change, but the equilibrium population ratio Keq of the two configurations shifts heavily in 
favour of state 1 after the temperature is ramped up.  Figure 4-3b shows quantitatively how the 
energy landscape has shifted.  To decide whether the observed change in CRR activity could be 
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due to chance, we subjected all time traces to a Kolmogorov-Smirnov test (see Methods).  Fig. 
3c shows the joint probability distribution P(-ln[Keq], -ln[kobs]) of the most likely CRR 
equilibrium ratio and relaxation rate coefficients before and after the temperature ramp.  The 
distributions indicate a clear shift of the energy landscape, but not of the rate, in this particular 
case.  The Kolmogorov-Smirnov likelihood that the two probability distributions are accidentally 
the same is p = 0.03. 
 
Figure 4-3. Temperature-sensitive energy-landscape.  (a) A variable temperature time trace 
isothermal at 323 K, followed by a brief temperature ramp to 325.5 K, then isothermal again. 
Before the ramp, kobs ≈ 0.79 min
-1
, Keq ≈ 1, after the ramp kobs ≈ 0.79 min
-1
, Keq ≈ 16.8.  (b) depicts 
the two-state free energy wells in kBTg units before and after the ramp, which stabilizes state ‘0’.  (c) 
shows the probability distributions of rate coefficients (A is defined in eq. 1) and equilibrium 
population ratios of the cluster in the initial (blue) and the final (red) part of the trace.  The 
Kolmogorov-Smirnov test indicates that the likelihood these two distributions came from a single 
underlying joint distribution is low (p = 0.03).  
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Averaged over all CRRs, we found a large and significant increase of the two-state relaxation 
rate with temperature.  The average rate coefficient increased from <kobs>=0.066 min
-1
 at 295 K 
to 0.575 min
-1
 at 323 K.  Our movies have a finite time resolution; therefore some hopping 
transitions are missed while the STM tip is not scanning over a CRR.  To correct for this effect, 
we calculated prior dwell time distributions by simulating an ensemble of traces, which, when 
down-sampled, matched the experimentally observed kinetics and equilibria (Methods).  The 
corrected rate coefficients of 0.080 and 0.863 min
-1
 yielded a similar ratio of rate coefficients as 
the raw data.  We used these values to estimate the average activation barrier from the Arrhenius 
equation with constant prefactor and activation energy 
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The result is 
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   = 9.5 kBTg for the raw data, and 
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= 10.4 kBTg for the aliasing-corrected 
data.  From this we deduce a prefactor A in the range of  6
.
10
9
 s
-1
 to 6
.
10
10
 s
-1
.  The upper end of 
this range is consistent with barrier-free hopping times of a ~5
3
 atom cluster of mass m~7 kDa 
over a distance of x~2 nm at room temperature (t~[ mx2/ kBT]
1/2
). 
For the metallic glass surface, we can meaningfully distinguish spatial heterogeneity among 
multiple CRRs from temporal heterogeneity of individual CRRs.  To do so, we scaled t0 and t1 
dwell times separately for each individual cluster to a unitless average <tdwell> = 1, then produced 
a histogram of all dwell times.  This scaling removes CRR-to-CRR spatial heterogeneity from 
the dwell times.  To simulate the ensemble average for comparison, we simply created a 
histogram of all dwell times and then scaled the average dwell time to 1.  The two plots are 
shown in Figure 4-4, comparing both raw and aliasing-corrected data (Methods).  The 
individually normalized dwell time histogram is well-fitted by a single exponential decay.  In 
contrast, the ensemble averaged dwell time is best fitted by a power law ~tdwell
-
 with exponent  
= 1.3 ±0.1, characteristic of a wide distribution of average dwell times among CRRs. 
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Figure 4-4. Spatial heterogeneity leads to non-exponential kinetics.  (a) Dwell time histograms of 
25 two-state CRRs recorded at 295 K (see Fig S1 for all cluster traces).  Open circles: dwell times t0 
and t1 are scaled for each cluster individually so their average equals 1, then histogrammed; the 
average of the t0 and t1 histograms is shown.  Solid squares: histogram corrected for aliasing due to 
a finite STM sampling rate.  The solid line shows a fit to the stretched exponential exp[t
b
], depicting 
nearly exponential kinetics of individual clusters.  (b) Same histogram, but with all times 
histogrammed first and then scaled to an average of 1, corresponding to ensemble kinetics.   Spatial 
heterogeneity from CRR to CRR causes slower decay of dwell time probability best fit to a power 
law (δ =1.3).  See SI for separate t0 and t1 histograms and histograms of 323 K data.  (c) Solid: 
experimental distribution of rate coefficients kobs for the same clusters, converted to barrier heights 
using eq. (1).  Dotted: theoretical bulk barrier distribution from ref. 11 for configurational entropy 
sC = 1 kBTg. 
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The majority of ensemble behavior clearly arises from spatial heterogeneity of rates among 
different clusters.  This is not to say that individual CRRs do not exhibit fluctuating kinetics 
(temporal heterogeneity) when other CRRs’ dynamics alters their local energy landscape.  For 
example, the cluster in the bottom left frame of Figure 4-5 ‘stalls’ for a while in the middle of the 
trace.  The Kolmogorov-Smirnov test applied to such time segments yields a significant 
probability that the underlying rate coefficients are not the same.  As discussed by Kaufman and 
coworkers, temporal heterogeneity may be greater on time scales outside our dynamic range of a 
few hours.
12
  Near Tg, kinetically facilitated models do not predict such a neat partitioning into 
CRR-to-CRR vs. individual CRR heterogeneity;
13
 it would be interesting to see what such 
models predict deep within the glassy regime, where our observations are made. 
Our direct imaging of CRRs at variable temperature can be compared with polymer, colloid, 
or more indirect measurements on molecular glasses.  For a molecular glass with similar-sized 
units (glycerol) as our metallic glass, Berthier et al
9
. were able to deduce a diameter of CRRs, 
~0.9–1.5 nm from 232 to 192 K.  We imaged a 0.5-2 nm distribution, without any temperature 
dependence between 295 and 323 K significantly smaller than the distribution width of ±0.75 
nm.  The size range of clusters exceeds the largest size variation (~0.3 nm) we observed 
among the two configurations occupied by an individual CRR.  Like Russell et al.
7
, we were able 
to observe ‘telegraph style’ traces with stretched kinetics, and our imaging reveals their origin: 
spatial heterogeneity of the ensemble average, whereas individual clusters obey mainly 
exponential kinetics on a time scale < 1 hr.  On longer time scales, individual CRR hopping rates 
may fluctuate, and we see statistically significant hints of this in some members of our observed 
ensemble.   
The surface CRRs have mixed features previously attributed to either  or  relaxations.  On 
the one hand, they are compact.  This agrees with predictions of compact rather than ‘stringy’ 
shapes
14
 at low temperature, and our measurements are well below the bulk Tg≈780 K.  On the 
other hand, our barrier (~10 kBTg) deduced from the Arrhenius law is rather small, even 
compared to surface-specific predictions (~18 kBTg).
15
  When the configurational entropy per 
atom (sC in ref. 
14
) exceeds 1 kB, it is possible to have a continuous probability distribution of 
activation energies over the range conventionally labeled “” (fast, localized) to “” (slow, 
collective),
11
  peaked near 10 kBTg with a tail towards higher barriers.  Our observed distribution 
of barrier heights at 22 °C in Figure 4-4C is peaked at ~ 10 kBTg with a tail towards higher 
  
48 
 
barriers; a quantitative comparison with theory cannot be made at this time because our dynamic 
range is only from 1 minute to a few hours. 
Fast dynamics of surface glasses raises an interesting question for future investigation: to 
what extent are Tg the same in the bulk and near the surface?  Work by Fakhraii et al.
16
, and 
Daley et al.
17
 already illustrates the special nature of surface glass dynamics.  They probed 
surface vs. bulk diffusion of gold nanoparticles in and on glasses.  Thin glass films prepared near 
Tg by vapor deposition are able to settle much lower on the free energy landscape due to better 
surface mobility, approaching the limiting Kauzmann entropy.
18-20
  The surface is effectively 
much more ‘aged’ than the bulk.  Based on our observations, we expect that metallic glass 
surfaces will have a higher Tg than their bulk phase, and may even turn out to be ‘indestructible’ 
(not re-crystallizable) in some materials whose bulk glass forms at low (K/s) cooling rates.    
4.4.  Methods 
STM data collection. Experiments were performed on as-received 25.4 m thick MetGlas® 
SA1 samples [MetGlass Inc., Conway SC, USA], degassed for 8 hours at 373 K and cleaned 
using 2 keV argon ion sputtering with dose ~ 1-10 × 10
16
 cm
-2
.  Surface morphology resembles 
similar metal glass surfaces imaged at atomic resolution without time resolution.
21
  Oxide-free 
samples were transferred into an ultra-high vacuum scanning tunneling microscope (P <1.3 × 10
-
9
 Pa), and scanned with electrochemically etched tungsten probe tips.  To observe samples at the 
highest resolution, 1-2 V sample bias and 10 pA tunneling currents were employed.  Frames 
were acquired at a sampling rate from about 80 seconds to about 6 minutes. Stable heating was 
achieved with a custom-made heater, containing a resistive coil in a ceramic casing.  The heater 
also enables temperature-ramping measurements, as long as the ramp is tuned slowly enough so 
the tip can retract while maintaining imaging.  A thermocouple on the sample holder provided in-
situ real-time temperature calibration. 
Calculations. The sequence of dwell times before and after a temperature ramp (or generally, 
for two different clusters at the same or at different temperatures) may or may not correspond to 
the same values of kobs and Keq.  The likelihood that two such sequences, assuming underlying 
dynamics given by eq. (1), have the same kobs and Keq was calculated using the Kolmogorov-
Smirnov test.
22
  For each experimentally observed trace, the input for this test consisted of 
multiple simulated traces, sampled at the STM scan rate and matching the length and average kobs 
and Keq of each experimental trace.  The result of this test is two probability distributions of kobs 
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and Keq for the two traces being compared, and a probability p that these two distributions are 
identical.  (see SI for more details).  
The raw histograms in Figure 4 were obtained by simply binning t0 and t1 dwell times, whose 
average was first normalized to 1 for each individual cluster, or averaged to 1 for the whole 
ensemble of clusters.  However, the STM scans at a rate of 0.7 to 0.16 scans per minute; thus it 
may miss hopping of a cluster while scanning elsewhere in the image.  Corrected histograms in 
Fig. 4 were calculated by generating many traces of known <t0> and <t1> with the kinetic model 
of eq. (1), down-sampling them to the STM rate, then calculating the probability that the original 
generated trace produces a down-sampled trace with the experimentally observed <t0> and <t1>.  
The corrected histogram was then constructed by adding the probability distributions, either 
normalized to <ti>=1 individually or for the ensemble of all clusters. 
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4.5.  Supplementary Information  
 
Figure 4-5. Single Cluster Traces (SCTs) for 30 clusters recorded on MetGlas® SA1 surface at 
295 K. The Y-axis depicts the binary state of the cluster. Spatial heterogeneity is apparent as cluster 
traces appear to follow very different switching characteristics. The second and bottom traces on 
the left, among others, show some temporal heterogeneity, as discussed in the main text.  
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Figure 4-6. Temperature-ramped single Cluster Traces (SCTs) for 7 clusters recorded on 
MetGlas® SA1 surface at 323 to 326 K. The Y-axis depicts the binary state of the cluster. Changes 
in both equilibrium constant (between states 0 and 1) and rate coefficient are evident upon ramping 
the temperature. 
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Figure 4-7 . Complete data for the analysis presented in Fig. 4.  Cluster dwell time histogram for 
individually and overall normalized cases.  Similar analysis was performed at 295 K (a and b) and 
323 K (c and d). 0-1 signifies dwell times t0 before clusters switch from state ‘0’ to ‘1’ and vice versa. 
‘Average’ (black solid dots) signify the averages of 01 and 10 histograms as shown in the main text.  
‘Average Corrected’ plots data corrected for dwell time distortions due to the finite STM sampling 
rate. 
Further simulation method details 
The Kolmogorov-Smirnov test compares two sequential data sequences to decide whether they 
are drawn from the same underlying distribution or not.  Here each sequence contains pairs (t0, 
t1) of dwell times for a CRR.  Two sequences to be compared could be subsets of the same SCT 
at the same temperature, at different temperatures, or even from two different CRRs.  The 
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mathematical idea behind the K-S test is that two sequences with highly interleaved values are 
more likely to come from the same distribution than two sequences where one always tends to 
have values outside the range of the other.  In Fig 2, the Kolmogorov-Smirnov test is used in the 
following manner: The K-S test is applied to data sequences to yield a probability p that the 
sequences obey the same probability distribution.  The two probability distributions P(kobs, Keq) 
are evaluated as follows for the kinetic model of eq. (1).  Cluster dwell times are stochastic 
phenomena, so we generated multiple traces using two-state kinetics from eq. (1) of the main 
text, with 
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Sequences selected by iteration that produce the same kobs and Keq as the experimental data may 
have different actual values of kobs and Keq that were input.  Histogramming actual values of kobs 
and Keq for 1000 such traces yielded the estimated probability distributions  shown in Figure 2 
for example.  As one might expect, small values of p in the K-S test correspond to different-
looking probability distributions.  For example, the ones in Figure 2 of the main text correspond 
to clearly different equilibrium constants for the two halves of the SCT, but a similar observed 
rate. 
In Figure 2, data is plotted in squares is corrected for the missed dwell times due to the finite 
sampling of the STM. The correction is performed individually for each cluster. This is done by 
simulating long traces (1000 times the experimental cluster trace length) and sampling it at the 
STM sampling rate. The rates while generating the original simulated traces are chosen in a way 
to make the sampled simulated rates equal to the experimental traces. Now, a histogram for the 
dwell times from the simulated sampled trace and the corresponding dwell times from the 
simulated original trace gives a correction factor to a particular dwell. The general result of this 
correction is the probability of the smaller dwell times is increased with the respect to the longer 
dwell times. 
 
Further experimental details 
To ramp the temperature or measure at different temperatures, a custom-made heater consisting 
of a Kanthal A1 resistive wire equipped with a thermocouple enabled stable operation up to ~473 
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K, constant power dissipation and in-situ real time temperature monitoring.  The temperature-
resolved data was captured by applying a slow temperature ramp to allow continuous imaging of 
the cluster, without losing the single cluster registration. As the temperature increase causes a 
corresponding expansion in the sample thickness, the piezoelectronics controlling the STM have 
to adjust to compensate for the drift. This currently limits the temperature change that can be 
achieved to 3 K, without losing the registration of the single cluster being studied.  Larger 
temperature differences, as reported in the main text, can be achieved by ramping the tip out, 
adjusting the temperature, and then ramping back in. 
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5. Robustness of glass surfaces above bulk crystallization  
The following chapter is based on a draft of the manuscript in preparation 
Ashtekar, S., Nguyen, D., Lyding, J. & Gruebele, M. Robustness of glass surfaces above bulk 
crystallization. in preparation (2012). 
The author of this thesis is the primary author and investigator for this publication. 
5.1.  Abstract 
Free surfaces are playing an increasingly important role in our understanding of the glass 
transition phenomena. They are known to have increased mobility around glass transition. 
However, studies are lacking which directly measure surface dynamics above glass transition or 
bulk crystallization temperatures. We image real-time atomic-scale surface dynamics on a ultra-
low Tg cerium-based metallic glass, from deep in the glass regime to above bulk crystallization 
temperature. We show that the surface remains amorphous above the bulk crystallization 
temperature and its amorphous nature is indestructible even after heating the bulk above its 
melting temperature. We find a weak temperature dependence of the surface dynamics, showing 
no sign of superexponential increase in bulk dynamics expected near Tg. When heated to near 
melting point, the surface clusters double in size, a sign that surface is well-aged. 
5.2.  Introduction  
Glass surfaces show fascinating behavior relative the bulk and we have just begun to 
appreciate the differences between them. Glass surfaces possess enhanced mobility relative 
the bulk for upto 6 orders of magnitude
1
. Ediger et. al
2
. have shown the enhanced mobility 
allows glass surfaces to relax much deeper in the energy landscape than ever possible for the 
bulk, allowing vapor-deposited glasses to have exceptional thermodynamic stability. Random 
First Order Transition theory has been extended to the glass surfaces to conclude that surface 
clusters would have to cross energy barrier heights only half than that of their bulk 
counterparts
3
. Viscosity measurements of thin polymer films have shown a depression in Tg, 
which was attributed to a highly mobile surface layer
4, 5
. However, the dependence of surface 
mobility with temperature is found to be weak
6
. Could the high surface mobility and its weak 
temperature dependence imply the surface will keep settling deeper potential minima with 
increasing temperature? Will this behavior continue even after the bulk has gone through the 
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glass transition or even crystallized? Can the glass surfaces be so robust as to make their 
glassy nature indestructible and resist crystallization even if the bulk is heated above its 
melting temperature? 
We answer these questions in the affirmative by visualizing surface dynamics of 
cerium-based metallic glasses having ultra-low Tg (Tg =376 K). The low-Tg characteristic of 
these glasses allow us to conduct studies from deep in the glassy regime to its above bulk 
crystallization temperature (Tx = 433 K). We observe a weak dependence of surface dynamics 
with temperature for the whole temperature range. The surface remains amorphous above the 
bulk crystallization temperature. It continues to resist crystallization when flash heated above 
its melting temperature. Further, the surface clusters double in size while the two-state 
dynamics decreases, indicating the behavior of the glass surface as a well-aged glass. 
5.3.  Results  
We studied cerium-based metallic glasses (Ce62Al10Cu10Ni5Co5) with an ultra-high vacuum 
scanning tunneling microscope. Near-atomic resolution movies were captured at temperatures 
from 295 K to 443 K, (Glass transition, Tg =376 K, bulk crystallization temperature, Tx = 433 K) 
with 1-2 minute time resolution. The native oxides were removed using two methods: ion 
sputtering and physical scraping (see Methods). Sample heating is achieved using a custom-built 
heater with resistive coil to provide I
2
R heating. 
Two-state dynamics of atomic clusters were visible at all temperatures, 295 K to 433 K on both 
kinds of surfaces. Figure 5-1 shows examples of clusters on the sputtered (top panel) and scraped 
(bottom panel) surfaces exhibiting two-state dynamics. The mobile clusters were compact and 
showed characteristics (spatial & temporal heterogeneity, size distribution 0.5 -2 nm) similar to 
those seen previously on metallic glass surfaces and amorphous silicon
7, 8
. This further 
corroborates our claim in Ref.8 that the mobile entities on glass surfaces universally share a 
common cluster size. Activation energies can be calculated for the clusters using the following 
Arrhenius equation,  
   TkEobs
BsurfAeTk
/
  (10)  
kobs(T) was determined to be 17-21 kBTg for the clusters in Fig 1, assuming prefactor A = 1 ps, 
Tg = 376 K. 
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Figure 5-1. Two-state dynamics on cerium glass surfaces. a. shows 4 frames with the encircled 
cluster exhibiting 2-state motion on a ion-sputtered surface, acquired at 376 K. State 0 depicts when 
cluster is not visible and vice versa.  (b) shows its full time trace. (c) shows similar two-state 
dynamics on a scraped surface acquired at 295 K, while (d) shows the full trace of this cluster. 
Sampling rate for both movies was about 1.5 min/frame.  Scale bar = 2 nm.  
The behavior of surface rate with temperature was quantified by measuring the surface cluster 
activity. This was performed by counting the number of cluster hops in the STM movies and 
normalizing it by the total time and the area of the movie. Clusters that hopped only once were 
also included in this analysis. The data is plotted in an Arrhenius form, ln(Cluster Activity) vs 
1/T for both the scraped and sputtered surfaces in Figure 5-2. From the Arrhenius plot, the 
average activation energy was calculated to be 8.8 kJ/mol, which is rather low. We saw similar 
low activation energy for the studies on metallic glass surfaces
7
 (6 kJ/mol).  
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Figure 5-2. Temperature dependence of surface characteristics. (a) shows the temperature  
dependence of rate as an Arrhenius plot. The rate indicates the number of cluster hops per unit 
area-time. Data for sputtered and scraped surfaces (open circles) and their averages (solid) is 
shown. See Methods for error bar calculations. (b) shows the size variation of mobile clusters with 
temperature. A weak increasing trend of cluster size with temperature was observed. 
The more interesting part of the Figure 5.2(a) is the slow trend of rate with temperature 
continues even above the glass transition and the bulk crystallization. This is surprising because 
for the temperature range of below Tg to above Tx, the bulk dynamics speed up by 10 orders of 
magnitude based on relaxation peak observations for many glass-formers
9
, including polymers, 
inorganic, organic and even metallic glasses
10
. We attribute the slow trend behavior to the 
surface clusters being able to find progressively deeper local minima with increasing 
temperature. This observation is consistent with the results from Ediger et.al, where they found 
that the mobility of glass surfaces allows them to explore the potential energy landscape and 
settle deep into local minima. Forrest et. al have recently observed weak temperature dependence 
of surface relaxations to the point where they can be called ‘athermal’6. 
This raises an interesting question: How far do glass surfaces continue the weak temperature 
dependence trend? Our heating setup allowed us to reach 10 K above the bulk crystallization 
temperature. As plotted in Figure 5-2(a), not only did the surface continue the weak trend, it 
didn’t show any signs of surface crystallinity as shown in Figure 5-3b. The surface looked 
amorphous, composed of compact clusters 1- 2.5 nm in size. To confirm that the bulk was 
completely crystallized, we measure the DSC traces of these samples. The traces showed 
absence of the glass transition step and the crystallization peak (Figure 5-4, red trace). This 
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confirmed that the surface remained amorphous even when the bulk had crystallized. For 
comparison, Figure 5-4 also shows a DSC trace of as-received sample, which shows a step at Tg 
= 377 K and an exothermic peak at the bulk crystallization temperature Tx = 433 K. 
 
Figure 5-3. Robustness of glass surfaces above bulk crystallization. (a) shows the cluster size of 
the amorphous surface imaged at room temperature while (b) shows absence of any crystalline 
patches when heated above 10K above bulk crystallization temperature and (c) shows similar trend 
when sample is heated above bulk meting temperature and cooled down. The striking difference in 
morphologies in (a) and (c) is the larger cluster size in (c). 
To further test the robustness of the glass surfaces, the cerium glasses were flash-heated till 
above its melting point (Tm = 627 K) (as indicated by the physical deformation of the sample, 
indicating liquid flow) via resistive heating.  The samples are cooled down to room temperature 
and imaged again. Figure 5-3c shows the surface morphology after this treatment. The surface 
continues to show amorphous structure. The most striking morphology change was the increase 
in the average length of the clusters visible on the surface. The average cluster size range was 
found to be 1-2.5 nm, doubling size from the 0.5-1.5 nm as seen at room temperature (Figure 
5-3a).  
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Figure 5-4. DSC traces of cerium glasses. Blue trace shows the DSC trace for the cerium glass as-
received and unannealed. It shows the glass transition step (Tg =377 K), crystallization peak(Tx = 
433 K), two melting peaks (627 & 647 K). In contrast, the samples heated in the STM till 443 K 
shows the absence of Tg step and Tx peak, indicating complete bulk crystallization. Red trace is 
shifted in the Y-axis for clarity. 
Ediger et. al. have observed that the highly mobile surface layer is able to makes vapor-
deposited glasses age simulating the properties of a bulk glass cooled slowly for 1000 years. We 
postulate that when cerium glass was heated to its melting temperature, the mobile surface 
quickly samples many possible configurations and manages to find a deep minima to avoid 
crystallization. This process is aided by the fact the cerium glasses are bulk metallic glasses with 
low critical cooling rate (< 100 K/s)
11
. This implies that the ‘confusion’ principle12 makes it 
difficult for the surface atoms to find the crystalline state before they get trapped in a deep local 
minima in the potential energy landscape. With the higher thermal energy available near the 
melting temperature, the clusters age and coalesce, thus generating far more stable clusters. 
Berthier et.al
13
 observed direct experimental evidence of growing length scale while cooling 
below Tg, from 0.9 nm to 1.5 nm. This implies that the larger cluster size indicates how deeply 
the glass is aged. Experiments are still being performed on such surfaces to ascertain the two-
state dynamics will be slower or even quenched after the clusters are coalesced.  
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5.4.  Conclusions 
In conclusion, we explored the robustness of glass surfaces via direct imaging of surface 
dynamics above the bulk crystallization temperature. We found weak temperature dependence of 
surface dynamics with temperature. The glass surfaces were robust, resisting crystallization 
above the bulk crystallization temperature. They remained amorphous even when heated above 
the melting temperature, which surface cluster size tripling in size, indicating a well-aged surface 
glass formation. 
5.5.  Methods 
Experiments were performed in a home-built ultra-high vacuum (UHV) scanning tunneling 
microscope having pressure less than 1.33 × 10
-8
 Pa. Samples were degassed at 336 K for 10 
hours. 
Ion sputtering was performed in a sputtering chamber attached to the UHV system having a 
background pressure of <6 × 10
-6
 Pa. Sputtering was performed using 2 keV argon ions with the 
chamber backfilled with high-purity argon to 2 × 10
-3
 Pa. About 10 25-minute cycles of sputter-
cool-sputter were performed to prevent the heat from the sputtering gun increasing the sample 
temperature above its Tg (377 K).XPS studies were performed on test samples with Physical 
Electronics PHI5400 to ascertain the effect of ion sputtering on the surface composition. It was 
confirmed that the surface composition is not perturbed significantly 
(Ce84.6Al14.2Cu9.81Ni1.47Co0). Scraping is done using a common razor blade in vacuum for the 
native oxides. 
The error bars in Cluster activity in Figure 5-2 were calculated using the greater of either the 
Poisson statistics or one standard deviation of the rates measured at various areas at the same 
temperature. The Poisson statistic error bars is calculated by assuming the error in measuring N 
cluster hops is +/- √N.  
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6. Interesting surface phenomena 
During performing the work related to this thesis, many interesting discoveries were made, 
concerning the different surface phenomena like diffusion and reconstructions, after various 
surface treatments (sputtering, vapor deposition, etc). These include self-assembled silicon 
nanodots, dendritic structures of silicon on sapphire, interesting surface reconstruction after ion 
sputtering on tantalum and gold. Though these studies were not pursued in their entirety due to 
various reasons, they are worth looking into in the future. 
6.1.  Nanodots on Si licon(100) after ion sputtering  
Self-assembled silicon nanostructures created accidentally while executing the a-Si project 
described in Chapter 3, specifically during the attempts to amorphize crystalline Si(100) surface 
by bombarding it with energetic argon ions. The sputtering was performed on a Si(100)( 0.5 mm 
thick, wafer by Montco Silicon Technologies Inc, boron-doped, resistivity = 0.01-0.02 -cm 
sample) for 5 hours at 1.5 keV at 3 × 10
-5
 torr Ar background pressure, 1-10 μA/cm2 ion density. 
The sample was imaged in the STM at 2 V bias and 10 pA current. Instead of seeing amorphous 
silicon surface, the surface shown in Figure 6-1 was observed, showing regular silicon 
‘nanodots’ of average diameter of 8 nm.  
 
Figure 6-1 Silicon nanodots. Two STM images of self-assembled silicon nanodots are shown. The 
dots were prepared by using mild ion sputtering of Si(100) single-crystal surface. Both images are 
100 × 100 nm.  
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A quick literature survey revealed that similar nanodots were fabricated on germanium 
substrates using similar conditions back in 1999
1
  .It was found that the natural self-organization 
occurs due to two processes acting in concert : the sputter erosion of the surfaces and the 
smoothening due to surface diffusion. Similar factors are expected to play a role in our 
experiments with silicon. Sputtering induced nanodots have been made on silicon
2
 using ion 
sputtering and a host of other surfaces
3
.  
6.2.  Dendritic patterns of vapor-deposited Silicon  
The silicon ‘nanoflakes’ was discovered during the fabrication of vapor deposited a-Si films 
using the silicon evaporator. These nanoflakes were essentially dendritic patterns of silicon on a 
sapphire substrate as shown in Figure 6-2.  
These were discovered when trying to quantify the thin film deposition rate achieved during 
the fabrication of samples of vapor deposited silicon in a-Si project described in Chapter 3. The 
logic was to keep the central part of the substrate (0.3 in width × 0.2 in height) masked to get a 
contrast between the coated and uncoated regions. AFM can then be used to locate the boundary 
between the coated and uncoated regions and find the thickness of the films via line profiles over 
the boundary. While scanning an area under the masked regions, about 100 μm from the 
boundary, structures as shown in Figure 6-2 were discovered which resembles a fractal-like 
dendritic shape of a snowflake. As the substrate was thoroughly cleaned prior to vapor 
deposition, it was postulated that these structures may have formed during the vapor deposition, 
when the hot silicon atoms diffuse in the masked regions due to off-angle incidence. Attempts 
were made to confirm the identity of the dendrite material using SEM-EDX system, but the SNR 
ratio proved too small and a clear Si peak in the spectrum was not obtained. 
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Figure 6-2. Silicon ‘Nanoflakes’. a. shows an AFM image of the dendritic patterns obtained after 
Si vapor deposition on a sapphire substrate. A step edge on the sapphire substrate is also visible 
running horizontally  in the middle part. b. shows an SEM image of similar structures on the same 
sample. 
Similar structures have been published where silicon dendrites are formed due to a growth 
mechanism called Diffusion-Limited Aggregation (DLA)
4, 5
. It is postulated that the above 
dendritic patterns were also formed using this mechanism which goes as follows. The hot silicon 
atoms impinging on the room-temperature sapphire substrate have enough energy to diffuse 
around. When one silicon atom is stopped on the surface using some defects/impurity or by 
chance, a 2
nd
 diffusing silicon atom will also get stopped it if it happens to have a direct collision 
with the 1
st
 atom. This can repeat itself over multiple times, and naturally give rise to a dendritic 
pattern. 
6.3.  Surface reconstruction of gold and tantalum after ion sputtering  
After having seen that crystalline silicon can be converted to amorphous silicon using ion 
sputtering, attempts were made to study if pure single-component crystalline metals could also 
be amorphized. Hence, two metals, tantalum and gold, are chosen based on their ready 
availability in the lab and the high purity of the samples.  
Tantalum foils used in this study were procured from Alfa Aesar, 25 μm thick and 99.997% 
purity (cleaned with conc. HCl for 1 min and degreased). They were sputtered for 15 hours at 2 
keV, 3 × 10
-5
 torr Ar background pressure. They were scanned at 10 pA current and 0.5 V bias. 
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The sputtering seemed to had amorphized majority of the surface, however, other areas seemed 
to show regular patterns, two of which are shown in Figure 6-3. Few movies were acquired and 
preliminary evidence of two-state dynamics was observed with similar cluster size as that of 
metallic glass surfaces (0.5 -2 nm).  
 
Figure 6-3. Surface reconstruction on sputtered tantalum. Two areas on the sputtered tantalum 
are shown. Though most of the surface looks amorphous, patches like the ones shown were seen 
where evident reconstruction into one or multiple forms was observed. 
Similarly, gold foils was sputtered at 2 keV, 3.3 × 10
-5
 torr Ar backfill pressure for 12 hours 
and scanned at 0.5 V bias and 10 pA current. Interesting surface reconstruction resembling 
herringbone reconstruction of (111) gold was seen (Figure 6-4). It is noted that the radiant heat 
generated by the tungsten filament in the ion gun heats the samples upto 373 K. This promotes 
the surface reconstruction by allowing surface diffusion of atoms.  
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Figure 6-4. Surface reconstruction on sputtered gold. Two adjoint areas in the sputtered gold 
surfaces are shown, showing clear reconstructions on the surface. The reconstruction seen in the 
right image resemble a herringbone reconstruction of (111) orientated gold surface. 
6.4.  Real-time gold surface diffusion movies at 473 K  
Attempts were also made to study surface dynamics of noble metals like gold at elevated 
temperatures. Gold samples, degreased and flame-annealed using a hydrogen torch, were directly 
scanned in the STM. Movies were captured at the elevated temperature of 473 K at 5 pA, 0.1 V 
bias and 2 minute sampling rate. Rearrangements of terraces were easily spotted as shown in 
Figure 6-5. This proves the surface diffusion is easily possible at 473 K for gold surfaces. 
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Figure 6-5. Diffusion on a gold surface. The figure shows 4 consecutive frames of time-lapse 
images of the same area on a gold surface, at 473 K. Drastic rearrangements of terraces was 
observed. Two color coded arrows show an island progressively reducing in size and even 
disappearing (yellow arrow). Sampling rate was 2 minutes per frame and each image was 200 nm × 
200 nm. 
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7. Conclusions and future directions  
This thesis exploited the atomic resolution capabilities of the STM to directly visualize real-
time dynamics of glass surfaces for the first time. It discovered the universal existence of two-
state dynamics of atomic clusters deep in the glassy regime and above the bulk Tg. It imaged the 
shapes of CRRs with atomic resolution to reveal their internal structure and studied their 
temperature-dependent dynamics. It helped support the conjectures that surface mobility is 
higher than the bulk and that spatial heterogeneity is the major contributor to stretched 
exponential kinetics. It provided evidence that the amorphous silicon surface behaves like a 
glass. 
Multiple future avenues have been identified which would add rich information of the field of 
glass physics. Using the technique developed in this thesis, we can directly visualize the broken 
ergodicity in glasses if observations are made by a patient experimenter for a long time (days). It 
is feasible to study the same area of a glass surface for a long time to ascertain whether the 
cluster hops at a particular site averaged over time is similar to that of averaged over the entire 
area being studied. Spatial and temporal heterogeneity are not necessarily independent quantities, 
but as one cluster moves, the energy landscape of other clusters is affected. 
One experiment which can be done without any modifications to the existing setup will 
improve dramatically the time resolution of the single cluster traces. This experiment involves 
positioning the STM tip over a two-state cluster and monitoring the tunneling current. Whenever 
the cluster switches, the tunneling current will change, increasing the time resolution to the 
response rate of the STM feedback electronics (10 kHz). Further, this experiment will eliminate 
the concerns that the STM tip might be physically pushing the cluster while raster scanning over 
it.  
This technique now provides a way to explore new amorphous substrates to ascertain the 
existence of glassy dynamics on them. In fact, we have already undertaken studies where 
surfaces of hafnium diboride are being studied. This refractory material is grown via chemical 
vapor deposition on silicon substrates in an amorphous form. Preliminary experiments have 
already shown the existence of two-state dynamics with similar cluster size, corroborating the 
proposal that the cluster size of CRR is similar across glassy surfaces. 
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More atomic-scale studies are worth considering using different imaging modalities. For 
example, using UHV-atomic resolution AFM will open the doors for studies of a vast array of 
glasses which are not conductive. Atomic resolution of silicate glasses with UHV-AFM is 
already proved to be feasible
1
. Oxide glasses will require lesser sample preparation (no ion 
sputtering required); removal of the carbon contaminations by a simple degrease should be 
sufficient. 
Other microscopies can be also considered. Aberration-corrected TEM has been used to image 
atomic resolution dynamics of formation of nanocrystals with sub-second resolution
2
. Imaging 
amorphous materials in such a TEM might not produce great static images, but it might be able 
to detect whenever there is a cluster activity. Multiple experiments have measured strong 
perturbations (lowering upto 70 K) in Tg with decreasing thickness of glassy films
3
. Scanning 
films of decreasing thickness in a TEM give directly validate these experiments and provide new 
avenues. 
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Appendix A.  Ion gun setup 
The ion gun is used to sputter away the native oxides on the samples before they can be 
scanned using the STM. The gun uses a tungsten filament to produce electrons, which ionize the 
background argon atoms. The argon ions are then accelerated to high energies (0.5-2 keV) and 
projected towards the sample to cause physical erosion. 
The ion gun used in this thesis was manufactured by Physical Electronics and an ion gun 
power supply by OCI Vacuum Microengineering (0 – 2.5 kV). The argon used was 99.999 % 
purity from Matheson Tri-Gas. The schematic of the ion gun setup is shown in the Figure A-1. 
The ion gun was setup in the loadlock of the chamber, to be maintained at a base pressure of less 
than 10
-7
 torr by a turbo pump.  
 
Figure A-1. Ion Gun Setup. The image shows the ion gun mounted in the loadlock chamber. 
Argon is supplied by the argon lecture bottle, transported via the manifold and leaked in the 
loadlock by the leak valve. The sample is positioned right below the ion gun by adjusting the Short 
LTM.  Low pressures (<10
-7
 torr background) are maintained by a turbomolecular pump. The ion 
gun to sample distance is about 3.6 cm, low enough to ensure sufficient ion density (1-10 μA/cm2). 
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The internal structure of the ion gun is shown in Figure A-2. . The power inlet has 6 pins to 
provide appropriate voltages and currents to different components, such as high voltage for argon 
acceleration, current to heat tungsten filament for electron generation etc. 
 
Figure A-2. Internal structure of the ion gun. The image shows the ion gun, equipped with 2 ¾ 
Conflat flage for easy mounting. The power inlet provides the different voltages/current, which is 
carried to the top of the gun by thin steel rods, using multiple macor rings to insulation. The total 
length of the gun is about 7”. 
For accurate positioning of the sample to provide it with maximum ion current density, 
determination of the location of the ion beam spot was necessary. This was performed by 
spatially resolving the ion current using a conducting probe (20 mil copper wire) raster scanned 
across the ion beam (Figure A-3(a)). The FWHM of the ion beam spot was found to be 0.94 cm.  
The ion current density is also a function of the background argon pressure as shown in Figure 
A-3(b). The non-monotonic trend in this figure arises due to two competing trends. Though 
argon atoms are necessary to produce sufficient ion current density, an excess leads to an 
increase in collisions between the ions and the background argon atoms. Thus, there exists an 
optimal background argon pressure, which was found to be 1-3 × 10
-5
 torr. 
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Figure A-3. Ion gun calibrations. (a) Graph shows the intensity of the ion current with respect to 
the distance from the end of our loadlock linear manipulator. (b) Dependence of ion current with 
background argon pressure. The ion current is measured at the peak position in (a). 
The ion beam spot size was also visualized using a copper foil, mounted in the regular STM 
sample holder, and the dimensions are found as shown in the Figure A-4. Visualization is 
possible as the ion sputtering removes the native oxides present on the copper foil, creating a 
contrast between the sputtered and unsputtered regions. The ion beam spot becomes visible after 
sputtering for 2 hours at 5 × 10
-5
 torr, 2 keV ion energy and 40 mA emission current. The spot 
size was found to be an ellipse of an average radius of 0.8 cm. 
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Figure A-4. Ion beam spot visualization. The schematic shows the dimensions of the ion beam 
sputtering spot visualized on a copper foil (dark orange) having native oxides. The lighter regions 
are formed due to the removal of these oxides. The gun-sample distance used was similar to that 
used for all the sputtered samples studied in this thesis. 
As per the ion gun manual, the peak ion density is 300 μA/cm2 at 2.5 cm sample-gun 
separation and reduces to 120 μA/cm2 at 5 cm. the approx. peak current density at our separation 
of 3.7 cm will be around ~ 200 μA/cm2 (Average ~ 100 μA/cm2).  
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Appendix B.  Glass heater setup 
Prior to the fabrication of the separate heater of our STM, the technique used to heat samples 
was using resistive heating of the sample by biasing the rails of the STM. The thesis work of 
Matt Szttele
1
 was based on this principle. However, metallic glasses lack the resistance silicon 
possesses, making the resistive heating difficult. Attempts were made to heat metallic glass 
samples by sandwiching a metallic glass sample in the middle of two silicon samples, with an 
open face so that the glass area is exposed for STM scanning. Even though high temperatures 
were achieved, stable imaging remained out of reach.  
Hence, a separate heater was fabricated having a basic design as follows: Heat is generated by 
flowing current through a thin resistive wire with a nearby thermocouple giving realtime 
temperature measurement. To ensure efficient heat transfer, the heater was designed so that it can 
be placed on the sample holder, placing the resistive wire in contact with the back side of the 
sample.  
This heater also provided the advantage of constant power dissipation in contrast with variable 
power dissipation in the technique where silicon is used as the heating element. The thermal 
generation of carriers in silicon causes its resistance to decrease with increasing temperature, 
causing much longer time for the temperature to stabilize.  
The geometry of the bottom profile of the heater was such as to conform to the top profile of 
the STM sample holder, as shown in Figure B-1.  
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Figure B-1. Glass heater schematic. shows the front and back view of the heater, designed to fit 
on the top of existing STM sample holders and heat samples upto 473 K. The front view shows the 
location of the spiral resistive coil provide I
2
R heating. Also shown are the Invar side pieces, chosen 
to take advantage of its low thermal expansion coefficient. Macor body allows easy machining and 
sturdy build. Drawing only approximately to scale. Refer to Figure B-2 and Figure B-3 for more 
accurate scaled drawings. 
The sidepieces of the heater are made of Invar (Fe64Ni36), suited for high temperature operation 
and having very low thermal expansion coefficient.  The middle piece is made of Macor, which 
simplifies the machining process. To avoid the conductive sample from shorting the resistive 
wire after they are in contact, a thin sheet of Shapal-M is inserted into the sample holder, behind 
the sample. Shapal-M was chosen owing to its good thermal conductivity. The thermocouple is 
mounted in place by a UHV-compatible paste, Ceramabond 571 which is also a good thermal 
conductor. Figure B-2 and Figure B-3 indicate the major dimensions of the heater in front and 
back views. The final installed piece is shown in Figure B-4, sitting atop the tip garage inside the 
STM chamber. 
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Figure B-2. Glass heater machine drawing (front view). The schematic shows the front view of the 
glass heater, indicating the major dimensions of the heater. It also shows the macor block on which 
the resistive coil (Kanthal A1) is wound to provide I
2
R heating. Some dimensions in the figure are 
not to scale. 
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Figure B-3. Glass heater machine drawing (back): The figure shows the back view of the heater, 
indicating the major dimensions of the heater. The wobblestick knob used to maneuver the heater 
using the wobblestick in the UHV chamber is shown. Some dimensions in the figure are not to scale. 
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Figure B-4. Heater assembly. Image shows the heater when it was installed and sitting on the tip 
garage. Four white wires are visible covered with fiberglass to provide insulation. Ceramabond 571 
glues the thermocouple in place. Kanthal A1 resistive coil provides I
2
R heating, vacuum 
compatibility and high temperature stability upto 1500 K. 
As the thermocouple is mounted closer to the heating element than the sample, the recorded 
temperature is larger than the temperature of the sample face. Hence, while installing the heater, 
multiple calibration runs were performed using additional thermocouples attached to the sample 
face. The results are shown in Figure B-5 for 3 trails, showing the temperature difference 
increases with increasing macor temperature. The error bars for the temperature measurement 
were calculated to be  +/- 3 C. It is noted that the way of mounting the heater on the sample 
holder is of particular significance to ensure the repeatability in the sample temperature at a 
particular macor temperature. This is because the contact between the heater and the sample 
holder is most efficient when the heater is parallel to the tilt axis of that of the STM rails.  
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Figure B-5. Glass heater calibrations. The temperature indicated by (a)the thermocouple of the 
glass heater  is not equal to the (b)real temperature of the sample. Data for 3 trials is plotted, 
providing means of determining the sample temperature when the thermocouple reading on the 
macor is known. 
 
1. Sztelle, M. Ph.D. Thesis, Low Temperature Selective Silicon Epitaxy at the 
nanometer scale. University of Illinois Urbana- Champaign (2008). 
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Appendix C.  Silicon Evaporator  
Silicon evaporator was developed to enable vapor deposition of amorphous silicon thin films 
on arbitrary substrates in UHV. The principle is simple: resistively heat a silicon sample to above 
1200 ºC to sublimate it and place a substrate facing it so that the vapor are deposited to form the 
required thin film. To enable this, an ordinary old-style STM sample holder was used.  As shown 
in the picture, extra shimstock was attached to the evaporator to form a cap, allowing the silicon 
vapor only to escape from the front side. It is loaded onto the dipstick of the prep chamber which 
allows current to be flown through the silicon sample; similar to what is done in a routine silicon 
sample flashing. The substrate is held in another sample holder, placed on the long LTM fork, 
sitting at room temperature. 
 
Figure C-1 Silicon Evaporator. Image shows the evaporator as a modified STM sample holder, 
where shimstock shielding has been added to prevent the silicon wafers from escaping. Si source 
located at the center is resistively heated to provide Si vapors. 
The deposition rate is dependent on the distance between the source and the substrate, smaller 
the separation higher will be the rate. However, a smaller separation implies that the temperature 
of the substrate will rise rapidly due to the heat radiated from the hot silicon source. The 
experiments performed in Chapter 3 to make amorphous thin films were performed at a 
separation of 1 cm. This gave an approximate deposition rate of ~2-3 nm/min and ~6 nm/min at 
0.5 cm separation. 
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The estimation of deposition rate was performed by depositing the a-Si films on partially 
masked r-plane annealed sapphire substrates followed by AFM height measurements to 
determine the height different between the masked & unmasked regions. 
There are limitations of using this technique. Firstly, films thicker than ~30 nm are not 
feasible. During vapor deposition, the substrate heats up rapidly due to the hot silicon source but 
is not cooled effectively due to the non-conducting UHV atmosphere and the thin LTM fork 
which supports it. This limits the deposition time before the substrate becomes hot enough to 
start producing micro-crystalline patches of Si instead of a-Si. Secondly, the high temperatures 
cause surrounding components (viz. dipstick, LTM fork, sample holders) to degas, causing prep 
pressures to rise above 2 ×10
-8
 torr. This factor also limits the deposition time feasible.  
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Appendix D.  Characterization of Glasses: DSC, XPS 
Dynamic Scanning Calorimetry (DSC) measures the heat required to increase the temperature 
of the sample by a finite amount. This gives information about the glass transition and 
crystallization temperature for the glasses.  
Two DSC instruments were used. The first instrument, TA SDT Q600 DSC-TGA was located 
in Room B66A , Materials Research Laboratory, used to record DSC traces for MetGlas® SA1 
(Figure D-1) and Vitreloy 1 (Figure D-2). This instrument has been phased out at the time of 
writing this thesis. 
 
Figure D-1. DSC Trace for MetGlas® SA1 glass, used for studies in Chapter 2 and 4. Two 
crystallization peaks are visible at 492 & 529 ºC. The glass transition step is not clear due to its 
close proximity to the crystallization peak. The data was recorded using a temperature ramp on 3 
ºC/min.  
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Figure D-2. DSC trace for Vitreloy 1. The trace identifies the glass transition step, crystallization 
and melting peaks, recorded using TA SDT Q600 recorded at 20 C/min. 
Second DSC instrument used in this thesis was Mettler Toledo DSC 821, located in Room 
2720, Beckman Institute. It was used to perform DSC studies of the cerium-based glasses studied 
in Chapter 5. Again, a photo is included for easy identification in Figure D-3. 
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Figure D-3. DSC instrument in Beckman Institute. The image shows a DSC instrument, Mettler 
Toledo DSC 821, which can heat samples till 500 ºC and upto 20 ºC/min. 
Figure 5-4 shows the DSC traces for the Cerium glass (Ce62Al10Cu10Ni5Co5) showing its Tg at 
376 K, crystallization peaks (433 K) and melting peaks at 627 and 647 K. Also included is the 
trace of a sample which heated to 443 K (10 K above bulk crystallization), showing the absence 
of crystallization peaks. 
X-ray Photoelectron Spectroscopy (XPS) is a surface-sensitive technique to measure the 
elemental composition of the surface. This is used to ascertain the perturbation in the surface 
composition compared to that of the bulk, due to preferential removal of certain atom species 
during ion sputtering. Analysis was performed in Materials Research Lab, UIUC on a Physical 
Electronics PHI5400 XPS system equipped with a differentially pumped argon sputtering gun. 
MGSA1 and Cerium glasses were studied. 
For MGSA1, argon ion sputtering was performed until the oxide peak from the XPS trace was 
gone, indicating complete removal of the native oxides. The surface composition for the MGSA1 
was then determined to be Fe84.7B12.2Si3.1. The bulk composition ranges provided by the MetGlas 
MSDS are Fe (85-95), Si (5-10) and B (1-5) in weight percentage. This proves the ion sputtering 
gives only a nominal perturbation to the surface composition.  
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For Cerium based glasses procured from the lab of Prof. Weihua Wang (Chinese Academy of 
Sciences), the bulk composition was mentioned to be Ce62Al10Cu10Ni5Co5. After the ion 
sputtering, the surface composition determined by the XPS was Ce84.6Al41.2Cu9.81Ni1.47Co0. 
Again, this altered composition was expected to be a glass as listed in the Table I of Ref.1. 
References 
1. Zhang, B., Pan, M.X., Zhao, D.Q. & Wang, W.H. "Soft" bulk metallic glasses based on 
cerium. Applied Physics Letters 85, 61-63 (2004). 
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Appendix E.  Probabilistic corrections to the cluster dwell times  
The need for correction arises from the fact that the STM has a limited resolution but the 
cluster might switch between the frames. In case of a fast cluster, it might switch multiple times 
within a frame, leading to underestimation of the rate as calculated from the single-cluster traces. 
The code was written in Matlab and used the following algorithm 
1. Average dwell times for 0 → 1 and 1→ 0 transitions (τ0 and τ1) are calculated for each 
experimental cluster trace. 
2. Long simulated cluster traces are generated using t = τ0 * ln(- random no. between 0 and 
1) which is the inversion of P = exp(-t/τ0).  
3. These traces are downsampled at intervals equal to those used while collecting STM data. 
4. Average dwell times are calculated from downsampled traces. If these dwell times don’t 
match the original τ0, then traces is re-simulated and downsampled, until they show the 
similar τ0 & τ1 as the real traces. 
5. For each dwell time in the downsampled trace, the original dwell time it originated from 
in step 2 is noted. Thus, a probability distribution of the real dwell times is obtained for a 
particular value of observed dwell time. 
6. Histograms of original and observed dwell times are plotted in same bins. The ratio of 
these histogram counts give the necessary weighted correction required correcting the 
histogram of experimental dwell times. 
It is also worth noting that the clusters were not found to be switching faster than every 20 
seconds, which is the typical time it takes for the STM to scan over a typical cluster. If they had 
been faster, they would have got imaged halfway before they disappear while the STM tip is 
scanning over it. Only rare cases of this phenomenon were observed.  
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Appendix F.  Supplemental Video Files  
Following provides brief descriptions for the video files referenced in this thesis. The 
numbering format of the movies is ChapterNumber.MovieNumber. 
Movie 2.1 Two-state motion: shows a cluster exhibiting two-state hopping motion on a 
metallic glass surface and the corresponding binary time trace. 
Movie 2.2 Spatial Heterogeneity: illustrates two clusters, located few nanometers apart, 
exhibiting two-state motion with different hopping rates on a metallic glass surface.  
Movie 2.2 Temporal Heterogeneity: shows a cluster exhibiting fast hopping dynamics in the 
initial part of the movie and a complete cessation during the later parts of the movie, illustrating 
temporal heterogeneity 
Movie 3.1 Silicon – ion two state dynamics: shows a binary cluster of ion-bombarded 
amorphous silicon surface. 
Movie 3.2 Silicon Vapor Two state dynamics: shows a binary cluster on a vapor-deposited 
amorphous silicon surface. 
Movie 3.3 Silicon Concerted Motion: shows how the motion of one binary cluster (red arrow) 
induces motion in an adjoining cluster located nearby (blue arrow). 
Movie 3.4 Silicon Spatial Heterogeneity: shows four binary clusters in a movie, exhibiting 
different hopping rates, thus illustrating spatial heterogeneity on an ion-bombarded amorphous 
silicon surface. Clusters are pointed out using color-coded arrows with corresponding time 
traces. 
Movie 4.1 Atomic Resolution of 3-state CRR: shows the three unique states of a hopping 
cluster on a metallic glass surfaces. Notice the internal structure of the Cooperatively 
Rearranging Region (CRR) is visible. A blue circle locates the 3-state cluster in the movie. 
Movie 4.2 CRR dynamics with temp ramp: shows temperature-resolved activity of three 
clusters on a metallic glass surface, where the initial part of the movie was captured at 323 K, 
and ramped up to 326 K till the end of the movie. Clusters are pointed out using color-coded 
arrows with corresponding time traces. 
