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Abstract—Modify the Blum-Shub-Smale model of computation
replacing the permitted computational primitives (the real field
operations) with any finite set B of real functions semialgebraic
over the rationals. Consider the class of Boolean decision prob-
lems that can be solved in polynomial time in the new model
by machines with no machine constants. How does this class
depend on B? We prove that it is always contained in the
class obtained for B = {+,−,×}. Moreover, if B is a set of
continuous semialgebraic functions containing + and −, and
such that arbitrarily small numbers can be computed using B,
then we have the following dichotomy: either our class is P or
it coincides with the class obtained for B = {+,−,×}.
I. INTRODUCTION
In this work, we study the power of computation over the real
numbers to decide classical Boolean problems. As opposed to
discrete domains, there is currently no universally accepted
natural point of view on computation over the reals, most
of the existing models being roughly divided in two groups.
On the one hand, if we regard a computation over the reals
as a process of approximation to be carried out through
discrete means, then we are into the tradition of computable
analysis and the bit model. On the other hand, we can forgo
some extent of realism, and consider theoretical machines
capable of directly manipulating real numbers with unbounded
precision: in this case, we are looking at models such as the
Blum-Shub-Smale model and real random access machines.
In the context of computational complexity, adopting the
second point of view means, usually, to fix a finite basis
of primitive operations that a machine can perform on real
numbers, and fixing some prescribed, often unitary, cost for
such operations: in short, a rigorous form of counting flops. In
general, in these models, machines compute real functions of
real inputs. There is, however, a trend to bring complexity
in the Blum-Shub-Smale model, or its variants, back into
contact with classical discrete complexity, through the study
of Boolean parts: the Boolean part of a complexity class over
the reals is obtained by restricting the input and output of the
corresponding machines to Boolean values (the idea dates back
to [Goo94] and [Koi93], the reader may find more information
in §22.2 of the book [BCSS98], which is also the reference for
the Blum-Shub-Smale model, additional bibliography can be
found in [ABKM09]). In this work, we will explore how the
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Boolean parts of real complexity classes change by varying the
set of primitive operations. In particular, we are interested in
machines performing various sets of semialgebraic operations
at unit cost.
One point of criticism to the Blum-Shub-Smale model
(raised, for example, in [Bra05], [BC06]) is that the only com-
putable functions are piecewise rational. In short: why should√
x not be computable? Consider the Sum of Square Roots
problem – compare two sums of square roots of positive in-
tegers – which is important in computational geometry due to
ties with the Euclidean Travelling Salesman Problem [GGJ76].
This problem is trivially solvable in polynomial time by a real
Turing machine with primitives +, −, and √x (we always
assume to have equality and comparison tests), and, in fact, it
can be solved in polynomial time also by the usual real Turing
machine (i.e. with primitives for rational functions), but the
result requires a clever argument [Tiw92]. Are we witnessing
a coincidental fact, or is there a deeper relation between the
ad-hoc set of primitives {+,−,√x} and the one chosen by
Blum, Shub, and Smale {+,−,×,÷}? As we will see, when
we restrict our attention to discrete decision problems and,
say, polynomial time, adding
√
x to the basic functions of the
real Turing machine (or replacing × and ÷ with √x) will not
increase (or alter) its computational power—or, more precisely,
the set of discrete decision problems that it can decide in
polynomial time. Hence, for Boolean problems, the question
we started with has an answer: the real Turing machine doesn’t
need the primitive
√
x, because it can simulate it.
The study of complexity over arbitrary structures has been
initiated by Goode in [Goo94] and continued by many, see
for instance Poizat’s book [Poi95] (also, in the context of
recursion theory, there has been previous work: see [Ers81],
[FM92]). This line of research focused mainly on questions
such as P = NP inside different structures, or classes of struc-
tures; i.e. considering equivalences or separations relativized
to various structures more or less in the same spirit as one
relativizes to various oracles. Adding Boolean parts to the
mix, we gain the ability to meaningfully compare complexity
classes across structures. Several problems that are complete
for the Boolean part BP(P0
R
) of the class of problems solvable
in polynomial time by real Turing machines without machine
constants have been recently studied by Allender, Bu¨rgisser,
Kjeldgaard-Pedersen, and Miltersen [ABKM09]. One of the
BP(P0
R
)-complete problems identified in [ABKM09], called
by them the Generic Task of Numerical Computation, is
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offered as a prototype for problems that are hard for numerical,
as opposed to combinatorial, reasons; suggesting that the
notion of BP(P0
R
)-hardness may have practical value, to prove
intractability of numerical problems, much as NP-hardness
is used for combinatorial problems. In fact, recent research
adopts precisely this point of view to assess the complexity
of fixed point problems [EY10], and of semidefinite program-
ming [TV08]. We are therefore encouraged to investigate how
the (analogue of) the class BP(P0
R
) changes when varying the
computational basis, both as a means to evaluate how generic
the GTNC really is, and as a way to build up a toolbox of
problems hard or complete for BP(P0
R
).
The aim of this paper is to prove that the computing power
of any finite set of real functions semialgebraic over Q – exam-
ples of which are the square root, a function computing the real
and imaginary parts of the roots of a seventh degree polyno-
mial given by its coefficients, or the euclidean distance of two
ellipsoids in R3 represented using, say, positive semidefinite
matrices – does not exceed the computing power of +, −,
and ×. We also prove, under reasonable technical hypotheses,
that a basis of functions semialgebraic over Q either solves in
polynomial time precisely the discrete problems in BP(P0
R
),
or precisely P. For instance, to go back our little example, the
discrete problems that the computational bases {+,−,√x},
{+,−,×,÷}, and {+,−,×,÷,√x} can solve in polynomial
time are the same.
We will, now, spend a few words on the technical setting of
our results. Among the BP(P0
R
)-complete problems identified
in [ABKM09] there is the problem PosSLP: to decide whether
a given circuit with gates for 0, 1,+,−,× and no input
gates represents a positive number. Clearly, the completeness
of PosSLP for BP(P0
R
) can be generalized to any basis B and
the corresponding polynomial time class. In other words, one
can consider a Boolean (⊂ {0, 1}⋆) language to be efficiently
decidable using B, when it is decidable in polynomial time
by a machine over the reals with basic operations B. Taking a
different approach, one may say that a language is efficiently
decidable using B if it is polynomial time Turing reducible
to PosSLP(B) – i.e. PosSLP with gates in B. These two points
of view are clearly equivalent mathematically, and, in fact, our
work can be phrased in either or both settings. However, for
the sake of clarity, we prefer to fix one and stick to it. So,
even though it may seem a less direct approach, we choose
the PosSLP point of view, both because it allows finer grained
classifications – we will state some intermediate result for
many-one instead of Turing reductions – and because, we
believe, in total it makes the argument shorter.
For each finite set of real functions S semialgebraic over Q,
we prove that PosSLP(S) is polynomial time Turing re-
ducible to PosSLP—this is a direct generalization of a result
in [ABKM09] proving BP(P0
R
) = BP(Palgebraic
R
), however we
obtain our result with different techniques, involving algebraic
number theory and model theory. Then, under the additional
hypothesis that all the functions in S are continuous, that +
and − are in S, and that arbitrarily small numbers can be
represented by circuits with gates in S, we obtain the following
dichotomy for the computational complexity of PosSLP(S).
Either all the functions in S are piecewise linear, and in this
case PosSLP(S) is in P, or not, and in this case PosSLP(S) is
polynomial time equivalent to PosSLP (in the sense of Turing
reductions).
Finally, as a possible indication for future research, we
would like to raise the question of machine constants (which
are just 0-ary primitives) and other sets of primitives not semi-
algebraic over Q, most importantly those that are commonly
met in practice: for instance, the typical pocket calculator
functions sin(x), log(x), ex, &c. (part of the arguments in
this work apply to all functions definable in an o-minimal
structure over R, on the other hand the unrestricted sin func-
tion combined with algebraic operations easily gives rise to a
problem hard for #P via results on BitSLP in [ABKM09]). Is
it possible to show equivalence or separation results involving
transcendental functions?
II. PRELIMINARIES & NOTATIONS
We will consider circuits whose gates operate on real numbers
(real circuits, for short). Our circuits will have any number
of input gates and precisely one output gate, hence, for us,
circuits compute multivariate real functions. If a circuit has
no input gates, we will call it a closed circuit: closed circuits
represent a well defined real value. We measure the size of
a circuit by the number of its gates. The depth of a gate is
the length of the longest directed path leading to it. A basis
is a finite set of real functions, which we intend to use as
gates. Given a basis B, a B-circuit is a circuit with gates
belonging to B, and V (B) is the set of the values of all closed
B-circuits. We will consistently employ the same symbol to
denote a circuit and the function it represents. We will identify
algebraic formulæ with tree-like circuits. The notation ‖ · ‖
denotes the circuit size, while | · | is the absolute value.
Broadly speaking, we are interested in the efficient evalua-
tion of the sign of closed circuits in some basis B, by means
of an oracle for the evaluation of the sign of closed circuits in
some other basis B′. In general, we will employ the technique,
common in computational geometry, of combining approxi-
mate evaluation with explicit zero bounds: see [LPY05] for a
survey.
Definition II.1 (zero bound). Let C be a class of closed real
circuits. We say that Z : C → R>0 is a zero bound for C if,
for all c ∈ C, either c evaluates to zero (c = 0), or Z(c) < |c|.
It is clear that, given a zero bound Z for C, we can decide
the sign of a circuit c ∈ C by looking at an approximation c′
of c up to an additive error bounded by Z(c)/2. In fact,
if |c′| ≤ Z(c)/2, then c = 0, otherwise c and c′ have the
same sign. Both directions of our argument will follow this
general recipe. We will now summarize a few facts about
semialgebraic sets and Weil heights, that we need in order
to provide the ingredients.
A subset of Rn is semialgebraic over a subring A of R if it
can be described by a finite Boolean combination of subsets
of Rn defined by polynomial equalities Pi(x1 . . . xn) = 0 or
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inequalities Qj(x1 . . . xn) > 0, with Pi, Qj ∈ A[x1 . . . xn]. A
function is said to be semialgebraic over A if its graph, as a set,
is semialgebraic over A. As a general reference for the reader,
we suggest the book of Van Den Dries [vdD98]. In this paper,
we are mainly interested in functions and sets semialgebraic
over Q. Let us recall the central property of semialgebraic sets.
Semialgebraic sets enjoy a number of properties collectively
defined as tame topology. Of them, it may be useful to remind
that semialgebraic sets have finitely many connected com-
ponents, and semialgebraic functions are almost everywhere
infinitely differentiable. In particular, our zero bound will be
based on the following fact (see [vdD98, Chapter 2(3.7)]).
Fact II.2. If g : R→ R is semialgebraic (over R), then there
are d ∈ N and M > 0 such that |g(x)| ≤ xd for all x > M .
In a sense, semialgebraic objects are easier to construct than
it might seem at first sight, because of the following quantifier
elimination theorem.
Fact II.3 (Tarski-Seidenberg). Let φ be a first-order formula
in the field language (0, 1,+,−,×), then there is a quantifier
free formula ψ in the same language such that
R |= φ ≡ ψ
In other words, a set is first-order definable over A in the
real field, if and only if it is semialgebraic over A. Hence, for
instance, we can use constructions involving sup or inf , and
classical ǫδ definitions.
The Tarski-Seidenberg theorem is effective, i.e. a com-
putable procedure to obtain ψ from φ does exist, however
no fast procedure is known. For our application, the mere
existence of ψ will suffice. In fact, in the algorithms that we
are going to describe, the quantifier elimination theorem is
going to be applied to finitely many formulæ φi which are
known a priori, and, in this situation, the corresponding ψi
can be simply hard-coded into the algorithm.
Our second ingredient is the absolute Weil height, which
was introduced by Andre´ Weil in the context of Diophantine
geometry. For our purpose, absolute heights are real numbers
associated to points in Pn(Qalg). The absolute height H(p)
of p ∈ Pn(Qalg) is a positive real number meant to represent
a notion of size of p. For instance, if p is in Pn(Q), then its
absolute height can be determined as follows: take a tuple q of
n+ 1 coprime integers representing p, then H(p) = maxi qi.
For the general definition, which is too technical for this
introduction, we refer the reader to [Lan83, Chapter 3]. We
will summarize below the facts that we need. The absolute
height H(x) of an algebraic number x is defined as the height
of (1, x) ∈ P1(Qalg). The following facts will be used to bound
the result of algebraic computations.
Fact II.4 ([Wal00, Property 3.3]). Let a and b be algebraic
numbers, then
H (ab) ≤ H (a)H (b) H (a± b) ≤ 2H (a)H (b)
Fact II.5. Let
p (x) = a0 + a1x+ · · ·+ adxd
be a polynomial with algebraic coefficients. Let ζ be a root
of p. Then
H (ζ) ≤ 2d
∏
i
H (ai)
Proof. Follows from [Sil86, Chapter VIII Theorem 5.9] ob-
serving that H([a0 . . . ad]) ≤
∏
iH(ai).
Fact II.6. Let α 6= 0 be an algebraic number of degree d.
Then
H (α)
−d ≤ |α| ≤ H (α)d
Proof. Immediate from the definition.
III. STATEMENT OF THE RESULTS
Now we state our main results. A brief discussion of the hy-
pothesis of Theorem III.3, as well as a third result which may
be of interest in certain cases, can be found in Section VII. The
next three sections will be devoted to proving Theorem III.2
and Theorem III.3.
Definition III.1 (PosSLP). Let B = {f1 . . . fm} be a finite set
of functions fi : Rni → R. The decision problem PosSLP(B)
is defined as follows.
Input: a closed B-circuit c
Output: YES if c > 0, NO otherwise
Keeping the same notation as [ABKM09], we will denote
PosSLP(0, 1,+,−,×) simply as PosSLP.
Theorem III.2. Let B be a finite set of real functions
semialgebraic over Q. Then PosSLP(B) is polynomial time
Turing reducible to PosSLP.
Theorem III.3. Let B ⊃ {+,−} be a finite set of continuous
functions, semialgebraic over Q, such that V (B) is dense.
The following dichotomy holds: either PosSLP(B) is in P,
if all the functions in B are piecewise linear; or, if not,
PosSLP and PosSLP(B) are mutually polynomial time Turing
reducible.
IV. CIRCUITS WITH GATES FOR POLYNOMIAL ROOTS
In this section, we will study circuits in the basis
Bd
def
= {0, 1,+,−,×, ch, r1 . . . rd} where ch(x, n, z, p) is a
choice gate
ch (x, n, z, p) =


n if x < 0
z if x = 0
p if x > 0
and rd : Rd+1 → R denotes the function mapping a tu-
ple (a0 . . . ad) to the largest real root of the polyno-
mial
∑
i aix
i ∈ R[x], or to 0 when it doesn’t exist. Observe
that, for d1 < d2, a rd2 gate can simulate a rd1 gate, and, in
particular, a division gate
rd1 (a0 . . . ad1) = rd2 (a0 . . . ad1 , 0 . . . 0)
x
y
= r1 (−x, y)
with the convention that x/0 = 0. Nevertheless, for technical
reasons which will become clear later on, we prefer to include
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all the gates r1 . . . rd in Bd as different entities. Clearly we
have
PosSLP (0, 1,+,−,×, ch) ≡Pm PosSLP (B1)
and
PosSLP (B1) ≤Pm PosSLP (B2) ≤Pm PosSLP (B3) ≤Pm · · ·
where ≤Pm and ≡Pm denote polynomial time many-one re-
ducibility and mutual many-one reducibility—the first equiv-
alence is standard: keep rationals as pairs numerator-
denominator.
It is quite clear that PosSLP(B1) is polynomial time Turing
equivalent to PosSLP. With some additional effort, one can
see that PosSLP(B1) is, indeed, complete, in the sense of
polynomial time many-one reductions, for BP(P0
R
) = PPosSLP.
In fact, given a real Turing machine, one can build in polyno-
mial time a B1-circuit that represents its computation table,
using choice gates to handle the finite transition table. In
this section, we will frequently use choice gates to simulate
Boolean circuits, which is quite easy to do in full generality.
Moreover, with choice gates, we can build circuit representa-
tions of functions involving definitions by cases, as long as the
cases are distinguished by Boolean combinations of equalities
and inequalities of other representable functions. An example
having a B1-circuit representation is, for instance, max(x, y).
A less obvious one is the function f mapping (a0 . . . ad) to
the number of real roots of
∑
i aix
i
, for a fixed d. We may
convince ourselves that f is, in fact, representable, observing
that it must take one of the d+ 1 values 0 . . . d, and, by the
Tarski-Seidenberg quantifier elimination theorem, the choice is
governed by Boolean combinations of polynomial conditions.
The goal of this section is to prove the following statement.
Proposition IV.1. For any fixed d, the decision problem
PosSLP(Bd) is polynomial time Turing reducible to PosSLP.
It is convenient to isolate a number of intermediate
steps. First we will prove a zero bound for Bd-circuits in
Lemma IV.2. Then, we will prove, in Lemma IV.5, that, for a
subclass of Bd-circuits that we call regular, there is an effective
bound connecting the error of an approximate evaluating
procedure at each gate, with the error accumulated at the end
of the evaluation. Third, we will show how to convert Bd-
circuits into regular Bd-circuits effectively in Lemma IV.6.
Finally we will prove Proposition IV.1 giving an evaluation
procedure for regular Bd-circuits based on Newton’s method.
Lemma IV.2. For any fixed d there is a constant Cd such that
for any closed Bd-circuit c 6= 0 we have
2−2
Cd‖c‖
< |c| < 22Cd‖c‖
Proof. Using Fact II.4 and Fact II.5 we get a constant Kd such
that
H (c) < 22
Kd‖c‖
where H(c) denotes the absolute Weil height of the algebraic
number represented by c. The lemma follows immediately
from Fact II.6 observing that the degree of c is bounded by a
single exponential in ‖c‖.
Definition IV.3 (regular circuit). Let c be a closed Bd-circuit.
We say that a gate g of c is regular if
1) g is 0 or 1
2) g is +, −, or × and its inputs are regular gates
3) g is ch(x, n, z, p) with x regular < 0 and n regular
4) g is ch(x, n, z, p) with x regular > 0 and p regular
5) g is rδ(a0 . . . aδ), its inputs a0 . . . aδ are regular, the
largest real root ζ of p(x) def=
∑
i aix
i exists, and the
first δ derivatives of p do not vanish at ζ .
We say that c is regular if its output gate is.
Observation IV.4. A regular circuit may have non regular gates
in it, because cases 3 and 4 allow some of the inputs to be
non regular. However, the outputs of non regular gates do not
affect the value of the circuit, in the following sense. If we
perturb the evaluation of a regular circuit introducing any error
at a non regular gate, the result of the evaluation will not be
affected, because the consequences of the error can not spread
further than the taint of non-regularity.
Lemma IV.5. For any fixed d there is a constant Ed such that,
for any regular Bd-circuit c the following holds. Evaluate c
with infinite precision, and perturb the procedure adding at
each rδ gate an error that is smaller in absolute value than
e2−2
Ed‖c‖
for e ∈ [0, 1] at regular gates, and unconstrained at non-
regular gates. Then the error accumulated on the result is
less than
e2−2
Cd‖c‖
Proof. We study the loss of precision incurred by our per-
turbed evaluation procedure at each gate.
By Lemma IV.2 and induction on the size of c, the choices
performed by regular ch gates are unaffected by the accumu-
lated errors. Therefore, as a consequence of Observation IV.4,
the errors occurring at non-regular gates have no influence on
the value of c, hence we can simply ignore non-regular gates.
We will show that, for each g ∈ {+,−, r1 . . . rd}, there is a
constant Kg, depending only on g, such that the following
holds
(⋆g) for Bd-circuits of size bounded by N , if the inputs of a
regular g gate are perturbed by at most ǫ < 2−2KgN , then the
perturbation resulting on the output of that gate is bounded
by ǫ22KgN .
The statements (⋆±) are immediate with K+ = K− = 0. In
order to obtain (⋆×), it suffices to choose K× = Cd + 1 and
the bound follows from Lemma IV.2. The only case left is that
of rδ gates.
Now we set out to find Krδ for a fixed δ ≤ d. A regular
rδ gate computes the largest real root of a polynomial of
degree δ, which, by the regularity, must be a single root. Define
the set R ⊂ Rδ+1 as the set of those tuples x such that the
largest real root of the polynomial represented by x exists
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and is a single root. Consider a tuple x0 ∈ R representing a
polynomial with largest real root r = rδ(x0). Clearly, there is
a positive A ≤ 1 such that rδ is 1/A-Lipschitz in a neighbour-
hood of x0 of radius A with respect to the maximum norm, i.e.
for all tuples ǫ1, ǫ2 ∈ Rδ+1 with |ǫ1|∞ , |ǫ2|∞ < A we have
|rδ (x0 + ǫ1)− rδ (x0 + ǫ2)| ≤ |ǫ1 − ǫ2|∞
A
and, in particular, R is an open set. Now we intend to choose
A in a uniform way, to this aim, for x ∈ R, our choice will
be
α (x) = sup{ρ ≤ 1 | rδ is 1/ρ-Lipschitz in B∞ρ (x)}
where B∞ρ (x) denotes the open ball of radius ρ around x in the
maximum norm. By Tarski-Seidenberg α is a semialgebraic
function from R to ]0, 1] – in fact, the condition ρ ≤ 1 is
there just to ensure that the supremum always exists. We
claim that the supremum is, indeed, a maximum, and that
α is 1-Lipschitz with respect to the maximum norm. The
first claim is immediate because the Lipschitz condition is
closed. For the second claim, let x0 and x1 be elements of R
with |x0 − x1|∞ < α(x0). Consider A
def
= α(x0)− |x0 − x1|.
Then, since A ≤ α(x0), we have that rδ is 1/A-Lipschitz in
Bα(x0)(x0), and, in particular, it is 1/A-Lipschitz in BA(x1).
As a consequence α(x1) ≥ A = α(x0)− |x0 − x1|∞. Swap-
ping x0 and x1 we have the opposite inequality, hence the
claim.
We turn our attention to the set R(N) of all elements of R
whose coordinates can be represented by Bd-circuits of size
at most N . A family {X(t)}t∈R of semialgebraic subsets of
Rn is said to be uniform if, as a subset of Rn+1, the family
is semialgebraic. Our aim is to find a positive integer L and a
uniform family of compact semialgebraic sets R′(t) such that
R (N) ⊂ R′
(
22
LN
)
⊂ R
holds for all N . By [PD01, Theorem 2.4.1] there are finitely
many polynomials over the integers pi,j such that R can be
written in the following form
R =
⋃
i
⋂
j
{
x ∈ Rδ+1 ∣∣ 0 < pi,j (x)}
Let S be the maximum size of the circuits represent-
ing the polynomials pi,j . Fix L in such a way that
Cd((d + 1)N + S) ≤ LN for all positive integer N . By
Lemma IV.2
R (N) ⊂
{
x ∈ Rδ+1
∣∣∣∣ 2−2LN ≤ maxi minj pi,j (x)
}
⊂ R
The middle set is closed, and, again by lemma IV.2, we can
intersect it with a box of radius 22LN . Hence we have our set
R′ (t)
def
=
{
x ∈ Rδ+1
∣∣∣∣ (|x|0 ≤ t) ∧
(
1
t
≤ max
i
min
j
pi,j (x)
)}
Finally we consider the function
β (t)
def
= max
x∈R′(t)
1
α (x)
which, again, is semialgebraic by Tarski-Seidenberg. The
set R′(t) is compact and 1/α(x) is continuous (since α(x)
is positive and Lipschitz), therefore the function β is well
defined. Since the structure (R,+,×) is polynomially bounded
– Fact II.2 – there are positive integers m and n such
that β(t) < mtn for all t ≥ 1. Let Krδ be such that
m2n2
LN ≤ 22KrδN
for all positive integers N . Considering circuits of size
bounded by N , we know that, by construction, if we perturb
the inputs of a regular rδ gate by an additive error bounded
by
ǫ < 22
Krδ
N ≤ 1
β
(
22LN
)
then the perturbation resulting on the output is bounded by
ǫβ
(
22
LN
)
≤ ǫ22KrδN
Hence (⋆rδ ) is established.
We have completed the proof of the statements (⋆g). Let K
be maxg(Kg). Now, we choose Ed in such a way that(
1 + 22
KN
)N−1
22
CdN ≤ 22EdN
for all positive integer N . We can see, by induction, that the
accumulated error on a gate at depth i is bounded by(
1 + 22
K‖c‖
)i+1
2−2
Ed‖c‖
The lemma follows.
Lemma IV.6. There is a polynomial time procedure that given
a closed Bd-circuit c generates a regular Bd-circuit c¯ such
that c¯ = c.
Proof. Our procedure consists of two steps: first we regularize
the rδ gates, and then we deal with the choice gates. We say
that a gate g is quasi-regular if
1) g is 0 or 1
2) g is +, −, or × and its inputs are quasi-regular gates
3) g is ch(x, n, z, p) with x quasi-regular < 0 and n quasi-
regular
4) g is ch(x, n, z, p) with x quasi-regular = 0 and z quasi-
regular
5) g is ch(x, n, z, p) with x quasi-regular > 0 and p quasi-
regular
6) g is rδ(a0 . . . aδ), its inputs a0 . . . aδ are quasi-regular,
the largest real root ζ of p(x) def=
∑
i aix
i exists, and the
first δ derivatives of p do not vanish at ζ .
A quasi-regular circuit is one whose output gate is quasi-
regular. In other words, being quasi-regular is like being
regular, except that the first arguments of choice gates may
be zero.
For the first step, our procedure generates a quasi-regular
Bd-circuit c′ such that c′ = c. It suffices to prove that we can
replace rδ(a0 . . . ad) with a suitable circuit sδ(a0 . . . ad) in
such a way that the output of sδ is quasi-regular whenever its
inputs are quasi-regular. In order to construct sδ, we produce
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a more general family of circuits sδ,i such that sδ,i(a0 . . . aδ)
evaluates to the i-th largest real root of p (counted with
multiplicity), or to 0 if said root does not exist. Clearly the
choice sδ = sδ,1 works. By induction we will show how to
build sδ,i using all sδ′,i′ for δ′ < δ, or for δ′ = δ and i′ < i.
If i = 1, we use choice gates and polynomial conditions to
test whether the conditions for regularity fail—i.e. whether
the degree of p is less than δ, or, using Tarski-Seidenberg,
whether the largest root of p either does not exist or it
is a root of some derivative of p. In each of these cases,
we choose to use the appropriate sδ′,i′ or the constant 0.
Otherwise, we use rδ. If i > 1, we use Tarski-Seidenberg
again, to guard against the case in which the required root
does not exist, and if it exists we use sδ−1,i−1 applied to
the coefficients of p(x)/(x− sδ,1(a0 . . . aδ)) which can be
computed by polynomial division (hence using +, −, and ×,
because the denominator is a monic polynomial).
Now we have a quasi-regular circuit c′ of size bounded by
a multiple (depending on d) of the size of c. By Lemma IV.2,
for each gate g of c′, either g = 0, or |g| > 2−2Cd‖c
′‖
. Hence
ch (g, n, z, p) =
ch
(
22
Cd‖c
′‖
g + 1, n, 0, ch
(
22
Cd‖c
′‖
g − 1, z, 0, p
))
where, clearly, the first arguments of the ch gates on the
right hand side can never be zero. Therefore, performing
the substitution above on all gates of c′ gives us a regular
circuit c¯. Finally, we observe that our substitution does entail
at most a linear increase in size from c′ to c¯. In fact, 22n
can be computed by a circuit of size linear in n by iterated
squaring.
As a last step before the proof of Proposition IV.1, we single
out two statements of a technical but otherwise uncomplicated
nature. For the first one, let us remind Smale’s notion of
approximate zero of a real function.
Definition IV.7 (approximate zero—following [BCSS98,
Chapter 8 § 1]). Let f : R→ R be a differentiable function
and ζ be a zero of f . We say that a real number z is an
approximate zero of f associated to ζ if the sequence {zi}i of
the iterates of Newton’s approximation method applied to f
starting from z0 = z satisfies the following condition for all i
|zi − ζ| ≤ 21−2
i |z − ζ|
Lemma IV.8. Let f : R→ R be a twice differentiable function
and ζ be a zero of f . Consider three real numbers a < b < c
such that the following conditions hold
1) c− b ≤ (b− a)/2
2) b ≤ ζ ≤ c
3) the first derivative of f is positive on ]a, c]
4) there is e such that 2e ≤ f ′′(x) ≤ 2e+1 for all x ∈ [a, c]
then c is an approximate zero of f associated to ζ.
Proof. Let zi be the i-th iterate of Newton’s method starting
from z0 = c. It is well known (for instance [Atk89, For-
mula 2.2.2]) that
zi+1 − ζ = f
′′ (ξi)
2f ′ (zi)
(zi − ζ)2
for some ξi ∈ [ζ, zi]. Observing that
f ′′ (ξi) ≤ 2e+1 f ′ (zi) ≥ (zi − a) 2e
we get by induction on i
zi+1 − ζ ≤ (zi − ζ)
2
zi − a ≤
22−2
i+1
(c− ζ)2
zi − a ≤ 2
1−2i+1 (c− ζ)
where the last inequality follows from
c− ζ
zi − a ≤
c− b
b− a ≤
1
2
Lemma IV.9. Fix a base B = {0, 1,+,−,×, ch, . . . }.
Let a < b be integers, and let ft : [22
a
, 22
b
]→ R be a
family of continuous monotonic functions parameterized
by t ∈ T ⊂ Rn. Assume that the family ft is represented
as a B-circuit—i.e. there is a B-circuit f that takes in-
puts t and x and computes ft(x). Moreover, assume that
ft(2
2a)ft(2
2b) < 0 for all t ∈ T . Then there is a B-circuit g
representing a function from Rn to R mapping any t ∈ T to
a power of 2 such that
ft (g (t)) ft (2g (t)) ≤ 0
and ‖g‖ ≤ p(|a|+ |b|+ ‖f‖) for some fixed polynomial p.
Proof. The lemma says that we can find the order of mag-
nitude of the solution x of the equation ft(x) = 0 uniformly
in t through a circuit of size polynomial in |a|+ |b|+ ‖f‖. It
is easy to devise a bisecting procedure that finds the binary
digits of an integer et in such a way that
ft (2
et) ft
(
2et+1
) ≤ 0
and to turn such procedure into a B-circuit of the required
size.
Proof of Proposition IV.1. For d = 1 the result follows imme-
diately observing that rd(x, y) = −x/y. Hence, it suffices to
produce a polynomial time algorithm that, for d > 1, given a
Bd-circuit c, computes a Bd−1-circuit c˜ such that c˜ is positive
if and only if c is positive. First we use Lemma IV.6 to
get a regular circuit c¯ = c. Our plan, now, is to approximate
the rd gates of c¯ with suitable Bd−1-circuits, in such a way
that the errors introduced do not alter the sign of any gate
in c¯, and ultimately of c¯ itself. We will henceforth produce
a new Bd−1-circuit c˜ obtained from c¯ through the replace-
ment of rd gates by Bd−1-circuits based on the Newton’s
approximation method. We need c¯ to be regular because our
replacement circuits work just for regular gates, which is
enough by Observation IV.4.
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Let N1d (x0, a0 . . . ad) be a Bd−1-circuit representing
one iteration of Newton’s method applied to the polyno-
mial p(x) def=
∑
i aix
i
, i.e.
N1d (x0, a0 . . . ad) = x0 −
∑
i aix
i
0∑
i aiix
i−1
0
For every positive integer k, build a Bd−1-circuit
Nkd (x0, a0 . . . ad) representing the k-th iterate of Newton’s
method applied to p starting from x0 through the iteration
Nk+1d (x0, a0 . . . ad) = N
k
d
(
N1d (x0, a0 . . . ad) , a0 . . . ad
)
it is clear that, for fixed d, the size of Nkd is linear in k.
Let ζ be the largest real root of p. We will produce a
Bd−1-circuit Ad(a0 . . . ad) that, assuming that rd(a0 . . . ad)
is regular, evaluates to an approximate zero of p associated
to ζ, moreover we will arrange that the additional condi-
tion |Ad(a0 . . . ad)| ≤ 1 + 22Cd‖c¯‖ holds. Assuming that we
have Ad, we build c˜ substituting each rd(a0 . . . ad) with
r˜d (a0 . . . ad)
def
= N
(Ed+Cd+1)(‖c¯‖+K)
d (Ad (a0 . . . ad) , a0 . . . ad)
for a suitable positive integer K depending only on d, which
we will describe later in the proof. At each regular rd gate,
our substitution introduces an error bounded by
ǫK
def
= 2−2
Ed(‖c¯‖+K)
Therefore, irrespective of the value of K ≥ 1, this substitution
satisfies the hypothesis of Lemma IV.5 with e = 0.5, and, by
Lemma IV.2, we have that c˜− 2−2Cd‖c¯‖−1 is positive if and
only if c¯ is positive, hence the statement.
The last remaining step is the construction of Ad. The
circuit Ad that we are going to build will depend on the size
of c¯, i.e. it is going to work only in our particular situation, and
not necessarily for any value of its inputs a0 . . . ad. To follow
the proof, it is convenient to consider the construction of c˜ as a
stepwise process in which rd gates are replaced in evaluation
order. At a given step we are going to replace rd(a0 . . . ad)
with r˜d(a˜0 . . . a˜d), where a˜0 . . . a˜d are Bd−1-circuits obtained
from a0 . . . ad during the preceding steps of the construction,
which, by induction, we can assume to yield precision ǫK
at each rd gate. Remind that if rd(a0 . . . ad) is not regular,
then, by Observation IV.4, there is nothing to prove, therefore
we can assume this gate to be regular. Let p˜ denote
∑
i a˜ix
i
.
The derivatives of p at ζ can be expressed as Bd-circuits with
inputs a0 . . . ad of size bounded by some k depending only
on d—let rid(a0 . . . ad) denote the circuit for the i-th derivative
of p at ζ. Therefore, for each i ≤ d = deg(p), Lemma IV.2
gives us
2−2
Cd(‖c¯‖+k)
<
∣∣∣p(i) (ζ)∣∣∣ < 22Cd(‖c¯‖+k)
On the other hand, choosing K > k, we see that the derivatives
of p˜ at its largest real root ζ˜ approximate the derivatives of p
at ζ to an absolute error smaller than
1
2
2−2
Cd(‖c¯‖+k)
in fact, this bound follows applying Lemma IV.5 to the circuits
obtained plugging a˜0 . . . a˜d into rid. Hence we have that, for
each i ≤ d
2−2
Cd(‖c¯‖+k)−1 <
∣∣∣p˜(i) (ζ˜)∣∣∣ < 22Cd(‖c¯‖+k)+1 (⋆)
and, in particular, none of the first d derivatives of p˜ vanishes
at ζ˜.
By Tarski-Seidenberg, we can test the signs of the deriva-
tives of p˜ at ζ˜ through a fixed Boolean combination of
polynomial conditions on the coefficients a0 . . . ad, and, in
turn, we can realize this Boolean combination as a switching
network of ch gates. Therefore we can build a circuit designed
to decide its course of action based on the signs of the
derivatives of p˜ at ζ˜. From now on, we assume that the first
and second derivatives of p˜ at ζ˜ are positive: the reader can
easily work out the three other cases.
Our goal, now, is to find a, b, and c, with c represented by a
Bd−1-circuit, satisfying the hypothesis of Lemma IV.8: this is
enough to conclude. First we use rd−1 gates to write the roots
of the first, second, and third derivatives of p˜. We call S the
set of all these values plus ±(1 + 22Cd‖c¯‖), which are an upper
and lower bound for ζ˜—to obtain this bound, similarly as we
did for the derivatives, we can apply the inductive hypothesis
and Lemma IV.5 to rd(a˜0 . . . a˜d), we deduce that ζ˜ is very
close to ζ , which, in turn, is less than 22Cd‖c¯‖ in absolute
value by Lemma IV.2. Now, using choice gates, we find two
consecutive elements s and t of S such that s ≤ ζ ≤ t. The
polynomial p˜ and its second derivative p˜′′ are monotonic in
the interval [s, t], hence we can apply Lemma IV.9 to the
composition p ◦ p′′−1 – condition 4 following from (⋆) – and
get a new interval [a, d] ⊂ [s, t] such that ζ ∈ [a, d] and there
is an e such that
2e ≤ p˜′′ (x) ≤ 2e+1
for all x ∈ [a, d].
Now, in order to find b and c, we turn our attention to the
order of magnitude of ζ˜ − a. First we use a choice gate to test
whether ζ˜ happens to be within ǫK from a. If this is the case,
then we let Ad just output a+ ǫK—the reader may notice that,
strictly speaking, in this case the output of Ad may not be an
approximate zero, nevertheless it is already as close to ζ˜ as we
need the final result of the Newton’s iterations to be, so, for
the purpose of our algorithm, no harm is done. If ζ˜ ≥ a+ ǫK ,
then
2−2
Ed(‖c¯‖+K) ≤ ζ˜ − a ≤ 1 + 22Cd‖c¯‖
i.e. the order of magnitude of ζ˜ − a is bounded in a range
of size linear in ‖c¯‖. Again using Lemma IV.9, we can find
b′ and c′ such that a < b′ ≤ ζ˜ ≤ c′ and c′ − a = 2(b′ − a).
Choosing either b = b′ and c = (b′ + c′)/2, or b = (b′ + c′)/2
and c = c′, by means of two last choice gates, we get b and c
such that c− b ≤ (b − a)/2 and b ≤ ζ˜ ≤ c. This concludes the
proof.
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V. REDUCING × TO AN ARBITRARY SEMIALGEBRAIC
FUNCTION
In this section we address the opposite problem of Section IV,
namely we want to recover × starting from a regular not
piecewise linear function f : R→ R. The argument is com-
paratively technically easier. The idea is to observe that the
product can be simulated using linear operations and the
square function. In turn, the square can be approximated,
in some sense, zooming in a point on the graph of f ,
because we can expect that, under strong magnification, f
should be practically indistinguishable from its second order
approximation. The zero bound, in this direction, is trivial,
because the input circuit computes an integer value. Technical
obstacles lie in the fact that we can use just + and −, as
opposed to all linear functions, and in balancing the quality
of our approximation with the size of the resulting circuit.
Lemma V.1. Let p ∈ R[x] be a polynomial of degree d > 1,
and let α be a positive real. Then PosSLP is polynomial time
many-one reducible to PosSLP(0, α,+,−, p).
Proof. We will produce a polynomial time procedure
that, given a closed circuit c with gates in the ba-
sis B def= {0, 1,+,−,×}, generates a closed circuit c˜ with gates
in B′ def= {0, α,+,−, p}, in such a way that c is positive if and
only if c˜ is positive.
First we prove that without loss of generality we can assume
p(x) = ax2 for some real coefficient a > 0. Let q be the
polynomial
q (x) = ∆d−2α [p] (x)
where ∆d−2α is the (d− 2)-th iterate of the first difference
operator
∆α[f ] (x) = f (x+ α)− f (x)
Clearly q can be implemented with a fixed number, depending
on d, of B′-gates, and the degree of q is 2. Now, the
polynomial
q (2x)− 2q (x) + q (0)
has the required form, except at most for the sign of a, which
is easily corrected.
Assuming p(x) = ax2, we can construct a B′-circuit com-
puting
2axy = p (x+ y)− p (x) − p (y)
therefore, from now on, we can replace B′ with
{0, α,+,−, (x, y) 7→ 2axy}
We will need the following observation, that, for each n, we
can construct a closed B′-circuit kn = (2a)2
n−1α2
n
of size
linear in n. In fact, it suffices to let k0 = α and ki+1 = 2akiki,
where in the latter a 2axy gate is applied to a single instance
of ki as x and y.
Now, we construct an intermediate B-circuit c′ in such a
way that c′ = c, the circuit c′ has only one 1 gate, and all
the paths from any given gate to the output gate have the
same length—this can be accomplished adding to c no more
than ‖c‖2 dummy gates arranged in 0 + 0 + · · · subcircuits.
We may assume the depth of a non-constant gate of c′ to be
its distance from the 1 gate—in fact, if the 1 gate is not above
some gate g, then the value of g is necessarily 0, and we can
replace g with the constant 0. The circuit c′ is our template
for the construction of c˜—the 0 gates of c′ correspond in c˜ to
0 gates, the only 1 gate corresponds to an α gate, for every
xy gate in c′ we place a corresponding 2axy gate in c˜, and
for every x± y gate, occurring, say, at depth d, we place a
2akd−1(x ± y) subcircuit. It is easy to show, by induction on
the depth, that the value of a gate at depth d of c′ multiplied
by (2a)2d−1α2d gives the value of the corresponding object
in c˜. Therefore c˜ and c = c′ have the same sign.
Proposition V.2. Let B be the basis {0,+,−, f, . . .} where
f denotes a unary function and the dots – . . . – indicate
additional functions. Assume that for some α, β > 0 we have∣∣f (x)− αx2∣∣ ≤ |x|3
for all x ∈ [−β, β], and assume that V (B) is dense in R. Then
PosSLP is polynomial time many-one reducible to PosSLP(B).
Proof. By Lemma V.1 suffices to show a polynomial time
procedure that, given a circuit c with gates in the basis
B′
def
= {0, 1,+,−, ·2}, generates a B-circuit c˜ in such a way
that c is positive if and only if c˜ is positive.
Without loss of generality we may assume 2β ≤ α. First we
describe a procedure that, given positive numbers e ≤ α and u,
with u represented as a B-circuit, and given a B′-circuit n,
attempts to produce a B-circuit a(n, u, e) such that
|a (n, u, e)− nu| < eu
α
(⋆)
the intuition is that a(n, u, e) represents an e/α-approximation
of n scaled down by a factor of u. This procedure may either
succeed in its goal or fail explicitly.
The circuit a(n, u, e) is defined inductively on the structure
of n
a
(
m2, f (u) , e
)
= f
(
a
(
m,u,
e− 4 (|m|+ 1)3 u
4|m|+ 2
))
fail if e ≤ 4(|m|+ 1)3u or β < (|m|+ 1)u
a (m1 ±m2, u, e) = a
(
m1, u,
e
2
)
± a
(
m2, u,
e
2
)
a (1, u, e) = u
a (0, u, e) = 0
the procedure fails in any other case. It is easy to check
by direct computation that property (⋆) is preserved—for
the first case, the computation goes as follows. Assume
(|m|+ 1)u ≤ β and remember that e ≤ α and m is an integer.
Let
ǫ =
e− 4 (|m|+ 1)3 u
4|m|+ 2
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then clearly 0 < ǫ ≤ α, and we have∣∣f (a (m,u, ǫ))−m2f (u)∣∣ ≤
≤
∣∣∣f (a (m,u, ǫ))− α (a (m,u, ǫ))2∣∣∣
+
∣∣∣α (a (m,u, ǫ))2 − αm2u2∣∣∣
+
∣∣αm2u2 −m2f (u)∣∣
≤ (|m|+ 1)3 u3 + ǫ (2|m|+ 1)u2 + |m|2u3
<
eu2
2
≤ ef (u)
α
hence property (⋆) is preserved.
Now we find un such that a(n, un, α) does not fail. To this
aim, we use the density hypothesis to pick a B-circuit k such
that
0 < k ≤ min
(
1
3α
,
β
2
)
Observe that 0 < f i(k) ≤ β2−2i for all i, this can be shown
proving by induction that 0 < f i(k) ≤ k21−2i . We claim that
un
def
= f3‖n‖+3(k) does the job. In fact, at each step a(n′, u′, e′)
of the recursion, the following conditions are met
u′ ≤ β2−23‖n‖+3−d
e′ ≥ α2−d2‖n‖+3
where d is the depth at which the recursion step occurs—the
first one follows from the bound on f i(k), the second can
be shown by induction using the first plus n′ < 22‖n‖ . From
this conditions, straightforward computation shows that the
procedure does not fail.
For the special case of computing a circuit representation of
a(n)
def
= a(n, un, α), we argue that a variant of our procedure
can be carried out in polynomial time. First, we already know
that the procedure will not fail, hence we can omit to maintain
the value of e, since this quantity is used uniquely to check
for failure. Then, notice that the choice of k does not depend
on the circuit n (but just on the basis B), therefore we can
simply pick a valid k and hard-code it into the procedure.
Hence, since the only values of u that we encounter during
the performance of the procedure are of the form f i+‖n‖+4(k)
with 0 ≤ i < ‖n‖, we can construct B-circuits to represent
these values in time polynomial in ‖n‖. Now, stipulate that
every time we need to compute a(n′, u′,−) for a subcircuit n′
of n and a u′ in our list, we check if the same computation
has already been performed, and if so we simply link to the
already constructed subcircuit. Since there are ‖n‖ possible
subcircuits n′, and u′ ranges over a set of ‖n‖ different values,
our modified procedure makes at most ‖n‖2 recursive calls.
Finally, property (⋆) yields∣∣∣∣a (2c− 1)u2c−1 − (2c− 1)
∣∣∣∣ < 1
and, observing that 2c− 1 necessarily represents an odd
integer, this implies that c˜ def= a(2c− 1) is positive if and only
if c is positive.
VI. PROOF OF THE MAIN RESULTS
Proof of Theorem III.2. It is easy to see, for instance by the
Finiteness Theorem [PD01, Theorem 2.4.1], that each function
in B is piecewise algebraic, with finitely many semialgebraic
pieces. Hence, there is a degree d such that each function
in B can be written as a Bd-circuit, where Bd denotes the
language defined at the beginning of Section IV. Therefore
PosSLP(B) is reducible to PosSLP(Bd), which, in turn, is
reducible to PosSLP by Proposition IV.1.
Proof of Theorem III.3. First assume that there is func-
tion g : Rn → R in B that is not piecewise linear. By o-
minimality (see e.g. [vdD98, Chapter 8 Exercises 3.3]), g is
of class C2 in an open subset O of Rn of codimension < n.
Since O is dense, g|O can not be linear, hence we can pick a
point x ∈ O ∩ V (B) such that the Hessian matrix H(g)(x)
of g at x does not vanish. Now we pick an integer vec-
tor v ∈ Zn such that vTH(g)(x0)v does not vanish. Clearly
f : R→ R
t 7→ 2g (x+ tv)− g (x+ 2tv)− g (x)
can be represented by a B-circuit, and it is of class C2 at 0. It
can be verified by direct computation that f(0) = f ′(0) = 0
and f ′′(0) 6= 0. Hence either f or −f satisfies the hypothesis
of Proposition V.2. Therefore we have the first case.
Now assume that all functions in B are piecewise linear,
albeit possibly with algebraic coefficients. We will show how
to evaluate B-circuits in polynomial time. Fix a number
field K in which all the coefficients of all the linear pieces
of functions in B reside. Fix e1 . . . en ∈ K that generate K
as a vector space over Q. Clearly V (B) ⊂ K , hence, in the
evaluation of B-circuits, we can restrict the domain of our
computation to K. We represent each element x of K using
the unique vector σ(x) ∈ Qn such that x =∑i σ(x)iei. Now,
for each function f ∈ B we need to know how to com-
pute σ(f(x1 . . . xm)) given σ(x1) . . . σ(xm). Let g(x1 . . . xm)
be one of the linear pieces that constitute f , then σ ◦ g ◦ σ−1
is a linear map from (Qn)m to Qn, therefore we decide to
compute the linear pieces constituting f simply by matrix
multiplication in the rationals, kept as pairs of coprime in-
tegers, which in turn are kept in binary. To choose among
the pieces, by Tarski-Seidenberg, suffices to evaluate a fixed
(depending on f ) set of rational polynomial conditions on
the coefficients of σ(x1) . . . σ(xm), which we decide to do
again by simple rational arithmetic. Finally, to decide x > 0
given σ(x), we employ similarly Tarski-Seidenberg to translate
this condition into a Boolean combination of polynomial con-
ditions on σ(x)1 . . . σ(x)n, and we evaluate it using rational
arithmetic. Summarizing, we precompute the coefficients for
the finite number of rational linear functions and polynomials
that we will need, this data depends only on B, which is fixed.
Then we carry out the evaluation as described above. It is easy
to check that the algorithm works in polynomial time. This
concludes the proof of the second case.
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VII. ADDENDA
In this last section we collect a few additional results, obser-
vations, questions.
First we would like to discuss the density and continuity
assumptions in Theorem III.3. If all the functions in B happen
to be constants or unary functions, we can dispense with the
aforementioned assumptions because of the following fact,
which is a consequence of [Wil04, Corollary 2.2] and Fact II.2.
Fact VII.1. Let f : R→ R be a semialgebraic function. As-
sume that f maps integers to integers. Then there is N ∈ R
such that f |[N,+∞[ coincides with a polynomial.
Theorem VII.2. Let B = {+,−, f1 . . . fn} be a finite set
of functions semialgebraic over Q. Assume that f1 . . . fn
are either constants or unary functions. Then the following
dichotomy holds: PosSLP(B) is in P if all the functions
in B are piecewise linear when restricted to V (B), otherwise
PosSLP and PosSLP(B) are mutually polynomial time Turing
reducible.
Proof. Along the lines of the proof of Theorem III.3. The only
new case to examine is when V (B) is discrete and there is a
function fi that restricted to V (B) is not piecewise linear.
Since V (B) must be an additive subgroup of R, because
+,− ∈ B, we can assume that V (B) is precisely Z. By
Fact VII.1, we have that fi must coincide with a non-affine
polynomial over the integers of a half line. Our goal, now,
is to use fi in order to construct a B-circuit representing a
function g : R→ R that coincides with a non-affine polyno-
mial g˜ on all of Z—as opposed to just a half line. Assuming
that we succeed in this, then we can immediately conclude.
In fact, the basis (0, 1,+,−, g˜) satisfies the hypothesis of
Lemma V.1, and testing (0, 1,+,−, g˜)-circuits is equivalent
to testing (0, 1,+,−, g)-circuits, since, by our assumption
that V (B) = Z, any closed (0, 1,+,−, g˜)-circuit has the same
value of the (0, 1,+,−, g)-circuit obtained replacing g˜ gates
with g gates.
The function g is constructed as follows. By Fact VII.1, the
function fi coincides with a polynomial p on [N,+∞[, and
with another polynomial q on ]−∞,−N ], for some positive
integer N . Let d be the maximum of deg(p) and deg(q).
Consider
h1
def
= ∆d−21 [fi] h2 (x)
def
= h1 (2x)− 2h1 (x)
As in the proof of Lemma V.1, it is easy to see that there are
a, b, a′, and b′, with at least one of a and a′ not null, such
that
h2 (x) = ax
2 + b for x ∈ ]−∞,−M ]
h2 (x) = a
′x2 + b′ for x ∈ [M,+∞[
where M = N + d− 2. If a+ a′ 6= 0, then
h3 (x)
def
= h2 (x) + h2 (−x)
coincides with the second degree polynomial
(a+ a′)x2 + (b+ b′)
for |x| ≥M . Therefore, if a+ a′ 6= 0, we can simply choose
g(x) = h3(M(2x+ 1)). It remains to be considered the
case a = −a′. In this case we observe that, for |x| ≥M + 1
h2 (x+ 1)− h2 (x− 1) = 4a |x|
Therefore we can replace h2 in the above argument with
h¯2 (x)
def
= h2 (h2 (x+ 1)− h2 (x− 1))
which coincides with 4a2x2 + b′-or-not for |x| sufficiently large.
Unfortunately, we do not have an analogue of Fact VII.1 for
multivariate functions. Moreover, the following example shows
that, failing either the continuity or the density hypothesis, we
can not employ the technique of reducing to a unary function
and invoke Lemma V.1 or Proposition V.2. In particular
PosSLP(B) may be equivalent to PosSLP even though all the
unary functions represented by B-circuits are either constant
on a cofinite set, or the identity function.
Example VII.3. Let
B = {c1 . . . cn,+,−,×}
B′ = {c1 . . . cn, c21 . . . c2n, g+, h+, g−, h−, g×, h×}
where for f : R2 → R we define
gf : R
4 → R
(x, y, z, t) 7→
{
f (x, y) if z = x2 and t = y2
0 otherwise
hf : R
4 → R
(x, y, z, t) 7→
{
(f (x, y))
2 if z = x2 and t = y2
0 otherwise
Clearly PosSLP(B′) is polynomial time Turing reducible
to PosSLP(B). And the converse is also true. In fact, we can
simulate any B-circuit c through a B′-circuit that keeps for
each gate g of c a pair of gates, g1 and g2, computing c and c2
respectively.
On the other hand, for any function f : R4 → R in B′, and
for any choice of four linear functions a1 . . . a4 : R→ R, we
see that f(a1(x) . . . a4(x)), as a function of x, is constant on a
cofinite set. It follows that any unary function represented by
a B′-circuit, unless it is the function x 7→ x, must be constant
outside of a finite set.
In opposition to continuity and density, we are unsatisfied by
the hypothesis that B contains + and − in Theorem III.3, and
would like to see it weakened or eliminated. This hypothesis
comes directly from Proposition V.2, where we need + and −
to manipulate the graph of f . It is conceivable that, as we
can simulate × killing the constant and first degree terms of a
second order approximation of f , we may be able to simulate
some linear function killing the constant and second degree
terms, at least if f is generic enough.
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The initial motivation of the present work has been an
ongoing attempt by the author and Manuel Bodirsky to investi-
gate constraint satisfaction problems over the reals, continuing
the work initiated by [BJO12]. For technical reasons, due
to the convexity requirement proven in [BJO12], it would
be desirable to assess the computational complexity of the
problem of comparing two B-circuits (as opposed to one B-
circuit and 0) in a basis B not containing the − function.
For the case of the basis {0, 1,+,−,×}, it is an observation
that the comparison of circuits on the basis {0, 1,+,×} is
polynomial time equivalent to PosSLP. Nevertheless, we can
not say whether the same holds in a more general situation.
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