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h i g h l i g h t s
• We solve the Fokker–Planck equation for the double oscillator.
• System dynamics is described by the mean first passage time over the barrier.
• We identify two regions where the rates follow the Arrhenius law.
• We correlate the Arrhenius behavior with processes governed by the activation energy.
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a b s t r a c t
The Fokker–Planck equation is studied through its relation to a Schrödinger-type equation.
The advantage of this combination is that we can construct the probability distribution of
the Fokker–Planck equation by usingwell-known solutions of the Schrödinger equation. By
making use of such a combination, we present the solution of the Fokker–Planck equation
for a bistable potential related to a double oscillator. Thus, we can observe the temporal
evolution of the system describing its dynamic properties such as the time τ to overcome
the barrier. By calculating the rates k = 1/τ as a function of the inverse scaled temperature
1/D, where D is the diffusion coefficient, we compare the aspect of the curve k× 1/D, with
the ones obtained from other studies related to four different kinds of activated process.
We notice that there are similarities in some ranges of the scaled temperatures, where
the different processes follow the Arrhenius behavior. We propose that the type of bistable
potential used in this studymay be used, qualitatively, as a simplemodel,whose rates share
common features with the rates of some single rate-limited thermally activated processes.
© 2014 Elsevier B.V. All rights reserved.
1. Introduction
The Fokker–Planck equation is used to describe stochastic processes [1] and is widely applied in several branches of
physics [2,3] and biology [4,5], in particular, processes involving protein folding [6].
The solutions of the Fokker–Planck equation can be obtained by mapping it to a Schrödinger-type equation via appro-
priate changes in the functions involved [1]. In this work, we use a Schrödinger-type equation to build the probability dis-
tribution of a system subject to a bistable potential related to the double oscillator. Bistable potentials have been used to
simulate the behavior of different systems, among them the ammonia molecule (NH3) in a dense system [7].
Through the probability distribution, we can obtain dynamic and thermodynamic properties of the system, as, for exam-
ple, the relaxation time, which is defined as the time required until the probabilities of being close to each minimum are
equal.
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In Section 2, there is a revision of the association of the Fokker–Planck equation with the Schrödinger equation. The
potential related to the double oscillator is described in Section 3. From the wave functions and the eigenvalues found by
solving the Schrödinger-type equation it is possible to construct the probability distribution as a series of functions. The
numerical results are shown in Section 4. Finally, in Section 5 the conclusions are presented.
2. The Fokker–Planck equation associated with the Schrödinger equation
In a stochastic process, the probability distribution P(x, t), where x is the variable characteristic of the system and t is
the temporal variable, obeys a Fokker–Planck equation:
∂P(x, t)
∂t
= − ∂
∂x
[f (x)P(x, t)] + Γ
2
∂2P(x, t)
∂x2
, (1)
where f (x) is the force, Γ = 2D, and D is the diffusion coefficient.
The solution of the Fokker–Planck equation (1) can be obtained through the method of variable separation [1]. The
probability distribution P(x, t) is written as the product of a time dependent function given by T (t) = e−t|Λn| and a position
dependent function, which can be determined by solving the Schrödinger-type equation [1]:
Lψn(x) = −12
 [f (x)]2
Γ
+ ∂ f (x)
∂x

ψn(x)+ Γ2
∂2ψn(x)
∂x2
= Λnψn(x). (2)
It is assumed that the eigenfunctions ψn(x) form an orthonormal basis [1].
The expression obtained for the Hermitian operator in Eq. (2) has the same form as the Hamiltonian operator of
the Schrödinger equation. Thus, the term denominated as an effective potential is associated with the potential in the
Schrödinger equation,
V (x) = V eff(x) = 12
 [f (x)]2
Γ
+ ∂ f (x)
∂x

. (3)
The solution of the Fokker–Planck equation is obtained in terms of the eigenfunctions ψn(x) and the eigenvalues Λn, from
Eq. (2), through the following expression:
P(x, t) = ψ0(x)
∞
n=0
anψn(x)e−t|Λn|, (4)
where an = ψn(x0)ψ0(x0) [8] and x0 is obtained from the initial condition. The initial condition is chosen as a delta function centered
at x = x0, i.e., P(x, t = 0) = ψ0(x)∞n=0 anψn(x) = δ(x − x0), where ψ0(x) is the ground state of the Schrödinger-type
equation.
3. The symmetric bistable potential
The double oscillator potential to be studied in this section is obtained from Refs. [7,9]. The potential of such a system is
V (x) = 1
2
k (|x| − α)2 ; (5)
the two potential wells are centered at±α. One numerical example of the shape of this potential is shown in Fig. 1.
Eq. (3) shows that the function f (x) is related to an effective potential. In this case, this effective potential is
Veff(x) = 12 (|x| − α)
2 −
√
Γ
2
. (6)
The solution of the differential equation (3) using the effective potential above gives the explicit form of f (x), of the force i.e.
f (x) = −√Γ

(x− α) (x > 0)
(x+ α) (x < 0). (7)
This force indicates that the potential has two minima at x = ±α, where the force is zero. Therefore, the system subject to
this force is described by a potential barrier between the two minima, shown in Fig. 1.
Substituting Eq. (7) into Schrödinger-type equation (2), we obtain the following differential equation:
Γ
2
d2ψ(x)
dx2
− 1
2

(|x| − α)2 −√Γ

ψ(x) = Λnψ(x). (8)
The eigenvaluesΛn of Eq. (8) can be determined by direct comparison of this equation with the Schrödinger equation. The
relation between these two equations is found in a direct way, when we relate Γ = h¯2m . For the calculations presented in
the first part of this work, for simplicity, Γ2 = D = 0.5 is adopted.
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Fig. 1. Potential V (x) given by Eq. (5), for k = 1 and α = ± 4√
2
.
Eq. (8) is analogous to the Schrödinger equation for the double oscillator [7] for which the eigenfunctions are known:
ψ(x) = N

Dν(
√
2(x− α)) (x ≥ 0)
±Dν(−
√
2(x+ α)) (x ≤ 0). (9)
N is the normalization constant and Dν is a parabolic cylinder function [10].
The eigenvalues Λn of Eq. (8) are also determined by a direct comparison of this equation with the Schrödinger equa-
tion [7]. We have added a constant (−ε) in the original potential in order to shift the energy levels. This shift guarantees
that the ground state eigenvalue is zero (Λ0 = 0). This constant only shifts the potential and does not change the results.
The ground state eigenvalue equal to zero is an important condition to build the solution (4). By observing this condition,
the energies’ eigenvalues are given by
E + ε = 1
2
−Λn,
where E = (ν + 12 ). Then,Λn is
Λn = −(ν + ε). (10)
We note that the ground state eigenvalue is null when the parameter ε is equal to the value−ν0. The index ν is determined
from the following transcendental equations [7]:
d
dx
Dν(
√
2(x− α))|x=0 = 0 if ψ is even (11.1)
Dν(−
√
2α) = 0 if ψ is odd, (11.2)
for a fixed value of α.
4. Results
4.1. Results for a fixed scaled temperature
We calculate the probability distributions, according to Eq. (4), with the eigenfunctions and eigenvalues given by
Eqs. (9) and (10), respectively. For the purposes of numerical calculation, the summation in the expression used to compute
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Fig. 2. Results obtained for the distribution of probability (12) for different values of t . The parameters used are α = 4/√2 and x0 = −2.
the probability distribution (4) is truncated at the tenth term, i.e., we use the summation from 0 to 9. Thus, the probability
distribution obtained from Eq. (4) for x0 = −2 is
P(x, t) = [ψ0(x)]2 + ψ0(x)
ψ0(−2)
9
n=1
ψn(−2)ψn(x)e−t|Λn|. (12)
Table 1 shows the energy eigenvalues obtained from Eq. (10). Recalling that ε = −ν0, in this case, the value of ν0 is
−0.00039, i.e., ε = 0.00039. All results in Table 1 are offset by this value, which impliesΛ0 = 0.
Fig. 2 shows the distribution of probability P(x, t) for different values of t , using D = 0.5 and α = 4/√2. We can
observe the temporal evolution of the system and the transition between the two minima of the potential. At equilibrium,
the stationary state shows that the probabilities of finding the system close to each minimum of the wells are the same.
The temporal evolution of the system is obtained by calculating the integral of the left side (x < 0) and right side (x > 0)
of the probability distribution (12). In this way, we introduce the quantity
1N(t) =
 0
−10
P(x, t)dx−
 10
0
P(x, t)dx (13)
that is the difference of the areas close to each potential minimum.
The curve in Fig. 3 shows1N(t) versus t . Initially, there is a high concentration in the left well, i.e.,1N(t = 0) = 1. This
is a direct result of the initial condition, x0 = −2. As the time increases, the value of1N(t) goes to zero, which means that
the probability is equal in the two minima (x0 = −2 and x0 = 2).
We studied the kinetics of the system starting from different values of the initial condition (x0). We adjusted an expo-
nential fit to the curve in Fig. 3,1N(t) = Ae−t/τ1 , in order to determine the exponent τ1 which is a relaxation time. Another
way to determine this relaxation time is by calculating the integral [11]
S =
 ∞
−∞
P(x, t)dx. (14)
This relaxation time, called τ2 to distinguish it from τ1, is obtained from
τ2 =
 ∞
0
(t f ) dt, (15)
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Fig. 3. The curve shows that1N(t) decreases exponentially as a function of time.
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Fig. 4. Relation between the relaxation time, τ1 and τ2 , and the initial condition of the system x0 .
where
f = −∂S
∂t
.
It is expected that the two ways of computing the relaxation time give the same result. In fact, Fig. 4 shows the values of τ1
and τ2 for different values of the starting point andwe observe that the values of τ1 and τ2 are similar, showing an agreement
between the twomethods used in thiswork.We note that there is a regionwhere time decreases slowlywith the initial posi-
tion and another regionwhere timedecreases sharply,which occurswhen the initial position is close to the top of the barrier.
In Fig. 5, we show log τ against the barrier height V0. We observe a linear behavior, as a consequence of the eigenvalue
spectrum, where the first eigenvalue dominates the kinetics of the system and also Kramers’ theory, which states that the
rate increaseswith the exponential of the barrier height. Maybe there is a general result, where the first non-zero eigenvalue
dominates the kinetics for symmetric double well potentials. If this linear behavior corresponds to an Arrhenius-type acti-
vation process, it is a different question that needs to be investigated. This subject will be discussed in the following section.
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Fig. 5. (a) Plot of log τ versus V0 for different values of α. (b) The potential V (x) is shown for different values of α.
4.2. Results for different scaled temperatures
In this section, we describe the variation of the relaxation time from Eq. (15) as a function of the diffusion coefficient, for
α = 4/√2 and x0 = −2.
By looking at the curves in Fig. 6, which shows how the rates k (k = 1/τ) varywith the inverse scaled temperature (1/D),
it is possible to see two special behaviors, highlighted by two straight lines.
One special behavior is seen at low scaled temperature for D < 0.5 (Fig. 6(a)), and the other at high scaled temperature
for D > 30 (Fig. 6(b)). Both regions follow, approximately, straight lines. These regions may represent different reactions,
which follow the Arrhenius equation, with different activation energies, as shown in Fig. 7.
In accordance with the theory, the rates, which vary linearly with inverse temperature, obey the Arrhenius equation and
the angular coefficient is the activation energy. The straight line in Fig. 6(a) fits the curve in the low temperature range.
This portion shows similar behavior to protein folding reaction rates, which may vary linearly with inverse temperature, at
low temperatures [13]. The reason for positive activation energy in this temperature range is related to a rugged aspect of
the enthalpy as a function of the reaction coordinate (as illustrated by E1 in Fig. 7) and possibly, a moderate contribution of
entropic factors [14]. The prevalence of the enthalpy, in a rugged landscapewould lead to an activation process, with positive
activation energy. The rateswould, then, increase linearlywith inverse temperature in the low temperature range, similar to
the region fitted by a straight line in Fig. 6(a). The linearity would break down, for high temperatures, as a smooth decrease
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(a) The straight line fits the low temperature range (D < 0.5).
(b) The high temperature range (D > 30) is highlighted in a different scale to show that a
straight line fits that portion of the curve.
Fig. 6. The rates as a function of the inverse scaled temperature (1/D).
Table 1
The energy eigenvalues obtained from Eq. (10), for the double
harmonic oscillator with α = 4/√2.
n Λn
1 0.00107
2 0.99194
3 1.00724
4 1.94814
5 2.03817
6 2.85676
7 3.12361
8 3.83501
9 4.28094
of enthalpy as a function of the reaction coordinate would lead to negative activation energy along with significant entropic
factors. This deviation from linearity would correspond, in the present study, to the region at the left of the arrow in Fig. 6(a).
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Fig. 7. The illustration shows the behavior of two processes following the Arrhenius law with two different activation energies.
This analogy with the protein folding problem is not perfect because the deviation from linearity follows a concave down
instead of a concave up as observed in Fig. 6(a). This is due to a negative activation energy, as the temperature increases.
The rates shown in Fig. 6(a) could also be related to the diffusion of particles. In a relatively recent paper [15], the escape
rates of particles over an entropic barrier were calculated for a confined geometry in two-dimensional space, with an added
constant force orthogonal to the reaction coordinate. Figure 2 of that paper shows a linear dependency of the rates as a
function of the inverse of scaled temperature (1/D), similar to the straight line of Fig. 6(a). The authors explain this behavior
in terms of the diffusion of particles in the downward direction for high force values, implying in the energetic character of
the barrier. That is to say, if enough energy is given to the particles, they would overcome the barrier and pass through the
bottleneck placed half way across the reaction coordinate range. This activation energy gives the Arrhenius behavior to the
process. On the other hand, in Figure 2 of their work, they show that the linearity breaks down for high temperatures (in the
present study this corresponds to the region to the left of the arrow in Fig. 6(a), which also deviates from a straight line). In
these circumstances (high temperatures), the particles explore the whole volume, lending the barrier an entropic character
and, thus, a non-Arrhenius behavior.
Although the region at the left of the arrow in Fig. 6(a) (high temperatures) would represent the deviation of Arrhenius
behavior for someprocesses, like the onesmentioned (protein folding, diffusion of particles over an entropic barrier), it could
represent an Arrhenius behavior for different processes, as long as the curve can be fitted by a straight line for a relevant
portion of the high temperature range. A study performed on chemical compounds [16] showed a strong temperature
effect on the non-radiative decays of phototautomers. By plotting the non-radiative rate constants as a function of inverse
temperature, the authors fitted the curve with straight lines (for two different activation energies). The deviation from
Arrhenius behavior occurs as the temperature decreases. In the present study, this would correspond to the region at the
right of the arrow in Fig. 6(b). Also in a different study, magnetization data of crystals against time decay (inverse of the rate)
were collected [17], which showed that the values of time decay display an Arrhenius behavior in the high temperature
range, and a non-Arrhenius aspect as the temperature decreases, also similar to the straight line in Fig. 6(b).
5. Conclusion
The Fokker–Planck equation is analyzed for a bistable potential related to the double oscillator. The probability distribu-
tion can be determined using the relationship between the Fokker–Planck equation and the Schrödinger equation.
From the results obtained for the bistable potential (Figs. 2 and 3), we can observe the temporal evolution in the system.
Fig. 4 shows the relaxation times τ1 obtained from the exponential fit of the curve in Fig. 3. The values of τ1 are comparedwith
τ2, obtained from the probability distribution using Eq. (15). These curves are coincident and they are qualitatively similar to
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Monte Carlo results [12], where the folding times were calculated for different starting configurations or for different values
of the reaction coordinate. Then, the two ways of calculating the relaxation times can be used to determine the rates for the
process under analysis.
The rates as a function of the inverse scaled temperature (1/D) show two distinct regions that could serve as a model for
the activated energy process. Although the bistable potential, represented in Fig. 1, is not likely to quantitatively describe
different kinds of reactions, it can be used to model, at least qualitatively, processes which are governed by activation en-
ergies, following the Arrhenius law in some range of temperature values. The two linear regions shown in Fig. 6(a) and (b)
represent rates whose behaviors are similar to the ones related to a single rate-limited thermally activated process.
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