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ENTIRE SPACELIKE HYPERSURFACES WITH CONSTANT σn−1 CURVATURE IN
MINKOWSKI SPACE
CHANGYU REN, ZHIZHANGWANG, AND LING XIAO
ABSTRACT. We prove that, in Minkowski space, if a spacelike, (n − 1)-convex hypersurfaceM
with constant σn−1 curvature has bounded principal curvatures, thenM is convex. Moreover, ifM
is not strictly convex, after anRn,1 rigid motion,M splits as a productMn−1×R.We also construct
nontrivial examples of strictly convex, spacelike hypersurfaceM with constant σn−1 curvature and
bounded principal curvatures.
1. INTRODUCTION
Let Rn,1 be the Minkowski space with the Lorentzian metric
ds2 =
n∑
i=1
dx2i − dx2n+1.
In this paper, we will study spacelike hypersurfaces with positive constant σn−1 curvature inMinkowski
space Rn,1. Any such hypersurface can be written locally as the graph of a function xn+1 =
u(x), x ∈ Rn satisfying the spacelike condition
(1.1) |Du| < 1.
Before stating our main results, we need the following definition:
Definition 1. A C2 regular hypersurface M ⊂ Rn,1 is k-convex, if the principal curvatures ofM
at X ∈M satisfy κ[X] ∈ Γk for all X ∈ M, where Γk is the Ga˚rding cone
Γk = {κ ∈ Rn|σm(κ) > 0,m = 1, · · · , k}.
We will investigate the (n − 1)-convex, spacelike hypersurface Mu := {(x, u(x))|x ∈ Rn}
satisfying
(1.2) σn−1(κ[Mu]) = σn−1(κ1, · · · , κn) = 1,
where κ[Mu] = (κ1, · · · , κn) are the principal curvatures of Mu and σn−1 is the (n − 1)-th
elementary symmetric polynomial, i.e.,
σn−1(κ) =
∑
16i1<···<in−16n
κi1 · · · κin−1 .
Research of the first author is supported by NSFC Grant No. 11871243 and the second author is supported by NSFC
Grant No.11871161 and 11771103.
1
2 CHANGYU REN, ZHIZHANGWANG, AND LING XIAO
In contrast to the Euclidean case, where the existence of an entire zero mean curvature graph im-
plies that the graph is a hyperplane only for dimensions n 6 7, Cheng-Yau [7] showed that an entire
spacelike maximal hypersurface (zero mean curvature) in Minkowski space is a hyperplane for all
dimensions. This raised the question of whether the only entire spacelike hypersurface of constant
mean curvature (CMC) in Minkowski space is the hyperboloid. In [25], Treibergs answered this
question by showing that for an arbitrary C2 perturbation of the light cone in Minkowski space, one
can construct a spacelike CMC hypersurface which is asymptotic to this perturbation. Moreover,
Treibergs also showed that every entire spacelike CMC hypersurface is convex and has bounded
principal curvatures. Later, Choi-Treibergs [10] further studied the Guass map of the CMC hyper-
surfaces. They proved that the Gauss map of a spacelike CMC hypersurface in Minkowski space
is a harmonic map to hyperbolic space. Furthermore, they showed, given an arbitrary closed set in
the ideal boundary at infinity of hyperbolic space, there are many complete entire spacelike CMC
hypersurfaces whose Gauss maps are diffeomorphisms onto the interior of the convex hull of the
corresponding set in the unit ball.
It may be traced back to Liebmann [20] who showed that every compact embedded 2-dimensional
surface with constant Gauss curvature is a sphere. Hsiung [17] extended this result to all dimen-
sions. Later, a classical result of Aleksandrov [1] states that a compact embedded hypersurface with
constant mean curvature is a sphere. One can investigate what happens if we replace the “ constant
mean curvature” by “ constant σk curvature.” In case k = 2, Cheng-Yau [9] showed the Aleksan-
drov result still holds. In [23], A. Ros extended Cheng-Yau’s result, showing that the sphere is the
only embedded compact k-convex hypersurface with constant σk curvature. Around the same time,
Ecker-Huisken [11] proved a similar result using different approaches.
Inspired by the similarity of constant σk curvature hypersurfaces and CMC hypersurfaces in
Euclidean space, it is natural to ask, do constant σk curvature hypersurfaces also share similar
properties as CMC hypersurfaces in Minkowski space? More specifically, can we show that every
entire spacelike constant σk curvature hypersurface is convex and has bounded principal curvatures?
In [13], Guan-Jian-Schoen considered the existence and regularity of entire spacelike constant
Gauss curvature hypersurfaces with prescribed tangent cone at infinity. In addition, they showed
that there do exist entire spacelike constant Gauss curvature hypersurfaces with unbounded principal
curvatures. Despite so, there still are some nice properties for entire spacelike constant Gauss
curvature hypersurfaces. In [22], by studying the Legendre transform of entire spacelike constant
Gauss curvature hypersurfaces, Anmin Li showed that one can construct spacelike constant Gauss
curvature hypersurfaces with bounded principal curvatures whose Guass map image is the unit ball.
Due to technical reasons, the study of entire spacelike constant σk curvature hypersurface remains
wide open. The main difficulties are the following: first, we can’t show that the entire spacelike con-
stant σk curvature hypersurfaces are convex; second, the principal curvatures of the entire spacelike
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constant σk curvature hypersurfaces are not necessarily bounded; lastly, in the process of construct-
ing entire spacelike constant σk curvature hypersurfaces, we need to solve a corresponding Dirichlet
problem (see [3] Appendix B for example). Unfortunately, we do not have the existence result for
such Dirichlet problems in general. In this paper, we will overcome these difficulties and study the
convexity and existence of the entire spacelike constant σn−1 curvature hypersurfaces.
We will divide this paper into two parts. In the first part, we will prove that every entire spacelike
constant σn−1 curvature hypersurface with bounded principal curvatures is convex. In the second
part, we will construct nontrivial examples of strictly convex, spacelike hypersurfaces that have
bounded principal curvatures and satisfy equation (1.2). In particular, we will prove
Theorem 2. Let M be an (n − 1)-convex, spacelike hypersurface with bounded principal curva-
tures, and M satisfies equation (1.2). Then M is convex. Moreover, if M is not strictly convex,
then after an Rn,1 rigid motion, Rn,1 splits as a product Rn−1,1 × R such that M also splits as a
product Mn−1 × R. HereMn−1 ⊂ Rn−1,1 is a strictly convex, (n − 1)-dimensional graph whose
Gauss curvature is equal to 1.
Remark 3. One may compare this theorem with constant rank theorems in Euclidean space (see [5]
and [14] for example). Recall that constant rank theorems in Euclidean space only study compact
hypersurfaces, which are essentially assuming the principal curvatures are bounded. In this sense,
our theorem is similar to constant rank theorems in Euclidean space. On the other hand, we don’t
need to assume the convexity of M at any point. Therefore, our theorem is much stronger than
constant rank theorems.
In order to construct entire, spacelike, constant σn−1 curvature hypersurfaces with bounded prin-
cipal curvatures, we will use Anmin Li’s idea (see [22]) and consider the Legendre transform of
the solution to equation (1.2). We will show in Section 7 that the study of complete, spacelike,
convex hypersurfaces Mu with bounded principal curvatures and satisfying σn−1(κ[Mu]) = 1 can
be reduced to the study of the following equation:
(1.3)
{
F (w∗γ∗iku
∗
klγ
∗
lj) = 1, in B1
u∗ = ϕ, on ∂B1,
where B1 = {ξ ∈ Rn||ξ| < 1}, u∗ is the Legendre transform of u, ϕ ∈ C2(∂B1),
w∗ =
√
1− |ξ|2, γ∗ik = δik −
ξiξk
1 + w∗
, u∗kl =
∂2u∗
∂ξk∂ξl
,
and
F (w∗γ∗iku
∗
klγ
∗
lj) =
(
σn
σ1
(κ∗[w∗γ∗iku
∗
klγ
∗
lj])
) 1
n−1
.
Here, κ∗[w∗γ∗iku
∗
klγ
∗
lj] = (κ
∗
1, · · · , κ∗n) are the eigenvalues of the matrix (w∗γ∗iku∗klγ∗lj).
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Theorem 4. Given aC2 function ϕ onB1, there is a unique strictly convex solution u
∗ ∈ C∞(B1)∩
C0(B¯1) to the equation (1.3). Moreover, the Legendre transform of u
∗, which we will denote by u
satisfies
σn−1(κ[Mu]) = 1 and κ[Mu] 6 C.
Here,Mu = {(x, u(x))|x ∈ Rn} is the spacelike graph of u, κ[Mu] denotes the principal curva-
tures ofMu, and the constant C only depends on |ϕ|C2 .
We can also state the above theorem using geometric terminologies:
Corollary 5. For any given C2 function ϕ defined on the (n−1)-dimensional sphere, there exits an
unique entire graphical hypersurface M = {(x, u(x))|x ∈ Rn} with constant σn−1 curvature and
bounded principal curvatures. Moreover, the ideal boundary ofM is the sphere, and on the ideal
boundary, the Legendre transform of u is equal to ϕ.
Remark 6. We can generalize the result of Theorem 4 to spacelike constant σk curvature hypersur-
faces for all 1 6 k 6 n. We will include this result in an upcoming paper, where we will focus on
studying properties of spacelike constant σk curvature hypersurfaces for all 1 6 k 6 n.
An outline of the paper is as follows. In Section 2, we introduce some basic formulas, notations,
as well as properties of the k-th elementary symmetric function that will be used in later sections.
Sections 3, 4, 5, and 6 are devoted to proving Theorem 2. We will see (for details see Section 6
Lemma 25) that the key step in proving Theorem 2 is to prove Theorem 8 (see Section 3), which is
carried out in Sections 3, 4, and 5. More specifically, in Section 3, we reduce the proof of Theorem
8 to the proof of the semi-positivity of a symmetric matrix S (see the last 2 paragraphs of Section 3
for the definition of S). In Sections 4 and 5, we show that S is indeed semi-positive. Since these two
sections involve very delicate and complicated calculations, first-time readers may want to skip this
part. We prove the splitting theorem and complete the proof of Theorem 2 in Section 6. Sections
7, 8, 9 10, and 11 are devoted to proving Theorem 4. In this part, we use Legendre transform to
construct many examples of strictly convex solutions with bounded principal curvatures to equation
(1.2). In particular, in Section 7, we investigate spacelike hypersurfaces under the Gauss map and
the Legendre transform respectively. The reason we look at two models in Section 7 is that each
model has its own advantages in the study of the corresponding Dirichlet problem (see Section 8
and 9) and convergence result (see Section 10). We prove that the solution to equation (1.3) exists
in Section 8, 9 and 10. In Section 11, we show that the Legendre transform of this solution satisfies
equation (1.2) and has bounded principal curvatures. This completes the proof of Theorem 4.
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2. PRELIMINARIES
We first recall some basic formulas for the geometric quantities of spacelike hypersurfaces in
Minkowski space Rn,1, which is Rn+1 endowed with the Lorentzian metric
ds2 = dx21 + · · · dx2n − dx2n+1.
Throughout this paper, 〈·, ·〉 denotes the inner product in Rn,1. The corresponding Levi-Civita
connection is denoted by ∇¯.
A spacelike hypersurfaceM in Rn,1 is a codimension-one submanifold whose induced metric is
Riemannian. LocallyM can be written as a graph
Mu = {X = (x, u(x))|x ∈ Rn}
satisfying the spacelike condition (1.1). Let E = (0, · · · , 0, 1), then the height function of M is
u(x) = −〈X,E〉 . It’s easy to see that the induced metric and second fundamental form ofM are
given by
gij = δij −DxiuDxju, 1 6 i, j 6 n,
and
hij =
uxixj√
1− |Du|2 ,
while the timelike unit normal vector field toM is
ν =
(Du, 1)√
1− |Du|2 ,
where Du = (ux1 , · · · , uxn) and D2u =
(
uxixj
)
denote the ordinary gradient and Hessian of u,
respectively.
One important example of the spacelike hypersurface with constant mean curvature is the hyper-
boloid
u(x) =
(
n2
H2
+
n∑
i=1
x2i
)1/2
,
which is umbilic, i.e., it satisfies κ1 = κ2 = · · · = κn = Hn . Other examples of spacelike CMC
hypersurfaces include hypersurfaces of revolution, in which case the graph takes the form u(x) =√
f(x1)2 + |x¯|2, x = (x1, x¯) = (x1, · · · , xn) ∈ Rn, where f is a function only depending on x1.
Now, let {τ1, τ2, · · · , τn} be a local orthonormal frame on TM. We will use ∇ to denote the
induced Levi-Civita connection on M. For a function v on M, we denote vi = ∇τiv, vij =
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∇τi∇τjv, etc. In particular, we have
|∇u| =
√
gijuxiuxj =
|Du|√
1− |Du|2 .
We also need the following well known fundamental equations for a hypersurface M in Rn,1 :
(2.1)
Xij = hijν (Gauss formula)
(ν)i = hijτj (Weigarten formula)
hijk = hikj (Codazzi equation)
Rijkl = −(hikhjl − hilhjk) (Gauss equation),
where Rijkl is the (4, 0)-Riemannian curvature tensor of M, and the derivative here is covariant
derivative with respect to the metric onM. It is clear that the Gauss formula and the Gauss equation
in (2.1) are different from those in Euclidean space. Therefore, the Ricci identity becomes,
(2.2)
hijkl = hijlk + hmjRimlk + himRjmlk
= hklij − (hmjhil − hmlhij)hmk − (hmjhkl − hmlhkj)hmi.
Although in this paper we only study constant σn−1 curvature hypersurface, we will need to use
other elementary sysmetric polynomials in the process. In the following, we will introduce notations
and properties for general curvature functions.
Recall that the k-th elementary symmetric polynomial is defined by,
σk(κ) =
∑
16i1<···<ik6n
κi1 · · · κik ,
where κ = (κ1, κ2, · · · , κn) ∈ Rn and 1 6 k 6 n. We also set σ0(κ) = 1 and σk(κ) = 0 for
k > n. It’s well known that, a suitable domain of definition for σk is the Ga˚rding cone Γk (see [6]).
By the definition of Γk, we can see that
Γn ⊂ · · · ⊂ Γk · · · ⊂ Γ1.
Moreover, Korevaar [19] showed that the Ga˚rding cone Γk can also be characterized as
(2.3){
κ ∈ Rn;σk(κ) > 0, ∂σk(κ)
∂κi1
> 0, · · · , ∂
kσk(κ)
∂κi1 · · · ∂κik
> 0, for all 1 6 i1 < · · · < ik 6 n
}
.
This characterization will be used throughout this paper. It’s particularly useful in analyzing equa-
tion (3.10).
Let S be the vector space of n× n symmetric matrices and
SK = {W ∈ S : κ[W ] ∈ K},
where κ[W ] = (κ1, · · · , κn) denotes the eigenvalues of W, and K is the admissable set, for ex-
ample, Γk. We let κ[W ] represent the eigenvalues of the matrix W = (wij). Define a function F
by
f (κ[W ]) = F (W ).
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Throughout this paper we denote,
F pq =
∂F
∂wpq
, and F pq,rs =
∂2F
∂wpq∂wrs
.
The matrix
(
F ij(W )
)
is symmetric and has eigenvalues f1, · · · , fn, where fi = ∂f∂κi , 1 6 i 6 n.
Moreover, if f is a concave function inK, then F is concave as well. That is,
F ij,kl(W )ξijξkl 6 0,∀ (ξij) ∈ S,W ∈ SK .
In particular, we should keep in mind that both σ
1/k
k (κ) and
(
σk(κ)
σl(κ)
)1/(k−l)
, l < k, are concave
functions in Γk, for 1 6 k 6 n. Let’s recall the following well known Lemma (see [2]) which will
be needed in the proof of Theorem 4.
Lemma 7. Denote Sym(n) the set of all n × n symmetric matrices. Let F be a C2 symmetric
function defined in some open subset Ψ ⊂ Sym(n). At any diagonal matrix W ∈ Ψ with distinct
eigenvalues, let F¨ (B,B) be the second derivative of C2 symmetric function F in direction B ∈
Sym(n), then
F¨ (B,B) =
n∑
j,k=1
fjkBjjBkk + 2
∑
j<k
fj − fk
κj − κkB
2
jk,
where fj =
∂f
∂κj
and fjk =
∂2f
∂κj∂κk
.
From the discussion above, we can see that the definition of the k-th elementary symmetric
polynomial can be extended to symmetric matrices. SupposeW is an n × n symmetric matrix and
κ[W ] ⊂ Γk. We define
σk(W ) = σk(κ[W ]).
In the following, we list some algebraic identities and properties of σk that will be used later. For
1 6 l 6 n, we define σl(κ|a) the l-th elementary symmetric polynomial of κ1, κ2, · · · , κn with
κa = 0, σl(κ|ab) the l-th elementary symmetric polynomial of κ1, κ2, · · · , κn with κa = κb = 0,
and similarly, we can define σl(κ|abc · · · ). Thus, we have
(i) σppk (κ) :=
∂σk(κ)
∂κp
= σk−1(κ|p) for any p = 1, · · · , n;
(ii) σpp,qqk (κ) :=
∂2σk(κ)
∂κp∂κq
= σk−2(κ|pq) for any p, q = 1, · · · , n and σpp,ppk (κ) = 0;
(iii) σk(κ) = κiσk−1(κ|i) + σk(κ|i) for any fixed 1 6 i 6 n;
(iv)
n∑
i=1
κiσk−1(κ|i) = kσk(κ).
Moreover, for a Codazzi tensorW = (wij), ifW is diagonal, then we have
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(v) −∑p,q,r,s σpq,rsk wpqlwrsl =∑p,q σpp,qqk w2pql −∑p,q σpp,qqk wpplwqql,
where wpql is the covariant derivative of wpq and σ
pq,rs
k =
∂2σk(W )
∂wpq∂wrs
. The definition of the Codazzi
tensor can be found in [16].
For κ ∈ Γk, if we assume κ1 > · · · > κn, then we have
(vi) σk−1(κ|n) > · · · > σk−1(κ|1) > 0;
(vii) κ1σk−1(κ|1) > Cn,kσk(κ),
where Cn,k is a positive constant depending only on n, k. Details of the proof of these formulas can
be found in [18] and [27].
3. CONVEXITY ESTIMATES OF THE HYPERSURFACE
In this section, we will start to study the convexity of the spacelike hypersurfaceMu = {(x, u(x))|x ∈
R
n, |Du| < 1} that satisfies the following conditions:
• κ[Mu] ∈ Γn−1;
• σn−1(κ[Mu]) = 1.
If a spacelike hypersurfaceMu satisfies these conditions, then we sayMu is admissible. Note that
here we don’t require the principal curvatures ofMu are bounded.
Next, we will state one of our main theorems. This theorem plays a key role in the proof of
Theorem 2.
Theorem 8. Let Mu be an admissible hypersurface and κ[Mu] be its principal curvatures, then
we have
(3.1) σijn−1(σn(κ[Mu]))ij 6 σ1σn−1σn − n2σ2n.
Since the proof of Theorem 8 is very complicated, we will split it into 3 sections. In this section,
we will simplify our equation and reduce the proof of this theorem into the proof of the semi-
positivity of a matrix. In the next two sections, we will confirm that the matrix we obtain here is
indeed semi-positive.
Lemma 9. Inequality (3.1) holds if the following inequality holds onMu:
(3.2)∑
j 6=1
σ2n−2(κ|1j) [2σn−2(κ|1) + 2σn−2(κ|j)] h2jj1
+
∑
p,q 6=1;p 6=q
σn−1(κ|1)σn−3(κ|1pq) [σn−2(κ|1) + (κp + κq − 2κ1)σn−3(κ|1pq)] hpp1hqq1 > 0.
where hijk is the covariant derivative of the second fundamental form hij .
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Proof. For an arbitrary X0 ∈ Mu, we can choose an orthonormal local frame τ1, · · · , τn around
X0 on TMu, such that at X0,
hij = κiδij ,
where κ1, · · · , κn are the principal curvatures of Mu at X0. Our calculation below is done at the
point X0.We will consider the test function
φ = σn(h).
Differentiating φ twice, we get
(3.3) φi = σ
jj
n hjji
and
(3.4) φii = σ
jj
n hjjii + σ
pq,rs
n hpqihrsi.
Contracting with σiin−1 on both sides we have,
(3.5) σiin−1φii = σ
ii
n−1σ
jj
n hjjii + σ
ii
n−1σ
pq,rs
n hpqihrsi.
Now, let’s differentiate equation (1.2) twice, then we obtain
(3.6) σiin−1hiij = 0,
and
(3.7) σiin−1hiijj + σ
pq,rs
n−1 hpqjhrsj = 0.
By (2.2), we can see that at X0 we have
hjjii = hiijj + h
2
iihjj − hiih2jj .
Thus, we get
σiin−1φii(3.8)
= −σjjn σpq,rsn−1 hpqjhrsj + σiin−1σpq,rsn hpqihrsi + σiin−1σjjn (h2iihjj − hiih2jj)
= (σiin−1σ
pp,qq
n − σiinσpp,qqn−1 )hppihqqi − (σiin−1σpp,qqn − σiinσpp,qqn−1 )h2pqi
+σ1σn−1σn − n2σ2n,
where we used σpq,rsn−1 hpqihrsi = σ
pp,qq
n−1 hppihqqi − σpp,qqn−1 h2pqi.
In order to prove inequality (3.1) we only need to prove
(3.9) (σiin−1σ
pp,qq
n − σiinσpp,qqn−1 )hppihqqi − (σiin−1σpp,qqn − σiinσpp,qqn−1 )h2pqi 6 0.
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First, when the indices i, p, q are not equal to each other, by a straightforward calculation we get,
σiin−1σ
pp,qq
n − σiinσpp,qqn−1(3.10)
= σn−2(κ|i)σn−2(κ|pq)− σn−1(κ|i)σn−3(κ|pq)
= [κpκqσn−4(κ|ipq) + (κp + κq)σn−3(κ|ipq)]κiσn−3(κ|ipq)
−κpκqσn−3(κ|ipq)[κiσn−4(κ|ipq) + σn−3(κ|ipq)]
= σ2n−3(κ|ipq)(κiκp + κiκq − κpκq).
Since κ ∈ Γn−1, by (2.3) we have
σ2(κi, κp, κq) = κiκp + κiκq + κpκq > 0.
Also note that
σn−3(κ|ipq) = σn−3(κ|piq) = σn−3(κ|iqp).
Therefore, by rotating i, p, q and summing them up we obtain
(3.11) −
∑
i 6=p 6=q
(σiin−1σ
pp,qq
n − σiinσpp,qqn−1 )h2pqi 6 0.
In view of (3.9), now we only need to prove, for any fixed i, 1 6 i 6 n,
(3.12) Li := 2
∑
j 6=i
(σjjn−1σ
ii,jj
n − σjjn σii,jjn−1)h2jji −
∑
p 6=q
(σiin−1σ
pp,qq
n − σiinσpp,qqn−1 )hppihqqi > 0.
Next, without loss of generality, we will consider the case when i = 1. Namely, we will show
that L1 > 0.
From equation (3.6),we have
(3.13) h111 = −
∑
j 6=1
σjjn−1
σ11n−1
hjj1.
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Plugging it into equation (3.12) we get,
L1 =2
∑
j 6=1
(σjjn−1σ
11,jj
n − σjjn σ11,jjn−1 )h2jj1 −
∑
p 6=q,p,q 6=1
(σ11n−1σ
pp,qq
n − σ11n σpp,qqn−1 )hpp1hqq1
+
∑
q 6=1
(σ11n−1σ
11,qq
n − σ11n σ11,qqn−1 )
∑
r 6=1
σrrn−1
σ11n−1
hrr1hqq1
+
∑
p 6=1
(σ11n−1σ
11,pp
n − σ11n σ11,ppn−1 )
∑
s 6=1
σssn−1
σ11n−1
hpp1hss1
=
∑
j 6=1
(
4σjjn−1σ
11,jj
n − 2σjjn σ11,jjn−1 − 2σ11n σ11,jjn−1
σjjn−1
σ11n−1
)
h2jj1
+
∑
p 6=q,p,q 6=1
[
σppn−1σ
11,qq
n + σ
qq
n−1σ
11,pp
n − σ11n−1σpp,qqn + σ11n σpp,qqn−1
− σ
11
n
σ11n−1
(
σ11,ppn−1 σ
qq
n−1 + σ
11,qq
n−1 σ
pp
n−1
)]
hpp1hqq1.
Thus, we have
(3.14)
σ11n−1L1 =
∑
j 6=1
(
4σ11n−1σ
jj
n−1σ
11,jj
n − 2σ11n−1σjjn σ11,jjn−1 − 2σ11n σjjn−1σ11,jjn−1
)
h2jj1
+
∑
p 6=q,p,q 6=1
(
σ11n−1σ
pp
n−1σ
11,qq
n + σ
11
n−1σ
qq
n−1σ
11,pp
n + σ
11
n−1σ
11
n σ
pp,qq
n−1
−σ11n−1σ11n−1σpp,qqn − σ11n σ11,ppn−1 σqqn−1 − σ11n σ11,qqn−1 σppn−1
)
hpp1hqq1
Finally, we want to simplify equation (3.14). It is straightforward to verify
σjjn−1σ
11,jj
n − σjjn σ11,jjn−1
=σn−2(κ|j)σn−2(κ|1j) − σn−1(κ|j)σn−3(κ|1j)
=
(
κ1σn−3(κ|1j) + σn−2(κ|1j)
)
σn−2(κ|1j) − κ1σn−2(κ|1j)σn−3(κ|1j)
=σ2n−2(κ|1j).
Similarly, we get
(3.15) σ11n−1σ
11,jj
n − σ11n σ11,jjn−1 = σ2n−2(κ|1j).
Therefore,
(3.16)
4σ11n−1σ
jj
n−1σ
11,jj
n − 2σ11n−1σjjn σ11,jjn−1 − 2σ11n σjjn−1σ11,jjn−1
= 2σ2n−2(κ|1j)
(
σn−2(κ|1) + σn−2(κ|j)
)
.
12 CHANGYU REN, ZHIZHANGWANG, AND LING XIAO
Moreover, by (3.15) we obtain
σ11n−1σ
pp
n−1σ
11,qq
n − σ11n σ11,qqn−1 σppn−1(3.17)
= σppn−1
(
σ11n−1σ
11,qq
n − σ11n σ11,qqn−1
)
= σn−2(κ|p)κ2pσ2n−3(κ|1pq)
= [σn−1 − σn−1(κ|p)]κpσ2n−3(κ|1pq)
= κpσn−1σ2n−3(κ|1pq)− σnσ2n−3(κ|1pq).
Similarly, we have
σ11n−1σ
qq
n−1σ
11,pp
n − σ11n σ11,ppn−1 σqqn−1 = κqσn−1σ2n−3(κ|1pq)− σnσ2n−3(κ|1pq).(3.18)
Finally, we compute
σ11n−1σ
11
n σ
pp,qq
n−1 − σ11n−1σ11n−1σpp,qqn(3.19)
= σn−2(κ|1)
(
σn−1(κ|1)σn−3(κ|pq)− σn−2(κ|1)σn−2(κ|pq)
)
= σn−2(κ|1)
{
κpκqσn−3(κ|1pq)
[
κ1σn−4(κ|1pq) + σn−3(κ|1pq)
]
−[κpκqσn−4(κ|1pq) + (κp + κq)σn−3(κ|1pq)]κ1σn−3(κ|1pq)}
= σn−2(κ|1)
[
κpκqσ
2
n−3(κ|1pq) − κ1(κp + κq)σ2n−3(κ|1pq)
]
= σn−2(κ|1)σn−1(κ|1)σn−3(κ|1pq) −
(
σn−1 − σn−1(κ|1)
)
(κp + κq)σ
2
n−3(κ|1pq).
Thus, we conclude
σ11n−1σ
pp
n−1σ
11,qq
n + σ
11
n−1σ
qq
n−1σ
11,pp
n + σ
11
n−1σ
11
n σ
pp,qq
n−1 − σ11n−1σ11n−1σpp,qqn(3.20)
−σ11n σ11,ppn−1 σqqn−1 − σ11n σ11,qqn−1 σppn−1
= σn−1(κ|1)σn−3(κ|1pq)
(
σn−2(κ|1) + (κp + κq − 2κ1)σn−3(κ|1pq)
)
.
Substituting equation (3.16) and (3.20) into (3.14) we obtain,
σ11n−1L1
=
∑
j 6=1
σ2n−2(κ|1j)
[
2σn−2(κ|1) + 2σn−2(κ|j)
]
h2jj1
+
∑
p 6=q,p,q 6=1
σn−1(κ|1)σn−3(κ|1pq)
[
σn−2(κ|1) + (κp + κq − 2κ1)σn−3(κ|1pq)
]
hpp1hqq1.
This completes the proof of Lemma 9. 
Now notice that if we can prove the (n− 1)× (n− 1) matrix R = (rpq), where
rpq =
{
σ2n−2(κ|1p)[2σn−2(κ|1) + 2σn−2(κ|p)] for p = q
σn−1(κ|1)σn−3(κ|1pq)[σn−2(κ|1) + (κp + κq − 2κ1)σn−3(κ|1pq)] for p 6= q
is semi-positive definite, then we will be done.
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Observe that R can be written as the Hadamard product of matrix T = (tpq) and S = (spq),
where
tpq =
{
σ2n−2(κ|1p) for p = q
σn−1(κ|1)σn−3(κ|1pq) for p 6= q
and
spq =
{
2σn−2(κ|1) + 2σn−2(κ|p) for p = q
σn−2(κ|1) + (κp + κq − 2κ1)σn−3(κ|1pq) for p 6= q.
Since when p 6= q we have,
σn−1(κ|1)σn−3(κ|1pq) = σn−2(κ|1p)σn−2(κ|1q).
This implies the nonnegativity of the quadratic form that matrix T corresponding to,∑
j 6=1
σ2n−2(κ|1j)h2jj1 +
∑
p 6=q,p,q 6=1
σn−1(κ|1)σn−3(κ|1pq)hpp1hqq1(3.21)
=

∑
j 6=1
σn−2(κ|1j)hjj1


2
> 0.
Thus, the matrix T is a semi-positive definite matrix. By the Schur product Theorem, if we can
prove the matrix S is also a semi-positive definite matrix, then we would obtain R is semi-positive
definite. This would complete the proof of Theorem 8.
We will devote the next two sections to proving the matrix S is semi-positive. In particular, in
Section 4, we will show S is semi-positive by assuming κ1 6 0; while in Section 5, we will prove
the case when κ1 > 0.
4. THE CASE WHEN κ1 6 0
Let
(4.1)
QS : =
∑
j 6=1
[2σn−2(κ|1) + 2σn−2(κ|j)] ξ2j
+
∑
p 6=q,p,q 6=1
[σn−2(κ|1) + (κp + κq − 2κ1)σn−3(κ|1pq)] ξpξq
be the quadratic form of S. In this section, we will prove QS > 0 for κ1 6 0.
Lemma 10. If κ1 6 0, then we have QS > 0. Therefore, the matrix S is a semi-positive definite
matrix.
Proof. Since κ ∈ Γn−1 and we assumed κ1 6 0, it is clear that in this case we have κ2, · · · , κn > 0.
Thus, we can define
µ2 =
1
κ2
, µ3 =
1
κ3
, · · · , µn = 1
κn
.
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We can rewrite equation (1.2) as follows:
1 = κ1σn−2(κ|1) + σn−1(κ|1).
This gives
(4.2) κ1 =
1− σn−1(κ|1)
σn−2(κ|1) .
Moreover, for any given j 6= 1 we have,
σn−2(κ|1) = κjσn−3(κ|1j) + σn−2(κ|1j),
and
σn−1(κ|1) = κjσn−2(κ|1j).
Therefore, we get
(4.3) σn−3(κ|1j) = 1
κj
σn−2(κ|1) − 1
κ2j
σn−1(κ|1).
Applying (4.2) and (4.3) we can derive the following equalities,
(4.4)
2σn−2(κ|1) + 2σn−2(κ|j)
=2σn−2(κ|1) + 2κ1σn−3(κ|1j) + 2σn−2(κ|1j)
=2σn−2(κ|1) − 2σn−1(κ|1)
σn−2(κ|1)σn−3(κ|1j) + 2σn−2(κ|1j) +
2σn−3(κ|1j)
σn−2(κ|1)
=2σn−2(κ|1) − 2σn−1(κ|1)
σn−2(κ|1)
(
1
κj
σn−2(κ|1) − 1
κ2j
σn−1(κ|1)
)
+ 2σn−2(κ|1j) + 2σn−3(κ|1j)
σn−2(κ|1)
=2σn−2(κ|1) + 2
σ2n−1(κ|1)
κ2jσn−2(κ|1)
− 2σn−1(κ|1)
κj
+ 2σn−2(κ|1j) + 2σn−3(κ|1j)
σn−2(κ|1)
=2
σ1(µ)
σn−1(µ)
+ 2
µ2j
σ1(µ)σn−1(µ)
+
2σn−3(κ|1j)
σn−2(κ|1)
=
2σ21(µ) + 2µ
2
j
σ1(µ)σn−1(µ)
+
2σn−3(κ|1j)
σn−2(κ|1) ,
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and
(4.5)
σn−2(κ|1) + (κp + κq − 2κ1)σn−3(κ|1pq)
=σn−2(κ|1) +
(
κp + κq + 2
σn−1(κ|1)
σn−2(κ|1)
)
σn−3(κ|1pq)− 2σn−3(κ|1pq)
σn−2(κ|1)
=
σ1(µ)
σn−1(µ)
+
(
1
µp
+
1
µq
+ 2
1
σ1(µ)
)
σn−1(κ|1)
κpκq
− 2σn−3(κ|1pq)
σn−2(κ|1)
=
σ1(µ)
σn−1(µ)
+
(µp + µq)σ1(µ) + 2µpµq
µpµqσ1(µ)
1
κpκqσn−1(µ)
− 2σn−3(κ|1pq)
σn−2(κ|1)
=
σ21(µ) + (µp + µq)σ1(µ) + 2µpµq
σ1(µ)σn−1(µ)
− 2σn−3(κ|1pq)
σn−2(κ|1) .
Now, let’s consider the quadratic form QS that is corresponding to the matrix S,
QS =
∑
j 6=1
[
2σn−2(κ|1) + 2σn−2(κ|j)
]
ξ2j
+
∑
p 6=q,p,q 6=1
[
σn−2(κ|1) + (κp + κq − 2κ1)σn−3(κ|1pq)
]
ξpξq.
By equations (4.4), (4.5), and the Lemma 10 in [24], we obtain
σ1(µ)σn−1(µ)QS(4.6)
>
∑
j 6=1
[
2σ21(µ) + 2µ
2
j
]
ξ2j +
∑
p 6=q,p,q 6=1
[
σ21(µ) + (µp + µq)σ1(µ) + 2µpµq
]
ξpξq
= σ21(µ)
∑
j 6=1
ξ2j + σ
2
1(µ)

∑
j 6=1
ξj


2
+ 2

∑
j 6=1
µjξj


2
+ 2σ1(µ)
∑
p 6=1
µpξp
∑
q 6=1,p
ξq,
where we used Lemma 10 in [24] to show∑
j 6=1
σn−3(κ|1j)ξ2j −
∑
p,q 6=1
σn−3(κ|1pq)ξpξq > 0.
It is easy to see that
(4.7)
∑
p 6=1
µpξp
∑
q 6=1,p
ξq =
∑
p 6=1
µpξp
∑
q 6=1
ξq −
∑
p 6=1
µpξ
2
p.
Moreover, we have
(4.8)
σ21(µ)

∑
j 6=1
ξj


2
+

∑
j 6=1
µjξj


2
+ 2σ1(µ)
∑
p 6=1
µpξp
∑
q 6=1
ξq
=

σ1(µ)∑
j 6=1
ξj +
∑
j 6=1
µjξj


2
.
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Combining (4.7) and (4.8) with (4.6), we get
σ1(µ)σn−1(µ)QS(4.9)
> σ21(µ)
∑
j 6=1
ξ2j +

∑
j 6=1
µjξj


2
− 2σ1(µ)
∑
j 6=1
µjξ
2
j +

σ1(µ)∑
j 6=1
ξj +
∑
j 6=1
µjξj


2
> σ21(µ)
∑
j 6=1
ξ2j +

∑
j 6=1
µjξj


2
− 2σ1(µ)
∑
j 6=1
µjξ
2
j
=
∑
j 6=1
σ21(µ)ξ
2
j − 2
∑
j 6=1
σ1(µ)ξjµjξj +
∑
j 6=1
µ2jξ
2
j +
∑
p 6=q,p,q 6=1
µpξpµqξq
=
∑
j 6=1
(σ1(µ)− µj)2 ξ2j +
∑
p 6=q,p,q 6=1
µpξpµqξq
>
∑
j 6=1

∑
s 6=1,j
µ2s

 ξ2j + ∑
p 6=q,p,q 6=1
µpξpµqξq
=
∑
p 6=q,p,q 6=1
µ2pξ
2
q +
∑
p 6=q,p,q 6=1
µpξqµqξp
=
1
2
∑
p 6=q,p,q 6=1
(µpξq + µqξp)
2
> 0.
Since σ1(µ)σn−1(µ) is positive, we have QS > 0. This completes the proof of Lemma 10. 
5. THE CASE WHEN κ1 > 0
In this section, we will prove the following Lemma and complete the proof of Theorem 8.
Lemma 11. If κ1 > 0, then for any 1 6 m 6 n− 1, the sum of allm-th principal minors of matrix
S is nonnegative. Therefore, the matrix S is a semi-positive definite matrix.
Before starting the proof of Lemma 11, we want to recall an important Lemma from [24]. We
will use this Lemma many times throughout this section.
Lemma 12. (Lemma 9 in [24]) Suppose 2 6 i1 < i2 < · · · < im 6 n are m ordered indices. Let
Dm(i1 · · · im) denote them-th principal minor of the matrix (cpq)26p,q6n, where
cpq =
{
σn−3(κ|1p) for p = q
−σn−3(κ|1pq) for p 6= q.
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Then we have
(5.1)
Dm(i1 · · · im) = det


ci1i1 ci1i2 · · · ci1im
ci2i1 ai2i2 · · · ci2im
...
...
. . .
...
cimi1 cimi2 · · · cimim


= σm−1n−2 (κ|1)σn−(m+2)(κ|1i1 · · · im).
Moreover, after deleting the l-th row and k-th column, where l 6= k, we get,
(5.2)
Bm−1 =det


ci1i1 ci1i2 · · · ci2ik−1 ci2ik+1 · · · ci2im
ci2i1 bi2i2 · · · ci2ik−1 ci2ik+1 · · · ci2im
...
...
. . .
...
...
. . .
...
cil−1i1 cil−1i2 · · · cil−1ik−1 cil−1ik+1 · · · cil−1im
cil+1i1 cil+1i2 · · · cil+1ik−1 cil+1ik+1 · · · cil+1im
...
...
. . .
...
...
. . .
...
cimi1 cimi2 · · · cimik−1 cimik+1 · · · cimim


= (−1)l+kσm−2n−2 (κ|1)σn−m−1(κ|1i1 · · · im).
Next, in order to simplify our calculations, we will decompose S into three (n − 1) × (n − 1)
matrices: A = (apq)26p,q6n, B = (bpq)26p,q6n, and C = σn−2(κ|1)Idn−1. Here
apq =
{
2σn−2(κ|1p) + σn−2(κ|1) for p = q
(κp + κq)σn−3(κ|1pq) + σn−2(κ|1) for p 6= q ,
bpq =
{
2κ1σn−3(κ|1p) for p = q
−2κ1σn−3(κ|1pq) for p 6= q ,
and Idn−1 is the (n− 1)× (n− 1) identity matrix. By the equality
σn−2(κ|p) = κ1σn−3(κ|1p) + σn−2(κ|1p),
we can see that
(5.3) S = A+B + σn−2(κ|1)Idn−1.
One of the key reasons that the above decomposition (5.3) can simplify our calculation is the
following.
Lemma 13. The rank of the matrix A is at most two.
Proof. For any 2 6 j 6 n, let
mj = σn−2(κ|1j) + σn−2(κ|1)
2
.
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Then, it is easy to see that apq = mp +mq. Therefore, we have
A =


m2 1
m3 1
· · ·
mn 1


[
1 1 · · · 1
m2 m3 · · · mn
]
.
Hence, the rank of A is at most two. 
For our convenience, we will introduce some notations. We will denote the set of multiple indices
Ik = {(i2, · · · , ik)|2 6 i2 < · · · < ik 6 n},
and we will use Ik to denote an element in Ik. Moreover, if Ik = (i2, i3, · · · , ik), then |Ik| denotes
the set {i2, i3, · · · , ik}. For example, we have In = (2, · · · , n) ∈ In and |In| = {2, 3, · · · , n}.We
also need the following definition.
Definition 14. Suppose A = (apq), B = (bpq) are two (n − 1) × (n − 1) matrices and Ik =
(i2, i3 · · · , ik) ∈ Ik is a multiple index. We define the following principal minors DA(Ik),DB(Ik)
of matrices A and B respectively:
DA(Ik) = det


ai2i2 ai2i3 · · · ai2ik
ai3i2 ai3i3 · · · ai3ik
...
...
. . .
...
aiki2 aiki3 · · · aikik

 , DB(Ik) = det


bi2i2 bi2i3 · · · bi2ik
bi3i2 bi3i3 · · · bi3ik
...
...
. . .
...
biki2 biki3 · · · bikik

 .
For indices il, ip, iq ∈ |Ik| and ip < iq, we also define the following “mixed” principal minors
DB,A(Ik; il),DB,A(Ik; ipiq) of A,B:
DB,A(Ik; il) =det


bi2i2 bi2i3 · · · bi2il · · · bi2ik
bi3i2 bi3i3 · · · bi3il · · · bi3ik
...
...
. . .
...
. . .
...
aili2 aili3 · · · ailil · · · ailik
...
...
. . .
...
. . .
...
biki2 biki3 · · · bikil · · · bikik


.
and
DB,A(Ik; ipiq) = det


bi2i2 bi2i3 · · · bi2ip · · · bi2iq · · · bi2ik
bi3i2 bi3i3 · · · bi3ip · · · bi3iq · · · bi3ik
...
...
. . .
...
. . .
...
. . .
...
aipi2 aipi3 · · · aipip · · · aipiq · · · aipik
...
...
. . .
...
. . .
...
. . .
...
aiqi2 aiqi3 · · · aiqip · · · aiqiq · · · aiqik
...
...
. . .
...
. . .
...
. . .
...
biki2 biki3 · · · bikip · · · bikiq · · · bikik


.
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Finally, we are ready to prove Lemma 11. In the following, we will start with computing the
principal minors of the matrix A+B. Then, we will compute the sum of allm-th principal minors
of S for any 1 6 m 6 n− 1.
By Lemma 13 we know that the rank of A is at most two. Thus, for k > 4 and any multiple index
Ik = (i2, · · · , ik) ∈ Ik, we have
DA+B(Ik) = DB(Ik) +
∑
il∈|Ik|
DB,A(Ik; il) +
∑
ip,iq∈|Ik|,ip<iq
DB,A(Ik; ipiq).(5.4)
For a given Ik = (i2, · · · , ik) ∈ Ik and any integer 2 6 s 6 k, let’s denote
Js(Ik) = {(j2, j3, · · · , js)|j2 < j3 < · · · < js, where jl ∈ |Ik| for l = 2, 3, · · · , s}.
Then by a straightforward calculation we get,
(5.5) ∑
Ik∈Ik
DS(Ik)
=
∑
Ik∈Ik
DA+B(Ik) +
∑
Ik∈Ik
∑
Jk−1∈Jk−1(Ik)
DA+B(Jk−1)σ1n−2(κ|1)
+
∑
Ik∈Ik
∑
Jk−2∈Jk−2(Ik)
DA+B(Jk−2)σ2n−2(κ|1) + · · ·+
∑
Ik∈Ik
∑
Js∈Js(Ik)
DA+B(Js)σ
k−s
n−2(κ|1)
+ · · · +
∑
Ik∈Ik
∑
J2∈J2(Ik)
DA+B(J2)σ
k−2
n−2(κ|1) +
∑
Ik∈Ik
σk−1n−2(κ|1)
From Lemma 15 to Lemma 21, we will compute terms involved in equations (5.4) and (5.5).
Lemma 15. For a given Ik = (i2, · · · , ik) ∈ Ik, we have
DB(Ik) = (2κ1)
k−1σk−2n−2(κ|1)σn−k−1(κ|1i2 · · · ik).
Proof. By our definition of matrix B, we can see that for any 2 6 p, q 6 n,
bpq
2κ1
= cpq.
Thus the result follows from Lemma 12 directly. 
In next Lemma, we will compute the summation of principal minors of matrix B.
Lemma 16. For any integer 2 6 s 6 k, we have
∑
Ik∈Ik
∑
Js∈Js(Ik)
DB(Js) =
s(n− s)!
(k − s)!(n− k)! (2κ1)
s−1 σs−2n−2(κ|1)σn−(s+1)(κ|1).
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Proof. Applying Lemma 15, we get∑
Ik∈Ik
∑
Js∈Js(Ik)
DB(Js)
=
∑
Ik∈Ik
∑
Js∈Js(Ik)
(2κ1)
s−1σs−2n−2(κ|1)σn−(s+1)(κ|1j2 · · · js)
=
(n− s)Cs−1k−1Ck−1n−1
C
n−(s+1)
n−1
(2κ1)
s−1σs−2n−2(κ|1)σn−(s+1)(κ|1)
=
s(n− s)!
(k − s)!(n− k)! (2κ1)
s−1σs−2n−2(κ|1)σn−(s+1)(κ|1).

Before we continue with the calculation of principal minors, we need the following Lemma.
Lemma 17. For any ordered indices 2 6 i2 < i3 < · · · < ik 6 n, we have
σn−1(κ|1)σn−k−1(κ|1i2 · · · ik) + σn−k(κ|1i2 · · · ik)
k∑
l=2
σn−2(κ|1il)(5.6)
= σn−2(κ|1)σn−k(κ|1i2 · · · ik).
Proof. An inductive calculation shows,
σn−k(κ|1i2 · · · ik)
k∑
s=2
σn−2(κ|1is) + σn−k−1(κ|1i2 · · · ik)σn−1(κ|1)
=σn−k(κ|1i2 · · · ik)
k∑
s=2
σn−2(κ|1is) + κikσn−k−1(κ|1i2 · · · ik)σn−2(κ|1ik)
=σn−k(κ|1i2 · · · ik)
k∑
s=2
σn−2(κ|1is) + σn−k(κ|1i2 · · · ik−1)σn−2(κ|1ik)
− σn−k(κ|1i2 · · · ik)σn−2(κ|1ik)
=σn−k(κ|1i2 · · · ik)
k−1∑
s=2
σn−2(κ|1is) + σn−k(κ|1i2 · · · ik−1)σn−2(κ|1ik)
=κikσn−k(κ|1i2 · · · ik)
k−1∑
s=2
σn−3(κ|1isik) + κik−1σn−k(κ|1i2 · · · ik−1)σn−3(κ|1ik−1ik)
=σn−k+1(κ|1i2 · · · ik−1)
k−1∑
s=2
σn−3(κ|1isik) + σn−k+1(κ|1i2 · · · ik−2)σn−3(κ|1ik−1ik)
− σn−k+1(κ|1i2 · · · ik−1)σn−3(κ|1ik−1ik)
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=σn−k+1(κ|1i2 · · · ik−1)
k−2∑
s=2
σn−3(κ|1isik) + σn−k+1(κ|1i2 · · · ik−2)σn−3(κ|1ik−1ik)
= · · ·
=σn−2(κ|1)σn−k(κ|1i2 · · · ik).

Now, let’s get back to compute some more complicated principal minors.
Lemma 18. For any multiple index Ik = (i2, i3, · · · , ik) ∈ Ik, we have∑
il∈|Ik|
DB,A(Ik; il)
=(2κ1)
k−2σk−2n−2(κ|1)

k(k − 1)σn−k(κ|1i2 · · · ik) + ∑
is∈|Ik|
σn−k(κ|1i2 · · · iˆs · · · ik)

 .
Here iˆs means that the index is does not appear.
Proof. Given a index il ∈ |Ik|, for computing the “mixed” principal minorDB,A(Ik; il), we expand
the determinant according to its il-th row,
DB,A(Ik; il) = aililMl +
k∑
s 6=l,s=2
(−1)s−1+l−1ailisMs.(5.7)
Here the minorsMs for s = 2, 3 · · · , k are defined by
Ms =det


bi2i2 bi2i3 · · · bi2is−1 bi2is+1 · · · bi2ik
bi3i2 bi3i3 · · · bi3is−1 bi3is+1 · · · bi3ik
...
...
. . .
...
...
. . .
...
bil−1i2 bil−1i3 · · · bil−1is−1 bil−1is+1 · · · bil−1ik
bil+1i2 bil+1i3 · · · bil+1is−1 bil+1is+1 · · · bil+1ik
...
...
. . .
...
...
. . .
...
biki2 biki3 · · · bikis−1 bikis+1 · · · bikik


.
By Lemma 12 we have,
(5.8) Ml = (2κ1)
k−2σk−3n−2(κ|1)σn−k(κ|1i2 · · · iˆl · · · ik);
and when s 6= l
(5.9) Ms = (−1)l−1+s−1(2κ1)k−2σk−3n−2(κ|1)σn−k(κ|1i2 · · · ik).
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Combing (5.8) and (5.9) with (5.7) we obtain,
∑
il∈|Ik|
DB,A(Ik; il)
(5.10)
=(2κ1)
k−2σk−3n−2(κ|1)
k∑
l=2

aililσn−k(κ|1i2 · · · iˆl · · · ik) + σn−k(κ|1i2 · · · ik)
k∑
s=2,s 6=l
ailis

 .
A straightforward calculation gives
(5.11) σn−k(κ|1i2 · · · iˆl · · · ik) = κilσn−k−1(κ|1i2 · · · ik) + σn−k(κ|1i2 · · · ik).
Using the definition of apq, we get
aililσn−k(κ|1i2 · · · iˆl · · · ik) + σn−k(κ|1i2 · · · ik)
k∑
s=2,s 6=l
ailis(5.12)
=aililκilσn−k−1(κ|1i2 · · · ik) + σn−k(κ|1i2 · · · ik)
k∑
s=2
ailis
=
(
2σn−2(κ|1il) + σn−2(κ|1)
)
κilσn−k−1(κ|1i2 · · · ik)
+ σn−k(κ|1i2 · · · ik)
k∑
s=2
(
(κil + κis)σn−3(κ|1ilis) + σn−2(κ|1)
)
=
(
2σn−1(κ|1) + κilσn−2(κ|1)
)
σn−k−1(κ|1i2 · · · ik)
+ (k − 1)σn−2(κ|1)σn−k(κ|1i2 · · · ik)
+ σn−k(κ|1i2 · · · ik)
k∑
s=2
[
σn−2(κ|1is) + σn−2(κ|1il)
]
.
Since
k∑
l=2
k∑
s=2
[
σn−2(κ|1is) + σn−2(κ|1il)
]
= 2(k − 1)
k∑
s=2
σn−2(κ|1is),(5.13)
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equations (5.10), (5.12), and (5.13) yield∑
il∈|Ik|
DB,A(Ik; il)(5.14)
=(2κ1)
k−2σk−3n−2(κ|1)
{
(k − 1)2σn−2(κ|1)σn−k(κ|1i2 · · · ik)
+
[
2(k − 1)σn−1(κ|1) + σn−2(κ|1)
k∑
l=2
κil
]
σn−k−1(κ|1i2 · · · ik)
+2(k − 1)σn−k(κ|1i2 · · · ik)
k∑
s=2
σn−2(κ|1is)
}
.
Using Lemma 17 we obtain,∑
il∈|Ik|
DB,A(Ik; il)
=(2κ1)
k−2σk−3n−2(κ|1)
{
(k − 1)(k + 1)σn−2(κ|1)σn−k(κ|1i2 · · · ik)
+σn−2(κ|1)
k∑
l=2
κilσn−k−1(κ|1i2 · · · ik)
}
=(2κ1)
k−2σk−2n−2(κ|1)
[
k(k − 1)σn−k(κ|1i2 · · · ik) +
k∑
s=2
σn−k(κ|1i2 · · · iˆs · · · ik)
]
.

Lemma 19. For any integer 2 6 s 6 k, we have
∑
Ik∈Ik
∑
Js∈Js(Ik)
s∑
l=2
DB,A(Js; jl)
=
(n+ 1)(s − 1)(n − s)!
(k − s)!(n− k)! (2κ1)
s−2σs−2n−2(κ|1)σn−s(κ|1).
Proof. By Lemma 18, we have
∑
Ik∈Ik
∑
Js∈Js(Ik)
s∑
l=2
DB,A(Js; jl)
=
∑
Ik∈Ik
∑
Js∈Js(Ik)
(2κ1)
s−2σs−2n−2(κ|1)
×
[
s(s− 1)σn−s(κ|1j2 · · · js) +
s∑
l=2
σn−s(κ|1j2 · · · jˆl · · · js)
]
=
(n+ 1)(s − 1)(n − s)!
(k − s)!(n − k)! (2κ1)
s−2σs−2n−2(κ|1)σn−s(κ|1).
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
In Lemma 20 and 21, we are going to compute the “mixed” principal minors of typeDB,A(Ik; ipiq).
Lemma 20. For the multiple index Ik = (i2, i3, · · · , ik) ∈ Ik and k > 3, we have
DB,A(Ik; ipiq)
=− (2κ1)k−3σk−3n−2(κ|1)
(
κip − κiq
)2
σn−3(κ|1ipiq)σn−k(κ|1i2 · · · ik),
where ip, iq ∈ |Ik| and ip < iq.
Proof. For any 2 6 s < t 6 k, let’s denote
detMst =
det


bi2i2 bi2i3 · · · bi2is−1 bi2is+1 · · · bi2it−1 bi2it+1 · · · bi2ik
bi3i2 bi3i3 · · · bi3is−1 bi3is+1 · · · bi3it−1 bi3it+1 · · · bi3ik
...
...
. . .
...
...
. . .
...
...
. . .
...
bip−1i2 bip−1i3 · · · bip−1is−1 bip−1is+1 · · · bip−1it−1 bip−1it+1 · · · bip−1ik
bip+1i2 bip+1i3 · · · bip+1is−1 bip+1is+1 · · · bip+1it−1 bip+1it+1 · · · bip+1ik
...
...
. . .
...
...
. . .
...
...
. . .
...
biq−1i2 biq−1i3 · · · biq−1is−1 biq−1is+1 · · · biq−1it−1 biq−1it+1 · · · biq−1ik
biq+1i2 biq+1i3 · · · biq+1is−1 biq+1is+1 · · · biq+1it−1 biq+1it+1 · · · biq+1ik
...
...
. . .
...
...
. . .
...
...
. . .
...
biki2 biki3 · · · bikis−1 bikis+1 · · · bikit−1 bikit+1 · · · bikik


.
Then we have
DB,A(Ik; ipiq)
=
k∑
s=2
(−1)q−1+s−1aiqis

 ∑
t<s,26t6k
(−1)p−1+t−1aipit detMts
+
∑
t>s,26t6k
(−1)p−1+t−2aipit detMst

 .
Therefore, in order to calculate DB,A(Ik; ipiq), we need to figure out the value of detMst first.
In the following, we will calculate detMst for different values of s, t.
(1) If t < p, we can see that the (s− 1)-th row and (t− 1)-th row ofMst are
(5.15)
(bisi2 , bisi3 , · · · , bisis−1 , bisis+1 , · · · , bisit−1 , bisit+1 , · · · , bisik)
=− 2κ1
(
σn−3(κ|1isi2), σn−3(κ|1isi3), · · · , σn−3(κ|1is, is−1), σn−3(κ|1isis+1), · · · ,
σn−3(κ|1isit−1), σn−3(κ|1isit+1), · · · , σn−3(κ|1isik)
)
,
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and
(5.16)
(biti2 , biti3 , · · · , bitis−1 , bitis+1 , · · · , bitit−1 , bitit+1 , · · · , bitik)
=− 2κ1
(
σn−3(κ|1iti2), σn−3(κ|1iti3), · · · , σn−3(κ|1itis−1), σn−3(κ|1itis+1), · · · ,
σn−3(κ|1itit−1), σn−3(κ|1itit+1), · · · , σn−3(κ|1itik)
)
.
We note that the vector in (5.15) multiplying by κs is equal to the vector in (5.16) multiplying by
κt. Thus, the (s − 1)-th row and the (t − 1)-th row of Mst are linearly dependent, which implies
detMst = 0.
(2) If t = p, by Lemma 12 we have
detMst = (−1)q−2+s−1(2κ1)k−3σk−4n−2(κ|1)σn−k+1(κ|1i2 · · · iˆp · · · ik).
(3) If p < t < q and s 6= p, similar to the case (1), we have detMst = 0.
(4) If p < t < q and s = p, similar to case (2), we have
detMst = (−1)q−2+t−2(2κ1)k−3σk−4n−2(κ|1)σn−k+1(κ|1i2 · · · iˆp · · · ik).
(5) If t = q and s 6= p, by Lemma 12, we have
detMst = (−1)p−1+s−1(2κ1)k−3σk−4n−2(κ|1)σn−k+1(κ|1i2 · · · iˆq · · · ik).
(6) If t = q and s = p, by Lemma 12, we have
detMst = (2κ1)
k−3σk−4n−2(κ|1)σn−k+1(κ|1i2 · · · iˆp · · · iˆq · · · ik),
(7) If t > q and s 6= p or q, similar to the case (1), we have detMst = 0.
(8) If t > q and s = p, similar to the case (2), we have
detMst = (−1)q−2+t−2(2κ1)k−3σk−4n−2(κ|1)σn−k+1(κ|1i2 · · · iˆp · · · ik).
(9) If t > q and s = q, similar to the case (5), we have
detMst = (−1)p−1+t−2(2κ1)k−3σk−4n−2(κ|1)σn−k+1(κ|1i2 · · · iˆq · · · ik).
In view of the above calculation, if {s, t} ∩ {ip, iq} = ∅, we have detMst = 0. Therefore, the
expansion of DB,A(Ik; ipiq) becomes
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(5.17)
DB,A(Ik; ipiq)
=
k∑
s=2
(−1)q−1+s−1aiqis

 ∑
t<s,26t6k
(−1)p−1+t−1aipit detMts
+
∑
t>s,26t6k
(−1)p−1+t−2aipit detMst


= (−1)p+q
k∑
s=2
(∑
t<s
(−1)s+taiqisaipitMts −
∑
t>s
(−1)s+taiqisaipit detMst
)
= (−1)p+q
∑
s<t,26s,t6k
(−1)s+t (aipisaiqit − aiqisaipit) detMst
= −
∑
s<t=p
(
aipisaiqip − aiqisaipip
)
(2κ1)
k−3σk−4n−2(κ|1)σn−k+1(κ|1i2 · · · iˆp · · · ik)
+
∑
s 6=p,s<t=q
(
aipisaiqiq − aiqisaipiq
)
(2κ1)
k−3σk−4n−2(κ|1)σn−k+1(κ|1i2 · · · iˆq · · · ik)
+
∑
s=p,t=q
(
aipipaiqiq − aiqipaipiq
)
(2κ1)
k−3σk−4n−2(κ|1)σn−k+1(κ|1i2 · · · iˆp · · · iˆq · · · ik)
+
∑
s=p<t,t6=q
(
aipipaiqit − aiqipaipit
)
(2κ1)
k−3σk−4n−2(κ|1)σn−k+1(κ|1i2 · · · iˆp · · · ik)
−
∑
s=q,t>q
(
aipiqaiqit − aiqiqaipit
)
(2κ1)
k−3σk−4n−2(κ|1)σn−k+1(κ|1i2 · · · iˆq · · · ik)
= (2κ1)
k−3σk−4n−2(κ|1)
{ ∑
s 6=p,q
(
aiqisaipip − aipisaiqip
)
σn−k+1(κ|1i2 · · · iˆp · · · ik)
+
∑
s 6=p,q
(
aipisaiqiq − aiqisaipiq
)
σn−k+1(κ|1i2 · · · iˆq · · · ik)
+
(
aipipaiqiq − aiqipaipiq
)
σn−k+1(κ|1i2 · · · iˆp · · · iˆq · · · ik)
}
.
Using the definition of apq, for s 6= p, q, we have
(5.18)
aiqisaipip − aipisaiqip
=
(
σn−2(κ|1iq) + σn−2(κ|1is) + σn−2(κ|1)
)(
2σn−2(κ|1ip) + σn−2(κ|1)
)
−
(
σn−2(κ|1ip) + σn−2(κ|1is) + σn−2(κ|1)
)
×
(
σn−2(κ|1ip) + σn−2(κ|1iq) + σn−2(κ|1)
)
=
[
σn−2(κ|1iq)− σn−2(κ|1ip)
][
σn−2(κ|1ip)− σn−2(κ|1is)
]
.
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Similarly we can compute,
(5.19)
aipisaiqiq − aiqisaipiq
=
[
σn−2(κ|1ip)− σn−2(κ|1iq)
][
σn−2(κ|1iq)− σn−2(κ|1is)
]
.
Combining equation (5.18) and (5.19) we have,
κip
[
aiqisaipip − aipisaiqip
]
+ κiq
[
aipisaiqiq − aiqisaipiq
]
(5.20)
= σn−2(κ|1is)(κiq − κip)
[
σn−2(κ|1iq)− σn−2(κ|1ip)
]
= −σn−2(κ|1is)(κiq − κip)2σn−3(κ|1ipiq).
For the case when s is equal to p or q we have
aipipaiqiq − aiqipaipiq(5.21)
=
(
2σn−2(κ|1ip) + σn−2(κ|1)
)(
2σn−2(κ|1iq) + σn−2(κ|1)
)
−
(
σn−2(κ|1ip) + σn−2(κ|1iq) + σn−2(κ|1)
)2
= −
(
σn−2(κ|1ip)− σn−2(κ|1iq)
)2
= −(κiq − κip)2σ2n−3(κ|1ipiq).
Therefore, by (5.17), (5.20) and (5.21), we obtain
DB,A(Ik; ipiq)
=(2κ1)
k−3σk−4n−2(κ|1)
{
σn−k(κ|1i2 · · · ik)
∑
s 6=p,q
[
κip
(
aiqisaipip − aipisaiqip
)
+ κiq
(
aipisaiqiq − aiqisaipiq
) ]
+
(
aipipaiqiq − aiqipaipiq
) (
κipκiqσn−k−1(κ|1i2 · · · ik) + (κip + κiq )σn−k(κ|1i2 · · · ik)
) }
=− (2κ1)k−3σk−4n−2(κ|1)(κiq − κip)2σn−3(κ|1ipiq)
{
σn−k(κ|1i2 · · · ik)
∑
s 6=p,q
σn−2(κ|1is)
+ σn−k−1(κ|1i2 · · · ik)σn−1(κ|1) + (σn−2(κ|1ip) + σn−2(κ|1iq))σn−k(κ|1i2 · · · ik))
}
=− (2κ1)k−3σk−3n−2(κ|1)(κiq − κip)2σn−3(κ|1ipiq)σn−k(κ|1i2 · · · ik).
Here in the last step, we used Lemma 17. 
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Lemma 21. For the multiple index Ik = (i2, i3, · · · , ik) ∈ Ik, k > 3 and any integer 3 6 s 6 k,
we have
∑
Ik∈Ik
∑
Js∈Js(Ik)
∑
jp,jq∈|Js|,jp<jq
DB,A(Js; jpjq)
=
(n− 1)(s − 1)(n − s)!
(k − s)!(n− k)! (2κ1)
s−3σs−3n−2(κ|1)σn−1(κ|1)σn−s(κ|1)
− (n− s+ 1)!
(k − s)!(n− k)! (2κ1)
s−3σs−2n−2(κ|1)σn−s+1(κ|1).
Proof. By a straightforward calculation we get
(5.22)
∑
jp,jq∈|Js|,jp<jq
(κjp − κjq)2σn−3(κ|1jpjq)
=
∑
jp,jq∈|Js|,jp<jq
(κ2jp + κ
2
jq − 2κjpκjq)σn−3(κ|1jpjq)
=
∑
jp∈|Js|
κjp
∑
jq∈|Js|,jq 6=jp
σn−2(κ|1jq)−
∑
jq 6=jp
σn−1(κ|1)
=
∑
jp∈|Js|
κjp
∑
jq∈|Js|
σn−2(κ|1jq)− (s− 1)2σn−1(κ|1).
Moreover, we have
(5.23)
σn−s(κ|1j2 · · · js)
∑
jp∈|Js|
κjp
∑
jq∈|Js|
σn−2(κ|1jq)
=
∑
jp∈|Js|
σn−s+1(κ|1j2 · · · jˆp · · · js)
∑
jq∈|Js|
σn−2(κ|1jq)
=
∑
jp∈|Js|
σn−s+1(κ|1j2 · · · jˆp · · · js)
(
σn−2(κ|1) −
∑
jq∈|In|\|Js|
σn−2(κ|1jq)
)
=σn−2(κ|1)
∑
jp∈|Js|
σn−s+1(κ|1j2 · · · jˆp · · · js)
−
∑
jp∈|Js|
∑
jq∈|In|\|Js|
σn−s(κ|1j2 · · · jˆp · · · jsjq)σn−1(κ|1).
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Thus, using equation (5.22) and (5.23) we get
(5.24)
∑
Ik∈Ik
∑
Js∈Js(Ik)
∑
jp,jq∈|Js|,jp<jq
σn−s(κ|1j2 · · · js)(κjp − κjq )2σn−3(κ|1jpjq)
=
∑
Ik∈Ik
∑
Js∈Js(Ik)
σn−2(κ|1)
∑
jp∈|Js|
σn−s+1(κ|1j2 · · · jˆp · · · js)
−
∑
Ik∈Ik
∑
Js∈Js(Ik)
∑
jp∈|Js|
∑
jq∈|In|\|Js|
σn−s(κ|1j2 · · · jˆp · · · jsjq)σn−1(κ|1)
−
∑
Ik∈Ik
∑
Js∈Js(Ik)
(s− 1)2σn−1(κ|1)σn−s(κ|1j2 · · · js)
=
(s − 1)Cs−1k−1Ck−1n−1
Cn−s+1n−1
σn−2(κ|1)σn−s+1(κ|1)
− (n− s)(s− 1)C
s−1
k−1C
k−1
n−1
Cn−sn−1
σn−1(κ|1)σn−s(κ|1)
− (s− 1)
2Cs−1k−1C
k−1
n−1
Cn−sn−1
σn−1(κ|1)σn−s(κ|1)
=
(n− s+ 1)!
(k − s)!(n− k)!σn−2(κ|1)σn−s+1(κ|1)
− (n− 1)(s − 1)(n − s)!
(k − s)!(n − k)! σn−1(κ|1)σn−s(κ|1).
Lemma 21 follows from equation (5.24) and Lemma 20 directly. 
Now, let’s come back to the matrix S and prove Lemma 11.
Proof. (Proof of Lemma 11) By basic Linear Algebra we know, given any multiple index Ik =
(i2, i3, · · · , ik) ∈ Ik we have,
DS(Ik)(5.25)
= DA+B(Ik) +
∑
Jk−1∈Jk−1(Ik)
DA+B(Jk−1)σ1n−2(κ|1)
+
∑
Jk−2∈Jk−2(Ik)
DA+B(Jk−2)σ2n−2(κ|1) + · · ·+
∑
Js∈Js(Ik)
DA+B(Js)σ
k−s
n−2(κ|1)
+ · · ·+
∑
J2∈J2(Ik)
DA+B(J2)σ
k−2
n−2(κ|1) + σk−1n−2(κ|1).
By (5.4), for any multiple index Js = (j2, · · · , js) ∈ Js(Ik), we have
DA+B(Js) = DB(Js) +
s∑
l=2
DB,A(Js; jl) +
∑
j26jp<jq6js
DB,A(Js; jpjq).
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Thus, for 3 6 s 6 k, using Lemma 16, Lemma 19, and Lemma 21 we obtain,
∑
Ik∈Ik
∑
Js∈Js(Ik)
DA+B(Js)(5.26)
=
∑
Ik∈Ik
∑
Js∈Js(Ik)
DB(Js) +
∑
Ik∈Ik
∑
Js∈Js(Ik)
∑
jl∈|Js|
DB,A(Js; jl)
+
∑
Ik∈Ik
∑
Js∈Js(Ik)
∑
jp<jq,jpjq∈|Js|
DB,A(Js; jpjq)
=
s(n− s)!
(k − s)!(n− k)! (2κ1)
s−1σs−2n−2(κ|1)σn−s−1(κ|1)
+
(n+ 1)(s − 1)(n − s)!
(k − s)!(n− k)! (2κ1)
s−2σs−2n−2(κ|1)σn−s(κ|1)
+
(n− 1)(s − 1)(n − s)!
(k − s)!(n− k)! (2κ1)
s−3σs−3n−2(κ|1)σn−1(κ|1)σn−s(κ|1)
− (n− s+ 1)!
(k − s)!(n− k)! (2κ1)
s−3σs−2n−2(κ|1)σn−s+1(κ|1).
For s = 2 and 3 6 k 6 n, the third term of DA+B(Js) does not appear. Thus, we have
∑
Ik∈Ik
∑
Js∈Js(Ik)
DA+B(Js)(5.27)
=
∑
Ik∈Ik
∑
Js∈Js(Ik)
DB(Js) +
∑
Ik∈Ik
∑
Js∈Js(Ik)
∑
jl∈|Js|
DB,A(Js; jl)
=
s(n− s)!
(k − s)!(n− k)! (2κ1)
s−1σs−2n−2(κ|1)σn−s−1(κ|1)
+
(n+ 1)(s − 1)(n− s)!
(k − s)!(n − k)! (2κ1)
s−2σs−2n−2(κ|1)σn−s(κ|1).
We want to rewrite
∑
Ik∈Ik DS(Ik) as a polynomial of the variable 2κ1. Let’s calculate the
coefficient of (2κ1)
i for i = 0, 1, · · · , k − 1.
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By equation (5.26), the coefficient of (2κ1)
s−3 for 3 6 s 6 k is
(5.28)
(s− 2)(n − s+ 2)!
(k − s+ 2)!(n − k)! (2κ1)
s−3σs−4n−2(κ|1)σn−s+1(κ|1) · σk−s+2n−2 (κ|1)
+
(n+ 1)(s − 2)(n − s+ 1)!
(k − s+ 1)!(n − k)! (2κ1)
s−3σs−3n−2(κ|1)σn−s+1(κ|1) · σk−s+1n−2 (κ|1)
+
(n− 1)(s − 1)(n − s)!
(k − s)!(n− k)! (2κ1)
s−3σs−3n−2(κ|1)σn−1(κ|1)σn−s(κ|1) · σk−sn−2(κ|1)
− (n− s+ 1)!
(k − s)!(n− k)! (2κ1)
s−3σs−2n−2(κ|1)σn−s+1(κ|1) · σk−sn−2(κ|1)
=(2κ1)
s−3σk−3n−2(κ|1)
[
P (s− 3)σn−2(κ|1)σn−s+1(κ|1) +Q(s− 3)σn−1(κ|1)σn−s(κ|1)
]
,
where the functions P (s− 3) and Q(s− 3) are defined by
P (s− 3) = (s − 2)(n − s+ 2)!
(k − s+ 2)!(n − k)! +
(n+ 1)(s − 2)(n − s+ 1)!
(k − s+ 1)!(n − k)! −
(n− s+ 1)!
(k − s)!(n− k)! ,
and
Q(s− 3) = (n− 1)(s − 1)(n − s)!
(k − s)!(n− k)! .
The coefficient of (2κ1)
k−2 is
(5.29)
(k − 1)(n − k + 1)(2κ1)k−2σk−3n−2(κ|1)σn−k(κ|1)σn−2(κ|1)
+ (n+ 1)(k − 1)(2κ1)k−2σk−2n−2(κ|1)σn−k(κ|1)
=(k − 1)(2n + 2− k)(2κ1)k−2σk−2n−2(κ|1)σn−k(κ|1).
The coefficient of (2κ1)
k−1 is
(5.30) k(2κ1)
k−1σk−2n−2(κ|1)σn−k−1(κ|1).
We substitute (5.28), (5.29), and (5.30) into (5.25), then sum over Ik ∈ Ik, k > 3, and get,
(5.31)
∑
Ik∈Ik
DS(Ik)
=
k−3∑
s=0
(2κ1)
sσk−3n−2(κ|1)
[
P (s)σn−2(κ|1)σn−s−2(κ|1) +Q(s)σn−1(κ|1)σn−s−3(κ|1)
]
+ (k − 1)(2n + 2− k)(2κ1)k−2σk−2n−2(κ|1)σn−k(κ|1)
+ k(2κ1)
k−1σk−2n−2(κ|1)σn−k−1(κ|1).
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Since we assume κ1 > 0, the last two terms are non negative. We only need to analyze the first
term. Note that
P (s) >
(n+ 1)(s + 1)(n − s− 2)!
(k − s− 2)!(n − k)! −
(n− s− 2)!
(k − s− 3)!(n − k)!
=
(n− s− 2)!
(k − s− 2)!(n − k)! [(n + 1)(s + 1)− k + s+ 2]
> 0.
If σn−1(κ|1) > 0, then we obtain for k > 3
∑
Ik∈Ik
DS(Ik) > 0.
If σn−1(κ|1) < 0, using the identity
κ1σn−2(κ|1) = σn−1 − σn−1(κ|1) > −σn−1(κ|1) > 0,
(5.31) becomes
∑
Ik∈Ik
DS(Ik)(5.32)
= σk−3n−2(κ|1)
[
k−3∑
s=1
2(2κ1)
s−1P (s)
(
κ1σn−2(κ|1)
)
σn−s−2(κ|1)
+
k−3∑
s=0
(2κ1)
sQ(s)σn−1(κ|1)σn−s−3(κ|1)
]
+2(k − 1)(2n + 2− k)(2κ1)k−3σk−3n−2(κ|1)
(
κ1σn−2(κ|1)
)
σn−k(κ|1)
+k(2κ1)
k−1σk−2n−2(κ|1)σn−k−1(κ|1)
> σk−3n−2(κ|1)
[
k−3∑
s=1
2(2κ1)
s−1P (s)
(
− σn−1(κ|1)
)
σn−s−2(κ|1)
+
k−3∑
s=0
(2κ1)
sQ(s)σn−1(κ|1)σn−s−3(κ|1)
]
+2(k − 1)(2n + 2− k)(2κ1)k−3σk−3n−2(κ|1)
(
− σn−1(κ|1)
)
σn−k(κ|1)
+k(2κ1)
k−1σk−2n−2(κ|1)σn−k−1(κ|1)
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> σk−3n−2(κ|1)
k−4∑
s=0
(2κ1)
s
(
2P (s + 1)−Q(s)
)(
− σn−1(κ|1)
)
σn−s−3(κ|1)
+
(
2(k − 1)(2n + 2− k)−Q(k − 3)
)
(2κ1)
k−3σk−3n−2(κ|1)
×
(
− σn−1(κ|1)
)
σn−k(κ|1).
It’s easy to see that
2(k − 1)(2n + 2− k)−Q(k − 3)(5.33)
= (k − 1)
(
2(2n + 2− k)− (n − 1)
)
> 0.
Moreover, for 0 6 s 6 k − 4, we have
2P (s + 1)−Q(s)(5.34)
=
(n− s− 3)!(s + 2)
(k − s− 3)!(n − k)!
[
2
(
n− s− 2
k − s− 2 + (n+ 1)−
k − s− 3
s+ 2
)
− (n− 1)
]
>
(n− s− 3)!(s + 2)
(k − s− 3)!(n − k)!
[
2(n+ 1)− 2(k − s− 3)
s+ 2
− (n− 1)
]
>
(n− s− 3)!(s + 2)
(k − s− 3)!(n − k)!
[
(n+ 1)− (k − s− 3)
]
> 0.
Combining (5.32) with (5.33) and (5.34), we obtain if σn−1(κ|1) 6 0 and k > 3,∑
Ik∈Ik
DS(Ik) > 0.
Therefore, we have proved for 2 6 m 6 n − 1 the sum of all m-th principal minors of matrix S
is nonnegative. When m = 1, by the definition of S, we get
∑
I2∈I2
DS(I2) =
n∑
p=2
spp > 0 directly.
This completes the proof of Lemma 11. 
Lemma 10 and Lemma 11 proved that the matrix S is a semi-positive matrix. This together with
our analysis in Section 3 yields Theorem 8.
6. BOUNDED PRINCIPAL CURVATURES IMPLIES CONVEXITY
In this section, we will study the convexity of the admissible hypersurface Mu with bounded
principal curvatures. More precisely, we will prove that every spacelike hypersurfaces Mu that
satisfies κ[Mu] ∈ Γn−1, σn−1(κ[Mu]) = 1, and |κ[Mu]| < C must be convex.
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Following, Cheng-Yau [7], we first prove the induced metric on Mu is complete. Due to our
assumption on the principal curvatures, the proof here is much easier than it is in Cheng-Yau [7].
For readers’ convenience, we will include it here.
Recall that the Minkowski distance is defined by
2z(X) = ‖X‖2 = 〈X,X〉2 =
n∑
i=1
x2i − x2n+1, X ∈ Rn,1.
Cheng-Yau (see Proposition 1 in [7]) have shown the following: For a spacelike hypersurface M
in Rn,1 which is closed with respect to the Euclidean topology, if the origin 0 ∈ M, then z is a
proper function defined on M. Here being “proper” means that for any given constant c > 0, the
set {X ∈ M ⊂ Rn,1|z(X) 6 c} is compact. In general, if 0 6∈ M, without loss of generality, we
may assume P = (0, ξ) ∈ M. Then, we can modify the function z to be
2z(X) = ‖X˜‖2 = ‖X − ξE‖2 ,
and show the set {X ∈ M ⊂ Rn,1|z(X) 6 c} is compact. Therefore, in the following, we will
always assume 0 ∈ M.
Proposition 22. Let M ∈ Rn,1 be a spacelike hypersurface with bounded principal curvatures,
i.e., |κ[M]| 6 C0. Then there is a constant C only depending on C0 such that
|∇z(X)|2 6 C(z(X) + 1)2, for X ∈M.(6.1)
Proof. In the following, for any c > 0, we denote Mc := {X ∈ M|z(X) 6 c
2
}. Note that by
earlier discussion we know thatM2c is compact. Considering an auxiliary function
φ(X) = (c− z)2 |∇z|
2
(z + 1)2
.
It is obvious that φ achieves its maximum value at some interior point P0 ∈ M2c. Let {τ1, · · · , τn}
be an orthonormal frame at P0. Now, we differentiate log φ at P0 and get,
2
−zi
c− z +
2
∑
k zkzki
|∇z|2 − 2
zi
z + 1
= 0.(6.2)
By a straightforward calculation we have
zi = 〈X, τi〉 , zij = δij − hij 〈X, ν〉 .(6.3)
Moreover, since z > 0, we obtain
〈X, ν〉2 6
∑
i
〈X, τi〉2 .(6.4)
We may choose an orthonormal coordinate at P0 such that
z1 = |∇z|, and zi = 0 for i 6= 1.
CONSTANT HESSIAN CURVATURE HYPERSURFACE IN THE MINKOWSKI SPACE 35
We may also rotate {τ2, · · · , τn} such that
hij = hiiδij for i, j > 2.
Thus, using (6.2) we get ,
(6.5) 2
−z1
c− z +
2z1z11
|∇z|2 − 2
z1
z + 1
= 0
and
(6.6)
2z1z1i
|∇z|2 = 0, for i > 2.
This implies
z11 =
|∇z|2
c− z +
|∇z|2
z + 1
.(6.7)
Without loss of generality we may assume z1 = |∇z| > 1 at P0. Since we are working on hyper-
surfaces with bounded curvatures, using (6.3), we have
|∇z|2
z + 1
6 z11 6 1 + |h11|| 〈X, ν〉 | 6 1 +C| 〈X, ν〉 |.
By (6.4) we know | 〈X, ν〉 | 6 |∇z|, thus at P0 we have
|∇z|
z + 1
6 C.(6.8)
This yields that
(c− z)2 |∇z|
2
(z + 1)2
6 c2C2.
Therefore, onMc we have
|∇z|2 6 4C2|z + 1|2.
Since c > 0 is arbitrary, we proved (6.1). 
Now by the same argument as in [7] and [25], we have
Corollary 23. Let M ∈ Rn,1 be a spacelike hypersurface which is closed with respect to the
Euclidean topology. Suppose M has bounded principal curvatures. Then, M is complete with
respect to the induced metric.
Remark 24. Proposition 22 and Corollary 23 give a different proof of the completeness of spacelike
hypersurfaces with constant Gauss-Kronecker curvature and bounded principal curvatures (see
Proposition 5.2 in [22]).
Lemma 25. Let M be an (n − 1)-convex, spacelike hypersurface with bounded principal curva-
tures, andM satisfies equation (1.2). ThenM is convex.
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Proof. Recall Theorem 8 we have,
σijn−1(σn)ij 6 σ1σn−1σn − n2σ2n.(6.9)
Given a point P ∈ M, we can define the distance function onM
r(X) = d(P,X),
where X ∈ M. By Corollary 23 we know that M is complete. Therefore, for any a > 0, let
Ba := {X ∈ M|r(X) < a} be the geodesic ball centered at P with radius a, then Ba is compact.
Now, we define an open subdomain ofM
Ω = {X ∈ M|σn(κ[M(X)]) < 0}.
Without loss of generality we assume Ω 6= ∅, otherwise, we would be done. Considering the
auxiliary function
ϕ = −η2(X)σn(X)
on Ω, where η = a2 − r2(X) is the cutoff function and σn(X) = σ(κ[M(X)]). It is obvious that
the function ϕ achieves its maximum at an interior point X0 in Ω ∩ Ba. Moreover, use the same
argument as [8], we can assume η is differentiable near X0. Now, we choose a local orthonormal
frame near X0 such that at X0, hij = κiδij . Differentiating logϕ at X0 twice we get,
(σn)i
σn
+ 2
ηi
η
= 0;(6.10)
(σn)ii
σn
− (σn)
2
i
σ2n
+ 2
ηii
η
− 2η
2
i
η2
6 0.(6.11)
Contracting (6.11) with σiin−1 and applying (6.10) yields,
σiin−1(σn)ii
σn
6 −2σ
ii
n−1ηii
η
+ 6
σiin−1η
2
i
η2
.
Combining with (6.9), we have
η2σ1σn−1 + n2ϕ 6 −2ησiin−1ηii + 6σiin−1η2i(6.12)
= 4rησiin−1rii + (4η + 24r
2)σiin−1r
2
i .
Since |∇r| = 1, by our assumption thatM has bounded principal curvatures, we can see in Ba,
(4η + 24r2)σiin−1r
2
i 6 Ca
2,
where the constant C depends on κ[M]. To deal with the term rii, we will use the Hessian compar-
ison theorem. Since the sectional curvature ofM satisfies
Rijij = −hiihjj > −C,
we have
rii 6
n− 1
r
(1 + Cr).
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This implies in Ba,
4rησiin−1rii 6 Ca
3,
where the constant C depends on κ[M]. Thus, we obtain for any a > 0 large in Ω ∩ Ba,
(6.13) ϕ(X) 6 Ca3.
Now, for any given point Y ∈ Ω ⊂M, we can take a > 0 sufficiently large such that Y ∈ Ω∩Ba/2.
Then, by (6.13) we have
−σn(Y ) 6 C
a
.
Let a go to infinity, we obtain
σn(Y ) = 0.
Hence, we conclude that Ω is an empty set. This proves Lemma 25. 
Now that we have proved the convexity ofM, we are in the position to prove Theorem 2 of the
introduction.
Proof. (proof of Theorem 2) In view of the formula (6.9), we know that for a convex hypersurface
M satisfying σn−1(κ[M]) = 1, if there is a degenerate point onM, i.e., σn = 0, then σn ≡ 0 on
M.We will show in this caseM =Mn−1 × R.
Let τ1 be the principal direction corresponding to the minimum principal curvature κ1 = 0. Then
τ1 is a smooth vector field on M. Let γ(s) be the integral curve of τ1, and Span{τ1, · · · , τn} =
TM. Then we have 〈∇¯τ1ν, τi〉 = 0 for 1 6 i 6 n,
where ν is the timelike unite normal ofM. Therefore, ν is a constant vector along γ(s). This implies
that γ(s) lies in the hyperplane P that is perpendicular to ν.
Now we can choose a coordinate such that
P = {x|xn+1 = 〈X,E〉 = 0}
and −〈X,E〉 > 0 for any X ∈ M, where E = (0, · · · , 0, 1). We claim γ(s) is a straight line. If
not, we can choose p, q ∈ γ(s). Since the straight line connects p, q is in the convex hull ofM, we
conclude that the flat region that is enclosed by the straight line connects p, q and γ(s) is part ofM,
i.e.,M has a flat side. This leads to a contradiction.
Therefore, γ(s) is a straight line. By Cheeger-Gromoll splitting theorem (see Theorem 2 in [4]),
we complete the proof of Theorem 2. 
7. THE GAUSS MAP AND LEGENDRE TRANSFORM
In this section, we will discuss properties of the Gauss map and the Legendre transform. We will
use these properties in later sections.
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7.1. The Gauss map. LetM be a spacelike hypersurface, ν(X) be the timelike unit normal vector
toM at X. It’s well known that the hyperbolic space Hn(−1) is canonically embedded in Rn,1 as
the hypersurface
〈X,X〉 = −1, xn+1 > 0.
By parallel translating to the origin we can regard ν(X) as a point inHn(−1). In this way, we define
the Gauss map:
G :M→ Hn(−1); X 7→ ν(X).
If we take the hyperplane P := {X = (x1, · · · , xn, xn+1)|xn+1 = 1} and consider the projection
of Hn(−1) from the origin into P. Then Hn(−1) is mapped in a one-to-one fashion onto an open
unit ball B1 := {ξ ∈ Rn|
∑
ξ2k < 1}. The map P is given by
P : Hn(−1)→ B1; (x1, · · · , xn+1) 7→ (ξ1, · · · , ξn),
where xn+1 =
√
1 + x21 + · · ·+ x2n, ξi = xixn+1 .We will call the map P ◦G :M→ B1 the Gauss
map and denote it by G for the sake of simplicity.
Next, let’s consider the support function ofM.We denote
v := 〈X, ν〉 = 1√
1− |Du|2
(∑
i
xi
∂u
∂xi
− u
)
.
Let {e1, · · · , en} be an orthonormal frame on Hn. We will also denote {e∗1, · · · , e∗n} the push-
forward of ei by the Gauss map G. Similar to the convex geometry case, we denote
Λij = vij − vδij
the hyperbolic Hessian. Here vij denote the covariant derivatives with respect to the hyperbolic
metric.
Let ∇¯ be the connection of the ambient space. Then, we have
vi = ∇¯e∗iX · ν +X · ∇¯eiν = X · ei,
this implies
X =
∑
i
viei − vν.
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Note that 〈ν, ν〉 = −1, thus we have,
∇¯e∗jX =
∑
k
(ej(vk)ek + vk∇¯ejek)− vjν − v∇¯ejν(7.1)
=
∑
k
(ej(vk)ek + vk∇ejek + vkδkjν)− vjν − vej
=
∑
k
Λkjek,
gij = ∇¯e∗iX · ∇¯e∗jX =
∑
k
ΛikΛkj ,(7.2)
hij = ∇¯e∗iX · ∇¯ejν = Λij .(7.3)
This implies that the eigenvalues of the hyperbolic Hessian are the curvature radius ofM. That is,
if the principal curvatures of M are (κ1, · · · , κn), then the eigenvalues of the hyperbolic Hessian
are
(
κ−11 , · · · , κ−1n
)
.
Moreover, it is clear that
(7.4) ∇¯ej ∇¯eiν = δijν,
this yields, for k = 1, 2 · · · , n+ 1,
(7.5) ∇¯ej∇¯eixk = xkδij ,
where xk is the coordinate function. These properties will be used in Section 9.
7.2. Legendre transform. Suppose M is a complete, noncompact, locally stictly convex, space-
like hypersurface. ThenM is the graph of a convex function
xn+1 = −〈X,E〉 = u(x1, · · · , xn),
where E = (0, · · · , 0, 1). Introduce the Legendre transform
ξi =
∂u
∂xi
, u∗ =
∑
xiξi − u.
From the theory of convex bodies we know that
Ω =
{
(ξ1, · · · , ξn)|ξi = ∂u
∂xi
(x), x ∈ Rn
}
is a convex domain.
In particular, let u(x) =
√
1 + |x|2, x ∈ Rn, be a hyperboloid with principal curvatures being
equal to 1, then it’s Legendre transform is u∗(ξ) = −
√
1− |ξ|2, ξ ∈ B1.
Next, we calculate the first and the second fundamental forms in terms of ξi. Since
xi =
∂u∗
∂ξi
, u =
∑
ξi
∂u∗
∂ξi
− u∗,
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and it is well known that (
∂2u
∂xi∂xj
)
=
(
∂2u∗
∂ξi∂ξj
)−1
.
We have, using the coordinate {ξ1, ξ2, · · · , ξn}, the first and second fundamental forms can be
rewritten as:
gij = δij − ξiξj, and hij = u
∗ij√
1− |ξ|2 ,
where
(
u∗ij
)
denotes the inverse matrix of (u∗ij) and |ξ|2 =
∑
i ξ
2
i . Now, let W denote the Wein-
garten matrix ofM, then
(W−1)ij =
√
1− |ξ|2giku∗kj.
From the discussion above we can see that ifMu = {(x, u(x))|x ∈ Rn} is a complete, strictly
convex, spacelike hypersurface satisfies σn−1(κ[M]) = 1, then the Legendre transform of u de-
noted by u∗, satisfies σnσ1 (κ
∗[w∗γ∗iku
∗
klγ
∗
lj ]) = 1. Here w
∗ =
√
1− |ξ|2 and γ∗ij = δij − ξiξj1+w∗ is the
square root of the matrix gij .
8. CONSTRUCTION OF σn−1 = 1 CONVEX HYPERSURFACES
Sections 8, 9, 10, and 11 will be devoted to the construction of complete, strictly convex, space-
like σn−1 = 1 hypersurfaces with bounded principal curvatures. There are a few difficulties we
need to conquer in this construction process. First, we need to make sure the hypersurface we con-
struct is strictly convex. Second, we need to show that the hypersurface we construct has bounded
principal curvatures. In order to overcome these difficulties, we will apply Anmin Li’s idea (see
[22]) to study the Legendre transform of the solution.
Let’s recall Theorem 3.1 in [22].
Theorem 26. (Theorem 3.1 in [22]) Let M be a closed, noncompact, spacelike, strictly convex
hypersurface. If there exists a constant d > 0 such that κi > d for all i = 1, 2, · · · , n everywhere
onM, then
1. The Gauss map G :M→ B1 is a diffeomorphism;
2. ϕ ∈ C0(∂B1), where ϕ = limξ→∂B1 u∗(ξ).
Here u∗ is the Legendre transform of the height function ofM.
From Theorem 26 and the discussion in Subsection 7.2, we know that for a closed, noncom-
pact, spacelike, strictly convex hypersurfaceM with principal curvatures bounded from below by a
positive constant, and satisfies
σn−1(κ[M]) = 1,
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its Legendre transform u∗ must satisfy the following equation:
(8.1)
{
F (w∗γ∗iku
∗
klγ
∗
lj) = 1, in B1
u∗ = ϕ, on ∂B1,
where ϕ ∈ C0(∂B1), w∗ =
√
1− |ξ|2, γ∗ik = δik − ξiξk1+w∗ , u∗kl = ∂
2u∗
∂ξk∂ξl
, and F (w∗γ∗iku
∗
klγ
∗
lj) =(
σn
σ1
(κ∗[w∗γ∗iku
∗
klγ
∗
lj ])
) 1
n−1
.
Due to technical issues, we cannot solve the Dirichlet problem with C0 boundary data. In the
following, we will study the existence of solutions to the following equation instead:
(8.2)
{
F (w∗γ∗iku
∗
klγ
∗
lj) = 1, in B1
u∗ = ϕ, on ∂B1,
where ϕ ∈ C2(∂B1).
Notice that equation (8.2) is degenerate on ∂B1. Therefore, we will consider the approximate
problem:
(8.3)
{
F (w∗γ∗iku
r∗
klγ
∗
lj) = 1, in Br
ur∗ = ϕ, on ∂Br,
where 0 < r < 1.
9. EXISTENCE OF SOLUTIONS TO EQUATION (8.3)
In this section, we will show that for each 0 < r < 1, there exists a solution to equation (8.3).
9.1. C0 estimates. Since ur∗ is a convex function we have
max
Br
ur∗ 6 max
∂Br
ϕ.
In order to show that ur∗ is bounded from below, similar to [22], we consider a special subsolution
of (8.2)
¯
u∗ = −n 1n−1
√
1− |ξ|2 + a1ξ1 + · · ·+ anξn + c,
where a1, · · · , an, c are constants such that
¯
u∗|∂B1 < inf
∂B1
ϕ.
Note that
¯
u∗ is the linear translation of the Legendre transform of a standard Hyperboloid whose
principal curvatures are equal to n−
1
n−1 . Then the maximum principle implies ur∗ >
¯
u∗ for any
0 < r < 1.
42 CHANGYU REN, ZHIZHANGWANG, AND LING XIAO
9.2. C1 estimates. By Section 2 of [6], for any 0 < r < 1, we can construct a subsolution
¯
ur∗
such that
(9.1)
{
F (w∗γ∗ik¯
ur∗klγ
∗
lj) > 1, in Br
¯
ur∗ = ϕ, on ∂Br.
Then by the convexity of ur∗ we have
|Dur∗| 6 max
∂Br
|D
¯
ur∗|.
9.3. C2 boundary estimates. For our convenience, in this subsection we will use the hyperbolic
model (see Subsection 7.1), and write equation (8.3) as follows:
(9.2)


F (vij − vδij) = 1, in Ur
v =
ϕ√
1− r2 , on ∂Ur.
where Ur = P
−1(Br) ⊂ Hn(−1). Here we want to point out that v = u∗√
1−|ξ|2 and ∂Ur ⊂ P =
{xn+1 = 1√1−r2}.
Equation of this type has been studied by Bo Guan in [12]. However, our function F is slightly
different from functions in [12]. More precisely, our function F doesn’t satisfy the assumption (1.7)
in [12]. Therefore, in order to obtain the C2 boundary estimates, we need to give a different proof
of Lemma 6.2 in [12].
Lemma 27. There exist some uniform positive constant t, δ, ǫ such that
h = (v − v) + t
(
1√
1− r2 − xn+1
)
satisfies
Lh 6 −a(1 +
∑
i
F ii), in Urδ,
and
h > 0, on ∂Urδ.
Here a > 0 is some positive constant, v is a subsolution, Lf := F ij∇ijf − f
∑
i F
ii, and Urδ :={
x ∈ Ur
∣∣∣ 1√
1−r2 − xn+1 < δ
}
.
Proof. When t large, δ > 0 small, it’s easy to see that we have h > 0 on ∂Urδ. Moreover, by
equation (7.5) we get
Lh 6 −t 1√
1− r2
∑
F ii − C,
where C depends on v. Therefore, we are done. 
We want to point out that the existence of subsolution v has been proved in Theorem 1.2 of [12].
The rest of C2 boundary estimates follows from [12] directly.
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9.4. Global C2 estimates. Just like before, since we don’t have the assumption (1.7) of [12], we
cannot apply the global C2 estimates there. We need another approach to prove the C2 estimate of
(8.3). In particular, we will study the Legendre transform of ur∗, which we will denote by ur. We
will also denote Ωr = Du
r∗(Br). Then, it’s easy to see that ur satisfies
(9.3) σn−1(κ[aij ]) = 1, in Ωr,
where aij =
γikur
kl
γlj
w , γ
ik = δik +
uri u
r
k
w(1+w) , and w =
√
1− |Dur|2.
Since the principal curvature lower bound of κ[aij ] implies the curvature radius upper bound of
κ∗[w∗γ∗iku
r∗
klγ
∗
lj ].We will consider
(9.4) φ = − log σn(κ1, · · · , κn)−N 〈ν,E〉 .
If φ achieves its maximum at an interior point x0 ∈ Ωr. Let {τ1, · · · , τn} be the orthonormal frame
such that hij = κiδij at X0 = (x0, u
r(x0)). Then at this point we have,
(9.5) φi = −(σn)i
σn
−Nhim 〈τm, E〉 = 0,
and
(9.6)
0 > σiin−1φii = −
σiin−1(σn)ii
σn
+
σiin−1(σn)
2
i
σ2n
−Nσiin−1κ2i 〈ν,E〉
= −σ
ii
n−1(σn)ii
σn
+ σiin−1N
2κ2i 〈τi, E〉2 −Nσiin−1κ2i 〈ν,E〉
> n2σn − σ1σn−1 −Nσ1σn−1 〈ν,E〉
> n2σn − σ1σn−1 +Nσ1σn−1 1√
1− |Du|2 ,
where we have used σiin−1hiik = 0 and Theorem 8.
ChoosingN = 2 leads to a contradiction. Therefore, we conclude that φ achieves its maximum at
the boundary ∂Ωr. Combining with the boundary C
2 estimates in Subsection 9.3, we obtain σn(κ
∗)
is bounded from above. Since
σn(κ∗)
σ1(κ∗)
= 1, we have σ1(κ
∗) is bounded from above. Therefore, we
obtain the C2 estimates for |D2ur∗|. By the standard continuity argument, we know that equation
(8.3) is solvable for any 0 < r < 1.
10. CONVERGENCE OF SOLUTIONS TO A STRICTLY CONVEX HYPERSURFACE
In this section we want to construct the solution to equation (8.2).
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10.1. Barrier function. First, recall section 4 of [22] we know that there exists a strictly convex
solution u¯∗0 ∈ C∞(B1) ∩ C0(B¯1) satisfies
(10.1)
{
det
(
w∗γ∗kiu
∗
klγ
∗
lj
)
= n
n
n−1 , in B1
u∗ = ϕ, on ∂B1.
By Maclaurin’s inequality, we know that u¯∗0 is a supersolution of equation (8.2). On the other hand,
consider the function
¯
u∗0 = −A
√
1− |ξ|2 + ϕ,
by a straightforward calculation we can see that, when A > 0 sufficiently large,
¯
u∗0 is a subsolution
of (8.2).
In this section we will consider the convergence of functions ur∗, where ur∗ satisfies
(10.2)
{
F (w∗γ∗iku
r∗
klγ
∗
lj) = 1, in Br
ur∗ = u¯∗0, on ∂Br.
Note that the existence of the solution to equation (10.2) has been proved in Section 9. In the
following, we will denote ur as the Legendre transform of ur∗,
¯
u0 as the Legendre transform of
¯
u∗0,
and u¯0 as the Legendre transform of u¯
∗
0.We will also denote Ωr = Du
r∗(Br) as the domain of ur.
We will show that there exists a subsequence of {ur} which converges locally smoothly to a strictly
convex function u. Moreover, u satisfies σn−1(κ[Mu]) = 1 and κ[Mu] 6 C.
10.2. Local C0 estimates. By the maximum principle we know that for any r > 0 we have
¯
u∗0 6
ur∗ 6 u¯∗0 everywhere. Therefore,
|ur∗| 6 C0.
Moreover, since ur∗ is convex we have, for any r > 1/2
|Dur∗(0)| 6 2 (max ur∗ −minur∗) 6 C1.
Note also that at the point whereminur is achieved we have Dur = 0. Thus,minur is achieved in
BC1(0) ⊂ Rn. On the other hand, when r > 1/2 we have,
|minur| = |0 ·Dur∗(0) − ur∗(0)| 6 C0.
These together with the fact that |Dur| < 1 yield in a ball of radius R > C1 we have
|ur| 6 C0 +R,
for any r > r0 > 1/2. Furthermore, from the discussion above, we know that by a coordinate
transformation, we may always assume 2C0 + 1 > u
r(0) > 1 and Dur(0) = 0.
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10.3. Local C1 estimates. Before we start to work on the derivative estimates, we need the fol-
lowing Lemma.
Lemma 28. Let ur∗ be the solution of (10.2) and ur be the Legendre transform of ur∗. Then,
ur|∂Ωr → +∞ as r → 1.
Proof. By Lemma 5.6 in [22] and the maximum principle we have
(10.3)
ur|∂Ωr = [ξ ·Dur∗(ξ)− ur∗(ξ)]|∂Br
> [ξ ·Du¯∗0(ξ)− u¯∗0(ξ)]|∂Br
>
d1√
1− r2 .
Therefore, it’s easy to see that ur|∂Ωr → +∞ as r → 1. 
Next, we will prove the local C1 estimates. In particular, let ur∗ be the solution of (10.2) for
r > 34 , and let u
r be the Lengendre transform of ur∗. we will obtain the interior gradient estimates
for ur.
Now let Sn−1(r) = {ξ ∈ Rn| ∑ ξ2i = r}, where 34 6 r 6 1. We denote the angular derivative
ξk
∂
∂ξl
−ξl ∂∂ξk on Sn−1(r) by ∂k,l, or simply by ∂, when no confusion arises. Then we have following
Lemmas.
Lemma 29. Let ur∗ be the solution of equation (10.2). Then, |∂ur∗| is bounded by a constant
depends on |u¯∗0|C1 . Moreover, this conclusion also holds for r = 1.
Proof. Without loss of generality, we assume that ∂ = ξ1
∂
∂ξ2
− ξ2 ∂∂ξ1 . Also, without causing any
confusion, we will drop the supscript r. By our equation (10.2) we have
F (γ∗iku
∗
klγ
∗
lj) =
1
w∗
.
Differentiating it with respect to ∂ we get
(10.4) F kl∂(γ∗iku
∗
ijγ
∗
lj) = 0.
Since
(10.5) ∂(γ∗kiu
∗
ijγ
∗
jl) = (∂γ
∗
ki)u
∗
ijγ
∗
jl + γ
∗
kiu
∗
ij(∂γ
∗
jl) + γ
∗
ki(∂u
∗
ij)γ
∗
jl,
we will compute these terms one by one.
First, we can see that
(10.6)
(∂u∗)ij = (ξ1∂2u∗ − ξ2∂1u∗)ij
= δ1iu
∗
2j + δ1ju
∗
2i − δ2iu∗1j − δ2ju∗1i + ξ1u∗2ij − ξ2u∗1ij .
Thus, we have
(10.7) γ∗ki(∂u
∗)ijγ∗jl = γ
∗
k1u
∗
2jγ
∗
jl + γ
∗
kiu
∗
2iγ
∗
1l − γ∗k2u∗1jγ∗jl − γ∗kiu∗1iγ∗2l + γ∗ki∂(u∗ij)γ∗jl.
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Next, we differentiate γ∗ki and get
(10.8)
∂γ∗ki = (ξ1∂2 − ξ2∂1)
(
δki − ξkξi
1 +w∗
)
= − 1
1 + w∗
(ξ1δk2ξi + ξ1ξkδi2 − ξ2δk1ξi − ξ2ξkδ1i)
= δk2γ
∗
1i + δi2γ
∗
1k − δk1γ∗2i − δ1iγ∗2k.
Hence, we have
(10.9)
(∂γ∗ki)u
∗
ijγ
∗
jl = δk2γ
∗
1iu
∗
ijγ
∗
jl + γ
∗
1ku
∗
2jγ
∗
jl
− δk1γ∗2iu∗ijγ∗jl − γ∗jlu∗1jγ∗2k.
Similarly, we have
(10.10) γ∗kiu
∗
ij(∂γ
∗
jl) = δl2γ
∗
1ju
∗
ijγ
∗
ik + γ
∗
1lu
∗
2iγ
∗
ik − δl1γ∗2ju∗ijγ∗ik − γ∗iku∗1iγ∗2l.
Therefore we conclude that,
(10.11)
∂(γ∗kiu
∗
ijγ
∗
jl) = δk2γ
∗
1iu
∗
ijγ
∗
jl − δk1γ∗2iu∗ijγ∗jl
+ γ∗ki(∂u
∗)ijγ∗jl + δl2γ
∗
1ju
∗
ijγ
∗
ik − δ1lγ∗2ju∗ijγ∗ik
Plugging equation (10.11) into (10.4) we get,
(10.12) F klγ∗li(∂u
∗)ijγ∗jk = 0.
Using the maximum principle we obtain
|∂u∗| 6 |u¯∗0|C1 .

Lemma 30. Let ur∗ be the solution of equation (10.2). Then, ∂2ur∗ is bounded above by a constant
depends on |u¯∗0|C2 . Moreover, this conclusion also holds for r = 1.
Proof. In this proof, without causing any confusion, we will drop the supscript r. Suppose {ξ1, · · · , ξn}
is a local coordinate and ξ is the position vector. We want to show for any angular derivative operator
∂ = 〈a, ξ〉〈b,D〉 − 〈b, ξ〉〈a,D〉,
we have
(10.13)
F kl(∂2akl) + F
pq,rs(∂apq)(∂ars) = F
klγ∗ki(∂
2u)ijγ
∗
jl + F
pq,rs(γ∗pi(∂u
∗)ijγ∗jq)(γ
∗
ri(∂u
∗)ijγ∗js).
Here a, b are two unit perpendicular vectors and D is the differential operator. If we denote
∂i,j = ξi
∂
∂ξj
− ξj ∂
∂ξi
= 〈 ∂
∂ξi
, ξ〉〈 ∂
∂ξj
,D〉 − 〈 ∂
∂ξj
, ξ〉〈 ∂
∂ξi
,D〉
and let
a =
∑
i
ai
∂
∂ξi
; b =
∑
j
bj
∂
∂ξj
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Then, we obtain
∂ =
∑
i,j
aibj∂i,j
and
∂2 =
∑
i,j,l,k
aibjalbk∂i,j∂l,k.
For our convenience, we will also denote akl = γ
∗
kiu
∗
ijγ
∗
jl. Note that F depends only on the eigen-
values of the matrix A = (akl), it is invariant under rotation of coordinates. Therefore, during
our calculations we can always assume A is diagonal, i.e., akl = κkδkl. In the following, we will
denote ∂0 = ξ1
∂
∂ξ2
− ξ2 ∂∂ξ1 , ∂1 = ξ1 ∂∂ξ3 − ξ3 ∂∂ξ1 , and ∂2 = ξ3 ∂∂ξ4 − ξ4 ∂∂ξ3 . We will also denote
a˜kl = γ
∗
ki(∂0u
∗)ijγ∗jl, a¯kl = γ
∗
ki(∂1u
∗)ijγ∗jl, and aˆkl = γ
∗
ki(∂2u
∗)ijγ∗jl It’s easy to see that, in order
to prove (10.13) we only need to show
F kl(∂20akl)+F
pq,rs(∂0apq)(∂0ars) = F
klγ∗ki(∂
2
0u)ijγ
∗
jl+F
pq,rs(γ∗pi(∂0u
∗)ijγ∗jq)(γ
∗
ri(∂0u
∗)ijγ∗js),
F kl(∂1∂0akl)+F
pq,rs(∂1apq)(∂0ars) = F
klγ∗ki(∂1∂0u)ijγ
∗
jl+F
pq,rs(γ∗pi(∂1u
∗)ijγ∗jq)(γ
∗
ri(∂0u
∗)ijγ∗js),
and
F kl(∂2∂0akl)+F
pq,rs(∂2apq)(∂0ars) = F
klγ∗ki(∂2∂0u)ijγ
∗
jl+F
pq,rs(γ∗pi(∂2u
∗)ijγ∗jq)(γ
∗
ri(∂0u
∗)ijγ∗js).
Following the notation in section 2, we define
f(κ[A]) = F (A).
First, differentiating (10.4) with respect to ∂0 twice we get
(10.14) F kl(∂20akl) + F
pq,rs(∂0apq)(∂0ars) = 0.
By (10.11) we get
(10.15) ∂0akl = δk2a1l − δk1a2l + δl2a1k − δl1a2k + a˜kl,
and
(10.16)
∂20akl = δk2(∂0a1l)− δk1(∂0a2l) + δl2(∂0a1k)− δl1(∂0a2k) + ∂0a˜kl
= δk2(∂0a1l)− δk1(∂0a2l) + δl2(∂0a1k)− δl1(∂0a2k)
+ δk2a˜1l − δk1a˜2l + δl2a˜1k − δl1a˜2k + γ∗ki(∂20u∗)ijγ∗jl.
Contracting (10.16) with F kl we obtain,
(10.17)
F kl(∂20akl) = 2
(−F 22a22 + F 22a11 − F 11a11 + F 11a22 + F 22a˜12 − F 11a˜21)
+ 2
(
F 22a˜12 − F 11a˜21
)
+ F klγ∗ki(∂
2
0u
∗)ijγ∗jl
= −2(f2 − f1)(κ2 − κ1) + 4(f2 − f1)a˜12 + F klγ∗ki(∂20u∗)ijγ∗jl.
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On the other hand by Lemma 7 we have,
(10.18)
F pq,rs(∂0apq)(∂0ars)
= F pq,rs (δp2a1q − δp1a2q + δq2a1p − δq1a2p + a˜pq)
× (δr2a1s − δr1a2s + δs2a1r − δs1a2r + a˜sr)
= F pp,rr (δp2a1p − δp1a2p + δp2a1p − δp1a2p + a˜pp)
× (δr2a1r − δr1a2r + δr2a1r − δr1a2r + a˜rr)
+
∑
p 6=r
fp − fr
κp − κr (δp2a1r − δp1a2r + δr2a1p − δr1a2p + a˜pr)
2
= F pq,rsa˜pqa˜rs + 2
f2 − f1
κ2 − κ1κ
2
1 + 2
f1 − f2
κ1 − κ2κ
2
2
− 4 f2 − f1
κ2 − κ1κ1κ2 + 4
f2 − f1
κ2 − κ1κ1a˜21 − 4
f1 − f2
κ1 − κ2κ2a˜12
= 2(f2 − f1)(κ2 − κ1)− 4(f2 − f1)a˜12 + F pq,rsa˜pqa˜rs.
Equations (10.17) and (10.18) yields
(10.19) 0 = F kl(∂20akl) + F
pq,rs(∂0apq)(∂0ars) = F
klγ∗ki(∂
2
0u)ijγ
∗
jl + F
pq,rsa˜pqa˜rs.
Next, we differentiate (10.4) with respect to ∂1∂0, this gives
(10.20) F kl(∂1∂0akl) + F
pq,rs(∂1apq)(∂0ars) = 0.
By a straightforward calculation we get
(10.21)
F kl∂1∂0akl = F
kl [δk2(−a3l + δl3a11 + a¯1l)
− δk1a¯2l + δl2(−a3k + δk3a11 + a¯1k)− δl1a¯2k
+δk3a˜1l − δk1a˜3l + δl3a˜1k − δl1a˜3k + γ∗ki(∂1∂0u∗)ijγ∗jl
]
= 2(f2 − f1)a¯12 + 2(f3 − f1)a˜13 + F klγ∗ki(∂1∂0u∗)ijγ∗jl.
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Moreover, we have
(10.22)
F pq,rs(∂1apq)(∂0ars)
= F pq,rs(δp3a1q − δp1a3q + δq3a1p − δq1a3p + a¯pq)
× (δr2a1s − δr1a2s + δs2a1r − δs1a2r + a˜sr)
= F pp,rra¯ppa˜rr +
∑
p 6=r
fp − fr
κp − κr (δp3a1ra˜pr − δp1a3ra˜pr
+ δr3a1pa˜pr − δr1a3pa˜pr + δr2a1pa¯pr − δr1a2pa¯pr
+ δp2a1ra¯pr − δp1a2ra¯pr + a˜pra¯pr)
= F pp,rra¯ppa˜rr + 2
f3 − f1
κ3 − κ1 a˜13(κ1 − κ3)
+ 2
f2 − f1
κ2 − κ1 a¯12(κ1 − κ2) +
∑
p 6=r
fp − fr
κp − κr a˜pra¯pr.
From (10.21) and (10.22) we obtain
(10.23) 0 = F kl(∂1∂0akl) + F
pq,rs(∂1apq)(∂0ars) = F
klγ∗ki(∂1∂0u)ijγ
∗
jl + F
pq,rsa¯pqa˜rs.
Similarly, we can get
(10.24) F kl∂2∂0akl = 2(f2 − f1)aˆ12 + 2(f4 − f3)a˜34 + F klγ∗ki(∂2∂0u∗)ijγ∗jl,
and
(10.25) F pq,rs(∂2apq)(∂ars) = F
pq,rsaˆpqa˜rs+2
f4 − f3
κ4 − κ3 a˜34(κ3−κ4)+2
f1 − f2
κ1 − κ2 aˆ12(κ1−κ2).
This yields
(10.26) 0 = F kl(∂2∂0akl) + F
pq,rs(∂2apq)(∂0ars) = F
klγ∗ki(∂2∂0u)ijγ
∗
jl + F
pq,rsaˆpqa˜rs.
Combining (10.19), (10.23), (10.26) with the concavity of F we conclude
(10.27) F klγ∗ki(∂
2u)ijγ
∗
jl > 0.
By the maximum principle, we prove this Lemma. 
Following [22], using Lemma 29 and Lemma 30 we can also prove the following Lemmas. Since
the proof of these Lemmas are almost identical to [22] (see Lemma 5.3-Lemma 5.6), we will omit
them here.
Lemma 31. Let ur∗ be the solution of equation (10.2). Then, there is a positive constant b such that√
1− |ξ|2 ∣∣∂2u∗∣∣ < b.
Moreover, this conclusion also holds for r = 1.
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Lemma 32. Let ur∗ be the solution of equation (10.2), 12 < r˜ < r, and S
n−1(r˜) = {ξ ∈
R
n|∑ ξ2i = r˜2}. For any point ξˆ ∈ Sn−1(r˜), there is a function
u∗ = −n 1n−1
√
1− |ξ|2 + b1ξ1 + · · · + bnξn + b
such that
u∗(ξˆ) = u∗(ξˆ),
and
u∗(ξˆ) > u∗(ξ), for any ξ ∈ Sn−1(r˜) \ {ξˆ}.
Here b1, · · · , bn are constants depending on ξˆ, and b > 0 is a positive constant satisfying b > C for
some positive constant C depending only on |u¯∗0|C2 .Moreover, this conclusion also holds for r = 1.
Similarly we have
Lemma 33. Let ur∗ be the solution of equation (10.2), 12 < r˜ < r, and S
n−1(r˜) = {ξ ∈
R
n|∑ ξ2i = r˜2}. For any point ξˆ ∈ Sn−1(r˜), there is a function
¯
u∗ = −n 1n−1
√
1− |ξ|2 + a1ξ1 + · · ·+ anξn − a
such that
¯
u∗(ξˆ) = u∗(ξˆ),
and
¯
u∗(ξˆ) < u∗(ξ), for any ξ ∈ Sn−1(r˜) \ {ξˆ}.
Here a1, · · · , an, a are constants depending on ξˆ, and a > 0, a
√
1−∑ ξˆ2k < C for some positive
constant C depending only on |u¯∗0|C2 .Moreover, this conclusion also holds for r = 1.
Using Lemma 32 and Lemma 33 we can show
Lemma 34. Let ur∗ be the solution of equation (10.2) and ur be the Legendre transform of ur∗.
There are positive constants d2 > d1 that are independent of r, such that
(10.28) 0 < d1 6 u
r
√
1− |Dur|2 6 d2,
where d2 depends on |ur|C0(Ω) and Ω = {x ∈ Rn||Dur(x)| 6 12}. Moreover, this conclusion also
holds for r = 1.
Note that, we do not need d2 to obtain the local C
1 estimates. We only need the upper bound of
ur
√
1− |Dur|2 for r = 1 in Section 11.
Combining Lemma 28 with Lemma 34 we conclude
Corollary 35. For any s > 2C0 + 1, there exists rs > 0 such that when r > rs, u
r|∂Ωr > s.
Moreover, in the domain {x ∈ Ωr|ur(x) < s} we have
(10.29)
√
1− |Dur|2 > C4
s
.
CONSTANT HESSIAN CURVATURE HYPERSURFACE IN THE MINKOWSKI SPACE 51
10.4. Local C2 estimates.
Lemma 36. Let ur∗ be the solution of (10.2) and ur be the Legendre transform of ur∗. For any
given s > 2C0 + 1, let rs > 0 be a positive number such that when r > rs, u
r|∂Ωr > s. Let
κmax(x) be the largest principal curvature of Mur at x, where Mur = {(x, ur(x))|x ∈ Ωr}.
Then, for r > rs we have
max
Mur
(s − ur)κmax 6 C5.
Here, C5 depends on the local C
1 estimates of ur and s.
Proof. For our convenience, in this proof we will omit the superscript r. Let’s consider
ϕ = m log(s− u) + logPm −mN 〈ν,E〉 ,
where Pm =
∑
j κ
m
j and N,m are some constants to be determined. Suppose that the function
ϕ achieves its maximum on M at some point x0, we may choose a local orthonormal frame
{τ1, · · · , τn} such that at x0, hij = κiδij and κ1 > κ2 > · · · > κn. Differentiating ϕ twice at
x0 we get
(10.30)
∑
j κ
m−1
j hjji
Pm
−Nhii 〈Xi, E〉 + 〈Xi, E〉
s− u = 0
and
(10.31)
0 >
1
Pm

∑
j
κm−1j hjjii + (m− 1)
∑
j
κm−2j h
2
jji +
∑
p 6=q
κm−1p − κm−1q
κp − κq h
2
pqi


− m
P 2m

∑
j
κm−1j hjji


2
−Nhiji 〈Xj , E〉 −Nh2ii 〈ν,E〉
+
hii 〈ν,E〉
s− u −
u2i
(s− u)2 ,
where Xi = ∇τiX = τi, for 1 6 i 6 n. Now, let’s differentiate equation (1.2) twice
(10.32) σiin−1hiij = 0, and σiin−1hiijj + σ
pq,rs
n−1 hpqjhrsj = 0.
Recall that in Minkowski space we have
(10.33) hjjii = hiijj + h
2
iihjj − hiih2jj .
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By (10.31) - (10.33) we find
(10.34)
0 >
1
Pm


∑
j
κm−1j
[−(n− 1)h2jj +K(σn−1)2j − σpq,rsn−1 hpqjhrsj] + (m− 1)σiin−1∑
j
κm−2j h
2
jji
+σiin−1
∑
p 6=q
κm−1p − κm−1q
κp − κq h
2
pqi

− mσ
ii
n−1
P 2m

∑
j
κm−1j hjji


2
−Nσiin−1κ2i 〈ν,E〉+
(n− 1) 〈ν,E〉
s− u −
σiin−1u
2
i
(s− u)2 ,
where K is a constant. We denote,
Ai =
κm−1i
Pm
[K(σn−1)2i −
∑
p,q
σpp,qqn−1 hppihqqi],
Bi =
2κm−1j
Pm
∑
j
σjj,iin−1h
2
jji,
Ci =
m− 1
Pm
σiin−1
∑
j
κm−2j h
2
jji,
Di =
2σjjn−1
Pm
∑
j 6=i
κm−1j − κm−1i
κj − κi h
2
jji,
and
Ei =
mσiin−1
P 2m

∑
j
κm−1j hjji


2
.
Since
−σpq,rsn−1 hpqlhrsl = −σpp,qqn−1 hpplhqql + σpp,qqn−1 h2pql,
equation (10.34) can be written as
(10.35)
0 >
∑
i
(Ai +Bi + Ci +Di −Ei)−
(n− 1)∑ κm+1j
Pm
−Nσiin−1κ2i 〈ν,E〉+
(n− 1) 〈ν,E〉
s− u −
σiin−1u
2
i
(s − u)2 .
By Lemma 8 and 9 in [21] we can assume the following claim holds.
Claim 1. There exists some small positive constant δ > 0 such that, if κn−1 6 δκ1, we have
(10.36)
∑
i
(Ai +Bi + Ci +Di)− E1 +
(
1 +
1
m
)∑
i>2
Ei > 0.
Herem > 0 sufficiently large.
CONSTANT HESSIAN CURVATURE HYPERSURFACE IN THE MINKOWSKI SPACE 53
We note that, by Lemma 8 of [21], for i = 2, 3, · · · , n, the inequality
Ai +Bi + Ci +Di − (1 + 1
m
)Ei > 0
always holds. For i = 1, if A1 +B1 + C1 +D1 − E1 > 0 doesn’t hold, there would exist a δ > 0
small such that κn−1 > δκ1. Since
σn−1 = 1 > δn−2κn−11 ,
we would obtain an upper bound for κ1 at x0 directly, then we would be done.
Therefore equation (10.35) and (10.36) implies
(10.37)
0 >
1
Pm
∑
j
κm−1j (−Cκ21) +
n∑
i=2
σiin−1
P 2m

∑
j
κm−1j hjji


2
−Nσiin−1κ2i 〈ν,E〉+
(n− 1) 〈ν,E〉
s− u −
σiin−1u
2
i
(s− u)2 .
Recall equation (10.30) we obtain for i > 2,
(10.38) − σ
ii
n−1u
2
i
(s− u)2 = −
σiin−1
P 2m

∑
j
κm−1j hjji


2
+N2σiin−1κ
2
i u
2
i − 2N
σiin−1κiu
2
i
s− u .
Hence, (10.37) becomes
(10.39)
0 > −Cκ1 +
n∑
i=2
(
N2σiin−1u
2
iκ
2
i − 2N
σiin−1u
2
iκi
s− u
)
−N
n∑
i=1
σiin−1κ
2
i 〈ν,E〉+
(n− 1) 〈ν,E〉
s− u −
σ11n−1u
2
1
(s− u)2 .
It’s easy to see that there exists some positive constant c0 such that σ
11
n−1κ1 > c0.Moreover, for any
fixed i = 1, . . . , n we have σn−1 > σiin−1κi (no summation here). Thus, we get
(10.40)
0 >
(
−c0N 〈ν,E〉
2
− C
)
κ1 − 2N
n∑
i=2
σiin−1u
2
iκi
s− u
− N
2
σ11n−1κ
2
1 〈ν,E〉+
(n− 1) 〈ν,E〉
s− u −
σ11n−1u
2
1
(s− u)2 .
Note that
n∑
i=1
u2i =
n∑
i=1
〈Xi, E〉2 = 〈ν,E〉2 − 1 6 〈ν,E〉2 .
When we choose N > 0 large enough such that −N 〈ν,E〉 > 4Cc0 , (10.40) yields
(10.41)
c0N
4
κ1(−〈ν,E〉) + N
2
σ11n−1κ
2
1(−〈ν,E〉) 6
3N
s− u 〈ν,E〉
2 +
σ11n−1
(s− u)2 〈ν,E〉
2 .
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If at x0 we have s− u > σ11n−1, then (10.41) implies
(s− u)κ1 6 C5.
If at x0 we have s− u < σ11n−1, then from (10.41) we get
N
2
σ11n−1κ
2
1(s − u)2 6 −3N(s− u) 〈ν,E〉 − σ11n−1 〈ν,E〉 ,
this gives
(s− u)κ1 6 C5.
Therefore, we obtain the desired Pogorelov type C2 interior estimates. 
10.5. Convergence of ur to the solution u. Combining estimates in Subsections 10.2 - 10.4 with
the classic regularity theorem, we know that there exists a subsequence of {ur}, which we will
denote by {uri}, ri → 1 as i → ∞, converging locally smoothly to a convex function u defined
over Rn, and u satisfies
σn−1(κ[Mu]) = 1.
Lemma 37. u is a strictly convex function and Du(Rn) = B1.
Proof. We will denote u∗ = x ·Du(x)− u(x). By Theorem 2 we know that to prove Lemma 37 is
equivalent to prove u∗ is defined on B1.
For any ξ0 ∈ B1 and i > i0, there exists a point xri0 such that
Duri(xri0 ) = ξ0.
In other words, we have Duri∗(ξ0) = xri0 . Denote ηri = dist(ξ0, ∂Bri), since u
ri∗ is convex, we
get
|Duri∗(ξ0)| 6 1
ηri
(max uri∗ −minuri∗) 6 2C0
ηri
.
This implies, when i > i0 we have x
ri
0 ∈ B¯C6(0) ⊂ Rn, where C6 = 2C0ηri0 is a constant. Therefore,
there exists a subsequence of {xri0 } which we still denote as {xri0 } such that
lim
i→∞
xri0 = x0 ∈ B¯C6(0).
Moreover, by the local C1 estimates we conclude that
Du(x0) = ξ0.
Since ξ0 ∈ B1 is arbitrary, we proved this Lemma. 
An immediate consequence of Lemma 37 is the following
Corollary 38. Let {uri∗} be the Legendre transform of {uri}, where {uri} is the same convergent
sequence we chose earlier. Then, u∗ = limi→∞ uri∗ solves equation (8.2). Moreover, u∗ is the
Legendre transform of u = limi→∞ uri .
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11. A UNIFORM BOUND FOR κ[Mu]
In this section, we will show that the function u we obtained in Section 10 satisfies κ[Mu] 6 C.
In other words, the noncompact, strictly convex, spacelike hypersurface we constructed in Section
10 has bounded principal curvatures.
Proposition 39. Let u∗ be the solution of equation (8.2) and u be the Legendre transform of u∗.
Then the hypersurface Mu = {(x, u(x))|x ∈ Rn} has bounded principal curvatures.
Proof. We will use the idea of [22] to obtain a Pogorelov type interior estimate. For any s > 0,
consider
φ = e−
ms
s−u
(−〈ν,E〉
u
)mN
Pm,
where m,N > 0 are constants to be determined later and u > 1 (see Subsection 10.2). It’s easy
to see that φ achieves its local maximum at an interior point of Us = {x ∈ Rn|u(x) < s}, we
will assume this point is x0.We can choose a local orthonormal frame {τ1, · · · , τn} such that at x0,
hij = κiδij and κ1 > κ2 > · · · > κn.
Differentiating log φ at x0 we get,
(11.1)
φi
φ
=
∑
j
κm−1j hjji
Pm
+Nhii
〈τi, E〉
〈ν,E〉 −N
ui
u
− sui
(s− u)2 = 0,
and
(11.2)
φii
φ
− φ
2
i
φ2
=
1
Pm
[
∑
j
κm−1j hjjii + (m− 1)
∑
j
κm−2j h
2
jji +
∑
p 6=q
κm−1p − κm−1q
κp − κq h
2
pqi]
− m
P 2m
(
∑
j
κm−1j hjji)
2 +Nhimi
〈τm, E〉
〈ν,E〉 +Nh
2
ii −Nh2ii
u2i
〈ν,E〉2
+N
hii〈ν,E〉
u
+N
u2i
u2
+ s
hii〈ν,E〉
(s− u)2 − 2s
u2i
(S − u)3 6 0.
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Following the same arguments as Lemma 36, we immediately derive
(11.3)
0 > σiin−1
φii
φ
=
σiin−1
Pm
[
∑
j
κm−1j hjjii + (m− 1)
∑
j
κm−2j h
2
jji +
∑
p 6=q
κm−1p − κm−1q
κp − κq h
2
pqi]
− mσ
ii
n−1
P 2m
(
∑
j
κm−1j hjji)
2 +Nσiin−1himi
〈τm, E〉
〈ν,E〉 +Nσ
ii
n−1h
2
ii −Nσiin−1h2ii
u2i
〈ν,E〉2
+Nσiin−1
hii〈ν,E〉
u
+Nσiin−1
u2i
u2
+ s
σiin−1hii〈ν,E〉
(s− u)2 − 2s
σiin−1u
2
i
(s − u)3
> −Cκ1 +
∑
i
(Ai +Bi + Ci +Di − Ei) +Nσiik κ2i −Nσiin−1h2ii
u2i
〈ν,E〉2
+Nσiin−1
hii〈ν,E〉
u
+Nσiin−1
u2i
u2
+ s
σiin−1hii〈ν,E〉
(s− u)2 − 2s
σiin−1u
2
i
(s − u)3 ,
where Ai, Bi, Ci,Di, Ei are defined in the argument of Lemma 36. By Lemma 8, Lemma 9 and
Corollary 10 in [21] we can assume the following claim holds.
Claim 2. There exists two small positive constants δ and η < 1. If κk 6 δκ1, we have
(11.4)
∑
i
(Ai +Bi +Ci +Di −
(
1 +
η
m
)
Ei) > 0,
wherem > 0 sufficiently large.
If (11.4) doesn’t hold, which implies κk > δκ1, using the equation σn−1 = 1, we would obtain
an upper bound for κ1 at x0 directly, then we would be done. Otherwise, we assume (11.4) holds.
Thus, using (11.3), we have
(11.5)
0 > −Cκ1 + η
σiin−1
P 2m
(
∑
j
κm−1j hjji)
2 +Nσiik κ
2
i −Nσiin−1h2ii
u2i
〈ν,E〉2
+Nσiin−1
hii〈ν,E〉
u
+Nσiin−1
u2i
u2
+ s
σiin−1hii〈ν,E〉
(s− u)2 − 2s
σiin−1u
2
i
(s − u)3 .
From equation (11.1) we obtain
(11.6)


∑
j
κm−1j hjji
Pm


2
= N2
κ2i u
2
i
〈ν,E〉2 +N
2u
2
i
u2
+
s2u2i
(s − u)4
+ 2N2
κiu
2
i
u〈ν,E〉 + 2Ns
κiu
2
i
〈ν,E〉(s − u)2 + 2Ns
u2i
u(s− u)2 .
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Inserting (11.6) into (11.5), we have
0 > −Cκ1 +Nσiin−1κ2i + η
s2σiin−1u
2
i
(s − u)4 +N(Nη − 1)σ
ii
n−1κ
2
i
u2i
〈ν,E〉2
+2N2η
σiin−1κiu
2
i
u〈ν,E〉 + 2Nsη
σiin−1κiu
2
i
〈ν,E〉(s − u)2 + 2Nsη
σiin−1u
2
i
u(s− u)2
+Nσiin−1
hii〈ν,E〉
u
+N(ηN + 1)σiin−1
u2i
u2
+ s
σiin−1hii〈ν,E〉
(s− u)2 − 2s
σiin−1u
2
i
(s− u)3 .
By Lemma 34 we get
|∇u| = |Du|√
1− |Du|2 < −〈ν,E〉 6
u
d1
.
Moreover, notice that σiin−1κi 6 1 (no summation), by a simple calculation we can see
η
s2σiin−1u
2
i
(s− u)4 + 2Nsη
σiin−1u
2
i
u(s− u)2 − 2s
σiin−1u
2
i
(s− u)3 > 0,
if we let N > 1/η2. Thus, for N > 1 large, we have
0 > −Cκ1 +Nσiin−1κ2i −
3N2
d1
− 2Ns u
d1(s − u)2 − s
(n− 1)u
d1(s− u)2 .
This yields, at x0
κ1 6 C(N, d1)
s2
(s− u)2 .
Therefore, in Us we have
φ
1
m 6 C(N, d1)e
− s
s−u
s2
(s− u)2 .
Now note that for t ∈ [0, s],
ϕ(t) = e−
s
s−t
s2
(s− t)2 6 4e
−2.
Hence, we obtain that at any point x ∈ Us,
(11.7) φ
1
m 6 C(N, d1).
Now, for any x ∈ Rn, we can choose s large such that x ∈ Us/2. Then by (11.7) and Lemma 34,
we conclude
κ1(x) 6 C(N, d1, d2).
Since x is arbitrary, we finish proving Proposition 39. 
We conclude that Theorem 4 is proved. More specifically, in Section 8 we showed that in order
to find a strictly convex, spacelike hypersurface with constant σn−1 curvature, we only need to
show there exists a solution to equation (8.2). Since equation (8.2) is degenerate, we considered
the solvability of the approximate problem (8.3) in Section 9 instead. In Section 10, we proved that
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there exists a subsequence of solutions to (8.3) that converges to the solution of (8.2). Finally, in
Section 11 we proved that the solution we obtained indeed has bounded principal curvatures.
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