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Abstract
E-learning assessments are becoming a common educational medium to instruct fine-grained
skills in modern pedagogy. To accentuate the advantages of e-learning assessments, it is vital to
automate the process of instruction and advancement in accordance with the learning progress of each
individual. Though building computerized assessments can adopt some established developments
from the computerized adaptive testing (CAT) literature, the guidelines to facilitate computerized
adaptive learning assessments that aim for didactic outcomes are yet underdeveloped.
In order to empower the automated process of instruction in an e-learning setting, statistical tools
that detect mastery and promote learning were developed. First, we consider the use of sequential
change-detection methods under the cognitive diagnosis models. To that end, we introduce the
change-detection methods that involve different set of information. We further introduce a model
for the didactic value of items that readily leads to a sequential learning enhancement and learning
detection procedure. Bayesian measurements of one-step-ahead posterior probability of mastery and
expected sum of attributes are utilized together with a simple model for learning for use in item
selection, and stopping rules are developed for detection of learning that control for the rate of false
discovery. Simulation studies showed that the delays of mastery detection can be minimized and the
mastery acquisition can be hastened with statistical methods introduced.
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Chapter 1
Introduction
Cognitive diagnostic modeling with binary latent attributes has focused on dissecting the fine-
grained skills required to answer test items, rather than the generally fewer and more broadly defined
abilities that tend to be the focus of item response models. If such skills can be identified, diagnostic
modeling is meant to provide a more helpful breakdown of what has and has not been mastered,
which theoretically could be utilized to enhance learning. With the emergence of more and more
e-learning tools, there are increasingly many opportunities to apply cognitive diagnosis, and the
focus must move past classifying a static attribute vector to consider how to model learning, and
how to detect learning. In this work, our focus is on how to detect when learning has taken place
for a particular attribute and efficiently guide a student through a sequence of items to ultimately
attain mastery of all attributes while administering as few items as possible.
The applications we primarily have in mind are implementations in e-learning environments
in which students are trained on a great many attributes. The role of computers in education
and instruction continues to expand and research continues to develop and evaluate computerized
e-learning and intelligent tutoring systems (ITS). In fact, a Bill and Melinda Gates Foundation sup-
ported report identified at least 38 companies and organizations that either have adaptive learning
capabilities or are positioned to begin development as a logical extension of existing products (New-
man, Bryant, Stokes, & Squeo, 2013). Consequently, there is a psychometric necessity to develop
and refine methods and procedures to improve the efficiency of e-learning platforms.
Although the market for ITS has experienced a recent surge, e-learning is a classic research area
in education with Pressey’s (1926) punch card machine that provided students partial feedback (i.e.,
whether an answer is correct or incorrect) serving as an early example of how technology can be
used to promote learning. Experimental evidence suggests that learning is improved with the use
of partial feedback (Balch, 1964; Epstein, Epstein, & Brosvic, 2001; Hanna, 1976; Kluger & DeNisi,
1996; Plowman & Stroud, 1942; Prestwood, 1979) and practice on retrieval-based exercises, such as
completing a sequence of multiple choice items (Grimaldi & Karpicke, 2012; Kapicke & Blunt, 2011;
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Karpicke & Grimaldi, 2012). Furthermore, numerous empirical studies have directly compared e-
learning and ITS to other modes of learning (e.g., classroom instruction, human tutoring, individual
study, etc.). Given the large body of research on the effectiveness of e-learning and ITS there are
accordingly several meta-analyses over the past 20 years (Schacter & Fagnano, 1999; Steenbergen-
Hu & Cooper, 2013, 2014; Van Lehn, 2011) with a general consensus that e-learning is beneficial
for most content domains. Furthermore, several large-scale studies in school districts (Koedinger,
Anderson, Hadley, & Mark, 1997) and in several states (Pane, Griffin, McCaffrey, & Karam, 2013)
found benefits associated with adopting ITS in schools. In short, prior research offers theoretical
and empirical support for e-learning and ITS.
VanLehn (2006) notes two defining characteristics of ITS: 1) an outer loop that selects tasks for
a given learner; and 2) an inner loop that provides guidance and feedback to aid problem solving.
This study focuses on statistical improvements in the outer loop of ITS to efficiently detect learning
and skill acquisition. The methodology employed in the outer loop determines how an ITS chooses
the next item and the criteria as to whether learning has been achieved. The amount of time it
takes to detect learning is an important feature for improving the efficiency of the outer loop. For
instance, ITS may prematurely advance to content that is too difficult for learners if the outer loop
falsely concludes learning has occurred. Similarly, the criteria in the outer loop should not be too
conservative in advancing learners to more difficult content. The delay to detect learning once it has
occurred limits the ability of ITS to efficiently move students through content to accelerate learning.
An efficient ITS is able to minimize the delay in detecting learning while also controlling Type I
errors (i.e., incorrectly concluding learning has occurred when it has not).
The goal of this study is to optimize the outer loop by studying learning detection procedures
based upon statistical literature on sequential change-point detection. It is important to emphasize
that the focus of this paper is on learning detection as implemented in an ITS as opposed to modeling
the learning process. The latter is concerned with modeling individual learning trajectories in
addition to the correlates and causes of growth. For instance, hidden Markov time series IRT models
have been successfully applied to model educational and psychological development (Kaplan, 2008;
Schmittmann, Visser, & Raijmakers, 2006; Visser, 2011; Visser, Raijmakers, & Molenaar, 2007;
Visser & Speekenbrink, 2014). In contrast, this study considers statistical tools for engineering
adaptive learning environments and the problem of modeling learning within CDM framework is left
for future research.
The results of this study offer several contributions for psychometricians and test-developers.
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First, this study serves as an initial inquiry into the detection of learning within a cognitive diag-
nostic modeling (CDM) framework. That is, existing ITS have been formulated using alternative
methodologies such as knowledge tracing (Anderson, Boyle, Corbett, & Lewis, 1990; Anderson,
Corbett, Koedinger, & Pelletier, 1995), learning spaces (Falmagne & Doignon, 2011), and latent se-
mantic analysis (Graesser, Wiemer-Hastings, Wiemer-Hastings, Harter, & Tutoring Research Group,
2000).
Second, the paper extends prior psychometric research by studying the efficacy of change-point
detection methods within a CDM framework. In fact, prior psychometric research considered change-
point detection methods to support operational issues in standardized testing such as monitoring
cheating, examinee misfit, and scale score stability and drift. Specifically, a significant body of
research examined the CUSUM (Armstrong & Shi, 2009a; Lee & von Davier, 2013; Tendeiro &
Meijer, 2012; Tendeiro, Meijer, Schakel, & Maij-de Meij, 2013) and other statistical indices (e.g.,
Kullback-Liebler divergence, see Below, 2013; Belov & Armstrong, 2010) to detect aberrant be-
haviors during test administrations. Similarly, other research employed the CUSUM to measure
person misfit within the traditional IRT CAT settings (Armstrong & Shi, 2009b; Egberink, Meijer,
Veldkamp, Schakel, & Smid, 2010; Tendeiro & Meijer, 2014; van Krimpen-Stoop & Meijer, ,2000,
2001). Change-point detection methods have also been employed to “...monitor score stability and
assess scale drift” (Lee & van Davier, 2013, p. 557) and to identify changes in item parameters due
to over-exposure in CAT (Veerkamp & Glas, 2000). This current study is novel in the context of
prior research given that change-point detection methods are employed to detect learning and skill
acquisition.
The results in this paper show that articulating learning detection within a CDM framework
is advantageous given that existing statistical theory on sequential change-point detection can be
readily applied and adapted to detect learning and skill acquisition. Accordingly, this study discusses
methodologies for the outer loop that can improve the efficiency of e-learning platforms by minimizing
the delay to detection. Second, one feature of some ITS and e-learning platforms, which may require
the greatest investment, is that developers must create models for ideal students and content experts
(e.g., see Aleven, Roll, McLaren, Koedinger, 2010) or create an exhaustive catalog of problem types
(Falmagne & Doignon, 2011). A potential advantage of employing a CDM framework is that the Q
matrix, which defines the necessary skills that learners must have to successfully answer questions,
provides a clear approach for creating ITS and e-learning tasks. That is, test developers can simply
use existing item pools and defined Q matrices to create tasks for an e-learning platform, which
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could minimize production costs relative to the setup requirements of other methodologies.
This manuscript focuses on two features that can be instilled in e-learning environments: mas-
tery detection and learning promotion. Methodologies are introduced and developed under varying
instructional designs under cogntive diagnosis models.
A situation of instructing one or more unlearned skills is considered throughout this manuscript,
however, the complexity of the situational variables differ across the analyses. In the following
chapter, in Chapter 2, we introduce a survey of detection methods that arise from the literature of
sequential analysis. The data-driven detection methodologies varied their level of engagement with
statistical information.
1.1 Cognitive Diagnosis Models
Cognitive diagnostic modeling with binary latent attributes has focused on dissecting the fine-
grained skills required to answer test items, rather than the generally fewer and more broadly
defined abilities that tend to be the focus of item response models. If such skills can be identified,
diagnostic modeling is meant to provide a more helpful breakdown of what has and has not been
mastered, which theoretically could be utilized to enhance learning. Our focus is to consider how to
detect when learning has taken place for a particular attribute, and address the problem of how to
efficiently guide a student through a sequence of items to ultimately attain mastery of all attributes
while administering as few items as possible. With the emergence of more and more e-learning
tools, there are increasingly many opportunities to apply cognitive diagnosis, and the focus must
move past classifying a static attribute vector to consider how to model learning, and how to detect
learning. The statistical literature has a wealth of techniques for change detection, and we can
state this psychometric aim of learning detection as a sequential change-point detection problem,
in which a change merely means that an attribute has transitioned from non-mastery to mastery,
which we will take as the same as having been learned. The applications we primarily have in
mind are implementations in e-learning environments in which students are trained on a great many
attributes. Items can be viewed as opportunities to practice as well as assessments of what has been
learned in interventions taking place between items.
Suppose a vector of attributes takes an initial value, and a natural order for measuring and
introducing attributes has been identified. In a training environment, once an attribute in this
sequence has been mastered, it is desirable to move on and train the next attribute, with the
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purpose of mastering the whole sequence as quickly as possible. For a particular attribute, it is
possible the examinee has mastered it prior to the training or assessment, or it might require much
training and many items to determine that learning has taken place. In either case, this problem
can be posed as a problem of change-point detection for which there is a considerable literature in
sequential analysis. We consider some classical approaches to this problem as well as some simple
approaches.
1.1.1 DINA Model
DINA model is a widely used CDM due to its parsimonious parametric structure and ease of
interpretation. For each item, there are three item parameters: probabilities of slipping and guessing
and a row of Q-matrix which is a binary vector specifying presence or absence of attributes. Given
ith examinee’s attribute profile, αi, and a Q-matrix, there is an expression for an ideal response, ηij ,
for every jth item, and is defined as:
ηij =
K∏
k=1
α
Qjk
ik . (1.1)
We get η = 1, if an examinee possesses all the attributes required by an item, and 0, otherwise. His
or her response to jth item is then assigned a probability using the item parameters:
P (yj |αi, Qj , sj , gj) = (1− sj)yjηijgyj(1−ηij)s(1−yij)ηijj (1− gj)(1−yij)(1−ηij) (1.2)
Our review takes the DINA is that represent varying response processes.
Suppose that there are N subjects, J items and K attributes to classify. Entry qjk in the
J × K matrix Q indicates whether item j requires the kth attribute (Tatsuoka q reference). Let
Y1,Y2, ...,YN be random item response vectors of N subjects, where Yi = (Yi1, Yi2, ..., YiJ)
′. Vector
αi denotes the attribute pattern for subject i, where αi = (αi1, αi2, ..., αiK)
′ and each αik takes values
of either 0 or 1 for k = 1, 2, ...K.
Latent class models for cognitive diagnosis are generally restricted to reflect some assumptions
about the underlying process by which examinees respond to items. We focus on a few such models
that assume a conjunctive response process, and a more thorough review of cognitive diagnostic
models can be found in Rupp & Templin(2007).
An important feature in the models we consider is a Q matrix(Tatsuoka,1985). This matrix
records which attributes or skills are required to correctly respond to each item. Suppose that there
are N subjects, J items and K attributes to classify. Entry qjk in the J × K matrix Q indicates
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whether item j requires the kth attribute. Let Y1,Y2, ...,YN be random item response vectors of
N subjects, where Yi = (Yi1, Yi2, ..., YiJ)
′. Let αi denote the attribute pattern for subject i, where
αi = (αi1, αi2, ..., αiK)
′ and each αik takes values of either 0 or 1 for k = 1, 2, ...K. Specifically αik
is an indicator of whether the ith subject possesses the kth attribute.
Conjunctive latent class models for cognitive diagnosis express the notion that all attributes
specified in Q for an item should be required to answer the item correctly, but allow for slips and
guesses in ways that distinguish the models from one another.
The DINA model, an extension of the two-class model of Macready & Dayton(1977), and named
in Junker & Sijtsma( 2001), is one such example. Consider ideal response patterns, patterns that
would arise if attribute possession entirely determined responses. Denote this ideal response pattern
by etai = (ηi1, ηi2, ..., ηiJ)
′, where ηij =
∏K
k=1 α
qjk
ik . It denotes whether subject i has mastered all
the attributes required by item j. The DINA allows for deviations from this pattern according to
slipping parameters for each item, sj = P (Yij = 0|ηij = 1), and guessing parameters for each item,
gj = P (Yij = 1|ηij = 0). The item response function of the DINA model is then
P (Yij = 1|αi, s,g) = (1− sj)ηijg(1−ηij)j ,
and a likelihood function may be constructed from these item response functions together with an
assumption of independence of Yi given the attribute vector αi. Though it is a simple and practical
model, the DINA has some strong restrictions (Roussos,Templin& Henson,2007). In particular, it
assumes that the probability of a correct item response, given non-mastery on at least one skill, does
not depend on the number and type of required skills that are not mastered. The next model we
consider differs in this regard, but has some restrictions of its own.
1.1.2 Linear Logistic Model
In contrast to conjunctive models are compensatory models, in which one can partly compensate
for lacking an attribute by having others. A straightforward compensatory model is simply linear
logistic regression, with the latent attributes serving as the covariates. The IRF of this model is
given by
P (Yj = 1|α) = exp(βj0 +
∑K
k=1 βjkαkqjk)
1 + exp(βj0 +
∑K
k=1 βjkαkqjk)
.
More general cognitive diagnostic models have been developed including conjunctive, disjunctive,
and compensatory models. For example, see the G-DINA framework (de la Torre, 2011), the log-
linear cognitive diagnostic model (Henson, Templin, & Willse, 2009), and the general diagnostic
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model (von Davier, 2005).
1.1.3 Reduced-RUM Model
Another conjunctive model is the Reduced-RUM (Roussos, Templin, & Henson, 2007). The
Reduced-Rum generalizes the NIDA model (Maris, 1999), and is conjunctive in the sense that it
is derived from the notion of having to successfully complete several steps of a problem in order
to successfully answer the problem. Each step has parameters that correspond to it, but can be
reparameterized to have the form,
P (Yj = 1|α) = ωj
K∏
k=1
γ
(1−αk)qjk
jk .
Parameter ωj takes values in (0,1), and can be interpreted as the probability of answering the jth
item correctly if all required attributes have been mastered. Parameter γjk also takes values in (0, 1)
and expresses the penalty for lacking attribute k when it is required for the jth item.
1.2 Learning under CDM
Many assessments are constructed with a primary objective of accurately measuring one’s ability.
CDMs provide psychometric foundation to develop assessments that measure fine-grained multidi-
mensional skills rather than a unidimensional general ability. In addition, the binary definition of an
attribute or skill in CDMs allows for a natural interpretation of growth in knowledge during an as-
sessment. That is, if a non-master becomes a master at a single time-point for a targeted attribute,
then such conversion can be deemed as an occurrence of learning through imparting educational
resources.
If an assessment focuses on the purpose of instructing multiple unlearned attributes than simply
evaluating a static ability, then the objective of such an assessment should prioritize on impart-
ing pedagogical effects than estimating one’s ability only terminally. Especially, considering the
computer-based assessments that can identify the most updated standing of examinees, the peda-
gogical goals can achieve effectiveness and efficiency by administering items that correspond to the
progress of examinees. We can broaden the use of CDMs by instilling the definition of learning
within the framework and notation of diagnostic models.
There are preceding researches conducted that studied learning with an approach of psychome-
tric modeling. Both IRT-based methods and diagnostic models were discussed in modeling learning
7
progression (Alonzo and Steedle, 2009; Briggs and Alonzo, 2012; Wilson, 2009). The Attribute
Hierarchy Model(AHM)(Leighton, Gierl & Hunka, 2004; Gierl, Wang & Zhou, 2008) imposes hierar-
chical mastery of multiple attributes. Learning was also considered with methods arising from latent
transition analysis (Cho et al., 2010). However, learning had not yet been studied under CDM on
details.
The following chapters consider various scenarios of administering e-learning assessments. To
explore how learning can be defined under the framework of CDMs, mastery acquisition of the
examinee population followed different designs accordingly to the scenarios.
1.2.1 Modelling Learning
For each examinee, the mastery of an attribute can be denoted as the number of items used until
the mastery was attained. This can be denoted by the index of the item in a string of administered
items. Then, for a targeted attribute, each examinee is designated with the chronological index
of the item where the examinee’s skill element becomes 1 from 0. The index of time-point where
mastery is attained is denoted as li for ith examinee throughout this manuscript.
Also, skills are defined as binary elements with monotonicity. That is, for any examinee that
masters additional skills, the probability of a correct response must be equal or greater than the
probability of a correct response prior to mastering the additional skills.
While learning can be defined as a person random variable of any positive integer, we may or
may not assume a distribution. If we can assume the distribution of numbers of items needed until
mastery is assumed to instill equal pedagogical effects and the effects are independent, we impose
statistical distributions on the learning times, l, e.g. a geometric distribution with some rate. We
can also assume a distribution-free learning times if each item is assigned with a unique transition
probability rather than some geometric rate.
1.2.2 Modes of Learning
Within the framework of CDM, we introduce the notion of learning as an item parameter that
yields how likely mastery can be triggered by an item. Similarly to item parameters of item response
functions, we consider these item-wise transition probabilities to be uniquely identifiable for each
item.
However, it is important to note that how we define each item imparts knowledge to the ex-
aminees. Given that all items considered in this manuscript purport to instruct one or more skills,
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acquisition of mastery can be displayed at the pertaining item or in the next. A precise definition
of when mastery acquisition is displayed plays an important role as calculating the detection delay
can depend on how it is defined.
Throughout this manuscript we consider two types of educational items. The first type of item
allows mastery to be displayed on the item when mastery is acquired. The second type allows the
mastery to display on the following item. For instance, for the former, if l = 2, the examinee’s
attribute equals 1 starting the second item whereas for the latter type, the examinee’s attribute
equals 1 starting the third item.
Examples that represent the first type of items first presents the educational resource then pro-
vides a question pertaining to the question; for instance, an online assessment website, www.schoolyourself.org
carries an item bank that first shows a video that contains a question at the end of the video, so
that each item is designed to allow displaying mastery at the same item. The second type of item is
differs from the former in that it provides feedback for the response given by the examinee. One of
the largest online education website, Khan Academy, exemplifies item banks with such feature with
adaptive feedback when students return an incorrect item. If educational material is imparted after
a response is submitted and if the examinee acquires mastery from the corresponding feedback, the
mastery is only displayed in the next item.
Another difference between the two approaches is that if mastery is displayed on the next item
instead of the currently instructing item, the initial mastery and the mastery acquisition at the first
item cannot be distinguished. It is vital to specify the consideration of the presence of the assumed
proportion of initial mastery especially for the purpose of estimating the item parameters.
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Chapter 2
Sequential Detection Techniques of
Learning
We begin by introducing some notation to be used throughout the paper and the statistical
problem in the context of cognitive diagnosis. Let α(0) = (α1(0), α2(0), ..., αK(0))
T denote an
examinee’s binary latent attribute vector prior to administering any items or any training, and more
generally let α(t) be the value of the latent attribute vector after t items have been administered.
We assume that the attributes are labeled in the same order in which the skills will be introduced in
either a course or an e-learning environment. For example, once αk is viewed as having transitioned
from 0 to 1, meaning it has been determined learned or mastered, training will begin on the mastery
of αk+1, perhaps utilizing the previously mastered attributes to increase the richness of the items.
We do not exclude the possibility that αm(t) = 1 and αk(t) = 0 for some m > k and t, which could
happen even in the initial vector (t = 0). Instead, we are simply assuming that there is a natural or
reasonable order in which the attributes are introduced in a curriculum or training module.
Prior to administering training and a corresponding sequence of items to a subject, we identify
sequences of items used for the primary assessment and perhaps even the training of each attribute.
For instance, the kth attribute will be trained and assessed with a sequence of items having known or
calibrated correct response probabilities P0k = {pk01, pk02, pk03, ....} for non-masters of this attribute,
but masters of the previous k − 1 attributes. For the same sequence of items, masters of the first k
attributes have correct response probabilities P1k = {pk11, pk12, pk13, ....}, where for all natural numbers
t, pk0t < p
k
1t. In other words, if y
k
t is the response to item t in the sequence of items that have to do
with the training of the kth attribute, then P (ykt = 1|αk(t) = 0) = pk0t and P (ykt = 1|αk(t) = 1) = pk1t
for every t.
If the attribute has truly been mastered by the dkth item, the delay in detection is defined by
the difference dk − lk, and because lk is always one less than the first item in which mastery of the
attribute is utilized, the number of excess items is dk − lk − 1. Note that the delay will always be at
least 1, though the number of excess items can be 0. If, on the other hand, αk remained 0 after the
first dk items, a false detection of learning has been made. Our goal is to construct efficient designs
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so that the delay dk − lk is small and only a few redundant items are required in order to decide
that learning of the kth attribute has taken place, while controlling, at the same time, the rate of
false alarms below an acceptable level.
There are two main ways in which we can control the rate of false alarms. The first one is to
guarantee that the average number of observations until a false detection is greater than or equal to
a prescribed constant γk, i.e.,
E[dk | continual nonmastery of the kth attribute] ≥ γk. (2.1)
Indeed, assuming continual nonmastery, correct response probabilities belong in the set P0k and
this set of Bernoulli probabilities, together with the given detection rule, determine the probability
distribution of dk, as well as its expected value. Alternatively, we may control the probability of
experiencing a false detection. In order to do so, we need to assume that the time needed to learn
the kth attribute, lk, is a random variable with some known probability mass function, fk. We can
then design our scheme in order to achieve a specified probability of making a false detection prior
to learning, i.e. so that
Prob(dk ≤ lk) =
∞∑
j=1
fk(j) Prob(dk ≤ j) ≤ 1
γk
. (2.2)
The advantage of the first approach is that it does not make any assumption about the learning
mechanism, because there is no need to specify a probability model for lk. On the other hand, the
second approach is more natural when we have a reliable model for lk based on past experience.
At some point in time during the training of the kth attribute, learning takes place and we let
lk ≥ 0 be the integer denoting this time. Specifically, the first item number for which the examinee
answers as a master of the attribute is defined to be lk + 1. For instance, if an examinee had already
mastered the attribute prior to taking any items, the learning time is lk = 0, and the mastery
of this attribute is then exhibited on item 1. In general, we have P (ykt = 1|t ≤ lk) = pk0t and
P (ykt = 1|t > lk) = pk1t.
The underlying learning mechanism may be affected by the acquired observations, as well as by
exogenous variables. However, we do not in general impose a specific model for the learning time lk.
If the lk’s were observed directly so that learning could be detected perfectly, the total number
of items that would need to be administered to know that all traits have been learned is L =∑K
k=1(lk + 1), at which time α(L) = (1, 1, 1, ...., 1)
T . However, the lk’s are not observable, therefore
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the actual number of required items will be somewhat larger. The difference between the actual
number of items needed and L can be viewed as the number of excess items, which we seek to
minimize, subject to controlling for the chance of a false detection of learning.
In order to be more specific, suppose that mastery of the first k−1 attributes has been determined
and we begin training on the kth attribute. Because the time at which the examinee masters the
kth attribute is not observable, we are faced with the problem of detecting it in real time, based
on the observed responses of the examinee. This means that we have to come up with a rule so
that after each response ykt , we can say whether the kth attribute has been mastered or not based
solely on the acquired observations up to this time, yk1 , . . . , y
k
t . The number of items that have been
completed when mastery is detected is denoted by dk. The stopping time dk is a random variable
that depends on the sequence of item responses.
This chapter includes five sections. The first section outlines the basic statistical problem of
detecting learning in the framework of a generic latent class model for cognitive diagnosis and gives
the definitions and notation for extending CDMs to learning detection. The second section provides
further background on CDMs, and presents several examples from some important classes of models
used for the simulation study. The third section introduces several procedures from the sequential
change-point detection literature, and details how to apply them for learning detection. A simulation
study is then presented to compare the performances of these procedures for learning detection under
a variety of models and simulation conditions. The last section provides discussion and directions
for future research.
2.1 Detection Statistics
We now present the sequential methods for change-point detection applied to learning detection
in cognitive diagnosis. We will start by presenting a simple approach and then consider classical
techniques that have been shown to have some useful optimality properties in similar problems.
2.1.1 M-in-a-Row rule
Perhaps the easiest reasonable decision rule is to decide that learning has taken place the first
time M consecutive items have been answered correctly, where M is a predetermined number. A
natural question that comes up with this rule is how to select M , because a large value may lead to
a large detection delay and a small value to a great chance of a false detection. For example, if the
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DINA model is used together with M = 1, we know the chance of false detection is just the guessing
probability gkj .
However, for any chosen M , there is no free parameter in this rule that can be used to control the
rate of false alarms. This is due to the binary nature of our observations and this problem may be
overcome if we randomize the rule so that once M consecutive items have been answered correctly,
we decide that mastery has been achieved with some probability pik, whereas we will administer more
items, still looking for the next string of M consecutive correct answers, with probability 1 − pik.
Then, we can select pik, using for example Monte Carlo techniques, in order to control either the
expected time to a false detection (2.1) or the probability of a false detection (2.2).
Khan Academy is a globally renowned educational service that provides instructive materials
none-for-profit. Their website(www.khanacademy.com) provides more than 10,000 videos, 400 mil-
lion interactive problems grouped loosely into 47 courses to teach diverse subjects with broad range
of difficulty. A sequence of lectures are followed by an assessment that intends to estimate the
proficiency of a student. Given a fixed sequence of items, when ten items are correctly responded,
the student is determined to have mastered the target attribute. This is an example of M -in-a-row
method used in practice with M = 10.
While this rule has some appeal due to its simplicity, we do not expect it to be efficient as it does
not make any use of the correct response probabilities under each regime, P0k and P1k. Indeed, it
is possible to do much better if the item parameters are used properly. Decision rules based on the
likelihood functions under mastery or non-mastery may then be employed.
2.1.2 Likelihood-based rules
Suppose we have already administered t items pertaining to the kth attribute. We are then faced
with the problem of deciding whether learning has occurred. This can be viewed as a test of the
null hypothesis that lk > t against the alternative hypothesis that lk ≤ t. In this hypothesis testing
problem, the null hypothesis is simple, as all correct response probabilities up to this item belong
to P0k, and the likelihood under this hypothesis is
t∏
j=1
(
pk0j
)ykj (1− pk0j)1−ykj .
On the other hand, the alternative suggests switching from P0k to P1k at some time between 1 and
t. As a result, the alternative hypothesis {lk ≤ t} = ∪ts=1{lk = s} is composite and, for any given
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s ∈ {1, . . . , t}, the likelihood of {lk = s} is
s∏
j=1
(
pk0j
)ykj (1− pk0j)1−ykj · t∏
j=s
(
pk1j
)ykj (1− pk1j)1−ykj .
Then, the likelihood ratio of {lk = s} against {lk > t} is
t∏
j=s
`kj , where `
k
j :=
(
pk1j
pk0j
)ykj (
1− pk1j
1− pk0j
)1−ykj
. (2.3)
Because the alternative hypothesis is composite, there are more than one way to combine the like-
lihood ratios in (4.1) in order to obtain a statistic for testing the simple null hypothesis {lk > t}
against the composite alternative {lk ≤ t}. These different test statistics will then give rise to dif-
ferent detection rules.
2.1.3 CUSUM and Shewhart rule
If we follow a generalized likelihood ratio approach and maximize (4.1) with respect to s, then
we obtain the following statistic
xkt = max
1≤s<t
t∏
j=s
`kj = exp{ukt − min
1≤s<t
uks}, where ukt :=
t∑
j=1
log `kj ,
a large value of which would provide evidence that the kth attribute has been mastered in the first t
observations. However, because we want to detect the transition to mastery in real time, we do not
have a fixed number of items. Instead, after the examinee completes each item t, we compare the
value of the statistic xkt with a critical value c
k
t and declare that the kth attribute has been mastered
as soon as xkt becomes larger than c
k
t . The resulting detection rule then is
dk = min{t ≥ 1 : xkt ≥ ckt } = min{t ≥ 1 : ukt − min
1≤s<t
uks ≥ log ckt }, (2.4)
that is the so-called Cumulative Sums (CUSUM) rule, that was originally proposed by Page (1954).
We should note that this decision rule can be applied in real-time very easily, because the detection
statistic can be expressed recursively as follows xkt = max{xkt−1, 1}`kt , xk0 = 1, or equivalently,
ukt = max{ukt−1, 0} + log `kt , uk0 = 0. These recursive formulas also reveal that if the critical values
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Figure 2.1: Illustration of detection with CUSUM
are selected so that ckt ∈ (0, 1), then the CUSUM rule takes the form
dk = min{t ≥ 1 : lkt ≥ ckt }, (2.5)
and because the likelihood ratios lkt can only take two values, this rule essentially reduces to the
M -in-a-row rule with M = 1.
Of course, when the critical values ckt are not restricted in (0, 1), the two rules (4.3) and (2.5) are
very different. In fact, the detection rule (2.5) was proposed by Shewhart (1931) and has been very
popular (together with the CUSUM) in the quality control community. It is clear however that the
Shewhart rule uses only the current response to detect learning, therefore it will be not be efficient
unless the distance between the correct response probabilities that correspond to mastery P1k and
non-mastery P0k is very large.
In the case that the observations are iid before and after the change and a constant critical value,
ckt = c
k, is chosen to satisfy the false alarm constraint in (2.1) with equality, then it was shown by
Moustakides, (1986) that CUSUM minimizes a worst-case version of the expected detection delay,
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proposed by Lorden, (1971) among all detection rules that satisfy (2.1). On the other hand, it was
shown by Moustakides (2014) that the Shewhart rule maximizes (a similar worst-case version of)
the probability of detecting mastery with zero delay, that is with only one item, among all detection
rules that satisfy (2.1).
However, in our setup, observations are independent, but not identically distributed, due to the
administration of distinct items with varying correct response probabilities under either mastery
and non-mastery. In this case, an asymptotic (as γk → ∞) optimality property for CUSUM has
been established by Lai (1998) under certain ergodicity assumptions on ukt , thus, on the response
probabilities P0k and P1k. On the other hand, the optimality property of Shewhart can be extended
to the case of independent observations, when the sequence of critical values {ckt } is selected appro-
priately, however this kind of optimality property (maximizing the probability of detecting learning
with only one item) is not relevant in our setup.
For the sake of illustration, Figure 2.1 serves to visualize the mechanism of detecting change
with the CUSUM statistic. In the given example, the true change-point is 12, in which it indicates
that the presence of attribute is displayed thereafter. Then, as sson as the upward shift incurred by
correct answers exceeds the predetermined threshold, we determine that the attribute is learned at a
fixed Type I error rate. The log-likelihood ratio (LLR in the figure) is plotted beneath the CUSUM.
Note that the log-likelihood ratio sum shifts downward whenever an incorrect response is given and
tends to move upward as correct responses are given after the change-point
2.1.4 Shiryaev-Roberts rule
If instead of maximizing with respect to s the likelihood ratio in (4.1), we add the corresponding
likelihood (but not log-likelihood) ratios, we obtain the following statistic
Rkt :=
t−1∑
s=1
t∏
j=s
`ks ,
which, similarly to the CUSUM rule, it can also be expressed recursively as follows: Rkt = [1 +
Rkt−1] `
k
t , t ≥ 1, where Rk0 = 0. The corresponding detection rule then is to declare that that kth
attributed has been mastered as soon as Rkt becomes larger than a critical value c
k
t , i.e.,
dk = min{t ≥ 1 : Rkt ≥ ckt },
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This is the so-called Shiryaev-Roberts (SR) procedure, proposed independently by Shiryaev
(1961, 1963) and Roberts (1966). In the case of iid observations before and after the change, it
has been shown by Pollak (1985) and Tartakovsky, Pollak and Polunchenko (2011) that if a time-
invariant critical value, ckt = c
k, is selected to satisfy the false alarm constraint in (2.1) with equality,
then modifications of the Shiryaev-Roberts (SR) procedure with rather complicated initializations,
Rk0 , enjoy a strong asymptotic optimality property with respect to a worst-case version of the ex-
pected detection delay, proposed by Pollak (1985), among rules that satisfy (2.2). In the case of
independent random variables, as in our context, the SR rule enjoys (weaker) asymptotic optimality
properties.
2.1.5 Shiryaev’s rule
For all detection techniques we have considered so far, we did not make any assumptions regarding
the learning mechanism, i.e., we did not assume any model for lk. Let us now assume that lk is a
random variable that is independent of the responses of the examinee and its pmf fk and cdf Fk are
known. This is a very strong assumption that is unlikely to hold in practice, where the number of
items required for learning may depend, in one way or another, on the responses of the examinee.
Nevertheless, this assumption will allow us to illustrate how we can incorporate information regarding
the learning mechanism in our detection rule.
In order to see how this can be done, suppose we have already administered t items pertaining
to the kth attribute. Then, the posterior probability of the event that learning has not occurred yet,
{`k > t}, is
Prob(`k > t|yk1 , . . . , ykt ) = Prob(`k > t) ·
t∏
j=1
(
pk0j
)ykj (1− pk0j)1−ykj ,
where Prob(`k > t) = 1− Fk(t) is the prior probability of the event that learning has not occurred
yet. On the other hand, the posterior probability of the event that learning has already occurred,
{`k ≤ t}, is
Prob(`k ≤ t|yk1 , . . . , ykt )
=
t∑
s=1
Prob(`k = s) ·
s−1∏
j=1
(
pk0j
)ykj (1− pk0j)1−ykj · t∏
j=s
(
pk1j
)ykj (1− pk1j)1−ykj ,
where Prob(`k = s) = fk(s) is the prior probability of the event {`k = s}. Then, the corresponding
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posterior ratio of {`k ≤ t} against {`k > t} is
Skt =
t∑
s=1
fk(s)
1− Fk(t) ·
t∏
j=s
`kj ,
where lkj is defined in (4.1). It is natural to think of fk(1), the probability that the kth attribute
has been learned or mastered prior to the administration of the first item, as the proportion τk of
examinees who have initially mastered the k th attribute. If we further assume that the time to
mastery for those who were not already masters at the beginning follows a geometric distribution
with parameter pk, then
fk(s) = (1− τk) pk(1− pk)s−2, s ≥ 2 (2.6)
the statistic Skt takes the form
Sk(t) =
τk
(1− τk)pk
t∏
j=1
`kj
1− pk +
t∑
s=2
t∏
j=s
`kj
1− pk .
and can also be expressed recursively as follows:
Skt = [1 + S
k
t−1]
`kt
1− pk , t ≥ 1, S
k
0 =
τk
(1− τk)pk , (2.7)
A large value of St indicates the learning has already occurred at some time before t and implies
the so-called Shiryeav’s rule:
dk = min{t ≥ 1 : Skt ≥ ckt }. (2.8)
When a time-invariant critical value ckt is chosen to satisfy the probability of false alarm in (2.2)
with equality, it is well known that Shiryaev’s rule minimizes the expected detection delay among
all stopping times that satisfy (2.2) in the case of iid observations before and after the change. In
the case of independent observations, only asymptotic optimality results can be established, because
the optimal Bayes rule requires a specially designed time-varying sequence of critical values, which
are hard to find in practice.
Even though neither the CUSUM nor the SR rule assumes explicitly a model for lk and both
enjoy some form of minimax optimality property, they are suitable for quite different (worst-case)
scenarios for the (unknown) learning mechanism. Indeed, note that if we let pk → 0 in the detection
statistic (2.7) that is used in Shiryaev’s rule, then we recover the SR statistic, Rkt . This observation
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reveals that the SR rule is suitable for the case that lk is independent of the responses of the
examinee, but its (prior) distribution is unknown. On the other hand, the CUSUM rule is suitable
for the case that the unknown learning time depends on the responses of the examinee (Moustakides
(2008)). If the learning time is not only independent of the responses of the examinee but its prior
distribution is also known, then we would expect that Shiryaev’s rule would be more suitable. For
more information on these methods, we refer to the recent books of Poor and Hadjiiliadis (2009) and
Tartakovsky, Nikiforov, & Basseville (2014). In the next section we compare the above detection
rules on which a simulation study in which the learning times follow the geometric distribution (2.6).
2.2 Simulation Study
2.2.1 Simulation Design
The items and responses were generated under three diagnostic models: DINA, linear logistic and
Red-RUM. The change-points from non-mastery to mastery were assumed to follow the geometric
distribution, and we experimented with two rates. For each design, 20, 000 examinees (N) responded
to a maximum of 300 items (J) for learning five attributes (K).
Four detection methods were compared: Shiryaev, Shiryaev-Roberts, CUSUM and the random-
ized M -in-a-row method. For the Shiryaev statistic, we studied correctly and incorrectly specified
priors for the rate of the geometric distribution p by using the two studied rates, 10−1 and 20−1.
In the misspecification studies we used the rate 10−1 as the prior when the true rate was 20−1, and
20−1 as the prior when the true rate was 10−1. The baseline prevalences of attribute mastery seen in
α(0) were decreasing over the five attributes, and had baseline values τ = (0.5, 0.4, 0.3, 0.2, 0.1) for
k = 1, ..., 5, respectively. For the M -in-a-row method, we examined the cases M = 2, 3, 4, 5. There
was no need to study M ≥ 6 because the case of M = 5 was already too conservative even with a
randomized rejection rate of pi = 1, and the performance with respect to delay would only worsen
with M > 5.
Examinee and Item Parameter Generation A binary skills vector and a non-negative change-
point vector for the five attributes were generated for each examinee. To reflect diminishing preva-
lence of innately possessed skills, the percentage of the presence for the five attributes decreased
from 50% to 10% evenly, i.e.
α(0) = 1(α? > (Φ−1(0.5),Φ−1(0.4),Φ−1(0.3),Φ−1(0.2),Φ−1(0.1)),
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where α? was sampled from a multivariate normal distribution with zero means, variances of 1 and
correlation coefficients of 0.5. The distribution of the total number of innately possessed skills at
time 0 was as follows, 32%, 25%, 18%, 13%, 8% and 3% for possessing zero to five skills, respectively.
The change-points were generated from a geometric distribution for initially absent skills. When
αk(0) = 0 the corresponding change-point, lk was drawn from a geometric distribution. Otherwise,
αk(0) = 1 indicates lk = 0. We repeated the simulations with change-points generated under two
geometric rates, 10−1 and 20−1.
All examinees followed the fixed sequence of ordered attributes and items. Item parameters for
the three diagnostic models were generated to equate the range of the response probabilities under
complete mastery and nonmastery across the models. The probability of a correct response when all
attributes were missing was distributed as Unif(0.05, 0.4) and the probability of a correct response
when all required attributes were present was distributed as Unif(0.6, 0.95) for 300 items and five
learning stages.
For the DINA model, the aforementioned probabilities were easily generated because they are
directly parameterized into the guessing and slipping parameters, so that g, s ∼ Unif(0.05, 0.4).
For the linear logistic model and Red-RUM, such baseline probabilities were first anchored to set
the minimum and the maximum as the correct response probability ranges between them depending
on the presence of required attributes. The detailed generating processes are described below.
DINA parameters
Draw s, g ∼ Unif(0.05, 0.4).
Linear logistic model parameters
Step 1 Generate β0: take logit transformation of probabilities drawn from Unif(0.05, 0.4).
Step 2 Attain
∑
k βk: subtract β0 from logit-transformed probabilities drawn from Unif(0.6, 0.95).
Step 3 Generate weights: for each item j, wjk = qjk ∗ uk∑
k uk
for u ∼ Unif(0, 1).
Step 4 Generate βk: multiply the weights to the value from Step 2.
Red-RUM parameters
Step 1 Generate ω: ω ∼ Unif(0.6, 0.95).
Step 2 Draw probabilities from Unif(0.05, 0.4) and divide it by ω from Step 1.
Step 3 Transform Step 2 with −log(x).
Step 4 Generate the weights: wjk = qjk ∗ uk∑
k uk
for u ∼ Unif(0, 1).
Step 5 Generate γk: multiply the weights from Step 4 to the value from Step 3 then transform it
back to probabilities with exp−x.
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Unlike in the DINA model, for the other models the probability of a correct response depends
on more than the ideal response, and the average magnitudes of the regression parameters βk of the
linear logistic and penalty parameters γk of the Red-RUM monotonically changed as the assessment
proceeded to mastering the next attribute. The medians of the βk for five sequential learning stages
were: 2.68, 1.26, 1.10, 0.89 and 0.84. For the Red-RUM, the γ values increase in the order of stages
as 0.293, 0.592, 0.617, 0.641 and 0.707.
Responses were generated with P (Y kj = 1|αk = 0) for j ≤ lk and P (Y kj = 1|αk = 1) for j > lk.
For all simulation designs, Q-matrices of size 300 by 5 were generated for each attribute. Each
Q-matrix consisted of 300 binary vectors uniformly sampled from a set of patterns corresponding
to an examinee’s learning stage. Any subset of previously trained attributes can be administered
along with the attribute under training. The sequential structure of this assessment was reflected
in the increasing richness of the patterns in the Q-matrix. Because K = 5, the number of possible
patterns of q at each stage were 1, 2, 4, 8 and 16. Drawing the patterns evenly under the uniform
distribution, any previously attained attribute was utilized approximately 50% of the time.
Monte Carlo techniques along with grid searching algorithms were used to determine the critical
values of the CUSUM, Shiryaev, and Shiryaev-Roberts procedures, and the randomized stopping
probabilities of the M-in-a-row method. Our threshold calibration follows the first method described
in equation (1). By generating responses for perpetual nonlearners to the entire sequence of items,
one can learn the distribution of the time until false detection, and select the critical value in a tight
grid such that the chance of detection prior to learning is equal to 0.01 for each attribute. Identifying
the prescribed constant γk entailed grid-searching for log(c
k
t ) that yielded a 0.01 false detection rate
when learning follows a specified geometric distribution. By calibrating in this way, all procedures
had the same false detection rates, making comparisons of the delay times fair. Tables 1,2 and 3
provide the threshold values and randomized stopping probabilities that were computed for CUSUM
and the M-in-a-row method. Note that these values depend on the learning time distribution as well
as on the item parameters, and would need to be recalibrated if a different sequence of items were
used.
2.2.2 Simulation Results
Tables 2.4, 2.5 and 2.6 provide the average detection delays of the procedures applied to the
responses generated under the DINA, linear logistic and the Red-RUM, respectively. The attribute-
wise medians, Median(dk− lk) for k = 1, ..., 5, and the overall mean, Mean(d− l), are given in each
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Figure 2.2: Empirical CDFs of learning times and detection times
table for two distributions of the learning times, l ∼ Geometric( 110 ) and l ∼ Geometric( 120 ).
Note that the maximum number of items administered per attribute is 300, thus examinees
with a late learning time along with a long detection delay may reach 300 as the detection time,
dk. Considering the administered items’ ceiling, a simple arithmetic mean may underestimate as
detections never exceed 300. In this simulation the ceiling only played a role in the results for poor
choices of M in the M-in-a-row methods, resulting in some underestimation of already very large
mean delays. Medians were not affected.
Figure 2.2 shows the empirical cumulative distribution functions(CDF) of the change-points and the
detections made by CUSUM, 4-in-a-row and 5-in-a-row for each of the six designs. Only CUSUM is
shown as the CDFs of detections with Shiryaev and Shiryaev-Roberts are nearly overlapping with
CUSUM. Well before reaching the maximal number of items, more than 99% of the change-points are
below 60 for rate 110 and below 100 for rate
1
20 . Note that 99% percentile of geometric distribution
with rates 110 and
1
20 are 43 and 89, respectively. These plots serve to show the proximity of the
detection distribution to the actual change-points across all designs and rates while the two best
performing M-in-a-row show greater gaps away from the change-points.
Overall comparative performances of the procedures are consistent across varying conditions. In
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each table, the procedures are displayed in order by their performance in all tables: Shiryaev, SR,
CUSUM and M -in-a-row; except for increasing M .
Among the sequential detection procedures, the performances are not substantially different.
However, the overall superiority of the Bayes procedure over the CUSUM is apparent, and not
surprising because the CUSUM makes no assumption of the learning process in the computation of
the statistic. Nevertheless, it is noteworthy that CUSUM performs nearly as well without the benefit
of using this information, and may be the preferred procedure in the absence of any knowledge of
the learning process.
All the sequential detection procedures outperform the the simple M -in-a-row methods quite
easily, and the study highlights the fact that rigorous methods are far more preferable. The very
large delays for the small values of M reflect the very small randomized probabilities of rejection
required to control type 1 error, and the still inferior delays associated with larger values of M reflect
both the small chance of such a long successful run even for masters as well as the inefficiency of the
procedure that utilizes no likelihood function.
Note that the delays varied across the attributes depending on the item response generating
models. It is the same for the threshold values as well. For the DINA model, the threshold values
and the delays were consistent across the attributes however, for the linear logistic and reduced
RUM, the delays mostly increase as assessment proceeds to the next attribute. Considering the
compensating nature of the linear logistic and the Reduced RUM, the detection threshold becomes
even more conservative as items can be responded to correctly only with mastery of the previously
studied attributes, when the current one remains unmastered.
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L ∼ Geometric( 110 ) L ∼ Geometric( 120 )
α1 α2 α3 α4 α5 α1 α2 α3 α4 α5
CUSUM 4.79 4.74 4.75 4.86 4.72 5.71 5.70 5.62 5.70 5.72
Randomized
M-in-a-row
M=2 0.032 0.025 0.031 0.039 0.034 0.016 0.015 0.016 0.017 0.015
M=3 0.159 0.118 0.156 0.249 0.182 0.088 0.081 0.063 0.100 0.070
M=4 0.743 0.601 0.819 1 0.891 0.403 0.379 0.304 0.404 0.325
M=5 1 1 1 1 1 1 1 1 1 1
Table 2.1: Threshold values for the DINA model
L ∼ Geometric( 110 ) L ∼ Geometric( 120 )
α1 α2 α3 α4 α5 α1 α2 α3 α4 α5
CUSUM 4.43 4.36 4.13 3.66 3.39 5.53 5.34 5.15 4.71 4.40
Randomized
M-in-a-row
M=2 0.043 0.013 0.009 0.008 0.007 0.014 0.006 0.005 0.003 0.003
M=3 0.150 0.039 0.026 0.021 0.018 0.059 0.018 0.013 0.008 0.007
M=4 0.567 0.123 0.080 0.043 0.033 0.280 0.052 0.030 0.017 0.016
M=5 1 0.399 0.186 0.101 0.117 1 0.151 0.088 0.030 0.029
Table 2.2: Threshold values for the linear logistic
L ∼ Geometric( 110 ) L ∼ Geometric( 120 )
α1 α2 α3 α4 α5 α1 α2 α3 α4 α5
CUSUM 4.82 4.51 4.17 3.74 3.42 5.83 5.42 5.28 4.81 4.66
Randomized
M-in-a-row
M=2 0.034 0.022 0.012 0.011 0.011 0.016 0.009 0.006 0.005 0.004
M=3 0.186 0.077 0.035 0.042 0.035 0.085 0.027 0.015 0.016 0.009
M=4 1 0.161 0.122 0.064 0.044 0.389 0.091 0.042 0.041 0.018
M=5 1 0.403 0.318 0.142 0.101 1 0.309 0.107 0.102 0.047
Table 2.3: Threshold values for the Reduced RUM Model
L ∼ Geometric( 110 ) L ∼ Geometric( 120 )
k : Median
Mean
k : Median
Mean
α1 α2 α3 α4 α5 α1 α2 α3 α4 α5
Shiryaev (Correct prior) 5 6 5 5 5 5.86 6 7 7 6 7 7.09
Shiryaev (Incorrect prior) 5 6 6 5 6 5.95 6 7 7 6 7 7.18
Shiryaev-Roberts 5 6 5 5 5 6.04 6 7 7 6 7 7.21
CUSUM 6 6 5 4 6 6.33 6 8 8 6 7 7.39
Randomized
M-in-a-row
M=2 61 82 68 52 62 89.64 131 137 124 120 137 147.2
M=3 20 29 24 14 20 30.81 43 46 56 35 51 65.02
M=4 7 8 7 5 7 9.24 15 15 18 14 17 22.22
M=5 7 7 8 8 10 10.62 9 9 9 9 9 11.5
Table 2.4: Detection delay under the DINA model
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L ∼ Geometric( 110 ) L ∼ Geometric( 120 )
k : Median
Mean
k : Median
Mean
α1 α2 α3 α4 α5 α1 α2 α3 α4 α5
Shiryaev (Correct prior) 6 8 9 12 12 10.27 6 8 14 13 20 13.72
Shiryaev (Incorrect prior) 7 8 9 13 12 10.61 7 8 14 13 22 14.13
Shiryaev-Roberts 7 8 9 12 11 10.55 6 8 14 13 20 14.02
CUSUM 7 9 9 13 11 10.97 7 9 14 13 20 14.57
Randomized
M-in-a-row
M=2 48 127 231 255 274 169.0 148 273 276 284 282 219.6
M=3 25 89 130 168 193 130.7 67 197 244 277 278 186.9
M=4 12 46 66 127 163 96.68 23 106 165 264 264 151.1
M=5 10 19 41 78 70 59.04 9 65 83 244 245 119.3
Table 2.5: Detection delay under the linear logistic model
L ∼ Geometric( 110 ) L ∼ Geometric( 120 )
k : Median
Mean
k : Median
Mean
α1 α2 α3 α4 α5 α1 α2 α3 α4 α5
Shiryaev (Correct prior) 4 8 8 13 13 10.07 5 9 10 17 18 12.48
Shiryaev (Incorrect prior) 4 8 8 13 13 10.11 5 9 10 17 19 12.66
Shiryaev-Roberts 5 9 9 13 13 10.30 6 9 11 17 18 12.83
CUSUM 4 9 9 14 13 10.59 6 9 11 17 18 13.04
Randomized
M-in-a-row
M=2 59 91 173 188 190 147.1 124 225 272 275 278 203.7
M=3 19 45 82 88 105 91.67 42 135 232 221 271 163.1
M=4 6 34 46 86 122 56.83 15 66 129 132 257 121.1
M=5 9 9 29 29 35 30.36 9 19 75 77 156 78.90
Table 2.6: Detection delay under the Reduced-RUM model
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Chapter 3
Detecting Learning with Response
Times
The duration to respond to a test item, response time(RT), is now easily recorded with the
advent of data collection on computer-based assessments. As RTs are believed to reflect one’s
cognitive ability – to assess cognitive processing speed in speed tests (Gulliksen, 1950), for instance
– recent developments in psychometrics had already provided diverse models to analyze RTs. As a
type of manifest observation that may have interpretations for the latent traits of test takers and
items, RTs were studied mostly under the framework of item response theory(IRT; van der Linden
and Hambleton, 1997).
Statistical distributions have been prominently used to explain the link between the cognitive
ability and observed response times. RTs were modelled and examined independently or conjointly
with the corresponding responses. Without the responses, RTs were studied with a gamma distribu-
tion to model reading speed(Rasch, 1960)and study its fit to gamma distribution(Maris, 1993) and
Weibull distribution(Tatsuoka & Tatsuoka, 1980).
To study RTs with corresponding responses, IRT(van der Linden and Hambleton, 1997) is mostly
adopted. IRT established a literature on probabilistic models with binary responses and continuous
latent ability parameters. The simplest model among IRT models is the Rasch model(Rasch, 1960)
in which a response is modeled as a function of a single ability parameter and an item difficulty
parameter. The Rasch model was used to combine with RTs in Roskam(1987, 1997), Verhelst, Ver-
stralen and Jansen(1997) and Thissen(1983). Beyond the simplicity of the Rasch model, Wang and
Hanson(2005) proposed the 4-parameter logistic response time model by including a speed parame-
ter in the preexisting three-parameter(3PL) item response model. Schnipke and Scrams(2002) and
Entink et al.(2009a) also provided a thorough review of developments in analyses of RTs under IRT
framework.
Van der Linden(2006, 2007) introduced to fit response times to lognormal density with parameters
for person speed ability, time-intensity and time discrimination power. The model posits a normal
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density for the distribution of the log response time, t, and it is written as:
f(tj ; τ, αj , βj) =
αj
tj
√
2pi
exp{−1
2
[αj(lntj − (βj − τ))]2}.
The mean of lognormal distribution for an item j, µj = βj − τ where τ is a parameter for the speed
of the person – the larger τ , the smaller the amount of time the person tend to spend on the items
– and βj is an item parameter accounting for the time consumingness of item j. After evaluating
the fit of different distributions with RTs, it was concluded that the lognormal distribution led to
the best fit.
In fact, the vast developments in the analysis of RTs with IRT did not yet extend to integrate
with CDMs nor did they focus on discovering links between RTs and learning behaviors. Through
this research, we purported to model response time with parameters in diagnostic models to establish
a ground for developing learning assessment schemes that can benefit from the information given
by response time data. The rest of the chapter is organized as follows. To establish a common
ground for CDM and RT, we describe the distributions of response times with CDM parameters
of ability and item profiles. The modified-CUSUM that integrates the distributions of responses
and response times to detect learning is introduced. Through the simulation study, we showcased
the implementation of the use of the modified-CUSUM when response times data is available and
the performance of the modified-CUSUM is benchmarked against the CUSUM that only used the
responses data.
3.1 Modeling Response Times under CDM
Response times are modeled to depend on a static person speed and attribute mastery that is
subject to change and take effect. The lognormal distribution was adopted to study the response
times, as it was suggested that the lognormal distribution most closely approximated to the empirical
distribution of RTs(van der Linden, 2006, 2007).
The model is defined as a distribution of response times as follows:
t
(k)
ij ∼ lognormal(µj − τi − λ1{j>l(k)}, σt)
The mean of the lognormal density consists of an item parameter, µ, a person speed parameter,
τ , and a learning effect constant, λ. The standard deviation of the lognormal density is denoted
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σt. (Note that the subscript, t, is used to differentiate from the standard deviation of distribution
of person parameter τ , στ .) Here, µ can be considered a baseline duration. The person speed
parameter is adopted from that of van der Linden(2006, 2007) and it follows a normal distribution
with a static population standard deviation in our application,
τ ∼ N(0, στ ).
The key contribution of this RT model is twofold: extending the lognormal distribution approach
under CDMs and incorporating mastery effects when learning has taken place.
Under the framework of IRT, the ability parameter, θ, and the speed parameter, τ , are defined
on a continuum and they both follow the normal distribution. In the lognormal model of RT in IRT,
only τ is addressed to relate to the response time and θ does not partake directly in modeling RT.
Lee(2007) presented a RT model that focuses on tests that aim to measure ability skills than speed.
Van der Linden(2007) also proposed a model to integrate a hierarchical structure between the RT
model and the joint distribution of τ and θ.
In contrast to the ability parameter on continuum in IRT, the attribute profile defined in CDM
offers a dichotomous definition of each skill. The binary form enables a convenient definition of
learning in CDM consequently. In a learning platform with a single target attribute to be taught,
diagnostic models can yield different parametrizations that reflect the mastery of a skill that may
take place during the assessment. To incorporate the change incurred by mastery of each skill, the
lognormal model is designed to reflect the mastery by reducing the mean of the distribution by λ.
However, depending on our choice of diagnostic model, the magnitude of mastery effect also differs
as contribution of each skill are defined differently in each model. In the above definition of the
lognormal distribution, we simply used an indicator function to broadly define the mastery effect
constant. In our application, we consider the DINA and linear logistic models and we define the RT
distribution in detail for each model.
3.1.1 DINA Model
The DINA model categorizes one’s proficiency to respond an item dichotomously with the
attribute-item constant, η =
∏K
k=1 α
qk
k . This parsimonious mechanism leads to a simple parametriza-
tion for mastery effect in RT as well. We assume that only when all attributes required by an item
is possessed or acquired, the mastery effect takes place in RT. That is, the mean of the lognormal
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distribution shifts left by λ when η = 1, i.e.
tj ∼ LN(µj − τ − ληj=1, σ).
3.1.2 Linear Logistic Model
In linear logistic models, every required attribute by an item contributes to increasing the prob-
ability of correctly responding. Such disparate structure of mastery contribution can be expressed
analogously with RT distributions by reducing the mean of the lognormal density as following:
tj ∼ LN(µj − τ − λ
∑
k
αkqk, σ).
Thus the magnitude of the mastery effect can be as small as λ with a single attribute change to
λ ∗K for changes of all K attributes.
Note that the magnitude of last term with the λ value increases with the number of present and
necessary attributes for the linear logistic model whereas the magnitude for the DINA model is fixed
regardless the number of required attributes. Likewise the item response function, we modeled the
presence of each attribute to affect the response times.
3.2 CUSUM for Responses and RTs
To detect the change-points with the responses and response times, the CUSUM statistic simply
adopts a generalized likelihood ratio approach to collect the observable evidence sequentially. To
comply with the format of the likelihood ratio that requires dichotomous hypotheses, the response
time model we proposed displays the mastery of an attribute through the shift of the lognormal
density, accordingly. Since, the distribution of response times change in parallel with the diagnostic
response function, we directly combine the likelihood ratio of responses and response times.
Then, in addition to the existing log likelihood ratio statistic of responses, u
(k)
t , we now combine
it with the likelihood ratio of response time distribution to have vt:
v
(k)
t = u
(k)
t + (
t∑
j=1
log(g
(k)(yj)
1j )−
t∑
j=1
log(g
(k)(yj)
0j ))
where g
(k)
1j is a lognormal distribution of tj when a skill is attained, i.e. αk = 1, and g
(k)
0j is a
lognormal distribution of tj when a skill is yet to be attained, αk = 0. The CUSUM statistic can
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incorporate the response time data by using the reformulated sum of log likelihood ratio in the
CUSUM, vt.
3.3 Parameter Estimation
Each realization of response time is drawn from a lognormal distribution from that of either a
master or a non-master. Detecting mastery of an attribute via CUSUM with responses and response
times differ from CUSUM solely with responses due to additional parameters in the response time
distribution. To update the CUSUM with response times, a person speed parameter needs to be
identified. When the person speed parameter,τ , is assumed to be unknown, an estimate of τ , τˆ takes
place to provide a pseudo-likelihood to be used in the likelihood ratio of the CUSUM.
Suppose t > 1 items are assessed to an examinee as means of training an attribute or affirming
the mastery, and corresponding response times, baseline duration µ and the mastery effect constant,
λ, are known. Then, the examinee’s speed parameter, τ , at time T can be expressed as,
τˆT =
1
T
T∑
j
µj − log(tij)− λ{j>l(k)}
where lk is the learning time of the kth attribute. When attributes are trained until the detection
of mastery individually up to k?th attribute,
∑k?
k=1 dk items are used to estimate τ , T =
∑k?
k=1 dk.
An on-the-fly estimation of the speed parameter is necessary to execute the detection rule with
CUSUM. A simple heuristic with two steps is adopted.
3.3.1 Change Detection and Change-point Estimation
Estimating τ involves taking an expected value of µ − log(t) − λ{j>lk}, taking an arithmetic
mean with baseline duration, µj , observed response time, tj , and an indicator function of mastery,
1{j>l(k)}. Though the baseline duration and the response times are known, the presence of mastery
is only assumed when the detection is made given sufficient evidence of mastery is displayed.
To correctly estimate τ before or after the mastery is acquired, the quickest detection of the
mastery and a precise estimation of the change-point are necessary. The detection of the mastery
serves to determine that the target attribute is present and further to posit that learning has occurred
before or during the given assessment. Knowing the acquisition of the attribute, the estimation of
change-point contributes to correctly calculating the person speed parameter, τ , as the estimator of
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τ involves the distributions of before- and after-mastery.
When a detection for mastery of the kth attribute is made at dk, we wish to find the corresponding
change-point lk ∈ {0, ..., d} using maximum likelihood estimation:
lˆk = argmax
l
l∑
i=0
log(p
(k)
0i (y)g
(k)(t)
0i )
dk∑
i=l+1
log(p
(k)
1i (y)g
(k)
1i (t))
where l ∈ {0, ..., dk}.
3.3.2 Estimation of the Person Speed Parameter, τ
In the framework of mastery detection, the estimation of the speed parameter, τ , utilizes the
estimated change-point, lˆ, because the parametric specifications of the before- and after-mastery are
different and such difference must be incorporated when present. Specifically, we attain the maximum
likelihood estimation of τ by maximizing the combined likelihoods pivoted by the estimated change-
point:
τˆk = argmax
τ
[
L(τ |t1, ..., tlˆk , µ1, σ1)× L(τ |tlˆk+1, ..., tdk , µ2, σ2)
]
.
Let µ1 and σ1 denote the mean and standard deviation of the lognormal distribution of the
response times before the mastery, and let µ2 and σ2 denote the mean and standard deviation of
the lognormal distribution of the response times after the mastery takes place. On the right hand
side, the first likelihood only involves the response times that correspond to non-mastery and the
second likelihood consists of the response times after the mastery.
Note that when multiple attributes are assessed, the CUSUM statistic with response only is
used to attain the point of mastery detection then to attain an estimation of change-point. After
initiating the estimation of τ for the first attribute, τ is updated at every item given that the target
attribute is not yet mastered.
3.4 Simulation Study
A simulation study was conducted to investigate the detection performance of the CUSUM
statistic when it purports to detect learning by utilizing the observed responses and response times
jointly. With a false detection rate fixed at 0.01, the detection delay statistics of the CUSUM with
responses and response times are compared to that of CUSUM statistic only with responses.
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Incorporating the lognormal model to fit in response times data, there is an additional person
parameter to measure one’s speed, τ . The estimation of τ is evaluated with root-mean-squared-
error(RMSE) across diverse parametric scenarios.
3.4.1 Simulation Design
The items and responses were generated under two diagnostic models: the DINA model and the
linear logistic model. The change-points from non-mastery to mastery were assumed to follow the
geometric distribution. For each design, 5, 000 examinees (N) responded to a maximum of 100 items
(J) for learning five attributes (K).
Examinee and Item Parameter Generation A binary skills vector and a non-negative change-point
vector for the five attributes were generated for each examinee. To illustrate an examinee popula-
tion where majority are not masters of the attributes in the domain prior to entering the didactic
assessment, we fixed the proportion of the initial attribute mastery level. The initial overall mastery
per examinee, i.e.
∑
k αik for some examinee i, was distributed as 0.25, 0.25, 0.20, 0.15, 0.10 and
0.05 for possessing zero to five attributes at t = 0, respectively.
The change-points were generated from a geometric distribution for initially absent skills. When
αk(0) = 0 the corresponding change-point, lk was drawn from a geometric distribution. Otherwise,
αk(0) = 1 indicates lk = 0. We repeated the simulations with the change-points generated under
two geometric rates, 15 and
1
10 . As this simulation study purports to explore different measures of
response times and their influence in the detection scheme, the person speed parameters were drawn
from the normal distributions with the mean equal to zero and the standard deviations equal to 12
and 16 .
All examinees followed the fixed sequence of ordered attributes and items. Item parameters for
the two diagnostic models were generated to equate the range of the response probabilities under
complete mastery and nonmastery across the models. The probability of a correct response when
all attributes were missing was bounded in an interval of (0.05, 0.4) and the probability of a correct
response when all required attributes were present was bounded in (0.6, 0.95) for 100 items and five
learning stages.
For the DINA model, the aforementioned probabilities were easily generated because they are
directly parameterized into the guessing and slipping parameters. For the linear logistic model,
such baseline probabilities were first anchored to set the minimum and the maximum as the correct
response probability ranges between them depending on the presence of required attributes. The
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detailed generating processes are described below.
DINA model parameters
Draw s, g ∼ 4−Beta(2, 1, 0.05, 0.4).
Linear Logistic model parameters
Step 1 Generate β0: take logit transformation of probabilities drawn from 4−Beta(2, 1, 0.05, 0.4).
Step 2 Attain
∑
k βk: subtract β0 from logit-transformed probabilities drawn from 4−Beta(1, 2, 0.6, 0.95).
Step 3 Generate weights: for each item j, wjk = qjk ∗ uk∑
k uk
for u ∼ Unif(0, 1).
Step 4 Generate βk: multiply the weights to the value from Step 2.
Responses were generated with P (Y kj = 1|αk = 0) for j ≤ lk and P (Y kj = 1|αk = 1) for j > lk.
For every response, a corresponding response time was drawn from a log-normal distribution.
Similarly to response generation process, the sampling distribution of response time changes after
mastery. Specifically, the response time is drawn from a log-normal density with a reduced mean
by a certain constant as mastery is displayed. The response times are distributed as follows, tkj ∼
lognormal(µj − τ, σ) for j ≤ lk and t ∼ lognormal(µj − τ − λ, σ) for j > lk.
The baseline mean of the response time, µ, is an item parameter and they are drawn from
4 − Beta(2, 2, 1, 2.4) for 100 items and five stages of K. The reduction in mean of response time
distribution incurred by attribute mastery, λ, is a key dimension of our simulation study that we
intend to focus on. We varied the magnitude with three λ values for each diagnostic model and
they were held constant throughout all assessment items. For the DINA model, λ = 1/2, 1/3, 1/6,
and for the linear logistic model, λ = 1/5, 2/15, 1/15. The magnitudes for the linear logistic models
are smaller than that of the DINA model as the reduction time accumulates with the number of
attribute assessed for the linear logistic model as learning stages advance whereas the reduction is
dichotomous for the DINA. To vary the factor size in mean, we used two standard deviations for
the log-normal densities: 1/2 and 1/6. Thus we study six effect sizes for two learning rates under
the DINA model and linear logistic model.
For all simulation designs, Q-matrices of size 100 by 5 were generated for each attribute. Each
Q-matrix consisted of 100 binary vectors uniformly sampled from a set of patterns corresponding
to an examinee’s learning stage. Any subset of previously trained attributes can be administered
along with the attribute under training. The sequential structure of this assessment was reflected
in the increasing richness of the patterns in the Q-matrix. Because K = 5, the number of possible
patterns of q at each stage were 1, 2, 4, 8 and 16. Drawing the patterns evenly under the uniform
distribution, any previously attained attribute was utilized approximately 50% of the time.
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Monte Carlo techniques along with grid searching algorithms were used to determine the critical
values of the CUSUM and the CUSUM-RT. Our threshold calibration is identical as in the previous
chapter. As a result, all threshold values yielded approximately 0.01 false detection rate.
3.4.2 Simulation Results
Tables 3.1, 3.2, 3.3 and 3.4 provide the average detection delays of the CUSUM with different
effect sizes. The CUSUM statistics were applied to the responses generated under the DINA and
linear logistic and response times generated from the lognormal density. The attribute-wise medians,
Median(dk − lk) for k = 1, ..., 5, and the overall mean, Mean(d− l), are given in each table for two
distributions of the learning times, l ∼ Geometric( 15 ) and l ∼ Geometric( 110 ).
Note that the maximum number of items to be assessed per each attribute is set at 100. The number
is chosen as the cumulative distribution functions(CDF) of geometric distribution of both rates, 15
and 110 yield 1 approximately, even with x = 50 when we assume a delay of 50 observations.
Figure 3.1 shows the empirical CDF of the detections made by CUSUM with responses and CUSUM
with response times with three different effect sizes. These plots serve to contrast two aspects: i)
the detection performances of the response-based CUSUM with and without response times and ii)
the detection performances of different effect sizes of mastery.
With a greater standard deviation for the lognormal distribution of response times of 12 , the CDFs
nearly overlap as the effect size diminishes. The order of the performance of detections depending
on the effect size is consistent. For the linear logistic model, however, larger standard deviation
response times with a larger standard deviation for τ yields a result that contradicts the rest of the
designs: the CUSUM without response times performs the best.
The dimension of the simulation design is 2× 2× 2× 2 with four factors varied:
- CDMs: the DINA model, the linear logistic model.
- Geometric rate of the change-points: 15 ,
1
10
- The standard deviation of τ : 12 ,
1
6
- The standard deviation of the lognormal distribution: 12 ,
1
6
The overall performance of the CUSUM with response times significantly improve with the in-
creasing effect size of mastery, λ. For both models, larger geometric rate of change-point distribution
yields greater delays for CUSUM with responses only, however, the difference of the delays for two
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rates become smaller as the effect size increases. This indicates that the momentum of evidence
of mastery gained from response times hasten the detection even for the population with a greater
variance.
Table 3.5 provides the RMSE of the estimation of τ , τˆ . As the learning stage advances, the
estimate of τ approximates closer to the true value across all dimensions. For linear logistic, the
overall trend is decreasing however as later stages of assessment provides smaller evidence of learning,
the estimate does not improve significantly.
Lastly, Figure 3.3 shows the CDF of change-point estimation error. It is apparent that change-
point estimation performance do not vary across the effect sizes. There is a slight improvement as
the effect size increases, however the general trends are similar. For all effect sizes, approximately
40% of change-points were estimated exactly, approximately 80% of change-points were within ±1
error.
l ∼ Geom( 15 ) l ∼ Geom( 110 )
k : Median
Mean
k : Median
Mean
1 2 3 4 5 1 2 3 4 5
CUSUM (λ = 0) 3 3 3 3 3 3.21 4 4 5 3 4 4.45
RT
λ=1/6 3 3 2 2 2 2.72 4 3 3 3 3 3.67
λ=1/3 3 2 2 2 2 2.11 4 2 2 2 2 2.72
λ=1/2 3 1 1 1 1 2.41 4 1 1 1 1 3.61
Table 3.1: Detection delay under the DINA model (σ(t) = 16 , σ(τ) =
1
6 )
l ∼ Geom( 15 ) l ∼ Geom( 110 )
k : Median
Mean
k : Median
Mean
1 2 3 4 5 1 2 3 4 5
CUSUM (λ = 0) 3 3 3 2 3 3.20 4 4 3 4 3 4.23
RT
λ=1/6 3 3 2 2 2 2.74 4 3 3 3 3 3.45
λ=1/3 3 2 2 2 2 2.23 4 2 2 2 2 2.59
λ=1/2 3 2 1 1 1 2.59 4 2 1 1 1 3.16
Table 3.2: Detection delay under the DINA model (σ(t) = 16 , σ(τ) =
1
2 )
l ∼ Geom( 15 ) l ∼ Geom( 110 )
k : Median
Mean
k : Median
Mean
1 2 3 4 5 1 2 3 4 5
CUSUM (λ = 0) 3 3 7 8 8 6.22 4 4 8 11 13 11.13
RT
λ=1/6 3 3 4 4 3 2.90 4 4 3 4 3 4.05
λ=1/3 3 2 2 2 1 1.31 4 3 2 2 1 2.46
λ=1/2 3 2 2 1 1 0.65 4 2 2 2 1 1.98
Table 3.3: Detection delay under the linear logistic model (σ(t) = 16 , σ(τ) =
1
6 )
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Figure 3.1: CDF of Detection Delay under DINA
Figure 3.2: CDF of Detection Delay under Linear Logistic
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l ∼ Geom( 15 ) l ∼ Geom( 110 )
k : Median
Mean
k : Median
Mean
1 2 3 4 5 1 2 3 4 5
CUSUM (λ = 0) 3 4 7 7 7 6.23 4 4 8 11 12 11.08
RT
λ=1/6 3 3 4 4 4 2.94 4 3 4 3 3 3.98
λ=1/3 3 3 2 2 1 1.35 4 4 2 1 1 2.33
λ=1/2 3 2 2 1 1 0.66 4 2 2 1 1 1.75
Table 3.4: Detection delay under the linear logistic model (σ(t) = 16 , σ(τ) =
1
2 )
k : RMSE
1 2 3 4 5
DINA
λ=1/6 0.199 0.138 0.113 0.097 0.087
λ=1/3 0.206 0.150 0.125 0.111 0.102
λ=1/2 0.227 0.165 0.143 0.127 0.117
Lin-log
λ=1/6 0.212 0.148 0.108 0.093 0.088
λ=1/3 0.216 0.147 0.120 0.114 0.119
λ=1/2 0.220 0.151 0.134 0.137 0.146
Table 3.5: RMSE of τ estimation
3.5 Discussion
With the availability of response time data together with the response patterns, the CUSUM
statistic utilized both information conjointly to improve the performance of change-detection. The
simple definition of the CUSUM statistic enabled the likelihoods of responses and response times to
be combined.
The outcomes of the simulation studies indicated that utilizing response time data can surely
reduce the delay in detecting changes. The effect sizes increase the performance by reducing the
delays linearly with the size of the effect sizes. However, it must be noted that the effect sizes were
assumed to be known. In addition, utilizing the log-normal model of the response times for the
purpose of change-detection assumed known parameters of before- and after- change distribution of
response times.
This analysis provides motivation to develop methodologies that fully incorporate response pat-
terns and response time data to evaluate the subject progress in learning including the estimation
of change-points and subject speed parameters. The usage of the CUSUM statistic can be improved
with assuming less known information and it is advised to explore such approach with more empirical
data in the future.
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Figure 3.3: CDF of Change-point estimation error
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Chapter 4
Learning Promotion and Mastery
Detection
Modelling and detection of learning has become a primary focus of psychometric research as
modes of assessments have constantly evolved to become more adaptive. E-learning assessments are
now capable of providing correspondence to observed progress by returning instructional feedback
to correct and further enhance one’s understanding via intelligent tutoring system(ITS)(Aleven &
Koedinger, 2002; Koedinger, Anderson, Hadley & Mark, 1997; Pane, Griffin, McCaffrey & Karam,
2014) instead of retrospective evaluation.
Some knowledge domain may impose a structural trajectory of learning in a hierarchy, as sug-
gested by the Attribute Hierarchy Method(Gierl, Leighton, & Hunka, 2007; Leighton, Gierl, &
Hunka, 2004), as well as in Knowledge Space Theory (Doignon & Falmagne, 1999) and Bayesian
Knowledge Tracing (Anderson & Corbett, Koedinger, & Pelletier, 1995). In such a case, a careful
breakdown of targeted attributes and providing personalized trajectory of assessment that corre-
sponds to one’s ongoing progress can now be accommodated and may be necessary to improve the
instructional outcome. Furthermore, if didactic values of items and their instructive features can be
identified, they can be used towards both promotion and detection of mastery.
Within the framework of item response theory (IRT) where one or fewer latent abilities are con-
sidered on a continuum, investigation of modelling and detecting learning continued for four decades
with many proposed models; Multidimensional Rasch model(Embretson, 1991), Linear Logistic Test
Model(Fischer, 1973; Fischer & Foremann, 1982), Dynamic Rasch Model(Verhelst & Glas, 1993;
Verguts & De Boeck, 2000), Dynamic Item Response Models (Wang, Berger & Burdick, 2013), Lon-
gitudinal Item Response Model (Andersen, 1985; te Marvelde, Glas, Landeghem, & Van Damme,
2006; Rabe-Hesketh & Skrondal, 2008; Cho, Athay & Preacher, 2013), Saltus Model (Wilson, 1989).
With a more set theoretical approach, Knowledge Space Theory (Albert, Schrepp, & Held, 1994;
Doignon & Falmagne, 1985, 1999; Falmagne & Doignon, 2011) identifies mastery of attributes in
higher dimensions, and Bayesian Knowledge Tracing (BKT)(Anderson, Corbett, Koedinger, & Pel-
letier, 1995) utilized hidden Markov models to model mastery of learners for intelligent tutoring
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systems(ITSs). Nevertheless, the goals unify to the ultimate objective of identifying and quantifying
the improvement in knowledge.
In the previous chapters, the problem of detecting mastery under cognitive diagnosis was dis-
cussed and multiple detection methods were introduced with or without response time data. Se-
quential change detection methods such as CUSUM(Page, 1954) had previously contributed in ed-
ucational setting by detecting cheating, examinee misfit and over-exposed items and scaling score
stability and drift(Armstrong & Shi, 2009a, 2009b; Lee & von Davier, 2013; Tendeiro & Meijer, 2014;
Tendeiro, Meijer, Schakel, Maij-de & Meij, 2013; van Krimpen-Stoop & Meijer, 2001; Veerkamp &
Glas, 2000). Including CUSUM, additional sequential change detection methods such as Shiryeav-
Roberts(Roberts, 1966) and Shiryaev(1961,1963) statistics were introduced and compared to crude
detection methods, in particular, the M -in-a-row method where M consecutive correct answers in-
dicate mastery, to detect mastery in an e-learning scenario. The methods fully utilize the item
parameters and observed responses to update proximity to mastery threshold after each item is
administered. It was shown that the sequential detection methods are superior to the crude meth-
ods that do not utilize a statistical model for item responses. Among the methods, the Shiryaev
statistic arises from a Bayesian model that assumes a prior distribution of change-points that can
be formulated from assumed or modeled learning rates stemming from the administered items. A
simple case is found by imposing a geometric distribution with rate p for mastery after each item.
This chapter contributes to further extend the adaptive feature of online instruction by adaptively
selecting items that promotes learning and detecting mastery of one or more attributes simultane-
ously. To formalize the quantitative concept of learning, we introduce the notion of pedagogical
values that are uniquely identifiable for every item. Together with the existing psychometric char-
acteristics of exercise items, such as that of cognitive diagnosis models, such pedagogical values can
assist in assessing the utility of items for the purpose of instructing especially.
To fully investigate the approach of constructing an assessment with dual purpose – of promoting
learning and detecting mastery – we varied the complexity of the instructional circumstances. To
start with the most simple case, we considered promoting and detecting mastery of a single attribute
where a Bayesian approach of quantifying educational progress is introduced. The newly introduced
concept of pedagogical values enabled the item selection method to provide instructional guidance.
In the following section, we isolate the two purposes of guided instruction and mastery-detection
that were sought simultaneously in the previous section. By departmentalizing two stages of learning
and detecting, we enable only two types of items that illustrate the trade-off of each type of item in
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order to achieve efficiency in administering such assessments. Lastly, we extended the item selection
methods and mastery detection methods to target multiple attributes in the third section.
4.1 Single Attribute Case
4.1.1 Problem Formulation
In this section, we illustrate a scenario of administering an e-learning assessment in which an
adaptive design for the skill acquisition and the detection of its mastery are sought. Suppose one’s
mastery of a skill can be identified as a binary latent class where the skill element, α ∈ {0, 1},
indicating a non-master and a master, respectively. Instructing a single skill to examinee i, αi(t)
denotes the binary state of mastery at each item t. Then, during a sequence of items, the binary
skills over time is a non-decreasing binary vector such that mastery is retained once it was acquired,
i.e. P (αi(t
′) = 1|αi(t) = 1) = 1 for all t′ > t. The index of an item or the time-point where the
mastery takes place is denoted as li, and we further assume that mastery is displayed to solve the
item immediately, i.e. li = mint{αi(t) = 1}.
The learning model used in this chapter considers the instructive items that provide educational
resource prior to a question that aims to identify the mastery induced by the resource. That is, if
mastery is acquired at the second item, l = 2, it is equivalent to a situation where the examinee
achieved the mastery at the second item and he or she will respond to the second item with the
attribute equal to 1. This type of learning mechanism can accentuate the diagnostic feature by
attempting to select an item that corresponds to the observed progress.
While li is a latent variable that indicates learning that we seek to detect, the evidence of
change is given by the current response pattern as each response reflects one’s state of mastery.
Let p0t and p1t denote item response probabilities for a non-master and a master, respectively, i.e.
p0t = P (yit = 1|αi(t) = 0) and p1t = P (yit = 1|αi(t) = 1). Naturally, we assume that presence of
mastery should yield a higher probability of a correct response, p1t > p0t.
The response probabilities, p0t and p1t, are determined by a diagnostic model of one’s choice.
The DINA model(Macready & Dayton, 1977; Junker & Sijtsma, 2001) is known for its parsimonious
expression of item parameters, and it is utilized in our problem, though other CDMs may be directly
substituted. Under the DINA model, the item response function depends on two parameters, one
pertaining to the chance that a master of a skill answers incorrectly, and the other for the chance
that a non-master correctly guesses. Specifically, the probabilities of guessing and slipping are given
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by st = P (yit = 0|ηit = 1) and gt = P (yit = 1|ηit = 0), where ηit is seen as the ideal response of
the ith examinee to the tth item. Formally, it indicates whether all required attributes are mastered
and equals
∏K
k=1 α
qtk
ik , where qtk indicates whether the kth attribute is required to answer the tth
item. In our case, where we focus on only one unlearned attribute at a time, we can simplify this
to K = 1, and an ideal response ηit equals the attribute indicator αi(t). Then the probability of a
correct response to the tth item is given by:
P (yit = 1|αi, st, gt) = (1− st)αi(t)g1−αi(t)t .
Suppose the learning time for the ith examinee is li = m for an assessment of length T > li.
Generally, the items are responded to with success probabilities of {p01, ..., p0(m−1), p1m, ..., p1T },
and in the case of the DINA model these equal {g1, ..., g(m−1), 1− sm, ..., 1− sT }.
An additional item parameter is introduced in our study for the pedagogical effect, expressing
the probability of transitioning from a non-master to a master. When an educational medium such
as a visual illustration or adaptive feedback is attached to an item and precedes the question, it
is likely that a non-master acquires mastery through such training. For some item t, let pit denote
an item-wise transition probability from non-mastery to mastery that may vary across items, i.e.
pit ∈ (0, 1) and P (αi(t) = 1|αi(t − 1) = 0) = pit. Then, a selection of an item plays a role in how
likely a non-master may learn from a particular item, and this information is meant to assist in
promoting adaptive learning.
The first objective is to fully utilize the information given by item parameters, s, g and pi, to
promote learning. With an item bank of sufficient size, an effective item selection method should
enhance learning by hastening mastery. However, there is no assumed dependence between item
parameters, and selecting an item with a high transition probability does not necessarily yield a
strong evidence of mastery. Moreover, each item may bear different utility depending on response
patterns. To solve this problem, an item selection method is meant to evaluate all items for their
pedagogical and inferential values to achieve mastery sooner.
In addition to learning promotion, we infer on change-points and declare mastery when response
pattern reflects enough evidence. Then our sequential objective is to detect learning after mastery
takes place. Let di denote the length of assessment of examinee i as well as the time-point or
index of an item where the assessment was stopped according to a given stopping rule. We aim
to propose detection tools to yield a minimal delay after learning actually takes place. Ideally, the
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assessment stops immediately when mastery takes place and a single response provides sufficient
evidence, li = di. However, li cannot be observed and several items may be needed after learning to
accrue sufficient evidence of learning while controlling for the rate of falsely declaring learning has
taken place. Thus, our subsequent objective is to minimize the delay, di − li > 0, while controlling
for the chance of a false detection. The motivation for this is in e-learning environments that train
a large number of skills, and excessive time spent on a single skill in a long sequence of them may
be inefficient.
4.1.2 Methods
4.1.2.1 Item Selection Methods: OPP-based Methods
To express the information of the current item response vector, that depends on item parameters
s and g and transition parameters pi, we attain the following posterior probability of mastery given
responses to t items. This incorporates the likelihood of responses for each possible change point l.
P (l ≤ t|y1, ..., yt)
=
P (y1, ..., yt|l ≤ t)P (l ≤ t)
P (y1, ..., yt|l ≤ t)P (l ≤ t) + P (y1, ..., yt|l 6= t)P (l 6= t)
=
t∑
m=1
[
P (y1, ..., yt|l = m)P (l = m)
P (y1, ..., yt|l = m)P (l = m) + P (y1, ..., yt|l 6= m)P (l 6= m)
]
.
The above posterior probability is comprised of two likelihoods: a likelihood of responses conditional
on the change-point, and a likelihood of the change-point based on transition probabilities. With
the DINA model, the conditional likelihood of responses contains the information of mastery by
shifting from computing with guessing probabilities to slipping probabilities:
P (y1, ..., yt|l) =

∏t
j=1(1− sj)yjsj(1−yj), if l = 1∏l−1
j=1 g
yj
j (1− gj)(1−yj)
∏t
j=l(1− sj)yjs(1−yj)j , if 1 < l ≤ t∏t
j=1 gj
yj (1− gj)(1−yj), if l > t
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and the likelihood of the change-point conditional on transition probabilities is given by:
P (l|pi) =

pi1, if l = 1
pim
∏m−1
j=1 (1− pij), if 1 < m ≤ t∏t
j=1(1− pij), if l > t
Beyond simply measuring the posterior probability of mastery at a given time, the Bayesian mea-
surement can be extended to evaluate the suitability of each possible subsequent item. Considering
that a correct response provides stronger evidence of the mastery, we extend the above posterior
probability to condition on the correct response of a candidate item. That is, together with observed
responses up to time t, i.e. y1, ..., yt, a correct response to a candidate item, yt+1 = 1, is conditioned
to compute the probability that mastery took place before or at t+ 1th item. The One-step-ahead
Posterior Probability(OPP) is then utilizing not only the existing item parameters such as guessing
and slipping parameters, but also the transition probabilities. Hence, the OPP is given by:
P (l ≤ t+ 1|y1, ..., yt, yt+1 = 1) =
t+1∑
m=1
P (l = m|y1, ..., yt, yt+1 = 1) =
t+1∑
m=1
P (y1, ..., yt, yt+1 = 1|l = m)P (l = m)
P (y1, ..., yt, yt+1 = 1|l = m)P (l = m) +
∑
l 6=m P (y1, ..., yt, yt+1 = 1|l)P (l)
.
Figure 4.1: MOPP Selected Item Parameters for Responses Patterns
The t + 1th item is then selected as the item that maximizes this one-step-ahead posterior
probability of mastery. To select the very first item, before any item response data have been
obtained, one can also select an item with a high OPP, which at that point is
P (l = 1|y1 = 1) = P (l = 1|y1 = 1) = (1− s1)pi1
(1− s1)pi1 + g1(1− pi1) .
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Let OPPm denote the one-step-ahead posterior probability of mastery for a candidate item m. We
consider two methods to utilize the index, one that ignores item exposure rates, and another that
attempts to balance item exposure somewhat.
1. Maximum One-step-ahead Posterior Probability(MOPP): at time t, select the t + 1th item
with maximum OPPm.
2. Sampling with One-step-ahead Posterior Probability(SOPP): at time t select the t+ 1th item
to be item m with probability pm =
OPPm∑M
j=1 OPPj
where M is the number of yet unassigned
items. The sampling probabilities can be exponentiated to continuously vary between the two
methods.
Plot 4.1 illustrates sequences of item parameters of items selected by MOPP method for five
response patterns: (0, 0, 0, 0), (0, 0, 0, 1), (0, 0, 1, 1), (0, 1, 1, 1), (1, 1, 1, 1), respectively. Note that the
item selections were made from the item bank of size 400 generated for the simulation study. For
the response pattern (0, 0, 0, 0), where it is an ideal response pattern of a non-master, the MOPP
method sequentially selected items with high transition probabilities and low guessing and slipping
probabilities as it registered incorrect responses consecutively. While the selected items’ high tran-
sition probabilities were meant to promote learning, the items’ lower DINA parameters reduced
probabilistic noise in inferring on either latent state of mastery or non-mastery in order to retrieve
higher OPP. In contrast, for the response pattern of (1, 1, 1, 1), where it is an ideal response pat-
tern of a master, the MOPP method administered items with lower transition probabilities and
guessing probabilities while slipping probabilities increased over time. In contrast to the items se-
lected for consecutive incorrect responses, it showed that correct responses led the MOPP method
to concentrate on selecting items with lower guessing probabilities in exchange for larger slipping
probabilities.
4.1.2.2 Stopping Rules for Mastery Detection
While trying to promote learning through item selection, we have an additional aim, which is
to minimize the number of items administered to that examinee after mastery takes place. Two
data-driven stopping rules are introduced and calibration methods to ensure the rules yield a prede-
termined false detection rate follows. The first method is to simply use the posterior probability of
mastery after each item as a stopping rule, utilizing a threshold value that controls false detection
rate. The second is to use the CUSUM statistic, which has been shown to perform well in general
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change-point detection problems, but makes no use of transition parameters.
Posterior Probability of Mastery
The posterior probability of mastery can be used as a statistic to infer mastery. Using this posterior
probability as a threshold to detect mastery arises naturally as the items are evaluated based on this
quantity predictively. After observing the response of item t, the posterior probability of mastery is
given by:
P (l ≤ t|y1, ..., yt)
=
t∑
m=1
[
P (y1, ..., yt|l = m)P (l = m)
P (y1, ..., yt|l = m)P (l = m) +
∑
l 6=m P (y1, ..., yt|l)P (l)
]
.
As will be discussed below, Monte Carlo techniques can be used to choose a value for this posterior
probability as a stopping rule.
CUSUM
The problem of inferring the occurrence of learning after each item can be considered equivalent
to testing the null hypothesis {l > t} against the alternative hypothesis {l ≤ t}. Under the null
hypothesis where correct responses belong to the response probability class p0t, the likelihood under
the null hypothesis is:
t∏
m=1
pym0m(1− p0m)1−ym .
Under the alternative hypothesis, {l ≤ t} is composite, and for any given m ∈ {1, ..., t}, the likelihood
of {l = m} is:
m−1∏
j=1
p
yj
0j(1− p0j)1−yj
t∏
j=m+1
p
yj
1j(1− p1j)1−yj .
Then, the likelihood ratio of {l = m} against {l > t} is:
t∏
j=m
`j where `j := (
p1j
p0j
)yj (
1− p1j
1− p0j )
1−yj
Given above likelihood ratio(LR), if we maximize LR with respect to all possible values of li from 1
to 2, then we obtain the CUSUM statistic:
xt = max
0≤li≤t
exp{ut − uli}, where ut :=
t∑
j=1
log `j
where the starting point is at zero, i.e. u0 := 0. Then, at each item, we update the CUSUM statistic
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until it exceeds the threshold, c, that determines the stopping rule di = min{m ≥ 1 : xm ≥ c}.
4.1.2.3 Threshold Calibration
Without observing the latent variable li, making the decision of stopping at the dith item can
result in two cases: i) mastery was acquired, {li ≤ di}, and ii) mastery was not yet acquired,
{li > di}. Though the latter is undesired, the frequency of such false detections can be controlled by
setting a threshold value that only allows false detections at a minimal predetermined rate. There
are two ways to calibrate the detection thresholds to yield a predetermined false detection rate for
either the CUSUM statistic or the posterior probability of mastery.
The first method is to guarantee that the average number of items until a false detection is
equal or larger than a prescribed constant, γ, E[di|non − mastery] ≥ γ. Note that, in our case,
item selection methods provide a unique pattern of selections for each response pattern, then the
threshold pertains to the particular pair of item selection and master detection methods and the item
bank. Because the particular set of items that are given is random and depends on the responses,
we may set thresholds that give the desired expected test length to false detection under perpetual
non-mastery by simulating data under the given models and method without allowing learning, to
see what threshold for either the posterior probability of mastery or CUSUM statistic yields this
desired length. Note that this expected length until false detection should be set much higher than
the anticipated time to learn.
Another way is to control the probability of occurrence of false detection by imposing a known
statistical distribution, fl, for the mastery time, li. An example is the model we have given for tran-
sitioning from non-mastery to mastery through the pi parameters. Then, we can tune the threshold
to ensure a specified probability of making a false detection, i.e. P (di < li) =
∑∞
m=1 fl(m)P (di <
m) ≤ 1γ . This approach may be useful when we assume a more explicit distribution for the mastery
times. When such a model is assumed or known, once again Monte Carlo methods can be used
to determine the stopping thresholds for either the posterior probability of mastery or CUSUM
stopping rules.
In our simulation illustrated in the following section, we used the learning model to calibrate
thresholds so that the probability of false detection for all methods was set equal to 0.01. Further,
we used different notations for the threshold values of the two statistics. For the CUSUM statistic,
the threshold value is denoted as γ where the threshold value for the posterior probability of mastery
is denoted as Pγ .
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4.1.2.4 Item Parameter Calibration
The methods we have discussed require fully calibrated item bank including the item-wise learning
parameters, pi = (pi1, ..., piJ), in addition to the DINA model parameters. Consider a vector of item-
wise transition probabilities that yields non-zero and non-deterministic pedagogical value for all items
for an item bank of size J , i.e. pij ∈ (0, 1), j ∈ {1, ..., J}, and N examinees responding to selected
items. Calibration techniques were developed to estimate the item-wise transition probabilities in
two scenarios under the DINA model with K = 1. In the first scenario, the Gibbs sampler was
used to estimate the transition probability vector of operational items of which their s and g were
calibrated previously and were known. In the second scenario, all item parameters, s, g and pi were
unknown for all items.
Estimating transition probabilities with known s and g
The Gibbs sampler is a technique that generates random variables from a joint distribution indirectly
by sampling from full conditional distributions that are known. When the item parameters of the
DINA model are known, the two complete conditional distributions are of the change-points and
transition probabilities, P (li|pi, s, g, Yi) and P (pij |l). Specifically, the former conditional distribution,
that of the change-points, are on the examinee-level, and the latter conditional distribution of the
transition probability is on the item-level of which it is conditional on the likelihood of change-points.
To estimate the transition probabilities of all items, the two conditional distributions are updated
in turn.
The Gibbs sampler procedure is initialized with a vector of transition probabilities drawn from
a uniform distribution, i.e. pi(0) ∼ UnifJ(0, 1), for J items in the item bank. The superscript in
parentheses indicates the index of iteration of the Gibbs sampling.
Given each iteration of drawing a vector of transition probabilities and the response patterns,
the likelihoods of all possible change-points for each examinee, li ∈ {1, ..., di,∞}, are computed.
Note that {li = ∞} indicates non-mastery throughout the assessment. Then, while assuming a
multinomial distribution for change-points, the likelihoods of the change-points are normalized to be
used as multinomial probabilities, {p1, ..., pdi , p∞}, to draw a vector of mastery points for examinees
who had taken each item. For instance, pli =
1
c (
∏li−1
j=1 (1− gj)(1−yij)gyijj (1− pij))(
∏di
j=li
s
(1−yij)
j (1−
sj)
yij )pili for li ∈ {2, ..., di} and c is a normalizing constant. Then, each iteration updates J transition
probabilities for a predetermined number of iterations.
If we assume flat prior for all pij with Beta(1, 1) distribution, the prior distribution is simply a
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uniform distribution:
Beta(pij ; 1, 1) = 1{pij∈(0,1)}.
The conditional likelihood of pij given by the current values of the change-points is then:
L(pij |l1, ..., lNj , t1j , ..., tNjj) = pi
∑
i l{li=tij}
j (1− pij)
∑
i 1{li>tij}
where tij denotes the order in which item j appeared in examinee i’s assessment and Nj denotes the
number of examinees who had taken item j. Combining the two likelihoods returns us the posterior
distribution, Beta(
∑
1{li=tij} + 1,
∑
1{li>tij} + 1):
P (pij |(l1, ..., lNj ), (t1j , ..., tNjj)) ∝ pi
∑
i l{li=tij}
j (1− pij)
∑
i 1{li>tij}1{pij∈(0,1)}
which when normalized has a Beta posterior distribution. Note that, the likelihood given in the right-
hand side is denoted proportionate to the formal posterior distribution as the constant generated by
computing the marginal likelihood of li’s does not affect the inference.
This leads to the following steps in the Gibbs Sampler:
1. Draw l(m) = (l
(m)
1 , ..., l
(m)
Nj
):
For i = 1, ..., Nj , draw l
(m)
i ∼Multinomial({1, ..., di,∞}, p1, ..., pdi , p∞).
2. For all items, j = 1, ..., J :
Draw pi
(m)
j ∼ Beta((
∑Nj
i=1 1{l(m)i =ji}
) + 1, Nj − (
∑Nj
i=1 1{l(m)i =ji}
) + 1).
After eliminating a burn-in segment of the chain, the pijs may be estimated by averaging over
the values in the remainder of the chain to yield posterior mean estimators.
Estimating transition probabilities with unknown s and g
The Gibbs sampling procedure given above can be extended to include estimation of existing DINA
parameters, s and g, with a similar approach. All of the item parameters sj , gj , and pij are supported
on (0, 1), and a Beta(1, 1) is used for each of them.
Beta(sj ; 1, 1) = 1{sj∈(0,1)},
Beta(gj ; 1, 1) = 1{gj∈(0,1)},
Beta(pij ; 1, 1) = 1{pij∈(0,1)}.
49
Then, given draws of li which determine whether a subject is a master or not when reaching the
item, the likelihood functions for sj and gj are:
L(sj ; y1, ..., yNj ) = s
∑
i{li≤tij}∧{yij=1}
j (1− s)
∑
i{li≤tij}∧{yij=0},
and
L(gj ; y1, ..., yNj ) = g
∑
i{li>tij}∧{yij=1}
j (1− gj)
∑
i{li>tij}∧{yij=0}.
Then, pij is drawn from the posterior distribution as in the previous case, which only depends on
the current value of each li in the chain.
L(pij |(l(m)1 , ..., l(m)Nj , sˆ, gˆ), (t1j , ..., tNjj)) ∝ pi
∑
i l{l(m)
i
=tij}
j (1− pij)
∑
i 1{l(m)
i
>tij}1{pij∈(0,1)}
for mth chain, for instance. This process is summarized by the following steps:
1. Draw l(m) = (l
(m)
1 , ..., l
(m)
Nj
):
For i = 1, ..., Nj , draw l
(m)
i ∼Multinomial({1, ..., di,∞}, p1, ..., pdi , p∞).
For all items, j = 1, ..., J :
2. Draw pi
(m)
j ∼ Beta((
∑Nj
i=1 1{l(m)i =ji}
) + 1, Nj − (
∑Nj
i=1 1{l(m)i =ji}
) + 1).
3. Draw s
(m)
j ∼ Beta((
∑Nj
i=1 1{l(m)i ≤j,yi=0}
) + 1, (
∑Nj
i=1 1{l(m)i ≤j}
) + 1)
4. Draw g
(m)
j ∼ Beta((
∑Nj
i=1 1{l(m)i >j,yi=1}
) + 1, (
∑Nj
i=1 1{l(m)i >j}
) + 1)
Calibration Simulation and Results
The convergence of the chain can be examined with the Gelman-Rubin diagnostic(Gelman &
Rubin, 1992). After parallel runs of the chains with overdispersed initial values, potential scale
reduction factor, Rˆ, consisting of between-chain variances and within-chain variances of repeated
chains, is used to assess the convergence of the procedure. By rule of thumb, Rˆ below 1.2 is considered
acceptable.
The convergence of Gibbs sampling procedure for two scenarios are studied: i) estimating pi
when s and g are known and ii) estimating unknown pi,s and g. For each design, 10,000 non-master
examinees and an item bank of 100 items were considered. Assessment lengths were drawn from
Unif(5, 15), pi’s were drawn from Unif(0.025, 0.25) and slipping and guessing probabilities were
drawn from Unif(0.05, 0.4). To calculate Rˆ, five parallel runs of chains were generated up to 1000
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Figure 4.2: Histograms of Rˆ for Estimating Three Unknown Item Parameters.
iterations. To set five overdispersed initial values across all items, starting points were drawn from
uniform distributions with ranges were equally dividing the interval (0,1), and assigned randomly
across chains.
Figure 4.3: After Burn-in Gibbs chains for Estimating the Item Parameters of Item 21.
Plot 4.2 shows the histogram of Rˆ of chains that estimate transition probabilities with unknown
s and g’s. There is a sharp mode close to 1 for all parameters and an outlying maximum value less
than 1.01. For the estimation of the transition probabilities with known DINA parameters, using
the true DINA parameters in Gibbs chains hastened the convergence. In Plot 4.3, the plots of chains
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for three parameters are given below and it can be seen that chains are revolving tightly around the
true values drawn in horizontal lines.
4.1.3 Simulation Study
Variations of item selection methods and mastery detection methods were introduced in the
previous sections. To investigate the effectiveness and efficiency of the methods in promoting learning
and detecting mastery, administering e-learning assessments were mimicked in our simulation studies.
The performance of the methods were compared with the mean and standard deviation of mastery
times(l), detection delays(d− l) and assessment lengths(d). In addition, item exposure rates yielded
by using both the item selection methods paired with mastery detection methods were analyzed.
4.1.3.1 Simulation Design
Three OPP-based item selection methods, MOPP and SOPP with probabilities exponentiated
to 1 and 3, were compared with randomized selection given the same item bank. For each item
selection method, the CUSUM statistic and posterior probability of mastery were used in parallel
to detect mastery, and the false detection rate was calibrated to yield 0.01 false detection rate by
using the method described in the previous section.
Each simulation scenario consisted of 10,000 non-master examinees for a single attribute, αi(0) =
0 for i = 1, ..., 10, 000, so that all examinees attained mastery after entering the assessment, implying
that li ∈ {1, ...}. The items and responses were simulated using the DINA model. The slipping(s)
and guessing(g) probabilities were both drawn from a uniform distribution with range (0.05, 0.04)
and K = 1, In addition to the DINA parameters, the item-wise learning rates were drawn from a
uniform distribution with range (0.025, 0.25).
N examinees were provided with item banks of different sizes, and, for each assessment given by
an item bank, one of each item selection methods and mastery detection methods were chosen and
paired. Thus, we have a three factor design that is fully crossed as follows:
i) Item bank size: 200, 400
ii) Item selection method: MOPP, SOPP(exp=3), SOPP(exp=1), randomized
iii) Mastery detection method: CUSUM, posterior probability of mastery
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4.1.3.2 Simulation Results
The performance of item selection methods and mastery detection methods are studied with two
item banks of size 200 and 400 in Table 1 and 2, respectively. Within each item selection method,
the CUSUM and posterior probability of mastery were used in parallel, and corresponding threshold
values that were calibrated to yield a false detection of 0.01 are displayed, γ and Pγ , respectively.
To evaluate the performance of item selection methods, mean and standard deviation of items
until mastery(l) were calculated. To evaluate mastery detection methods, mean and standard devi-
ation of detection delays(d − l) were calculated. Note that, as thresholds were calibrated to yield
0.01 false detection, some assessments were stopped at or before mastery, d− l ≤ 0, and they were
omitted from calculating the delays. Lastly, to evaluate overall performance , mean and standard
deviation of total assessment lengths (d) were calculated. In each table, item selection methods were
listed in an order of decreasing rank of performance.
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Item-selection
Method
threshold
Mastery(l) Delay(d− l > 0) Assessment length(d)
Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.
MOPP
γ = 4.70 4.92 4.90 1.87 1.33 6.74 5.24
Pγ = 0.984 4.92 4.90 1.73 1.27 6.61 5.68
SOPP
(exp=3)
γ = 4.37 6.02 5.65 4.48 2.82 10.41 6.08
Pγ = 0.981 6.02 5.65 4.17 2.34 10.11 6.00
SOPP
(exp=1)
γ = 4.39 6.78 6.39 4.80 2.93 11.48 6.83
Pγ = 0.993 6.78 6.39 4.60 2.52 11.29 6.71
Random
γ = 4.32 7.04 6.46 4.98 3.02 11.91 6.88
Pγ = 0.985 7.04 6.46 4.78 2.59 11.72 6.71
Table 4.1: Mastery and delay statistics with fixed false detection rates (J = 200)
Item-selection
Method
threshold
Mastery(l) Delay(d− l > 0) Assessment length(d)
Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.
MOPP
γ = 3.93 4.57 4.32 1.69 1.09 6.22 4.35
Pγ = 0.986 4.57 4.32 1.61 1.11 6.13 4.90
SOPP
(exp=3)
γ = 4.27 5.93 5.56 4.49 2.87 10.32 6.00
Pγ = 0.981 5.93 5.56 4.24 2.37 10.08 5.92
SOPP
(exp=1)
γ = 4.36 6.69 6.25 4.86 3.01 11.45 6.72
Pγ = 0.982 6.69 6.25 4.56 2.54 11.17 6.59
Random
γ = 4.32 7.32 6.21 4.81 2.91 12.03 6.80
Pγ = 0.979 7.32 6.21 4.51 2.70 11.74 6.79
Table 4.2: Mastery and delay statistics with fixed false detection rates (J = 400)
In Table 4.1, the MOPP method significantly outperformed other item selection methods with
quicker mastery and minimal delay which leads to shorter assessment length in total. Comparing
the MOPP method to the closest competitor, SOPP(exp = 3), the average number of items until
mastery was reduced by one item and detection delays were reduced by two items on average.
These differences sum to a reduction of more than 30% in the assessment length compared to
SOPP(exp = 3). Both SOPP methods reduced overall assessment length compared to administrating
54
random items, however, reduction in delay statistics were not as drastic as with the MOPP method.
In detecting mastery, the posterior probability of mastery outperformed the CUSUM statistic in
all designs. Though the CUSUM statistic only uses the information of responses and item parame-
ters, the posterior probability of mastery also utilizes the item-wise transition probabilities. Though,
there is no consistent trend in reducing delay across item selection methods and comparative delay
reduction may be small between two detection methods, the advantage of utilizing the transition
probability is apparent.
To investigate potential benefits of widening the variety of items in promoting learning and
detecting mastery, additional 200 items were combined with existing item bank. The thresholds
were re-calibrated for the new item bank with a false detection rate of 0.01.
In Table 4.2, the performances between and within item selection methods were consistent with
that of a smaller item bank given in Table 1. The performance of the MOPP method improved in
Table 2 for both promoting learning and detecting mastery. Otherwise, expanding the item bank did
not significantly influence the performance of both item selection methods and mastery detection
methods.
Together with the reduction in mean of mastery, delay and assessment lengths, the standard
deviations were lower with the larger item bank. This indicates that the distribution of mastery,
delay and assessment had shifted, but the dispersion had reduced as well. Likewise, the performance
of item selection methods and mastery detection methods were consistent in reducing the standard
deviation.
The MOPP method was superior to other item selection methods with respect to performance
of assessment length reduction. However, it is evident that reduction of assessment length may
be a result of favoring items that yield higher transition probabilities in general. Strong favoring
of certain items results in a high item exposure rate which leads to poor assessment security and
cheating. However, this may not be the concern for e-learning environments that are more concerned
with training rather than high-stakes assessment. Nevertheless, we provide an analysis of exposure
control. The item selection patterns given by the previous simulation study with an item bank of
size 200 was used to study item exposure.
MOPP SOPP(exp=3) SOPP(exp=1) Randomized
PP CUSUM PP CUSUM PP CUSUM PP CUSUM
Max. Exposure Rate 1 1 19.69 19.73 8.84 9.00 6.48 6.57
Over exposed (%) 5 6 1.5 1.5 0 0 0 0
Never exposed(%) 72.5 69 0 0 0 0 0 0
Table 4.3: Overall item exposure control indices
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Item exposure rate for pairs of item selection methods and mastery detection methods was
studied in Table 4.3, and it follows the table structure and indices used in Cheng and Chang(2009).
According to the maximum exposure rate, using the MOPP method results in selecting some item
for all examinees. In fact, there was only one item with an exposure rate of 1, which was the first
item. This is because its selection does not depend on observed responses. Its item parameter are
as follows: pi = 0.247, s = 0.074, g = 0.0667. Note that, while this item yields nearly maximal
transition probability, its small s and g provide a strong probabilistic evidence to either case of
transitioning to mastery for y = 1 or remaining in non-mastery for y = 0. A simple solution to this
problem is to randomly pick the first item from a collection of similar items.
For both percentages of over-exposed(> 15%) and never-exposed items, the MOPP method is
shown to be favoring a subset of items throughout assessments. On the other hand, the SOPP
method with sampling probability exponentiated to 1 and 3 maintained highly secure assessments
compared to the MOPP method. By polarizing the sampling probabilities by cubing them, the
SOPP(exp = 3) method yields an increased maximum exposure rate and over-exposed items from
0 to 3 items. The maximum exposure rate of SOPP(exp = 1) method is comparable to randomized
selection of items.
4.2 Stage-wise Learning Promotion and Mastery Detection
4.2.1 Switching and Detection Criteria
Ye et al.(2016) reviewed sequential change-detection statistics such as the CUSUM statistic(Page,
1951) and other variation of CUSUM to be applied in a learning platform. Its result indicated that
CUSUM and other statistics that fully use the parametric information can efficiently capture the
change of the latent ability at a fixed false positive rate. In addition, when CUSUM is modified to
incorporate the prior information such as learning rate of an attribute, the detection delay reduces
even when an approximate prior is known.
We first introduce the notations to be used throughout this paper. Let α(t) denote a binary
attribute at item t and λ denote the number of items required to attain mastery so that mastery
is displayed from λ + 1th item. Suppose we have administered j items. We are then faced with
the problem of deciding whether learning has occurred. This can be viewed as a test of the null
hypothesis that λ > j against the alternative hypothesis that λ ≤ j. In this hypothesis testing
problem, the null hypothesis is simple, as all correct response probabilities up to this item belong
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to P0k, and the likelihood under this hypothesis is
j∏
i=1
(p0i)
yj (1− p0i)1−yj .
On the other hand, the alternative suggests switching from P0k to P1k at some time between 1 and
t. As a result, the alternative hypothesis {λ ≤ t} = ∪ts=1{λ = s} is composite and, for any given
s ∈ {1, . . . , t}, the likelihood of {λ = s} is
s∏
j=1
(
pk0j
)ykj (1− pk0j)1−ykj · t∏
j=s
(
pk1j
)ykj (1− pk1j)1−ykj .
Then, the likelihood ratio of {λ = s} against {λk > t} is
t∏
j=s
`kj , where `
k
j :=
(
pk1j
pk0j
)ykj (
1− pk1j
1− pk0j
)1−ykj
. (4.1)
4.2.1.1 Posterior Probability Stopping Rule
Bayesian approach is considered as its prior distribution can encapsulate the geometric learning
rates we assume to be known in our study. Then, posterior probability of mastery at jth item is
given by using Bayes’ theorem:
P (λ < j|y1,...,j) =
j−1∑
l=0
P (λ = l|y1,...,j)
=
j−1∑
l=0
P (y1,...,j |λ = l)P (λ = l)
P (y1,...,j |λ = l)P (λ = l) + P (y1,...,j |λ > l)P (λ > l)
(4.2)
The numerator is a product of P (y1, ..., yj)|λ = l), the likelihood of mastery at l, and geometric
distribution function for a known learning rate p, i.e. P (x = l) = (1− p)pl .
4.2.1.2 CUSUM Stopping Rule
If we follow a generalized likelihood ratio approach and maximize the likelihood ratio with respect
to s, then we obtain the following statistic
xt = max
1≤s<t
t∏
j=s
`j = exp{ut − min
1≤s<t
us}, where ut :=
t∑
j=1
log `j ,
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a large value of which would provide evidence that the targeted attribute has been mastered in the
first t observations. However, since we want to detect the transition to mastery in real time, we do
not have a fixed number of items. Instead, after the examinee completes each item t, we compare
the value of the statistic xt with a critical value γt and declare that the attribute has been mastered
as soon as xt becomes larger than γt. The resulting detection rule then is
d = min{t ≥ 1 : xt ≥ γt} = min{t ≥ 1 : ut − min
1≤s<t
us ≥ log γt}, (4.3)
4.2.2 Switch and Detection Rule
Learning items are first administered for all examinees as they are all assumed to be non-masters,
though there are initial masters as we are drawing from a geometric distribution where domain ranges
from 0. Learning items are given until the first threshold, σ1, is passed. Immediately after the first
threshold is passed, detection items are given until the detection threshold, σ2, is passed. In some
designs, it may be possible that mastery is detected before stage switched. In our study, once an
examinee entered detection stage, we cannot switch back to the learning stage.
4.2.2.1 Posterior-CUSUM
The posterior probability is set as the statistics to enable the switch from learning stage to
detection stage and the CUSUM statistic is used to declare mastery. This is the strategy of our
interest as prior information on learning rate should allow the posterior information to capture the
behaviour of a master before CUSUM so that assessment can concentrate on detecting quickly.
Hence, when posterior probability exceeds the first threshold σ1 := pi, examinee is administered
with detection item until CUSUM statistic xt exceeds σ2 := γ.
4.2.2.2 Double-posterior
Posterior probabilities are used for both purposes of switching and detection. This detection
scheme is studied together to benchmark with Posterior-CUSUM method. While we intend to take
most benefit from known learning rates, it may not be helpful when one’s learning behavior does
not quite follow the distribution.
Note that a smaller transition probability is used to calculate the posterior probability once it
switched to detection stage while transition probability for learning rate should still be used for any
response from learning stage.
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For double-posterior, the thresholds are defined as, σ1 := pi1 and σ2 := pi2.
4.2.3 Simulation Study
Simulation study was conducted to observe the interplay of the introduced detection rules and
their performance. The strategy of interest involves a two-staged assessment where items in each
stage are characterized by their purposes of first hastening learning then detecting.
Figure 1 illustrates the two-staged detection scheme where posterior probability is used to switch
from learning stage to detection stage and the CUSUM statistic is used to finally declare mastery. In
the given example, an examinee attains mastery at ninth item(λ = 9) and switches to detection stage
after eleventh item(σ1 = 11) until mastery is determined at thirteenth item(τ = 13). Note that after
mastery is attained, the CUSUM statistic that pertains to detection stage stretches to threshold
faster than that of learning stage. This is precisely the effect that items that are more suitable to
detecting should seek as detection delays can be reduced with higher discrimination power.
The performance of two-staged detection is studied with average detection delays. Another point
of interest was to discover an optimal switching rule that yields shorter length of assessment that
reaches quickest mastery and detection. That is, finding a pair of threshold values for the two stages
that utilizes the benefits of each stage with a fixed false detection rate of 0.01.
4.2.3.1 Simulation Design
To this end, simulation study entailed mimicking learning behavior until mastery is declared.
The items and responses were generated with DINA model. The transition probabilities of skill
mastery were 0.2 and 0.1 for learning item and detecting item, respectively. For each design, 10,000
examinees(N) respond to a maximum of 100 items(J) until considered detection rule is satisfied for
two-staged assessments. The item ceiling of 100 has been chosen as 10 repetition of each design
yielded less than 5e− 4 occurrence of reaching 100 items.
Learning items and detection items were paired in two different ways to feature either difficulty
or discrimination. For that of difficulty, the guessing and slipping probabilities in learning stage and
detection stage were set as gl = 0.3, sl = 0.1, gd = 0.1 and sd = 0.3 (the subscript l and d denotes
learning and detection stage, respectively). For items featuring discrimination, the guessing and
slipping probabilities in learning stage and detection stage were set as gl = 0.3, sl = 0.3, gd = 0.1
and sd = 0.1
Along with previously introduced switching-and-detection rules, we benchmarked with an assess-
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ment that chooses randomly from either learning or detecting stage with equal probability.
Below are simulation conditions for each item j,
(i) if the CUSUM statistic exceeds a threshold value γ, mastery is determined.
(ii) if the posterior probability exceeds pi, administer detecting items.
(iii) for α, draw from a Bernoulli distribution with rate 0.2 if posterior had not exceeded pi, otherwise
draw from 0.1.
4.2.3.2 Simulation Results
Tables 1 − 6 present the average detection delays, average number of items until mastery and
probability of switching from learning stage to detection stage for each pair of item type, rules and
threshold pairs within tables. Thus, the sum of the delay and λ would be the average length of
assessments.
For item types that feature switching in difficulty, the length increases when the switching thresh-
old gets smaller while, for items that switch discrimination power, the length decreases when the
switching threshold becomes larger. With switching discrimination power, we benefit the most in
terms of shortening the entire length of assessment.
However, the mastery times, λ, increases when the first threshold decreases. This is due to false
switching that leads to smaller transition probability of mastery.
Methods were presented to both parametrize the instructive value of items and to utilize these
to minimize total assessment length needed to both train and detect mastery. This was presented in
the case of a single unlearned attribute and directly extends to the case of studying one unlearned
attribute at a time, in the presence of possibly many other learned attributes. The MOPP method
can be easily generalized to the case when multiple unlearned attributes are trained and assessed at
once. However, the computational complexity in computing the posterior distribution for mastery
grows exponentially fast with the number of attributes K, and ongoing work concerns how to quickly
do or approximate this so that the method is feasible in practice.
Cognitive diagnosis models have been studied heavily for a couple of decades, but usually in
static settings. Because e-learning provides opportunities to train while practicing, and because it is
done on a computer, it provides an ideal setting to utilize learning models and adaptive testing with
cognitive diagnosis. If one considers the many fine-grained skills needed in elementary school math-
ematics, one finds that corresponding cognitive diagnosis models would require over 100 attributes.
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Table 4.4: Two-staged items with geometric rate shift; difficulty
Detection Delay λ
σ1 σ2 Mean Median Mean Median P (switch)
pi=0.99 γ=4.39 5.006 4 4.060 3 0.075
pi=0.95 γ=4.12 5.036 4 4.192 3 0.585
pi=0.90 γ=4.06 4.970 4 4.230 3 1
pi=0.80 γ=4.14 5.403 5 4.732 3 1
pi=0.70 γ=4.14 5.269 5 5.008 3 1
Table 4.5: Two-staged items with geometric rate shift; discrimination
Detection Delay λ
σ1 σ2 Mean Median Mean Median P (switch)
pi=0.99 γ=3.01 7.676 7 3.931 3 0.158
pi=0.95 γ=3.38 6.544 6 4.081 3 0.743
pi=0.90 γ=4.28 6.052 6 4.496 3 1
pi=0.80 γ=4.39 5.246 5 4.450 3 1
pi=0.70 γ=4.18 4.744 5 4.589 3 1
Table 4.6: Double-posterior with geometric rate shift; difficulty
Detection Delay λ
σ1 σ2 Mean Median Mean Median P (switch)
pi=0.95 pi=0.925 5.434 5 3.981 3 1
pi=0.90 pi=0.945 4.852 4 4.273 3 1
pi=0.80 pi=0.969 5.084 4 4.759 3 1
pi=0.70 pi=0.970 4.962 4 4.886 3 1
Table 4.7: Double-posterior with geometric rate shift; discrimination
Detection Delay λ
σ1 σ2 Mean Median Mean Median P (switch)
pi=0.95 pi=0.900 6.876 6 4.192 3 1
pi=0.90 pi=0.945 5.647 5 4.216 3 1
pi=0.80 pi=0.969 5.021 5 4.463 3 1
pi=0.70 pi=0.970 4.531 4 4.950 3 1
Table 4.8: Two-staged with random items; difficulty
Detection Delay λ
σ1 σ2 Mean Median Mean Median P (switch)
pi=0.95 γ=4.79 7.288 6 5.991 5 0.566
pi=0.90 γ=4.69 7.122 6 5.890 5 1
pi=0.80 γ=4.81 7.391 7 5.711 5 1
pi=0.70 γ=4.86 7.302 6 5.801 5 1
Table 4.9: Two-staged with random items; discrimination
Detection Delay λ
σ1 σ2 Mean Median Mean Median P (switch)
pi=0.95 γ=4.98 8.186 7 6.117 6 0.660
pi=0.90 γ=5.01 8.222 8 5.991 5 0.994
pi=0.80 γ=4.99 7.991 7 5.900 5 1
pi=0.70 γ=5.04 7.802 7 6.012 5 1
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Figure 4.4: Empirical CDFs of change-points and detections
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Training these and assessing these could require thousands of items, and having efficient methods
for both training and diagnosis are clearly important.
This work builds on the detection of Ye et al.(2016), by including an item parameter for tran-
sitioning to mastery. The proposed model is quite simple, and a fruitful area of research will be
modeling learning in a variety of ways, including with covariates, and validating these with real data.
Having such models will provide a new direction in adaptive testing, equally focused on training as
it is on assessments. Such methods could even play a role in item response models for learning with
more broadly defined constructs.
4.3 Multiple Attribute Case
Today, didactic resources are readily available in digital format and they are rapidly becoming
an aide or even an alternative to in-class instruction. The vast availability of instructive medium is
a great asset for developing an e-learning environment, however, unattended instruction may lack in
guidance when multiple skills with a complex domain structure are introduced through assessments.
Previously, we illustrated a paradigm to assess automated instruction where sequential detection
rule determines the mastery that leads to advancement. Detection rules adopted from the sequential
analysis literature were showcased and the CUSUM statistic was modified to incorporate responses
and response times to detect mastery of each attribute while simulation studies showed that the
methods ensure minimal delay and detection error. However, the design was limited as each and
every attribute was introduced individually by providing a prefixed sequence of items. This is
rather a rigid rule to administer a didactic assessment if multiple skills can be trained and mastered
simultaneously.
In an aim to instruct multiple attributes, we assume a structured cognitive domain in a hierarchy.
That is, attributes are introduced sequentially as learning one subject may trigger another. Hier-
archy within attributes had been studied previously. The attribute hierarchy method(AHM)(Gierl,
2007; Gierl, Cui & Zhou, 2009; Gierl, Leighton & Hunka, 2007) explicitly modeled the hierarchical
dependencies among attributes under CDMs. Though, there is little known about learning assess-
ment in hierarchical attribute structure.
Enabling the simultaneous training of multiple attributes can not only provide flexibility and
efficiency in one’s learning procedure, but also offer a guidance with proper item selection to suggest
a path of mastery one can follow.
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Here, we consider assessing multiple skills that may or may not follow hierarchical structure.
To illustrate a case where a hierarchy exists, suppose the target domain contains three skills to be
mastered, denoting them A,B and C. Let A be an attribute with a higher order to B and C and
this indicates that mastery of A is required to master B and C. In other words, learning time of an
attribute A, lA, indicates an order lA < lB and lA < lC as it must precede the mastery of B and C.
Then, it follows that lA ∈ {0, ...} and {lB , lC} ∈ {lA + 1, ...}. For B and C, we can consider them to
be on the same order so that there is no set order between the mastery of B and C. A diagram of
A,B and C is provided to depict the hierarchical structure.
If masteries are attained according to the hierarchy, identifying an order of mastery is equivalent
to choosing a path of mastery. Some orders may be naturally fixed due to hierarchical structure, but
for attributes on the same order, there is no natural order. A mastery of one attribute may precede
that of another or multiple attributes may be mastered altogether.
Then, in terms of attribute profile in CDM, let α be a three dimensional vector for A, B and C,
respectively. Then, we can enumerate all possible paths to become a complete master as:
{0, 0, 0} → {1, 0, 0} →

{1, 1, 0} → {1, 1, 1}
{1, 0, 1} → {1, 1, 1}
{1, 1, 1}
To abbreviate the vector notations, we can use set operations to express the above paths,
∅ → {A} →

{A,B} → {A,B,C}
{A,C} → {A,B,C}
{A,B,C}
The mastery of A is required to proceed to training B,C, thus we can simply assess items that
train A until mastery is detected by some chosen rule. As soon as the mastery of A is detected,
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both B and C can be assessed individually or jointly as means of practicing or affirming the mastery
of them. After the assessment advances to training B and C, A may or may not be assessed to
supplement or complicate future items. This stage of having an access to learning multiple attributes
on the same order gives rise to evaluating potential paths.
Identifying a potential path, or an order of attributes to be assessed, there are two intertwined
leverages to be balanced: i) efficiency of the entire assessment given by each path and ii) identifiability
of mastery detection when multiple attributes are assessed simultaneously. As it will be discussed
in the following sections, The key to this problem is adjusting the trade-off between quickness of
detection and efficiency of assessment length.
First, to evaluate the efficiency of an assessment, we can simply compare the entire length of
assessment until the complete mastery of a target domain given each path. Given that an attribute
was mastered and stopped by some detection rule, the length of an assessment entails training until
mastery and providing evidence of mastery until detection. We purport to minimize the number of
items to reach mastery and detection delay.
Then, our objective function for mastery simply becomes the expected value of the learning
time conditional on the mastery path, Pˆ = argminiE[L|Pi] where Pi denotes a mastery path and
L indicates the time-point when all attributes are mastered, i.e. L = min{t : αt ∈ {1}K} or
L =
∑K
k lk for K attributes as presented in Chapter 2 and Chapter 3. Previously, for training K
attributes,
∑
k lk was used as a definition of the length of the entire assessment, because of stage-wise
assessment. However, if we allow the multiple attributes to be assessed simultaneously, there is no
need of isolating the entire assessment by the attributes.
Identifiability is an issue that pertains to an item that requires multiple unknown attributes,
because a corresponding response may not suffice to infer the presence of unknown attributes indi-
vidually. In our application, depending on how each attribute contributes to a response in diagnostic
models, the amount of evidence used to determine the mastery differs. Consequently, the detection
rules are expected to react differently when more attributes are required in a single item. Intuitively,
higher complexity of an item, e.g. requiring more attributes or yielding a low discriminant power,
complicates the detection rule and ultimately prolongs the detection. In contrary to the efficiency
we gain from instructing multiple attributes at a time, the potential increment in detection delay
may become an issue because it is unrealistic to extrapolate on multiple composite hypotheses with
only a single binary response. In our remaining work, we purport to explore detection strategies and
item distribution strategies that minimize the entire assessment length.
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4.3.1 Transition Probability Matrix
Previously, for the instruction of a single attribute, the notion of pedagogical value was intro-
duced. The itemwise pedagogical value was considered an item parameter that facilitates the feature
of inducing mastery of the targeted attribute. When an item instructs more than one attribute, one
can gain any subset of the targeted attributes through the educational resources instilled in the
item. The same notion of pedagogical value then requires the transition probabilities for all possible
outcomes in which we can define it as a transition probability matrix.
The item parameter of CDMs that specifies the attributes required to answer an item as a master
is the item vector of a Q-matrix of which we refer to as Q-vector hereon. For any given skills pattern,
α, we can identify all possible outcomes after administering a particular item with a known Q-vector.
The transition probability matrix specifies all the possible transitions from selecting a particular item
and yields pattern-specific transition probabilities. In this application, any subset of the attributes
specified by the Q-vector can be attained.
For instance, consider an assessment that targets a complete mastery of all three attributes,
K = 3, and we consider the instructional design of simultaneous instruction. If we consider an item
j that instructs all three attributes and assesses them at the same time, i.e. Qj = (1, 1, 1), then the
outcome of assigning this item to a complete non-master, i.e. α = (0, 0, 0), is amongst 2K possible
attribute patterns. Then, there are 2K probabilities that can yield each of the possible outcomes.
In contrast, if such an item is administered to a complete master, i.e. α = (1, 1, 1), then there is
only one eligible transition probability equaling to 1 to denote that the complete mastery state is
absorbed at α = (1, 1, 1). The matrix given below, Πj, exemplifies the transition probability matrix
of an item with Q-vector equal to (1, 1, 1).
When an assessment aims to instruct K? attributes of which is determined by the Q-vector,
let pimn denote a transition probability from an attribute pattern m to an attribute pattern n. It
is important to acknowledge that we assume mastery acquisition to be irreversible with respect to
chronological order so that an attribute pattern either stays at the same pattern or gain any subset
of administered attribute. For the ease of notation, we use the index given in the Table 4.10 to
denote the transition probability from one pattern to another.
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Pattern index Skill pattern
1 (000)
2 (001)
3 (010)
4 (100)
5 (011)
6 (101)
7 (110)
8 (111)
Table 4.10: Pattern Index for K = 3
Πj =
(0
0
0
)
(0
0
1
)
(0
1
0
)
(1
0
0
)
(0
1
1
)
(1
0
1
)
(1
1
0
)
(1
1
1
)


pi11 pi12 pi13 pi14 pi15 pi16 pi17 pi18 (000)
0 pi22 0 0 pi25 pi26 0 pi28 (001)
0 0 pi33 0 pi35 0 pi37 pi38 (010)
0 0 0 pi44 0 pi46 pi47 pi48 (100)
0 0 0 0 pi55 0 0 pi58 (011)
0 0 0 0 0 pi66 0 pi68 (101)
0 0 0 0 0 0 pi77 pi78 (110)
0 0 0 0 0 0 0 1 (111)
4.3.2 Methods
To enable the instruction of multiple attributes, the aforementioned item selection methods and
the stopping rule were modified. This extension of multi-attribute case maintained the aim of
the dual-purposed item selection of which it seeks items that enhance the detection performance
and adaptive mastery acquisition. A stopping rule to declare the complete mastery of all targeted
attributes instead of detecting mastery of each attribute in isolation was also established.
4.3.2.1 Item Selection Method: MOES
The approach of the OPP-based methods is extended to be applied in the assessments that aim
to achieve a complete mastery of multiple attributes. Similarly to the OPP-based methods, the
multivariate extension again adopts the Bayesian approach in calculating the expected value of the
sum of attributes given by past progress and a correct response to a candidate item. By evaluating
the sum of the attributes by administering the candidate item, we seek to maximize the gain of
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overall skills. The desired and prospective outcome given the most evidential observation, a correct
response, is the growth in the skills vector in which it can entail any subset of mastery acquisition.
Previously, for the MOPP method, since it only involved the mastery of a single attribute, the
evaluation of the candidate item did not require the Q-vector. In fact, the Q-vector of a single
dimension was always equal to 1 in such a case. However, as we consider more than a single
attribute to be instructed, more complex items administering multiple attributes can yield more
diverse mastery outcomes. By incorporating the information given by Q-vector, we calculate if
selecting a particular item yields higher expected sum of attributes. Below, we define the Maximum
One-step-ahead Expected sum of attributes:
E[
∑
k
α(t+1)|y1, ..., yt, yt+1 = 1] ∝
K∑
m=0
m×
[
L(y1, ..., yt, yt+1 = 1|
∑
k
αk(t+1) = m)P (
∑
k
αk(t+1) = m)
]
Note that the expression of the CDM parameters are implicit in the likelihood L(y1, ..., yt, yt+1 =
1|∑k αk(t+ 1) = m) and the probability of the sum, P (∑k αk(t+ 1) = m). The event {∑k αk(t+
1) = m)} includes every possible path for all attribute patterns that return the particular sum of
the attributes:
P (
∑
k
αk(t+ 1) = m) =
∑
{α′ :∑k αk=m}
P (α(t+ 1) = α
′
)
=
∑
{α′ :∑k αk=m}
t+1∑
n=1
P (α(n) = α
′
)
Thus, the MOES method can be used likewise as to MOPP method. That is, we calculate the
MOES for all candidate items in the item bank and we choose the item with the largest value.
Stopping Rule and Threshold Calibration
The ultimate goal of the assessment of the application we consider is to achieve the complete mastery
of K attributes, K > 1. The contrasting design of this study from the previous detection schemes
is that there is no fixed order of attributes to be detected. Accordingly, a stopping rule to de-
clare a complete mastery is used when the MOES method selects items throughout the assessment.
Specifically, we are only interested in the mastery of all attributes.
Let L denote the moment when all targeted attributes are present. After each response is
observed, we test the null hypothesis {L > t} for the most up-to-date tth item against the alternative
hypothesis {L ≤ t}. The alternative hypothesis {L ≤ t} is composite and for any given m ∈ {1, ..., t},
the likelihood of {l = m} is again the same as the likelihood ratio given in section 4.1.2.2.
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4.3.3 Simulation Study
To evaluate the performance of the MOES method, we simulated educational assessments that
aim to teach more than one attributes. In order to benchmark the performances of the MOES
method, we conducted simulating educational assessments with the use of MOPP method in parallel.
4.3.3.1 Simulation Design
For an examinee population size of 10,000(N), two factors – the number of attributes(K) and
the item bank size(J) – were varied to compare the OES method to OPP method. The number of
attributes considered were 2 and 3 and we considered item bank sizes of 150 and 300, thus we have
a 2 by 2 design. The response data and items were generated under the DINA model.
For each simulation design J item parameters for each of the DINA parameters, guessing and
slipping probabilities, Q-vector and a transition probability matrices were drawn. The guessing and
slipping probabilities were drawn from a Uniform distribution with a range of 0.05 and 0.40. And,
for the Q-vector, each vector was weighed with a ‖q‖∑ ‖q‖ for all possible q, q ∈ {0, 1}K \ {0}K . Then
for K = 2, the q-vectors, (0,1) and (1,0), are drawn with a probability of 0.4 and (1,1) with 0.2.
Likewise, for K = 3, (0,0,1),(0,1,0),(1,0,0) are drawn with probability of 0.206, (0,1,1),(1,0,1),(1,1,0)
are drawn with probability of 0.103, and (1,1,1) is drawn with a probability of 0.069.
The transition probability matrix is generated for each item according to the pattern of the
q-vector. For any simple item, there is only one possible attribute to be acquired, however for more
complex items that instructs more than one attribute, the transition matrix is generated to allow
transitioning to any subset of targeted attributes of the item. The transition probabilities are also
weighed with respect to the magnitude of attributes administered.
For any given Q-vector, we sampled the transition probabilities as follows:
P (α(t+ 1)|α(t)) =

Unif(0, 1) if α(t) = α(t+ 1)
Unif(0, 1‖α(t+1)−α(t)‖2 ) if α(t) 6= α(t+ 1)
4.3.3.2 Simulation Results
Table 4.11 - 4.14 display the mastery(l) and delay statistics(d − l > 0) – arithmetic mean and
standard deviation – given by each simulation designs. Through these results, we evaluate the
performance of MOES method under varying simulation conditions. Overall results indicate that
the availability of MOES method allows us to administer instruction of multiple attributes with
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adaptive item selection and thus hasten the process of mastery and detection.
It is important to note that while we compare the MOES and MOPP methods in parallel for all
simulation designs, the K attributes were administered simultaneously for simulating with MOES
and individually for the MOPP. That is, for the MOES method, the mastery time, l, is simply the
number of items until a complete mastery of all K attributes are attained whereas, for the MOPP,
method l is sum of the number of items needed to master each attribute.
Table 4.11 and Table 4.12 present the mastery and delay statistics for the simulation design
with smaller item bank of size 150. In Table 4.11, two attributes are instructed throughout the
assessment(K = 2). For the MOES method, an average of approximately two items were used
until mastery was achieved whereas for the MOPP method, a mean of 4.44 items were used until
a complete mastery of two items were achieved. Accounting for two isolated detections made the
MOPP method is took more items on average than the MOES method until mastery occurred. The
detection delay of the MOES method is nearly half of that of the MOPP method. Similar trends in
both mastery time and detection delays are shown for the K = 3 simulation. The detection delay
for the K = 3 case is larger than that of K = 2 case. This is due to more conservative threshold
that was set to meet 0.01 false detection rate. For both cases, it is apparent that using the MOES
method nearly halved the entire length of the assessment.
Item-selection
Method
Mastery(l) Delay(d− l > 0) Assessment length(d)
Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.
MOES 1.99 1.60 2.19 2.04 4.33 3.59
MOPP 4.44 1.80 4.03 1.89 8.20 3.65
Table 4.11: Comparing MOES and MOPP: Mastery and delay statistics (K = 2, J = 150)
Item-selection
Method
Mastery(l) Delay(d− l > 0) Assessment length(d)
Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.
MOES 2.89 1.98 2.98 2.39 5.66 4.60
MOPP 6.42 2.18 7.55 2.56 13.65 5.23
Table 4.12: Comparing MOES and MOPP: Mastery and delay statistics (K = 3, J = 150)
In Table 4.13 and 4.14, with the item bank sizes of 300 (e.g. J = 300), the means of items until
mastery reduced compared to those of larger item banks. With larger item banks, item selection
methods were capable of selecting items with greater transition probabilities and smaller guessing
and slipping parameters more often. However, the general trend from Table 4.11 and 4.12 persist.
By increasing the item bank, the learning times and detection delays had reduced overall.
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Item-selection
Method
Mastery(l) Delay(d− l > 0) Assessment length(d)
Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.
MOES 1.92 1.61 2.11 1.97 4.03 3.02
MOPP 4.06 1.76 3.97 1.85 7.64 3.13
Table 4.13: Comparing MOES and MOPP: Mastery and delay statistics (K = 2, J = 300)
Item-selection
Method
Mastery(l) Delay(d− l > 0) Assessment length(d)
Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.
MOES 2.61 1.89 2.87 2.21 5.50 4.31
MOPP 5.99 2.00 7.61 2.49 13.33 5.11
Table 4.14: Comparing MOES and MOPP: Mastery and delay statistics (K = 3, J = 300)
Overall, the MOES method yields significantly smaller averages of mastery(l) and delay(d−l > 0)
while the standard deviations are generally reduced for the MOES method less dramatically. The
number of attributes and the duration until mastery and the longevity assessment are linearly with
both methods.
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Chapter 5
Discussion and Conclusion
We considered the problem of detecting mastery and promoting learning in the framework of
e-learning. The results given by this manuscrit advise that data-driven methods to administer as-
sessments can improve the effectiveness and efficiency of computer-based adaptive assessments. This
manuscript also showcased that CDMs offer a suitable psychometric environment for the assessments
to be developed with as examinees can benefit from fine-grained identification of their mastery and
non-mastery.
Under three CDMs, the DINA, Reduced-RUM and linear logistic models, the sequential detec-
tion statistics incorporated a subset of item responses, item parameters and distributions of mastery
acquisition to detect the gain of the unlearned attributes. The data-driven detection methods show-
cased the breadth of assumptions we can utilize depending on the given availability of information
and improvement in performances were yielded accordingly. A variety of detection methods were
implemented, ranging from a simple yet crude M -in-a-row method that assume absolutely no psy-
chometric properties to Shiryaev-Roberts that assumes known parameters of before and after change
distributions of item responses yet marked as ”the best one can do.” The method have shown their
applicability and competence as a change-detection method to be used for the purpose of advancing
e-learning.
The educational environment is increasingly gaining flood of computerized educational resources
and computational capabilities are also improving rapidly to enhance the online instruction ac-
cordingly. Change-detection methods and Bayesian learning promotion methods presented in this
manuscript provided strong evidences that online assessments can administer items adaptively and
advance from one attribute to another in a timely manner in automation.
Promoting learning through adaptive item selection raised a separate issue from simply detecting
the mastery. the the OPP-based method and the MOES methods were developed to serve both
purposes, however there were trade-offs in prioritizing any one of the acts especially when the item
bank is limited.
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While the methodologies presented through this manuscript offer simple implementation with
optimal performances in detecting changes, there is much more potential to the psychometric de-
velopment of e-learning applications. Such potential can be empowered by not only more rigorous
developements in methodologies, but also through analyses of empirical experiments.
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