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Abstract
We consider travelling times of billiard trajectories in the exterior of an obstacle K on
a two-dimensional Riemannian manifold M . We prove that given two obstacles with
almost the same travelling times, the generalised geodesic flows on the non-trapping
parts of their respective phase-spaces will have a time-preserving conjugacy. Moreover,
if M has non-positive sectional curvature we prove that if K and L are two obstacles
with strictly convex boundaries and almost the same travelling times then K and L are
identical.
Keywords: Inverse scattering, generalised geodesic, travelling time, Riemannian
2-manifold, billiard, obstacle
MSC: 37D40, 37D50, 53C21, 53D25
1. Introduction
Let M be a geodesically complete, 2-dimensional Riemannian manifold and let K be
a smooth codimension-0 submanifold of M with boundary, such that M\K is connected.
Suppose there is another codimension-0 submanifold S whose boundary is strictly convex,
such that K ⊂ S. We will call K an obstacle and S a bounding submanifold. A
generalised geodesic γ : [a, b] → SK in SK = S\K is any unit speed, piecewise smooth
extremal of the length functional ∫ b
a
||γ˙|| dt,
with respect to variations of paths fixing the endpoints ([1],[2]). That is, γ is a piecewise
smooth curve made up of smooth geodesic segments in SK , which reflects off the boundary
∂K symmetrically across the normal. More precisely still, there are discrete points
t1, t2, . . . where γ is not differentiable, and there we have〈
γ˙(t−i ), v
〉
=
〈
γ˙(t+i ), v
〉
(1)
with respect to any tangent v to ∂K. If γ is a geodesic between two points x, y ∈ ∂S
then we say that γ is an (x, y)-geodesic. We define the set of travelling times TK of K
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to be the set of all triples (x, y, tγ) where tγ is the length of an (x, y)-geodesic. We also
call tγ the travelling time of γ.
Let T1SK be the unit tangent bundle of SK and define the quotient T˚1SK by iden-
tifying angles with their reflection across the boundary of K, according to (1). Let γ
be a generalised geodesic in SK generated by a point (x, ω) ∈ T1SK . We say that γ is
non-trapped if there are distinct t0, t
′
0 ∈ R such that γ(t0), γ(t′0) ∈ ∂S. Otherwise we
say that that γ is trapped. Denote the set of all (x, ω) ∈ T1SK which generate a trapped
generalised geodesic by Trap(SK). Also let
Trap∂(SK) = {(x, ω) ∈ Trap(SK) : x ∈ ∂S}
We will define a generalisation of the geodesic flow as follows. Let γ(x,ω) be the unique
generalised geodesic in SK defined by the initial conditions
γ(x,ω)(0) = x γ˙(x,ω)(0) = ω
Define for each t ∈ R the generalised geodesic flow, Ft : T˚1SK → T˚1SK by
Ft(x, ω) = (γ(x,ω)(t), γ˙(x,ω)(t))
This is the billiard flow as defined in [3] on general Riemannian manifolds. Note that
if K is empty then Ft is simply the geodesic flow (see e.g. [4]), which we denote by
φt : T1SK → T1SK . Let K and L be two obstacles with the same bounding manifold
S ⊆M . K and L are said to have conjugate flows if there exists a homeomorphism
Φ : T˚1SK\Trap(SK)→ T˚1SL\Trap(SL)
Such that Φ|T∂S = Id and
F (L)t ◦ Φ = Φ ◦ F (K)t for all t ∈ R (2)
Moreover, let TK(x, y) = {t ∈ [0,∞) : (x, y, t) ∈ TK}. We say that K and L have almost
the same travelling times if TK(x, y) = TL(x, y) for almost all (x, y) ∈ ∂S × ∂S.
We are now ready to state the two main results of this paper.
Theorem 1 (Conjugacy Theorem). Two obstacles K and L with the same bounding
manifold S ⊆M have conjugate flows if and only if they have almost the same travelling
times.
Theorem 2 (Uniqueness of Convex Obstacles). Suppose that M has non-positive sec-
tional curvature. If K and L are two (disjoint unions of) strictly convex obstacles with
almost the same travelling times in M , then K = L.
Inverse problems related to metric rigidity have been studied for a very long time
in Riemannian geometry - see e.g. [5] and the references there for more information.
A different kind of problems studied extensively recently for various types of dynamical
systems concern the so called Marked Length Spectrum, defined as the set of all lengths of
periodic orbits in phase space together with their marking - see [6], [7] and the references
there for more information. Various similar problems have been considered in scattering
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by obstacles in Euclidean spaces in the last 20 years. A natural and rather important
problem in inverse scattering by obstacles in Rn is to get information about the obstacle
K from its so-called scattering length spectrum, which is in a certain way related to
travelling times of billiard (and more general) trajectories in the exterior of the obstacle
- see [8] for details. An analogue of the Conjugacy Theorem (Theorem 1) above was first
established in [8] in this context. For travelling times of trajectories in the exterior of
obstacles in Rn, such a theorem was established in [9]. In both [8] and [9] the Conjugacy
Theorem was used to recover geometric information about the obstacle from travelling
times.
It turned out that some kinds of obstacles are uniquely recoverable from their trav-
elling times (and also from their scattering length spectra), e.g. star-shaped obstacles
are in this class, as shown in [8]. Obstacles in Rn that are disjoint unions of strictly
convex bodies with smooth boundaries are also uniquely recoverable - this was proved
in [10] for n ≥ 3 and in [11] for n = 2. In [12] a certain generalisation was established
of the well-known Santalo’s Formula in Riemannian geometry. As a consequence, it was
shown in [12] that, assuming the set of trapped points has Lebesgue measure zero, one
can recover for example the volume of the obstacle from travelling times.
It should be remarked that in general, the set of trapped points could be rather large.
As an example of M. Livshits shows (see e.g. Figure 1 in [10] or in [12]), in some cases
the set of trapped points contains a non-trivial open set, and then the obstacle cannot be
recovered from travelling times. Theorem 2 above establishes a result similar to the one
in [11], although the situation considered in this paper is significantly more complicated.
This paper is separated into a preliminary section, three main sections and an ap-
pendix. In Sections 3 and 4, we prove Theorems 1 and 2 respectively. While in Section 5
we give proofs for three technical propositions which are of fundamental importance to
proving Theorem 2. Throughout the paper we draw on arguments from [9] and [11],
although in general we either adapt and extend the arguments to the more complicated
case of Riemannian 2-manifolds or provide completely new proofs.
2. Preliminaries
We now state some results which will be useful in proving Theorem 1. The following
result is well known, see [13] for a proof.
Lemma 3. For almost all (x, ω) ∈ T∂S\Trap∂(SK) the generalised geodesic defined by
γ(t) = Ft(x, ω) is not tangent to ∂SK anywhere.
Lemma 4. Fix x0 ∈ ∂S. The set of pairs of distinct directions ω1, ω2 ∈ T∂Sx0 which
generate generalised geodesics with the same endpoint and the same travelling time is
countable.
Proof. See Appendix A.
The proof of the following fact would use the exact same argument as proposition 2.3
in [14]. We therefore omit the proof.
Lemma 5. The set Trap∂(SK) has measure zero in T∂S.
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Lemma 6. Suppose γ is generalised geodesic starting at x0 and ending at y0, with k
successive reflection points x1, . . . , xk = y0. Let ω0 be the initial velocity of γ. Then
there exist neighbourhoods W of (x0, y0) and Ui ⊆ ∂SK of xi such that there exist unique
smooth maps xi : W → Ui, with xi(x0, y0) = xi. Furthermore, there is a neighbourhood
V of (x0, ω0) such that F : V →W defined by
F (x,w) = (x, pi1 ◦ PK(x, ω))
is a diffeomorphism onto W .
See e.g. [9] for a proof.
3. The Conjugacy Theorem
In this section we first prove two useful results, Lemma 7 and Theorem 8. Then we
finally give a proof of Theorem 1.
Lemma 7. Suppose that γ is a non-trapped generalised geodesic in SK from x ∈ ∂S to
y ∈ ∂S. Then gradxT = −γ˙(t0)/||γ˙(t0)||, where T (x, y) is the length of the geodesic γ.
Proof. Suppose γ : [a, b]→ SK is split into geodesic segments γ|[ti−1,ti] for
a = t0 < t1 < · · · < tn−1 < tn = b.
Let γh be any variation of γ fixing the endpoint, γh(tn) = γ(tn) = y. Reparameterise
each γh so that tn(h) = b for all h. Consider the derivative of the travelling time function
Th =
∫ tn
t0
||γ˙h|| dt, as follows:
∂
∂h
Th =
∂
∂h
n∑
i=1
∫ ti
ti−1
||γ˙h|| dt
=
n∑
i=1
(
||γ˙h(ti)|| ∂
∂h
ti − ||γ˙h(ti−1)|| ∂
∂h
ti−1 +
∫ ti
ti−1
∂
∂h
||γ˙h||
)
(3)
Then consider the following sum from (3)
n∑
i=1
(
||γ˙h(ti)|| ∂
∂h
ti − ||γ˙h(ti−1)|| ∂
∂h
ti−1
)
(4)
Since ||γ˙h|| is constant with respect to t, and
∂
∂h
t0 =
∂
∂h
tn = 0,
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(4) sums to 0 as well. Thus we can continue from (3) as follows
∂
∂h
Th =
n∑
i=1
∫ ti
ti−1
1
||γ˙h||
〈
∂
∂h
γ˙h, γ˙h
〉
dt
=
1
||γ˙h||
n∑
i=1
〈
∂
∂h
γh, γ˙h
〉∣∣∣∣ti
ti−1
−
∫ ti
ti−1
〈
∂
∂h
γh,
D
∂t
γ˙h
〉
dt
Evaluating at h = 0, the first terms cancel since γ(ti) satisfy (1) for all 1 ≤ i < n, and
v ∈ Tγ(ti)∂K. The second terms are 0 since γ is a geodesic on each segment. Thus we
find
∂
∂h
Th|h=0 = −
〈
γ˙(t0)
||γ˙(t0)|| ,
∂
∂h
γh|h=0
〉
For any variation which keeps the endpoint fixed. That is,
gradxT = −γ˙(t0)/||γ˙(t0)||.
Theorem 8. Suppose K and L are two obstacles with almost the same travelling times.
Let F (K)t and F (L)t be their flows. Then F (K)t = F (L)t on T∂S. That is, if (x, ω) ∈ T∂S
and t0 ∈ R are such that F (K)t0 (x, ω) ∈ T∂S then
F (K)t0 (x, ω) = F (L)t0 (x, ω)
Proof. Since K and L have almost the same travelling times, there is a subset R ⊆
∂S × ∂S such that
TK(x, y) = TL(x, y) for all (x, y) ∈ R
And (∂S×∂S)\R is a set of measure 0. By using Lemma 3 we can assume that if γ is an
(x, y)-geodesic with (x, y) ∈ R then γ is not tangent to K or L at any point. Furthermore,
by Lemma 4 we can assume that if γ and δ are (x, y)-geodesics with (x, y) ∈ R then γ
and δ either have distinct travelling times, tγ 6= tδ, or γ = δ.
Let
Ω = T∂S\(Trap∂(SK) ∪ Trap∂(SL))
That is, the set of points along the boundary ∂S which generate non trapped geodesics
in both SK and SL. By Lemma 5, Ω is dense in T∂S, and since F (K)t and F (L)t are
continuous it suffices to show that they are equivalent on Ω. So pick any (x˜0, ω˜0) ∈ Ω
and let t0 be the travelling time of the generalised geodesic in K generated by (x˜0, ω˜0).
Also, let (y˜0, ρ˜0) = F (K)t0 (x˜0, ω˜0). Note that (x˜0, y˜0) might not be in R. However, by
Lemma 6 there is a diffeomorphism F : V →W between neighbourhoods of (x˜0, y˜0) and
(x˜0, ω˜0) respectively. Since R is dense in ∂S × ∂S, we can find (x0, ω0) arbitrarily close
to (x˜0, ω˜0) such that (x0, y0) = F (x0, ω0) is in R.
We now proceed to show that any (x0, y0)-geodesic in K and L with the same travel-
ling time will have the same incoming and outgoing angles ω0 and ρ0. Therefore, in the
limit we will have
F (K)t0 (x˜0, ω˜0) = F (L)t0 (x˜0, ω˜0).
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Let γK be the geodesic generated by (x0, ω0) in SK . Let tK be its travelling time. Now
since TK(x0, y0) = TL(x0, y0), there is an (x0, y0)-geodesic γL in L with the same travel-
ling time tL = tK . To show that γL has the same incoming and outgoing directions as γK
we make use of Lemma 6. This gives us neighbourhoods W of (x0, y0) and U
(K)
i of x
(K)
i ,
the reflection points of γK . We also then have the diffeomorphism F : V →W as before,
and unique smooth maps x
(K)
i : W → U (K)i such that x(K)i (x, y) is the ith reflection point
of the generalised geodesic γK(x, y) in SK generated by F
−1(x, y) ∈ V . Similarly we have
neighbourhoods U
(L)
i and maps x
(L)
i : W → U (L)i for the generalised geodesics γL(x, y)
in SL. Note that γK(x0, y0) = γK by definition and similarly γL(x0, y0) = γL. It’s
important to remember that γL and γK are possibly not the same generalised geodesic.
We want to show that if we shrink W enough, then γK(x, y) and γL(x, y) will have the
same travelling times for all (x, y) ∈ R ∩W . Let tK(x, y) and tL(x, y) be the travelling
times of γK(x, y) and γL(x, y) respectively. Once again, for every (x, y) ∈ R∩W we have
TK(x, y) = TL(x, y) (5)
So for each (x, y) ∈ R ∩W there exists a unique (x, y)-geodesic γ˜L(x, y) in SL such that
its travelling time
t˜L(x, y) = tK(x, y). (6)
Now we will find that γL(x, y) = γ˜L(x, y) for all (x, y) ∈ R ∩W provided we make W
small enough. Suppose that is not the case. Let
W = W1 ⊃W2 ⊃ · · ·
be a decreasing sequence of neighbourhoods of (x0, y0). For each j there is some (xj , yj) ∈
R ∩Wj such that γL(xj , yj) 6= γ˜L(xj , yj). This gives us a sequence {(xj , yj)}∞j=1 con-
verging to (x0, y0) as j →∞. For each j let ωj be
ωj = pi2 ◦ F−1(xj , yj),
namely, the initial direction of γ˜L(xj , yj). This defines another sequence {ωj}∞j=1. Since
S is compact there is a subsequence {ωjk}∞k=1 which converges to some ω ∈ T∂S. Now
let γ˜L be the generalised geodesic in SL generated by (x0, ω). Then by definition γ˜L is
an (x0, y0)-geodesic in SL. Let t˜L be the travelling time of γ˜L, then
t˜L = lim
j→∞
t˜L(xj , yj) = t˜L(x0, y0) = tK .
Here we used (6) for the last equality. Now by (5) we conclude that t˜L = tL. But
distinct (x, y)-geodesics have unique travelling times for all (x, y) ∈ R, and since γL and
γ˜L are both (x0, y0)-geodesics with the same travelling time, they must be the same
geodesic. But then applying Lemma 6 to γ˜L implies that for large enough j, we have
γ˜L(xj , yj) = γL(xj , yj), by uniqueness of the maps x
(L)
i . This is a contradiction to
our choice of sequence {(xj , yj)}, so we get γ˜L(x, y) = γL(x, y) for all (x, y) ∈ R ∩W .
Therefore we know that
tL(x, y) = t˜L(x, y) = tK(x, y),
for all (x, y) ∈ R ∩W . Now tL(x, y) and tK(x, y) are continuous maps which agree on
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the set R ∩W , which is dense in W , so they must agree on the whole of W .
We have therefore shown that in a neighbourhood of (x0, y0), the travelling times
of the geodesics γK(x, y) and γL(x, y) agree. By Lemma 7, this must mean that the
incoming and outgoing directions of γL and γK are the same. Therefore
F (K)tK (x0, ω0) = F (L)tL (x0, ω0).
So as (x0, ω0) tends to (x˜0, ω˜0), and therefore tK = tL tends towards t0 we get
F (K)t0 (x˜0, ω˜0) = F (L)t0 (x˜0, ω˜0),
for all (x˜0, ω˜0) ∈ Ω as promised.
The key idea of the following proof is that generalised geodesics generated by points
in the phase space T˚1SK\Trap(SK) have locally bounded travelling times. The other
thing of note is that by Theorem 8, the generalised geodesic flows of the two obstacles are
identical everywhere except the interior of S. Using these two ideas allows us to define
the homeomorphism Φ.
Proof of Theorem 1. First, suppose K and L have almost the same travelling times. Let
ΩK = T˚1SK\Trap(SK), and define ΩL similarly. For every point (x, ω) ∈ ΩK there is a
t(x, ω) > 0 such that F (K)t(x,ω) ∈ ∂S.
We claim that for each point there is a neighbourhood U(x,ω) on which t(x
′, ω′) is
bounded for all (x′, ω′) ∈ U(x,ω). Suppose (x, ω) ∈ ΩK does not have such a neighbour-
hood. Then we can pick a converging sequence {(xn, ωn)}∞i=1 → (x, ω) in ΩK , such that
t(xn, ωn) > t(xn−1, ωn−1) and there is no A ∈ R which satisfies
t(xn, ωn) < A for all n = 1, 2, . . . (7)
Let t = t(x, ω), then since F (K)t is continuous we have
{F (K)t (xn, ωn)}∞i=1 → F (K)t (x, ω).
Now pick ε > 0 small enough so that Bε(F (K)t (x, ω)) ⊆ T1M doesn’t intersect T1K.
Then there is some N ∈ Z+ such that for all n > N we have
F (K)t (xn, ωn) ∈ Bε(F (K)t (x, ω)).
But then t(xn, ωn) < ε+ t for all n > N , contradicting (7). This proves our claim.
We can now define the desired homeomorphism Φ : ΩK → ΩL locally, as follows. For
each (x0, ω0) ∈ ΩK there is a neighbourhood U on which the travelling time is bounded.
Let t be that bound. Then define
Φ|U (x, ω) = F (L)−t ◦ F (K)t (x, ω)
Note that even U and V are two neighbourhoods of (x0, ω0) with different bounds t 6= t′,
the map Φ is still well defined. Since the travelling time to the boundary is unique for
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each (x, ω) and by Theorem 8 the flows are identical beyond the boundary. Therefore Φ
is continuous, and its inverse is defined analogously, making it a homeomorphism.
Indeed, by definition, Φ is the identity map on the boundary of S. We show that
Φ satisfies (2). Given t0 ∈ R and (x, ω) ∈ ΩK we have some upper bound t and a
neighbourhood U for this bound. Then
F (L)t0 ◦ Φ(x, ω) = F (L)t0 ◦ F (L)−t ◦ F (K)t (x, ω)
We use the fact that F (L) is a flow to give
F (L)t0 ◦ Φ(x, ω) = F (L)−t ◦ F (L)t0 ◦ F (K)t (x, ω) (8)
Note that F (K)t (x, ω) ∈M\S, and by Theorem 8 the two flows are equivalent there. So
F (L)t0 ◦ F (K)t (x, ω) = F (K)t0 ◦ F (K)t (x, ω) = F (K)t ◦ F (K)t0 (x, ω) (9)
Then combining (8) and (9) we get
F (L)t0 ◦ Φ(x, ω) = F (L)−t ◦ F (K)t ◦ F (K)t0 (x, ω) = Φ ◦ F (K)t0 (x, ω)
Note that Φ maps non-trapped points in T˚1SK to non-trapped points in T˚1SL. This
follows from (2), as follows. Given (x, ω) ∈ ΩK there is a t0 < 0 such that F (K)t0 (x, ω) ∈
∂S. Then since Φ is the identity on the boundary, by (2) we have
F (L)t0 ◦ Φ(x, ω) = F (K)t0 (x, ω) ∈ ∂S.
So Φ(x, ω) is not trapped in T˚1SL. Therefore K and L have conjugate flows.
Now to prove the implication in the other direction, suppose that K and L have
conjugate flows. We show that they have almost the same travelling times. Let TK and
TL be the sets of travelling times in SK and SL respectively. Given any (x, y, t) ∈ TK ,
there exists an (x, y)-geodesic γK in SK with travelling time t. Then γK is generated by
some (x, ω) ∈ T∂S ∩ ΩK . Now, since Φ|T∂S = Id we have
F (L)t0 (x, ω) = F (K)t0 (x, ω)
That is, the geodesic γL in SL generated by (x, ω) has travelling time t0 and is an (x, y)-
geodesic. So we have TK ⊆ TL. The symmetric argument will show that TL ⊆ TK .
Therefore K and L have the same travelling times.
4. Negative Curvature
The following four results have long technical proofs. For submanifolds of Rn (n ≥ 2)
the following lemma was proved in [15] (see Lemma 5.2 there). However in the case of
Riemannian 2-manifolds considered here the proof is more complicated. It should be
stressed that this proposition is of fundamental importance for the proof of Theorem 2.
For dispersing billiards in Euclidean spaces Propositions 10 and 11 have been well-known
and widely used for a very long time - see the seminal paper of Sinai [16]. It appears
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Figure 1: Two convex fronts on a collision course
these propositions are known (as folklore) for the case of Riemannian 2-manifolds with
negative sectional curvature as well. However we have not been able to find proofs in the
literature, so we prove them in the next section for completeness.
Proposition 9. Suppose c : [a, b] → M is a smooth, unit speed, strictly convex curve.
For each u0 ∈ [a, b] there exists a smooth, strictly convex curve y on a neighbourhood of
u0 such that
∂
∂uy(u) is orthogonal to the parallel translate of
∂
∂uc(u).
Proposition 10. Suppose M has non-positive sectional curvature. Given a strictly
convex, unit speed curve x : [a, b]→M , let ω : [a, b]→ T1M be the unit outward normal
field to it. Define the map Y : [a, b]× R→M by
Y (u, t) = φt(x(u), ω(u))
For each t0 ∈ R the curve y(u) = pi1 ◦ Y (u, t0) is strictly convex.
Proposition 11. Suppose M has non-positive sectional curvature, and that K is a
disjoint union of strictly convex obstacles. Then convex fronts in SK which hit an obstacle
transversely (i.e. not tangentially) will remain convex after reflection.
Lemma 12. In every open set U of T1∂K there are infinitely many points which generate
a non-trapped and non-tangent geodesic in SK . In fact, the set of these points has
topological dimension 1, and its complement has dimension 0.
Proof. See Appendix A
We now prove two useful results and then prove Theorem 2.
Lemma 13. Let γ be a generalised geodesic in SK . Suppose there are two convex fronts,
X and Y such that γ˙(0) is the outward unit normal to X and for some t0 > 0, the velocity
γ˙(t0) is the inward unit normal to Y (fig. 1). Also Suppose that γ reflects transversally
between X and Y . Parameterise X as
x : [a, b]→ SK
with x(u0) = γ(0) and unit outward normal ω(u). Then there exists an open set U ⊆ [a, b]
such that (x(u0), ω(u0)) is the only point in the normal bundle of X which generates a
geodesic that hits Y orthogonally.
Proof. First, suppose that γ hits Y before any reflections. Let
y(u, t) = Ft(x(u), ω(u)),
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then possibly after shrinking [a, b] around u0, there is a function t : [a, b]→ R such that
y(u) = y(u, t(u)) ⊆ Y
and γ(t0) = y(u0). Pick Riemannian normal coordinates about y(u0). By Proposition 10
we may assume that X is within the chart (shrinking and propagating it forward until it
is). We can then give the Taylor expansion of y(u, t) locally. It is in fact the same as (17)
from Proposition 11. The first and second derivative of y(u) are also exactly the same
as (20) and (21) respectively. Note that in this chart the second derivative of y and the
covariant derivative of ∂∂uy are equivalent at y(u0). We then define the function
f(u) =
〈
∂y
∂u
(u), ω(u)
〉
=
∂t
∂u
(u) +O(t2) +O(tg)
Note that f(u0) = 0. Also note that taking inner products with ω and (21) will give the
following identity,
∂2t
∂u2
(u0) = −KY −KX + t||∂ω
∂u
(u0)||2 −O(t)−O(g)
Here KX < 0 and KY < 0 are the curvatures of X and Y at x(u0) and y(u0) respectively.
We evaluate the derivative of f at u0:
∂f
∂u
(u0) =
∂2t
∂u2
(u0) +O(t) +O(g)
= −KY −KX + t||∂ω
∂u
(u0)||2 +O(t) +O(g)
Note that the last two terms can be made as small as we like, by bringing x(u) forward.
Therefore the derivative of f at u0 is positive. So we can shrink [a, b] around u0 such
that f has positive derivative on all of [a, b]. Now let Z = f−1(0). Then Z is a closed
0-dimensional submanifold of [a, b]. Since Z is closed and discrete, and [a, b] is compact,
Z must be finite. Then since [a, b] is Hausdorff we can find an open set U ⊆ [a, b] such
that U ∩ Z = {u0}. Note that a point (x(u), ω(u)) in the normal bundle of X generates
a geodesic that hits Y orthogonally if and only if u ∈ Z.
Now we will deal with the case of reflections. Suppose that X is one reflection away
from Y . We wish to show that you may shrink [a, b] around u0 so that X will hit ∂K
transversally. Then we may apply Proposition 11 and the result will follow from the
argument above. Suppose v ∈ [a, b] is such that y(v, tv) will hit ∂K tangentially for some
tv > 0. Then we may parameterise ∂K in a closed neighbourhood Uv of y(v, tv), as
k : [−δ, δ]→ Uv such that k(0) = y(v, tv).
Then by Proposition 9 we can construct a convex front X˜ such that the tangents of
Uv will hit X˜ orthogonally. Now by the argument above, there are only finitely many
u ∈ [a, b] such that y(u, t) will hit X˜ orthogonally. Thus there are only finitely many
u ∈ [a, b] which will hit ∂K tangentially (before reflecting). Thus we may shrink [a, b]
around u0 so that X will hit ∂K transversally before reaching Y .
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The result now follows for any finite number of reflections.
Corollary 13.1. The set of points in T1∂K which generate a generalised geodesic that
is tangent to any obstacle is countable.
Proof. Since we can pick a countable subcover of T1∂K it suffices to show that this holds
in every neighbourhood U ⊆ T1∂K. We construct the convex front Σ from U as in
Proposition 9, parameterised on some (a, b). Let Ri be the set of points in (a, b) which
generate a geodesic that is tangent after i reflections. By Lemma 13, the set R1 is finite.
Now suppose that Ri is countable for all i < n. Then
R˜n−1 =
n−1⋃
i=1
Ri
is a countable set. We can pick some u0 ∈ R˜n−1 and order the rest such that
a < · · · < u−1 < u0 < u1 < · · · < b
Then Σ restricted to each (ui, ui+1) we will have transversal reflections for the first n−1
times. Now by the same argument as Lemma 13, there will be at most countably many
tangencies after n − 1 reflections in (ui, ui+1). For the edge cases, there is either a
minimum ua such that a < ua < ui for all i. In which case (a, ua) will also have at most
countably many tangencies. Or if no such ua exists then we must have
(a, u0) =
∞⋃
i=0
(u−i−1, u−i)
A similar argument will follow for the upper bound b as well. Thus in all cases the set
R′n =
∞⋃
i=−∞
(ui−1, ui)
Will be countable, (possibly including (a, ua) and (b, ub) if necessary). Thus Rn ⊆
R′n ∪ R˜n−1 so Rn must be countable as well. It follows by induction that the set R of
tangencies in (a, b), must be countable as well, since
R =
∞⋃
i=1
Rn
In the following proof we assume K 6= L and construct a convex front from an obstacle
in SK and one in SL such that they contradict Lemma 13.
Proof of Theorem 2. First, we show that K ⊆ L. Suppose otherwise, and pick some
point x0 ∈ ∂K such that x0 6∈ L. Then there is a small neighbourhood U ⊆ ∂K of
x0 such that U ∩ L = ∅. By Proposition 9 and possibly shrinking U we can construct
a convex front X such that the geodesics generated by the tangents of U will hit X
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orthogonally. Parameterise X around x0 on a closed interval, so that the image of the
parametrisation is a compact convex front. We shrink X to that image and treat X as
compact from now on. Let X˜ be the set of points (x, vx) where x ∈ X and vx is the
outward unit normal to X at x such that:
1. (x, vx) generates a non-trapped geodesic in SK and SL
2. (x, vx) generates a geodesic with exactly one point of tangency in SK and exactly
on point of tangency in SL
Then by Corollary 13.1 and Lemma 12, the set X˜ is infinite (in fact, it has topological
dimension 1). Note that demanding a tangency for both SK and SL is not difficult, since
by Theorem 1, K and L have conjugate flows. Meaning they have the same travelling
times (by Theorem 1). There will be a singularity in the travelling time function at the
point of tangency for K and therefore for L too since the two functions are equal. Thus
a tangency in SK will guarantee a tangency in SL
Given (x, vx) ∈ X˜, the geodesic γK in SK generated by (x, vx) will have exactly
one point of tangency by definition. So will γL, the corresponding geodesic in SL, have
exactly one point of tangency. However, since γK is tangent to ∂K at some point in U ,
we know γL must be tangent at some other point z(x, vx) ∈ ∂L. Let
Z = {z(x, vx) : (x, vx) ∈ X˜}
Then, by uniqueness of geodesics, z : X˜ → Z is a bijection.
Suppose for a moment that for every z ∈ ∂L there is a neighbourhood Wz ⊆ ∂L
such that Wz ∩ Z is finite. Then picking a finite cover W1, . . . ,Wn of these we see that
Z = ∪ni=1Wi ∩Z is finite, a contradiction. Thus there is some z0 ∈ ∂L such that for any
neighbourhood W ⊆ ∂L of z0, the set W˜ = W ∩ Z is infinite.
Now since W˜ is dense in W , we can pick a sequence {zi}∞i=1 → z0 of points zi ∈ W˜ .
Then for each zi there is a corresponding (xi, vi) ∈ X˜, such that
pi1 ◦ F (L)ti (xi, vi) = zi,
for some time ti ∈ R. If ti < 0 we may construct X in the opposite direction so that
ti > 0. Therefore we assume ti > 0. Construct Y in SL via Proposition 9 from W around
z0, such that the outward unit normals to Y will point toward X.
We can shrink X so that there will be infinitely many (xi, vi) in X, and it will
propagate transversely until it hits Y . Since X is compact, we may take a convergent
subsequence of {(xi, vi)}∞i=1, and denote the point it converges to as (x˜, v˜). Note that no
matter how much we shrink X around (x˜, v˜) we must have infinitely many (xi, vi) ∈ X
since the subsequence we took converges to (x˜, v˜). Thus we can safely shrink X around
(x˜, v˜) so that it propagates transversally until hitting Y .
Then by our construction, every (xi, vi) in X will generate a geodesic which hits Y
orthogonally. There are infinitely many such (xi, vi) in X, a contradiction to Lemma 13
which asserts that there must only be finitely many of these. So K ⊆ L, and by applying
the same argument, K = L.
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5. Proofs of Propositions 9, 10 and 11
The common difficulty shared by the proofs in this section is exhibiting the curvature
of the convex front, whether it be from the influence of the manifolds intrinsic negative
sectional curvature as in Propositions 10 and 11, or simply by construction as in Propo-
sition 9. Although Proposition 10 is done in a completely coordinate-free way, in both
Propositions 9 and 11 we use a Riemannian coordinate chart to allow us to use a Taylor
expansion of the geodesics in question.
Proof of Proposition 9. Define the family of geodesics y : [a, b]× [0, 1]→M as
y(u, t) = pi1 ◦ φt
(
c(u),
∂c
∂u
(u)
)
Note that since y is a variation through geodesics, ∂y∂u is a Jacobi field at each u ∈ [a, b]
which satisfies the initial conditions:
∂y
∂u
(u, 0) =
∂c
∂u
(u)
D
∂t
∂y
∂u
(u, 0) =
D
∂u
∂c
∂u
(u)
Furthermore, since ∂y∂u is a Jacobi field, it satisfies the differential equation:
D2
∂t2
∂y
∂u
+R
(
∂y
∂u
,
∂y
∂t
)
∂y
∂t
= 0 (10)
In this construction, the parallel translate of ∂c∂u is the tangent vector
∂y
∂t , so we wish
to construct a curve y˜ such that ∂y˜∂u is orthogonal to
∂y
∂t . Consider a curve of the form
y˜(u) = y(u, r(u)), where r : [a, b]→ R is some smooth function. We want to enforce the
following condition, 〈
∂y˜
∂u
,
∂y
∂t
〉
= 0 (11)
Noting that
∂y˜
∂u
=
∂y
∂u
+
∂r
∂u
∂y
∂t
We can see that (11) is equivalent to
∂r
∂u
= −
〈
∂y
∂u
,
∂y
∂t
〉
So consider the function g : [a, b]× [0, 1]→ R given by
g(u, t) =
〈
∂y
∂u
(u, t),
∂y
∂t
, (u, t)
〉
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Then taking derivatives with respect to t we get,
∂g
∂t
=
〈
D
∂t
∂y
∂u
,
∂y
∂t
〉
+
〈
∂y
∂u
,
D
∂t
∂y
∂t
〉
=
〈
D
∂t
∂y
∂u
,
∂y
∂t
〉
Here, the second term evaluates to zero since y is a geodesic in the t direction. Now
taking derivatives once more yields
∂2g
∂t2
=
〈
D2
∂t2
∂y
∂u
,
∂y
∂t
〉
= −
〈
R
(
∂y
∂u
,
∂y
∂t
)
∂y
∂t
,
∂y
∂t
〉
Here we used (10) to get the second equality. Note that there are three instances of ∂y∂t
in the last inner product, so the anti-symmetry properties of the Riemannian curvature
ensure that this inner product evaluates to zero. That is, g must have the form g(u, t) =
α(u) + β(u)t, for some smooth functions α, β : [a, b] → R. Note that g(u, 0) = α(u). So
we can directly evaluate
α(u) =
〈
∂y
∂u
(u, 0),
∂y
∂t
, (u, 0)
〉
= || ∂c
∂u
(u)||2 = 1
We can also find β(u) as follows, using the initial conditions for y,
β(u) =
∂g
∂t
(u, 0) =
〈
D
∂t
∂y
∂u
(u, 0),
∂y
∂t
(u, 0)
〉
= 0
Therefore (11) reduces to
∂r
∂u
(u) = −1
So we can define our convex curve as y˜(u) = y(u, λ − u), where λ ∈ R is some small
constant. Now all that is left to show is the strict convexity of y˜. To do so, fix u0 ∈ [a, b].
We show that y˜ is strictly convex in a neighbourhood of u0. That is, for some λ ∈ R we
get 〈
D
∂u
∂y˜
∂u
(u0),
∂y
∂t
(u0, λ− u0)
〉
< 0 (12)
Consider the following function:
f(u, t) =
〈
D
∂u
(
∂y
∂u
(u, t)− ∂y
∂t
(u, t)),
∂y
∂t
(u, t)
〉
The condition (12) is equivalent to f(u0, λ− u0) < 0. Note that〈
∂y
∂u
− ∂y
∂t
,
∂y
∂t
〉
= 0.
So we can re-write f as follows:
f =
∂
∂u
〈
∂y
∂u
− ∂y
∂t
,
∂y
∂t
〉
−
〈
∂y
∂u
− ∂y
∂t
,
D
∂u
∂y
∂t
〉
= −
〈
∂y
∂u
− ∂y
∂t
,
D
∂t
∂y
∂u
〉
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In the last step we also used the symmetry
D
∂t
∂y
∂u
=
D
∂u
∂y
∂t
Now consider the derivative of f along t,
∂f
∂t
= −
〈
D
∂t
(
∂y
∂u
− ∂y
∂t
),
D
∂t
∂y
∂u
〉
−
〈
∂y
∂u
− ∂y
∂t
,
D2
∂t2
∂y
∂u
〉
= −
〈
D
∂t
∂y
∂u
,
D
∂t
∂y
∂u
〉
+
〈
∂y
∂u
− ∂y
∂t
,R
(
∂y
∂u
,
∂y
∂t
)
∂y
∂t
〉
= −|| D
∂u
∂y
∂t
||2 +
〈
∂y
∂u
,R
(
∂y
∂u
,
∂y
∂t
)
∂y
∂t
〉
(13)
In the second line we use the fact that y is a geodesic in the t direction and (10) to simplify
the expression. Then in the third line we used the symmetry of the covariant and partial
derivatives again, and the anti-symmetry properties of the Riemannian curvature as
before. Now taking some coordinates around c(u0) and ensuring that λ is small enough
so that y˜(u0) is within the chart, we can estimate f(u0, λ−u0) using a Taylor expansion:
f(u0, λ− u0) = f(u0, 0) + (λ− u0)∂f
∂t
(u0, 0) +O(λ− u0)2
Note that we can directly evaluate f(u0, 0) = 0. We can also give Taylor expansions for
the derivatives of y:
∂y
∂t
(u, t) =
∂c
∂u
(u) +O(t)
∂y
∂u
(u, t) =
∂c
∂u
(u) +O(t)
Therefore the curvature term in (13) will be zero up to a first order approximation. That
is,
∂f
∂t
(u0, 0) = −|| D
∂u
∂c
∂u
(u0)||2 +O(λ− u0)2
Note that the convexity of the curve c ensures that the first term is nonzero. So substi-
tuting back into the Taylor expansion we get
f(u0, λ− u0) = −(λ− u0)|| D
∂u
∂c
∂u
(u0)||2 +O(λ− u0)2
Thus we can pick λ > u0 such that λ − u0 is small enough to ensure the curve y˜ is
strictly convex at u0. Then by continuity, y˜ is strictly convex in a neighbourhood of u0
as desired.
Proof of Proposition 10. Given a convex, unit speed curve x : [a, b] → M and its unit
outward normal ω(u). Let
y(u, t) = pi1 ◦ φt(x(u), ω(u))
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Define the map f : [a, b]× R→ R by
f(u, t) =
〈
D
∂u
∂y
∂u
(u, t),
∂y
∂t
(u, t)
〉
This map is the convexity of the propagated curve at each point y(u, t). Since x is a
convex curve we have
f(u, 0) =
〈
D
∂u
∂x
∂u
(u), ω(u)
〉
< 0
We investigate how the convexity changes over time as the curve is propagated forward.
Consider the following derivative:
∂
∂t
f =
〈
D
∂t
D
∂u
∂y
∂u
,
∂y
∂t
〉
+
〈
D
∂u
∂y
∂u
,
D
∂t
∂y
∂t
〉
Note that keeping u fixed, y(u, t) is a geodesic, so
D
∂t
∂
∂t
y(u, t) = 0
We now use the symmetry
D
∂t
D
∂u
∂y
∂u
− D
∂u
D
∂t
∂y
∂u
= R
(
∂y
∂u
,
∂y
∂t
)
∂y
∂u
Then we can write
∂
∂t
f =
〈
D
∂u
D
∂t
∂y
∂u
,
∂y
∂t
〉
+
〈
R
(
∂y
∂u
,
∂y
∂t
)
∂y
∂u
,
∂y
∂t
〉
(14)
Now we focus on the first term on the right hand side:〈
D
∂u
D
∂t
∂y
∂u
,
∂y
∂t
〉
=
〈
D2
∂u2
∂y
∂t
,
∂y
∂t
〉
Since ∂y∂t is the parallel translate of ω, it has unit norm. Therefore we can write〈
D2
∂u2
∂y
∂t
,
∂y
∂t
〉
= −||D
∂t
∂y
∂t
|| (15)
Now for the second term in (14), we simply note that ∂∂uy and
∂
∂ty are orthonormal, so
we have the sectional curvature〈
R
(
∂y
∂u
,
∂y
∂t
)
∂y
∂u
,
∂y
∂t
〉
= K
(
∂y
∂u
,
∂y
∂t
)
≤ 0 (16)
Finally putting (15) and (16) together with (14) we get
∂
∂t
f = −||D
∂t
∂y
∂t
||+K(∂y
∂u
,
∂y
∂t
) < 0
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Therefore the curve y(u, t) will become more convex the further along it is propagated.
In [17] (Lemma 10.1.3) there is a proof given for the Euclidean case. We generalise
this argument to the Riemannian case which is considerably more difficult.
Proof of Proposition 11. Given a convex, unit speed curve x : [a, b] → SK and its unit
outward normal ω(u), define the propagated curve
Y (u, t) = Ft(x(u), ω(u))
By Proposition 10 we know that y(u, t) = pi1 ◦ Y (u, t) will remain convex for any fixed
t ∈ R as long as it is entirely in the interior of SK . i.e. before any reflections. So all
that remains to show is that y(u, t) will stay convex after reflecting off an obstacle. We
assumed that all of x(u) will hit an obstacle K transversally, so there is a smooth time
function t : [a, b]→ R such that y(u, t(u)) ∈ ∂K for all u ∈ [a, b]. Define
z(u, t) = y(u, t(u) + t) = pi1 ◦ Ft(Y (u, t(u)))
Let T > t(u0) be some time after the reflection but before any more reflections with
another obstacle. Define ε = T − t(u) and let z(u) = z(u, ε). Also let y(u) = y(u, t(u)),
and define v(u) to be the unit outward normal to ∂K at y(u). We wish to consider
how the curvature of y(u, t) changes at the point of reflection y(u). Fix u0 ∈ [a, b] and
consider some Riemannian coordinates about the point y0 = y(u0). To ensure that x(u)
and z(u) are both contained in the chart we may have to decrease ε somewhat and replace
x(u) with y(u, ε′) for some ε′ > 0. We give Taylor expansions of both y(u, t) and z(u, t)
locally.
y(u, t) = y(u, 0) + t
∂y
∂t
(u, 0) +
1
2
t2
∂2y
∂t2
(u, 0) + · · ·
= x(u) + tω(u) +
1
2
t2g(u) +O(t3) (17)
Now we use the fact that y is a geodesic along the t variable to give
gk(u) =
∂2yk
∂t2
(u, 0) = −
2∑
i,j=0
∂yi
∂t
(u, 0)
∂yj
∂t
(u, 0)Γkij(x(u)) (18)
Note that as t(u0) → 0 by moving the curve x(u) forward, the Christoffel symbols will
tend to zero, Γkij(x(u0)) → Γkij(y(u0)) = 0. So g(u0) is a term which tends to zero as
t(u0)→ 0. Now we find the Taylor expansion for z(u, t) similarly
z(u, t) = y(u) + tω˜(u) +
1
2
t2g˜(u) +O(t3)
Here ω˜(u) is the direction of the normal after reflection. That is,
ω˜(u) = ω(u)− 2 〈ω(u), v(u)〉 v(u) (19)
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And g˜ is defined similarly to g from (18),
g˜k(u) =
∂2zk
∂t2
(u, 0) = −
2∑
i,j=0
∂zi
∂t
(u, 0)
∂zj
∂t
(u, 0)Γkij(y(u))
Now we calculate the derivative of y(u), which will be helpful later,
∂y
∂u
=
∂x
∂u
+
∂t
∂u
ω + t
∂ω
∂u
+O(t2) +O(tg) (20)
And also the second derivative:
∂2y
∂u2
=
∂2x
∂u2
+
∂2t
∂u2
ω + 2
∂t
∂u
∂ω
∂u
+ t
∂2ω
∂u2
+O(t) +O(g) (21)
Similarly we find the first and second derivatives of z(u),
∂z
∂u
=
∂y
∂u
− ∂t
∂u
ω˜ + ε
∂ω˜
∂u
+O(ε2) +O(εg˜) (22)
∂2z
∂u2
=
∂2y
∂u2
− ∂
2t
∂u2
ω˜ − 2 ∂t
∂u
∂ω˜
∂u
+ ε
∂2ω˜
∂u2
+O(ε) +O(g˜) (23)
Now from (20), taking inner products with ω will give the following identity,
∂t
∂u
=
〈
∂y
∂u
, ω
〉
−O(t2)−O(tg)
Combining this with (22) and taking inner products with ω˜ we get:〈
∂z
∂u
, ω˜
〉
=
〈
∂y
∂u
, ω˜ − ω
〉
+O(t2) +O(ε2) +O(tg) +O(εg˜)
Bringing x(u0) and z(u0) close to y(u0) we can see that t(u0)→ 0 and ε→ 0, giving us〈
∂z
∂u
, ω˜
〉
=
〈
∂y
∂u
, ω˜ − ω
〉
= 0.
Here the right hand side evaluates to zero by (19). So ω˜(u0) is indeed the outward unit
normal to z(u0). Therefore z(u) will be convex at u0 if〈
D
∂u
∂z
∂u
(u0), ω˜(u0)
〉
< 0 (24)
Note that letting t(u0) → 0 and ε → 0, the covariant derivative of z will be almost
exactly the second derivative. That is,
D
∂u
∂zk
∂u
(u0) =
∂2z
∂u2
(u0) +
∂zi
∂u
(u0)
∂zj
∂u
(u0)Γ
k
ij(z(u0))
Here, once again, the Christoffel symbols will vanish as t(u0) → 0. Now using (21) and
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taking the inner product with ω gives
∂2t
∂u2
(u0) =
〈
∂2y
∂u2
(u0), ω(u0)
〉
−
〈
∂2x
∂u2
(u0), ω(u0)
〉
(25)
Now taking the inner product of (23) and ω˜ and combining with (25) gives〈
∂2z
∂u2
(u0), ω˜(u0)
〉
=
〈
∂2y
∂u2
(u0), ω˜(u0)− ω(u0)
〉
+
〈
∂2x
∂u2
(u0), ω(u0)
〉
Note that the second term is negative since x(u) is convex. And by (19) we have〈
∂2y
∂u2
(u0), ω˜(u0)− ω(u0)
〉
= −2 〈ω(u0), v(u0)〉
〈
∂2y
∂u2
(u0), v(u0)
〉
(26)
Since ω(u0) points into ∂K and v(u0) point outwards, their inner product will be negative.
Moreover the convexity of ∂K implies that the second term on the right hand side will
be negative as well. So (26) will be negative. Thus combining with (26) we see that (24)
is satisfied, making z convex at u0.
Appendix A.
Proof of Lemma 4. Suppose ω0 and ρ0 are distinct outgoing directions at x0 such that the
geodesics generated by them, γ(x0,ω0) and γ(x0,ρ0), have the same endpoint y0 ∈ ∂S and
the same travelling time t0. That is, γ(x0,ω0)(t0) = γ(x0,ρ0)(t0) = y0. Let ω : U → T∂Sx0
and ρ : V → T∂Sx0 be any two local parametrisation of neighbourhoods U and V of ω0
and ρ0 respectively. Also suppose that ω(u) 6= ρ(v) always. Let t1(u) and t2(v) be the
travelling time functions for the two geodesics respectively, and define their difference
T (u, v) = t1(u) − t2(v). Now let α : W → ∂S be a local parametrisation of ∂S around
y0. Let y(u) and z(v) be the endpoints of γ(x0,ω(u)) and γ(x0,ρ(v)) respectively. Also, let
u˜(u) be such that α(u˜) = y(u) and similarly with v˜(v). Now we can define a function
H(u, v) = u˜ − v˜ and thus define a function G(u, v) = (T (u, v), H(u, v)). Note that by
definition G(u, v) = (0, 0) if and only if ω(u) and ρ(v) generate a geodesic with the same
endpoint and travelling times. Now consider the derivative of G. It is only nonsingular
if its columns grad T and grad H are linearly independent. We show that this is the
case for all (u, v) ∈ G−1(0, 0). First consider ∂∂uT (u, v), by Lemma 7 we know that
∂
∂u
T (u, v) =
〈
σ(u),
∂
∂u
y(u)
〉
=
〈
σ(u), α′(
∂u˜
∂u
)
〉
.
Here σ(u) is the incoming direction of the geodesic γ(x0,ω(u)) at the endpoint. We also
know that
∂
∂u
H(u, v) =
∂u˜
∂u
,
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and similarly with respect to v. Now suppose that for some A,B ∈ R we have A grad T+
B grad H = 0. Then we must have the following
A
〈
σ(u), α′(
∂u˜
∂u
)
〉
+B
∂u˜
∂u
= 0.
A
〈
σ˜(v), α′(
∂v˜
∂v
)
〉
+B
∂v˜
∂v
= 0.
Which gives the equation
A
〈
σ(u)− σ˜(v), α′(∂u˜
∂u
∂v˜
∂v
)
〉
= 0. (A.1)
Note that since ω(u) 6= ρ(v) we have σ(u) 6= σ˜(v). And since σ and σ˜ are both of unit
length and are incoming to ∂S, (A.1) implies that A = 0. But then B = 0 and so grad T
and grad H are linearly independent. Thus G−1(0, 0) is a 0-dimensional submanifold of
U × V , that is G−1(0, 0) is countable. Let U˜ × V˜ be the image of U × V in (T∂Sx0)2,
let O˜ be the image of G−1(0, 0) in U˜ × V˜ . We find corresponding U˜w × V˜ρ and O˜(ω,ρ)
for each (ω, ρ) ∈ (T∂Sx0)2 such that the geodesics generated by them have the same
travelling times and endpoint. We can find a countable subcover of those U˜w× V˜ρ, giving
a countable union of countable sets O = ∪O˜(ω,ρ), which proves the lemma.
Proof of Lemma 12. Start with an open set U ⊆ T1∂K and let
X : [a, b]→ SK ,
be the convex front constructed from U as in Proposition 9. Let ω(u) be the unit outward
normal at X(u) and define Y (u) = (X(u), ω(u)) ∈ T1SK . Also let Σ = Y ([a, b]), and
define Σ′ to be the set of non-tangent points in Σ. By Corollary 13.1 the set Σ\Σ′ is
countable. Now define Σ˜ to be the set of trapped points in Σ′.
Let F = {1, · · · , k} and define the space
F˜ =
∞∏
i=1
F
We give F˜ the following metric
ρ(a, b) =
∞∑
i=1
1
3i
δ(ai, bi)
Here δ(ai, bi) = 0 if ai = bi and 1 otherwise. Now define a function f : Σ˜→ F˜ as follows.
Given x in Σ˜, the geodesic generated by x will hit reflect of the components of K in a
certain order, say Ki1 ,Ki2 , . . . ,Kin , . . . . We define f(x) = (i1, i2, . . . ), where in encodes
the fact that the geodesic generated by x will hit Kin at the n
th reflection. We first show
that f is continuous. Fix for a moment x0 ∈ Σ˜. Then given ε > 0 there exists an integer
N such that (2 · 3N−1)−1 < ε. Now let (i1, i2, . . . , iN , . . . ) = f(x0). Then by assumption
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x0 will hit Kij transversally for each 1 ≤ j ≤ N . So there is a neighbourhood V of x0 in
Σ˜ such that every y in V hits the components Ki1 , . . . ,KiN in that order. So there is a
δ > 0 such that if d(x0, y) < δ we have y ∈ V . Now simply compute the distance in F˜ :
ρ(f(x0), f(y)) =
∞∑
i=1
1
3i
δ(f(x0)i, f(y)i) ≤
∞∑
i=n
1
3i
≤ 1
2 · 3N−1 (A.2)
So we get that ρ(f(x0), f(y)) < ε as required. Thus f is continuous.
We show that f is injective as well. Suppose x, y ∈ Σ are two nearby points such that
the geodesic they generate will reflect off the same components Kη1 , . . . ,Kηn of K, in the
same order η1, . . . , ηn. By assumption, between x and y the convex front will propagate
forward without tangencies (for the n reflections). Let x˜ and y˜ be the points x and y
after n reflections. We now use the fact that the generalised geodesic flow is uniformly
hyperbolic (see [18] and [19]) to get some bounds on the distance between x and y.
Let
b = min
1≤i,j≤k
{dist(Ki,Kj)}
Here k is the number of components of K. Also let γ˜ : [0, L˜] → T1SK be a unit speed
geodesic from x˜ to y˜, where L˜ = d(x˜, y˜). There exist tx, ty ≥ nb such that Ftx(x) = x˜
and similarly for y. Let t0 = max{tx, ty}. Then define γ = F−t0(γ˜). Now consider the
length
L =
∫ L˜
0
|| ∂
∂t
γ|| dt ≤
∫ L˜
0
||dxFt0 || · ||
∂
∂t
γ˜|| dt (A.3)
Since γ is unit speed parameterised, we can use the hyperbolicity of Ft to get the following
d(x, y) ≤ L ≤ L˜aλt0 ≤ d(x˜, y˜)aλnb
For some constants a > 0 and 0 < λ < 1. Note that to get the last inequality we used
the fact that t0 ≥ nb. Thus d(x, y)→ 0 as n→∞. So we can see that for x, y ∈ Σ˜ such
that f(x) = f(y), we have x = y. That is, f is injective.
So f is bijective onto its image. Note that d(x˜, y˜) is bounded above by some constant
C > 0. So (A.3) gives d(x, y) < Caλnb, where n is the maximum number such that
f(x)i = f(y)i for all 1 ≤ i ≤ n. So given ε > 0 there is some N ∈ N such that
CaλNb < ε. Now by (A.2), setting
ρ(f(x), f(y)) <
1
32N
will necessarily force f(x)i = f(y)i for all 1 ≤ i ≤ N . So we must have d(x, y) < ε. Thus
the inverse of f is also continuous, meaning it is a homeomorphism onto its image.
It is well known that F˜ has topological dimension zero (see [20] for example). Thus
f(Σ˜) will also have dimension 0, and since f is a homeomorphism, so will Σ˜. Therefore
the dimension of Σ\(Σ˜ ∪ Σ′) is 1, so the result follows.
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