Abstract-Multiple classifier systems (MCS) have become popular during the last decade. Self-generating neural tree (SGNT) is one of the suitable base-classifiers for MCS because of the simple setting and fast learning. In an earlier paper, we proposed a pruning method for the structure of the SGNT in the MCS to reduce the computational cost and we called this model as self-organizing neural grove (SONG). In this paper, we investigate a performance of incremental learning using SONG for a large-scale classification problem. The results show that the SONG can ensure rapid and efficient incremental learning.
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extension of the self-organizing maps (SOM) of Kohonen [8] and utilize the competitive learning which is implemented as a self-generating neural tree (SGNT). The abilities of SGNN make it suitable for the base classifier of the MCS. In order to improve the accuracy of SGNN, we proposed ensemble selfgenerating neural networks (ESGNN) for classification [9] as one of the MCS. Although the accuracy of ESGNN improves by using various SGNN, the computation cost, that is, the computation time and the memory capacity increases in proportion to the increase in number of SGNN in the MCS. Therefore, we proposed a pruning method for the structure of the SGNN in the MCS to reduce the computation time and the memory capacity and we called this model as selforganizing neural grove (SONG) [10] .
In this paper, we investigate a performance of an incremental learning using the SONG for a large-scale classification problem in UCI machine learning repository [11] . We use letter recognition dataset as the classification problem. We investigate the relation between the number of training data and the classification accuracy, the number of nodes and the computation time. The results show that the SONG can ensure the rapid and efficient incremental learning.
The rest of the paper is organized as follows: the next section shows how to construct the SONG. Then Section 3 shows experimental results. Finally we present some conclusions, and outline plans for future work.
II. SELF-ORGANIZING NEURAL GROVE
In this section, we describe how to prune redundant leaves in the SONG. We implement the pruning method as two stages; the on-line pruning method and the offline optimization method. First, we mention the on-line pruning method in learning of SGNT. Second, we show the optimization method in constructing the SONG. Finally, we show a simple example of the pruning method for a two dimensional classification problem.
A. On-line Pruning of Self-Generating Neural Tree
SGNT is based on SOM and implemented as a competitive learning. The SGNT can be constructed directly from the given training data without any intervening human effort. The SGNT algorithm is defined as a tree construction problem of how to construct a tree structure from the given data, which consist of multiple attributes under the condition that the final leaves correspond to the given data.
Before we describe the SGNT algorithm, we denote some notations.
• input data vector: e i ∈ IR m .
• root, leaf, and node in the SGNT: n j .
• weight vector of n j :
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• the number of the leaves in n j : c j .
• distance measure: d(e i , w j ).
• winner leaf for e i in the SGNT: n win . The SGNT algorithm is a hierarchical clustering algorithm. The pseudo C code of the SGNT algorithm is given in Fig. 1 . In Fig. 1 , several sub procedures are used. Table I shows the sub procedures of the SGNT algorithm and their specifications.
In order to decide the winner leaf n win in the sub procedure choose(e i,n 1), the competitive learning is used. If an n j includes the n win as its descendant in the SGNT, the weight w jk (k = 1, 2, . . . , m) of the n j is updated as follows:
After all training data are inserted into the SGNT as the leaves, the leaves have each class label as the outputs and the weights of each node are the averages of the corresponding weights of all its leaves. The whole network of the SGNT reflects the given feature space by its topology. We explain the SGNT generation algorithm using a simple example. In this example, m is one and the four training data (x i , y i ) is (1,1), (2, 2) , (3, 3) , and (4,4). Hence, e 11 = 1, e 21 = 2, e 31 = 3, and e 41 = 4. Fig. 2 shows an example of the SGNT generation. First, e 11 is just copied to a neuron n 1 as the root, and e 11 is substituted to w 11 ( Fig. 2 (a) ). In Fig. 2 , the circle is the neuron, the integer in the circle is the number of neuron j, the integer of left-upper of the circle is c j , and the integer of under the circle is w j1 . Next, n 2 and n 3 are generated as the children of n 1 with w 21 = 1, w 31 = 2. w 11 is updated by e 21 to 1 + 1/2(2 − 1) = 1.5 ( Fig. 2 (b) ). Next, the winner in {n 1 , n 2 , n 3 } is n 3 since d(e 3 , w 1 ) = 1.5,
Input:
A set of training examples E = {e_i}, i = 1, ... , N.
A distance measure d(e_i,w_j). Program Code: copy(n_1,e_1); for (i = 2, j = 2; i <= N; i++) { n_win = choose(e_i, n_1); if (leaf(n_win)) { copy(n_j, w_win); connect(n_j, n_win); j++; } copy(n_j, e_i); connect(n_j, n_win); j++; prune(n_win); } Output:
Constructed SGNT by E. Check n win whether n win is a leaf or not. connect(n j , n win ) Connect n j as a child leaf of n win .
prune(n win )
Prune leaves if the leaves have the same class.
d(e 3 , w 2 ) = 2, and d(e 3 , w 3 ) = 1; and thus, n 4 and n 5 are generated as the children of n 3 with w 41 = 2, w 51 = 3. w 31 is updated by e 31 to 2+1/2(3−2) = 2.5 and w 11 is updated by e 31 to 1.5 + 1/3(3 − 1.5) = 2 ( Fig. 2 (c) ). Finally, n 6 and n 7 are generated as the children of n 5 with w 61 = 3, w 71 = 4. w 51 is updated by e 41 to 3 + 1/2(4 − 3) = 3.5, w 31 is updated by e 41 to 2.5 + 1/3(4 − 2.5) = 3, and w 11 is updated by e 41 to 2 + 1/4(4 − 2) = 2.5 ( Fig. 2 (d) ). Note, to optimize the structure of the SGNT effectively, we remove the threshold value of the original SGNT algorithm in [7] to control the number of leaves based on the distance because of the trade-off between the memory capacity and the classification accuracy. In order to avoid the above problem, we introduce a new pruning method in the sub procedure prune(n win). We use the class label to prune leaves. For leaves connected to the n win , if those leaves have the same class label, then the parent node of those leaves is given the class label and those leaves are pruned.
In the next sub-section, we describe how to optimize the structure of the SGNT in the MCS to improve the classification accuracy.
B. Optimization of the SONG
The SGNT has the capability of high speed processing. However, the accuracy of the SGNT is inferior to the conventional approaches, such as nearest neighbor, because the SGNT has no guarantee to reach the nearest leaf for unknown data. Hence, we construct an MCS by taking the majority of plural SGNT's outputs to improve the accuracy (Figure 3) .
Although the accuracy of the SONG is comparable to the accuracy of conventional approaches, the computational cost increases in proportion to increase in the number of SGNTs in the SONG. In particular, the huge memory requirement prevents the use of the SONG for large datasets even with latest computers. In order to improve the classification accuracy, we propose an optimization method of the SONG for classification. This method has two parts, the merge phase and the evaluation phase. The merge phase is performed as a pruning algorithm to reduce dense leaves (Figure 4) . This phase uses the class information and a threshold value α to decide which subtree's leaves to prune or not. For leaves that have the same parent node, if the proportion of the most common class is greater than or equal to the threshold value α, then these leaves are pruned and the parent node is given the most common class. The optimum threshold values α of the given problems are different from each other. The (a) 
C. Simple Example of the pruning method
We show an example of the pruning algorithm in Figure 6 . This is a two-dimensional classification problem with two equal circular Gaussian distributions that have an overlap. The shaded plane is the decision region of class 0 and the other plane is the decision region of class 1 by the SGNT. The dotted line is the ideal decision boundary. The number of training samples is 200 (class0: 100,class1: 100) ( Figure 6(a) ). The unpruned SGNT is given in Figure 6 (b). In this case, 200 leaves and 120 nodes are automatically generated by the SGNT algorithm. In this unpruned SGNT, the height is 7 and the number of units is 320. In this, we 1 begin initialize α = 0.5 2 do for each α 3 evaluate the merge phase with 10-fold CV 4
if the best classification accuracy is obtained, 5 then record the α as the optimal value 6 α ← α + 0.05 7 until α = 1 8 end. define the unit to count the sum of the root, nodes, and leaves of the SGNT. The root is the node that is of height 0. The unit is used as a measure of the memory requirement in the next section. Figure 6(c) shows the pruned SGNT after the merge phase in α = 1. In this case, 159 leaves and 107 nodes are pruned away and 54 units remain. The decision boundary is the same as the unpruned SGNT. Figure 6(d) shows the pruned SGNT after the merge phase in α = 0.6. In this case, 182 leaves and 115 nodes are pruned away and only 23 units remain. Moreover, the decision boundary is improved more than the unpruned SGNT because this case can reduce the effect of the overlapping class by pruning the SGNT.
In the above example, we use all training data to construct the SGNT. The structure of the SGNT is changed by the order of the training data. Hence, we can construct the MCS from the same training data by changing the input order. We call this approach "shuffling".
To show how well the pruning algorithm optimizes the MCS, we show an example of the MCS in the same problem used above. Figure 7 (a) and Figure 7(b) show the decision region of the MCS in α = 1 and α = 0.6, respectively. We set the number of SGNTs K as 25. The result of Figure 7 (b) is a better estimation of the ideal decision region than the result of Figure 7 (a).
III. EXPERIMENTAL RESULTS
We investigate the relation between the number of training data and the classification accuracy, the number of nodes, and the computation time of SONG with bagging for the benchmark problem in the UCI repository [11] . In this experiment, we use a modified Euclidean distance measure 
We use letter recognition dataset in this experiment since it contain large-scale data (the number of input dimension: 16, the number of classes: 26, and the number of entries: 20000). The objective of this dataset is to identify each of a large number of black-and-white rectangular pixel displays as one of the 26 capital letters in the English alphabet. The character images were based on 20 different fonts and each letter within these 20 fonts was randomly distorted to produce a file of 20,000 unique stimuli. Each stimulus was converted into 16 primitive numerical attributes (statistical moments and edge counts) which were then scaled to fit into a range of integer values from 0 through 15. The results for other benchmark problems and comparative study is shown in [10] . First, we divide letter recognition dataset into ten parts. Second, we select one of the ten parts as the testing data. Third, we enter one of the remaining nine parts to the SONG for training. Forth, we test the SONG using the testing data. Finally, we continue the training and the testing until all nine parts dataset is entered the SONG. We set the number of SGNT K in the SONG as 1,3,5,9,15, and 25. To select the optimum threshold value α, we set the different threshold values α which are moved from 0. The relation between the number of training data and the classification accuracy Figure 8 shows the relation between the number of training data and the classification accuracy. The more the number of training data increases, the more the classification accuracy improves for all the number of ensembles K. The width of the improvement is wide in small K for all the number of N .
As the memory requirement, we count the number of units which is the sum of the root, nodes, and leaves of the SGNT. In this paper, we use below defined compression ratio:
compression ratio = number of remaining units number of total units .
Table II shows the compression ratio of the memory requirement in the SONG. The compression ratio decreases gradually as the number of training data increases. It means that the SONG has a capability of good compression for largescale data. This supports that the SONG can be effectively used for large-scale datasets. Finally, Table III shows the computation time for training (total and interval) and testing in K = 25, α = 1.0. At first, the computation time for training and the computation time for testing is same in N = 2000. The interval training time is slightly larger than the testing time to generate new leaves and to prune redundant leaves in SONG with the exception of N = 2000. The testing time increases slightly in proportion to increase the number of training data since SONG is search the nearest node in the particular subtree that is already pruned. In conclusion, SONG is practical for incremental learning and large-scale data mining.
IV. CONCLUSIONS
In this paper, we investigated the performance of incremental learning of SONG. Experimental results showed that the memory requirement reduces effectively, and the accuracy increases in proportion to increase the number of training data. In conclusion, the SONG is a useful and practical incremental learning method to classify large datasets. In future work, we will study a more effective pruning algorithm and a parallel and distributed processing of the SONG for large-scale data mining.
