Many-body interference in bosonic dynamics by Dufour, Gabriel et al.
Many-body interference in bosonic dynamics
Gabriel Dufour,1, 2 Tobias Brünner,1 Alberto Rodríguez,1, 3 and Andreas Buchleitner1, ∗
1Physikalisches Institut, Albert-Ludwigs-Universität-Freiburg, Hermann-Herder-Straße 3, D-79104, Freiburg, Germany
2Freiburg Institute for Advanced Studies, Albert-Ludwigs-Universität-Freiburg, Albertstraße 19, D-79104 Freiburg, Germany
3Departamento de Física Fundamental, Universidad de Salamanca, E-37008 Salamanca, Spain
We develop a framework to systematically investigate the influence of many-particle interference on the
dynamics of generic — possibly interacting — bosonic systems. We consider mixtures of bosons which belong
to several distinguishable species, allowing us to tune the level of many-particle interference, and identify the
corresponding signatures in the time-dependent expectation values of observables. Interference contributions to
these expectation values can be classified based on the number of interfering particles. Interactions are shown
to generate a series of additional, higher-order interference contributions. Finally, based on a decomposition of
the Hilbert space of partially distinguishable bosons into irreducible representations of the unitary group, we
determine some spectral characteristics of (in)distinguishability.
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I. INTRODUCTION
Whether or not quantum objects can be told apart has pro-
found consequences on their phenomenology, which can be
traced back to the mathematical structures needed to appro-
priately describe states of indistinguishable particles. The
equilibrium states of indistinguishable bosons and fermions
∗ a.buchleitner@physik.uni-freiburg.de
are long known to obey different statistics from those of dis-
tinguishable particles, but indistinguishability also affects the
dynamics of many-particle systems. The effect of indistin-
guishability on the dynamics stems from the coherent super-
position of alternative many-particle pathways leading to the
same final state. The resulting many-particle interference was
first revealed by Hong, Ou and Mandel (HOM) in 1987 [1]
with a pair of identical photons impinging on a fair beam split-
ter. The perfect bunching of the photons at the output differs
drastically from the classically expected distribution, which
is however recovered if there exists a property (polarization,
arrival time, . . . ) by which the photons can be distinguished
from each other.
Experiments involving ever larger numbers of photons in
multimode interferometers [2–9] have been spurred by the
fact that the output distribution of such devices cannot be effi-
ciently sampled with classical means provided the photons are
fully indistinguishable [10, 25]. In realistic situations, how-
ever, perfect indistinguishability is difficult to obtain since it
requires total control over all degrees of freedom that might be
used to distinguish the particles. As a consequence, the the-
ory of many-body interference for particles with distinguish-
ing degrees of freedom has been developed [11–18], and sig-
natures of partial distinguishability have been identified in the
output correlations of multi-mode interferometers [19–23], as
well as in the occurrence of bunched [24] and suppressed [25–
29] events. More generally, the effects of manipulating dis-
tinguishing degrees of freedom on many-particle interference
have been investigated both theoretically and experimentally
[30–36]
These studies have mostly considered photonic setups, and
were therefore restricted to non-interacting, scattering scenar-
ios. However, it is clear that interference also occurs in con-
tinuously evolving systems and in the presence of interactions
between the particles. Actually, quantum many-body physics
typically deals with systems of identical – and therefore in-
terfering – particles, but interactions, rather than interference,
are generally seen as the main source of complexity. Devel-
oping a formalism to systematically investigate the unfolding
of many-particle interference phenomena over time in gen-
eral, interacting many-body systems is therefore not only of
fundamental interest, but we think that it will provide new
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2insights into long-standing problems in many-body physics
such as dynamical equilibration after a quench [37–39], for-
mation and spreading of correlations [40, 41], or transport in
interacting systems [42, 43]. So far, only small systems with
two modes or two particles were studied from this perspec-
tive: e.g. HOM-like interference [44–49], the dynamics of a
bosonic Josephson junction [50, 51] or two-particle quantum
walks [52–56].
Hence, it is the purpose of this work to systematically
explore the impact of particle (in)distinguishability on the
time evolution of generic interacting many-body systems.
We consider bosons which occupy a discrete set of coupled
modes and whose mutual (in)distinguishability is controlled
by an additional “internal” degree of freedom, as we put for-
ward in Ref. [60]. In Sec. II, we introduce our framework
by considering the simple case of two (in)distinguishable
bosons in a double-well potential. We relate their dynam-
ics in the absence of interaction to the HOM effect, and ex-
plain the additional features that appear when the particles
interact with each other. Following this introductory sec-
tion, we proceed in Sec. III with a systematic classification
of the indistinguishability-induced contributions to the expec-
tation values of observables. This formalism is then applied
to the study of time-dependent expectation values in non-
interacting (Sec. IV A) and interacting systems (Sec. IV B). In
both cases, we consider general multi-mode quantum systems
and use the Bose-Hubbard model to illustrate our results. Fi-
nally, in Sec. V, we propose a complementary approach based
on a decomposition of the Hilbert space of partially distin-
guishable particles into irreducible representations of the uni-
tary group. This allows us to identify spectral signatures of
(in)distinguishability both in the presence or absence of inter-
actions. In Sec. VI, we close with a summary of our results
and provide a short outlook.
II. HONG-OU-MANDEL INTERFERENCE IN A
DOUBLE-WELL
To introduce the ideas that we develop in the rest of this
paper, we take the well-known Hong-Ou-Mandel (HOM) ex-
periment as a starting point [1]. Two photons impinge on a
beam splitter, which performs the following transformation of
the input modes
aout1,α = cos(θ)a
in
1,α − i sin(θ)ain2,α, (1a)
aout2,α = cos(θ)a
in
2,α − i sin(θ)ain1,α. (1b)
Here, the real parameter θ defines the reflection probability
R = cos2(θ) of the beam splitter and ainm,α (resp. a
out
m,α) is
the annihilation operator associated with input (resp. output)
mode m = 1, 2 for a photon whose other degrees of free-
dom (polarization, arrival time, . . . ) are labeled by α. In con-
trast to the external modes m = 1, 2 which are mixed by the
beam-splitter, the degrees of freedom described by α are fixed
and we will refer to them as internal degrees of freedom, or
species. Particles are said to be indistinguishable if they share
the same internal state (i.e. belong to the same species), and
distinguishable if they are in orthogonal internal states (i.e.
belong to different species). As input states for the HOM ex-
periment, we consider two photons, one in each mode, that are
either indistinguishable or distinguishable from one another:
|ΨI〉 = (ain1,α)†(ain2,α)† |∅〉 , (2)
|ΨD〉 = (ain1,α)†(ain2,β)† |∅〉 . (3)
Here |∅〉 is the vacuum state and α and β refer to orthogonal
internal states.
The two-particle HOM interference is revealed by a corre-
lated measurement at the output of the device. Specifically, we
consider the observable n1n2, where nm =
∑
α(a
out
m,α)
†aoutm,α
is the total number of particles in output mode m = 1, 2. The
sum over internal statesα ensures that this observable does not
resolve the internal state of the particles, we say it is species-
blind. In the HOM setup, the expectation value (EV) of n1n2
coincides with the coincidence probability, i.e. the probability
to detect one particle in each output mode. Applying the beam
splitter transformation (1) together with the bosonic commu-
tation relations[
am,α, an,β
]
=
[
a†m,α, a
†
n,β
]
= 0
and
[
am,α, a
†
n,β
]
= δmnδαβ ,
(4)
we find
〈n1n2〉D = 〈ΨD|n1n2|ΨD〉 = R2 + (1−R)2, (5)
〈n1n2〉I = 〈ΨI|n1n2|ΨI〉 = (1− 2R)2. (6)
For distinguishable particles, the coincidence probability is
the sum of the probabilities for both photons to be reflected
and for both to be transmitted. This classical reasoning fails
in the case of indistinguishable particles, where the transi-
tion amplitudes associated with these two two-particle paths
interfere destructively. In particular, for a fair beam splitter
(θ = pi/4, R = 1/2), we observe the complete suppression of
coincidence events. However, we note that the EV of the par-
ticle number in only one output is insufficient to detect inter-
ference, e.g. 〈n1〉D = 〈n1〉I = 1. On the basis of this observa-
tion, we define k-particle observables in Sec. III A and discuss
their sensitivity to many-particle interference processes.
Let us introduce an analogue of the HOM experiment based
on the dynamics of particles trapped in a double-well potential
(and, in the rest of this paper, in larger multi-mode systems).
This allows us to very naturally introduce interactions be-
tween the particles and investigate its effect on many-particle
interference. We therefore consider the time-continuous dy-
namics of two bosons evolving with the two-mode Bose-
Hubbard Hamiltonian
HDW =− J
∑
α
(
a†1,αa2,α + a
†
2,αa1,α
)
+
U
2
∑
m=1,2
nm (nm − 1) , (7)
The external modes m = 1, 2 now refer to the spatial modes
localized in each potential well and we again consider an in-
ternal degree of freedom α through which the particles can be
3m = 1 m = 1
m = 2 m = 2
co
s
2 θ
sin 2
θ
(a)
m = 1 m = 2
cos2(Jt/h¯) sin2(Jt/h¯)
(b)
FIG. 1. (a) Two-mode photonic scattering setup. A photon (blue dot)
initially in mode m = 1 is reflected from the beam splitter (gray
line), i.e. remains in this mode, with probability R = cos2 θ and it is
transmitted to modem = 2 with probability 1−R = sin2 θ. (b) Dy-
namics of a single particle in two tunnel-coupled potential wells. The
particle remains in the initial well with probability cos2(Jt/}) and
tunnels to the other well with probability sin2(Jt/}). The evolution
is the same for both systems after the identification θ = Jt/}.
distinguished. J is the tunnel coupling between the two wells,
U is the on-site interaction strength and nm =
∑
α a
†
m,αam,α
counts the total number of particles in mode m. By choos-
ing the tunnelling and interaction parameters to be indepen-
dent of the particles’ species, we rendered the Hamiltonian
HDW species-blind. As a consequence, the unitary evolu-
tion operator U(t) = e−iHDWt/} does not modify the inter-
nal degrees of freedom and acts on particles independently
of their species. The dynamics is thus only affected by the
(in)distinguishability of the particles in the initial state, which
controls the occurrence of many-particle interference. This
system has for example been realized experimentally with ru-
bidium atoms trapped in a double-well potential generated by
two optical tweezers and which can be distinguished by their
magnetic hyperfine state [45].
In the absence of interactions (U = 0), each particle inde-
pendently performs Rabi oscillations between the two modes
and the double-well setup is equivalent to the HOM one. In-
deed, the evolution of the annihilation operators of the two
modes in the Heisenberg picture then reads
a1,α[t] = cos(Jt/})a1,α − i sin(Jt/})a2,α, (8a)
a2,α[t] = cos(Jt/})a2,α − i sin(Jt/})a1,α, (8b)
with O[t] = U†(t)OU(t) (we set the initial time to t0 = 0).
By comparison with Eqs. (1), we see that after an evolution
time t, the non-interacting double-well implements a beam
splitter transformation with reflectivity parameter θ = Jt/}.
The relation between these two processes is illustrated in
Fig. 1. In Fig. 2, the non-interacting evolution of the EV
〈n1[t]n2[t]〉 is plotted with full lines for both states |ΨI〉
(black) and |ΨD〉 (red). In particular, we observe the cancel-
lation of 〈n1[t]n2[t]〉 at t = }pi/4J for the state of indistin-
guishable particles.
In presence of interaction, the simple linear relation (8) be-
tween the annihilation operators at time zero and at a later
time t breaks down. In Sec. IV B, we show that, as a conse-
quence, EVs of observables pick up new contributions which
are sensitive to higher-order interference effects. While in
the non-interacting case a two-particle observable n1n2 was
necessary to detect (two-particle) interference, in the pres-
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FIG. 2. Time-dependent EV 〈n1[t]n2[t]〉 in a state of two distin-
guishable particles |ΨD〉 [Eq. (3), red] and in a state of two indistin-
guishable particles |ΨI〉 [Eq. (2), black]. The non-interacting evolu-
tion (U = 0) is given by the full lines. The dashed lines correspond
to an on-site interaction strength U = 5J . Note the HOM suppres-
sion 〈n1[t]n2[t]〉 = 0 at t = }pi/4J for non-interacting, indistin-
guishable particles.
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FIG. 3. Time dependent EV of the tunnelling operator Htun in a
double-well for the initial states |ΨI〉 (black) and |ΨD〉 (red). The
interaction strength takes values U = 0, 2J and 4J (dotted, dashed,
and full lines, respectively).
ence of interactions this is already possible with a single-
particle observable such as the tunnelling operator Htun =
J
∑
α
(
a†1,αa2,α + a
†
2,αa1,α
)
. As an example, we show in
Fig. 3 the EV of Htun for both states |ΨI〉 and |ΨD〉 and for
various values of the interaction strength U . While both states
yield the same EV (identically equal to zero) for U = 0, the
introduction of interactions allows to tell them apart.
To advance in the study of interacting systems, we develop,
in Sec. V, an approach based on the structures imprinted upon
the many-particle Hilbert space by distinguishability. To give
a flavor of this method, let us write the Hamiltonian matrix for
two interacting particles in the double-well.
If these particles are distinguishable, of species α and β, it
4is instructive to use the following basis:
|Ψ11〉 = a†1,αa†1,β |∅〉 , (9)
|Ψ+〉 =
a†1,αa
†
2,β + a
†
1,βa
†
2,α√
2
|∅〉 , (10)
|Ψ22〉 = a†2,αa†2,β |∅〉 , (11)
|Ψ−〉 =
a†1,αa
†
2,β − a†1,βa†2,α√
2
|∅〉 . (12)
Indeed, the Hamiltonian HDW [Eq. (7)] then takes a block-
diagonal form which reflects the symmetry of the states under
the exchange of α and β: one 3 × 3 block operating on the
subspace spanned by the symmetric states |Ψ11〉, |Ψ+〉 and
|Ψ22〉, and one 1 × 1 block acting on the antisymmetric state
|Ψ−〉, 
U −√2J 0 0
−√2J 0 −√2J 0
0 −√2J U 0
0 0 0 0
 . (13)
For two indistinguishable particles, there are only three ba-
sis states
1√
2
a†1,αa
†
1,α |∅〉 , a†1,αa†2,α |∅〉 ,
1√
2
a†2,αa
†
2,α |∅〉 , (14)
and a short calculation shows that the Hamiltonian matrix in
that basis is identical to the top-left block of Eq. (13).
The state of distinguishable particles |ΨD〉 is a superposi-
tion of the above symmetric and antisymmetric states (10) and
(12),
|ΨD〉 = 1√
2
(|Ψ+〉+ |Ψ−〉) , (15)
with |Ψ+〉 following the same evolution as the state of indis-
tinguishable particles |ΨI〉, while |Ψ−〉, being alone in the an-
tisymmetric subspace, remains invariant. The EV of a species-
blind observable O also decomposes into symmetric and anti-
symmetric parts
〈O[t]〉D =
1
2
〈Ψ+|O[t]|Ψ+〉+ 1
2
〈Ψ−|O[t]|Ψ−〉 (16)
=
1
2
〈O[t]〉I + constant. (17)
One can verify that the EVs of n1n2 and Htun with respect
to |ΨD〉 and |ΨI〉, shown in Figs. 2 and 3, obey this relation
whatever the value of the interaction strength U .
In larger systems (more particles and/or modes), the Hamil-
tonian describing mixtures of particles from different species
also decomposes into blocks corresponding to specific sym-
metries under exchange of the species, as we discuss in
Sec. V A. Although it always contains a block which coin-
cides with the Hamiltonian of indistinguishable bosons, we
will see that distinguishability can give rise to distinct new
frequencies in the dynamics. We explore such consequences
of distinguishability for the many-body spectrum in Secs. V B
and V C.
III. INTERFERENCE IN THE EXPECTATION VALUES OF
OBSERVABLES
In this section, we systematize and generalize the concepts
introduced in the previous section, beyond the simple exam-
ple of HOM interference. In particular, we define a hierarchy
of operators based on the number of particles that they act
upon and analyse the many-particle interference contributions
to their EVs.
A. Order of operators
We consider bosons which can populate a set of external
modes m = 1, . . .M and belong to one of several species
α = 1, . . . S. The operator a†m,α creates a particle of species α
in mode m and obeys the bosonic commutation relations (4).
To systematically study the influence of (in)distinguishability
on the EVs of observables it is useful to classify operators ac-
cording to the number of particles that they act upon (which
we also refer to as the order of the operator). Moreover, we
want to consider operators which act solely on the external de-
grees of freedom of the particles, i.e. that are species-blind in
the sense that they act on particles regardless of their species
and without modifying it.
A species-blind one-particle operator (1PO) can be
built as a linear combination of operators of the form∑S
α=1 a
†
m,αan,α, which move one particle from mode n to
m, irrespective of its species. The general structure of a 1PO
is thus given by the expression
O1 =
M∑
m,n=1
onm
S∑
α=1
a†m,αan,α, (18)
where the onm are complex matrix elements. Analogously, we
define a species-blind two-particle operator (2PO) as a sum
of terms with two creation and two annihilation operators:
O2 =
∑
m,m′,n,n′
onn
′
mm′
∑
α,α′
a†m,αa
†
m′,α′an,αan′,α′ . (19)
Here and in the following, we omit the bounds of the sums
when there is no ambiguity. Note that we use normal order-
ing, i.e. annihilation operators are written to the right of cre-
ation operators. To ensure species-blindness of the 2PO in
Eq. (19), we sum over species indices α and α′, each of which
appears as subscript of both a creation and an annihilation op-
erator. This construction can be generalized to species-blind
k-particle operators (kPO),
Ok =
∑
m,n
onm
∑
α
(
k∏
i=1
a†mi,αi
) k∏
j=1
anj ,αj
 , (20)
where the sum is over mode vectors m = (m1, . . .mk) and
n = (n1, . . . nk), with mi, nj ∈ {1, . . .M}, and species vec-
tors α = (α1, . . . αk), with αi ∈ {1, . . . S}. We represent
such operators diagrammatically by a box with k legs on the
5left and k legs on the right, corresponding, respectively, to the
creation and annihilation operators, as shown in Fig. 4(a).
If the coefficients obey onm = (o
m
n )
∗ then the operator is an
observable. For simplicity, we will use the abbreviation kPO
both for k-particle operators and k-particle observables, as the
distinction should be obvious from the context. Examples of
species-blind 1POs are the particle density in mode l,
nl =
∑
α
a†l,αal,α, (21)
or the tunnelling Hamiltonian on a one-dimensional (1D)
chain, with tunnelling strength J ,
Htun = −J
M−1∑
m=1
S∑
α=1
(
a†m,αam+1,α + a
†
m+1,αam,α
)
. (22)
On the other hand, an on-site interaction of the form
U
2
∑
m
nm(nm − 1) = U
2
∑
m
∑
α,α′
a†m,αa
†
m,α′am,αam,α′
(23)
is a species-blind 2PO. Finally, the probability of measuring a
given N -particle configuration N = (N1, . . . NM ), with Nm
particles on site m, independently of their species — a quan-
tity often considered in the many-photon interference context
— can be expressed as the EV of the species-blind N -particle
observable
PN =
1∏
mNm!
∑
α
(
N∏
i=1
a†mi,αi
) N∏
j=1
amj ,αj
 , (24)
wherem = (1, . . . 1︸ ︷︷ ︸
N1
, 2, . . . 2︸ ︷︷ ︸
N2
, . . .M, . . .M︸ ︷︷ ︸
NM
).
Higher-order operators are naturally obtained as products
of lower-order operators. Because of the normal-ordering re-
quirement, the product of a kPO and an lPO gives rise to op-
erators of orders max(k, l) through k + l, i.e.
OkPl =
k+l∑
j=max(k,l)
Qj , (25)
as can be seen by application of Wick’s theorem [57]. Dia-
grammatically, the contraction of an annihilation operator of
Ok with a creation operator of Pl corresponds to joining the
corresponding legs. The diagrams resulting from the product
of two 2POs are shown in Fig. 4(b). The terms of order k + l
in the products OkPl and PlOk are identical since they are
obtained by normally ordering all creation and annihilation
operators appearing in Ok and Pl. They correspond to dia-
grams such as the last one shown in Fig. 4(b), where no legs
are contracted. As a consequence, the commutator [Ok, Pl]
only contains terms of orders max(k + l) through k + l − 1.
B. Expectation values of operators and order of interference
The hierarchy of operators defined above is relevant for
the study of (in)distinguishability since a k-particle observ-
able can only be sensitive to interference processes involving
at most k particles. In particular, the EVs of 1POs are inde-
pendent of the particles’ mutual (in)distinguishability, while
second- and higher-order operators are affected [58]. In the
following, we derive this result within our framework.
We consider EVs in many-body Fock states withNm,α par-
ticles of species α in mode m:
|Ψ〉 = |{Nm,α}〉 =
∏
m,α
(
a†m,α
)Nm,α√
Nm,α!
|∅〉 . (26)
We denote N = (
∑
αNm,α)m=1,...M the corresponding
populations of the modes and S = (
∑
mNm,α)α=1,...S the
species distribution.
The EV of a kPO [Eq. (20)] in state |Ψ〉 only receives con-
tributions from terms associated with mode vectors m and
n, and species vectors α, all of length k, such that there ex-
ists a permutation that sends m to n without changing α.
This condition ensures that, after successive action of the an-
nihilation and creation operators on the Fock state |Ψ〉, one
recovers the same state, multiplied by the number NΨm,α of
ways of picking k particles, with mode and species labels
(m1, α1), . . . (mk, αk), from the Fock state |Ψ〉,
NΨm,α =
k∏
i=1
Nmi,αi − i−1∑
j=1
δmi,mjδαi,αj
 . (27)
This leads us to the following expression for the EV of an
arbitrary species-blind kPO:
〈Ok〉Ψ = 〈Ψ|Ok |Ψ〉 =
∑
m,α
NΨm,α
∑
n∈Sα(m)
onm, (28)
where
Sα(m) = {n : ∃pi ∈ Sk : mi = npi(i), αi = αpi(i) ∀i}
(29)
is the set of unique mode vectors n generated by a permuta-
tion ofm, under the restriction that this permutation does not
change the species vector α. In group-theoretic language (see
e.g. [59]), Sα(m) is the orbit ofm generated by the stabilizer
of α in the group Sk of permutations of k objects.
Diagrammatically, one assigns one particle of |Ψ〉 to each
left leg of the observable (thereby defining vectorsm and α).
The right legs are then associated to the same species vector
α but to a potentially different mode vector n. If there exists
a way of connecting left and right legs, pertaining to the same
mode and species, one-to-one, then the corresponding matrix
element onm contributes to the EV. Indeed, by connecting the
legs one defines a permutation pi ∈ Sk such that mi = npi(i)
and αi = αpi(i). All particles belonging to a given cycle [59]
of pi must belong to the same species. Note that there may be
6O1 O2 ...
...
Ok
(a)
O2P2 =
(b)
O2 P2 +
O2
P2
+
O2
P2
+ . . .
FIG. 4. (a) Diagrammatic representation of operatorsO1,O2,Ok of order 1, 2 and k, respectively. The left legs represent creation operators and
the right legs annihilation operators; compare Eqs. (18)-(20). (b) Diagrammatic representation of the product O2P2 of two 2POs. Depending
on how the legs of O2 and P2 are connected, the resulting operator is a 2PO, 3PO, or 4PO [cf. Eq. (25)]. Only one exemplary way of
connecting the legs of O2 and P2 is shown for each order.
more than one such permutation, and that this does not affect
the EV. The order of the corresponding interference process
can thus be defined as the minimum, over such permutations
pi, of the longest cycle length of pi.
In Fig. 5, we show examples of diagrams contributing to
the EV of 2POs [panels (a) and (b)] and 3POs [panels (c-e)].
In diagrams (a) and (c), the mode vectors m and n are iden-
tical, such that the identity permutation can always be used to
connect the legs, independently of the species of the particles
(represented here by the coloured lines). These ladder dia-
grams therefore correspond to classical contributions which
involve no many-particle interference. In panels (b) and (d), a
pair of modes is exchanged betweenm and n. If these modes
are populated by particles of the same species, one can draw
crossed diagrams, which correspond to a two-particle (HOM-
like) interference process. In diagram (e),m andn are related
by a cyclic permutation, corresponding to a three-particle in-
terference process.
Evaluating Eq. (28) for an arbitrary species-blind 1PO
[Eq. (18)] yields
〈O1〉Ψ =
∑
m
Nmo
m
m, (30)
where Nm =
∑
αNm,α is the total number of particles in
mode m. Hence, as expected, the EV of a 1PO is completely
independent of the species of the particles. In contrast, the EV
of an arbitrary species-blind 2PO does depend on the species
distribution. It reads
〈O2〉Ψ =
∑
m,m′
Nm (Nm′ − δm,m′) omm′mm′
+
∑
m6=m′
∑
α
Nm,αNm′,α o
m′m
mm′ . (31)
In the first term, we have gathered the diagonal matrix ele-
ments omm
′
mm′ , associated with ladder diagrams as represented
in Fig. 5 (a). This term depends only on the total populations
Nm and is therefore independent of the distinguishability of
the state. The second term contains elements om
′m
mm′ where the
order of the lower and upper indices is related by a transpo-
sition pi = (12) (using cycle notation [59]). These contribu-
tions are associated with crossed diagrams as shown in Fig. 5
(b) and only occur if mutually indistinguishable particles are
present in modes m and m′.
For the EV of a species-blind 3PO, we can again distin-
guish contributions associated to mode vectors m and n that
can be related by i) the identity, ii) a transposition, iii) a
cyclic permutation, yielding (we use 1, 2, 3 as a shorthand
for m1, m2, m3 to lighten the notation)
〈O3〉Ψ =
∑
1,2,3
[
(N1 − δ12 − δ13)(N2 − δ23)N3 o123123
+
∑
(1 6=2), 3
∑
α
N1,αN2,α(N3 − δ13 − δ23) (o213123 + o231132 + o321312)
+
∑
1,2,3 distinct
∑
α
N1,αN2,αN3,α (o
231
123 + o
312
123). (32)
These contributions can thus be seen as resulting from i) no
interference, ii) two-particle interference, iii) three-particle in-
terference. Diagrams representing these processes are drawn
in panels (c), (d) and (e) of Fig. 5, respectively. From this rea-
soning, it is clear that the EV of a kPO will in general receive
contributions from interference processes involving up to k
particles, in addition to the classical ladder terms, which are
the only ones to survive in a state of distinguishable particles.
Before closing this section, we remind the reader that we
have only considered EVs in Fock states of the form (26).
Although this is a rather tight restriction at first sight, note
that we have total freedom in the choice of the single-particle
mode basis (which does not change the generic form of
species-blind kPOs). Moreover, for superpositions of Fock
states with different numbers of particles per species, the
EV of species-blind observables is additive; i.e. for |Ψ〉 =∑
i ci |Ψi〉, with |Ψi〉 of form (26), we have 〈Ψ|O|Ψ〉 =∑
i |ci|2 〈Ψi|O|Ψi〉 as long as each |Ψi〉 has a distinct species
distribution S. The absence of cross terms follows from the
fact that species-blind observables do not modify the inter-
nal degrees of freedom of the |Ψi〉, which are and remain in
orthogonal states. This allows to easily treat the case of par-
ticles with non-orthogonal internal states. For example, the
input states |ΨI〉 and |ΨD〉 of the HOM experiment [Eq. (2)
and (3)] can be combined into a state of partially distinguish-
able particles
|Ψη〉 = η |ΨI〉+
√
1− |η|2 |ΨD〉 (33)
= (ain1,α)
†
(
η(ain2,α)
† +
√
1− |η|2(ain2,β)†
)
|∅〉 , (34)
where the particle in the second mode is in a superposition
of internal states α and β. By changing the value of η, one
simply interpolates between the distinguishable and indistin-
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FIG. 5. Diagrammatic representation of the contributions to the EV of 2POs [panels (a) and (b)] and 3POs [panels (c-e)]. The mode vectorsm
and n are respectively associated to the left and right legs of the observable and the species vectorα is represented by the color of the legs [see
Eqs. (28)-(32)]. Left and right legs associated with the same mode and species can be joined, defining a permutation. Ifm = n, one can join
legs opposite to each other, resulting in a ladder diagram [panels (a) and (c)]. If m and n differ by the exchange of two modes, one obtains
“crossed” contributions provided the two modes are populated by particles of the same species [panels (b) and (d)]. Three-particle interference
processes as depicted in panel (e) contribute to the EVs of observables of order at least three if three modes are populated by particles of the
same species.
guishable cases:
〈Ψη|O|Ψη〉 = |η|2 〈O〉I + (1− |η|2) 〈O〉D . (35)
C. The degree of indistinguishability
The considerations of the previous section provide a con-
venient way of quantifying the indistinguishability of a given
Fock state |Ψ〉, namely by comparing the contributions to the
EV of an observable which result from many-particle interfer-
ence to those which do not. In Ref. [60], we thus defined a
measure of the degree of indistinguishability (DOI) based on
the relative numbers of crossed and ladder contributions to the
EV of a 2PO [see Eq. (31)]:
I(Ψ) =
∑
m 6=m′
∑
α
Nm,αNm′,α
/ ∑
m 6=m′
NmNm′ . (36)
A state of indistinguishable particles, i.e. a Fock state with all
particles belonging to the same species, has a DOI value of
one. On the other extreme, a Fock state where each particle
belongs to a distinct species has a DOI value of zero. Actually,
it suffices that no two particles of the same species occupy dis-
tinct modes for the DOI to vanish. Generic Fock states (26)
have a DOI value between zero and one, depending on the spe-
cific distribution of particles among modes and species. For
example, in Fig. 6, we depict three Fock states with identical
repartition of the particles over the modes but different dis-
tributions of the species. State |Φ1〉 is fully indistinguishable
and, accordingly, has a DOI value of one. State |Φ3〉 gives rise
to no many-particle interference, having a DOI value of zero.
The partially distinguishable state |Φ2〉 has I = 3/11.
The proposed DOI measure depends only on the Fock state
|Ψ〉, and not on the system’s dynamics nor on the measured
observable. It evaluates the magnitude of interference contri-
butions to EVs of 2POs but says nothing of the constructive or
destructive character of the interference, which depends on the
observable through the complex coefficients omm
′
mm′ and o
m′m
mm′
[see Eq. (31)]. One can however ensure that the interference is
purely constructive by choosing a 2PO obtained by taking the
square of a single-particle observable O1. Indeed, the matrix
elements of the 2PO part of O21 read o
nn′
mm′ = o
n
mo
n′
m′ [using
the notation of Eqs. (18) and (19)], such that the crossed ma-
trix elements om
′m
mm′ = o
m′
m o
m
m′ = |om
′
m |2 are real and positive.
The DOI measure (36) is based on the EVs of 2POs, which
are not affected by interference processes involving more than
two particles. In contrast, the EVs of higher-order observables
also receive contributions from higher-order interference pro-
cesses, with a different dependence on the populations Nm,α
[see e.g. Eq. (32)] and whose importance might not well be
captured by the DOI measure. Note, however, that for the
states (26) considered here, two-particle interference is a pre-
requisite to observe these higher-order processes, since these
require more than two indistinguishable particles populating
distinct modes. Moreover, low-order observables, i.e. few-
body correlation measurements, are experimentally easier to
access. We therefore believe that our measure is well suited to
quantify indistinguishability in actual physical setups.
In the following section, we discuss, inter alia, the connec-
tion of the DOI measure I with the time-dependent EVs of
various low-order observables in non-interacting [Sec IV A]
and interacting [Sec. IV B] many-particle systems.
IV. INFLUENCE OF INDISTINGUISHABILITY ON
TIME-DEPENDENT EXPECTATION VALUES
We are interested in the impact of the mutual
(in)distinguishability of particles on their dynamics. To
study this influence, we compare the evolution of Fock states
|Ψ〉 [Eq. (26)] that have the same total density distribution
N but differ by the number of particles per species and/or
how the different species are distributed over the modes.
An example of such states is given in Fig. 6. Moreover, we
consider evolution and measurements in the external degrees
of freedom only, i.e. both the Hamiltonian and the measured
observables are species-blind, such that any observed dif-
ferences between the evolutions of the various states can be
attributed to the sought-after interference effects.
8|Φ1〉 = (a†1,α)2(a†3,α)3a†4,α |∅〉 /
√
12
I(Φ1) = 1
|Φ2〉 = a†1,αa†1,β(a†3,α)2a†3,γa†4,β |∅〉 /
√
2
I(Φ2) = 3/11
|Φ3〉 = (a†1,β)2(a†3,α)3a†4,γ |∅〉 /
√
12
I(Φ3) = 0
FIG. 6. Graphical representation of the Fock states |Φ1〉, |Φ2〉 and
|Φ3〉. Particles of (distinct) species α, β, and γ are shown as blue,
red, and green circles, respectively. Modes are represented as poten-
tial wells of a lattice. The DOI values I(Φi) follow from Eq. (36).
A. Non-interacting systems
We consider a system of non-interacting particles, i.e. par-
ticles evolving with a 1PO Hamiltonian [compare Eq. (18)]
H0 =
∑
m,n
hnm
∑
α
a†m,αan,α. (37)
The time dependence of the annihilation operators in the
Heisenberg picture (taking t0 = 0) is then given by
an,α[t] = U
†
0(t)an,αU0(t) =
∑
n′
cnn′(t)an′,α, (38)
where U0(t) = e−iH0t/} is the non-interacting many-
particle evolution operator while the coefficients cnn′(t) =
(e−iht/})nn′ are the matrix elements of the single-particle
evolution operator — obtained by exponentiating the single-
particle Hamiltonian matrix (hnm)mn — and are independent
of the species α. Note the explicit distinction between the full
time dependence of an operator in the Heisenberg picture, de-
noted with square brackets, and the time dependence of the
operators’ matrix elements, denoted with round brackets.
As a consequence of the linear relation between annihila-
tion operators at times zero and t (and the analogous relation
for the creation operators), the order of an operator, as defined
in (20), is preserved under non-interacting evolution:
Ok[t] = U
†
0(t)OkU0(t)
=
∑
m,n
onm
∑
α
(
k∏
i=1
a†mi,αi [t]
) k∏
j=1
anj ,αj [t]

(39)
=
∑
m′,n′
on
′
m′(t)
∑
α
(
k∏
i=1
a†m′i,αi
) k∏
j=1
an′j ,αj
 ,
(40)
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FIG. 7. Time-dependent on-site density variance ∆n1[t] ≡
〈n21[t]〉 − 〈n1[t]〉2 (top panel) and density-density covariance
cov (n1[t]n2[t]) ≡ 〈n1[t]n2[t]〉 − 〈n1[t]〉〈n2[t]〉 (bottom panel)
in a non-interacting one-dimensional system with M = 4 modes
[Eq. (37)]. The EVs are taken in the initial states with different DOI
[Eq. (36)] as defined in Fig. 6.
where we have used Eq. (38) to define
on
′
m′(t) =
∑
m,n
onm
k∏
i=1
c∗mim′i(t)cnin′i(t). (41)
Hence, the time-dependent EV in a Fock state (26) will exhibit
the same form as the static EV given in Eq. (28), except for
the explicit time dependence of the matrix elements, as given
in (41). All the conclusions that we have drawn in Sec. III
therefore apply directly to the time-dependent EVs of non-
interacting systems.
For illustration, we consider the example of bosons on a
M -site 1D lattice with nearest-neighbour tunnelling and hard-
wall boundary conditions, as described by the Hamiltonian
(22). The upper plot of Fig. 7 shows the time-dependent
variance of the particle density on the first site, ∆n1[t] =
〈n21[t]〉 − 〈n1[t]〉2, in a system of M = 4 modes for the
three initial Fock states illustrated in Fig. 6. As discussed in
Sec. III C, the two-particle crossed terms which contribute to
〈n21[t]〉 all come with real and positive coefficients, so that
the curves tend to order according to the initial state’s DOI
value I. In contrast, for the covariance cov(n1[t]n2[t]) =
〈n1[t]n2[t]〉−〈n1[t]〉 〈n2[t]〉, shown in the lower plot of Fig. 7,
the sign of the crossed contributions is not fixed, and this or-
dering is lost. Larger contrast of the oscillations for states with
a higher DOI however still prevails.
The top panel of Fig. 7 suggests that, in a non-interacting
system, one can estimate the DOI of an unknown state by
comparing the variance of an on-site density nl[t] (or, equiva-
lently, 〈n2l [t]〉) to the values obtained with completely distin-
9guishable and indistinguishable particles. To reduce the de-
pendence of this estimation on the choice of site l and elimi-
nate the time t, we perform a time average, which we denote
by an overline. We then define
F(Ψ) =
〈n2l [t]〉Ψ − 〈n2l [t]〉ΨD
〈n2l [t]〉ΨI − 〈n2l [t]〉ΨD
, (42)
which measures the excess fluctuations of the mode’s popula-
tion due to indistinguishability. Here |ΨI〉 and |ΨD〉 respec-
tively denote an indistinguishable (all particles of the same
species) and a distinguishable state (no particles of the same
species in different modes) with the same total density distri-
bution N as the state |Ψ〉, generalizing the states (2) and (3)
introduced in the HOM setting. With Eqs. (41) and (31), we
find
F(Ψ) =
∑
α
∑
m6=m′ |cl,m(t)cl,m′(t)|2Nm,αNm′,α∑
m 6=m′ |cl,m(t)cl,m′(t)|2NmNm′
. (43)
Comparison with Eq. (36) shows that F(Ψ) ' I(Ψ)
for a sufficiently narrow distribution of the coefficients
|cl,m(t)cl,m′(t)|2. To be more precise, the difference between
F and I can be approximately bounded (in the sense that the
bound holds for most, but not all, states |Ψ〉) by [60]
|F − I| . σcc
µcc
min(I, 1− I), (44)
where σcc and µcc are, respectively, the standard deviation and
mean of the set of M(M − 1) coefficients |cl,m(t)cl,m′(t)|2
with m 6= m′. In particular, one expects a stronger correla-
tion between F and I in translation-invariant systems, where
the transition probabilities between any two sites should be
comparable for all pairs of sites, on average.
For the state |Φ2〉 shown in Fig. 7, the indistinguishable
and distinguishable benchmark states are |ΨI〉 = |Φ1〉 and
|ΨD〉 = |Φ3〉, and we find F(Ψ2) ≈ 0.275, which is indeed in
very good agreement with the state’s DOI value I = 3/11 ≈
0.273. To confirm that this correlation also exists in larger
systems and for arbitrary initial Fock states, we show in the
upper (resp. lower) panel of Fig. 8 the relation between F and
I in a one-dimensional lattice with M = 8 (resp. M = 12)
modes and N = 2M particles. For systems with S = 2,
3 and 4 different species, we sample 105 initial Fock states
uniformly by randomly drawing an integer between one and
the total Hilbert space dimension and taking the Fock state
with the corresponding basis index. The DOI I and the excess
fluctuation F of the squared particle density n2l (for M even,
results are independent of the chosen site l [61]) are calculated
for each Fock state using Eqs. (36) and (42), and the resulting
density histograms are shown in green. The yellow lines give
the approximate bound (44).
We confirm that, for the great majority of states, we indeed
have F ≈ I within the bounds set by Eq. (44). In this system,
measuring the excess density fluctuations therefore provides
a good estimate of the initial state’s DOI. Comparison of the
upper to the lower panel shows that the correlation between
10. 0.2 0.4 0.6 0.8
1
0.
0.2
0.4
0.6
0.8
F
I
M=8, N=16
10. 0.2 0.4 0.6 0.8
1
0.
0.2
0.4
0.6
0.8
F
I
M=12, N=24
FIG. 8. Statistical correlation between the on-site density fluctuation
F [Eq. (42)] and the DOI measure I [Eq. (36)] of an initial Fock state
|Ψ〉 [Eq. (26)] evolving under the unitary generated by the tunnelling
Hamiltonian (22), on a lattice with M = 8 (upper panel) and M =
12 (lower panel) modes. We uniformly sample 3× 105 initial states
from the available Hilbert space of systems with N = 2M particles
of S = 2 (black), 3 (red), and 4 (blue) distinct species. Projections
of the histogram along the axes are shown independently for each
S. Solid yellow lines indicate our bound (44) on the F-I correlation.
The lower plot is taken from Ref. [60].
F and I becomes stricter as the system size M and the par-
ticle number N are increased (keeping the ratio N/M = 2
constant).
In addition to the total density histograms in green, we also
show the projections of the density histogram for each fixed
number of species S in black (S = 2), red (S = 3) and blue
(S = 4). The maxima of the distributions are roughly located
at one half, one third and one fourth, respectively, which im-
plies that a randomly sampled Fock state most likely has a
DOI value of approximately 1/S. This is in agreement with
the intuition that, on average, the presence of a larger number
of distinct species leads to lower levels of indistinguishability
(as quantified by I) and, accordingly, a weaker contribution of
many-particle interferences (quantified by F) to the observed
signal.
In summary, we have shown in this section that the influ-
ence of indistinguishability on time-dependent EVs in non-
interacting systems can be directly understood with the op-
erator hierarchy introduced in Sec. III A, together with the
structure of their EVs discussed in Sec. III B. Indeed, the non-
interacting Heisenberg time-evolution preserves the order of
operators and simply introduces a time dependence in their
matrix elements. The time-averaged EVs of squared 1POs,
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where the crossed contributions always induce constructive
interference, therefore correlate very well with the DOI mea-
sure proposed in Sec. III C, providing a convenient way of
measuring this value. In the following section, we discuss
how the presence of particle-particle interactions alters this
picture.
B. Interacting systems
To study the influence of interactions, we add a many-
particle term V to the non-interacting Hamiltonian H0
[Eq. (37)]:
H = H0 + V. (45)
Here V is a 2PO for two-body interactions, a 3PO for three-
body interactions, etc., and assumed to be species-blind. The
relative strength of the two terms is controlled by the real
parameter . For instance, the species-blind Bose-Hubbard
(BH) Hamiltonian with on-site two-body interaction U is of
the above form:
HBH = −J
M−1∑
m=1
S∑
α=1
(
a†m,αam+1,α + a
†
m+1,αam,α
)
+
U
2
M∑
m=1
nm (nm − 1) . (46)
As noted in the previous section, the non-interacting evolu-
tion U0(t) = e−iH0t/} does not alter the order of operators,
as defined in Eq. (20). We will now see that this is no longer
true for the full interacting evolution U(t) = e−iHt/}. It is
therefore convenient to introduce the interaction picture oper-
ators, identified by the subscript I , whose order remains fixed
in time
OI(t) = U
†
0(t)OU0(t). (47)
The Heisenberg time evolution of an arbitrary observable O
then reads
O[t] = U†I(t)OI(t)UI(t) (48)
with the interaction picture evolution operator
UI(t) = U
†
0(t)U(t) =
→
T exp
(
− i
}
∫ t
0
VI(τ)dτ
)
, (49)
where the time-ordering operator
→
T rearranges operators on
its right-hand-side in temporal order, with time arguments de-
creasing from left to right.
Expression (48) can be expanded in orders of , with the
nth order termO(n)(t) consisting of the nested commutator of
OI(t) with n time-averaged interaction operators
∫
VI(τ)dτ :
O[t] =
∞∑
n=0
n
n!
O(n)(t), (50)
O(n)(t) =
(
− i
}
[∫ t
0
VI(τ)dτ, ·
])n(←
TOI(t)
→
T
)
. (51)
2PO contribution to O(1)1 (t)
OI
VI
2PO contribution to O(2)1 (t)
VI
OI
VI
3PO contribution to O(2)1 (t)
OI
VI
VI
FIG. 9. Illustration of the operators that contribute to a 1PO O1[t]
after Heisenberg evolution under a Hamiltonian which involves a
2PO interaction V . A 2PO contribution to the first-order correction
O
(1)
1 (t) is shown in the upper row. In the lower row, we represent
2PO and 3PO contributions to the second-order correction O(2)1 (t).
We omit the time dependence of OI and VI , and only show one ex-
emplary way of arranging these operators and connecting their legs
for each case.
Note that the right-most parentheses in Eq. (51) contains the
argument of the commutator-based operator which appears
centred on that equation. Here, the time-ordering operators
(acting to the left,
←
T , or to the right,
→
T ) ensure that, after ap-
plication of the commutators, interaction operators VI(τ) with
the largest time arguments lie closest to OI(t).
The zeroth-order term O(0)(t) = OI(t) in Eq. (51) cor-
responds to the non-interacting evolution. The term propor-
tional to  reads
O(1)(t) = − i
}
[∫ t
0
VI(τ)dτ,OI(t)
]
. (52)
If O is a kPO and V a v-particle interaction, i.e. a vPO, then
O(1)(t) contains terms of order up to k + v − 1, as explained
in Sec. III A. Analogously,
O(2)(t) = − 1
}2
(∫ t
0
dτ
∫ τ
0
dτ ′ VI(τ ′)VI(τ)
)
OI(t)
− 1
}2
OI(t)
(∫ t
0
dτ
∫ τ
0
dτ ′ VI(τ)VI(τ ′)
)
(53)
+
2
}2
(∫ t
0
VI(τ)dτ
)
OI(t)
(∫ t
0
VI(τ)dτ
)
is obtained by applying a commutator with a vPO twice to a
kPO and therefore contains terms of order up to k+ 2(v− 1).
Pursuing this reasoning, the highest order term in O(n)(t) is a
k+n(v−1)PO. For instance, if V describes two-body interac-
tion, then the first-order correction O(1)1 (t) to a 1PO contains
2PO terms, the second-order correction O(2)1 (t) contains 2PO
and 3PO terms, etc. Diagrammatic representations of some of
these terms are shown in Fig. 9.
The fact that an observable develops higher-order contri-
butions through interaction has an interesting implication for
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1POs: in the presence of interaction, their time-dependent
EVs become sensitive to the mutual (in)distinguishability of
the particles. In particular, to first order in , 〈O1[t]〉Ψ re-
ceives two-particle ladder and crossed contributions through
the term 〈O(1)1 (t)〉Ψ.
For illustration, the upper panel of Fig. 10 shows the nu-
merically exact time-dependent EV of the single-mode den-
sity n1[t] in a BH system of M = 4 modes. In order to break
the bipartite symmetry of the lattice, which leads to the can-
cellation of contributions proportional to an odd power of U
[60], we add a (1PO) tilt F
∑M
m=1m nm to the Hamiltonian
(46), with F = 3J . The EVs are taken in initial states with a
fixed total density distribution N = (4, 2, 0, 0), but variable
numbers and distributions of particles per species. The DOI
value [Eq. (36)] of each state is color-coded as indicated by the
color bar. For short evolution times, we see that the EVs are
indeed ordered according to each state’s DOI value. Similar
results are obtained for other initial density distributions, as
shown in the lower two panels of Fig. 10. In the inset, we plot
the values of 〈n1[t = }/J ]〉 as a function ofU for the same set
of states and compare them to the analytical predictions to first
order in U (dashed lines). This confirms that the splitting of
the EVs for small Ut/} is dominated by two-particle crossed
contributions. For longer evolution times and/or larger inter-
action strengths, higher-order contributions to the EV become
increasingly relevant and the correlation with the DOI value
is degraded.
Analogously, the time-dependent EV of an arbitrary 2PO
develops an infinite hierarchy of interaction-induced contri-
butions. In Fig. 11, we show the particle density variance
∆n1[t] in the system which we already considered in the non-
interacting case (Fig. 7), but now for a finite on-site interac-
tion strength U = 0.25J . For short evolution times, the influ-
ence of interactions on the time-dependent EVs is limited, and
the variance evolves similarly as in Fig. 7. For longer evolu-
tion times, higher-order contributions (both in the interaction
strength and in the number of particles) build up and super-
pose, leading to distinctly different dynamics, with reduced
oscillation contrast as compared to the non-interacting case.
Surprisingly, despite the strong influence of interaction on
the dynamics, we can observe that the curves are still or-
dered according to the states’ DOI value most of the time.
This is a consequence of the positivity of the matrix elements
om
′m
mm′(t) [recall Sec. III C] in the zeroth-order contribution
O
(0)
2 (t), while higher-order contributions [O
(1)
2 (t), O
(2)
2 (t),
etc.] have matrix elements with varying signs and tend to av-
erage out. This observation is supported by Fig. 12, where we
again plot F [as defined in Eq. (42)] against I, for all Fock
states (up to permutation of the species) in a BH system with
M = 4 modes and up to three different species, for the in-
teraction strengths U = 0.6J (left panel) and U = 1.35J
(middle panel). We see that the correlation between F and I
is good for weak and intermediate interaction strengths, while
it is progressively blurred for stronger interactions. This pro-
gressive spread of the F-I density distribution is quantified by
the mean deviation µ(|F − I|), where µ denotes an average
over all considered Fock states, which is shown as a function
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FIG. 10. Time-dependent EV of n1(t) in a BH system [Eq. (46)]
amended by a tilt term F
∑M
m=1m nm with 4 modes and 6 bosons,
U = 0.3J , F = 3J . Different panels correspond to different den-
sity distributions N as indicated. For each N , all (18, 32 and 40
from top to bottom) compatible initial Fock states (up to species per-
mutations) with up to three different species are considered, hence
changing the DOI value [Eq. (36)] (indicated by the color code). The
corresponding EV in a non-interacting system is marked by a dotted
blue line and is independent of the state’s distinguishability. The in-
set of the upper panel shows the EV 〈n1[t = }/J ]〉 as a function of
the interaction strength. The dashed lines in the inset represent the
analytical solution to first order in Ut/} [Eq. (52)].
of the interaction strength and for different system sizes in the
right panel of Fig. 12. The low value of µ(|F − I|) for weak
interaction strengths U indicates good correlation between F
and I. For stronger interactions, µ(|F− I|) displays an erratic
behavior that remains to be understood.
C. Counting particles of a given species in a mode
Inspection of specific initial states leads to the interesting
observation that states where all but one particles are localized
on a single site have F = I. This means that the lone particle
can be used as a probe to count the number of particles with
identical species label in the other occupied mode. We show
in the following that this is in fact true for any such initial
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FIG. 11. Time-dependent on-site density variance ∆n1[t] as in
Fig. 7, but in the presence of interactions, U = 0.25J .
configuration, any observable, any interaction strength and at
all times.
Let us denote by m˜ the mode that contains a single particle
and by α˜ that particle’s species. The remainingN−1 particles
are in mode m. From our discussion of the EV of kPOs [see
Eq. (28)], we conclude that, in this case, only two-particle in-
terference can occur, and that the corresponding contributions
to the EV of an arbitrary observable O[t] come with the mul-
tiplicity Nm˜,α˜Nm,α˜ = Nm,α˜. It follows that the EV must be
of the form
〈O[t]〉Ψ = f(Nm, t) +Nm,α˜g(Nm, t), (54)
where the functions f and g depend on the specific observable,
Hamiltonian and initial state. Hence, for all times t, the EVs
of the states are ordered according to the number of particles
Nm,α˜ of species α˜ in mode m. In Fig. 13 we illustrate this
relation for the EVs of n3[t] (upper panel) and n23[t] (lower
panel) in a three-site BH system with initial populationsN =
(5, 1, 0).
Renormalizing the above EV with respect to the corre-
sponding distinguishable state |ΨD〉, where no particle of
species α˜ is initially in mode m, and the fully indistinguish-
able state |ΨI〉, where all particles are of species α˜, one indeed
obtains the DOI value, which in this case is simply the fraction
of particles of species α˜ in mode m:
〈O[t]〉Ψ − 〈O[t]〉ΨD
〈O[t]〉ΨI − 〈O[t]〉ΨD
=
Nm,α˜
Nm
= I(Ψ). (55)
To sum up this section, we have learned that interactions in-
duce a series of higher-order many-particle interference con-
tributions in the EVs of kPOs. In particular, 1POs become
sensitive to the DOI of the initial state [recall Fig 10]. De-
spite these additional contributions, we observed that time-
averaged EVs of squared 1POs remain well correlated with
the two-particle indistinguishability measure I of the initial
state for weak interaction strengths, as shown in Fig. 12.
Furthermore, Fig. 13 illustrates that there are particular ini-
tial configurations where only two-particle interference can
take place, independently of the observable and interaction
strength.
However, as far as perturbative arguments were employed
above, these are no longer appropriate for strong interactions
and/or long times, where higher-order terms (both in inter-
action strength and number of particles) become important.
In the following section, we change our perspective on the
problem and identify signatures of (in)distinguishability in the
time-dependence of observables based on the symmetry of the
initial state under permutations of the particles. We will see
that this new approach rejoins the preceding analysis in some
respects, but that it often offers a complementary picture.
V. SPECTRAL PROPERTIES OF PARTIALLY
DISTINGUISHABLE BOSONS
With the help of group-theoretical arguments, we first show
in Sec. V A that the Hilbert space decomposes into subspaces
that are invariant under the action of a species-blind Hamil-
tonian. We then study energy degeneracies between these
subspaces in Sec. V B and explore the spectral signatures of
(in)distinguishability in Sec. V C.
A. Hilbert space structure
As observed at the end of Sec. II, the Hamiltonian of two
interacting particles in a double-well potential can be written
in block-diagonal form provided the chosen basis vectors have
a definite symmetry under the exchange of species. We now
show how this decomposition can be generalized to systems
with more particles and modes. This hinges on an important
result from representation theory, Schur-Weyl duality [62],
which relates the action of the symmetric group (which per-
mutes particles) to that of the unitary group (which transforms
single-particle states). For bosons with both internal and ex-
ternal degrees of freedom, the requirement that the complete
(internal and external) wavefunction be symmetric under par-
ticle exchange has consequences for the structure of unitaries
acting only on the external — or only on the internal — de-
grees of freedom. This result is known as unitary-unitary dual-
ity [62–65] and it can be stated as follows: For N bosons with
external states (modes) m ∈ {1, 2, . . .M} and internal states
(species) α ∈ {1, 2, . . . , S}, there exists a basis {|λ, µ, ν〉}
of the Hilbert space — we elaborate on the meaning of the
indices λ, µ and ν below — such that for all species-blind
operators O
O |λ, µ, ν〉 =
∑
µ′
o
(λ)
µµ′ |λ, µ′, ν〉 . (56)
Similarly, for all “mode-blind” operators Σ (defined in anal-
ogy to species-blind operators, exchanging the roles of inter-
nal and external degrees of freedom, see Sec. III A),
Σ |λ, µ, ν〉 =
∑
ν′
s
(λ)
νν′ |λ, µ, ν′〉 . (57)
Here o(λ) and s(λ) are matrices representing O and Σ on the
subspaces labelled by λ. Let us now be more precise about the
meaning of these formulas, and in particular of the symbols λ,
µ and ν.
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FIG. 12. (Left and middle) Correlation distribution between the excess fluctuations F on site l = 2 [Eq. (42)] and the degree of indistin-
guishability I [Eq. (36)], for initial Fock states (26) of N = 8 particles, up to three different species, and a species-blind Bose-Hubbard model
[Eq. (46)] with M = 4 modes, U/J = 0.6 (left) and U/J = 1.35 (middle). Projections of the histograms along both axes are shown. The
horizontal dotted lines represent the minimum and maximum values that can be taken by F in the non-interacting case, where Eq. (43) holds.
(Right) Mean deviation µ(|F − I|) (on a logarithmic scale) versus UN/JM for M = 4 and N = 6 (2130 Fock states), 7 (5468 Fock states)
and 8 (12939 Fock states) bosons chosen from up to three different species. Vertical dashed lines indicate the UN/JM values used in the left
and middle plots.
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FIG. 13. Time-dependent EVs of particle density (upper panel) and
squared particle density (lower panel) on site l = 3 in a BH system
[Eq. (46)] with M = 3 modes and N = 6 particles initially dis-
tributed according to N = (5, 1, 0). The interaction strength is set
to U = J and we add a tilt F
∑M
m=1m nm with F = −J [see
Sec. IV B]. The color code represents the number of α˜-particles in
mode 1, where α˜ is the species of the probe particle in mode m˜ = 2.
The vector-valued label λ refers, simultaneously, to irre-
ducible representations (irreps) of the unitary groups (and as-
sociated algebras) U(M) and U(S) —which respectively act
on the external and internal degrees of freedom— and of the
symmetric group SN of permutations of N objects. The fact
that a single label can be used to identify the irreps of dif-
ferent groups is known as “duality”. These irreps can be la-
belled by integer partitions of N , i.e. sequences of integers
λ = (λ1, λ2, . . . λk) with λ1 ≥ λ2 · · · ≥ λk > 0 and∑k
r=1 λr = N . These are conveniently represented as Young
diagrams, i.e. arrangements of N boxes into rows of lengths
λr, r = 1, . . . k, e.g.
λ ≡ ≡ (3, 2, 2, 1). (58)
The external index µ corresponds to a filling of the diagram
λ with the (possibly repeating) mode numbers 1, 2, . . .M
such that they do not decrease along each row and strictly
increase down each column, yielding a semi-standard Young
tableau. The number of such valid fillings, i.e. the number of
terms in the sum in Eq. (56), is
dim(λ,M) =
∏
(r,c)∈boxes(λ)
M + c− r
(λr − r) + (λc − c) + 1
, (59)
where the product runs over boxes of the Young diagram as-
sociated to λ, labelled by the row and column indices r and c
such that the top-left box has indices (1, 1), λr is the length of
row r and λc the length of column c. The internal index ν cor-
responds analogously to a filling of the diagram with species
numbers 1, 2, . . . S and can take dim(λ, S) different values
for a fixed irrep label λ. All combinations of the possible val-
ues of λ, µ and ν yield the basis {|λ, µ, ν〉}. As an example,
let us consider the case of N = 3 particles in a system with
M = 3 modes and of up to S = 2 different species. We list
all possible fillings of the Young diagrams λ with the mode
and species labels in Tab. I.
According to Eq. (56), a species-blind observable written in
the basis {|λ, µ, ν〉} takes a block-diagonal form, with blocks
labelled by λ and ν (in practice, specifying the Young tableau
ν also determines the Young diagram λ). All blocks asso-
ciated with the irrep λ have dimension dim(λ,M) and are
equal up to a basis change. In particular, they have the same
spectrum, as we further discuss in Sec. V B. For illustration,
Fig. 14 sketches the block structure of a species-blind observ-
able for systems ofN = 3 particles andM ≥ 3 modes, show-
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1 1 1 α α α
1 1
2
α α
β
1
2
3
∅
1 1 2 α α β
1 1
3
α β
β
1 1 3 α β β
1 2
2
1 2 2 β β β
1 2
3
1 2 3
1 3
2
1 3 3
1 3
3
2 2 2
2 2
3
2 2 3
2 3
3
2 3 3
3 3 3
TABLE I. Allowed fillings µ (resp. ν) of the three-box Young
diagrams with mode numbers {1, 2, 3} (resp. with species labels
{α, β}).
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α β γ
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γ
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γ
FIG. 14. Block structure of a species-blind observable for N = 3
bosons with the species distribution S = (3) (left), S = (2, 1)
(middle) and S = (1, 1, 1) (right), in a system with at least three
modes (block sizes reflect their dimension for M = 3 modes). The
colors indicate the irrep label: λ = (3) (blue), λ = (2, 1) (red),
λ = (1, 1, 1) (green). The corresponding values of ν are given as
Young tableaux, where α, β and γ are distinct species labels.
ing only those blocks where states with a given species distri-
bution can have non-zero weight.
To take advantage of these properties, we need to know how
a given initial state |Ψ〉 decomposes as
|Ψ〉 =
∑
λ,µ,ν
cλ,µ,ν |λ, µ, ν〉 . (60)
For a Fock states with Nm,α particles of species α in
mode m [see Eq. (26)], the known (classical) algorithms
to calculate the expansion coefficients cλ,µ,ν are not effi-
cient [66, 67]. However, given the species populations S =
(
∑
mNm,α)α=1,...S , we can try to determine for which λ and
ν the coefficients cλ,µ,ν can take non-zero values.
First of all, since all symbols in the same column of a semi-
standard tableau must be different, the diagram λ cannot have
more rows than there are modes or species. Let us now con-
sider a state where all bosons belong to the same species. The
only diagram λ that can be filled with N identical species
labels according to the rules specified above consists of a sin-
gle row of length N , i.e. λ = (N) (see also Tab. I). Since
for any set of species labels there is exactly one possible fill-
ing of this diagram, the corresponding subspace, of dimension
dim((N),M) =
(
N+M−1
N
)
, appears once in the Hilbert space
of any mixture of species. In this subspace, the Hamiltonian
is identical to that of N indistinguishable bosons.
For a completely distinguishable state of N particles in N
different species, all diagrams λ with at most M rows can
appear (possibly several times). Provided M ≥ N , this
includes the diagram consisting of a single column. The
dynamics in the corresponding subspace(s), of dimension
dim((1, 1, . . . , 1),M) =
(
M
N
)
, is identical to that of N in-
distinguishable fermions.
Other Young diagrams are associated with mixed exchange
symmetries, those of immanons [68], and appear in the de-
scription of partially distinguishable bosons or fermions. For
a generic Young diagram λ, the number of fillings ν com-
patible with a given species distribution S (which can also
be seen as a partition of N ) is given by the Kostka number
K(λ,S) [69]. Closed expressions for the Kostka numbers
are, however, not known in general. Nonetheless, the exis-
tence of this block-diagonal structure already allows to make
qualitative statements about the many-body energy spectrum,
as we explain in the following sections.
B. Degeneracies in systems of partially distinguishable
particles
In this section, we analyse degeneracies in the spectra of
species-blind Hamiltonians generating the dynamics of a mix-
ture of different species of bosons. Although we focus on en-
ergy degeneracies, which have consequences for the dynamics
of the system, the following arguments apply for any species-
blind observable.
As we have learned from the previous section, degenera-
cies occur independently of the form of the (species-blind)
Hamiltonian when a given Young diagram λ can be filled in
more than one way with the set of species labels determined
by the species distribution S, i.e. when the Kostka number
K(λ,S) > 1. In this case, Hamiltonian blocks belonging to
different ν but the same λ have identical spectra. This can
happen as soon as there are particles of at least three different
species in the system. For example, in Fig. 14, the block asso-
ciated with λ = (2, 1) (in red) appears twice if S = (1, 1, 1)
and the corresponding energy spectra are identical.
These degeneracies are directly derived from the symme-
try properties of species-blind observables and occur inde-
pendently of the choice of a particular species-blind Hamilto-
nian. However, additional degeneracies can occur for specific
Hamiltonians. Let us start by considering the case of non-
interacting particles. We choose our mode basis to coincide
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FIG. 15. Energy spectrum for N = 3 distinguishable particles in
M = 3 modes, with the parameterization J = (1− η)J0, U = ηJ0
of the BH Hamiltonian’s control parameters. Eigenenergies from the
subspace λ = (3) in blue, λ = (2, 1) in red, and λ = (1, 1, 1) in
green.
with the single-particle energy eigenbasis, i.e. a†m,α creates a
particle in a single-particle energy eigenstate with energy em,
m = 1, . . .M , such that the Hamiltonian reads
H0 =
∑
m
em
∑
α
a†m,αam,α. (61)
In this basis, the Fock states |Ψ〉 = |{Nm,α}〉 defined in
Eq. (26) are many-body eigenstates with energy
∑
mNmem.
From this expression it is clear that these eigenstates are typ-
ically degenerate since the energy does not depend on the
individual Nm,α but only on the total populations Nm =∑
αNm,α.
We can also look at these degeneracies of non-interacting
systems in the basis {|λ, µ, ν〉} introduced in the previous
section. If µ is a Young tableau of shape λ which contains
Nm times the index m associated with the single-particle en-
ergy em, then |λ, µ, ν〉 is also a many-particle eigenstate with
energy
∑
mNmem. Since this energy depends only on N ,
it can occur for several values of λ, µ and ν. In particular,
since the single-row diagram λ = (N) is compatible with any
distribution N over the single-particle eigenstates, the spec-
trum of a given block λ is always contained in the one of N
indistinguishable bosons.
Actually, the above results only require that the eigenstates
of the many-body Hamiltonian are Fock states in a given mode
basis. This is for example also the case in the infinite interac-
tion limit of the BHH [U/J → ∞ in Eq. (46)], where Fock
states in the site basis are many-particle eigenstates with en-
ergy U2
∑M
m=1Nm(Nm − 1). In the intermediate case where
the ratio U/J is finite, we find numerically that eigenstates
belonging to different irreps λ are in general not degenerate.
For example, in Fig. 15, we plot the energy spectrum of
N = 3 distinguishable particles in a three-site BH lattice, us-
ing the parametrization J = (1 − η)J0, U = ηJ0 to cover
the full range from no interaction (η = 0, U = 0, J = J0)
to infinitely strong interaction (η = 1, U = J0, J = 0).
The 10 many-particle energies belonging to the bosonic sub-
space λ = (3) are shown in blue, the 8 energies from the
mixed-symmetry subspace λ = (2, 1) are colored in red
(they are doubly degenerate for a system of distinguishable
particles) and the single energy from the fermionic subspace
λ = (1, 1, 1) is plotted in green (compare with Fig. 14). In
accordance with the above discussion, degeneracies occur in
the non-interacting limit U/J = 0 and for infinitely strong
interaction U/J → ∞, otherwise the spectra of the various
subspaces are different, except for accidental degeneracies.
C. Spectral signatures of partial distinguishability
We now apply our above analysis of the many-particle
spectrum to decipher the frequency components that ap-
pear in the time evolution of EVs, for various levels of
(in)distinguishability of the initial state.
For non-interacting particles, we have seen that the spec-
tra associated with different irreps λ are all contained in
the bosonic one, with λ = (N). Therefore the set of
frequencies contributing to the dynamics is independent of
the decomposition of the initial state over the invariant sub-
spaces and, consequently, also independent of its degree
of (in)distinguishability. From the Heisenberg evolution of
the annihilation operators associated with the single-particle
eigenbasis,
am,α[t] = am,αe
−iemt/}, (62)
one easily concludes that the time-dependent EVs of kPOs can
contain frequency components obtained as sums of k single-
particle frequencies ωmn = em − en. Note, however, that the
amplitudes of the individual frequency components do depend
on the state’s DOI. This can for instance be seen in Fig. 7,
where the time-dependent EVs of states with different DOI
values are shown. All three curves share the same oscillation
frequencies, only the amplitude of the oscillations differs.
For systems with non-vanishing interaction strength, we
learned in the previous section that subspaces associated with
different irreps λ have a unique spectrum in general. The
maximum number of frequencies coming from a subspace of
dimension d = dim(λ,M) is equal to d(d − 1)/2. Hence,
the number of frequencies appearing in the time-dependent
EV of a species-blind observable O increases with the num-
ber of subspaces involved in the decomposition (60) of the
initial Fock state.
This can for instance be seen in the left panel of Fig. 16,
where we plot the EV of n21[t] in a double-well system for
three different initial states of N = 8 particles that interact
with a strength U = 0.3J . As we go from the completely
indistinguishable state (black curve) to the completely dis-
tinguishable one (red curve) by changing the species of the
particles in the second mode, we observe both a decrease of
the average value of 〈n21[t]〉 (consistently with the results in
Sec. IV B) and a suppression of the oscillations around this
average, which indicates the presence of more contributing
frequencies.
A discrete Fourier transform (DFT) of the signals, shown in
Fig. 16, confirms our analysis. In the given frequency inter-
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FIG. 16. (Left) Time-dependent EV 〈n21[t]〉 and its discrete Fourier transform (DFT) for the three indicated initial states of N = 8 bosons in a
double well system with U = 0.3J (blue and red colored balls indicate bosons from distinct species). The DFT was performed over the time
period t ∈ [0, 1000]}/J with a time step of 0.1}/J . (Right) Same analysis for three states with equal DOI values.
val, we find five frequencies that are common to the EVs of all
states, five frequencies that are only common to the interme-
diate state (yellow curve) and the maximally distinguishable
one (red curve), and one frequency that appears exclusively
for the maximally distinguishable state. This is easily under-
stood in terms of the irreps λ which appear in the decompo-
sition (60) of the initial state: the second row of the Young
diagram cannot be larger than the number of particles in the
minority species. The fully indistinguishable state therefore
only probes the symmetric irrep λ = (8), at the origin of the
five frequencies common to all states. The two other states
have finite weight in two additional subspaces, λ = (7, 1)
and λ = (6, 2), from which the five frequencies that they
share originate. The frequency exclusive to the maximally
distinguishable state must come from the three dimensional
subspace associated with λ = (5, 3), since the last subspace
λ = (4, 4) is one-dimensional for M = 2 and does not con-
tribute any frequency. Note that there are also higher frequen-
cies outside the considered frequency window, not shown in
the plot, to which the same rules apply.
In the above example, we clearly see a correlation between
the number of frequencies contributing to the dynamics and
the species distribution S: the more homogeneous the latter,
the more different subspaces are probed, resulting in more fre-
quencies. In this example, the DOI value I of the initial states
(see legend of Fig. 16) also correlates with the homogeneity of
species distribution and thus with the number of frequencies.
In general, however, the DOI does not only depend on the
total species distribution, but also on how the particles of each
species are initially distributed over the modes [60]. For ex-
ample, the three states illustrated in the right panels of Fig. 16
all have the same DOI value I = 1/2, but different species dis-
tributions S. If we again plot 〈n21[t]〉 for each initial state, the
EVs have the same time average, consistently with the DOI
values. However, the DFT, shown in the right panel, reveals
different sets of frequencies for each state. In accordance
with our expectation, the EV of the state with S = (5, 3)
(yellow curve) has one more frequency than the one with
S = (6, 2) (black curve), which originates from the three-
dimensional subspace λ = (5, 3). Surprisingly, the state with
a balanced species distribution S = (4, 4) (red curve) shows
a smaller number of frequencies, although it could in prin-
ciple probe the same subspaces as the other states (as well
as the one-dimensional subspace λ = (4, 4), which does not
contribute any additional frequency). However, by calculat-
ing the expansion (60) for this Fock state, we find that it has
zero weight in the subspaces λ = (7, 1) and (5, 3), which we
could not predict from the species distribution alone. Never-
theless, the frequency content allows to distinguish the three
initial states with the same DOI value. Such spectral signa-
tures therefore provide valuable complementary information
on the initial state’s distinguishability.
VI. CONCLUSION AND OUTLOOK
Many-particle interference is traditionally considered in
the context of multiport optical interferometry, of which the
Hong-Ou-Mandel experiment is the archetype. With this pa-
per, we shifted the focus to the time-continuous, and possi-
bly interacting, evolution of many-body systems, as encoun-
tered in condensed matter or cold atom physics. Accord-
ingly, we looked for signatures of many-particle interference
in the time-dependent expectation values of few-particle ob-
servables accessible to experiments on these platforms. In
order to identify these signatures, we systematically varied
the distinguishability of the system’s constituents by assign-
ing them to various mutually distinguishable species. Al-
though these species are introduced as a convenient theoret-
ical tool, real systems typically posses degrees of freedom
which can act as distinguishing labels. In photonic interfer-
ence, this can be the polarisation or the spectro-temporal form
of the photons; in cold atom systems, the internal (electronic)
state. These can therefore be exploited to experimentally ob-
serve the effects predicted in this paper, notably the sensitivity
of density fluctuations to distinguishability, and the fact that
single-particle observables are also affected by many-particle
interference in interacting systems.
In particular, cold atoms trapped in optical lattices allow the
realization of the multi-species Bose-Hubbard model which
we used to illustrate our results, with hyperfine states play-
ing the role of species. In these systems, high-resolution
microscopes offer single-site resolution [70–72] as well as
the possibility of counting the number of atoms per site up
to N = 3 [73]. The controlled population of three differ-
ent internal hyperfine states has also been recently demon-
strated experimentally for trapped fermionic [74] and bosonic
[75] atoms in a one-dimensional optical lattice. The species-
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blindness for the tunneling part of the Bose-Hubbard Hamil-
tonian is given by default, since the tunneling probability is
to a good approximation independent of the internal hyperfine
state, as shown e.g. in Refs. [74, 75]. Although the interac-
tion strength, i.e. the s-wave scattering length, does in general
depend on the hyperfine states of the interacting atoms, mea-
surements for 87Rb reveal [76] that the inter- and intraspecies
scattering lengths are very similar to each other. For other el-
ements, mismatches of the scattering lengths can in principle
be minimized with the help of Feshbach resonances.
Of course, understanding the effects of partial distinguisha-
bility in generic many-body systems, beyond the idealized
scenario of initial Fock states and species-blind dynamics, re-
mains an outstanding challenge. In particular, the states en-
countered in realistic systems can be much more complex than
the Fock states considered here, where each particle is as-
signed to a given mode and species. We explained in Sec. III B
under which circumstances our results can be easily extended
to more general states, but we think that a study of many-
particle interference with states for which such an extension
is not straightforward would be of particular interest. Indeed,
this would shed light on the links between coherence, entan-
glement and indistinguishability, since such states display ad-
ditional correlations that interplay with those induced by in-
distinguishability.
Another promising future research direction is to further ex-
plore the regime of strongly interacting particles. In our per-
turbative diagrammatic approach, observables are “dressed”
by interaction vertices, such that many-particle evolutions in-
volving more and more particles contribute to their expecta-
tion values. In the last sections, we used symmetry arguments
to identify signatures of distinguishability that are indepen-
dent of the interaction strength. It is however still unclear how
these two approaches relate, and more theoretical efforts will
be needed to further clarify the ways in which interactions and
many-particle interference contribute together to the complex-
ity of many-body dynamics.
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