Motivated by applications in machine learning and statistics, we study distributed optimization problems over a network of processors, where the goal is to optimize a global objective composed of a sum of local functions. In these problems, due to the large scale of the data sets, the data and computation must be distributed over multiple processors resulting in the need for distributed algorithms. In this paper, we consider a popular distributed gradient-based consensus algorithm, which only requires local computation and communication. An important problem in this area is to analyze the convergence rate of such algorithms in the presence of communication delays that are inevitable in distributed systems. We prove the convergence of the gradient-based consensus algorithm in the presence of uniform, but possibly arbitrarily large, communication delays between the processors. Moreover, we obtain an upper bound on the rate of convergence of the algorithm as a function of the network size, topology, and the inter-processor communication delays.
INTRODUCTION
There has been much recent interest in large-scale optimization problems, especially in machine learning and statistics. Due to the explosion in the size of data sets, it is important to be able to solve such problems efficiently. In addition, very often large data sets, on the order of terabytes, cannot be stored or processed on one single processor. As a result, both the data and computation must be distributed over a network of processors, necessitating the development of distributed algorithms. Moreover, the computation * The full version of the author's guide is available in [3] Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). and communication in these algorithms should be efficient enough so that network latencies do not offset the computational gains.
In this paper, we study distributed gradient methods for optimization problems that are defined over a network of nodes, while explicitly accounting for network delays, one of the most critical issues in distributed systems. In particular, we focus on the convergence in the presence of inter-processor communication delays, which has been identified as an important problem in [4] (see chapter 10). Communication delay, which is one of the most fundamental issues in distributed systems, has been studied in other contexts, such as distributed dual averaging [9] . The analysis in [9] is based on adding fictitious nodes corresponding to the number of time delay steps, thus requiring a modification of the true network topology. As a result, the influence of the delays on the convergence rate for the original network topology is not clear. Convergence under delays are also considered in distributed consensus algorithms [1, 2, 6, 7, 10] , which are special cases of distributed gradient algorithms. However, these results do not apply to the general distributed algorithms considered here. Our goal in this paper, therefore, is to address this important problem of proving convergence and obtaining convergence rates for distributed gradient algorithms with inter-processor communication delays.
Main Contributions. The main contribution of this paper is to derive the convergence rate of distributed gradient algorithms under uniform communication delays between nodes. In particular, we first show that under some appropriate choice of stepsizes the nodes' estimates asymptotically converge to the solution of the problem, implying that the impact of communication delays is asymptotically negligible. This step allows us to study the rate of convergence of the algorithm, i.e., the convergence occurs at rate O
, where n is the number of processors, t is the time variable, and τ is the delay constant. In addition, γ is a constant in (0, 1) that depends on σ 2 , the spectral properties of network connectivity of the processors. We note that such an explicit formula for the convergence rate is not available for dual averaging methods. Finally, while we do not analyze dual averaging methods in the presence of delays, we provide simulation results comparing it to distributed gradient methods, which indicate that distributed gradient methods perform significantly better.
PROBLEM FORMULATION
In this paper, we consider an optimization problem where the objective function is distributed over a network of n nodes. In particular, let G = (V, E) be an undirected graph over the vertex set Session: Learning II SIGMETRICS'18 Abstracts, June 18-22, 2018, Irvine, CA, USA V = {1, . . . .n} with the edge set E = (V × V). Associated with
The goal of the network is to solve the following minimization problem:
where X ⊆ R d is compact, convex, and known by the nodes. We assume no central coordination between the nodes and since each node knows only a local function f i , the nodes are required to cooperatively solve the problem. We are interested in studying distributed consensus-based methods for problem (1) implying that each node i maintains its own parameter estimate x i ∈ R d which is used to estimate the solution of (1). The nodes are only allowed to exchange their estimates with their neighbors through communication constraints imposed by a graph G. The goal is to asymptotically drive the nodes' estimates x i to x * , a solution of (1). We conclude this section with additional notation and assumptions which facilitate our development given later. We make the following assumptions throughout the paper. Under Assumption 1 and since X is compact, there exists a point x * which solves problem (1). However, x * may not be unique. We will use X * to denote the set of optimal solutions to problem (1). Moreover, given x * ∈ X * we denote f * = n i=1 f i (x * ). Under Assumption 1 it is obvious that the functions f i are Lipschitz continuous, which we present below as a Proposition for future reference. 
DISTRIBUTED GRADIENT METHODS UNDER COMMUNICATION DELAYS
Discrete-time distributed gradient methods were studied and first analyzed rigorously in [8] for the case of no communication delay; each node i ∈ V maintains a variable x i ∈ R updated as,
where α(t) is some sequence of positive stepsizes and a i j is some positive constant. In this paper we focus on the continuous-time version of (3) under the impact of uniform communication delays between nodes. In particular, we assume that at any time t ≥ 0 node i only receives a delayed value x j (t − τ ) of x j (t) from node j, where τ is a constant representing the time delay of communication between nodes. Each node i (for all i ∈ V) then uses these values to update its estimate as formally stated in (4), where T X(x i (t )) is the tangent cone of X at x i (t), β is some postive constant, and α(t) is a sequence of positive stepsizes. The conditions of β and α(t) to guarantee convergence of the algorithm will be explicitly given later. In addition, the initial conditions, ϕ i (t), are assumed to be continuous functions of time. Thus, the estimates x i (t) are now functionals since they are functions of ϕ i (t). We assume that the delays are uniform across agents, represented by the positive constant τ .
In the sequel, we denote by A the n × n weighted adjacency matrix corresponding to G, whose (i, j)-th entries are a i j . We make the following assumption on A, which is used to guarantee the convergence of the nodes' estimates to a consensus point. Assumption 3. A is a doubly stochastic matrix, i.e., n i=1 a i j = n j=1 a i j = 1. Moreover, A is assumed to be irreducible and aperiodic. Finally, the weights a i j > 0 if and only if (i, j) ∈ E otherwise a i j = 0. 
CONVERGENCE RESULTS
In the following theorem, we show that if each node maintains a variable z i (t) to compute the time-weighted averages of the estimates x i (t) and if the stepsize decays with rate α(t) = 1/ √ t, the algorithm achieves an asymptotic convergence to the optimal value estimated on the variable z i (t) at a rate O
, where γ = σ 2 e βτ ∈ (0, 1) and β ∈ (0,
). Here σ 2 represents the algebraic connectivity of the graph G. ) and γ = σ 2 e βτ ∈ (0, 1). Let {α(t)} be a given positive scalar sequence such that α(t) = 1/ √ t for t ≥ 1 and α(t) = 1 for t ≤ 1. Then ∀i ∈ V,
where,
SIMULATIONS
In this section, we apply the distributed gradient algorithm to study the well-known linear regression problem in statistical machine learning, which is the most popular technique for data fitting. The goal of this problem is to find a linear relationship between a set of variables and some real value outcome. Here, we focus on quadratic loss functions, that is, given a training set S = {(x i , y i ) ∈ R d × R} for i = 1, . . . , n, we want to learn a parameter w that minimizes the following least squares problem,
We assume that the data sets are distributedly stored in a network of n processors, i.e., each processor i knows only the pair (x i , y i ).
For the purpose of simulations, we consider the discrete-time version of Algorithm 1, i.e., Eq. We compare the performance of the discretized version of distributed gradient (DG) with distributed dual averaging (DA) [5, 9] for solving problem (7) in the case of constant delays. To study the impact of uniform communication delays on the performance of DG and DA, we implement DG and DA for each network, and terminate them when max i |F (z i (t)) − f * | ≤ 0.2. We let the delay constant τ run from 0 to 10 and output the number of iterations as a function on τ . We plot the number of iterations as a function on the number of delay steps. The simulations are shown in Fig. 1 .
We first note that the delays do influence the convergence rate of the two algorithms, that is, the greater the delay between nodes the more time the algorithms need to terminate. Second, as shown by the curve for DG the number of iterations seems to increase as a cubic function of the number of delay steps, which agrees with our analysis in Theorem 4.1. Finally, in this example, uniform delays have a bigger impact on the performance of DA, that is, DA requires more iterations to converge than DG under the same number of delay steps.
CONCLUDING REMARKS
In this paper we have studied a continuous-time distributed gradientbased consensus algorithm for network optimization problems, with the focus on uniform communication delays. We provided an explicit analysis on the rate of convergence of the algorithm as a function of the network size, topology, and communication delays, specifically the convergence time of the algorithm grows as a cubic function of the delays.
One interesting question left open in this paper is the study of asynchronous distributed gradient algorithms, that is, when communications delays are different at different nodes and perhaps change with time. In this more general case, it would be interesting to investigate whether an upper bound on the time-varying heterogeneous delays can be helpful in obtaining convergence results. In particular, a possible topic of future research would be to determine if one can obtain bounds on the error in the objective function by using an upper bound on the delays, along with our current results.
