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Second-order relativistic hydrodynamics is surprisingly predictive, even in the presence of large
gradients. The hydrodynamic expansion from the method of moments does not require a gradient
expansion, but it is intrinsically bound to the classic nature of relativistic kinetic theory. In this
work a modified version of the method of moments is applied the Wigner distribution (the quantum
precursor of the distribution function) to recover a systematically improvable hydrodynamic expan-
sion, avoiding the divergences that would otherwise appear in the quantum case. The convergence of
the regularized expansion is checked numerically in a far from equilibrium, distant from the kinetic
limit case.
PACS numbers: 12.38.Mh, 24.10.Nz, 25.75.-q, 47.10.+g
1. Introduction. Relativistic hydrodynamics has been
used in a wide range of physical systems, from astro-
physical plasmas to heavy-ion collisions [1–3]. It is of-
ten thought to be inescapably an expansion in gradients,
or an approximation of the relativistic Boltzmann equa-
tion. Both instances are not general enough to explain
the hydrodynamic behavior, namely, of the quark-gluon
plasma in the cross-over region. The Chapman-Enskog
expansion [4] involves a systematic power counting of the
gradients of the hydrodynamic variables. It can be per-
formed in the context of relativistic kinetic theory [5]
(weak coupling) as well as strongly coupled relativistic
systems [6, 7]. The leading order corresponds to ideal
hydrodynamics, and the first order to the relativistic
Navier-Stokes equations [8]. The latter equations, in
general, violate causality [9] and are unstable [10–13],
but it has been proven [14] that it is possible to obtain
causal and stable theory at first order in gradients if dif-
ferent definitions for the hydrodynamic fields are used.
The most common way to preserve cusality and stabil-
ity, however, is to add second order corrections [6, 7].
Third-order terms can be included [15, 16], though pre-
cise statements regarding causality and stability are not
available at higher orders. Recent works pointed out that
the gradient series has zero radius of convergence [17–20].
The lowest orders of an asymptotic series can be numeri-
cally accurate, as it seems the case for second-order rela-
tivistic hydrodynamics. However, in the absence of a fast
convergence, one cannot look at the next orders to guess
the accuracy of the approximation. Second-order rela-
tivistic hydrodynamics can be obtained independently
as an approximation of relativistic kinetic theory [21].
The method of moments can be used to systematically
improve the hydrodynamic expansion to higher orders.
Under flow conditions of extreme symmetry, in which
the relativistic Boltzmann equation can be solved ex-
actly [22–26], this procedure has been shown to converge
rapidly to the exact results of relativistic kinetic theory
[19, 27, 28]. The relativistic Boltzmann equation itself,
however, is expected to be a valid approximation only for
weakly interacting asymptotic particle states [29]. Close
to the cross-over region it is not clear what are (if they
exist at all) the correct particle-like degrees of freedom.
On the other hand, the Wigner distribution is well de-
fined in quantum field theory, it fulfills an off-shell version
of the relativistic Boltzmann equation, and it provides
the distribution function in the kinetic limit. [29]. An of-
ten invoked, and yet not properly formalized, justification
of hydrodynamics relies on the similarities between the
two: from the same structure of the fundamental equa-
tions, one should be able to extract similar results. The
purpose of this work is to show that, after a proper regu-
larization of the integrals, one can generalize the method
of moments and recover a systematically improvable hy-
drodynamic expansion.
2.Moment expansion. It is possible to extract the exact
comoving derivative of the distribution function u · ∂f =
f˙ , directly from the relativistic Boltzmann equation
p · ∂f(x, p) = −C[f ]⇒ (p · u)u · f = −p · ∇f − C
f˙ = − 1
(p · u)
(
p · ∇f + C
)
,
(1)
indepedently of the particular definition of the four-
velocity uµ and the collisional kernel C . The gradient
orthogonal to uµ being
∇µ = ∆νµ∂ν = (gµν − uµuν) ∂µ. (2)
The mostly minus convention for the metric is in use
g = diag(1,−1,−1,−1). The tensor moments of the dis-
tribution function read
Fµ1···µsr =
∫
p
(p · u)rpµ1 · · · pµsf, (3)
with
∫
p
the covariant (on-shell) momentum integral
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2∫
p
=
Ndof
(2pi)3
∫
d3p
Ep
=
Ndof
(2pi)3
∫
d4p 2θ(E)δ(p2 −m2), (4)
and Ndof the eventual degeneracy factor.
Making use of (1), after some straightforward algebra,
one can find the exact comoving derivatives of the mo-
ments (3)
F˙µ1···µsr + Cµ1···µsr−1 = ru˙αFαµ1···µsr−1 −∇αFαµ1···µsr−1
+ (r − 1)∇αuβFαβµ1···µsr−2 ,
(5)
in which Cµ1···µsr−1 is a short-hand notation for
Cµ1···µsr−1 =
∫
p
(p · u)r−1pµ1 · · · pµsC[f ]. (6)
In particular, the exact evolution of the stress-energy ten-
sor Tµν = Fµν0 reads
T˙µν + Cµν−1 = −∇αFαµν−1 −∇αuβFαβµν−2 . (7)
The contraction of the last equation with the four-
velocity uµ is the local conservation of four-momentum
∂µT
µν = 0, which is included at all orders of the hydrody-
namic expansion. The remaining equations provide the
exact evolution of the pressure tensor
P˙〈µ〉〈ν〉 + C〈µ〉〈ν〉1 = −Pµα∇αuν − Pνα∇αuµ
− θPµν + qµu˙µ + u˙µqν −∇αfα〈µ〉〈ν〉−1 −∇αuβfαβµν−2 .
(8)
Both instances can be obtained without approximations
from Eq. (7) making use of the exact relations
uν1 · · ·uνnFν1···νnµ1···µsr = Fµ1···µsr+n , (9)
and the similar ones for the collisional integrals. The
brackets in equation (8) represent the projectionO〈µ〉··· =
∆µνOν···, and the shorthand notation
fµ1···µsr = F 〈µ1〉···〈µs〉r , (10)
is in use. The energy flux is then qµ = fµ1 (vanishing in
the Landau frame), and fµν0 is the pressure tensor, often
decomposed in the following way
fµν0 = Pµν = − (P + Π) ∆µν + piµν , (11)
being P the hydrostatic pressure, Π the bulk pressure
correction and piµν the shear one (space-like and trace-
less). On the right hand side of Eq. (8) all terms ex-
cept the last two are components of Tµν . One can either
approximate these tensors (second-order relativistic hy-
drodynamics or modified versions of it [30–32]) or treat
them as independent degrees of freedom and use Eq. (5)
for their evolution [30–32]. The same arguments hold for
the collisional integral in the left hand side of Eq. (8),
and these steps can be repeated further to get the higher
orders of the expansion.
3.The quantum case. In its most simple instance, the
Wigner distribution is the Fourier transform of the two
point expectation value [29]
W (x, k) =
∫
d4v
(2pi)4
e−ik·v〈φ†(x+ 1
2
v)φ(x− 1
2
v)〉, (12)
with the expectation value for a generic state (pure or
mixed) of the system. The stress-energy tensor reads
Tµν =
∫
d4k kµkνW (x, k). (13)
The Wigner distribution satisfies an equation very similar
to Eq. (1), which can be derived from the field equations
k·∂W = −CW [W, · · · ]⇒ (k·u)W˙ = −k·∇W−CW . (14)
The quantum version of the collisional kernel CW depends
on the interaction, and it vanishes for free fields. Because
of the similarities with relativistic kinematics, one would
expect to recover the hydrodynamics expansion with the
minimal substitution
∫
p
→
∫
d4k,
Ndof
(2pi)3
f(x, p)→W (x, k). (15)
Following the steps outlined in the last section, one would
recover Eq. (8), however the last two integrals are ill-
defined in the quantum case, for instance
fαµν−1 =
∫
d4k
k〈α〉k〈µ〉k〈ν〉
k · u W (x, k), (16)
the Wigner distribution is not on shell in general, and
equation (16) diverges even if W (x, k) is proportional to
an arbitrarily sharp Gaussian around the on-shell energy,
instead of an actual delta distribution.
It is possible to revisit a regularization scheme intro-
duced in [33, 34] to deal with similar infrared diver-
gences, appearing at higher orders of the expansion for
the Boltzmann-Vlasov equation. The main objects are
the regularized tensors
φµ1···µsn =
∫
d4k (k · u)ne−ζ(k·u)2k〈µ1〉 · · · k〈µs〉W, (17)
3with ζ ≥ 0 a parameter with the dimensions of a length
squared. One recovers all the well defined fµ1···µsn−2 mo-
ments, after integration integrating appropriate regular-
ized tensor from ζ = 0 to infinity, including the com-
ponents of Tµν . From (14) one obtains the dynamical
equations
φ˙〈µ1〉···〈µs〉n + C˜
〈µ1〉···〈µs〉
n−1 = su˙
(µ1φ
µ2···µs)
n+1 − θφµ1···µsn − s∇αu(µ1φµ2···µs)αn
−∇αφα〈µ1〉···〈µs〉n−1 + u˙α
[
nφαµ1···µsn−1 − 2ζφαµ1···µsn+1
]
+∇αuβ
[
(n− 1)φαβµ1···µsn−2 − 2ζφαβµ1···µsn
]
,
(18)
being θ = ∇µuµ the scalar expansion, and C˜〈µ1〉···〈µs〉n−1
having the same prescription of the regularized integrals
in (17) weighted with CW instead of W . For n ≥ 1 no di-
verging integral appears on the left hand side of Eq. (18),
and one can check that in the kinetic limit (after inte-
grating over ζ) one recovers all the the classical equa-
tions in (5). The exact evolution of the pressure tensor
Pµν = ∫ dζ φµν2 then reads
P˙〈µ〉〈ν〉 = −Pµα∇αuν − Pνα∇αuµ + qµu˙µ + u˙µqν
+
∫ ∞
0
dζ
{
−C˜〈µ〉〈ν〉1 −∇αφα〈µ〉〈ν〉1 +∇αuβ
[
φαβµν0 − 2ζφαβµν2
]}
.
(19)
This equation is well defined, however one must be careful
and avoid to to split the last integral. It has to be con-
vergent, but it but it doesn’t have to converge uniformly.
It can still be approximated to obtain second-order vis-
cous hydrodynamics (e.g. substituting the higher rank-
ing tensors with their equilibrium expectation values).
Otherwise one can treat the new degrees of freedom as
dynamical variables, using Eq. (18) for their evolution,
and so on for the higher orders. Since, from the very
definition (17), the following relation holds
∫ ∞
ζ
dζ ′φµ1···µsn+2 (x, ζ
′) = φµ1···µsn (x, ζ), (20)
one can use a limited number of generations n, as it has
been done in the classical case [33, 34]. More interest-
ingly, if the situation is tame enough, it is possible to
perform exactly the integration in the right hand side and
obtain a set of well defined, ζ-independent sources for the
evolution of the pressure tensor, and for the higher order
equations. In fact, this happens in the system used in
this work for the numerical comparisons. Equations (12)
and (13) can be more complicated in general (see, for in-
stance [35]). It is important to note, however, that the
very same infrared divergences appear, and they can be
handled with the same regularization scheme.
3.Comparison with the exact results. It is possible to
generalize the approach in [24] to the quantum case, ob-
taining an exact solution of the Wigner distribution in a
very symmetric case. The generalized collisional kernel
CW is treated in the relaxation time approximation, and
the system is assumed to be invariant under a generalized
Bjorken symmetry
W (x, k) = W (τ, kT , w
2, v2)
k · ∂W = − (k · u)
τR
[
W −Weq.
]
≡ − (k · u)
τR
δW.
(21)
The same notation is in use as in [24]
τ =
√
t2 − z2, kT =
√
(kx)2 + (ky)2,
v = tk0 − zkz, w = zk0 − tkz.
(22)
The Wigner distribution, differently from the classical
counterpart, has an explicit dependence on v, since kµ
is not on-shell in general, and the frequency k0 (hence v
itself) is not dictated by the other variables. The explicit
dependence on w2 is to make manifest the invariance for
axis reflections, while the dependence on v2 rather than
v does not come from the Bjorken symmery, and it is a
further mathematical simplifications. Among the other
things, it entails that the charge density in the comoving
frame is vanishing (no net charge). Considering that the
only time-like four vector consistent with the symmetry
is uµ = (t, 0, 0, z)/τ and using the definitions (22), the
evolution (21) simplifies
[
∂τ + 2
v2 − w2
τ
∂v2
]
W = − 1
τR
δW. (23)
Just like in the classical case, the conservation of en-
ergy an momentum requires the effective temperature be
4the one from the the Landau matching. Choosing for the
equilibrium distribution and relaxation time
Weq. =
2δ(k2)
(2pi)3
e
− 1
T (τ)
√
k2T+
w2
τ2 , τR =
5η¯
T (τ)
, (24)
one has
E(τ) = Eeq.(T ) = 6
pi2
T 4 ⇒ T (τ) =
(
pi2E(τ)
6
) 1
4
. (25)
This choice (24) is mainly for mathematical simplicity.
It entails that at equilibrium the system has a confor-
mal equation of state, and in the kinetic limit it has a
constant ratio of shear viscosity over entropy η¯. Using
the method of characteristics it is possible to write an
implicit solution of (23)
W=D(τ, τ0)Wf.s.+
2δ(k2)
(2pi)3
∫ τ
τ0
ds
D(τ, s)
τR(s)
e−
√
k2
T
+w
2
s2
T (s) , (26)
being the damping function D and the free-streaming
Wf.s.
D(τ1, τ2) = e
− ∫ τ2
τ1
ds
τR(s) ,
Wf.s.(τ, kT , w
2, v2) = W0(kT , w
2, v20),
v20 = v
2
(τ0
τ
)2
+ w2
τ2 − τ20
τ2
,
(27)
for a generic initial condition W0 = W (τ = τ0). It is
possible then to use the self consistency method used in
Refs. [24, 26, 36] to obtain the numerical values of (26)
up to an arbitrary precision. Because of the strong
symmetry of the system, the non-trivial components of
the stress-energy tensor are the proper energy density,
the longitudinal pressure PL = Tµνzµzν , the transverse
pressure PT = Tµνxµxν , with xµ = (0, 1, 0, 0) and
zµ = (z, 0, 0, t)/τ . The only moments (17) related to
them, directly or indirectly, are
Ln(τ, ζ) = φ
µ1···µn
2 zµ1 · · · zµn ,
Tn(τ, ζ) = φ
α1α2µ1···µn
2 xα1xα2zµ1 · · · zµn ,
(28)
for instance, E(τ) = L0(τ, ζ = 0), PT =
∫
dζT0, PL =∫
dζL1. Plugging (21) into (18)
L˙n +
1
τR
δLn = −2n+ 1
τ
Ln +
1
τ
LˆLn+1,
T˙n +
1
τR
δTn = −2n+ 1
τ
Ln +
1
τ
LˆTn+1,
(29)
being δLn and δTn the difference between the moments
and their local equilibrium expectation value. It is pos-
sible to directly integrate in ζ the non-hydrodynamic
sources on the right hand side of (19), and obtain ζ-
independent set of equations. Introducing the linear op-
erator
Lˆf(ζ) = 2ζf(ζ)−
∫ ∞
ζ
dζ ′f(ζ ′), (30)
the dynamical equations for Tµν then read
E˙ = −1
τ
(
E + PL
)
,
P˙L + 1
τR
δPL = −3
τ
PL + 1
τ
R(1)L ,
P˙T + 1
τR
δPT = −1
τ
PT + 1
τ
R(1)T ,
(31)
the residual moments (an their equilibrium expectation
value) being
R(n)L =
∫ ∞
0
dζ
[
(Lˆ)nLn+1
]
eq.−→ (2n− 1)!!
2n+ 3
E ,
R(n)T =
∫ ∞
0
dζ
[
(Lˆ)nTn
]
eq.−→ (2n− 1)!!
(2n+ 3)(2n+ 1)
E ,
(32)
and their evolution, stemming directly from (29)
R˙(n)L +
1
τR
δR(n)L = −
2n+ 3
τ
R(n)L +
1
τ
R(n+1)L ,
R˙(n)T +
1
τR
δR(n)T = −
2n+ 1
τ
R(n)T +
1
τ
R(n+1)T .
(33)
Second-order viscous hydrodynamics corresponds to tak-
ing only (31) as the dynamical equations, and substi-
tuting the residual moments, e.g., with their equilibrium
expectation values. For the higher orders one considers
the residual moments up to a maximum n as dynamical
variables, evolving according to (33) and approximating
the (n+ 1)-residual moments.
An interesting initial condition is
W0 =
2
(2pi)3
e
− v2
2τ20σ
−
√
σ
Tin
√
2piσ
[
1− 3P2
(
w√
σ
)]
, (34)
being σ ≡ k2T − w
2
τ20
and P2(x) the second Laguerre poly-
nomial. The initial values of the energy density and pres-
sure then read
E(τ0) = 6
pi2
T 4in,
PL(τ0) = − 1
15
E(τ0), PT (τ0) = 8
15
E(τ0),
(35)
while for the non-hydrodynamic moments
5R(n)L (τ0) = −
4n+ 1
2n+ 5
(−1)n
2n+ 3
E(τ0),
R(n)T (τ0) = −
4n− 8
2n+ 5
(−1)n
(2n+ 3)(2n+ 1)
E(τ0).
(36)
The distribution is very far from the kinetic limit and
it remains off-shell during the whole evolution. Select-
ing an initial temperature Tin = 600MeV , 4piη¯ = 3 and
τ0 = 0.25fm/c, one has similar conditions to the ones in
heavy-ion collisions in which hydrodynamics is applied.
In the framework of a gradient expansion, one would ex-
pect hydrodynamics to fail, because of the large pressure
corrections and large gradients (τR(τ0)θ(τ0) ' 1.6). On
the other hand, the regularized expansion presented in
this work shows a different picture. One can estimate
the relative error committed approximating the residual
moments in the right hand side of Eq. (31) with their
equilibrium expectation values. At the beginning of the
expansion there is a sizable error ∆R(1)L /R(1)L = 40%
and a very large ∆R(1)T /R(1)T = 275%. However, the
self-coupling of the hydrodynamic degrees of freedom is
dominant, and there is a moderate ∆P˙L/P˙L ' 22% and
∆P˙/P˙T ' 15%. It is reasonable, then to expect a quali-
tative agreement with the exact results. It is interesting
to note, though, that in a composite quantity like the
trace anomaly Tµνgµν , the self coupling part of the hy-
drodynamic quantities compensate and one has ' 121%
error in its time derivative at the beginning. Making it
likely that, differently from the energy density and the
anisotropy PL/PT , the trace anomaly won’t be well re-
produced by hydrodynamics.
Indeed, as shown in Fig. 1 and Fig. 2, the energy den-
sity and the anisotropy are relatively well reproduced;
while the trace anomaly, Fig. 3, is largely overestimated.
A definitive answer on the convergence of the regular-
ized expansion is hard to get from a theoretical point of
view. However the system is simple enough to numeri-
cally check the higher orders. In Figs. 1, 2, and 3 it is
shown that each additional step improves the accuracy.
At the 10’th order and higher there is substantially no
difference with the exact solutions (I have been checking
up to the 100’th order).
4.Conclusions. It is not necessary to assume a gradient
expansion to derive the equation of second-order viscous
hydrodynamics. It is possible to generalize the method
of moments using the Wigner distribution (the quantum
precursor of the distribution function) ad its evolution
instead of the relativistic Boltzmann equation. The ex-
pansion must be modified to systematically avoid the in-
frared divergences which would otherwise appear at all
orders, even for states arbitrarily close to the kinetic
limit. The resulting regularized hydrodynamic expan-
sion shows a fast convergence to the exact results, and
the truncation scheme doesn’t depend on the value of the
gradients or the deviations from ideal hydrodynamics.
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FIG. 1. (Color online) Ratio of the energy density over the
exact energy density. The exact results in the black solid line,
hydrodynamics (red dashed line), and the next orders: NLO
(purple dash-dotted), NNLO (blue dash-dotted)and NNLO
(green dotted), 10’th order or higher (yellow dotted).
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FIG. 2. (Color online) Anisotropy evolution. The exact
results in the black solid line, hydrodynamics (red dashed
line), and the next orders. NLO (purple dash-dotted), NNLO
(blue dash-dotted)and NNLO (green dotted).
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