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Non-central Stirling numbers of the first and second kind are introduced and corresponding 
representations and recurrences are given along with some applications in occupancy problems 
and discrete distribution theory. 
The well known 
extensively studied, 
some of which have 
Stirling numbers of the first and second kind have been 
in particular, with respect to their mathematical properties, 
been repeatedly and independently rediscovered uring their - 
long history ([lo, 111, and references therein). During the last decades, several 
extensions and modifications were proposed along with related combinatorial, 
probabilistic and statistical applications [1, 4, 5, 111. 
1. Introduction 
In the present paper, non-central Stirling numbers of the first and second kind 
are introduced by a natural extension of the definition of the respective Stirling 
numbers, namely, the expression of the factorial (x), in terms of powers of x: and 
vice-versa. This definition leads to an alternative definition in terms of exponen- 
tial generating functions (egf), which allows for further extensions to generalized 
non-central Stirling numbers (Sections 1.3 and 2.4). Recurrences and representa- 
tions for non-central and generalized non-central Stirling numbers are provided. 
Moreover, it is shown how non-central Stirling numbers can be used for the 
solution of convolution problems which involve negative binomial, logarithmic 
series and Poisson distributions (Sections 1.4 and 2.5). A combinaisrial interpre- 
tation of the non-central Stirling numbers of the second kind is also given (cf. [l]). 
It should be noted that the non-central Stirling numbers can also be defined by a 
proper extension of the well-known combinatorial interpretation of the usual 
Stirling numbers (Sections 1.2 and 2.2) However, it should also be emphasized 
that, in spite of some similarity of the present results with those of Carlitz [2, 31, 
the two approaches and corresponding motivations are different. In particular, the 
present treatment in terms of egf’s allows a straightforward generalization pre- 
sented in Sections 1.3 and 2.3. 
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Another point of terminology is that the numbers R,(n, k, A) in [2] involve the 
so called signless Stirling numbers of the first kind rather that the usual ones, as 
stated there. 
1. Non-central Stirling embers of 
1.1. Definition, recu~74?ncaz relations 
the first khd 
Let a, t be real numbers and n a non-negative integer. The expansion of the 
factorial (09, in a Taylor series gives 
(0, = kgo& [-$(I)“] w-dk* . t=a 
If we denote the terms in brackets by S&I, k), i.e., 
s,(& k’=,l dtk l d  (t) ” * . [ 1 ;=a 
the preceding equation may be written as 
(t),+ = f s,(n, k)(t- a)k. 
k=O 
(1-l) 
The numbers s&r, k) will be called non-central Stirling numbers of the first 
kind with parameter a. 
Using nov+ the identity 
(1) n+l = (t9,O - n9 = WJt - a)+ (a - n)(t), 
we easily obtain the following difference quation 
s,(n+L k)=s,(n, k-l)+(a-n)s,(n, k). (1 2) . 
The general solution of this equation is unknown; but starting from the initial 
conditions 
s,(O, 09 = 1, s&b 0) = (a),, sJ0, k $ = 0, 4 k#O (1 l 3) 
we may compute every number s,(n, k). 
Rem&s. (1 j It is obvious that the following relations hold: S&I, k) = 0 if k > n, 
s,(n, n) = 1 for every non-negative integer n, sJa + 1, k) = s,(a, k - l), for every 
pair of non negative integers a, k. 
(2) From the difference quation (1.2) and the initral conditions (1.3), it follows 
that 
4i) If a is an integer, then the numbers sJn, k) will be integers. 
(‘i) if a 3 x, ihen s,(n, k)> 0 (no matter whether a is an integer or not). 
(3) Putting f = u + 1 into equation (1.1) we get 
c s,(n, W=(~+l),* 
k=O 
This can serve as a check of the correctness of a table of non-central Stirling 
numbers of the first kind. For a second check we put t = a - 1 into equation (1.1) 
and obtain 
;. (-l)ks,(n, k) = (a - l),. 
(4) It is ibvious that for u = 0 we obtain the usual Stirling numbers of the first 
kind i.e. so(rt, k) = s(lt, k). 
1.2. ExpZicit expressions for the numbers s,(n, k) and relations with Stirling numbers 
of the first kind 
Since the general solution of the partial difference equation (1.2) cannot be 
found, we make use of the exponential generating function (egf) of the numbers 
s,( n, k) in order to find an explicit expression for them and their relation to 
Stirling numbers of the first kind. 
Thus, if we define 
fk(u)= 2 s,(n, k)$ 
n=k . 
we may prove, using the recurrence (1.2), that 
Solving this diff erence-diff erzntial equation, we obtain 
fk(W)=(f+u~a~! 1 [log(l + W)lk. u-3 
From the well known expansion of log(1 + u) in a power series and Cauchy’s rule 
of multiplication of infinite series we get 
where the third summation is extended over all ordered k-tuples of integers 
(11, I& l l l 9 lk) satisfying the conditions 4 > 1, i = 1,2, . . . , k and II + 12 + l l l + & = 1. 
A comparison between (1.4) and (1.6) gives the following explicit form for the 
non-central Stirling numbers of the first kind 
sa(n’k) ifck =“! 2 (-l)-(nu I> c z z ’ - l 2...lk (1.7) 
where the second sum is formed as above. 
76 A4 Koumas 
In order to find a relation between s,( n, k) and the ordinary Stirling numbers of 
the first kind s( n, k) we notice that the egf gk( u) of s(n, k) is (from (1.5) for a = 0) 
e(u)=&log(l+ U)lk. . 
Hence 
i-k(u) = (I+ u)“&(u), 
or, equivalently, 
Computing the second part of the equation and equating the coefficients of u”/n! 
on both sides, we get 
s,(ny k)=O if k > n9 
s&z, k)=n~k(l)oJ&-L 0 
I=0 
= if k G n. 
(1.8) 
In a similar way we can express the Stirling numbers of the first kind in terms of 
the non-central Stirling numbers s,(n, k). Indeed, from the equality 
t1 + U)-efk(U) = gk(U), 
we can easily obtain 
s(n, k)=O if k > n, 
s(n, k)=n~k(~)(-a),sa(n-l, k) 
I =o 
= 
~-a),,-,s,U, k) if k G n. 
(l-9) 
Rlmarks. In [2] L. Carlitz studies the weighted Stirling numbers of the first kind 
$(n, k, a) which are defined by making use of certain combinatorial properties of 
the signless Stirling numbers of the first kind S,(n, k). He also defines the 
numbers 
&(n. k a) = $(n, k + 1, a)+ S,(n, k) 
which, by observing their recurrence relations, are seen to be equal to the numbers 
( .__ 1 y-k s_,(n, k). Although some of the results of Section 1.2 for s,(n, k) can be 
easrly &:ained by using the analogolts results for R,(n, k, a) in [2] we preferred 
to Give here a direct proof in order to show the use of the egf which will be the 
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s,(n, k) and studying the resulting new numbers, the 
Stirling numbers of the first kind. 
main tool in exterlding 
generalized non-central 
1.3. Generalized non-cerizral #Ming numbers of the first kind ’ x , _ .’ ._ 
Following [S] we define the generalized non-central S&&g &&bFrs of the &st 
kind with parameters Q and r (a real and t a positive integer) by their egf as 
Lollows: 
f&(U)= E s&l, k, f)~=(l+U)‘~[log(l+u)- %(4)&j&. 
n=rk . . j=l J 
Expanding (1 + u)a and log(1 + u) in power series and applying Cauchy’s formula 
for the multiplication of series, we get the following explicit form for s,(n, k, r): 
s,(n’ k’ ‘) k! ,_,k n- 1 
=“f( a)zll1 
1 2. l .lk 
where the second summation extends over all ordered k-tuples of integm 
(1 1,. . . , &) with fi 2 t i = 1, 2,. . . , k and ~~zI Ii = 1. 
Since the egf of the generalized Stirling numbers of the first kind is (see [S]) 
gk,,(u)=$ 
[ 
uj k 
log(l+u)-rf (-I)‘-‘7 
I 
, 
. j=O 
we conclude that . 
fk,r(d = (1 + ~hk,rb) 
. 
or, equivalently, 
n 
fi sob k, ~,~=(~o(;)u~)(~ks,z, k, I)$)* 
= rk 
Therefore . 
s,(n, k, r)=O if kt>n, 
s,(n, k, r) = 2 (I>(a),,_& k, r) if krs re. 
l=kr 
In a similar way we may prove that 
s(n, k, t)=O if kr> n, 
s(n, k, rj = f (l)(-a),,_,qJ, k, I) if kr< n. 
I-kr 
From the definition of the numbers ,( it, k, r), we conclude that they satisfy the 
following initial conditions 
s,(n, 0, r) = (4, for every non-negative integer n, 
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and 
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SJO, k, I)=0 if k>O, 
&JO, k, r) = 1 if k = 0. 
The next theorem 
in conjunction with 
purposes. 
gives recurrence relations for the numbers s&t, k, r) which, 
the above initial conditions, may be used for tabulation 
Thewem 1.3. The generalized non -central Stirling numbers of the first kind satisfy 
the fcillowing recurrence relations 
s,(n+l, k. r)+(n-a)s,(n, k, t)=(n),_,s,(n-r+l, k-l, r), (1.10) 
s,h k r+l)= f (-l)d$+ba(n-r& k-l, t), 
1-o . 
s,(n, k, r)= f (-1)“-I bL, x s,(n - rl, k - 2, r + 1). 
J-0 . 
(1.12) 
(1.11) 
Proof. From the equality 
f&=(l+u)~~[lop(l+u)-r~ (-l)“‘c]*, 
. j = 1 J 
we get, by differentiation with respect o u, the difference-differential equation 
0 + u) $fk..C4 = afk.~(u)C(-l)‘-‘ur-‘f,_,,,(u). 
Expanding fker(u), fk_J u) in power series and equating the corresponding 
coeffjcients on each side, we easily obtain (1 JO). 
For (1 .l 1) we write fksr+ 1( u) in the form 
f~,~+,(u)=(l+u)‘~[(log(l+u)-f~~ (-l)‘-+)+(-l)~~]k 
. j=F I 
a.ld expand by the aid of the binomial formulsl. Thus we obtain 
fk.r+b) = & 9’ fk-,.rb)r 
. 
from which it is easy to verify (1 .l 1). Similar’ly WC can prove (i .12). 
1.4. Applications 
(1) Let t be a randon variable with finite moments. Then the relation 
(t), = r s,(n, k)(t-- a)k 
k=O 
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suggests that the factorial, moments 7t, of t can be expressed in terms of, the 
moments about an arbitrary point, Mk,a = E[(t - a)k], by the equation 
Taking a = p, the mean value of t, we obtain an expression of n,, in terms of the 
’ central moments pk and the non=~central Stirling numbers s&z, k), 
As an illustration, consider t a normally distributed random variable with mean p 
and variance a*. Then it is known that 
I 
0 if k is an odd positive integer, 
Pk= 1 if k =O, 
1*3* l l (2r- l)a2’ if k = 2t, t positive integer. 
Hence 
c 23 
7rn = E s,h 2k)c12,, 
k-0 - 
or, equivalently, 
wn = (IA + ‘f’ s,(n, 2k) (fi (26 1)) cZk. 
k=l I=1 
(2) The numbers s,(n, k) appear in the distribution of the sum W = X + Y where 
X is the sum of k independent random variables following the logarithmic 
distribution and Y a negative binomial variable. Similar results hold for the 
numbers s,(n, k, r) when X is left-truncated at r. Specifically, we have: 
Theorem 1.4.1. Let Xl, x2,. . . , Xk be a random sample from the logarithmic 
distribution with parameter 8, that is 
P[Xi = K-J= l 8X x=1 2 
-log(l - 0) x 9 
, . . .(0<64). 
If Y is independent of X = X1 + l l l + xk and follows the negative binomial distribu- 
tion with parameters s and 6, 
W’( -,“) 
P[Y=x]= (l_8)_” 9”, x=0, 1, 2 ,..., 
then the probability distribution of W =: X+ Y is given by 
k! 8” prw =n1 = (1 - f))-“(-log(l - 0))” ; ( 1) - n-ks_s(n, k), n= k, k+I ,.... 
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Proof. From the 
easily concluded 
hf. Kowms 
explicit expression of the Stirling numbers of the first kind it is 
that 
. 
(-l)“-kk!s(& k) 8” 
P[X=X]= (_log(l_8))k ~9 X=k k+l,.... 
The truth of the theorem is now an immediate consequence of (1.8) and the 
independence of X and Y. 
Since the sum of k independent ;?egative binomial variables with parameters  
and 6 is a negative binomial variable with parameters ks and 9, we have 
Theorem 1.4.2. Let X1, . . . , X, be u random sample from the logarithmic distri’bu- 
tion with puvumeter 8 and Y,, . . . &’ a rundom sumple from the negutive binomiul 
distribution with parameters and 0. If X = X, + l l l + ?fk is independent of Y = 
Y,+** l + Y ke, then the probability distribution of W = X + Y is 
P[W= n]= k! ” (-l)n-ks_kP,(n, k), 
(1 - O)-k’s(-log(l - O))k n! 
n=k,k+l,... 
For general truncation at T we have the next two theorems. 
Theorem 1.4.3. Let Xi, X2,. . . , Xk be a rundom sample from the left-truncated 
logarithmic distribution at r with purumeter 8, thut id, 
1 8” 
P[Xi=X]=~~* X=f, r+l,..., 
*\ 9 
c = c(8, r) = -log(l - 0) - ‘f ” . 
.X= 1 x 
Let Y be a negative binomiul vuriuble with purumeters s and 8, which is indepen- 
dentofX=X,+* l l + &. Then the probability distribution of W = X+ Y is given by 
P[W=n]= 
k! !? (-l)n-k 
(1 - 6)-k” n! 
S&L k, r), n=rk, rk+l,. . . . 
Proof. We verify that 
k! 
P[X= t]=-p (-l)‘-ks_,(t, k, ?), t = rk, rk + 1, . . . 
and then proceed as in Theorem 1.4.1. 
Theorem 1.4.4. Let X,, . . . , Xk be u rundom sumpie from the left-tnmcuted 
logcrithmic distribution at r with purumeter 6 and Y,, . . . ) Yk’ u random sample 
frogjl a negative binomial distribution with parameters s a: i 8. If IX = X, + l l l -t Xk 
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is independent of Y= Y,+- + Ykp, then the distribution of W = X+ Y is 
k! 8” 
PIW=n]=(l_B)_L”ck;;i(-l)n-ks-k?~(~ k, f), n=fk, fk+l,. . , . 
2. The wmcmtml n~bersofltresecondldnd 
2.1. Definition, recurrence relations 
Let a, t be real numbers and n a non-negative integer. The expansion of (t - a)” 
in a series of factorials is, by Newton’s formula (see [8]) 
(t-a)n = k~~~[d’(t-a)“],=~(t)ko 
. 
We will call’ the numbers in brackets non-central Stirling numbers of the second 
kind with parameter a, and denote them by Sa( n, k), i.e., 
S,(n, w =$[A’(t-a)“],,,. 
. 
Hence 
(t-a)” = $ S,(n, k)(t)k. 
k-0 
(2.2) 
From (2.1) and (2.2) we conclude immediately that the Sa( n, k) satisfy the 
relations 
and 
S,(O, 0) = 1, S,Jn, 0) = (-a)“, S,(O, k) == 0, n, k#O (2.3) . 
S&-+1, k)=S,(n, k-l)+(k-a)S,(n, k) (2.4) 
which can be used for tabulation purposes. 
Remarks. (1) It is obvious that the following relations are true 
S,(n, k)=O if k>n, Sh, n) = 1, S=(n + 1, a) = S,(n, a - 1) 
for every pair of non-negative integers a, n. 
(2) From recurrence relation (2.4) and the initial conditions (2.3) it follows that , 
if a is an integer, then the numbers S,(n, k) will also be integers. 
(3) Since [Ak(t-g)n]t=O-[Aktn],__,, we have 
S-An, U = $ [A ktn]t,a. ’ . 
Hence the numbers S_,( n, k) coincide with the numbers Ank(a) as defined by 
Riordan [12, p. 2031. 
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(la) For Q = 0 we obtain the usual Stirling numbers of the second kind, i.e., 
s&4 kl = Sh k). 
2.2. Explicit expressions for the numben Sa(n, k) and relations with Stirling 
numbers of the seconcd kind 
By recurrence relation (2.4), we may prove that the egf 
MU)= f SC&% k$ 
n=k . 
of the numbers S* (a, k) satisfies :he difference-differential equation 
from which we may obtain 
hk(u) = e-au k! _L (e” - l)k. 
It is easy now to prove that the non-central Stirling numbers of the second kind 
have the following explicit form 
where the second summation extends over all ordered k-tuples of integers 
(L . . ..I.)satisfyingtheconditionsIis1,i=1,2,...,kandI,+/2+~.g+i~=1. 
The relation between the non-central and ordinary Stirling numbers of the 
second kind follows from the simple observation that the exponential generating 
function h,(w) may be written 
h,(U) = e-““qk(u) 
where qk(r.4) isthe egf of the Stirling numbers of the second kind S(n, k). Hence 
and equating the coefficients of u”/n! 09 boih sides, we obtain 
S,(n, k)=O if k > n, 
Sa(n, k)=“rk(?)(-o)‘S(n-I, k) 
I=0 
e n 
=4L 
0 
I (-a)“-%(I, k) if k s n. 
l==k 
(2 5) . 
Similarly the relation 
gives 
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S(n, k)=0 if k>% 
Remarks. (1) From the definition of S&z, k) and the symbolical formula 
where E = A + 1 is the displacement operator, we can easily derive 
(2.6) 
(2) The combinatorial interpretation of the Stirling numbers of the second kind 
S(n, k) led Carlitz [2] to the definition of the weighted Stirling numbers of the 
second kind &, k, a). The related numbers 
4x9 
R(n, k, a)= @I, k + 1, a)+S(n, k) 
can be easily seen to coincide with the numbers S_,(n, k), e.g., by comparing 
their recurrences. Although some of the results of Section 2.2 are mentioned in 
[2] we again preferred to keep our origin&l proof which uses the egf. 
2.3. Bounds for S&I, k) 
Sobel, Uppuluri and Frankowski [13] showed that the Stirling numbers of the 
second kind satisfy the inequality 
(k:+~)n-l-kn<S(n, k+l)<(k+l)n-l 
k! - 
- 
k! l 
This inequality leads to lower and upper bounds for the non-central Stirling 
numbers of the second kind S,(n, k) with a < 0. Indeed, we have 
. 
where p = kJ(k - a) and I&, y) is the inconiplete Beta function, that is 
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Finally, since 
hf. Kourrcrs 
we may write the following double inequality 
(k-a)” 
kr ZJk-1, n-k+2)- 
(k- a - 1)” 
. (k-l)! 
Zz(k-1, n-k+2) 
(k - aJn 
sS,(n, k)s-- kr Z&k--l, n-k+2) 
. 
where p and y* are defined as previously. 
Of course the interval defined by the preceding bounds is large, i.e. the 
approximation of S,( n, k) by his upper or lower bound is not sharp. This is a 
direct consequence of the fact that the 4i-U-F bounds for S(n, k) give an interval 
with length k”/n!, which is considerably big for large values of n and k (with 
n > k). 
2.4. Generalized non-central Stirling numbers 01 ‘1 the second kind 
Working in an entirely similar way as in 1.3 
non-central Stirling numbers of the second kind 
by their egf as follows: 
we may define the generalized 
SJ n, k, r) (r a positive integer) 
h&,,(u)= 2 $(n, k, r)$=e-a$(e”- 
n-r& . . 
An explicit expression for S,( n, k, r) is easily found to be 
S,(n, k, r)=- c - n! n (-a)n-‘C 1 k! I_o (n - I)! I,!&! 4,j . 
where the second sum is extended over all ordered k-tuples of integers (I,, . . . , l&) 
with I,ar, i=l, 2, . . . . n and 2]:=, Zi=Z. . 
Finally the fact that the egf of the generalized Stirling numbers of the second 
kind S(n, k, r) (see [5]) is 
implies 
hk.r(U) = e- 41qk,rh) and q.,&d = f?*hk.r(de 
Therefore the following relation bep,veen ordicary and non-central Stirling num- 
bers of the second kind is easily verified. 
S&r, k, r)=O if kr>n, 
S,h k, r) = c (I)(-a)“-%(I, k, r) if krs n, 
1=&r 
(2.7) 
and 
S(n, k, t) = 0 if kr>n, 
Sh k* +&.(;)a “-‘S,J I, k, r) if kr s n. 
Thr initial conditions for S&E, k, t) are 
S,(n, 0, +(-a)” for ~220, 
S,(O, k, r)=O .if k>O, 
&JO, k, t) = 1 if k = 0. 
Recurrence relations for SJn, k, r) are given in the following 
Theorem 2.4. The generalized non-central Stirling numbers of the second kind 
S,(n, k, I) satisfy the recurrences: 
S,(n + 1, k, r)+ (a - k)S,(n, k, t) = S,(n-r+l, k-l, I), 
S&t, k, r+l)= i (-l)‘$$$.Jn-rI, k-l, I), 
I=0 . 
cw 
(2 3 
S,Sn, k r) = ,co$! &.,(n-rl, k-l, r+l). 
. 
(2.10) 
Proof. The proof of (2.8) is based on the difference-differential equation satisfied 
by the exponential generating function hk,J u) of So (n, k, r), namely, 
The proof of (2.9) and (2.10) is analogous to that for (1 .I 1) and (1.12). 
2.5. Applications 
d 
dw fk,rb) = (k - U)fk.r(lo + fk-*p(U) & l r- . 
1. Let f be a random variable. Applying the mean value operator in equation 
(2.2), we get 
ML = c S,hk)~k, 
k=O 
and for a = p 
where Mn,.13 pfiY nk are as in 1.4. 
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If f follows a Bernoulli distribution with parameters N and p, we have 
and using recurrence (2.4) we may obtain the following recurrence relation for the 
central moments p, of the Bernoulli, 
dP” 
A+* = WW”-l+W- 
dP ’ 
4=1--p. 
In the same way we may obtain recurrence relations for the moments about the 
mean of Poisson and Hypergeometric distributions. Such recurrences have been 
given by Craig 161, who proves the relations by direct differiantation of pn, and 
Riordan [IO], who uses moment arrays. 
2. From formula (2.5) for Q = - 1: we obtain 
S_,(n, k) = i: (I) S(k k) 
1-k 
and since S_ ,(n, k) = S(n + 1, k + 1) (as easily verified) the following formula 
results, 
S(n+l, k+l)= 2 (;)scl, k). 
I=k 
Thus we are led to the conclusion that 
f,.k(x)=(,n)s(nS+(:kk)+lr, x=k, k-i-1 ,..., n 
9 
Jefines a family of discrete distributions with parameters n and k (n z k). For 
k . - 1 the distribution becomes 
fraal(‘)= (t) ~(~(~~‘)2)=& (j($)‘(l-$)““x, X = 1, 2, , . , , n. 
3 2 
Hence fn,,(x), x = 1, 2, . . . , n is the zero-truncated binomial distribution with 
parameters n and 3. 
3. The numbers Sa( n, k) appear in the distribution of the sum W = X + Y where 
X is the sum of k independent random variables followin? the truncated Poisson 
distribution away from zero and Y is a Poisson random variable. Similar results 
hold for the numbers SJn, k, r) when the truncation iq tr: &he left of r. Specifically, 
we have 
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Theorem 2s.l. Let x l,. . . , Xk be a rundom sanrpEk fiorn the zeW4luticated 
P[x~=*]=&+ x=1,2,.... 
If Y is another rtpdom voriabli which is independent of X=X3+* l l +Xk und 
follows the (non-truncated) Poisson distribution with parameter m, then the pioba- 
bility distribution of W = X+ Y is given by 
p[w= n]= k! I” S-&n, k) 
em(et - l)k n! 
l = 1 e (-W’(~)(b+m)“, n=k, k+1,.... e,(e’ - l)k n! SsO 
Proof. From the explicit form of the Stirling numbers of the second kind it is 
easily concluded that 
p[x = t] = te’ I’1)L ; s(t, k). 
. 
The first equality is now an immediate consequence of relation (2.5) and the 
independence of X and Y. 
For the second equality we use formula (2.6). 
Since the sum of k’ independent variables following a Poisson distribution with 
parameter M, is Poisson with parameter k’m the truth of the next theorem is 
evident. 
Theorem 2.5.2. Let XI, X2, . . . , Xk be Q random sample from the zero-truncated 
posson distribution with parameter 1 and YI, Yz, . . . , Yk’ Q random sample from a 
Poisson distribution with parameter m. If X = X1 +. l l + Xk is independent of 
Y=Y,+*** + Yke, then the probability dMribution of W = X+ Y is 
P[W= nf= 
k! I” 
emk’(ef _ I)& n! s-kWl(% k) 
1 = -1 t (-i)kBs(f) (Zs+mk’)“., 
emk’(e’ - l)k n! r=O 
rc= k, k+l,. . . . 
For truncation away from zero we have the next two theorems. 
Theorem 2.5.3. Let X1, X,, . . . , & be a random sample from the left-tmncated 
Poisson distribution at I with parameter Z, that is, 
I” 
P[Xi=X]=C(l, r)e-‘3, X=r, r+l,..., 
. 
c = c(& I)‘= (1 -e--’ y y. 
x=0 ’ 
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Let Y be a Poisson uariable with parameter m, which is independent of X= 
x,+- l l + X,. Then the probability distribution of W = X+ Y is given by 
P[ti= n]= 
k!(ce-‘)k 1” 
--&,,,(n, k, r), 
em . 
n = rk, rk+ 1,. . . . 
Proof. We verify that 
p[X = t] = eke-k’k! I’ . - tr W k 4 
. 
and then proceed as in Theorem 2.5.1. 
Theorem 2.5.4. Let X1, X2,. . . , xk be a random sample from the left-truncated 
Poisson distribution at r with parameter 1 (as in Theorem 2.5.3) and Yl, 
Yz, . . . , Yk’ a random sample from a iPoisson distribution with parameter m. If 
x=x,+* l l + xk is independent of Y = Y, + l l l + Yk’, then the distribution of 
W=X+Yis 
P[W= n]= k!fk:i’)k f S_,,&‘,,(n, k, I), n=rk, rk+l,.... 
. 
4” It is known that the number of ways of distributing 1 distinct objects in k like 
cells with cell containing at least 1 (respectively r) objects is equal to S(I, k) 
(respectively S(I, k, r)). This observation in conjunction with relations (2S) and 
(2.7) implies the following combinatorial interpretation of the non-central Stirling 
and generalized Stirling numbers of the second kind. 
Proposition 2.5.5. The number of ways of distributing n distinct objects in 
identical boxes and a distinguishable cells so that none of the k boxes is empty, 
given by the number S_,( n, k). 
Proposition 2.5.6. The number of ways of distributing n distinct objects in 
identical boxes and a distinguishable cells so that each of the k boxes contains 
least r objects, is equal to S_,( n, k, r). 
3. Math relations for non-central Stiding numbers 
3.1. The matrices s, and S, 
Jf we insert (t), from formula (1.1) into formala (2.2) or vice versa we obtain 
(t-a)” = r S,(n, k)(t), ’ . 
k 
is 
k 
at 
= f S,h k)( f s,(k, l)(t - a)‘) 
k=O I=0 
= f: ( 2 s&, k)S,(k, I)) (t-a)‘. 
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Hence 
(2.11) 
where a,,, is Rronecker’s delta, i.e. &,, = 1, &I = 0, I # II. 
We define now S4 to be the infinite matrix (S,(n, k)), that is, the matrix with 
S&a, k) the entry in row n and column k, n=O,l,2 ,..., k=O, 1,2 ,... and s, 
the similar matrix for s,(k, I). Then equation (2.1 I) is equivalent o the matrix 
equation 
with I the unit infinite matrix. Thus s, = S;’ is the inverse of S, and vice versa. 
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