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Abstract—Over the past few years, neural networks have re-
emerged as powerful machine-learning models, yielding state-of-
the-art results in fields such as image recognition and speech
processing. More recently, neural network models started to be
applied also to textual natural language signals, again with very
promising results. This paper show a series of experiments with
Convolutional Neural Networks for sentence-level classification
tasks with different hyperparameter settings and how sensitive
model performance is to changes in these configurations.
Index Terms—Natural language processing, Sentiment analy-
sis, Deep neural network.
I. INTRODUC¸A˜O
Ana´lise de Sentimentos (AS) e´ o campo de estudo que
analisa as opinio˜es das pessoas, sentimentos, avaliac¸o˜es, ati-
tudes, e emoc¸o˜es com respeito as entidades e seus atributos
expressos em texto escrito [1]. Com o ra´pido crescimento das
redes sociais, muitas pessoas teˆm compartilhado suas viso˜es e
opinio˜es na Internet, atrave´s de reviews, fo´runs de discusso˜es,
blogs, notı´cias e comenta´rios diversos.
A oportunidade de capturar a opinia˜o de um pu´blico geral
tem levantado o crescente interesse da comunidade cientı´fica
(por causa dos excitantes desafios abertos) e da comunidade de
nego´cios (por causa dos nota´veis benefı´cios para o marketing
e as previso˜es do mercado financeiro). Hoje, pesquisadores
tem suas aplicac¸o˜es nos mais diferentes cena´rios. Ha´ um bom
nu´mero de companhias, de grande e pequena escala, que focam
na ana´lise de opinio˜es e sentimentos como parte das suas
misso˜es [2]. Assim sendo, esse fascinante problema tem ficado
cada vez mais importante na sociedade e nos nego´cios.
Recentemente, as Redes Neurais Convolucionais (do ingleˆs
Convolutional Neural Network - CNN) obtiveram impres-
sionantes resultados na importante tarefa de classificac¸a˜o
de sentenc¸as [3]–[8]. No entanto, o espac¸o de possı´veis
configurac¸o˜es para esse modelo e´ vasto, o treinamento do
mesmo e´ relativamente lento e ajustar esses paraˆmetros
e´ bastante custoso, especialmente porque a estimac¸a˜o dos
paraˆmetros e´ computacionalmente intensivo, mesmo usando
GPUs1.
1Graphics Processing Unit, e´ o nome dado a um tipo de microprocessador
especializado em processar gra´ficos.
Por isso, neste trabalho reportamos resultados de um grande
nu´mero de experimentos explorando diferentes configurac¸o˜es
de um modelo CNN com arquitetura fixa para classificac¸a˜o
de sentimentos em nı´vel de sentenc¸a. Nossos objetivos sa˜o
identificar empiricamente as configurac¸o˜es que os profissionais
normalmente gastam esforc¸os e prover modelos com variac¸o˜es
dos paraˆmetros.
Assim sendo, foram feitos experimentos sobre CNNs de
apenas uma camada para exclusa˜o de modelos mais complexos
e devido a` sua simplicidade comparativa e forte desempe-
nho empı´rico, em um conjunto de dados reais coletados do
Mercado Livre2, reportando acura´cia, precisa˜o, cobertura e
medida-F, que sa˜o me´tricas que comparam os resultados ob-
tidos contra os resultados esperados determinados pelo ro´tulo
das classes, para explorar os efeitos dos componentes na
performasse do modelo.
O restante desse artigo e´ organizado do seguinte modo.
Sec¸a˜o II revisa os trabalhos relacionados. Na Sec¸a˜o III,
nos apresentamos o modelo da CNN. Sec¸a˜o IV discute os
experimentos e os estudos comparativos. Finalmente, na Sec¸a˜o
V, nos mostramos as concluso˜es e os trabalhos futuros.
II. TRABALHOS RELACIONADOS
As abordagens dominantes na ana´lise de sentimento sa˜o
impulsionadas por me´todos de aprendizagem de ma´quina
[9], [10]. A abordagem mais comum consistem no modelo
Bag of Words (BOW), onde cada documento e´ transformado
em um vetor de caracterı´sticas que e´ enta˜o alimentado para
um algoritmo de classificac¸a˜o. Outros tipos de te´cnicas sa˜o
usualmente usadas, tal como Part of Speech (POS) tagging,
que e´ um modelo elementar de ana´lise sinta´tica [11]. A
abordagem estatı´stica para a representac¸a˜o de documentos,
conhecida como TF-IDF, onde as palavras sa˜o ponderadas
dependendo das suas frequeˆncias no Co´rpus tambe´m faz parte
da literatura [12].
Ale´m disso, muitos conceitos da ana´lise de sentimentos
envolvem o uso de um le´xico de sentimentos como fonte
de informac¸o˜es subjetivas [13]. Pore´m, abordagens baseadas
em le´xicos tem muitas desvantagens: a necessidade de dados
etiquetados que sejam confia´veis e consistentes, as expresso˜es
2http://mercadolivre.com.br/000-0-0000-0000-0/00/$00.00 c©2017 IEEE
linguı´sticas que sa˜o dependentes do domı´nio e o fato que
o le´xico na˜o pode ser traduzido automaticamente para uso
multilı´ngue [14]. Tambe´m, extrair caracterı´sticas na˜o-simples
de texto e descobrir quais deles sa˜o relevantes e´ um questa˜o
fundamental nas te´cnicas que conduzem o aprendizado de
ma´quina [15].
A abordagem de [16] utilizou a estrutura sinta´tica das
sentenc¸as usando POS tagging para identificar as carac-
terı´sticas e seus respectivos qualificadores. O autor considerou
os verbos como palavras opinativas, ale´m dos adjetivos e
adve´rbios e utilizou padro˜es linguı´sticos pre´-definidos por [17]
e algumas extenso˜es para satisfazer o domı´nio de produtos
nos quais ele trabalhou. Tambe´m fez o uso do le´xico de
sentimentos Sentilex-PT como me´todo para infereˆncia da
orientac¸a˜o semaˆntica das expresso˜es.
Alternativamente, te´cnicas de aprendizado profundo tem
mostrado desempenho promissor em muitas tarefas do Pro-
cessamento de Linguagem Natural (PLN), incluindo ana´lise de
sentimentos [18]. Um uso comum de aprendizado profundo e´
aprender caracterı´sticas complexas dos dados com o mı´nimo
de contribuic¸o˜es atrave´s de redes neurais profundas [19]. As
representac¸o˜es continuas de palavras como vetores, tambe´m
conhecidas como Word Embeddings (WE) tem sido usadas
para ana´lise de sentimentos [20].
[3] desenvolveu uma simples CNN para classificac¸a˜o de
sentenc¸as em sete benchmarks. O autor usou como entrada um
vetor de palavras pre´-treinadas com 100 bilho˜es de palavras
do Google News3 para CNN. O vetor tinha 300 dimenso˜es
cada e estava treinado com a arquitetura Continuous Bag of
Words (CBOW) [21]. Para todos os conjuntos de dados, o
autor usou os seguintes paraˆmetros: filter lenght com 3, 4,
5 com 100 nb filter cada, taxa de dropout de 0.5, restric¸a˜o
l2 de 3 e batch size de tamanho 50. Para essa configurac¸a˜o,
ele melhorou os estados da arte em quatro benchmarks.
[22] propo˜e uma variante semi-supervisionada da CNN que
primeiro aprende embeddings de pequenas regio˜es do texto a
partir de dados na˜o-rotulados, e enta˜o integra-os em uma CNN
supervisionada. Enfatizando que, se os dados de treinamento
forem abundantes, a aprendizagem de uma embedding do zero
pode ser, de fato, melhor.
Na ana´lise de sentimentos, diferentes nı´veis de granu-
laridade de analise foram propostos, cada um tendo suas
pro´prias vantagens e desvantagens [23]. Opinio˜es e sentimen-
tos expressos em reviso˜es de textos geralmente podem ser
analisados em nı´vel de documento, sentenc¸a ou aspecto. Uma
das principais direc¸o˜es da a´rea e´ a ana´lise de sentimento em
nı´vel de sentenc¸a. Grande parte das pesquisas existentes sobre
este to´pico focou-se na identificac¸a˜o da polaridade de uma
frase (por exemplo, positiva, negativa, neutra) com base nas
“pistas”extraı´das do seu conteu´do textual [17], [24], [25].
III. MODELO PROPOSTO
Neste trabalho nos desenvolvemos uma CNN semelhante ao
modelo primeiramente proposto por [3] representado na Figura
1.
3https://news.google.com/
Figura 1. Modelo CNN para classificac¸a˜o de sentenc¸as [26]
A camada de embedding recebe uma sentenc¸a tokenizada
que nos convertemos em uma matriz de sentenc¸as M . Antes
do treinamento, sa˜o geradas WE para cada palavra em um
glossa´rio de todas as entradas da sentenc¸a, a quantidade de pa-
lavras selecionadas para o glossa´rio e´ definida pelo paraˆmetro
max features. As WE das palavras que correspondem a
sentenc¸a atual sa˜o montadas em M , onde as linhas sa˜o
representac¸o˜es vetoriais das palavras de cada token.
Nos denotamos a dimensionalidade do vetor da palavra por
d. Se o comprimento de uma dada sentenc¸a e´ s, enta˜o a di-
mensionalidade da matriz da sentenc¸a e´ s×d. O comprimento
ma´ximo das sentenc¸as que a rede manipula e´ definido como
um paraˆmetro, que chamamos por maxlen. As sentenc¸as mai-
ores que maxlen sa˜o truncadas e as menores sa˜o preenchidas
com vetores de zero.
WE sa˜o uma famı´lia de te´cnicas de PLN visando o mapea-
mento do significado semaˆntico em um espac¸o geome´trico.
Isso e´ feito associando um vetor nume´rico a cada palavra
em um diciona´rio, tal como a distaˆncia (por exemplo, L2
ou mais comumente cosseno) entre quaisquer dois vetores
podendo capturar parte das relac¸o˜es semaˆnticas entre as duas
palavras associadas. WE e´ calculada aplicando te´cnicas de
dimensionalidade reduzidas para conjuntos de dados de co-
ocorreˆncia estatı´sticas entre palavras em um Co´rpus de texto.
Isso pode ser feito via redes neurais ou matriz de fatorac¸a˜o.
Estes podem ser, por exemplo, saı´das de modelos treinados,
tal como word2vec [21] ou GloVe [27]. Em nosso trabalho
seguimos [22] e treinamos as WE do zero porque o nu´mero
de dimenso˜es que ela conte´m tambe´m e´ um dos paraˆmetros
avaliados neste trabalho, definido por we dims.
Na camada de convoluc¸a˜o nos tratamos a matriz da sentenc¸a
como uma “imagem”, e executamos convoluc¸o˜es sobre ela via
filtros lineares. As linhas representam as palavras, esta e´ a
raza˜o de usarmos filtros com largura igual a dimensionalidade
do vetor de palavras. Assim nos podemos simplesmente variar
a “altura”do filtro, definido por filter lenght, e executar
convoluc¸o˜es de uma dimensa˜o sobre a matriz usando mu´ltiplos
filtros com diferentes tamanhos de janela. A` medida que
os filtros se movem, por va´rias sequeˆncias, eles capturam
as caracterı´sticas sinta´ticas e semaˆnticas geradas no n-grama
filtrado.
Muitas sequencias de caracterı´sticas sa˜o combinadas em um
mapa de caracterı´sticas. Na camada de pooling, uma operac¸a˜o
de maxpooling e´ aplicada para capturar a caracterı´stica local
mais importante do mapa de caracterı´sticas [18]. Em seguida,
e´ aplicada dropout para controlar o overfitting do modelo.
As func¸o˜es de ativac¸a˜o sa˜o adicionadas para incorporar o
element-wise de na˜o-linearidade. As saı´das dos mu´ltiplos fil-
tros sa˜o concatenadas em uma camada de merge para um vetor
de caracterı´sticas univariada. Em seguida, a u´ltima camada
recebe esse vetor de caracterı´stica como entrada e classifica
a sentenc¸a sobre os ro´tulos de va´rias classes. Neste trabalho
assumimos a classificac¸a˜o bina´ria: positiva e negativa.
A. Co´rpus
O Co´rpus foi coletado do site Mercado Livre em um total
de 43318 comenta´rios sobre produtos de escolha arbitra´ria.
O conjunto de dados foi dividido em sentenc¸as, que foram
etiquetadas automaticamente atrave´s das tags Pro´s e Contras,
encontradas em sua descric¸a˜o textual, em positivos e negativos
respectivamente. Ao final, o Co´rpus gerado possui um total de
75098 sentenc¸as etiquetadas sendo 39204 positivas e 35894
negativas. A distribuic¸a˜o de frequeˆncia pelo comprimento da
sentenc¸a pode ser vista na Figura 2. Tambe´m calculamos a
dispersa˜o do Co´rpus pelo coeficiente de variac¸a˜o de Pearson,
encontrando o valor 1,21. Outros informac¸o˜es sobre o Co´rpus
que consideramos importantes sa˜o: 203 e´ o comprimento da
maior sentenc¸a; 36207 e´ a quantidade de tokens u´nicos.
Figura 2. Distribuic¸a˜o de frequeˆncia x comprimento das sentenc¸as
IV. RESULTADOS E DISCUSSO˜ES
Nesta sec¸a˜o nos apresentamos os resultados dos experi-
mentos conduzidos para avaliar o desempenho das diferentes
configurac¸o˜es de uma CNN para a tarefa de classificac¸a˜o de
sentenc¸as. Nestes experimentos exploramos os paraˆmetros:
maxlen, max feature, we dims, act func, filter len,
nb filter e batch size. Para a avaliac¸a˜o dos resultados das
variac¸o˜es dos paraˆmetros no desempenho do modelo calculou-
se a taxa de erro, bem como as medidas de acura´cia (A),














F = 2× P ×R
P +R
(4)
onde TP, TN, FP, e FN referem-se a verdadeiro positivo,
verdadeiro negativo, falso positivo, e falso negativo, respec-
tivamente.
Os experimentos foram conduzidos inicialmente com os
paraˆmetros atribuı´dos de forma empı´rica. Depois escolhemos
paraˆmetro por paraˆmetro e os testamos com diversos valores
que podem ser vistos nas tabelas abaixo. Depois selecionamos
o melhor valor da medida-F, por ser uma medica harmoˆnica
entre a precisa˜o e a revocac¸a˜o. Nos demais experimentos
mantemos os paraˆmetros ja testados como fixo e variamos os
demais ate montarmos uma rede na qual todos os paraˆmetros
ja´ foram testados, ao final teremos a rede com todos os
paraˆmetros que obtiveram os melhores resultados.
Na Tabela I podemos notar que a medida-F foi cres-
cendo conforme aumentamos o comprimento da sentenc¸a,
mas chegando nas sentenc¸as maiores que 50, onde na˜o sa˜o
ta˜o representativas, como pode ser observado na Figura 2,
a medida-F na˜o melhora com tanta expressividade. Uma
observac¸a˜o interessante e´ que o paraˆmetro maxlen obteve
melhor resultado quando foi definido com tamanho 200 que
e´ o valor que engloba aproximadamente o comprimento de
todas as sentenc¸as.
Tabela I
SENSIBILIDADE EM RELAC¸A˜O AO TAMANHO DA SENTENC¸A
maxlen Erro Acura´cia Precisa˜o Revocac¸a˜o Medida-F
10 0.42 82.56% 86.03% 79.62% 82.23%
20 0.38 84.51% 86.45% 83.29% 84.43%
40 0.35 86.07% 87.14% 85.43% 85.90%
60 0.36 85.88% 88.79% 83.64% 85.75%
80 0.36 86.09% 89.41% 83.32% 85.85%
100 0.36 86.04% 88.81% 83.70% 85.79%
200 0.36 86.04% 87.89% 84.82% 85.94%
300 0.36 85.49% 87.41% 84.66% 85.59%
A Tabela II mostra os resultados referentes ao paraˆmetro
max feature, que determina a quantidade dos tokens mais
frequentes que sera˜o usados na rede. Apesar do Co´rpus
conter 36207 tokens u´nicos, o melhor resultado foi encontrado
com apenas 20000 deles, significando que os outros na˜o sa˜o
importantes ou sa˜o ruı´dos (por exemplo, pontuac¸a˜o).
Tabela II
SENSIBILIDADE EM RELAC¸A˜O A QUANTIDADE DE CARACTERI´STICAS
max feature Erro Acura´cia Precisa˜o Revocac¸a˜o Medida-F
100 0.48 78.93% 79.45% 80.31% 79.36%
200 0.44 80.90% 81.98% 81.03% 81.09%
400 0.40 83.25% 84.38% 82.63% 83.07%
600 0.39 84.13% 85.91% 83.55% 84.31%
800 0.37 85.15% 87.55% 83.46% 85.03%
1000 0.37 84.99% 86.90% 83.63% 84.83%
2000 0.36 86.22% 88.03% 84.97% 86.09%
5000 0.35 86.04% 88.36% 84.54% 86.00%
10000 0.35 86.06% 88.13% 84.97% 86.14%
20000 0.35 86.83% 88.78% 85.73% 86.86%
40000 0.35 86.46% 88.87% 84.89% 86.48%
50000 0.34 86.39% 89.31% 84.08% 86.26%
Olhando para a Tabela III podemos notar que na˜o ocor-
rem variac¸o˜es significativas do desempenho ao aumentar a
dimensionalidade do vetor de representac¸a˜o da palavra. Isso
significa que um vetor com menos dimenso˜es ja´ consegue
representar o Co´rpus, ou seja, a quantidade de dados usados
para treinar a WE e´ insuficiente; No trabalho de [3] por
exemplo sa˜o usadas 100 bilho˜es de palavras para a formac¸a˜o
da WE utilizada. Infelizmente na˜o temos conhecimento de um
recurso semelhante para a lı´ngua portuguesa do Brasil.
Tabela III
SENSIBILIDADE EM RELAC¸A˜O A DIMENSIONALIDADE DA EMBEDDING
we dims Erro Acura´cia Precisa˜o Revocac¸a˜o Medida-F
50 0.33 86.87% 88.20% 86.34% 86.88%
100 0.33 86.62% 89.76% 83.80% 86.26%
150 0.31 87.30% 89.47% 85.16% 86.95%
200 0.33 86.72% 88.57% 85.85% 86.81%
250 0.33 86.64% 87.32% 87.15% 86.85%
300 0.32 87.08% 89.77% 84.87% 86.87%
400 0.32 86.96% 89.35% 85.04% 86.78%
500 0.33 86.73% 89.73% 84.38% 86.59%
600 0.32 86.87% 89.88% 84.60% 86.79%
Na Tabela IV observamos que a func¸a˜o de ativac¸a˜o
ReLU obteve melhores resultados nas me´tricas de acura´cia,
revocac¸a˜o e medida-F. Entretanto a func¸a˜o sigmoid obteve
melhor precisa˜o.
Tabela IV
SENSIBILIDADE EM RELAC¸A˜O A FUNC¸A˜O DE ATIVAC¸A˜O
act func Erro Acura´cia Precisa˜o Revocac¸a˜o Medida-F
relu 0.30 87.98% 87.59% 89.67% 88.27%
softmax 0.33 86.88% 89.60% 84.57% 86.62%
tanh 0.28 87.82% 88.53% 87.56% 87.73%
sigmoid 0.31 87.32% 90.70% 84.53% 87.15%
Na Tabela V, como era esperado, os filtros de tamanho 1 e 2
na˜o sa˜o capazes de encontrar relac¸o˜es semaˆnticas fortes entre
as palavras comparado com os filtros de tamanho maior ou
igual a 3. Com relac¸a˜o ao nu´mero de filtros, na˜o se constatou
variac¸a˜o significativa entre os valores analisados, conforme
Tabela VI.
Tabela V
SENSIBILIDADE EM RELAC¸A˜O AO COMPRIMENTO DO FILTRO
filter len Erro Acura´cia Precisa˜o Revocac¸a˜o Medida-F
1 0.34 85.60% 87.83% 84.35% 85.65%
2 0.33 86.00% 88.09% 84.49% 85.87%
3 0.32 86.98% 88.41% 85.92% 86.80%
4 0.33 86.64% 89.03% 85.11% 86.65%
5 0.32 86.86% 87.82% 86.88% 87.01%
6 0.32 87.16% 89.32% 85.45% 86.99%
7 0.32 87.09% 89.70% 84.88% 86.85%
Tabela VI
SENSIBILIDADE EM RELAC¸A˜O AO NU´MERO DE FILTROS
nb filter Erro Acura´cia Precisa˜o Revocac¸a˜o Medida-F
10 0.33 86.65% 86.53% 88.15% 86.97%
50 0.32 86.91% 89.72% 84.55% 86.69%
100 0.31 87.30% 89.07% 85.76% 87.06%
150 0.32 86.88% 89.60% 84.98% 86.84%
200 0.32 87.04% 88.03% 87.03% 87.17%
250 0.32 87.00% 89.85% 84.47% 86.72%
300 0.32 87.25% 89.77% 84.99% 86.99%
600 0.33 86.62% 88.82% 85.24% 86.62%
O nu´mero de instaˆncias que sa˜o avaliadas antes da
atualizac¸a˜o de peso na rede, definida por batch size, apre-
sentou resultados curiosos. Observando a Tabela VII, notamos
que ao aumentarmos os valores do tamanho de batch size
piores eram os resultados e maior o erro.
Tabela VII
SENSIBILIDADE EM RELAC¸A˜O AO TAMANHO DO LOTE
batch size Erro Acura´cia Precisa˜o Revocac¸a˜o Medida-F
10 0.33 86.78% 87.14% 87.59% 87.01%
20 0.34 86.47% 89.34% 83.99% 86.18%
30 0.33 86.92% 88.54% 85.59% 86.69%
40 0.34 86.39% 88.54% 85.12% 86.40%
50 0.34 86.82% 88.74% 85.66% 86.82%
60 0.35 86.79% 89.56% 84.36% 86.49%
80 0.35 86.39% 88.07% 85.36% 86.30%
100 0.37 86.18% 87.97% 85.25% 86.21%
V. CONCLUSO˜ES
Neste trabalho, apresentamos um Rede Neural Convoluci-
onal para classificac¸a˜o de sentenc¸as com uma medida-F de
88,27%. Ale´m disso, realizamos uma vasta serie de experi-
mentos dos paraˆmetros usados e quais suas relevaˆncias no
desempenho do modelo. Definimos ainda que o comprimento
ma´ximo da sentenc¸a seria de 200, que escolherı´amos os
20000 tokens mais frequentes para treinar nossa WE de 150
dimenso˜es, com 200 filtro de tamanho 5, usando a func¸a˜o
de ativac¸a˜o na˜o-linear ReLU e bacthsize de tamanho 10.
Adicionalmente montamos um Co´rpus com 75098 sentenc¸as
etiquetadas em positivo e negativo.
Para trabalhos futuros espera-se: (i) Testar diferentes ar-
quiteturas com mu´ltiplos filtros, camadas escondidas e outras
func¸o˜es de ativac¸a˜o. (ii) Extrair uma grande quantidade de da-
dos para treinar uma WE mais representativa. (iii) Comparac¸a˜o
a WE treinada com uma pre-treinada.
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