Introduction
The non-response is a well known major problem, which is encountered by practitioners in the trade of sample surveys. Repeated surveys are as a matter of course more likely to this setback than single-occasion surveys. For examples, in case of milk yield surveys the animal may be sold or may die during the survey period. Thus, the observations may be missing for some of the time stages. Such type of non-response (missingness) may have dierent patterns and causes.
Determining the ecient analytical approach in the continuation of incomplete survey report due to non-response is a major question for the analysts and researchers. The Pradesh, Yupia, Papumpare-791112, India, Email: shakti.pd@gmail.com such needs to look to justify ignoring the incomplete mechanism. Rubin [12] addressed three concepts: missing at random (MAR), observed at random (OAR) and parameter distribution (PD). Rubin marked the data are MAR if the probability of the observed missingness pattern, subject to the observed and unobserved data, does not calculate on the worth of the unobserved data". Heitzan and Basu [6] have remarked the meaning of missing at random (MAR) and missing completely at random (MCAR).
Imputation, the pursue of lling in" missing data mutually plausible values, is an attractive concern to correlate incomplete data. It apparently solves the missing data problem at the dierent methods of the analysis. To deal the problem of missing values ultimately, Sande [13] and Kalton et al. [10] intended imputation methods that collect incomplete data sets structurally and complete its analysis simply. Imputation method is also be driven out by all of the assist of an auxiliary variable, if one is available. Later for the MCAR response mechanism, Singh and Horn [16] indicated a compromised approach of imputation. Singh and Deo [15] , Ahmed et al. [1] , Toutenburget al. [18] , Kadilar and Cingi [9] , Singh [17] , Singh et al. [14] , Diana and Perri [4] and Gira [5] have indicated several new imputation based methods by all of the assist of an auxiliary variable.
For missing completely at random (MCAR) response mechanism, we have proposed the ratio exponential type imputation methods to tackle with the problems of non-response in sample surveys. Following the indicated imputation methods, estimators have been proposed for estimating the population mean and consequently their behaviors are studied. Performances of the proposed estimators are compared with some existing estimators.
Structures and Notations
Let y and x be denoted by the positively correlated study variable and auxiliary variable respectively. A simple random sample (without replacement) sn of n units is drawn from a nite population U = (U1, U2, ..., UN ) of N units to estimate population meanȲ which uses the known values of population parameters such as Standard Deviation (Sx), Coecient of Kurtosis (β2(x)), Coecient of Variation (Cx) and Correlation Coecient (ρyx). Let r be the number of responding units out of sampled n units, the set of responding units by R and the set of non-responding units by R c . If the units involve the responding unit set, the values on the study variable yi are observed anyway. If they involve the non-responding unit set, the values on the study variable yi are missing and thereafter the imputed values are derived for a well known units. Here, the valueŷi is dierent for each imputation method.
The consequently notations have been approaching in this work:
Y ,X : The population means of the variables y and x respectively. yr,xr : The response means of the respective variables for the sample sizes shown in suces.
xn: The sample mean of the variable x. ρyx : The correlation coecient between the variables y and x. β2(x) : The population coecient of kurtosis of the variable x . 
The population variance of the variable x. S 2 y : The population variance of the variable y . Cy and Cx : The coecients of variation of the variables shown in suces.
Brief of Some Existing Estimators
In this section, we act several estimators for estimating the population mean under non-response.
3.1. Mean Method of Imputation. Under the mean method of imputation, the point estimator (2.2) of population meanȲ is derived as yi =ȳr which is known as the response mean estimatorȳr of population meanȲ . The variance of the response sample meanȳr , is given by M SE(ȳRAT ) = V ar(ȳr)
3.3. Regression Method of Imputation. Under the regression method of imputation, the point estimator (2.2) of population meanȲ is given by is given by (3.5)ȳREG =ȳr +b(xn −xr)
which is known as regression estimatorȳREG of population meanȲ . whereb = syx(r) s 2 x (r)
.
The MSE ofȳREG is obtained under MCAR mechanism upto rst order of approximation, is given by
3.4. Singh and Horn [16] Estimator. Singh under MCAR mechanism up-to the rst order of approximation, is given by
3.5. Singh and Deo [15] Estimator. Singh 
Toutenburg et al. [18] Estimators. We discuss two estimators of Toutenburg et al. [18] for the population meanȲ , are given by
In the present paper, the estimatorsȳT SS 1 andȳT SS 2 in equation (3.11) and (3.12) respectively can be written as (3.13)ȳT SS 1 =ȳrx n xr (3.14)ȳT SS 2 =ȳr + rȳr nxn (xn −xr)
Thus, the estimatorȳT SS 1 is same as the ratio estimator.
The MSEs of estimatorsȳT SS 1 andȳT SS 2 are obtained under MCAR mechanism, up-to rst order of large approximation, are given by
3.7. Singh [17] Estimator. Singh 
3.8. Gira [5] Estimator. Gira After imputation, the rst suggested method of imputation becomes
Under the rst suggested method of imputation given in equation (4.1), the point estimators (2.2) of the population meanȲ become (4.2) τ (p, q) =ȳr exp p X −xr p X +xr + 2q where p = 0 and q are either some real number or the known values of population parameters of the auxiliary variable x such as Standard Deviation (Sx), Coecient of Kurtosis (β2(x)), Coecient of Variation (Cx) and Correlation Coecient (ρyx). In Table  1 , we get ecient twenty two ratio exponential type estimators τi(i = 1, 2, ..., 22) as the new family of τ (p, q) for dierent suitable values of p and q.
After imputation, the second suggested method of imputation takes the form: To obtain the biases and mean square errors (MSEs) of the suggested estimators τi and ηi (where i = 1, 2, ..., 22 ) for dierent suitable choices of p and q up-to the rst order of large sample approximations are derived under the following transformations:
Under the above large transformations, the estimators τi(i = 1, 2, ..., 22) and ηi(i = 1, 2, ..., 22) take the following forms:
where θi = pX pX+q (i = 1, 2, ..., 22) for dierent suitable choices of p and q.
and θ22 = ρyxX ρyxX+Cx .
The equations (5.1) and (5.2) can be written neglecting the terms of e s having power greater than two, we get
Taking expectation of both sides of equations (5.3) and (5.4) respectively, we get the biases of the proposed estimators up-to rst order of large approximations as
Now, after squaring both sides of equations (5.3) and (5.4) and neglecting the terms of e s having power greater than two, we have
Taking expectation of both sides of equations (5.7) M SE(τi) =Ȳ
In this section, the proposed estimators are compared with respect to the some existing estimators. The percent relative eciencies of the proposed estimators τi and ηi (where i = 1, 2, ..., 22 ) with respect to the mean method of imputation, ratio method of imputation, regression method of imputation, Singh and Horn [16] estimator, Singh and
Deo [15] estimator, Toutenburg et al. [18] estimators, Singh [17] estimator and Gira [5] estimator respectively and computed as the followings:
where ti = (τi, ηi, (i = 1, 2, ..., 22)). Table 17 . Percent relative eciencies of the proposed estimators ηi (i = 1, 2, ..., 22) over the existing estimatorsȳr ,ȳRAT ,ȳREG,ȳSH ,ȳSD , yT SS1,ȳT SS2,ȳSIN GH andȳGIRA respectively for data set 3. 
Conclusions
The following interpretation can be read out from Tables (4 -19): (1) From Table 4 In this paper, we have presented the ve real data sets of the dierent parameters in Table 3 . Here, the response rate is considered between 70% to 90%. From Tables [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] , it is noticed that the percent relative eciencies of the suggested estimators involved in simulation studies for given the real data sets . It is found that our suggested imputation methods are more ecient than the mean method of imputation, ratio method of imputation, regression method of imputation, Singh and Horn [16] estimator, Singh and Deo [15] estimator, Toutenburg et al. [18] estimators, Singh [17] estimator and Gira [5] estimator. Hence, the performances of the suggested methods and their corresponding estimators are highly justied in simulation studies which are shown in Tables [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] that may be recommended for further use.
