In this paper, we propose a retrofit control method for stable network systems. The proposed approach is a decentralized control method that, rather than an entire system model, requires a model of the subsystem of interest for controller design. To design the retrofit controller, we use a novel approach based on hierarchical state-space expansion that generates a higherdimensional cascade realization of a given network system. The upstream dynamics of the cascade realization corresponds to an isolated model of the subsystem of interest, which is stabilized by a local controller. The downstream dynamics can be seen as a dynamical model representing the propagation of interference signals among subsystems, the stability of which is equivalent to that of the original system. This cascade structure enables a systematic analysis of both the stability and control performance of the resultant closed-loop system. The resultant retrofit controller is formed as a cascade interconnection of the local controller and a localizing compensator that filtrates an output signal of the subsystem of interest so as to conform to an output signal of the isolated subsystem model while acquiring complementary signals neglected in the local controller design, such as interconnection signals. Finally, the efficiency of the retrofit control method is demonstrated through numerical examples of power systems control and vehicle platoon control.
Introduction
Recent developments in computer networking technology have enabled large-scale systems to be operated in a spatially distributed fashion. For example, in power systems control [1] , a system operator manages distributed power plants with distributed measurement units to meet the demands of a number of consumers. Towards the systematic control of such large-scale network systems, decentralized and distributed control techniques have been studied over the past half century; see [2] [3] [4] and the references therein. In this line of study, there are found several illustrative results that highlight the difficulty of controller design problems with structural constraints [5, 6] .
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devised to overcome the difficulty of structured controller design. For example, [7] [8] [9] report decentralized control methods based on connective stability or related coprime factorization. Furthermore, [10] [11] [12] introduce distributed control methods based on small gain-type stability conditions or dissipation inequalities. However, most existing decentralized and distributed control methods do not meet practical requirements, because they require an entire system model for controller design, and handle the design of all subcontrollers simultaneously. In fact, for large-scale systems control, it is not generally reasonable to assume the availability of an entire system model, because subsystem parameters and controller structures may not be fully known in the event of degradation, modification, and development of the subcontrollers and subsystems. From this viewpoint, such centralized design of decentralized and distributed controllers is impractical for large-scale systems, even though the resulting controller may be implemented in a distributed fashion.
To overcome this issue, the concept of distributed design has been introduced in [13] , where the authors discuss the performance limitations of linear quadratic regulators designed in a distributed manner. Distributed design is based on the premise that the individual states of a linear system can be fully controlled by their respective input signals. Furthermore, in [14] , a distributed design method for decentralized control using the L 1 -norm has been developed for positive linear systems. Although both the stability and control performance of these design methods have been analyzed, it is not simple to generalize their results to a broader class of systems, because each focuses on a particular class of systems.
With this background, the present paper develops a distributed design method for decentralized control that does not require an entire system model. Instead, only a model of the subsystem of interest is needed for controller design, an approach that we call retrofit control. This retrofit control is based on the premise that a given network system, which can involve nonlinearity, is originally stable, and the interconnection signal flowing into the subsystem of interest is measurable. It is shown that the resultant closed-loop system remains stable and its control performance can be improved with respect to a suitable measure. This enables the scalable development of large-scale network systems because, towards further performance improvement, it is possible to consider the retrofit control of other subsystems while keeping the entire system stable. In addition, the retrofit controller measures only local output signals. This contributes to reduce the communication and computation costs of controller implementation.
To develop such a retrofit control method, we use a novel approach based on state-space expansion, which we call hierarchical state-space expansion. Hierarchical state-space expansion generates a higher-dimensional cascade realization of the given network system, called a hierarchical realization. The upstream dynamics of the cascade realization corresponds to an isolated model of the subsystem of interest, decoupled from the other subsystems. A controller that stabilizes the isolated subsystem model is called a local controller. The downstream dynamics can be seen as a dynamical model that represents the propagation of interference signals among subsystems, the stability of which is equivalent to that of the original network system. It is shown that the state of the original network system can be recovered as the superposition of the the states of the upstream and downstream dynamics. Furthermore, owing to the cascade structure, it is shown that stabilization and improved control performance can be systematically realized for the resultant closed-loop system. The resultant retrofit controller is formed as a cascade interconnection of the local controller designed for the isolated subsystem model and a dynamical compensator, which we call a localizing compensator. This localizing compensator filtrates a measurement output signal so as to conform to an output signal of the isolated subsystem model while acquiring the interconnection signal flowing into the subsystem of interest.
As a generalization of this result, we further consider removing the assumption of the interconnection signal measurements. This is based on the premise of the availability of local state feedback for the subsystem of interest. The key theoretical enhancement is to introduce some free parameters relevant to an oblique projection in the hierarchical state-space expansion. This leads to a parameterized hierarchical realization whose upstream dynamics corresponds to a projected model of the isolated subsystem. The image and kernel of the oblique projection are assigned such that the interconnection signal flowing into the subsystem is virtually eliminated in the local controller design. The resultant retrofit controller, implemented as a local state feedback controller with a localizing compensator, offers guaranteed stability and improved control performance.
The foundations of our contribution can be found in various previous studies. Based on the inclusion principle, relevant to state-space expansion, a distributed control method has been developed in [15, 16] . Although some applications to vehicle control are described in [17, 18] , this method does not necessarily produce a stabilizing controller for general systems. This limitation comes from the fact that a decentralized control design with an algebraic constraint is needed for an expanded system. Moreover, the controller is designed in a centralized fashion. This contrasts with the proposed retrofit control, which enables the systematic distributed design of decentralized control. This paper builds on preliminary versions, unifying the results of hierarchical distributed control in [19] and nonlinear retrofit control [20] on the basis of the parameterized hierarchical state-space expansion. This paper also provides detailed mathematical proofs and extensive numerical examples to underline the significance of the theoretical developments.
The remainder of this paper is organized as follows. In Section 2.1, we formulate a fundamental problem of retrofit control for interconnected linear systems. Then, in Section 2.2, hierarchical state-space expansion is introduced to derive a solution to the retrofit control problem. Section 2.3 discusses the generalization of the proposed approach to nonlinear systems, amongst other remarks. In Section 3.1, we formulate a retrofit control problem without the assumption of interconnection signal measurements. Based on the parametrized hierarchical state-space expansion, we present a solution to this problem in Section 3.2. Section 4 contains numerical examples of power systems and vehicle platoon control, demonstrating the results in Sections 2 and 3, respectively. Finally, concluding remarks are given in Section 5.
Notation We denote the set of real numbers by R, the identity matrix by I, the image of a matrix M by im M , the kernel by kerM , a left inverse of a left invertible matrix P by P † , the L 2 -norm of a square-integrable function f by f L2 , the H 2 -norm of a stable proper transfer matrix G by G H2 , and the H ∞ -norm of a stable transfer matrix G by G H∞ . A map F is said to be a dynamical map if the triplet (x, u, y) with y = F(u) solves a system of differential equationṡ
with some functions f and g, and an initial value x(0).
Fundamentals of Retrofit Control

Problem Formulation
Consider an interconnected linear system described by
where x 1 and x 2 denote the states of Σ 1 and Σ 2 , u 1 and y 1 denote the external input signal and the measurement output signal of Σ 1 , and γ 2 denotes the interconnection signal of Σ 2 injected into Σ 1 . The dimensions of Σ 1 and Σ 2 are denoted by n 1 and n 2 , respectively.
In the following, based on the premise that the system model of Σ 1 is available but that of Σ 2 is not, we consider the design of a controller implemented to Σ 1 . We refer to such a controller as a retrofit controller, whereby the design and implementation are both localized with the subsystem of interest, i.e., Σ 1 . Throughout this paper, the system parameters available for retrofit controller design are represented by symbols in bold face, such as A 1 , B 1 , C 1 , and L 1 in (1a). As shown in Section 2.3.4, Σ 2 can be generalized to a nonlinear system.
Describing the interconnected system of (1a) and (1b) as Σ :
we refer to (2) as the preexisting system. To clarify the subsequent discussion, the assumptions for the retrofit controller design can be stated as follows:
Assumption 2.1 For the preexisting system Σ in (2), the following assumptions are made.
(i) The preexisting system Σ is internally stable, i.e.,
is stable. (ii) For the design of a retrofit controller, the system matrices of Σ 1 , i.e., the bold face matrices in (1a), are available, but those of Σ 2 in (1b) are not.
(iii) For the implementation of a retrofit controller, the measurement output signal y 1 and the interconnection signal γ 2 are measurable. Assumption 2.1 (i) implies that the internal stability of the preexisting system has been assured before implementing a retrofit controller. This assumption is reasonable when we consider retrofit control for a stably operated system, where a preexisting stabilizing controller can be involved in Σ 2 . Assumption 2.1 (ii) is concerned with the localization ability of controller design. This assumption implies that we are only allowed to use the local information of the system model of Σ 1 for the retrofit controller design. Assumption 2.1 (iii) is concerned with the localization ability of controller implementation, which is usually discussed in the context of distributed control for reducing the communication and computation costs of controller implementation.
The objective of the proposed retrofit control method is to improve control performance with respect to a suitable measure. To simplify the discussion, let us consider a situation where an unknown state deflection arises in Σ 1 at some instant. This can be described as a transient system response with the initial condition
where δ 0 corresponds to the state deflection. Without loss of generality, we assume that δ 0 is contained in the unit ball denoted by
In this formulation, we address the following retrofit controller design problem.
Problem 2.1 Consider the preexisting system Σ in (2) with the initial condition (4). Under Assumptions 2.1 (i)-(iii), find a retrofit controller of the form
where K 1 denotes a dynamical map, such that -the closed-loop system composed of (2) and (5) is internally stable, and -for any state deflection δ 0 ∈ B, the magnitude of x 1 L2 and x 2 L2 is sufficiently small with respect to a suitable threshold.
The initial condition (4) represents a local disturbance injected into Σ 1 in (1a). This can be regarded as an impulsive variation of the subsystem state, which can model, e.g., three-phase faults in power systems control [1] . The objective of the retrofit controller Π 1 in (5) is to attenuate the impact of the local disturbance on the subsystem Σ 1 and limit the propagation to the other subsystem, i.e., Σ 2 . A schematic depiction of this retrofit control is shown in Fig. 1 . Note that Σ 2 in Fig. 1 can itself be regarded as a large-scale network system composed of preexisting subcontrollers and subsystems, because This retrofit control is more relevant when the preexisting system is a large-scale network system. In general, it is not realistic to assume that an entire system model is available for large-scale network systems. In addition, the simultaneous design of all subcontrollers is generally difficult for the decentralized and distributed control of large-scale network systems. From this viewpoint, existing centralized design methods of decentralized and distributed controllers, such as in [7] [8] [9] [10] [11] [12] , which requires an entire system model, are impractical for the control of large-scale network systems, even though the resulting controller can be implemented in a distributed fashion.
As we have stated, the retrofit control method does not require an entire system model. Instead, we use only the system model of Σ 1 for controller design. The resultant closed-loop system is required to be stable provided that the preexisting system is originally stable, and its control performance is to be improved. For further performance improvements, one can consider applying retrofit control to other subsystems involved in Σ 2 , while keeping the entire system stable, i.e., we can perform the distributed design of multiple retrofit controllers. This enables the scalable development of large-scale network systems; see Section 2.3.2 for further details.
Solution via Hierarchical State-Space Expansion
Towards the systematic design of a retrofit controller, we introduce a state-space expansion technique, called hierarchical state-space expansion.
Lemma 2.1 For the preexisting system Σ in (2), consider the cascade interconnection system whose upstream subsystem is given bẏ
which is n 1 -dimensional, and downstream subsystem is given by
which is (n 1 + n 2 )-dimensional. It follows that
for any external input signal u 1 , provided that (7) is satisfied at the initial time t = 0.
We can easily verify the claim by summing the differential equations (6a) and (6b). Hierarchical state-space expansion in Lemma 2.1 produces a higher-dimensional cascade realization composed of the upstream dynamics (6a) and the downstream dynamics (6b), which is a (2n 1 + n 2 )-dimensional system. We refer to the redundant cascade realization (6) as a hierarchical realization of the preexisting system Σ. Note that the upstream dynamics (6a) can be regarded as the isolated model of Σ 1 , whose system matrices are assumed to be available; see Assumption 2.1 (ii). In contrast, the downstream dynamics (6b) can be seen as a dynamical model representing the propagation of the interconnection signal from Σ 1 . Note that the downstream dynamics (6b) is internally stable because, the preexisting system Σ is assumed to be internally stable; see Assumption 2.1 (i).
For consistency with (4) and (7), we describe the initial condition of the hierarchical realization (6) aŝ
where ζ 0 ∈ R n1 can be seen as an arbitrary parameter. On the basis of this, we consider the design of a local controller for the upstream dynamics (6a), namely, the isolated model of the subsystem of interest. For simplicity, we assume that the local controller is designed as a static output feedback controller
More specifically, this local controller is designed such that the closed-loop dynamicṡ
is internally stable and the control performance specification
is satisfied for a given tolerance 1 > 0. In fact, generalization to the design of dynamical output feedback controllers is straightforward; see Section 2.3.3.
Based on the cascade structure of (6), the stability and control performance of the closed-loop system can be systematically analyzed as follows.
Lemma 2.2 For the hierarchical realization (6), consider the local output feedback controller (9) . Under Assumption 2.1 (i), the closed-loop system composed of (6) and (9) is internally stable if and only if the closedloop dynamics (10) is internally stable. Furthermore, for i ∈ {1, 2}, let
denote the transfer matrix fromξ 1 to ξ i of the downstream dynamics (6b), where A is defined as in (3), and
If (11) holds for the closed-loop dynamics (10), then
with the initial condition (8) , where the nonnegative constants
and the nonnegative functions
are independent of the selection of the feedback gain K 1 in (9).
PROOF. Owing to the cascade structure of the hierarchical realization, the internal stability of the closed-loop system composed of (6) and (9) is equivalent to that of (10), provided that Assumption 2.1 (i) holds. Furthermore, let
denote the Laplace transform ofξ 1 in (10) with the initial condition (8) . Note that X 1 H2 ≤ 1 + ζ 0 1 for all δ 0 ∈ B if (11) holds. Then, we see that (G 1 + I)X 1 corresponds to the Laplace transforms of ξ 1 +ξ 1 and G 2 X 1 corresponds to that of ξ 2 when we restrict the initial condition tô
In addition, when we restrict the initial condition tô
, the time evolution of the downstream dynamics (6b) given as e At E 1 ζ 0 is independent of the closed-loop dynamics (10) . Thus, (14) follows from the cascade structure of (6).
As stated in Lemma 2.2, the nonnegative constants α i and functions β i , which are relevant to the system matrices of the preexisting system Σ in (2) and the parameter ζ 0 in (8) , are independent of the local controller design of (9) . Thus, in designing a local controller such that the bound (11) is satisfied for a smaller tolerance 1 , we can attain improved control performance in the sense of the upper bounds in (14) . Note that (14) implies the bounds of x 1 L2 and x 2 L2 owing to the relation of (7). Clearly, the minimum values of the bounds are given by α i 1 when we take ζ 0 in (8) as
Thus, in the following, we focus our attention on the initial condition (8) with this selection of ζ 0 .
It remains to demonstrate the implementation of the local output feedback controller (9) for the original realization Σ in (2) . Note that the output signal C 1ξ1 from the hierarchical realization is not directly measurable from the original realization. To generate C 1ξ1 for controller implementation, we introduce a dynamical memory, which we call a localizing compensator, that achieveŝ
wherex 1 denotes the state of the localizing compensator. Based on the fact that γ 2 = Γ 2 ξ 2 in the dynamics of ξ 1 of (6b), such a localizing compensator can be realized aṡ
whose initial condition is determined by (17) aŝ
This initial condition is actually consistent with (8) and (18) . In fact, with this n 1 -dimensional localizing compensator, the output signal C 1ξ1 can be generated as y 1 − C 1x1 based on the relation on the left of (7). In conclusion, a solution to Problem 2.1 is given as follows.
Theorem 2.1 Under Assumption 2.1 (i), consider the preexisting system Σ in (2) with the initial condition (4). For any local output feedback controller in (9) such that the closed-loop dynamics (10) is internally stable and (11) holds, the entire closed-loop system composed of (2) and
with the initial condition (20) is internally stable and
where α 1 and α 2 in (15) are independent of the local controller design of (9).
PROOF. As stated in Lemma 2.2, the closed-loop system in the hierarchical realization, i.e., (6) with (9), is internally stable. Note that the closed-loop system in the original realization, i.e., (2) with (21), is related to the closed-loop system in the hierarchical realization by (7) and (18) . This can be regarded as the coordinate transformation, i.e., the bijection, from the hierarchical realization to the original realization. The inverse of this transformation is given by
Thus, their internal stability is equivalent. This also shows that (14) with (17) is equivalent to (22) . (21) is formed as the cascade interconnection of the local output feedback controller (9) and the n 1 -dimensional localizing compensator (19) . The design and implementation of the retrofit controller comply with Assumptions 2.1 (ii) and (iii).
Note that ordinary decentralized control without the localizing compensator is implemented as u 1 = K 1 y 1 . However, this does not generally ensure the stability of the resultant closed-loop system even if the feedback gain K 1 is designed such that (10) is stable. This is because the interconnection signal γ 2 , neglected in the local controller design, affects the measurement output signal y 1 of Σ 1 and may induce undesirable output feedback. To avoid such feedback, the localizing compensator provides the compensation signal C 1x1 to the local controller while measuring the interconnection signal γ 2 .
Several Remarks 2.3.1 Initial Condition Selection
Owing to the internal stability of the closed-loop system shown in Theorem 2.1, the selection of initial conditions for the localizing compensator does not affect the stability of the closed-loop system. In fact, for any initial conditions of Σ 1 and Σ 2 in (1) and Π 1 in (21), denoted by x 1 (0), x 2 (0), andx 1 (0), the initial condition of the hierarchical realization (6) is uniquely determined aŝ
, which is consistent with (7) and (18) or, equivalently, (23) . Comparing this with (8), we havex 1 (0) = ζ 0 , which means that the free parameter ζ 0 in (8) corresponds to the initial condition of the localizing compensator. This clearly shows the equivalence between (17) and (20).
Implementation of Multiple Retrofit Controllers
Under the localizing compensator initial condition (20) , let us discuss the case where x 2 (0) is nonzero. In particular, we first consider the case of δ 0 = 0, which implieŝ
i.e., the initial conditions of both subsystem Σ 1 and the localizing compensator are zero. In this situation, x 1 (t) = x 1 (t) or, equivalently,ξ 1 (t) = 0 holds for all t ≥ 0. This is because the subsystem state x 1 and the localizing compensator statex 1 are equally driven by the interconnection signal γ 2 from Σ 2 , whose initial condition is now assumed to be nonzero. Therefore, the retrofit controller Π 1 does not take any control action, i.e., u 1 (t) = 0 for all t ≥ 0, irrespective of the initial conditions of Σ 2 . Note that such state deflections of Σ 2 can be managed by another retrofit controller implemented in the corresponding subsystem.
Next, we consider the case where both δ 0 and x 2 (0) are nonzero. In a similar manner to that in Theorem 2.1, we can derive the corresponding upper bound for the transient state response of Σ 1 as
Note that the offset term relevant to x 2 (0) is not dependent on the selection of the feedback gain K 1 in (9). Thus, from the observations here, we can see that a generalization to the simultaneous implementation of multiple retrofit controllers is performed in a systematic manner. In particular, when the subsystem Σ 2 is itself a network system composed of several subsystems, we can consider the simultaneous implementation of retrofit controllers to each of the respective subsystems.
Local Dynamical Controller Design
Next, let us consider the situation where a dynamical output feedback controller is designed, rather than the local static controller (9) . This generalization can be done by simply replacing (9) with
where K 1 denotes the dynamical map of the local controller. The controller design and implementation can only be performed by the system model of Σ 1 . Note that any conventional method can be applied for the design of a local dynamical controller (24) that complies with the specification on internal stability in (10) and that on control performance in (11) . The resultant retrofit controller is given by replacing K 1 in (21) with K 1 . For example, if we design the dynamical map K 1 in (24) as an observer-based state feedback controller, then the retrofit controller is
where the feedback gains H 1 and F 1 are designed such that the specifications are satisfied for the isolated model of Σ 1 .
Generalization to Nonlinear Systems
Because we do not use the system model of Σ 2 in (1b) for the retrofit controller design, we can generalize our approach to nonlinear systems. More specifically, we consider replacing Σ 2 with
where f 2 and h 2 denote some nonlinear functions. The corresponding preexisting system is written as
Note that if (26) is a static nonlinear map, i.e., the dynamics of x 2 is empty and γ 2 = h 2 (x 1 ), the preexisting system (27) can be regarded as a Lur'e system [21] .
Assuming that (27) is stable (i.e., globally input-to-state stable [22] ), we design a retrofit controller Π 1 in (5) such that the resultant closed-loop system is stable (i.e., globally asymptotically stable) and its control performance is improved with respect to a suitable measure. The hierarchical realization of (27) is obtained as the cascade interconnection of the linear upstream dynamics (6a) and the nonlinear downstream dynamics
which generalizes (6b). For this nonlinear hierarchical realization, we can verify claims similar to those in Lemmas 2.1 and 2.2, in which the transfer matrix G i in (12) is replaced with a nonlinear map fromξ 1 to ξ i of (28). In the same manner, we obtain the retrofit controller Π 1 in (21) by designing a local output feedback controller for the linear upstream dynamics (6a).
Retrofit Control with Parameterized Hierarchical Realization
Problem Formulation
Consider the preexisting system Σ in (2) . The objective of this section is to remove the assumption of the measurability of the interconnection signal γ 2 for the retrofit controller. More specifically, the assumptions are listed as follows. Assumption 3.1 For the preexisting system Σ in (2), the following assumptions are made.
(i) The preexisting system Σ is internally stable.
(ii) For the design of a retrofit controller, the system model of Σ 1 in (1a) is available, but that of Σ 2 in (1b) is not. (iii) For the implementation of a retrofit controller, the measurement output signal y 1 is given by y 1 = x 1 , whereas the interconnection signal γ 2 is not measurable.
The difference between Assumptions 2.1 and 3.1 can be found in the third item, i.e., the assumption on the measurability of γ 2 is removed while the availability of state feedback control is assumed for Σ 1 . Thus, we address the following retrofit controller design problem.
Problem 3.1 Consider the preexisting system Σ in (2) with the initial condition (4). Under Assumptions 3.1 (i)-(iii), find a retrofit controller of the form
where K 1 denotes a dynamical map, such that -the closed-loop system composed of (2) and (29) is internally stable, and -for any state deflection δ 0 ∈ B, the magnitude of x 1 L2 and x 2 L2 is sufficiently small with respect to a suitable threshold.
Solution via Parameterized Hierarchical State-
Space Expansion To give a solution to Problem 3.1, we introduce a parameterized version of hierarchical state-space expansion. This parameterization plays an important role in the subsequent arguments. As a generalization of Lemma 2.1, we state the following fact.
Lemma 3.1 Let P 1 ∈ R n1×n1 and P † 1 ∈ Rn 1×n1 denote a left invertible matrix and its left inverse, respectively. For the preexisting system Σ in (2), consider the cascade interconnection system whose upstream subsystem is given bẏ
which isn 1 -dimensional, and downstream subsystem is given by
which is (n 1 + n 2 )-dimensional, where a left invertible matrix P 1 ∈ R n1×(n1−n1) and its left inverse P † 1 ∈ R (n1−n1)×n1 are given such that
then it follows that x 1 (t) = ξ 1 (t) + P 1ξ1 (t), x 2 (t) = ξ 2 (t), ∀t ≥ 0 (33) for any external input signal u 1 , provided that (33) is satisfied at the initial time t = 0.
Note that P 1 P † 1 B 1 = B 1 if (32) holds. Thus, the claim can be proved by summing (30a) multiplied by P 1 and (30b). The hierarchical realization (30) involves P 1 and P † 1 as free parameters. The product P 1 P † 1 is determined by these parameters according to (31). Clearly, if we take both P 1 and P † 1 as the identity, then (30) coincides with (6) . Note that the upstream dynamics (30a) is a lowdimensional approximate model of (6a) obtained by an oblique projection [23, 24] .
For consistency with (4) and (33), we describe the initial condition of the hierarchical realization (30) aŝ
(34) where ζ 0 ∈ R n1 is an arbitrary parameter. Based on this parameterized hierarchical realization, let us consider the design of a local state feedback controller. For the upstream dynamics (30a), a local state feedback controller
is designed such that the closed-loop dynamicṡ
is internally stable, and the control performance specification ξ 1 L2 ≤ 1 , ∀ξ 1 (0) ∈B (37) is satisfied for a given tolerance 1 > 0, wherê
Then, Lemma 2.2 can be generalized as follows.
Lemma 3.2 For the hierarchical realization (30), consider the local state feedback controller (35). Under Assumption 3.1 (i), the closed-loop system composed of (30) and (35) is internally stable if and only if the closedloop dynamics (36) is internally stable. Furthermore, let
denote the transfer matrix from P 1ξ1 to ξ i of the downstream dynamics (30b), where A is defined as in (3) and E 1 , E 2 are defined as in (13) . If (37) holds for the closedloop dynamics (36), then
(39) with the initial condition (34), where the nonnegative constants α 1 := (G 1 + I)P 1 H∞ , α 2 := G 2 P 1 H∞ , (40) and the nonnegative functions
are independent of the selection of the feedback gainK 1 in (35).
Owing to the cascade structure of the hierarchical realization, this claim can be proved in a similar manner to the proof of Lemma 2.2. Let us consider selecting ζ 0 as in (17) . Note that β i (δ 0 , ζ 0 ) in (41) is bounded by
where β i is defined as in (16) . Based on this upper bound, we see that (17) is the minimizer of
which bound x 1 L2 and x 2 L2 , respectively.
Next, we discuss how to implement the local state feedback controller (35) for the original realization Σ in (2) . Note thatξ 1 is equal to P † 1 x 1 − P † 1 ξ 1 owing to (33). To generate P † 1 ξ 1 , we implement a localizing compensator that achievesx
wherex 1 denotes the state of the localizing compensator. Considering (33) and (42) as the coordinate transformation from the hierarchical realization to the original realization, whose inverse is given by
we verify that a realization of the localizing compensator is given bẏ
where the initial condition is determined to be (20) because of (17) . This initial condition is actually consistent with (34) and (42) because P † 1 P 1 = 0. Note that (43) and (44) correspond to the generalization of (23) and (19) , respectively. However, in the localizing compensator (44), note the appearance of a term containing the interconnection signal γ 2 . To remove this term, we use the remaining degree of freedom to assign the kernel of P † 1 . To this end, we state the following fact. Lemma 3.3 Consider the subsystem Σ 1 in (1a). There exist a left invertible matrix P 1 and its left inverse P † 1 such that
if and only if im
PROOF. We first prove the sufficiency, i.e., if (46) holds, then there exist P 1 and P † 1 such that (45) holds. As shown in Proposition 3.5.3 of [25] , for any complementary subspaces V 1 and V 2 , there exists the unique projection matrix H 1 onto V 1 along V 2 . A realization of this matrix is
Because (46) implies that the column vectors of B 1 and L 1 are linearly independent, the complementary subspaces such that im B 1 ⊆ V 1 and im L 1 ⊆ V 2 can be selected. Thus, the selection of
satisfies (46). This proves the sufficiency.
Next, to prove the necessity, we consider the contraposition. Namely, if (46) does not hold, i.e., if there exists some vector v such that
then there exist no P 1 and P † 1 such that (45) holds. Equivalently, there is no projection matrix H 1 in (47) onto the image of P 1 along the kernel of P † 1 , whose realization is P 1 P † 1 , such that (45) holds. Note that
They are contradictory. This proves the necessity. Lemma 3.3 implies that we can always find a pair of P 1 and P † 1 such that (45) holds, provided that the column vectors of B 1 and L 1 are linearly independent as described in (46). The image condition for P 1 in (45) is necessary to make the hierarchical state-space expansion valid as shown in Lemma 3.1. The kernel condition for P † 1 is used to remove the term containing P † 1 L 1 in (44). Note that (46) is generally a mild condition that simply implies the control input port and interconnection input port are not exactly equal. This contrasts with a matching condition [26] for B 1 and L 1 . In conclusion, a solution to Problem 3.1 can be formally stated as follows. Theorem 3.1 Under Assumption 3.1 (i) with the condition (46), consider the preexisting system Σ in (2) with the initial condition (4). Let P 1 and P † 1 be a left invertible matrix and its left inverse such that (45) holds. Then, for any local state feedback controller (35) such that the closed-loop dynamics (36) is internally stable and (37) holds, the entire closed-loop system composed of (2) and
for each i ∈ {1, 2}, where α i in (40) and β i in (16) are independent of the local controller design of (35) provided that P 1 and P † 1 are determined before the local controller is designed.
As shown in Theorem 3.1, the resultant retrofit controller Π 1 in (48) is formed as the cascade interconnection of the local state feedback controller (35) and thê n 1 -dimensional localizing compensator (44) from which the term containing the interconnection signal γ 2 has been removed. The design and implementation of the retrofit controller comply with Assumptions 3.1 (ii) and (iii). Note that the remarks in Sections 2.3.1, 2.3.2, and 2.3.4 also apply to this retrofit controller design.
The retrofit controller Π 1 can be regarded as a dynamical controller with full state information of Σ 1 . This can be seen from the fact that P 1 P † 1 x 1 in the localizing compensator corresponds to the projection of x 1 onto the kernel of P † 1 along the kernel of P † 1 . In contrast, P † 1 x 1 in the local state feedback controller eliminates the component of x 1 in the kernel of P † 1 , which is neglected in the local controller design with the projected model (30a). They are actually complementary.
Numerical Examples
Frequency Control for Power Systems
In this subsection, we demonstrate the significance of the theory in Section 2. The theory in Section 3 will be used in Section 4.2. We consider a power network model composed of 14 generators and 16 loads, where the network structure is as depicted in Fig. 2 . According to [27, 28] , the dynamics of each generator is described as a rotary appliancė
with a second order governor 
where N i denotes the index set associated with the neighborhood of the ith appliance and Y i,j denotes the admittance between the ith and jth appliances. Each admittance value is selected from [1, 30] . In the following, we assume that all generator and load variables are defined in terms of their deviation from desirable equilibria.
We consider implementing a retrofit controller for the subsystem Σ 1 in Fig. 2 , whose system model is assumed to be available. For the output signals, we assume that the frequencies and phase angles of all generators in Σ 1 are measurable. In addition, the interconnection signal from Σ 2 is assumed to be measurable. The retrofit controller is designed for Σ 1 as an observer-based state feedback controller in the form of (25), whose feedback gains F 1 and H 1 are determined for the isolated model of Σ 1 based on the linear quadratic regulator design technique.
For the subsequent discussion, let us define the global and local control performance measures as
where U denotes the set of vectors having the unit norm, ω denotes the frequency deviation vector for all appliances, andω 1 denotes the frequency deviation vector of the appliances in Σ 1 when the interconnection with Σ 2 is neglected. Note that the value of J 1 corresponds to Each subfigure corresponds to the indication of (a)-(c) in Fig. 3 . The blue solid lines correspond to the case of a retrofit controller with the localizing compensator, whereas the red dotted lines correspond to the case with no localizing compensator. This result shows that the localizing compensator involved in the retrofit controller plays a significant role in ensuring whole-system stability, even when the simple implementation of mediumgain, and high-gain local controllers without the localizing compensator induces system instability.
Vehicle Platoon Control for Collision Avoidance
We demonstrate the significance of the theory in Section 3 with the nonlinear generalization in Section 2.3.4. Let us consider the platoon of 12 vehicles depicted as in Fig. 5 , where the labels are assigned from the headmost vehicle in descending order. Supposing that the velocity of each vehicle is operated by a driver, for i ∈ {1, . . . , 12}, we model the ith vehicle dynamics [29] as
where p i and v i denote the position and velocity, κ denotes a positive constant representing sensitivity to the forward and backward vehicles, and w i denotes the external input signal. We set the sensitivity constant as κ = 0.06 and the nonlinear functions as
where f is monotone increasing and bounded, and g is monotone decreasing, bounded, and g(∞) = 1. These (c) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) functions represent a driver operating property so as to avoid a collision with the forward and backward vehicles. In particular, g can be regarded as a scaling factor for the acceleration because its range of values is greater than or equal to 1. Assuming that the desired intervehicle distance, denoted by ∆p * , is 2.7, we regard p 17 as p 16 + ∆p * and p 0 as p 1 − ∆p * . As shown in [29] , the equilibrium trajectory of (53) without u i is given by
where v := f (∆p * )g(∆p * ), and this is stable as long as κ is above than a certain threshold. Hereafter, we assume the stability of this equilibrium trajectory.
For the vehicle platoon model (53), we consider the design of a retrofit controller that works inside a vehicle to prevent collisions caused by sudden braking. In particular, we suppose that the retrofit controller is implemented in Vehicle 10, i.e., all control inputs w i other than w 10 are zero, and it can measure the positions and velocities of Vehicles 5-11 through V2V communication, as depicted in Fig. 5 . This means that the retrofit controller is designed as a state feedback controller that inject the control input to Vehicle 10 while measuring the states of Vehicles 5-11.
Because the vehicle platoon model (53) is a nonlinear system, we consider the subsystem Σ 1 in (1a) as a linear approximation of the dynamics corresponding to Vehicles 5-11, which is a 14-dimensional system. The linear dynamics is obtained by the linearization around the stable equilibrium trajectory, and can be represented aṡ
where γ 2 corresponds to the interconnection signal from Vehicles 4 and 12, γ 1 corresponds to the nonlinear term neglected though the linearization, and u 1 corresponds to w 10 . On the other hand, the subsystem Σ 2 , given as a nonlinear system in (26) , is composed of the static nonlinear term of Vehicles 5-11, and the nonlinear dynamics of the remaining vehicles, which is a 10-dimensional system. This can be represented aṡ
where γ 1 is measurable owing to the measurability of x 1 but γ 2 is not. Note that the control input port is located at Vehicle 10, whereas the interconnection input ports are located at Vehicles 5 and 11. This means that the condition (46) is satisfied, i.e., there exist P 1 and P † 1 such that (45) holds. In this case, the retrofit controller has the form
We first compare the controller design given by the linearization. The dimension of the retrofit controller is taken asn 1 = 12. This is the maximal number such that (45) holds becausen 1 must satisfy
where n 1 = 14 and rank L 1 = 2. Based on the linear quadratic regulator design technique, we calculate the optimal feedback gainK 1 with respect to a quadratic cost function such that (36) exhibits desirable behavior.
Figs. 6 (a) and (b) show, respectively, the resultant system responses when we implement the state feedback controller without the localizing compensator, namely u 1 =K 1 P † 1 x 1 , and the 12-dimensional retrofit controller in (55). Both subfigures show the deviation from the steady trajectory, i.e., p i (t) − vt, when the velocity of Vehicle 10 becomes zero at time t = 10 due to sudden braking. The blue solid lines correspond to Vehicles 5-11, and the red dotted lines correspond to the other vehicles. From these figures, we can see that both controllers work well in terms of collision avoidance. However, as shown in Figs. 6 (c) and (d) , where the velocity of Vehicle 6 is supposed to decrease by 30%, the feedback controller without the localizing compensator induces a collision whereas the retrofit controller does not. This is because the retrofit controller retains the stability of the original system involving the favorable nonlinearity of f and g in (53), which prevents collision accidents owing to driver operation. Note that the positions of vehicles in Fig. 6 (d) gradually return to their steady trajectories.
Next, we consider reducing the dimension of the retrofit controller from 12. In the following, P 1 and P † 1 are determined based on balanced truncation [24, 30] , which is used to extract a dominant controllable subspace of Σ 1 . Assuming that the velocity of Vehicle 6 decreases by 60%, which exceeds the scenario in Fig. 6 (d) , the resultant system responses in Figs. 6 (e) and (f) correspond to the 12-dimensional and 4-dimensional retrofit controllers, respectively. From these figures, we see that the 4-dimensional retrofit controller can avoid a collision but the 12-dimensional controller cannot. This is because the 12-dimensional retrofit controller is forced to use state feedback information from Vehicles 5-11, irrespective of the distance of these vehicles from the 10th controlled vehicle. Because vehicles that are distant from the input port are not sufficiently controllable, feedback control based on the measurement of such weakly controllable states may induce oscillatory behavior in a closedloop system. Conversely, the low-dimensional controller can naturally focus its attention on the dominant controllable subspace. This is because, through model reduction, we can eliminate the subspace that is approximately uncontrollable. Thus, the model reduction technique can be regarded as a systematic tool to extract such a dominant controllable subspace. This example highlights that low-dimensional retrofit controllers, as opposed to higher-dimensional ones, are more reasonable when the number of actuators is limited.
Concluding Remarks
In this paper, we have proposed a retrofit control method for stable linear and nonlinear network systems. The proposed method only requires a model of the subsystem of interest for controller design. For the retrofit controller design, we have used an approach based on hierarchical state-space expansion that generates a higherdimensional cascade realization of a given network system. The cascade structure of the hierarchical realization enables a systematic analysis of stability and control performance for the resultant closed-loop system. In addition, we have shown that the resultant retrofit controller is implemented as a cascade interconnection of a local controller that stabilizes an isolated model of the subsystem of interest and a dynamical compensator that filtrates an output signal measured of the subsystem so as to conform to an output signal of the isolated subsystem model while acquiring complementary signals neglected in local controller design, such as interconnection and nonlinear feedback signals. Future work will consider the generalization of the proposed scheme to robust control under consideration of modeling error in the local subsystem.
