A set of accurate quadrature rules applicable to a class of integrable functions with isolated singularities is designed and analysed theoretically in one and two dimensions. These quadrature rules are based on the trapezoidal rule with corrected quadrature weights for points in the vicinity of the singularity. To compute the correction weights, small-size ill-conditioned systems have to be solved. The convergence of the correction weights is accelerated by the use of compactly supported functions that annihilate boundary errors. Convergence proofs with error estimates for the resulting quadrature rules are given in both one and two dimensions. The tabulated weights are specific for the singularities under consideration, but the methodology extends to a large class of functions with integrable isolated singularities. Furthermore, in one dimension we have obtained a closed form expression based on which the modified weights can be computed directly.
Introduction
This paper focuses on the design of accurate quadrature rules for functions with isolated singularities. The need to numerically evaluate such integrals arises in, e.g., methods based on boundary integral equations, where the fundamental solution, or Green's function, has an integrable singularity.
In the literature one can find several different approaches to the numerical integration of singular functions. These include different semianalytical techniques and singularity subtraction approaches (see Pozrikidis, 1992) . Different mappings and changes of coordinates in order to remove the singularity have also been applied (see Duffy, 1982; Bruno & Kunyansky, 2001; Atkinson, 2004; Khayat & Wilton, 2005; Sidi, 2005; Mousavi & Sukumar, 2010) . The approach that we will follow here is to modify the trapezoidal rule to render it high-order accurate for singular functions. The resulting quadrature rules are very attractive due to their simplicity-the trapezoidal rule is modified with a small number of correction weights, and the simple structure is retained.
The trapezoidal rule is spectrally accurate for smooth, compactly supported or periodic functions. For other functions it is in general at most second-order accurate. There are two sources of these larger errors: singularities and boundaries. Both of these error sources can be reduced by modifying the quadrature weights locally, in the vicinity of the singularity (which is assumed here to be isolated) 3 of 32
In this paper we consider singularities of the kind s(x) = |x| γ , γ > −1 in one dimension and s(x) = 1/|x| in two dimensions. The singularities are interior to the domain. As in Aguilar & Chen (2002) , our singularity corrections can be combined with boundary corrections (see Alpert, 1995) to reduce boundary errors as needed.
One difference in our approach compared with all previous works cited above lies in the procedure for computing the weights. The corrected trapezoidal rule is based on the punctured trapezoidal rule (excluding the point of singularity) together with a correction operator which is applied at grid points in the vicinity of the singularity. In order to accelerate the convergence of the weights, the boundary errors in the punctured trapezoidal rule must be reduced. The approach used previously is to introduce a boundary correction for the trapezoidal rule. Here, we suggest an alternative approach where we multiply s(x) by a fixed, compactly supported function g (x) . This completely annihilates the boundary errors. The convergence rate of the weights will now instead depend on the number of derivatives of g that vanish at the point of singularity. This is proved for the one-dimensional case in Section 3; see Lemma 3.8. For the two-dimensional case, we cannot offer a rigorous proof, but note the same behaviour in practice. With a faster convergence rate for the weights, larger values of h can be used, which to some extent reduces the ill conditioning of the system. To compute converged weights to double precision, we use a multiprecision library that allows for computations in multiprecision arithmetic.
In the one-dimensional case we are able to show that the converged weights are the solution to a linear system of equations, where the system matrix is a Vandermonde matrix and where the right-hand side has an analytic expression in terms of the Riemann zeta function (see the Appendix). Hence, in this case, we can directly compute the converged weights by solving this system of equations.
The singularity corrections that we design are of order O(h 2+γ +d+2p ) in R d , d = 1, 2 as weights are modified at grid points in p layers around the singularity; see Theorem 3.7. In two dimensions (γ = −1), for p = 0, which corresponds to a single correction weight at the singularity, we have a third-order rule. For each additional layer of correction weights, the order of accuracy increases by 2. Compared with Aguilar & Chen (2002) our layers differ somewhat, with the number of correction weights in our approach growing more slowly as the number of layers is increased. We also have a theoretical analysis of the method's convergence rate.
In two dimensions, we have considered the singularity 1/|x|, which is the Green's function for the Laplace equation in three dimensions, instead of log(|x|) as in Aguilar & Chen (2002) and Duan & Rokhlin (2009) . A boundary integral equation for the three-dimensional Laplace equation contains integrals over two-dimensional surfaces that are the boundaries of the domain. This method would apply when the boundary is flat. Extensions based on the approach and the theory presented in this paper are discussed in the conclusions.
The outline of the paper is as follows. In Section 2, we describe the modified trapezoidal rules and their structure and we define the system of equations from which the correction weights can be obtained. The theoretical analysis is presented in Section 3, starting with the accuracy of the punctured trapezoidal rule, before we prove the accuracy of the modified trapezoidal rules. We also give a proof of convergence for the correction weights in one dimension. Numerical results to validate the constructed quadrature rules together with discussions concerning implementation aspects are provided in Section 4.
Notation
In order to render the text more legible, multiindex notation will be used. A multiindex in the 
To be more explicit we write at times |α| 1 instead of |α|. We also
d and for the partial derivatives,
Occasionally, we will make use of the basis vectors in R d which shall be denoted by e i with 1 i d.
The notation [x] for the integer part of x and {x} for the fractional part of x will also be used; recall that x = [x] + {x}. Throughout the manuscript C will denote a constant which is independent of other parameters relevant in the particular context where it is used, typically the grid spacing h and position x. It may at times be accompanied by a numeric subscript to differentiate it from other similar constants.
Trapezoidal rule
, and on the square
The standard trapezoidal rule in one dimension is then given by
and in two dimensions, with the same h, by
where we used ∂S c to denote the four corner points of S. Typically, for a smooth integrand over a bounded interval, numerical integration using the trapezoidal rule exhibits second-order convergence.
To delve further into the error analysis of the trapezoidal rule, and later the modified trapezoidal rule, we will use two main approaches: the Euler-Maclaurin expansion and Fourier analysis. We use the following precise form of the Euler-Maclaurin expansion. 
Second, we have the contribution of the error which is determined by the regularity of the function,
There are two common situations when the sum in (1.4) vanishes for integrands of class C 2p+2 (R): when the integrand is periodic on [a, b] and when the integrand is compactly supported within (a, b) . In this case the error of the trapezoidal rule is O(h 2p+2 ). If the integrand is C ∞ and there are no boundary errors, the trapezoidal rule exhibits spectral convergence.
The accuracy of the trapezoidal rule may also be studied through Fourier analysis. In this approach we use the Poisson summation formula for f ∈ C 2 c (R) and note that
Our aim is to show that this oscillatory integral can be estimated by
from which it will then follow that
Modified trapezoidal rules
We will construct modified trapezoidal rules with a singularity correction for functions with isolated singularities. More precisely, we consider functions f (x) = s(x)φ(x) where φ(x) is regular and
Simple correction
Let us define the punctured trapezoidal rule, as applied to a compactly supported function f :
Introduce the simply corrected quadrature rule
, where a(h) is a weight factor depending on the singularity and it is known beforehand. The correction weight ω 0 (h) is defined by
where g(x) is a compactly supported function with g(x) | = 0. The function g(x) is introduced to annihilate the boundary errors from the punctured trapezoidal rule.
If the weight factor a(h) is chosen correctly, then ω 0 (h) →ω 0 as h → 0 whereω 0 does not depend on h nor on g. The convergence rate of ω 0 (h) →ω 0 , however, depends strongly on the choice of g. Convergence is fast when the function g is flat at the singularity, i.e., it has several derivatives that vanish at the origin; see Section 4.
The modified quadrature rule reads
where for a space of dimension d,
We will show below that adding a modification at the origin in this way will lead to a method of order O(h 2+d+γ ) for s(x) given by (2.1). This assumes that the function φ(x) is regular enough, and also compactly supported within the integration domain. If it is not compactly supported, T 0 h should be replaced by a boundary-corrected punctured trapezoidal rule (see Alpert, 1995) .
Higher-order correction
A higher-order quadrature rule will involve more correction weights. Define
where
In analogy with (2.3), the weights should satisfy the following equations:
Temporarily denote the weight associated with a point (x i , y j ) (β = (i, j)) by w i,j . We then require w ±i,±j = w ±j,±i for all possible combinations of signs. Such a weight will be denoted by w m q , where q = |i| + |j|, and m will be defined below. Due to these symmetry assumptions for the weights, the equations in (2.8) are stated only for even-order monomials since the equations for odd monomials are automatically satisfied. We will show that the number of unknown weights equals the number of equations in (2.8).
Let us now consider the two-dimensional case. Consider sets L p as in (2.7), with d = 2 (see Fig. 1 ). Introduce the subsets G m q ⊂ L p over which weights are equal, 
We want to enforce (2.8) for all α such that |α| p. This set can be described by α ∈ M p with
For this set, we have |M p | = N p , and (2.8) constitutes a square system. Relating to the notation above, we have α m q = (q − m, m). In Table 1 we list the monomials along with the sets of discretization points where the weights are corrected for layers up to q = 4. The first two columns provide the levels q and m at which we take a monomial 
In order to recast this system in matrix notation we introduce an index i = 0, . . . , N p − 1 and define
where N q is given by (2.10). We can then introduce the matrices K,Ĩ ∈ R N p ×N p with elements
which is well defined since the function g(βh) takes the same value for all β ∈ G i . The right-hand side of the system becomes
These expressions lead to the system
Here, the solution vector
have the ordering provided by the new indexing. For a given p consider the converged solution ω(h) →ω of system (2.13) and define the modified quadrature rule for a singularity s(x) with modified weightsω 
has elements K 00 = 1 and otherwise the Vandermonde structure
The right-hand-side entries are simply
The corrected, punctured trapezoidal rule Q p h defined as in (2.14) has the correction operator
Theoretical analysis
The techniques used to prove the accuracy of the modified quadrature rule differ in the one-dimensional set-up from the two-dimensional one. The Fourier approach is chosen for the lower dimension while in two dimensions the Euler-Maclaurin formula is applied in each direction. In this analysis, we focus on the errors due to the singularities and the accuracy of the singularity corrections. Therefore, we consider the integration of f (x) = φ(x)s(x), where φ(x) is compactly supported within the integration domain.
To begin with we provide an accuracy result for the punctured trapezoidal rule. Using this result we obtain an error estimate of the modified trapezoidal rule in terms of h and the difference ω(h) −ω in Theorem 3.7, where ω(h) −ω can be made sufficiently small with a proper choice of g so that it does not alter the asymptotic order. This is proved in the one-dimensional case, where we show that ω(h) →ω and also obtain an estimate of |ω(h) −ω|, thus yielding a complete error estimate for the modified trapezoidal rule in one dimension. In two dimensions, we offer no rigorous proofs for the convergence of the weights, but note the same behaviour as in one dimension in numerical experiments.
Accuracy of the punctured trapezoidal rule
To prove the order of convergence of the constructed quadrature rule we start by deriving an error estimate for the punctured trapezoidal rule. Theorem 3.1 states the one-dimensional result. The corresponding two-dimensional result in Theorem 3.2 is weaker; note that the function f =g · s vanishes at the origin, thus
γ with γ > −1. Let p and q be integers such that 0 p < q and 2q
wherec(γ ) depends on γ but is independent of h and g.
We note that if γ > 0 this also gives an estimate for the standard trapezoidal rule since then f (0) = 0 and
. The proof of this theorem is given in Section 3.1.1. In Lemma A2 in the Appendix, a closed form expression forc(γ ) is given.
This theorem is proved in Section 3.1.2.
3.1.1 One-dimensional case In this section we prove Theorem 3.1. We begin by introducing a cut-off
We then have T
Consequently,
and we can estimate the two parts separately. For the first term we have
where we have used the definition of ψ in (3.1) and a rescaling of the interval. By the symmetry of ψ(x) and s(x) and the assumption of vanishing derivatives, 
Then we obtain from (3.4) and (3.3),
For the second term in (3.2) we can use the strategy based on the Fourier analysis as in Section 1.2 for the standard trapezoidal rule applied to
(R) we obtain from the Poisson summation formula (1.5),
Moreover, by the symmetry of ψ(x),
We will now use Lemma 3.3 stated and proved below, which provides estimates on oscillatory integrals of this type. Since the even derivatives of g(x) are zero up to order 2p at x = 0, all derivatives ofg(x) = g(x) + g(−x) are zero up to order 2p + 1 at x = 0. We can therefore apply Lemma 3.3 to the integral with 2p + 1 for p and 2q + 2 for q. We obtain 
Note that this is well defined since q 0 and W (k) is bounded in k. Using (3.2) we get
The result of Theorem 3.1 now follows from (3.5) and (3.9) with
which is independent of h and g (x) . It remains to state and prove Lemma 3.3.
Lemma 3.3 Let p and q be integers such that 0 p < q and h and k are positive real numbers, and γ be any real number.
where W (k) is bounded in k and independent of h and g(x) (but depends on q). Proof. We let s(x) = x γ and note that |s
is compactly supported for j 1 and |s (q) (x)| x γ −q is integrable because q > γ + 1. Therefore,
where d q,j are the binomial coefficients. The estimate is independent of k, showing the boundedness of W (k). After rescaling the integral we also have
We have the following expression for the derivatives of r(x): since ψ (j) (x) ≡ 0 for j > 0 and x > h. Let δ i,j be the Kronecker delta. Exploiting the facts that ψ(x/h) ≡ 0 for x < h/2 and ψ(x/h) ≡ 1 for x > h we obtain, for 0 j q,
We will now use the assumption that g ( ) (0) = 0 for 1 p. From Taylor's theorem we get
and therefore also
We use this to estimate the integrals in (3.13). First, for 0 j q and 0 j,
where we used the fact that h max(r,0) h r when h < 1. Moreover, for the second integral in (3.13), 
since q > γ + 1. Together with (3.12) these estimates show that
This proves the lemma.
Two-dimensional case
The Euler-Maclaurin expansion formula is the basis for the theoretical analysis in two dimensions. Since it provides an error estimate based on the cancellation and boundedness of higher-order derivatives-see (1.1)-we first evaluate the higher-order derivatives of the singular function s(x) = 1/|x|. The concluding result of this subsection is the proof of Theorem 3.2.
Lemma 3.4 The partial derivatives of order k of x α /|x| with x = (x 1 , x 2 ) are given as
14)
where P k,α is a polynomial with deg P k,α = |k| + |α| in two variables
Proof. For k = (0, 0) we have
which agrees with (3.14) with P k,α (z) = z α . We let P
2 ) and note that these are polynomials of degree one less than the degree of P k,α (x 1 , x 2 ) itself. Assume that the theorem statement is true for k and let k → k + e 1 . Then we want to show that
for some polynomial P k+e 1 ,α of degree |k| + |α| + 1. By applying the chain rule and evaluating, we get 
where deg P k+e 1 ,α = |k| + |α| + 1, which is what we needed to show. The case k → k + e 2 can be proved in the same way. This induction step proves that the expression provided by the lemma is valid.
Lemma 3.5 Let Ω ⊂ R 2 be a compact set. Consider f : Ω → R given as f (x) =g(x) · s(x) where s(x) = 1/|x| andg ∈ C q (Ω) has vanishing derivatives up to order p q at the origin: ∂ kg (0) = 0 for all k ∈ N 2 such that |k| < p. Then, for each |n| q there is a constant C(n) independent of x and p, such that
Proof. In order to compute the higher-order derivatives of f the Leibniz rule is applied:
where b n r are binomial coefficients. By Taylor expanding ∂ g and recalling that ∂ kg (0) = 0 for all k ∈ N 2 such that |k| < p, we have, for | | < p,
On the other hand, when p | | q we just use the boundedness of ∂ g over Ω and obtain, for all x ∈ Ω,
By using Lemma 3.4 with α = 0 for ∂ r s(x) we have, for r n,
where C 1 is bounded since {x/|x|, x ∈ R 2 } is compact. Together these estimates yield Entering this in (3.15) we finally have
which proves the lemma since the sum is bounded independently of p.
This estimate is also true when m = p if n contains at least one derivative in the x 1 direction, i.e., if we can write n =ñ + e 1 for some multiindexñ.
Proof. We first consider the case m > p. By using Lemma 3.5 with 2p + 2 for p we estimate the integrand since here 2m − 2p + 1 > 1, which means that the integral is bounded. Now we turn to the case m = p and define the polynomial
Since ∂ k Q(0) = 0 for |k| < 2p + 2, this polynomial has the property that
The function f can be split as We can now use Lemma 3.5 for (g − Q)s with 2p + 2 zero derivatives instead of only 2p + 1 as in the case m > p. This is allowed sinceg has 2m + 3 = 2p + 3 continuous derivatives. Then, in the same way as in (3.17) we find a constant C 1 such that
Next we seek to bound the nth derivative of Q(x)s(x) and proceed by splitting n =ñ + e 1 . We first take theñth derivative and from Lemma 3.4 with |k| = 2p + 1 and |α| = 2p + 2 we obtain
By further taking the derivative in the e 1 direction and using the same differentiation as in Lemma 3.4 we have
where E is another polynomial. We note that sup x |E(x/|x|)| =: C 2 < ∞ as before. In order to bound the integral over ∂ n [Q(x)s(x)] we apply the change of variables x 1 = sx 2 once more and obtain
(3.23)
Gathering (3.20) and (3.23) we finally have that for
which concludes the proof of the lemma.
We are now ready to prove Theorem 3.2. Let the compact support of f be denoted by D and suppose a] 2 . The error estimate will be obtained by evaluating two consequent approximations according to the split (3.24) with
(3.25)
We note that by Lemma 3.5 with p set to 2p + 2 we have lim x→0 f (x) = 0 and f can therefore be defined by continuity at the origin. This implies that both I 1 (x) and I 2 (x) are continuous at x = 0. Since f (x) is smooth when x 2 | = 0 we obtain from the Euler-Maclaurin expansion (1.3) that
for any m q and x 2 | = 0. Therefore, since B 2m+2 ({x}) is bounded,
for m q and x 2 | = 0. We distinguish two cases according to whether x 2 is in the vicinity of the origin where the singularity plays a bigger role or whether x 2 is away from the origin.
When 0 < |x 2 | < h we take m = p and obtain from Lemma 3.6 with n = (2p + 2, 0) that
When |x 2 | h we take m = q > p and obtain from Lemma 3.6 that
Now, since I 1 (x 2 ) is continuous at x 2 = 0 the integral can be bounded as
For I 2 (jh) we obtain, exactly as above,
For j = 0 we use the fact that I 2 is continuous at x = 0. The same estimate as above then gives Using this and (3.26) we get finally get, from (3.24),
which concludes the proof of Theorem 3.2.
Accuracy of the corrected trapezoidal rule
The corrected trapezoidal rule consists of the punctured trapezoidal rule and a correction operator (2.15). The vector of correction weightsω is defined as the solution to system (2.13),
KI(h)ω(h) = c(h),
as h → 0. We assume throughout this text that the weights ω(h) are well-defined solutions of this system for sufficiently small h. In two dimensions we also need to assume that the converged valuesω obtained as the limit ω(h) →ω when h → 0 are well defined; in one dimension this follows from Lemma 3.8. Theorem 3.7 gives a proof of the convergence rate for the new quadrature rule in both one and two dimensions based on the assumption that the modified weights are bounded. When the nonconverged weights ω(h) are used the convergence rate is O(h 2p+2+γ +d ). In the more practical case, when the converged weightsω are used, we prove that the convergence rate of the full rule depends on the convergence rate of the weights-if this rate is fast enough for some g then the overall convergence rate is unaffected. In one dimension we furthermore show that this fast rate can be obtained by choosing a flat enough g; see Lemma 3.8. Although we do not prove it, strong numerical evidence confirms that Lemma 3.8 and the overall rate O(h 2p+2+γ +d ) hold also in two dimensions.
Theorem 3.7 Given a function φ ∈ C 2q+2 (R d ) compactly supported and a singular function
consider the modified quadrature applied to f = φ · s written in operator form as
which corresponds to (2.14) with the correction operators (2.16) in one dimension and (2.15) in two dimensions. Let g ∈ C 2q+2 c (R d ) be a radially symmetric function such that g(0) = 1 and ∂ k g(0) = 0 for k 2p + 1 with p < q. Moreover, let ω(h) be the solution of (2.13) for this g. Then the approximation error satisfies 27) where I[φ · s] is the analytical integral. In one dimension, by using Lemma 3.8 the estimate leads to (3.29) in both one and two dimensions.
Proof. We start by defining P φ (x) as the Taylor polynomial of order 2p + 1 of φ at the origin,
We furthermore define the compactly supported functionφ(
which is an approximation of φ(x) close to x = 0. Indeed, for |k| < 2p + 2,
and as a consequence,
In order to determine the order of convergence of Q (3.32) and treat these three terms separately.
To estimate E 1 we first note that (3.31) implies that, for all
Also using (2.5) and (2.15) we then get
where we assumed that the weightsω are bounded. To bound E 2 we use Theorem 3.2 in two dimensions and Theorem 3.1 in one dimension, yielding
It remains to bound E 3 . Using the fact thatφ has the formφ = P φ g with P φ defined in (3.30) we have
We now want to show that the terms inside the sum in (3.35) are zero if α 1 and/or α 2 in α = (α 1 , α 2 ) is odd. Since g is radially symmetric, g(x 1 , x 2 ) = g(±x 1 , ±x 2 ) for all combinations of signs. The same holds for s. Therefore,
and this sum vanishes for α 1 and/or α 2 odd. In a similar way we obtain T 
This sum is over all α ∈ M p as defined in (2.11). By (2.12) the first difference in the sum may be rewritten
From (3.38), using the formula above and also the definition of A p h in (2.15), we obtain
By also using (3.33), (3.34) and the split (3.32), the result in (3.27) follows. Finally, to prove (3.29) we just note that if the weights are changed, the estimate (3.33) for E 1 can be done in precisely the same way, while clearly E 3 = 0.
The estimate (3.28) of the theorem is a consequence of the following Lemma 3.8, upon noting that we can always find a function g(x) satisfying the assumptions of the theorem with q 2p
) and (3.39) inserted in (3.27) gives (3.28).
Lemma 3.8 Let p and q be integers such that 0 p < q and 2q
(R) is an even function with g as in Theorem 3.7. Then the approximate weights ω(h) given as the solution of (2.13) for this g converge toω and satisfy the error estimate
Proof. We claim thatω is given as a solution to
given in Theorem 3.1. Note that since K is a Vandermonde matrix with K ij = 2j 2i it is nonsingular, soω is well defined. Furthermore with the notation in Section 2.2 and by Theorem 3.1,
Therefore, By Taylor expandingĨ(h) around the origin and using the fact that g(x) has 2p + 1 vanishing derivatives at the origin, we also have (3.42) with I the identity matrix. The result (3.39) now follows since
Using (3.41) and (3.42), this proves the lemma.
Numerical results
The correction weights for the quadrature rules depend on the singularity and must be computed and tabulated for each singularity under consideration. In this section we first discuss the computation of the weights, and then provide tabulated weights and discuss examples in one and two dimensions.
Computing the correction weights
The vector of correction weights ω(h) can be obtained as solutions to system (2.13) with the aid of a smooth and compactly supported function. How fast these weights converge to their limiting values ω depends on the number of vanishing derivatives that the compactly supported function has at the origin-see Lemma 3.8. In practice, we do not choose a compactly supported function but g(x) = e −|x| 2k in such way that it is properly decayed at the boundaries of the domain. Note that for increasing values of k this function has an increasing number of derivatives that vanish at the origin. In one dimension the vector of converged weightsω can be obtained as the solution of (A.2), using the closed form expression ofc(γ ), and we use these to measure the errors in ω(h). In Fig. 2 the convergence rate of the weights is displayed for g(x) = e −x 2 and g(x) = e −x 4 . In the first case, only the first derivative vanishes at the origin and therefore by Lemma 3.8 we expect a convergence order O(h 2 ). Similarly, for e −x 4 all the derivatives up to third-order evaluate to zero at the origin and thus we expect O(h 4 ) convergence. The numerical tests confirm the expected orders of convergence.
In two dimensions, we do not have a direct way to obtain the converged weights and system (2.13) has to be solved as h → 0. A bottleneck in this procedure is the ill conditioning of the linear system; as the number of modified weights increases the reciprocal condition number of the system reaches epsilon of the machine. The aim is to obtain the value of the weights with double precision. Therefore, the systems are solved in multiple precision arithmetic through straightforward Gaussian elimination followed by repeated Richardson extrapolation.
For g(x) = e −|x| 2k the order of convergence of the weights is O(h 2k ) and a larger value of k can be used to speed up the convergence. In Fig. 3 , for system (2.13) with p = 3, we show how the choice of k controls the convergence of the weights with respect to the condition number of the system, κ(A). Note that the condition number depends only weakly on the choice of g for a fixed h (the data points corresponding to the same h essentially line up along vertical lines). On the horizontal axis we can follow the growth of the condition number κ(A), while on the vertical axis we can read the error in approximating the weights. To achieve an error ω − ω(h) ∞ below a prescribed tolerance, the condition number will be lower for a larger k, and fewer digits will be lost in the calculations. Hence, not as many digits are needed in the multiprecision arithmetic, and the system can be solved much faster. However, it can also be seen from Fig. 3 that once we use e −|x| 8 , the computations for large h display a worse error than for lower exponents of the Gaussian. This is due to the difficulty in numerically resolving the Gaussian once the exponent of e −|x| 2k increases. This implies that it will not be feasible to increase k indefinitely and we must settle for some intermediate value. Consequently, in practice we shall set up system (2.13) for the function e −|x|
Applying the quadrature rules: a one-dimensional example
In this section, we study the convergence rates of the newly developed quadrature rules when applied to a singularity of type |x| γ . We use (2.14) and (2.16) with correction weights at 2p + 1 points, obtained by solving system (A.2). We consider two cases.
In the first case, we take f (x) = cos(x)|x| γ with γ = −0.8 and p = 2. We include boundaries, but use high-order boundary corrections given in Alpert (1995) singularity. The expected convergence rate is O(h 2p+3+γ ) = O(h 6.2 ) and to preserve this accuracy we use boundary corrections of order O(h 8 ). The result agrees well with the theory, as reported in Fig. 4(a) . In the second case, we take f (x) = exp −x 2 cos(x)|x| γ with γ = −0.5 and p = 4. In this case the function is essentially zero on the boundaries and no boundary correction is needed. Theory predicts a convergence rate of O(h 10.5 ) which holds up well; see Fig. 4(b) . We also record in Table 3 the correction weights for the quadrature rule used in this case (p = 4 and γ = −0.5).
Applying the quadrature rules: a two-dimensional example
Consider an essentially compactly supported function, e.g., φ(x, y) = cos(x) e −(x 2 +y
2 ) and evaluate On this chosen integral we test the set of quadrature rules Q p h , with p = 0, . . . , 5, as defined in (2.14). The improvement in accuracy as p increases can be observed in Fig. 5 and in Table 4 where the order of convergence obtained through numerical experiment is compared with the theoretical one. The expected order of convergence for Q p h is 13. In practice even higher-order quadrature rules (p > 5) do not seem to result in better accuracy; in the asymptotic range, round-off errors dominate in double precision. 
Conclusion
We have constructed and also proved the accuracy of high-order quadrature rules that handle singular functions of the type s(x) = |x| γ with γ > −1 in one dimension and γ = −1 in two dimensions. The quadrature rules are based on the well-known trapezoidal rule, but with modified weights close to the singularity. They can be applied in a straightforward manner by using the modified weights which have been computed and tabulated in this paper.
In the construction of the quadrature rules we used compactly supported functions to annihilate boundary errors and accelerate the convergence of the correction weights. If the quadrature rule is to be applied to functions that are neither periodic nor compactly supported within the domain, it should be combined with boundary corrections for the trapezoidal rule of sufficiently high order to exhibit the full convergence order it has been designed to have. The correction operator associated with the singularity remains the same whether or not boundary corrections are necessary.
The modified weights are obtained as the solution of an ill-conditioned linear system of equations. We have described how this system is set up and discussed its ill conditioning. The convergence rate of the weights depends on the flatness of the compactly supported function used to annihilate boundary errors, i.e., on the number of derivatives that vanish at the singular point. We illustrate this property in numerical examples and prove mathematically its validity in the one-dimensional case. With an improved convergence rate for the weights, a larger h can be used, which to some extent alleviates the ill-conditioning problem. To be able to compute the weights with 16 correct digits, a multiprecision library is used. In one dimension, we were able to find an analytical expression for the right-hand side of the system such that converged weights can be computed directly (see the Appendix).
The methodology for setting up the system for the weights can be extended also to other singularities, e.g., the fundamental solution of the Stokes equations (see Marin et al., 2012) which is not radially symmetric in all its tensorial components as the functions |x| γ , and more complicated symmetries, must be taken into account.
The integration of 1/|x| in R 2 as considered here, can also be viewed as an integration of the fundamental solution of the Laplace equation over a flat surface in R 3 . This relates to the discretization of boundary integral formulations, where integrals are to be evaluated over the boundaries of the domain, be it an outer boundary, the surface of a scattering object in an electromagnetic application or the surface of an immersed particle in Stokes flow. We therefore plan to extend this work to also consider the integration of weakly singular integrals over more general smooth surfaces.
