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Abstract
All graphs with at most three Laplacian eigenvalues greater than or equal to two are deter-
mined. Besides, all minimal forbidden subgraphs with respect to this property are determined.
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1. Introduction
Let G = (V ,E) be a simple graph with vertex set V = {v1, . . . , vn} and edge
set E. Denote the degree of vertex vi by di and let D(G) = diag(d1, . . . , dn) be
the diagonal matrix of vertex degrees. The Laplacian matrix is L(G) = D(G)−
A(G), where A(G) is the (0, 1)-adjacency matrix. It is known that L(G) is a singu-
lar, positive semidefinite symmetric matrix. The eigenvalues of L(G) are called the
Laplacian eigenvalues of G, and are denoted by λ1  λ2  · · ·  λn = 0. Vector
x = (x1, . . . , xn) is an eigenvector of G affording λ if and only if x /= 0 and
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(di − λ)xi =
∑
(vi ,vj )∈E
xj (i = 1, . . . , n), (1)
where
∑
(vi ,vj )∈E xj is the sum, over the vertices vj adjacent in G to vi , of xj .
Let I be an interval of the real line. The number of Laplacian eigenvalues of G,
multiplicity included, that belong to I , is denoted by mG(I). Especially, if I = {λ},
then mG(λ) is just the multiplicity of λ as a Laplacian eigenvalue of G. It is proved
in [1] that mG[0, n] = n, i.e. n  λ1  λ2  · · ·  λn = 0. The multiplicity of 0 as
a Laplacian eigenvalue of G equals to the number of components of G, and the mul-
tiplicity of n equals to one less than the number of components of the complement
of G.
Grone et al. [3] and Merris [6,7] studied the bounds of mG(I) for some certain
I ’s, especially for I = (2, n]. Ming and Wang [8] gave a lower bound for mG(2, n]
in terms of the matching number of G when G has no perfect matchings. Pet-
rovic´ et al. [9] determined all connected bipartite graphs with exactly two Lapla-
cian eigenvalues greater than two, that is, mG(2, n] = 2. Fan and Li [10] extended
their results to connected graphs G with mG(2, n] = 2 and determined all such
graphs.
The problem which we consider is to find all graphs with property mG[2, n]  3.
Besides, we determine all minimal forbidden subgraphs with respect to this prop-
erty. A special motivation for the present study is a discovered connection between
photoelectron spectra of saturated hydrocarbons (alkanes) and the Laplacian eigen-
values of the underlying molecular graphs [4,5]. The results obtained in this work
can, in principle, be of interest in the photoelectron spectroscopy of organic com-
pounds.
The following two lemmas are well known results on the Laplacian eigenvalues.
They will be often used in this paper. The first lemma follows from Courant–Weyl
inequalities (see e.g. [2] or [3]).
Lemma 1. Let G be a simple graph of order n. If H is a subgraph of G of order
m  n (not necessarily the induced subgraph) then
λi(H)  λi(G) (i = 1, 2, . . . , m). (2)
A pendant vertex of G is a vertex of degree 1. A pendant neighbour is a vertex
adjacent to a pendant vertex. We suppose G has η(G) pendant neighbours.
Lemma 2 [3, 6]. Let G be a connected graph satisfying 2η(G) < n. Then
10 mG[0, 1)  η(G); 20 mG(2, n]  η(G).
Throughout this paper H ⊂ G will denote that H is a subgraph of a graph G.
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2. Main results
We study the setG of all graphsG(|G| 4)without isolated vertices with property
λ4(G) < 2. (3)
The property (3) is hereditary because, whenever G satisfies (3) and H ⊂ G (|H | 
4), it follows that H also satisfies (3). The hereditary property (3) implies that there
are minimal graphs that do not satisfy (3); such graphs are called forbidden sub-
graphs. It is easy to verify that five graphs depicted in Fig. 1 are forbidden subgraphs.
They will play an important role in our discussion.
The following theorem is the main result.
Theorem 1. LetG be the set of all graphsG (|G|  4)without isolated vertices with
property λ4(G) < 2. If G ∈ G, then G is a subgraph of one of the graphs G0–G4
depicted in Fig. 2.
On the Fig. 2 by dashed lines are indicated edges which may, but need not exist
in G.
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Proof of Theorem 1. Let G be the set of all graphs G (|G|  4) without isolated
vertices with property λ4(G) < 2 and G ∈ G. By Lemma 1 we conclude that G does
not contain any subgraph isomorphic to one of the graphs H1–H5 in Fig. 1.
First suppose that G contains circuits. Let Ck be a circuit of maximal length
which G contains as a subgraph and let V (Ck) = {v1, . . . , vk}, where (vi, vi+1) ∈
E(G) (i = 1, . . . , k − 1) and (v1, vk) ∈ E(G). Then k  7 (in the opposite case we
would have H1 ⊂ G, what is a contradiction 1). Denote by T the set V (G)\V (Ck)
and by G[T ] the induced subgraph of G by the vertex set T . Next, denote by Ti the
set of vertices from T which are adjacent exactly to a vertex vi of Ck (i = 1, . . . , k).
We distinguish the following five cases:
10 k = 7. In this case T = ∅ (H1 ⊂ G) and the circuit C7 is the induced subgraph
of G (H2 ⊂ G ∨H4 ⊂ G). We conclude that G = G4.
20 k = 6. In this case (vi, vi+3) /∈ E(G) (i = 1, 2, 3) (H4 ⊂ G). If, for exam-
ple, (v1, v3) ∈ E(G), then (v2, v4) /∈ E(G), (v2, v6) /∈ E(G), and (v4, v6) /∈ E(G)
(H3 ⊂ G ∨H4 ⊂ G). Excluding the symmetric cases, we conclude that the graph
induced by V (C6) is isomorphic to the graph depicted in Fig. 3 and 6  |E(G[V
(C6)])| 9. On the Fig. 3 by dashed lines are indicated the edges which may, but
need not exist in G.
The induced subgraph G[T ] is the graph without edges, i.e. G[T ] = sK1 (s  0)
(H1 ⊂ G). We distinguish the following two subcases:
2.10 The set T contains a vertex v which is adjacent to at least two vertices of
the circuit C6. The vertex v can be adjacent only to vertices v1 and v4, or v2 and v5,
or v3 and v6 (H2 ⊂ G ∨H4 ⊂ G), there is exactly one such vertex (H1 ⊂ G) and
|E(G[V (C6)])| 7 (H2 ⊂ G). If, for example, the vertex v is adjacent to vertices
v1 and v4, then in G can exist only the edge e3 (H2 ⊂ G) and Ti = ∅ (i = 1, . . . , 6)
(H1 ⊂ G). Thus, |T | = 1 and G is a subgraph of the graph G = G3.
2.20 All vertices from the set T are adjacent exactly to one vertex from the cir-
cuit C6. In this case the sets Ti and Ti+1 (i = 1, . . . , 5), T1 and T6, Ti and Ti+3
(i = 1, 2, 3) cannot coexist (H1 ⊂ G). Besides, if the edge e1 exists in G[V (C6)],
then T2 = T4 = ∅, if the edge e2 exists in G[V (C6)], then T4 = T6 = ∅, and if the
edge e3 exists in G[V (C6)], then T2 = T6 = ∅ (H2 ⊂ G).
We conclude that if |E(G[V (C6)])| = 6, then T = T1 ∪ T3 ∪ T5 or T = T2 ∪ T4 ∪
T6 and G is a subgraph of the graph G1(p, q, r). If |E(G[V (C6)])| = 7, then T =
T1 ∪ T3 ∪ T5 or T = T6 (e1 ∈ E(G[V (C6)]) and G is a subgraph of the graph
G1(p, q, r) in the first case and of the graph G2(p) in the second case. If 8 
|E(G[V (C6)])| 9, then T = T1 ∪ T3 ∪ T5 and G is a subgraph of the graph
G1(p, q, r).
30 k = 5. The pairs of edges (v1, v3) and (v2, v4), (v1, v3) and (v2, v5), (v1, v4)
and (v2, v5), (v1, v4) and (v3, v5), (v2, v4) and (v3, v5) cannot coexist in G (H5 ⊂
G). If, for example, (v1, v3) ∈ E(G), then (v2, v4) /∈ E(G) and (v2, v5) /∈ E(G).
1 To be short, we shall often reduce the mentioned sentence simply by “H1 ⊂ G”.
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Excluding the symmetric cases, we conclude that the graph induced by V (C5) is
isomorphic to the graph depicted in Fig. 3 and 5  |E(G[V (C5)])| 7.
In this case the graph G[T ] does not contain the graphs 2K2 and K3 as subgraphs
(H1 ⊂ G ∨H2 ⊂ G), and G[T ] = S1,p ∪ sK1 (p  0, s  0). All vertices from the
set T are adjacent to at most one vertex from the circuit C5 (k > 5 ∨H4 ⊂ G). We
distinguish the following two cases:
3.10 p > 0. It follows s = 0 (H1 ⊂ G) and |E(G[V (C5)])| = 5 (H2 ⊂ G). So,
G[T ] = S1,p and all pendant vertices from the star S1,p (p > 1) are nonadjacent to
vertices of the circuit C5 (H1 ⊂ G). The root vertex of the star S1,p can be adja-
cent with at most one vertex of C5 and the graph G is a subgraph of the graph
G2(p).
3.20 p = 0. Each vertex from T is adjacent exactly to one vertex of C5 (in the
opposite case G contains isolated vertices, a contradiction). If the edge e1 exists in
G[V (C5)], then T2 = ∅, and if the edge e2 exists in G[V (C5)], then T4 = ∅ (H4 ⊂
G). Also, at most three sets from the sets T1, T2, T3, T4 and T5 can be nonempty,
where they are not successively sets, for example, T1, T2 and T3 (H1 ⊂ G). Exclud-
ing symmetric cases, we conclude that T = T1 ∪ T3 ∪ T5 and G is a subgraph of the
graph G1(p, q, r).
40 k = 4. The induced subgraph G[V (C4)] is isomorphic to the graph depicted
in Fig. 3 and 4  |E(G[V (C4)])| 6. In this case G[T ] is the graph without edges,
i.e. G[T ] = sK1 (s  0) (H4 ⊂ G) and each vertex from T is adjacent to exactly
one vertex of the circuit C4 (k > 4 ∨H5 ⊂ G). Also, at most three sets from the sets
T1, T2, T3 and T4 can be nonempty (H1 ⊂ G). Excluding symmetric cases, we con-
clude that T = T1 ∪ T2 ∪ T3. It follows that G is a subgraph of the graph G1(p, q, r)
if the edge e2 does not exist in G[V (C4)], and a subgraph of the graph G0(p, q, r)
in the opposite case.
50 k = 3. The induced subgraph G[T ] does not contain the graphs 2K2 and K3 as
subgraphs (H2 ⊂ G ∨H3 ⊂ G) and G[T ] = S1,p ∪ sK1 (p  0, s  0). All verti-
ces from the set T are adjacent to at most one vertex from the circuit C3 (in the
opposite case k > 3, a contradiction). We distinguish the following two subcases:
5.10 p > 0. In this case at most one pendant vertex of the star S1,p (p > 1) can be
adjacent to some vertex ofC3, for example v1, and then the root vertex of the star S1,p
can be adjacent only to the vertex v1 of the circuit C3 (in the opposite case k > 3,
a contradiction). So, induced subgraph G[V (C3) ∪ V (S1,p)] is isomorphic to the
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graph depicted in Fig. 3. Also, at most two of the sets T1, T2 and T3 can be nonempty
(H1 ⊂ G). Excluding the symmetric cases, we conclude that T = V (S1,p) ∪ T1 ∪ T2
or T = V (S1,p) ∪ T2 ∪ T3 (if the edge e2 does not exist). In the first case G is a
subgraph of the graph G1(p, q, r), and in the second case G is a subgraph of the
graph G0(p, q, r).
5.20 p = 0. Each vertex from the set T is adjacent exactly to one vertex of C3 and
T = T1 ∪ T2 ∪ T3. We conclude that G is a subgraph of the graph G1(p, q, r).
Now suppose that G does not contain circuits. Let Pk be a path of maximal length
which G contains as a subgraph and let V (Pk) = {v1, . . . , vk}, where (vi, vi+1) ∈
E(G) (i = 1, . . . , k − 1). Since G is forest, the path Pk is the induced subgraph
of G. Then k  7 (in the opposite case we would have H1 ⊂ G, a contradiction).
Denote by T the set V (G)\V (Pk) and by G[T ] the induced subgraph of G by the
vertex set T . Next, denote by Ti the set of vertices from T which are adjacent to
exactly the vertex vi of Pk (i = 1, . . . , k). Then T1 = Tk = ∅ (in the opposite case
Pk is not a path of maximal lenght). We distinguish the following six cases:
10 k = 7. The graph G[T ] is a graph without edges, i.e. G[T ] = sK1 (s  0)
(H1 ⊂ G) and each vertex from T is adjacent to exactly one vertex of P7 (in the
opposite case we would have that G contains circuits or isolated vertices, a contra-
diction). Also, T3 = T5 = ∅ (H1 ⊂ G). It follows that T = T2 ∪ T4 ∪ T6 and G is a
subgraph of the graph G1(p, q, r).
20 k = 6. The graph G[T ] has not edges, i.e. G[T ] = sK1 (s  0) (H1 ⊂ G) and
each vertex from T is adjacent to exactly one vertex of P6. Besides, the sets T3 and
T4 cannot coexist (H1 ⊂ G) and T = T2 ∪ T3 ∪ T5 or T = T2 ∪ T4 ∪ T5. It follows
that G is a subgraph of the graph G1(p, q, r).
30 k = 5. In this case the graph G[T ] does not contain the graph 2K2 as a sub-
graph and G[T ] = S1,p ∪ sK1 (p  0, s  0). We distinguish the following two
subcases:
3.10 p > 0. Each pendant vertex of the star S1,p (p > 1) is nonadjacent to vertices
of the path P5, and root vertex of the star S1,p can be adjacent only to the vertex v3
of the path P5 (in the opposite case k > 5, a contradiction). Also, T3 = ∅ (H1 ⊂ G)
and T = S1,p ∪ T2 ∪ T4. It follows that G is a subgraph of the graph G0(p, q, r).
3.20 p = 0. Each vertex from T is adjacent exactly to one vertex of the path P5
and T = T2 ∪ T3 ∪ T4. We conclude that G is a subgraph of the graph G1(p, q, r).
40 k = 4. The graph G[T ] does not contain the graph 2K2 as a subgraph and
G[T ] = S1,p ∪ sK1 (p  0, s  0). If p > 0 then each vertex of the star S1,p is
nonadjacent to the vertices of the path P4 (in the opposite case k > 4, a contradiction)
and T = V (S1,p) ∪ T2 ∪ T3. It follows that G is a subgraph of the graph G1(p, q, r).
50 k = 3. If G is connected graph, then G = S1,p (p > 1). If G is a disconnected
graph, then G = S1,p ∪ S1,q (p > 1, q  1) or G = S1,p ∪ S1,q ∪ S1,r (p > 1, q 
1, r  1). In all cases G is a subgraph of the graph G1(p, q, r).
60 k = 2. In this case G is disconnected graph and G = K2 ∪K2 or G = K2 ∪
K2 ∪K2. We conclude that G is a subgraph of the graph G1(p, q, r). 
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In the sequel we consider the graphs G0–G4 depicted in Fig. 2.
Theorem 2. Let G0(p, q, r) be a graph of order n = p + q + r + 4 in Fig. 2,
where p  0, q  0, r  0, and let s = min{p, q, r}.
10 If s = 1, then λ4(G0(p, q, r)) < 2 if and only if G is a subgraph of one of the
graphs G6–G14 depicted in Fig. 4.
20 If s = 0, then λ4(G0(p, q, r)) < 2.
30 If s  2, then λ4(G0(p, q, r))  2.
40 There are exactly nine minimal graphs with the property λ4(G0(p, q, r))  2.
These are the graphs H6–H14 displayed in Fig. 6.
Proof. 10 Let s = min{p, q, r} = 1 and G = G0(p, q, r). Let L be the Laplacian
matrix of the graph G, λ be an eigenvalue of G distinct from 1, and x be an eigen-
vector of G belonging to the eigenvalue λ. From the equalities (1) we have that
x = (x1, x2, x3, x4, u, . . . , u︸ ︷︷ ︸
p
, v, . . . , v︸ ︷︷ ︸
q
, w, . . . , w︸ ︷︷ ︸
r
), and all eigenvalues of the graph
G distinct from 1 are determined by the equation
P(λ)=
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 − λ 0 0 −1 0 0 0
0 1 − λ 0 0 −1 0 0
0 0 1 − λ 0 0 −1 0
−p 0 0 d1 − λ −a12 −a13 −1
0 −q 0 −a21 d2 − λ −a23 −1
0 0 −r −a31 −a32 d3 − λ −1
0 0 0 −1 −1 −1 3 − λ
∣∣∣∣∣∣∣∣∣∣∣∣∣
= −λ7 + a1λ6 + · · · + a6λ+ a7 = 0.
…
…
}
}
p
q
…
…
}
}
p
r
… }p … }p
G6 G7 G8 G9
G10 G11
G5
G13G12 G14
Fig. 4.
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Here
A =

 0 a12 a13a21 0 a23
a31 a32 0


is adjacency matrix of the graph induced by the vertex set {v1, v2, v3} and d1 = p +
1 + a12 + a13, d2 = q + 1 + a21 + a23, d3 = r + 1 + a31 + a32. We conclude that
there exist at most seven eigenvalues of the graph G distinct from 1, i.e. mG[0, 1)+
mG(1, n]  7.
The number pendant neighbours of G is η(G) = 3 and we conclude by Lemma
2(10) that mG[0, 1)  3. It follows mG(1, n]  4. But the graph G0(1, 1, 1) is a
subgraph of the graph G and has exactly four eigenvalues greater than 1. By Lemma
1 we have that mG(1, n]  4. So, mG(1, n] = mG(1, 2] +mG(2, n] = 4. But by
Lemma 2(20) mG(2, n]  η(G) = 3 and we have mG(1, 2]  1.
It is easy to see that P(1) = −2pqr < 0 and we conclude that λ4(G) < 2 if and
only if P(2) > 0.
The graph G belongs to one of the following four subclasses of the class G0(p,
q, r) (Fig. 5) and we distinguish the following four possibilities:
(I) Let p  q  r = 1. Then P(2) = 8(−pq + p + q + 3) > 0 if and only if
10 r = q = 1, p ∈ N;
20 r = 1, q = 2, 2  p  4.
It follows that G is a subgraph of the graphs G6 and G7 from Fig. 4, respectively.
(II) Let p  r  1 and q  1. Then P(2)= 4(−pq + 2p+ q + 2), for r = 1, and
P(2)= 4(−2pr + 3p + 3r), for q = 1. We conclude that P(2) > 0 if and only if
10 r = 1, 1  q  2, p ∈ N;
20 r = 1, p = 1, q ∈ N;
30 r = 1, q = 3, p  4;
40 r = 1, p = 2, q  5;
50 q = 1, r = 2, p  5.
It follows that G is a subgraph of the graphs G8,G6,G9,G10 and G11 from Fig. 4,
respectively.
…
…
…
}
}
}
p
q
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…
…
…
}
}
}
p
q
r
…
…
…
}
}
}
p
q
r
…
…
…
}
}
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Fig. 5.
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(III) Let p  r  1 and q  1. Then P(2) = 2(p + r + 1), for q = 1, and P(2) =
2(−2pq + 3p + 5q − 3), for r = 1. We have that P(2) > 0 if and only if
10 q = 1, p ∈ N, r ∈ N;
20 r = 1, 1  p  2, q ∈ N;
30 r = 1, p = 3, q  5;
40 r = 1, q = 2, p  6.
It follows that G is a subgraph of the graphs G12,G8,G13 and G14 from Fig. 4,
respectively.
(IV) Let p  q  r = 1. Then P(2) = 2(p + q − 1) > 0 if and only if
10 r = 1, p ∈ N, q ∈ N.
We conclude that G is a subgraph of the graph G12 from Fig. 4.
20 Let s = min{p, q, r} = r = 0 and G5 = G0(p, q, 0) (Fig. 4). By Lemma 1,
without loss of generality, we may assume that p = q  1 and all edges depicted by
dashed lines exist, since G0(p, q, 0) (p  q  1) can be regarded the subgraph of
G0(p, p, 0).
All eigenvalues of the graph G0(p, p, 0) distinct from 1 are determined by the
equation
P(λ) = λ(λ− 4)(λ2 − (p + 5)λ+ 4)(λ2 − (p + 5)λ+ 2(p + 2)) = 0.
It is easy to see that λ4(G0(p, p, 0)) = p+5−
√
p2+2p+9
2 < 2. According to Lemma
1, λ4(G0(p, q, 0)) < 2.
30 If s  2, then the graph H6 from Fig. 6 is a subgraph of the graph G0(p, q, r)
and, by Lemma 1, we conclude that λ4(G0(p, q, r))  λ4(H6)  2.
40 It is easy to check that the graphs H6–H14 from Fig. 6 are minimal with the
property λ4(G)  2. We prove that they are the only minimal graphs with respect to
mentioned property in the class G0(p, q, r).
Assume that G is a minimal graph in the class G0(p, q, r) with property λ4(G) 
2 distinct from H6–H14. Then G does not contain any of the graphs H6–H14 as a
subgraph. If s = 0, then λ4(G) < 2, a contradiction. If s  2, then H6 is a subgraph
of G, a contradiction. We conclude that s = 1 and G belongs to one of the four
subclasses (Fig. 5). It follows that the parameters p, q and r satisfy one of the con-
ditions 10–20 in the case (I), one of the conditions 10–50 in the case (II), one of the
conditions 10–40 in the case (III) and the condition 10 in the case (IV). We have
λ4(G) < 2, a contradiction. 
Theorem 3. 10 Let G1(p, q, r) be a graph of order n = p + q + r + 6 in Fig. 2,
where p  q  r  1. Then λ4(G1(p, q, r)) < 2.
20 Let G2(p) be a graph of order n = p + 6 in Fig. 2, where p  1. Then
λ4(G2(p)) < 2.
30 λ4(G3) < 2 and λ4(G4) < 2.
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Fig. 6.
Proof. 10 By Lemma 1, without loss of generality, we may assume that p= q = r 
1, since G1(p, q, r) (p  q  r  1) can be regarded the subgraph of G1(p, p, p).
Let G = G1(p, p, p), L be the Laplacian matrix of the graph G, λ be an eigen-
value of G distinct from 1, and x be an eigenvector of G belonging to the eigenvalue
λ. From the equalities (1) we have that x = (x1, x2, x3, x4, x5, x6, u, . . . , u︸ ︷︷ ︸
p
, v, . . . , v︸ ︷︷ ︸
p
,
w, . . . , w︸ ︷︷ ︸
p
), and all eigenvalues of the graph G distinct from 1 are determined by the
equation
P(λ)=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 − λ −1 0 0 0 0 0 0 0
−p s − λ −1 0 −1 0 0 −1 −1
0 −1 2 − λ 0 −1 0 0 0 0
0 0 0 1 − λ −1 0 0 0 0
0 −1 −1 −p s − λ −1 0 −1 0
0 0 0 0 −1 2 − λ 0 −1 0
0 0 0 0 0 0 1 − λ −1 0
0 −1 0 0 −1 −1 −p s − λ −1
0 −1 0 0 0 0 0 −1 2 − λ
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣
1 − λ −1 0
−p p + 2 − λ −2
0 −2 2 − λ
∣∣∣∣∣∣ ·
∣∣∣∣∣∣
1 − λ −1 0
−p p + 5 − λ −1
0 −1 2 − λ
∣∣∣∣∣∣
2
= −λf (λ)(g(λ))2 = 0,
where s = p + 4, f (λ) = λ2 − (p + 5)λ+ 2(p + 2) and g(λ) = λ3 − (p + 8)λ2 +
2(p + 8)λ− 9. It is easy to see that g(0) = −9 < 0, g(1) = p > 0 and g(2) =
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−1 < 0. Hence, f (λ) = 0 has exactly one root no less than two, and g(λ) = 0 has
exactly one root no less than two. We conclude that P(λ) has exactly three roots no
less than two and λ4(G) < 2. According to Lemma 1, λ4(G1(p, q, r)) < 2.
20 Let L be the Laplacian matrix of the graph G2(p), λ be an eigenvalue of G2(p)
distinct from 1, and x be an eigenvector of G2(p) belonging to the eigenvalue λ.
From the equalities (1) we have that x = (x1, x2, x3, x4, x5, x6, u, . . . , u︸ ︷︷ ︸
p
), and all
eigenvalues of the graph G2(p) distinct from 1 are determined by the equation
P(λ)=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
3 − λ −1 −1 0 0 −1 0
−1 2 − λ 0 0 −1 0 0
−1 0 3 − λ −1 0 −1 0
0 0 −1 2 − λ −1 0 0
0 −1 0 −1 2 − λ 0 0
−1 0 −1 0 0 p + 2 − λ −p
0 0 0 0 0 −1 1 − λ
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣4 − λ −1−1 2 − λ
∣∣∣∣ ·
∣∣∣∣∣∣∣∣∣∣
2 − λ −1 0 −1 0
−1 2 − λ −1 0 0
0 −2 2 − λ 0 0
−2 0 0 p + 2 − λ −p
0 0 0 −1 1 − λ
∣∣∣∣∣∣∣∣∣∣
= −λf (λ)g(λ) = 0,
where f (λ) = λ2 − 6λ+ 7 and g(λ) = λ4 − (p + 9)λ3 + 3(2p + 9)λ2 − (9p +
31)λ+ 2(p + 6). It is easy to see that g(0) = 2(p + 6) > 0, g(1) = −2p < 0,
g(2) = 2 > 0 and g(4) = −2p < 0. Hence, f (λ) = 0 has exactly one root no less
than two, and g(λ) = 0 has exactly two roots no less than two. Therefore P(λ) = 0
has exactly three roots no less than two and λ4(G2(p)) < 2.
30 We easily get by computer that λ4(G3) < 2 and λ4(G4) < 2. 
From Theorems 1–3 we can easily deduce the following two theorems.
Theorem 4. Let G be the set of all graphs G (|G|  4) without isolated vertices
with property λ4(G) < 2. Then G ∈ G if and only if G is a subgraph of one of the
graphs G1–G14 depicted in Figs. 2 and 4.
Theorem 5. There are exactly 14 minimal graphs with the property λ4(G)  2.
These are the graphs H1–H14 depicted in Figs. 1 and 6.
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