The Hurst parameter captures the amount of long-range dependence (LRD) in a time series. There are several methods to estimate the Hurst parameter, being the most popular: the variance-time plot, the R/S plot, the periodogram, and Whittle's estimator. The first three are graphical methods, and the estimation accuracy depends on how the plot is interpreted and calculated. In contrast, Whittle's estimator is based on a maximum likelihood technique and does not depend on a graph reading; however, it is computationally expensive. A new method to estimate the Hurst parameter is proposed. This new method is based on an artificial neural network. Experimental results show that this method outperforms traditional approaches, and can be used on applications where a fast and accurate estimate of the Hurst parameter is required, i.e., computer network traffic control. Additionally, the Hurst parameter was computed on series of different length using several methods. The simulation results show that the proposed method is at least ten times faster than traditional methods.
Introduction
Long-range dependence (LRD) captures the persistence phenomenon observed in many empirical time series that manifests itself in clusters of consecutive large (or small) values, see [1, 2] . A typical hypothesis of time series analysis is that observations separated by a great time span are almost independent. Nevertheless, for LRD, these observations are not independent [3, 4, 5, 6] . The Hurst parameter, symbolized by H, is the measure of LRD. The classic LRD analysis involves the estimation of the Hurst parameter from data series. Several traditional methods can be used to estimate H [7] ; however, some of them may be computationally expensive, require a graph reading or are affected by irregularities in the data [8] . Since artificial neural networks (ANNs) can learn and adapt to a great diversity of data without being affected by noise and errors [9] , it will be shown that they are an excellent option to estimate H. This paper is organized as follows. In Section 2, we present background information about shortrange dependence and long-range dependence. In Section 3, we present a brief explanation on artificial neural networks focusing mainly on mapping and classification problems. In Section 4, we develop a method to reduce the computation complexity to estimate the Hurst parameter in data series with LRD. It is shown that this method can also be used to classify data series according to their amount of LRD. In Section 5, we perform a statistical analysis using existing methods to estimate the Hurst parameter, and the method developed in this paper. Finally, Section 6 presents some conclusions and key points.
Long-range dependence
Consider a second-order stationary process 
where the symbol ~ denotes that the expressions on both sides are asymptotically proportional to each other, see [1, 2] , and
is slowly varying at infinity, specifically 1 ) (
Artificial neural networks
An ANN is a computational method motivated by biological models. ANNs attempt to mimic the fundamental operation of the human brain and can be used to solve a broad variety of problems [10] . One of the most important features of ANNs is that they can discover hidden patterns from data sets [11] , and solve complex problems when there is not a mathematical model (or when the model is not suitable for the case at hand). Furthermore, ANNs are commonly immune to noise and irregularities present in the data [12, 13] . ANN learning is typically based on two data sets: the training set and the validation set. The training set is used on a new artificial neural network, as its name indicates, for training. The validation set is used after the neural network has been trained to assess its performance. The validation set is, in most cases, similar to the training set but not equal [14, 15] .
Data mapping
In artificial intelligence, a desired output is commonly known as the target. For the specific case of ANNs, the target is used for network training [9] . Generally, ANNs can map a given input to a desired output; when an ANN is used for this purpose, the ANN is typically called a mapping ANN. For this kind of setup, the network is trained by applying the desired input to the ANN, and monitoring the actual ANN output. The difference between the actual ANN output and the desired output is normally used to manage the learning process.
Thus, during training, the learning algorithm attempts to reduce the error measured between the actual network output and the target for each case in the training set [9, 11] . The training process may be time consuming, but after this process has been successfully completed, an ANN can quickly calculate its output once the input data has been applied to the network input.
Data classification
Data classification or just classification is the process of identifying an object from a set of possible outcomes [9, 12] . An ANN can be trained to identify and classify any kind of objects. These objects can be numbers, images, sounds, signals, etc. An ANN used for this purpose is also known as a classifier. , there is always a linear transformation that can be applied to the data so that these requirements can be easily met. For discrete-time processes, the discrete-time Fourier transform can be used [17, 18, 19] , and the power spectral density of X is defined, for
Proposed method
Hence, the slow decrease of
can be similarly expressed in terms of the behavior of the power spectral density
where the symbol ~ has the same meaning as in Equation 2 , and is slowly varying at the origin, that is
Equation 5 indicates that the power spectral density,
, depends on the Hurst parameter, meaning that different values of H will produce different power spectral density functions, see [18, 19] . In consequence, Equation 5 may be used to estimate H through the power spectrum components of the data series, i.e., by the amount and distribution of these components. This is the foundation of the method proposed, and this thought will be now expanded and reviewed in detail. As far as we know, this is the first time that ANNs are used to analyze LRD series. 
[n x N . Observe that each of these sequences has a different power spectral density, and that these differences in the spectral density provide information about the value of H . Observe also, that we are not concerned much about
[n x N , neither of their power spectral densities, but we care more about the power of each of them, namely As it is well known, an ANN can easily learn and find patterns from a data set [9, 11, 13] . This feature of ANNs can be applied to estimate the Hurst parameter, in particular, the values of 1 P , 2 P , …, N P (produced by the low-pass filters and power calculators of Figure 1 ) can be used to create a suitable training set. For this particular case, the required ANN must have N inputs, and one single output (the estimate of H ). Specifically, 1
can be applied to the ANN inputs, and the learning algorithm (used for training) must adjust the ANN's weights to produce the specific target, i.e., the actual Hurst parameter of the series. If the training set is built with enough training cases, and these cases represent appropriately the majority of all LRD series, it will be possible to estimate the Hurst parameter using an ANN.
Before concentrating on the implementation of the algorithm described in Figure 1 , note that in order to get appropriate frequency samples, the cut-off frequency of each filter in this figure must be chosen so that
Even though the algorithm of Figure 1 can be used to estimate H , it is important to note that several simplifications can be made on the implementation to reduce its computation complexity. First consider the low-pass filters of Figure 1 , there are several factors such as the order and approximation of the filter that may affect the overall performance. For this specific application and because of the use of ANNs, it will be seen that the specific shape of the filter is not important, that is, the filter may have a rough low-pass filter approximation without affecting the accuracy of the estimate of H. One way to build such a filter is using a simple moving average system with impulse response:
It can be easily shown that the frequency response of the moving average system, described in Equation 8, is
The magnitude of
is plotted in Figure  2 , note that it is periodic as required by the frequency response of a discrete-time system. Also note that the magnitude of ) (  j e H falls off at high frequencies. This attenuation of the high frequencies suggests that the system can be used as a rough approximation to a low-pass filter, see [20] .
Another simplification that can be done in the implementation of the proposed method is to reduce the sequence length each time they pass through each of the low-pass filters by using a downsampler. In general, this can improve the overall performance as the number of operations is performed with shorter sequences than the original. After the sequences
have passed through the filters, and part of their frequency content has been removed, the sequence length can be reduced with little aliasing. As it is well known, the operation of reducing the sampling rate (including any prefiltering) is typically called downsampling [20] . Figure 3 shows one simple way to implement the moving average system and the downsampler just described for a sampling rate reduction of 2.
A careful inspection of Figure 3 will reveal that it is possible to make one final optimization on the implementation of these low-pass filters. Specifically, it is not necessary to compute all the values of ] [n y as some of these values will be discarded by the downsampler. In practice, all these optimizations account for great part of the computation, and they will considerably reduce the computation complexity as it will be seen in the next section. 
Experimental results
We proceed to evaluate the computation complexity, accuracy and immunity to noise of the proposed and classic methods to estimate H.
Computation complexity
One of the simplest methods that exhibit LRD is the Fractional Gaussian Noise (FGN) . The approach presented in [17] for generating FGN is based on the Fast Fourier Transform (FFT). The main difficulty with this approach lies in accurately computing the power spectrum of FGN in a timely manner. The second-order approximation (SOA) presented in [18] estimates the power spectrum of FGN efficiently and accurately.
First, 10,000 series of length 8,192 using the SOA method, see [18] , were created using uniformly distributed values of H (
P , …, 10 P were computed from these series, and a suitable training set was built.
Following the same procedure, the validation set was built as well. After that, a multilayer feedforward network (using the logistic activation function) with ten inputs, four hidden neurons and one output was built and trained (note that appropriate input and output scaling was applied to the data, and that the number of hidden neurons was adjusted to get a comparable mean-squared error during training and validation For a given length, one hundred LRD series were created using a Hurst parameter of 0.5. The average running time as a function on the series length is presented in Figures 4 and 5 . Figure 4 shows the results for the Variance-Time plot, the R/S statistics and the ANN. Figure 5 shows the results for Whittle's estimator and the VarianceTime plot. Because Whittle's estimator is based on a minimization algorithm using the power spectrum of FGN, it is extremely slow. On the other hand, the Variance-Time plot and R/S statistics are quick methods to estimate H. From Figure 4 , it can be seen that the neural network can quickly estimate the Hurst parameter for short and long data series. 
Estimation accuracy
The areas of application of LRD series includes: Agronomy, Astronomy, Chemistry, Economics, Engineering, Environmental sciences, Hydrology, Math, Physics and Statistics. Thus, current research focuses on the accurate estimation of the Hurst parameter, see [22, 23, 24] .
To compare the estimation accuracy of the proposed method with other traditional methods, one hundred LRD series of length 8,192 were created (using uniformly distributed values for H in the range from 0.5 to 0.99). We proceeded to estimate the Hurst parameter using some of the classic methods as well as the method proposed. Finally, the mean-squared error (MSE) was computed and plotted as shown in Figures 6, 7 and 8. As it can be seen from Figure 6 , the proposed method outperformed the variance-time plot (particularly for 7 . 0  H ). For the case of the R/S statistics, it can be observed from Figure 7 , that this method has little error for H close to 0.8, however, the neural network has generally a smaller MSE than the R/S statistics for all values of H. Figure 8 shows the respective plot to compare Whittle's estimator with the proposed method; a quick look to the plot allows observing that Whittle's estimator has a bigger error than the proposed method. 
Data series classification
An ANN used for classification typically has the same number of outputs as classification categories. In the field of artificial intelligence, a confusion matrix is a visualization tool typically used in supervised learning [25] . Each row of the matrix represents the instances in a predicted class, while each column represents the instances in an actual class. One benefit of a confusion matrix is that it is easy to see if the system is confusing two classes (i.e. commonly misidentifying one as another) [26] .
For the purpose of classification, another training set with five classes and 1000 training cases was built. In this case, each class was made with series with values of H in a precise range, specifically, class 1 has values of H around 0.55, class 2 has values of H around 0.65, and so on. The training set had 200 training cases for each class. After the training set was built using the of 1 P , 2 P , …, 10 P , the ANN was trained. Finally, we proceeded to classify 1000 LRD series; but to make the test more difficult, 30% of the data in the series were replaced with zeros before computing 1 P , 2 P , …, 10 P . Table 3 shows the classification results for the variance-time plot. As it can be seen, this method made 273 errors, and these errors were more common for bigger values of H (classes 4 and 5). Table 4 shows the confusion matrix for the R/S-statistics, as it can be seen from this table, this method did not make any errors for class 3; however, it made a total of 474 errors. Table 5 shows the classification results for Whittle's estimator, with only 210 errors made by this method. As it can been concluded, Whittle's estimator is the most accurate method when compared with the variance-time plot or the R/S statistics. Finally, Table 6 shows the results for the proposed method; as it can be seen, the ANN did not make any error for classes 1, 2 and 3; the total number of errors was only 4. Table 3 . Confusion matrix for the variance-time plot. Table 4 . Confusion matrix for the R/S-statistics.
Conclusions
A new method to estimate the Hurst parameter was proposed. This new method is based on an ANN. A set of simple and fast low-pass filters was used to extract the information from the LRD data series. This set of low-pass filters produced the sequences:
[n x N . The power of these sequences was used to build a training set. After a suitable ANN was trained, several experiments were performed to validate our approach. The proposed method turned out to be the fastest and most accurate when compared to traditional methods to estimate the Hurst parameter.
Finally, some classification experiments were performed, the results show that the proposed method made only 4 misclassifications, while the traditional methods made from 210 to 473 errors.
LRD data series were found in water reservoir analysis several decades ago [6] ; nowadays, LRD data series are present in computer network traffic, see [27] . 
