I. INTRODUCTION
Evolutionary convergence is one of the most impressive concepts of Darwinian thought. As Oxford Ethologist Richard Dawkins puts it, "It is all the more striking a testimony to the power of natural selection (…) that numerous examples can be found in real nature, in which independent lines of evolution appear to have converged, from very different starting points, on what looks very like the same endpoint" [1] .
Eyesight is a good example of a remarkable biological tool that has appeared independently many times. For instance, the octopus' eye has evolved from a line independent of our lineage, and there are records of some forty such 'parallel' lines of evolution leading to the development of eyes [2] . The reason for the emergence of remarkably similar phenotypes in distinct (and distant) genotypes is simple: a high cost/benefit ratio for owners that live on the same ecological niche. However, as has been argued [3] , the process of survival of the fittest is not restricted to physiological and anatomical adaptations, such that behavioral adaptations also converge. Consider, for instance, the Griffiths Triangle [4] shown on fig. 1 . The triangle positions predatory species according to the costs associated with each of the three phases of predation: (1) search and locate, (2) pursuit and attack, and (3) handling and digestion. If we select the set of search-intensive predators, that is, the species that devote most of their time and energy locating prey, then we are bound to find some convergent search strategies, irregardless of the lineage of these species.
A case in point is the focus of this study: the area-restricted search behavior, on which predators initially search for prey at a chosen pace and direction. However, when confronted with prey (or good evidence of it), they abruptly change their movement patterns, slowing down and making turns, intensifying the search to the vicinity of prey confrontation. After some time without success, predators display a 'give-up' on area-restricted searching and go on to scan other areas. This particular behavioral sequence is documented in birds [5] , lizards [6] , insect predators 1 [7] [8] [9] , and other search-intensive predators (see, for instance, the classic monograph [10] ).
It is fairly easy to ascribe intentions, in the sense of [11] , to this behavior: the animal is probing for a consecutive prey capture nearby. The Oxford Ethologist Nobel laureate Niko Tinbergen found this strategy particularly aggressive and suggested that there should be a great evolutionary pressure towards the spacing-out of the prey [12] .
This strategy is effective for so many species because it (besides being simple and general) is able to strike a good balance between the exploitation (intense search in a defined area) and the exploration (extensive search through many areas) of the search space. There is a high chance of consecutive captures in densely populated areas, and also, since the 'give-up' times on area-restricted search are usually short, not much is spent, in terms of energy and of 07/05/98 3 predation risk, over less promising areas [7, 10] . The adaptability of this behavioral sequence has long been demonstrated in a landmark study by a third Oxford Ethologist, James Smith [5] .
A. Synthetic Predatory Search
Since this strategy has played so well under many distinct search spaces (habitats), it naturally suggests the idea of a similar, synthetic predatory search strategy that could be of use to the massively multimodal search problems of combinatorial optimization [13] . That is, how should a search strategy of intensification by area restriction perform in the complex topology of combinatorial optimization problems? This is our main concern in this study.
The results are promising for the Traveling Salesman Problem. In a companion paper [14] , this strategy is implemented by applying a classical move scheme under 'regular' search, but considering only a small 'valley' of the search space whenever an improving solution is found. This small 'valley', corresponding to a restricted area, is intensively probed for some iterations, and then gradually augmented, until a 'give-up' moment, when the algorithm changes back to regular search. This strategy was able to find optimal solutions for TSPs of up to 400 cities. Not only that, but the vast majority of improvements were found during area-restricted search.
In this paper, the same model is experimented on a different setting: the Gate Matrix Layout problem [15] , a NP-Hard problem arising in the context of VLSI physical layouts. In this context, predatory search also seems to be effective: optimal solutions are found to many benchmark circuits, and, for a small set of circuits, the resulting layouts are actually better than the best available on the literature.
The organization of this paper is as follows: in section II, the gate matrix layout problem is formulated.
Section III documents the algorithm and discusses the implementation of predatory search. Section IV presents some empirical results obtained on a set of 25 benchmark circuits, followed by our final remarks.
II. GATE MATRIX LAYOUT
In the gate matrix layout problem we are given a binary I x J matrix M. The columns of M represent gates of the circuit, and the lines represent nets, such that the positions with m ij =1 represent necessary connections between gate j and net i. Now, the nets are actually implemented by a permutation π of the gates (columns) and by an interval that connects the leftmost transistor to the rightmost one, leading us to a new filled matrix M π =m' ij , which has the following property:
This property is known as the consecutive ones property for columns, connecting, on each row, the leftmostrightmost transistors. If the intervals of nets N 1 and N 2 do not overlap then both nets can be assigned to the same track, in a process known as folding. Now, the gate matrix layout problem consists of finding a permutation π such
is minimized. That is, we want to minimize the maximum column sum of the filled matrix, for this number is equal to the number of required tracks of the physical layout [15, 16] . By permuting the columns of the matrix, one can obtain a layout with fewer tracks and smaller area. This is important for many assembly considerations, but mostly for the cost and performance of the circuit. The problem is illustrated in Fig. 2 .
For the purposes of this paper we use a slightly modified cost function:
This is done because (1) holds many solutions of equal cost, rendering a great number of null moves. It is
easy to see that, for any distinct layouts X and Y, TRACKS(X)<TRACKS(Y) implies COST(X)<COST(Y), such that by minimizing COST(X) one also minimizes TRACKS(X)
. Also, the form in (2) is a heuristic in itself, such that it minimizes the track number with high priority and the total wiring with low priority.
This problem arises in many VLSI architectures, such as Weinberger arrays, Gate Matrix, and PLA folding [16, 17] . Also, the same combinatorial optimization problem appears in other industrial settings. For instance, it has been formulated in an independent study as a problem occurring in the sequencing of cutting patterns (on the woodcutting industry) to minimize the open stacks, and also of scheduling the production runs of a flexible machine to minimize the number of open client orders [18] .
A. Complexity Results
Gate matrix layout has long been known to be NP-Hard, and, in terms of graph theory, it can be interpreted as an application of interval graph augmentation: given a graph G=(V,E), find an augmentation F, corresponding to a set of edges, such that the resulting graph G'=(V,E∪F) is an interval graph of minimum clique size [15] [16] 19] .
Another complexity result discards the possibility of an absolute approximation algorithm (unless P=NP, obviously) [20] .
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This problem is specially important on the theory of NP-Completeness because of the surprising nonconstructive results obtained recently [21] [22] [23] . For instance, it has been proved that there exists a decision algorithm that verifies, in polynomial-time, the existence of a k-tracks layout, for any integer positive k. However, this existence proof is nonconstructive, such that, although it is known that the algorithm must in fact exist, it is not known either (1) the algorithm itself or (2) if such algorithm would be of any help to construct a k-tracks layout [21] .
These results are simply intriguing. Important advances in NP-Completeness theory should be expected from this line of inquiry.
III. A MODEL FOR AREA-RESTRICTED SEARCH

A. Model
A combinatorial optimization problem is defined as the dual (Ω, Z), where Ω is a discrete and finite set of solutions and Z: Ω→ℜ measures the cost of each solution. In the gate matrix layout problem, each solution s∈Ω is associated with a permutation of the gates and Z is defined by (2 Level] . Under area-restricted search, the variable Level is set to low values, imposing an intense search on a small area. It starts with Level=0, looking for a solution better than the best found, and is gradually increased until Level=Lthreshold, when a 'give-up' on arearestricted search is implemented, by setting a high restriction value, Level=LhighThreshold. The search then continues until Level reaches its highest value, NumCol. A pseudo-code of predatory search is presented in [14] , where the following operations are carried out while (Level <NumCol): Step (2b) triggers area restricted search when an improving solution is found, by setting Level=0, and
Step (3) gradually augments the search space (by incrementing the value of Level), until a certain point is reached, when arearestricted search is released, by setting Level=LHighThreshold.
As has been pointed out, predators intensify the search to small areas by applying two basic mechanisms: (1) turning back and (2) slowing down the search. The strategy analogous to 'turning back' should be clear in this model, for solutions that are out of the restricted search boundaries are discarded in favor of solutions contained in it. In addition, a mechanism analogous to 'slowing down' can be included on the model, by augmenting the subset of the neighborhood at each step, simply by setting a higher value for NumProposals. Finally, the natural predatory strategy is concerned with the number of prey found, instead of the quality of the prey. In an optimization setting, the number of good solutions found is irrelevant, but not the quality of those solutions. To account for this fundamental discrepancy, predatory search is set to find as many improving solutions as possible, by only triggering area-restricted 07/05/98 7 search after an improving solution is found. Thus, predatory search effectively tries to maximize the number of improving solutions, a strategy that should eventually lead to the optimum solution.
C. Parameter Settings
Some parameter settings, following the proposal in [14] , are considered here. For instance, Cthreshold, the counter threshold to increment variable LEVEL, is set constant at 3; Lthreshold, the last threshold on which arearestricted search is executed, is also set constant at 4, while LHighTreshold equals Max (NumCol-Lthreshold,
Lthreshold+1
). The number of proposed moves at each step, NumProposals, equals 4% of the whole neighborhood.
IV. NUMERICAL RESULTS
Predatory search was implemented in PASCAL and executed on a Pentium II 266Mhz processor 2 . The algorithm was run on the 25 benchmark circuits collected over references [15, 17, [24] [25] [26] [27] [28] [29] [30] [31] . Numerical results obtained on the best of five runs are reported on table 1, and are compared to those obtained by the artificial intelligence procedures developed by Chen and Hu [24, 25] . Their first procedure, GM_Plan, formulates the problem of gate matrix layout as an artificial intelligence planning problem. Their second procedure, GM_Learn, acts on top of GM_Plan, but includes a learning technique which enables the algorithm to improve its own performance as it is executed.
The first column of table 1 displays the 25 circuits and the corresponding original reference that introduced each circuit. Columns 2-4 display the number of gates, the number of nets, and a lower bound to the track number, obtained by summing the ones in each column on the original matrix of the problem, and then selecting the highest value. Column 5 holds the track number originally obtained on the very first reference to the circuit. Columns 6-7 contain the track number obtained by GM_Plan [24] and GM_Learn [25] , respectively, followed by the track number obtained by predatory search, in column 8. Next, the overall cost value obtained by predatory search, as defined in (2), is included, followed by the time in seconds taken by the algorithm to stop. Note that (<1) means less than one second of running time. Finally, the number of state changes (Step 2a of the algorithm) is presented on column 11.
Although direct time comparisons are generally regarded as misleading, it seems that both predatory search and GM_Plan demand similar amounts of time. Furthermore, both procedures are somewhat faster than GM_Learn.
In a direct comparison, predatory search is slightly faster than GM_Plan on 9 circuits, but is slower in the largest circuit (w4, for which the GM_Plan solution is much worse than the one presented here). Now, the running times for GM_Learn, which usually finds higher quality solutions than GM_Plan, are much higher. For instance, running 07/05/98
Anyway, it is hard to focus on just how much has been gained due to a smaller computational effort and just how much has been gained by more modern hardware. For future comparisons, the number of moves executed by predatory search should provide a better standard.
The quality of the layouts obtained by predatory search is impressive. For instance, in the circuits v4000, v4470, w4 and x0, predatory search has found better layouts than all previously found in the literature. Also, over all other test problems, the layouts match those obtained by either the planning or the learning procedures of Chen and
Hu [24, 25] . Finally, 12 of the layouts obtained, v1, v4000, v4050, vc1, vw1, w1, w2, wan, wli, x4, x5, and x6, have LB(X)=TRACK(X) and are, thus, provably optimal.
V. CONCLUSION
In summary, a predatory search strategy for the solution of a NP-Hard combinatorial problem in the context of VLSI physical layouts has been suggested. The strategy is based on an adaptive behavioral sequence widely observed across the animal spectra. The implementation of this strategy is capable of finding optimal and near optimal solutions to the gate matrix layout problem, and in some cases even finds layouts better than the best published on the literature.
We must stress that a remarkable new result seems pertinent to area-restricted search in combinatorial optimization: a correlation between the cost of local minimum solutions and the distance, in terms of moves, between these local minimum solutions has been established recently. In this important study, solutions that are many moves away from good ones were found to hold high cost, and solutions of small cost were found to be few moves away from each other (and also few moves away from the best one) [32] . This suggests that good solutions are in fact clustered (few moves from each other), and also that, as the distance between solutions and the global optimum decreases, the quality of the solutions improves, posing the so-called "big-valley" hypothesis.
Results along these lines have appeared for the traveling salesman and graph bisection problems [32] , and a similar result seems to hold for flowshop sequencing [33] . Should this be a general fact of combinatorial optimization search spaces, then it would provide a reasonable theoretical basis for area-restricted searching. This hypotheses also suggests an alternative model of predatory search on which the restricted areas are not bound by the solution cost, but by the minimum number of steps needed to reach solution b. We are currently engaged on this direction.
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The idea of applying a synthetic behavioral sequence to optimization is not new, for a similar approach, on which a digital ant colony gradually builds solutions to combinatorial problems (replicating even the emergent autocatalitic process of ant foraging [34, 35] , see also [36] ) is by now well-known.
These are synthetic approaches to behavior-based artificial intelligence, as in [37, 38] , in the sense that, instead of replicating the causes for the emergence of the behavior, these methods investigate the effects of such behavior suitably defined over a vast search space. The analogous problem of creating a computational environment with the right dynamics for the emergence of such behaviors constitutes a major challenge to the related field of
Artificial Life [39, 40] . Finally, the methods of predatory search, ant colonies, and artificial life are in fact just a small part of a flourishing research program on experimental computer science.
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2. As usual, running times do not include the problem load time.
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