Abstract. We study the rate of mixing of observables of Z d -extensions of probability preserving dynamical systems. We explain how this question is directly linked to the local limit theorem and establish a rate of mixing for general classes of observables of the Z 2 -periodic Sinai billiard. We compare our approach with the induction method.
A measure preserving dynamical system (X, f, µ) is given by a measure space (X, µ) and a measurable µ-preserving transformation f . Given such a dynamical system, the study of its mixing properties means the study of the behaviour of quantities of the following form:
When µ is a probability measure, (X, f, µ) is said to be mixing if, for every u, v ∈ L 2 (µ), (1) converges to the product of integrals X u dµ X v dµ.
Assume from now on that µ is a σ-finite measure. As pointed out by [9] , there is no reasonable generalization of mixing. Nevertheless, it makes sense to investigate the behaviour of (1) . More precisely, we are interested in proving that (1) suitably normalized converges to X u dµ X v dµ. We call mixing rate the corresponding normalization.
Mixing rates (and refined estimates) in infinite measure have been studied by Thaler [19] , Melbourne and Terhesiu [11] , Gouëzel [7] , Bruin and Terhesiu [3] , Liverani and Terhesiu [10] for a wide family of dynamical systems including the Liverani-Saussol-Vaienti maps, etc. The method used by these authors is induction.
We emphasize here on the fact that, in the context of Z d -extensions, such results are related to precised local limit theorems see [8, 17, 18] . In particular mixing properties for the periodic planar Sinai billiard have been established in [12, Prop. 4] and in [14, Prop. 4 .1] for indicator functions of some bounded sets, with three different applications in [12, 13, 14] . We are interested here in stating such results for general functions (with full support). We will present our general approach and use it to establish a mixing rate for a general class of functions in the context of the Z 2 -periodic Sinai billiard.
In some sense, these two approaches are converse one from the other. Indeed, whereas for the first mentioned method, the mixing rate follows from an estimate of the tail distribution of some return time; for the method we use here, we first prove the mixing rate and can deduce from it the asymptotic behaviour of the tail distribution of the first return time (see [5, Thm. 1] and [14, Prop. 4.2] ).
For both methods, the link between tail distribution return time and mixing is given by a renewal equation.
Mixing via induction
The strategy of the proof via induction consists: a) to consider a set Y ⊂ X of finite measure satisfying nice properties; in particular, (µ (Y ∩ {ϕ > n})) n is regularly varying, where ϕ is the first return time to Y : ϕ(y) := inf{n ≥ 1 :
• f.v dµ. c) to deduce from the estimates of R n and from the renewal equation:
an estimate on T n of the following form:
on some Banach space B of functions w :
for every u, v : X → C supported in Y such that v ∈ B and w → Y u.w dµ is in B ′ . e) to go to the general situation (functions with full support in X) by considering the sets
Z d -extensions: local limit theorem and mixing
We consider from now on the special case where (X, f, µ) is a Z d -extension of a probability preserving dynamical system (X,f ,μ) by ψ :
The crucial idea in this context is to consider a situation where (S n /a n ) n converges in distribution to a stable random variable B and the strategy is then: a) to prove a local limit theorem (LLT):
n , as n → +∞ , where Φ B is the density function of B, and more precisely a "spectral LLT":
on some Banach space (B, · ) of functions w :X → C, where P is the transfer operator off (see [15, Lem. 2.6 ] for a proof of such a result in a general context).
The following identity makes a relation between Q n,0 and the operator T n presented in the previous section:
Note that the LLT is already a decorrelation result since:
b) to use (2) and the definition of P to deduce a mixing result:
valid for every k, ℓ ∈ Z d and for every u, v such that u ℓ := u(·, ℓ) ∈ B and such that w → X v k (y)w(y) dμ(y) is in B ′ , with v k (y) := v(y, k), since Φ B is continuous. c) to generalize this as follows:
which holds true as soon as ℓ u ℓ B < ∞ and ℓ Eμ[v ℓ ·] B ′ < ∞, since Φ B is continuous and bounded, where we used again the notations u ℓ := u(·, ℓ) and v m := v(·, m). d) to go from (2) to the study ofμ(ϕ > n), where ϕ(x) is the first return time from (x, 0) to Y =X × {0}, using the classical following renewal equation [6] :
where j plays the role of the last visit time to Y before time n. Hence, applying P n , this leads to:
This kind of properties has been used in [13] to study the asymptotic behaviour of the number of different obstacles visited by the Lorentz process up to time n, in [14] to study some quantitative recurrence properties.
Example: Lorentz process
Consider a Z 2 -periodic configuration of obstacles in the plane: O i + ℓ, i = 1, ..., I, ℓ ∈ Z 2 , with I ≥ 2. We assume that the O i are convex open sets, with C 3 -smooth boundary with non null curvature. We assume that the closures of any couple of distinct obstacles O i + ℓ and O j + m are disjoint. The Lorentz process describes the displacement in Q := R 2 \ ℓ∈Z 2 I i=1 O i,ℓ of a point particle moving with unit speed and with elastic reflection off the obstacles (i.e. reflected angle=incident angle). We assume that the horizon is finite, i.e. that each trajectory meets at least one obstacle.
We consider the dynamical system (M, T, ν) corresponding to the collision times, where M is the set of reflected vectors, where T : M → M is the transformation mapping a reflected vector to the reflected vector at the next collision time and where ν is the invariant measure absolutely continuous with respect to the Lebesgue measure. For every ℓ ∈ Z 2 , we write C ℓ for the set of reflected vectors which are based on
Up to a renormalization of ν, we assume that ν(C 0 ) = 1. We call C ℓ the ℓ-cell.
It is well known that (M, T, ν) can be represented as the Z 2 -extension (X, f, µ) of (X,f ,μ) by ψ :X → Z 2 , whereX = C 0 ,μ =ν(C 0 ∩ ·), wherē f and ψ are such that
is the label of the cell in which the particle starting from configuration x ∈ C 0 is at the n-th reflection time.
The dynamical system (X,f ,μ) is the Sinai billiard [16, 4] . Central limit theorems in this context have been established in [2, 1, 20] . In particular (S n / √ n) n converges in distribution, with respect toμ to a centered gaussian random variable B with non-degenerate variance matrix Σ, so Φ B (x) = e − Σx,x 2 /(2π √ det Σ). Let R 0 ⊂X be the set of reflected vectors that are tangent to
The following result is established thanks to the use of the towers constructed by Young in [20] . Proposition 3.1. Let p > 1. There exists c > 0 such that, for any k ≥ 1, for any measurable functionsū,v :X → R such thatū is ξ k −k -measurable andv is ξ ∞ −k -measurable, for every n > 2k and for every ℓ ∈ Z 2 ,
Proof. For any u, v : M → R and k ∈ Z 2 , we set as previously: u k := u(·, k) and v k := v(·, k).
Theorem 3.2. Let p > 1 and u, v : X → R measurable such that
∀k ≥ 1, 
