Abstract: Aiming at the problem that the general Bayes classification model cannot be applied to regression prediction, a Naïve Bayes regression model is proposed. Firstly, in order to simplify the complexity of model, attribute values and decision values are discretised from continuous value to discrete value. By summing the probability of Bayesian classification and using the mathematical expectation value as the regression value, the process of regression problem is turned into a classification problem and the Naive Bayes classification model was modified into Bayesian regression model. The difference of input attribute values, output values, application scope, requirement of output values, operation to obtain output values between Naïve Bayes classification model and Naïve Bayes regression model is compared in detailed. Secondly, the Naïve Bayes regression model is application in collaborative filtering recommendation. This study identifies the user and the item as independent attribute characteristics, while rating as the classification category. And the attribute values and category values are discretised to simplify the complexity of Naïve Bayes regression model. The experiment results on Movielens-100k, Eachmovie and Jester data set show that this new method has high success rate and efficiency.
Introduction
Naive Bayesian is a supervised probability classification algorithm based on Bayesian theory (for instance, see Jiang et al., 2007) . Naive Bayesian classifier is a simple and efficient classification algorithm, which is used in data mining and pattern recognition widely. However, the Naive Bayesian classifier is generally used to classify discrete data and it is difficult to classify continuous data (for instance, see Morales et al., 2007) . Although, these models have also been applied to regression or prediction problems, i.e., classification problems where the class variable is continuous, but usually under the assumption that the joint distribution of the feature variables and the class is multivariate Gaussian (for instance, see Miyahara and Pazzani, 2000) .
The recommendation system is one of the most widely used techniques of machine learning (for instance, see Adomavicius and Tuzhilin, 2005) . The collaborative filtering (CF) is one of the most successful recommendation algorithms in e-commerce recommender systems currently (for instance, see Sarwar et al., 2001) . The CF can be divided into memory-based and model-based (for instance, see Breese et al., 2013) . Model-based CF techniques use the pure rating data to estimate or learn a model to make predictions. The model can be obtained by a data mining or machine learning algorithm. Well-known model-based CF techniques include Bayesian belief net (BNs) CF models (for instance, see Salah et al., 2016) , clustering CF models (for instance, see Fan et al., 2015) and latent semantic CF models (for instance, see Cheng and Hurley, 2010) . Compared with the memory-based CF algorithm, the model-based CF algorithm can not only improve the recommended speed, but also filter the noise data, thus improving the quality of recommendation. Ghazanfar et al. (2010) have proposed a unique switching hybrid recommendation approach by combining a Naive Bayes classification approach with the CF. However, this method does not use the Naive Bayes method for scoring prediction, but uses Naive Bayesian to choose from content-based or CF recommendations in specific cases. Robles et al. (2003) have proposed a method of increasing the efficiency of Naïve Bayes by applying a new semi Naïve Bayes approach based on interval estimation. However, this method introduces new parameters, making the method more complex than the original Naive Bayes method. To avoid the scalability problem of CF and achieve a better accuracy results, this study propose a Naïve Bayes regression model based collaborative filtering recommendation algorithm (NBRMCF). The NBRMCF algorithm transforms the problem of predicting rates in the recommendation system into a classification problem. Namely, ratings are regarded as categories of the classification and the problem of predicting rates of users is transformed into the problem of dividing the user and the item into the corresponding classification category. Thus, the NBRMCF algorithm is capable to deal with scalability problem with high efficiency and accuracy.
In order to further improve the scalability of recommendation algorithm, this paper proposed the Naïve Bayes regression model. The work of this study is summarised as follows. Firstly, we turn the process of predicting rates into a classification problem. Secondly, we build a training model to predict the score. Finally, the previously obtainable classification results are used for regression prediction.
The rest of the paper is structured as follows. In Section 2 this study introduce the main idea of Naïve Bayes recommendation model. In Section 3 this study present the Naïve Bayes regression model based CF recommendation algorithm. Section 4 shows our experiment results and analysis. Finally, the pointers of this paper and future works are summarised in Section 5.
Preliminaries
Naive Bayes is a supervised probabilistic classification algorithm based on Bayesian theory. Naïve Bayes assume that X 1 , X 2 , X n are n attributes. A data example X is represented by a vector (x 1 , x 2 , x n ), where x i is the value of X i . Assuming that there are m classes and C represents the class variable. An unknown data sample X. According to Bayes theorem, it can be expressed as:
Since P(X) is constant for all classes, a maximum posteriori probability P(C i |X) can be converted to the maximum prior probability P(X|C i )P(C i ). If the training data set has many attributes, the cost of computing P(X|C i ) can be very large. The Naïve Bayes classifier uses the 'attribute conditional independence assumption' and assumes that all known class attributes are mutually independent.
The prior probabilities P(x 1 |C i ), P(x 2 |C i ), , P(x n |C i ) can be obtained from the training data set. According to this method, if we want to classify a sample X of an unknown class, we can calculate the probability P(X|C i )P(C i ) that X belongs to each category C i . And selecting the category with the highest probability among them as its category.
If the Naïve Bayes model can be used to deal with classification problems. If using users and items as attributes and use rates as classification categories. Users and items are classified using the Naïve Bayes theory. Then, the process of predicting a user's rate of an item can be converted to a process of dividing the users and the item into individual rating category, then the Naïve Bayes can be used to predict rates (for instance, see Daxue et al., 2010) .
Naïve Bayes regression model
In this section the Naïve Bayes regression model is discussed. This model can be completed by two steps. [ ]
Discretisation the attribute values and class values
, ,
R i represents the category value, Attribute k represents the attribute value.
Changing the classification results to a regression result
The Naive Bayesian regression model carries out linear regression of the discretised classification values. The Naive Bayesian regression model no longer takes the category with the largest prior probability as the final classification category, but multiplies the probability of each classification class by the rating value to obtain the mathematical expectation value. And, the mathematical expectation value is used as the final result.
Theoretical analysis and comparison
The Naïve Bayes regression model is divided into two steps. In the first step, the attribute values and category values are discretised. Because both attribute values and category values may be contiguous or discrete. Theoretically, when the attribute values and class values are discrete, these values can be directly used to calculate the probability. However, if the number of these values is particularly large, it means that the computation cost of the probability calculation is large. The higher the computation cost of calculating the probability in each attribute value and category value, the higher the accuracy of the model, but the complexity of the model increases and the conditional probability may be zero, which resulting in a decrease in the prediction success rate. Thus, the discretisation of attribute values and category values is important in the Naive Bayesian regression model. Therefore, if the attribute value or category value is dense, this model will discretise attribute value and category value firstly. Discretisation can be the equal intervals separation of the original discrete value or rounding. The problem of forecasting score is transformed into classification problem
Calculate the category probability for each category
Build a training model
Calculate the category probability for each category .
Calculate the conditional probability of all partitions for each characteristic attribute.
Calculate posterior probability.
Use the classification results for regression
Use the expected value of each classification as the final prediction result
In the second step, the result of traditional Naïve Bayes classification model is changed into a regression model. Naïve Bayes regression model uses the mathematical expectation value as the result. Generally, the mathematical expectation is decimal. Using maximum likelihood probability of Bayesian classification to obtain class labels By summing the probability of Bayesian classification and using the mathematical expectation value as the regression value
Naïve Bayes regression model based collaborative filtering recommendation algorithm
In this section how to apply the Naïve Bayes classification model to regression and how to turn Naïve Bayes classification model into a Naïve Bayes regression model are discussed. In order to realise the recommendation by using the Naïve Bayes model, the process of predicting the rate of users will be converted to the process of dividing users and items into different rating categories. The NBRMCF can be divided into six stages:
Determining user and item as the characteristic attribute
Since the goal of Naïve Bayes recommendation model is to predict the rate of users and namely dividing users and items into corresponding rating categories. So, this method select user set U and item set I as characteristic attributes, rating set R i , i ∈ [1, …, s] as classification categories and s represents that there are s kinds of rating. Ratings are usually an integer and are rounded if the rate is a decimal.
Obtain training samples
The input data can be expressed as the form of the user-item rate matrix usually. The matrix consists of m users U = {u 1 , u 2 , , u a , u m } and n items I = {i 1 , i 2 , , i b , i n }. This study define r a,b ∈ R as the rate value on item b by user a, R = {r 1,1 , , r a,b , , r m,n }. Because of the sparse of the user-item rating matrix, a large number of the rate in user-item rating matrix is missed. For missing data, we consider the rate is null.
Table 2
The user-item rating matrix
Calculating the probability of each classification category
To calculate the probability of each classification this study counts the number of each kind of rating NUM_R i and the number of ratings NUM. Then the probability of each classification category:
( )
Calculating conditional probabilities
NUM_U a is the number of times that user a has rated as R i . NUM_I b is the number of times that item b is rated as R i . In the case of known these parameters, this method can get the conditional probabilities:
Calculating prior probabilities
In this method X represents the item and the user that need to be classified. Because the Naïve Bayes classifier assume that all known class attributes are independent. Thus, given, P(R i ), P(U a |R i ) and P(I b |R i ) as condition this study can get prior probability as the result:
Calculating expectation value
The Naïve Bayes method is used to solve classification problems usually. People take the largest category of prior probability as the final classification category usually. But this method changes the classification result to a regression result. This method no longer uses the category of the max prior probability as final classification. Firstly, this study calculates the probability of sample X.
Then, we calculate the mathematical expectation value E(X) of sample X as the final predicted rate.
Theoretical analysis and comparison
Since the Naive Bayesian regression model is to construct a training model based on the original user preference data to pre-process the sraw data and then predict the rate of target user according to the pre-treatment of user preference data. Therefore, the Naïve Bayes classification model is generally used to classify discrete data and continuous data is difficult to classify but the NBRMCF that can be used to solve continuous problems. And the NBRMCF has no cumbersome similarity calculation process. Once the training model is completed, the rating prediction can be carried out quickly. The traditional memory-based CF algorithms are susceptible to noise data and some individual noise rating data of users can have a significant impact on the final prediction results. The NBRMCF can filter the noise data and eliminate the influence of outliers. 
So, the NBRMCF can not only improve the recommended speed effectively, but also filter the noise data and improve the recommended quality.
This section investigates the performance of the NBRMCF and focus on its accuracy and efficiency. Accuracy and efficiency are the most used metrics in performance evaluation and also the most widely used evaluation index. Table 4 Dataset introduction
Data set

Dataset Introduction
Movielens100k
Movielens-100k data sets were collected by the GroupLens Research Project. This dataset consists of 100,000 ratings from 943 users on 1682 movies. Therefore the sparsity for the data set is (1-100,000/(943 * 1,682)) = 0.937
Eachmovie Eachmovie data set was collected by the DEC Systems Research Centre. This dataset consist 2,811,983 ratings from 72,916 users on 1,682 movies. Therefore the sparsity for the data set is (1-2,811,983/(72,916 * 1,682)) = 0.9771 Jester This data set consists over 4.1 million ratings (-10.00 to +10.00) of 100 jokes from 73,421 users. Therefore the sparsity for the data set is (1-4,100,000/(73,421 * 100)) = 0.4416
Operating environment and experimental parameter setting
• Processing element: Intel(R) Core(TM) i5-6500 CPU 3.20GHz.
• RAM: 16G.
• Memory: 2T.
• Operating environment: Windows 10 (64 bit).
• Development language: C++.
• Using five-fold cross as validation method.
Performance evaluation
To measure the performance in terms of accuracy of the algorithm, this study chooses efficiency, MAE and success rate as the evaluation index of experiments.
MAE
MAE represents the mean absolute error: where E(X) represents the mathematical expectation value of sample X. MAE reflects the recommendation accuracy, the smaller the MAE, the more accurate the recommendation.
2 Success rate
( 1 1 ) where T S is the number of predicted successes. T represents the size of test dataset. The higher the success rate, the more successful the algorithm can predict the data from test data set. 
Experiment results
This section compares the efficiency and accuracy of the traditional CF algorithm and the Naïve Bayes recommendation algorithm.
Runtime comparison result
Comparing the running time of the traditional CF algorithm and NBRMCF on Movielens-100k dataset, which can be seen that the running time of NBRMCF is much shorter than the traditional CF algorithm. 
Comparing the success rate of the traditional CF algorithm and NBRMCF on Movielens-100k, Eachmovie and Jester dataset. The experimental results of the success rate are the best results for the nearest neighbour from 5 to 50 in the five experimental results.
Accuracy
Comparing the accuracy of the traditional CF algorithm, the Naïve Bayes classification model based CF algorithm and NBRMCF on Movielens-100k, Eachmovie and Jester dataset. The experimental results of the accuracy are the best results for the nearest neighbour from 5 to 50 in the five experimental results. 6 Runtime comparison result
Runtime comparison result analysis
As show in Figure 2 , comparing with the traditional CF algorithm, the running time of NBEMCF is much shorter than the traditional algorithm. Because unlike the memory-based CF, the model-based CF recommendation is based on the original user preference data to construct a training model to pre-process the raw data and then predict the target user's score based on the pre-processed user preference data. And making recommendations for the target users finally. The NBRMCF avoids the cumbersome similarity calculation process, which can use the training results to carry out efficient rating prediction directly. So the efficiency is much higher than the traditional CF recommendation algorithm.
Success rate experiment results analysis
As shown in Figure 3 , Figure 4 and Figure 5 , comparing with the CF algorithm, the Naïve Bayes recommendation model can achieve high success rate whether in sparse data sets or dense data sets. Even in extremely sparse Eachmovie data set, the success rate can be close to 1.
Because the basic idea of memory based CF algorithm is to predict the preference of target users according to their nearest neighbour's historical rating data. But rating forecasts cannot be made when the nearest neighbour of the target user dose not score the predicted item. However, NBRMCF is a model-based collaborating filtering algorithm, so there is no such problem. Therefore, NBRMCF can achieve better prediction success rate than the traditional algorithm.
Accuracy experiment results analysis
As shown in Figure 6 , Figure 7 and Figure 8 , comparing with the CF algorithm and the Naïve Bayes classification model based CF algorithm. The Naïve Bayes recommendation model can obtain higher prediction accuracy.
When the amount of data is particularly large, it is hard for the traditional CF algorithm to deal with these data, but the Naïve Bayes recommendation model can still predict rates and can achieve better experimental results.
