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Blaschke–Santalo´ inequality for many functions
and geodesic barycenters of measures ∗
Alexander V. Kolesnikov† and Elisabeth M. Werner‡
Abstract
Motivated by the geodesic barycenter problem from optimal transporta-
tion theory, we prove a natural generalization of the Blaschke–Santalo´ inequal-
ity for many sets and many functions. We derive from it an entropy bound
for the total Kantorovich cost appearing in the barycenter problem.
1 Introduction
The Blaschke–Santalo´ inequality, see [3, 30], states that every 0-symmetric convex
body K in Rn satisfies
voln(K)voln(K
◦) ≤ (voln(B
n
2 ))
2,
where K◦ = {y ∈ Rn : 〈x, y〉 ≤ 1 ∀x ∈ K} is the polar body of K, Bn2 = {x ∈
R
n : |x| ≤ 1} is the Euclidean unit ball and | · | denotes the Euclidean norm on
R
n. The left-hand side of this inequality is called the Mahler volume. The sharp
lower bound for the Mahler volume is still open in dimensions 4 and higher. The
famous Mahler conjecture suggests that this functional is minimized by the couple
(Bn1 , B
n
∞). Partial results can be found in e.g., [18, 22, 27, 28].
Here we ask: What is a natural generalization of the bounds for the Mahler
volume for multiple sets? While this is not obvious from the geometric viewpoint,
we suggest in this paper a reasonable extension, which is naturally related to a
functional counterpart of the Blaschke–Santalo´ inequality.
The functional Blaschke–Santalo´ inequality was discovered by K. Ball [5] and
later extended and generalized in [2], [15], [25]. In its simplest form it states that
for every two measurable even functions V,W on Rn we have that∫
e−V (x)dx
∫
e−W (y)dy ≤ (2pi)n,
∗Keywords: Blaschke–Santalo´ inequality, optimal transport, multimarginal Monge–
Kantorovitch problem, geodesic barycenters of measures, Prekopa-Leindler inequality. 2020 Math-
ematics Subject Classification: 52A20, 52A40, 60B.
†Supported by RFBR project 20-01-00432; Section 7 results have been obtained with support of
RSF grant No 19-71-30020. The article was prepared within the framework of the HSE University
Basic Research Program
‡Partially supported by NSF grant DMS-1811146 and by a Simons Fellowship
1
provided that V (x) + W (y) ≥ 〈x, y〉. Equality is attained if and only if V (x) =
|x|2
2
+ c,W (y) = |y|
2
2
− c, where c is a constant. An interesting link to optimal
transportation theory was discovered recently by M. Fathi [12]. He showed that for
probability measures µ = f ·γ, ν = g ·γ, where γ is the standard Gaussian measure,
such that
∫
xfdγ = 0, the following inequality holds,
1
2
W 22 (µ, ν) ≤ Entγ(µ) + Entγ(ν) (1.1)
and that this inequality is equivalent to the functional Blaschke–Santalo´ inequality.
Here, W 22 (µ, ν) is the L
2 Kantorovitch distance (see Section 7 for the definition) and
Entγ(µ) =
∫
f log fdγ
is the relative entropy with respect to Gaussian measure. Inequality (1.1) is a re-
markable strengthening of the Talagrand transportation inequality and the starting
point of our paper. We refer to, e.g., [4] for Talagrand’s inequality and it’s funda-
mental importance in probability theory. In this context, please also note a very
recent result of N. Gozlan about a transportational approach to the lower bound for
the Blaschke–Santalo´ functional [21].
We would like to point out an important connection of the Blaschke–Santalo´
inequality to the Ka¨hler–Einstein equation. Fathi’s result establishes, in particular,
that the functional f → 1
2
W 22 (µ, ν) − Entγ(µ) is bounded from below. The min-
imum of this functional solves the so-called Ka¨hler–Einstein equation. This was
established by F. Santambrogio [29]. The form of the functional presented here
was considered in [24]. The well-posedness of the Ka¨hler–Einstein equation was
proved by D. Cordero-Erausquin and B. Klartag [9]. Generalization to the sphere
and relations to the logarithmic Minkowski problem were established in [23]. Other
related transportation inequalities can be found in [14]. We do not pursue here
this viewpoint further, but will discuss in a subsequent paper the relation of the
Blaschke–Santalo´ inequality to the Ka¨hler–Einstein equation.
To analyze the case of k functions with k > 2 we consider the cost functional
c(x1, · · · , xn) =
∑
i,j=1,i<j
|xi − xj |
2 (1.2)
and the corresponding multimarginal Monge–Kantorovich problem, i.e., the mini-
mization problem
pi →
∫
c dpi, pi ∈ Π(µ1, · · · , µk)
among the measures Π(µ1, · · · , µk) with fixed projections µ1, · · · , µk. This problem
has been studied by Gangbo and S¸wiech [19]. Agueh and Carlier realized in [1]
that this problem is naturally related to the barycenter problem for µ1, · · · , µk. A
measure µ is called geodesic (or Wasserstein) barycenter of µ1, · · · , µk if it gives the
minimum to the functional ν →
∑k
i=1
1
2k
W 22 (µi, ν). Barycenters of measures have
attracted much attention, also among applied scientists. We refer to the recent book
of Peyre` and Cuturi [10] and the references therein for more information.
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Motivated by these results we conjecture that
k∏
i=1
∫
Rn
fi(xi)dxi ≤
(∫
Rn
ρ
1
k
(k(k − 1)
2
|u|2
)
du
)k
, (1.3)
where fi : R
n → R+, 1 ≤ i ≤ k, are even measurable functions satisfying
k∏
i=1
fi(xi) ≤ ρ
(
k∑
i,j=1,i<j
〈xi, xj〉
)
and ρ is a positive non-increasing function. We verify this conjecture in several
cases. Some of our main results are stated next.
1.1 The main results
In Section 2 we discuss some preliminary facts about Kantorovich duality theory for
many functions (Legendre-type transforms) and prove that our integral functional
is bounded for the case of quadratic cost (1.2). We also show that for k > 2 our
functional has a trivial (zero) lower bound, unlike the case of two functions.
In Section 3 we verify the above conjecture in the unconditional case (see Section 3
for the definition) and prove the following theorem.
Theorem 3.1 Let fi : R
n → R+, 1 ≤ i ≤ k, be unconditional functions satisfying
k∏
i=1
fi(xi) ≤ ρ
( k∑
i,j=1
i<j
〈xi, xj〉
)
,
where ρ is a positive non-increasing function such that
∫
R
ρ
1
k (t2)dt <∞. Then
k∏
i=1
∫
Rn
fi(xi)dxi ≤
(∫
Rn
ρ
1
k
(
k(k − 1)
2
|u|2
)
du
)k
.
Equality holds if and only if for all 1 ≤ i ≤ k, fi is log-concave and for almost all
x ∈ Rn,
fi(x) = ρ
1
k
(
k(k − 1)
2
|x|2
)
.
Our proof uses the Pre´kopa–Leindler inequality for many functions and an expo-
nential change of variables as an intermediate step.
In Section 4 we study equality cases for unconditional functions and prove the above
stated equality characterizations. To do so, we need equality characterizations in
the Pre´kopa–Leindler inequality. We could not find such characterizations in the
literature and therefore give a proof of those.
In Section 5 we prove a generalization of the Blaschke–Santalo´ inequality which
involves more than two convex bodies. There, ‖ · ‖K denotes the norm with the
convex body K as unit ball.
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Theorem 5.1 Let Ki, 1 ≤ i ≤ k, be unconditional convex bodies in R
n such that
k∏
i=1
e−
1
2
‖xi‖2Ki ≤ ρ
(
k∑
i=1,i<j
〈xi, xj〉
)
,
where ρ is a positive non-increasing function such that
∫
R
ρ
1
k (t2)dt <∞. Then
k∏
i=1
voln(Ki) ≤
(
voln(B
n
2 )
(2pi)
n
2
)k (∫
Rn
ρ
1
k
(k(k − 1)
2
|x|2
)
dx
)k
Equality holds if and only if for all i,
e−
1
2
‖x‖2
Ki = ρ
1
k
(
k(k − 1)
2
|x|2
)
.
In particular, if ρ(t) = e−
t
k−1 , then, if
∑k
i=1,i<j〈xi, xj〉 ≤
k−1
2
∑k
i=1 ‖xi‖
2
Ki
, we have
that
k∏
i=1
voln(Ki) ≤ (voln(B
n
2 ))
k
and equality holds if and only if Ki = B
n
2 for all 1 ≤ i ≤ k.
Applying a symmetrization technique, we prove in Section 6 a version of our con-
jecture for symmetric functions.
Theorem 6.1 Let λ > 0 and assume that the symmetric non-negative functions fi
satisfy
k∏
i=1
fi(xi) ≤ e
−λ
2 |
∑k
i=1 xi|
2
.
Then
k∏
i=1
∫
fi(xi)dxi ≤
(∫
e−λ
k
2
|xi|
2
dxi
)k
.
In Section 7 we study applications of our result to transportation inequalities for
the barycenter problem. Recall that for a family of probability measures µ1, · · · , µk,
its barycenter µ (with coefficients 1/k) is the minimum point of the functional
F(ν) =
1
2k
k∑
i=1
W 22 (µi, ν).
We obtain the following bound which generalizes a result of Fathi [12] and, in par-
ticular, a classical estimate of Talagrand.
Theorem 7.2 Assume that µi = ρi · γ, where γ is the standard Gaussian measure
and the ρi are even. Then the barycenter µ of µ1, · · · , µk satisfies
F(µ) ≤
1
k
k∑
i=1
∫
ρi log ρidγ.
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If, in addition, the ρi are unconditional, then
F(µ) ≤
k − 1
k2
k∑
i=1
∫
ρi log ρidγ.
2 Integral bounds and duality
In this section we recall basic facts on duality relations for the transportation cost
appearing in the theory of barycenters of measures. The following result is known
in the theory of optimal transportation, see [1], Proposition 3.8. We give a proof for
the reader’s convenience. We will need the definition of the Legendre conjugate V ∗,
which for a function V on Rn is defined as
V ∗(y) = sup
x∈Rn
〈x, y〉 − V (x).
Lemma 2.1. Let Vi, 1 ≤ i ≤ k, be a family of convex Borel functions on R
n. Then
the following conditions are equivalent.
1. For all xi ∈ R
n,
∑k
i=1 Vi(xi) ≥
∑k
i,j=1,i<j〈xi, xj〉.
2. For all t ∈ Rn,
∑k
i=1
(
|xi|
2
2
+ Vi(xi)
)∗
(t) ≤ |t|
2
2
.
If, in addition to assumptions (1)-(2), a family of points x0i , 1 ≤ i ≤ k, satisfies
k∑
i=1
Vi(x
0
i ) =
k∑
i,j=1,i<j
〈x0i , x
0
j〉,
then
k∑
i=1
(
|xi|
2
2
+ Vi(xi)
)∗
(t) =
|t|2
2
,
where t = x01 + · · ·+ x
0
k.
Proof. Assume (1). The convexity of Vi implies that
(
|xi|2
2
+ Vi(xi)
)∗
(t) < +∞ for
all t. Hence ( |xi|2
2
+ Vi(xi)
)∗
(t) = 〈t, yi〉 −
|yi|
2
2
− Vi(yi)
for yi ∈ ∂
(
|xi|2
2
+ Vi(xi)
)∗
(t), the subdifferential of
(
|xi|2
2
+ Vi(xi)
)∗
at t. Therefore
k∑
i=1
( |xi|2
2
+ Vi(xi)
)∗
(t) = 〈t,
∑
i
yi〉 −
∑
i
|yi|
2
2
−
∑
i
Vi(yi)
≤ 〈t,
∑
i
yi〉 −
∑
i
|yi|
2
2
−
k∑
i,j=1,i<j
〈yi, yj〉 ≤
|t|2
2
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and we obtain (2). Assume now (2). Then for any xi, t ∈ R
n,
k∑
i=1
Vi(xi) +
|t|2
2
≥
k∑
i=1
Vi(xi) +
( |xi|2
2
+ Vi(xi)
)∗
(t) ≥
k∑
i=1
〈t, xi〉 −
|xi|
2
2
.
Hence
∑k
i=1 Vi(xi) ≥
∑k
i=1〈t, xi〉 −
|xi|2
2
− |t|
2
2
. The right-hand side attains its maxi-
mum at t =
∑k
i=1 xi and we get (1).
Let us prove the last statement. Since
Vi(x
0
i ) = sup
xj ,j 6=i
(∑
j 6=i
〈x0i , xj〉+
k∑
j,m6=i,j<m
〈xj, xm〉 −
∑
j 6=i
Vj(xj)
)
and the supremum is attained at xj = x
0
j , one has
∑
i 6=j x
0
i ∈ ∂Vj(x
0
j ), or, equivalently
t = x01 + · · ·+ x
0
k ∈ ∂
( |xj |2
2
+ Vj(xj)
)
(x0j).
Hence
|x0j |
2
2
+ Vj(x
0
j ) = 〈x
0
j , t〉 −
( |xj|2
2
+ Vj(xj)
)∗
(t).
Taking the sum we get
k∑
j=1
|x0j |
2
2
+ Vj(x
0
j ) = |t|
2 −
k∑
j=1
( |xj |2
2
+ Vj(xj)
)∗
(t).
Finally, using the assumption, we obtain
k∑
j=1
( |xj |2
2
+ Vj(xj)
)∗
(t) = |t|2 −
k∑
j=1
|x0j |
2
2
−
k∑
i,j=1,i<j
〈x0i , x
0
j〉 =
1
2
|t|2.
Proposition 2.2. Let Vi, 1 ≤ i ≤ k, be a family of Borel functions on R
n. Then
the functional
S(V1, · · · , Vk) =
k∏
i=1
∫
e−Vi(xi) dxi
is bounded on the set
Ln,k =
{
(V1, · · · , Vk) : Vi is even ∀i ∈ {1, · · · , k},
k∑
i=1
Vi(xi) ≥
k∑
i,j=1,i<j
〈xi, xj〉
}
.
Proof. Let us fix arbitrary (V1, · · · , Vk) ∈ Ln,k and estimate S(V1, · · · , Vk). First we
note that the functions Vi can be assumed to be convex. Indeed, if V1 is not convex,
replace it by the following convex function
V˜1(x1) = sup
xi,i 6=1
( k∑
i,j=1,i<j
〈xi, xj〉 −
∑
i 6=1
Vi(xi)
)
.
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The tuple (V˜1, · · · , Vk) belongs to Ln,k. Since V1 ≥ V˜1, we get S(V˜1, · · · , Vk) ≥
S(V1, · · · , Vk). Next we apply the same procedure to the tuple (V˜1, · · · , Vk) and
the function V2. Repeating this procedure, we finally obtain a tuple (V˜1, · · · , V˜k)
consisting of only convex functions such that S(V˜1, · · · , V˜k) ≥ S(V1, · · · , Vk). Let us
denote this new tuple again by (V1, · · · , Vk).
Next, note that without loss of generality we can restrict ourself to the case of convex
functions satisfying Vi(0) = 0. Indeed, one can replace Vi by V˜i(xi) = Vi(xi)−Vi(0),
1 ≤ i ≤ k−1, and Vk by V˜k(xk) = Vk(xk)+V1(0)+· · ·+Vk−1(0) and this replacement
does not influence the value of the integral functional. One has V˜i(0) = 0, 1 ≤ i ≤
k − 1. Next we note that
k−1∑
i=1
V˜i(xi) ≥
k−1∑
i 6=j
〈xi, xj〉+
〈
k−1∑
i=1
xi, xk
〉
− V˜k(xk), for all xk,
is equivalent to
k−1∑
i=1
V˜i(xi) ≥
k−1∑
i 6=j
〈xi, xj〉+ (V˜k)
∗
(k−1∑
i=1
xi
)
,
which in turn is equivalent to
k−1∑
i=1
|xi|
2
2
+ V˜i(xi) ≥
1
2
∣∣∣∣∣
k−1∑
i=1
xi
∣∣∣∣∣
2
+ (V˜k)
∗
(k−1∑
i=1
xi
)
.
We now define a function F by the following relation
|t|2
2
+ F (t) = inf
t=
∑k−1
i=1 xi
k−1∑
i=1
|xi|
2
2
+ V˜i(xi).
Clearly (V˜k)
∗ ≤ F , hence V˜k ≥ F
∗. Thus S(V˜1, · · · , V˜k) ≤ S(V˜1, · · · , F
∗). Moreover,
it follows immediately from the definition of F and the above inequalities that
(V˜1, · · · , F
∗) ∈ Ln,k. Since V˜i ≥ 0 and V˜i(0) = 0, we immediately get F (0) = 0.
Hence, F ∗(0) = 0. Thus the tuple (V˜1, · · · , F
∗) satisfies V˜1(0) = · · · = F
∗(0) = 0
and gives a larger value to S.
Finally, we show that S is bounded. We observe that for every j 6= m
Vm(xm) ≥ sup
xi,i 6=m
( k∑
i,j=1,i<j
〈xi, xj〉 −
∑
i 6=m
Vi(xi)
)
≥
sup
xj ,xi=0,i 6=j,m
( k∑
i,j=1,i<j
〈xi, xj〉 −
∑
i 6=m
Vi(xi)
)
= sup
xj
(
〈xm, xj〉 − Vj(xj)
)
= V ∗j (xm).
Hence by the functional Blaschke–Santalo´ inequality∫
e−Vmdxm
∫
e−Vjdxj ≤
∫
e−V
∗
j dxj
∫
e−Vjdxj ≤ (2pi)
n.
Clearly, this implies that
∏k
i=1
∫
e−Vidxi is bounded.
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A related natural question is whether there is a non-trivial lower bound for S? For
the case of two functions this is a functional variant of the well-known open problem,
known as Mahler ’s conjecture. More precisely, for k = 2 we are looking for the lower
bound of the functional ∫
e−V dx
∫
e−V
∗
dy.
It is conjectured that the minimum is reached when V (x) = ‖x‖1 =
∑n
i=1 |xi| or
V (x) = ‖x‖∞ = max1≤i≤n |xi|, or their Legendre transform. See e.g., M. Fradelizi
and M. Meyer [16], [17], where the conjecture was proved in dimension 1.
The natural generalization of this problem for the case of k > 2 functions however
has a trivial solution.
Assumption (L). We say that a k-tuple of functions V1(x1), · · · , Vk(xk) satisfies
assumption (L) with parameter λ if for every m ∈ {1, · · · , k}
Vm(xm) = sup
xi,i 6=m
(
λ
k∑
i,j=1,i<j
〈xi, xj〉 −
∑
i 6=m
Vi(xi)
)
.
In particular, all Vm are convex.
Remark 2.3. Assumption (L) seems to be a natural generalization of the condition
that two convex functions are related by the Legendre transform.
Proposition 2.4. There exist functions V1, V2, V3 such that the triple (V1, V2, V3)
satisfies (L) with λ = 1 and S(V1, V2.V3) = 0.
Proof. The desired functions are
V1(x1) =
{
0 if x = 0
+∞ else
V2(x2) =
|x2|
2
2
, V3(x3) =
|x3|
2
2
.
The reader can easily check the claim.
3 The unconditional case
In this section we verify our conjecture (inequality part) for the unconditional func-
tions. A function f : Rn → R is called unconditional, if
f(ε1x1, · · · , εnxn) = f(x1, x2, . . . , xn),
for every (ε1, · · · , εn) ∈ {−1, 1}
n and every (x1, · · · , xn) ∈ R
n. We show that the
conjecture is true in the unconditional case.
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Theorem 3.1. Let fi : R
n → R+, 1 ≤ i ≤ k, be measurable unconditional functions
satisfying
k∏
i=1
fi(xi) ≤ ρ
(
k∑
i,j=1,i<j
〈xi, xj〉
)
,
where ρ is a positive non-increasing function such that
∫
R
ρ
1
k (t2)dt <∞. Then
k∏
i=1
∫
Rn
fi(xi)dxi ≤
(∫
Rn
ρ
1
k
(k(k − 1)
2
|u|2
)
du
)k
. (3.1)
In particular, if
k∏
i=1
fi(xi) ≤ e
−λ
∑k
i,j=1,i<j 〈xi,xj〉, λ ∈ R+,
then
k∏
i=1
∫
Rn
fi(xi)dxi ≤
(∫
Rn
e−λ
k−1
2
|u|2du
)k
.
Proof. Clearly, for unconditional functions it is sufficient to check that
k∏
i=1
∫
R
n
+
fi(xi)dxi ≤
[∫
R
n
+
ρ
1
k
(
k(k − 1)
2
|u|2
)
du
]k
,
provided that on Rn+,
k∏
i=1
fi(xi) ≤ ρ
(
k∑
i,j=1,i<j
〈xi, xj〉
)
.
We prove this using the Pre´kopa–Leindler inequality and a trick involving a change
of variables formula (see, for instance, [25], Lemma 5).
For u = (u1, · · · , un), we denote e
u = (eu1 , · · · , eun). We apply the change of
variables formula
xi = e
ti , ti ∈ R
n,
and get
k∏
i=1
∫
R
n
+
fi(xi)dxi =
k∏
i=1
∫
Rn
fi(e
ti)e
∑n
m=1(ti)mdti,
where we write ti = ((ti)1, (ti)2, · · · (ti)n). Next we apply the Pre´kopa–Leindler
inequality (see, e.g., [20], formula (13)),
k∏
i=1
(∫
Rn
gidti
) 1
k
≤
∫
Rn
sup
t= 1
k
∑k
i=1 ti
k∏
i=1
g
1
k
i (ti)dt.
After the change of variables and the application of the Pre´kopa– Leindler inequality,
we use the assumptions of the theorem in the second inequality below. We also use
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the arithmetic-geometric inequality and the fact that ρ is decreasing in the third
inequality below. We get
( k∏
i=1
∫
Rn+
fi(xi)dxi
) 1
k
≤
∫
Rn
sup
t= 1
k
∑k
i=1 ti
k∏
i=1
(
f
1
k
i (e
ti)e
1
k
∑n
m=1(ti)m
)
dt
≤
∫
Rn
sup
t= 1
k
∑k
i=1 ti
[
ρ
1
k
( k∑
i,j=1,i<j
n∑
m=1
e(ti+tj)m
)
e
1
k
∑k
i=1
∑n
m=1(ti)m
]
dt
=
∫
Rn
sup
t= 1
k
∑k
i=1 ti
[
ρ
1
k
( k∑
i,j=1,i<j
n∑
m=1
e(ti+tj)m
)]
e
∑n
m=1(t)mdt
≤
∫
Rn
sup
t= 1
k
∑k
i=1 ti
[
ρ
1
k
( n∑
m=1
k(k − 1)
2
e
2
k(k−1)
∑k
i,j=1,i<j (ti+tj)m
)]
e
∑n
m=1(t)mdt
≤
∫
Rn
sup
t= 1
k
∑k
i=1 ti
[
ρ
1
k
(k(k − 1)
2
n∑
m=1
e
2
k
∑k
i=1(ti)m
)]
e
∑n
m=1(t)mdt
≤
∫
Rn
ρ
1
k
(k(k − 1)
2
n∑
m=1
e2(t)m
)
e
∑n
m=1(t)mdt.
Changing variables um = e
(t)m one gets
( k∏
i=1
∫
R
n
+
fi(xi)dxi
) 1
k
≤
∫
R
n
+
ρ
1
k
(k(k − 1)
2
n∑
m=1
u2m
)
du =
∫
R
n
+
ρ
1
k
(k(k − 1)
2
|u|2
)
du.
4 Characterization of the equality case
In the proof of Theorem 3.1 we have used the Pre´kopa–Leindler inequality which
is a particular case of the more general Brascamp–Lieb inequality (see [8], [6]). To
analyze the equality case we need the equality characterizations of the Pre´kopa–
Leindler inequality. We could not find those in the literature, except in the case of
two functions, established by Dubuc [11]. We therefore give a proof of the equality
characterization.
Theorem 4.1 (Pre´kopa–Leindler). Let fi, 1 ≤ i ≤ k, and h be nonnegative in-
tegrable real functions on Rn such that for all xi, for all λi, 1 ≤ λ ≤ k, with∑k
i=1 λ1 = 1,
h
(
k∑
i=1
λixi
)
≥
k∏
i=1
fλii (xi).
Then
k∏
i=1
(∫
Rn
fidxi
)λi
≤
∫
Rn
h dx. (4.1)
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Equality holds in the Prekopa–Leindler inequality if and only if there exist vectors
y1, · · · , yk such that for all x
f1(x− y1)∫
Rn
f1dx
=
f2(x− y2)∫
Rn
f2dx
= · · ·
fk(x− yk)∫
Rn
fkdx
= e−ψ(x), (4.2)
where ψ is a convex function such that
∫
R⋉
e−ψ(x)dx = 1 and
h(x) = sup
x=
∑k
i=1 λi xi
k∏
i=1
fλii (xi) =
k∏
i=1
(∫
Rn
fidxi
)λi
e−ψ
(
x+
∑k
i=1 λiyi
)
.
Proof. It is clear that equality holds in inequality (4.1), if the functions satisfy the
condition (4.2).
The proof of the inequality is well known and can be found in e.g., [20, 30]. We give
a proof of the inequality by induction on the number of functions. This allows to
establish the equality characterizations, as for two functions, those were established
by Dubuc [11]. We have
sup
x=
∑k
i=1 λi xi
k∏
i=1
fλii (xi) = sup
λ1x1+(1−λ1) y
fλ11 (x1)g
1−λ1(y),
where
g(y) = sup
y= 1
1−λ1
∑k
i=2 λi xi
k∏
i=2
f
λi
1−λ1
i (xi).
Applying the Pre´kopa–Leindler inequality for two functions gives
∫
sup
x=
∑k
i=1 λi xi
k∏
i=1
fλii (xi) ≥
(∫
f1dx1
)λ1 (∫
gdy
)1−λ1
.
Applying the induction step, one gets
∫
gdy ≥
k∏
i=2
(∫
fi(xi)dxi
) λi
1−λ1
.
This completes the proof of the inequality. The equality characterization follows
from the equality characterization for two functions.
Theorem 4.2. Let fi : R
n → R+, 1 ≤ i ≤ k, be measurable unconditional functions
satisfying
k∏
i=1
fi(xi) ≤ ρ
(
k∑
i,j=1,i<j
〈xi, xj〉
)
,
where ρ is a positive non-increasing function. Then equality holds in inequality (3.1),
i.e.,
k∏
i=1
∫
Rn
fi(xi)dxi =
(∫
Rn
ρ
1
k
(k(k − 1)
2
|x|2
)
dx
)k
(4.3)
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if and only if for all 1 ≤ i ≤ k, fi is log-concave and for almost all x ∈ R
n,
fi(x) = ρ
1
k
(
k(k − 1)
2
|x|2
)
.
In particular, ρ is log-concave.
Proof. Suppose that all fi are log-concave and a.e. equal to ρ
1
k
(
k(k−1)
2
|x|2
)
. Then
it is obvious that equality holds in (3.1). Moreover, as then ρ is also log-concave,
k∏
i=1
fi(xi) =
k∏
i=1
ρ
1
k
(
k(k − 1)
2
|xi|
2
)
≤ ρ
(
k − 1
2
k∑
i=1
|xi|
2
)
≤ ρ
(
k∑
i,j=1,i<j
〈xi, xj〉
)
.
In the last inequality we have used that k(k−1)
2
∑k
i=1 |xi|
2 ≥
∑k
i,j=1,i<j〈xi, xj〉 and
that ρ is decreasing. Thus the assumptions of the theorem are satisfied.
If equality holds in Theorem 3.1, then we have equality everywhere in the proof
of Theorem 3.1. We have equality in the Pre´kopa–Leindler inequality. Hence by
the above equality characterizations in the Pre´kopa–Leindler inequality there exist
y1, · · · , yk such that for all x
f1(x− y1)∫
Rn
f1dx
=
f2(x− y2)∫
Rn
f2dx
= · · ·
fk(x− yk)∫
Rn
fkdx
= e−ψ(x) (4.4)
where ψ is a convex function such that
∫
Rn
e−ψ(x)dx = 1. We put zi = x− yi for all
i. Then fi(zi)∫
Rn
fidx
= e−ψ(yi+zi) for all i and thus with (4.3),
k∏
i=1
f
1
k
i (zi) =
(
k∏
i=1
∫
Rn
fidx
) 1
k
e−
1
k
∑k
i=1 ψ(yi+zi)
=
(∫
Rn
ρ
1
k
(k(k − 1)
2
|x|2
)
dx
)
e−
1
k
∑k
i=1 ψ(yi+zi). (4.5)
Equality holds when we use the assumptions of the theorem, that is we have that
k∏
i=1
f
1
k
i (zi) = ρ
1
k
(
k∑
i,j=1,i<j
〈zi, zj〉
)
. (4.6)
Equality holds in the arithmetic geometric mean inequality which happens if and
only if z1 = z2 = · · · = zk which means that y1 = y2 = · · · = yk = y0, and results in
ρ
1
k
(
k∑
i,j=1,i<j
〈zi, zj〉
)
= ρ
1
k
(
k(k − 1)
2
|z1|
2
)
. (4.7)
Combining equalities (4.7), (4.6) and (4.5) leads to
ρ
1
k
(
k(k − 1)
2
|x− y0|
2
)
= ρ
1
k
(
k(k − 1)
2
|z1|
2
)
=
(∫
Rn
ρ
1
k
(k(k − 1)
2
|x|2
)
dx
)
e−
1
k
∑k
i=1 ψ(yi+zi)
=
(∫
Rn
ρ
1
k
(k(k − 1)
2
|x|2
)
dx
)
e−ψ(x).
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The last identity holds as yi + zi = x for all i. Therefore, with (4.4),
e−ψ(x) =
f1(x− y0)∫
Rn
f1dx
=
f2(x− y0)∫
Rn
f2dx
= · · ·
fk(x− y0)∫
Rn
fkdx
=
ρ
1
k
(
k(k−1)
2
|x− y0|
2
)
∫
Rn
ρ
1
k
(
k(k−1)
2
|x|2
)
dx
or
fi(x)∫
Rn
fidx
=
ρ
1
k
(
k(k−1)
2
|x|2
)
∫
Rn
ρ
1
k
(
k(k−1)
2
|x|2
)
dx
,
for all i.
5 The Blaschke–Santalo´ inequality for many sets
The classical Blaschke–Santalo´ inequality for symmetric sets can be stated in the
following way,∫
Sn−1
fndx
∫
Sn−1
gndy ≤ n2 (voln(B
n
2 ))
2 =
(
voln−1(S
n−1)
)2
,
where f, g are positive symmetric functions on Sn−1 satisfying
f(x)g(y) ≤
1
〈x, y〉+
,
and where for a ∈ R, a+ = max{a, 0}. The latter inequality is satisfied, in particular,
if
f(x) = rK(x), g(y) =
1
hK(y)
= rK◦(y),
where rK(x) = max{λ ≥ 0 : λx ∈ K} is the radial function of the convex body
K, hK(y) = sup{〈x, y〉 : x ∈ K} is the support function of K and where for a
0-symmetric convex body K,
K◦ = {y ∈ Rn : 〈y, x〉 ≤ 1 ∀x ∈ K}
is the polar body of K. We can then write the above as follows,
voln(K1) voln(K2) ≤ (voln(B
n
2 ))
2,
provided
〈x, y〉 ≤ 1, ∀x ∈ K1, ∀y ∈ K2. (5.1)
We now prove a Blaschke–Santalo´ inequality for multiple sets. We recall that a
subset K in Rn is unconditional if its characteristic function 1K is unconditional.
13
Theorem 5.1. Let Ki, 1 ≤ i ≤ k, be unconditional convex bodies in R
n such that
k∏
i=1
e−
1
2
‖xi‖2Ki ≤ ρ
(
k∑
i=1,i<j
〈xi, xj〉
)
,
where ρ is a positive non-increasing function such that
∫
R
ρ
1
k (t2)dt <∞. Then
k∏
i=1
voln(Ki) ≤
(
voln(B
n
2 )
(2pi)
n
2
)k (∫
Rn
ρ
1
k
(k(k − 1)
2
|x|2
)
dx
)k
Equality holds if and only if for all i,
e−
1
2
‖x‖2
Ki = ρ
1
k
(
k(k − 1
2
|x|2
)
.
In particular, if ρ(t) = e−
t
k−1 , then, if
∑k
i=1,i<j〈xi, xj〉 ≤
k−1
2
∑k
i=1 ‖xi‖
2
Ki
, we have
that
k∏
i=1
voln(Ki) ≤ (voln(B
n
2 ))
k
and equality holds if and only if Ki = B
n
2 for all 1 ≤ i ≤ k.
Proof. As for a convex body with 0 in its interior voln(K) =
voln(Bn2 )
(2pi)
n
2
∫
Rn
e−
1
2
‖x‖2
Kdx,
we get from Theorem 3.1 that
k∏
i=1
voln(Ki) =
(
voln(B
n
2 )
(2pi)
n
2
)k k∏
i=1
∫
Rn
e−
1
2
‖x‖2Kidx ≤
(
voln(B
n
2 )
(2pi)
n
2
)k (∫
Rn
ρ
1
k
(k(k − 1)
2
|x|2
)
dx
)k
provided that
k∏
i=1
e−
1
2
‖xi‖
2
Ki ≤ ρ (〈xi, xj〉) .
In particular, if ρ(t) = e−
t
k−1 , then
k∏
i=1
voln(Ki) ≤ (voln(B
n
2 ))
k
provided that
k∏
i=1
e−
1
2
‖xi‖
2
Ki ≤ e−
1
k−1
∑k
i=1,i<j〈xi,xj〉
which is equivalent to
k − 1
2
k∑
i=1
‖xi‖
2
Ki
≥
k∑
i=1,i<j
〈xi, xj〉.
The equality cases follow from Theorem 4.2.
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A further multiple set version of the Blaschke–Santalo´ inequality is given in the next
proposition.
Proposition 5.2. Let Ki, 1 ≤ i ≤ k, be unconditional convex bodies in R
n with
radial functions ri = rKi. Assume that for all xi = ((xi)1, · · · , (xi)n) ∈ R
n,
k∏
i=1
ri(xi) ≤
1(∑n
j=1
(
|(x1)j |
1
k · · · |(xk)j|
1
k
)2)k2 . (5.2)
Then
k∏
i=1
voln(Ki) ≤ (voln(B
n
2 ))
k .
Equality holds if and only if Ki is a Euclidean ball for all 1 ≤ i ≤ k.
Proof. Let m ∈ R, 1 ≤ m < n and put xi = e
ti . Set w = 1
k
∑k
i=1 ti. Then
k∏
i=1
rmi (e
ti)1{|eti |≤1} e
∑
i,j(ti)j ≤
1{|ew|≤1} e
∑
i,j(ti)j(∑n
j=1 e
2wj
)km
2
=
1{|ew|≤1} e
k
∑n
j=1(w)j(∑n
j=1 e
2wj
) km
2
. (5.3)
We now apply again the change of variables xi = e
ti , 1 ≤ i ≤ k, the Pre´kopa–
Leindler inequality and (5.3),
(
k∏
i=1
∫
Bn2 ∩R
n
+
rmi dxi
) 1
k
=
(
k∏
i=1
∫
Rn
rmi (e
ti)1{|eti |≤1} e
∑
j(ti)j dti
) 1
k
≤
∫
Rn
sup
w= 1
k
∑k
i=1 ti
[
k∏
i=1
r
m
k
i (e
ti)1{|eti |≤1} e
1
k
∑
i,j(ti)j
]
dw
≤
∫
Rn
1{|ew|≤1} e
∑n
j=1(w)j(∑n
j=1 e
2wj
)m
2
dw =
∫
Bn2 ∩R
n
+
dx
|x|m
.
Hence by symmetry (
k∏
i=1
∫
Bn2
rmi dxi
) 1
k
≤
∫
Bn2
dx
|x|m
.
Next we observe that every radial function ri satisfies
ri(xi) = ri
(
xi
|xi|
)
1
|xi|
.
For every 1 ≤ m < n, m ∈ R, we introduce the finite probability measure dµm =
1Bn2
(u)
∫
Bn
2
du
|u|m
du
|u|m
. The inequality above can then be rewritten as follows,
k∏
i=1
∫
Bn2
rmi
(
xi
|xi|
)
dµm ≤ 1.
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Since µm is rotational invariant, the above inequality can be rewritten as
k∏
i=1
∫
Sn−1
rmi (θ) dσ(θ) ≤ σ(S
n−1)k, (5.4)
where σ is the (n− 1)-dimensional Hausdorff measure. Passing to the limit m→ n
and applying the Fatou’s Lemma one gets that (5.4) holds for m = n. On the other
hand, for m = n one has for all i∫
Sn−1
rni (θ) dσ(θ) = σ(S
n−1)
voln(Ki)
voln(B
n
2 )
. (5.5)
From this we derive the desired estimate.
Now we address the equality characterizations. If equality holds in the inequality,
then equality holds everywhere and we get with (5.4) for m = 1,
k∏
i=1
∫
Bn2 ∩R
n
ri dxi =
k∏
i=1
∫
Sn−1
ri(θ) dσ(θ) = σ(S
n−1)k. (5.6)
Equality holds in the Pre´kopa–Leindler inequality. Thus there exist a convex func-
tion ψ and y1, · · · , yk such that for all x
r1(x− y1)1Bn2 (x− y1)∫
Rn∩Bn2
r1dx
=
r2(x− y2)1Bn2 (x− y2)∫
Rn∩Bn2
r2dx
= · · ·
rk(x− yk)1Bn2 (x− yk)∫
Rn∩Bn2
rkdx
= e−ψ(x).
(5.7)
As Ki is in particular 0-symmetric, we have that ri(x − yi) =
1
‖x−yi‖Ki
. We put
Ri =
∫
Bn2 ∩R
n ri dxi and thus we get for all i, j
Ri‖x− yi‖Ki1Bn2 (x− yj) = Rj‖x− yj‖Kj1Bn2 (x− yi).
We let x = yi in this inequality and get for all j 6= i,
0 = ‖yi − yj‖Kj
or y1 = y2 = · · · = yk = y0. With z = x− y0, we get by (5.7) for all z ∈ B
n
2 ,
r1(z)
R1
=
r2(z)
R2
= · · ·
rk(z)
Rk
= e−ψ(z+y0). (5.8)
With (5.6)
k∏
i=1
r
1
k
i (z) =
(
k∏
i=1
Ri
) 1
k
e−
1
k
∑k
i=1 ψ(z+y0) = σ(Sn−1)e−ψ(z+y0).
Now we use (5.2) and get that
∏k
i=1 r
1
k
i (z) =
1
|z|
. Hence we have for all i,
1
σ(Sn−1) |z|
= e−ψ(z+y0) =
ri(z)
Ri
,
which means that Ki =
Ri
σ(Sn−1)
Bn2 for all i.
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6 The symmetric case
In the symmetric case, we prove the following theorem. Here we apply a symmetriza-
tion technique, which is the standard tool for results of this kind, see, for instance,
[3], [26]).
Theorem 6.1. Let λ ∈ R+ and assume that the symmetric non-negative functions
fi satisfy the inequality
k∏
i=1
fi(xi) ≤ e
−λ
2
∣∣∑k
i=1 xi
∣∣2
. (6.1)
Then
k∏
i=1
∫
fi(xi)dxi ≤
(∫
e−λ
k
2
|x|2dx
)k
.
Remark 6.2. This statement is weaker than our conjectured inequality (3.1). In-
deed, since
1
2
∣∣∣∣∣
k∑
i=1
xi
∣∣∣∣∣
2
≥
k
k − 1
k∑
i,j=1,i<j
〈xi, xj〉,
then (6.1) implies
n∏
i=1
fi(xi) ≤ e
−λ k
k−1
∑k
i,j=1,i<j〈xi,xj〉.
Then the conclusion of Theorem 6.1 would follow from (3.1).
Lemma 6.3. Let t = (t1, · · · , tn) ∈ R
n and
F˜1(t1, t2, · · · , tn) =
1
2
(
F (t1, t2, · · · , tn) + F (−t1, t2, · · · , tn)
)
be the linear symmetrization of a function F with respect to t1. Then∫
e−(F˜ )
∗
dx ≥
∫
e−F
∗
dx.
Proof. Let us show that
(F˜ )∗
(t + s
2
)
≤
1
2
F ∗(t1, t2, · · · , tn) +
1
2
F ∗(−s1, s2, · · · , sn).
It is suffucient to show that
〈t + s
2
, u
〉
−
1
2
(
F (u1, u2, · · · , un) + F (−u1, u2, · · · , un)
)
≤
1
2
F ∗(t1, t2, · · · , tn) +
1
2
F ∗(−s1, s2, · · · , sn).
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The desired inequality follows from the relations
F (u1, u2, · · · , un) + F
∗(t1, t2, · · · , tn) ≥ 〈t, u〉,
F (−u1, u2, · · · , un) + F
∗(−s1, s2, · · · , sn) ≥ 〈s, u〉.
Hence by the Pre´kopa–Leindler inequality∫
e−(F˜ )
∗
dt ≥
(∫
e−F
∗(t1,t2,··· ,tn)dt
) 1
2
(∫
e−F
∗(−s1,s2,··· ,sn)ds
) 1
2
=
∫
e−F
∗
dt.
Proof. [Theorem 6.1 ] We define functions Vi by
fi(xi) = e
−Vi(xi)−
λ
2
|xi|2 .
Note that the Vi are even functions. The fi satisfy assumption (6.1), which is
equivalent to the Vi satisfying
k∑
i=1
Vi(xi) ≥
λ
2


∣∣∣∣∣
k∑
i=1
xi
∣∣∣∣∣
2
− |xi|
2

 = λ k∑
i,j=1,i<j
〈xi, xj〉.
Then, showing the statement of the theorem, is equivalent to showing that
k∏
i=1
∫
e−Vi(xi)−
λ
2
|xi|2dxi ≤
(∫
e−λ
k
2
|x|2dx
)k
.
If all functions Vi are unconditional, then the result follows from Remark 6.2 and
Theorem 3.1. We reduce the proof to the unconditional case.
Recall that according to Lemma 2.1 the main assumption of the theorem is equivalent
to
k∑
i=1
Fi(t) ≤
|t|2
2λ
, (6.2)
where Fi(t) =
(
λ |xi|
2
2
+ Vi(xi)
)∗
(t). We prove that there exist functions Vˆi that are
symmetric with respect to the first coordinate,
〈xi, e1〉
and satisfy (6.2) and are such that for all i,∫
e−Vi(xi)−
λ
2
|xi|2dxi ≤
∫
e−Vˆi(xi)−
λ
2
|xi|2dxi. (6.3)
Then, repeating the symmetrization procedure with respect to 〈xi, e2〉, · · · , 〈xi, en〉
etc., we will increase the value of the integral and the number of symmetries. Finally
we get unconditional functions V˜i such that
n∏
i=1
∫
e−Vi(xi)−
λ
2
|xi|2dxi ≤
n∏
i=1
∫
e−V˜i(xi)−
λ
2
|xi|2dxi ≤
(∫
e−λ
k
2
|xi|2dxi
)k
.
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To prove (6.3) let us consider symmetrizations
F˜i(t) =
1
2
(
Fi(t1, · · · , tn) + Fi(−t1, · · · , tn)
)
with respect to the first coordinate t1. Clearly, the symmetrized functions F˜i do
satisfy (6.2) as well. By Lemma 6.3,∫
e−F˜
∗
i dxi ≥
∫
e−F
∗
i dxi =
∫
e−λ
|xi|
2
2
−Vi(xi)dxi.
Since the functions F˜i satisfy (6.2), the functions
Vˆi = F˜
∗
i −
λ
2
|xi|
2
satisfy the main assumption. In addition, they are even, symmetric with respect to
the first coordinate and satisfy the desired inequality (6.3). The proof is complete.
7 Talagrand-type estimates for the barycenter func-
tional
Recall that for a given family of probability measures µ1, · · · , µk its barycenter µ
(with coefficients 1/k) is the minimum point of the functional
F(ν) =
1
2k
k∑
i=1
W 22 (µi, ν).
Here,
W 22 (ν1, ν2) = inf
{∫
|x− y|2dpi : pi ∈ P(Rn × Rn), pi(·,Rn) = ν1, pi(R
n, ·) = ν2
}
is the L2 Kantorovitch distance of probability measures ν1, ν2.
Recall that γ = 1
(2pi)
n
2
e−
|x|2
2 dx is the standard Gaussian measure.
We apply the following result of Agueh–Carlier [1], Proposition 4.2.
Theorem 7.1. [1]
k∑
i=1
W 22 (µi, µ) =
∫ k∑
i=1
|xi − T (x)|
2dpi,
where T (x) = 1
k
(x1 + · · · + xk) and pi is the solution to the multimarginal Monge–
Kantorovich maximization problem with marginals µi and cost function
∑k
i,j=1,i<j〈xi, xj〉.
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Using the relation
k∑
i=1
∣∣xi − 1
k
k∑
i=1
xi
∣∣2 = 1
k
k∑
i,j=1,i<j
|xi − xj |
2
one gets
F(µ) =
1
2k2
∫ ∑
i,j=1,i<j
|xi − xj |
2dpi.
Theorem 7.2. Assume that for 1 ≤ i ≤ k, µi = ρi · γ and the ρi are unconditional.
Then
F(µ) ≤
k − 1
k2
k∑
i=1
∫
ρi log ρidγ =
k − 1
k2
k∑
i=1
Entγ(µi). (7.1)
Proof. By the Kantorovich duality (see e.g., [31]),
F(µ) =
k − 1
k2
∫ k∑
i=1
fi(xi)dpi =
k − 1
k2
∫ k∑
i=1
fi(xi)dµi,
for some fi satisfying
k∑
i=1
fi(xi) ≤
1
2(k − 1)
k∑
i,j=1,i<j
|xi − xj |
2.
Equivalently
k∑
i=1
(
fi(xi)−
1
2
|xi|
2
)
≤ −
1
k − 1
∑
i,j=1,i<j
〈xi, xj〉.
It follows from Theorem 3.1 that
k∏
i=1
∫
efi(xi)−
1
2
|xi|
2
dxi ≤ (2pi)
kn
2 ,
or, equivalently,
k∏
i=1
∫
efi(xi)dγ ≤ 1.
The claim follows from the estimates∫ k∑
i=1
fi(xi)dµi ≤
∫ k∑
i=1
(fi − log
∫
efidγ)ρidγ ≤
k∑
i=1
∫ (
ρi log ρi − ρi + e
∫
(fi−log
∫
efidγ)
)
dγ
=
k∑
i=1
∫
ρi log ρidγ.
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Remark 7.3. This result is a generalization in the unconditional setting of a result
of M. Fathi [12] for two functions:
Let ρ0, ρ1 be two Gaussian unconditional probability densities and ρ1/2 be the corre-
sponding barycenter. Then inequality 7.1 implies
1
2
W 22 (ρ0 · γ, ρ1 · γ) = 2W
2
2 (ρ0 · γ, ρ1/2 · γ) =W
2
2 (ρ0 · γ, ρ1/2 · γ) +W
2
2 (ρ1 · γ, ρ1/2 · γ)
≤
∫
ρ0 log ρ0dγ +
∫
ρ1 log ρ1dγ. (7.2)
This is a particular case of Fathi’s inequality.
Fathi has shown that in the class of symmetric functions inequality (7.2) is equivalent
to a Blaschke–Santalo´ inequality involving two exponential functions. We follow his
approach in [12] to show that the inequality of Theorem 7.2 is also equivalent to a
functional Blaschke–Santalo´ for multiple exponential functions.
Indeed, letting ρ(t) = e−
t
k−1 in Theorem 3.1, we get the following multifunctional
Blaschke–Santalo´ inequality:
Let fi : R
n → R+, 1 ≤ i ≤ k, be measurable unconditional functions such that
k∑
i=1
fi(xi) ≤ −
1
k − 1
k∑
i,j=1,i<j
〈xi, xj〉. (7.3)
Then
k∏
i=1
∫
Rn
efidx ≤ (2pi)k
n
2 . (7.4)
Proposition 7.4. Inequality (7.1) is equivalent to the functional Blaschke–Santalo´
inequality (7.4).
Proof. One implication is just Theorem 7.2.
For the other implication, we first rewrite inequality (7.1). Thus, let µ be the
barycenter of the µi = ρi · γ with coefficients
1
k
and unconditional ρi. We recall that
for a probability measure ν
Entγ(ν) = Entdx(ν) +
n
2
log(2pi) +
1
2
∫
|x|2dν
and use this and the definition of the Kantorovitch distance to get that (7.1) is
equivalent to
−
2
k
inf
pi
k∑
i,j=1,i<j
∫
〈xi, xj〉 dpi ≤
2(k − 1)
k
k∑
i=1
Entdx(µi) + (k − 1) log(2pi)
n (7.5)
Let now the fi be unconditional and such that they satisfy (7.3). We apply (7.5) to
µi = ρiγ =
efi∫
efi
. We also use that for a probability measure ν
Entdx(ν) = sup
f
∫
fdν − log
∫
efdx (7.6)
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and get
−
2
k
inf
pi
k∑
i,j=1,i<j
∫
〈xi, xj〉 dpi
≤
2(k − 1)
k
k∑
i=1
(∫
fidµi − log
∫
efidx
)
+ (k − 1) log(2pi)n. (7.7)
By the Kantorovitch duality, the left hand side of this inequality equals
−
2
k
inf
pi
k∑
i,j=1,i<j
∫
〈xi, xj〉 dpi
=
2(k − 1)
k
sup
∑k
i=1 hi(xi)≤−
1
k−1
∑k
i,j=1,i<j〈xi,xj〉
k∑
i=1
∫
hidµi (7.8)
≥
2(k − 1)
k
k∑
i=1
∫
fidµi.
Putting this into (7.7) and removing terms that appear on both sides gives the
inequality (7.4).
In the case of symmetric functions we get a slightly weaker estimate.
Theorem 7.5. Assume that µi = ρi · γ, where γ is the standard Gaussian measure
and that the ρi are symmetric. Then
F(µ) ≤
1
k
k∑
i=1
∫
ρi log ρidγ.
Proof. According to Theorem 6.1 every family of symmetric functions Vi, 1 ≤ i ≤ k,
satisfies
k∏
i=1
∫
e−Vidxi ≤ (2pi)
kn
2 ,
provided
∑k
i=1 Vi(xi) ≥
1
2k
∣∣x1+· · ·+xk∣∣2. Setting Fi = 12 |xi|2−Vi we get the following
equivalent form of this statement:
k∏
i=1
∫
eFidγ ≤ 1,
provided
∑k
i=1 Fi ≤
1
2k
∑
i,j=1,i<j |xi − xj |
2. The rest of the proof follows the argu-
ments of the previous theorem.
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