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Abstract
We describe two classes of Gaussian self-similar random fields: with strictly stationary rectangular
increments and with mild stationary rectangular increments. We find explicit spectral and moving
average representations for the fields with strictly stationary rectangular increments and characterize
fields with mild stationary rectangular increments by the properties of covariance functions of their
Lamperti transformations as well as in terms of their spectral densities. We establish that both classes
contain not only fractional Brownian sheets and we provide corresponding examples. As a by-product,
we obtain a new spectral representation for the fractional Brownian motion.
Keywords: Gaussian random fields; fractional Brownian sheet; rectangular increments; self-similar ran-
dom fields; spectral representation
1 Introduction
Our paper is devoted to self-similar Gaussian random fields with some stationarity of rectangular increments.
On the one hand, the study of self-similar random fields is pushed forward by the fact that a self-similarity
arises in many natural phenomena (see for example [5, 17, 19]) and on financial markets, as well as in
functional limit theorems (cf. [3, 9, 20]) and stochastic differential equations ([25]). See [11] for an overview of
self-similar processes in the one-dimensional case N = 1. There are several definitions of fractional Brownian
fields and generalizations for self-similar property of random fields (cf. [8]). For example, random fields
whose distributions are invariant under operator-scaling in both the time domain and the state space are
presented by Bierme´ at el. [6]. In this paper, we use Definition 1 of so-called coordinate-wise self-similarity
which is formally introduced in the paper of Genton et al. [12]. The fractional Brownian sheet, introduced
much earlier by Kamont in [14], became a separate object for study. The Itoˆ formula and local time for it are
given by Tudor and Viens in [23] and the spectral representation is given by Ayache et al. in [2]. Hu et al.
in the paper [13] establish a version of the Feynman-Kac formula for the multidimensional stochastic heat
equation with a multiplicative fractional Brownian sheet. For recent papers on non-Gaussian self-similar
random fields we refer to [7] and [20].
On the other hand, concerning stationarity, let us mention Yaglom who introduced and studied in [26]
random fields with wide-sense stationary increments of the form ∆sX(t) = X(t) − X(s). It follows from
the paper of Dobrushin [10] that the class of Gaussian random fields with stationary increments of this
form coincides with the class of Minkowski fractional Brownian fields, which are described by Molchanov
and Ralchenko in the paper [18]. Random fields with wide-sense stationary rectangular increments are
1
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characterized in the paper of Basse-O’Connor et al. [4] by their spectral representations. Puplinskaite˙ and
Surgailis studied the presence of stationary rectangular increments of limiting random fields in [21]. In the
present paper, we introduce three classes of random fields with stationary rectangular increments and give
their characterization in various terms.
Let (Ω,F ,P) be a probability space, large enough to contain all the objects considered below. Denote
RN+ = [0,+∞)N , N ≥ 1. In our research we consider real-valued multiparameter stochastic processes, which
are called random fields, with index set being RN+ or R
N , N > 1.
The property of self-similarity for random fields as well as the notion of fractional random fields can be
defined in several ways. We use the following definitions, where the self-similarity and fractionality can be
interpreted as coordinate-wise property.
Definition 1 ([12]). A real-valued random field {X(t), t ∈ RN+} is called self-similar with index H =
(H1, . . . , HN ) ∈ (0,+∞)N if for any (a1, . . . , aN ) ∈ (0,+∞)N{
X(a1t1, · · · , aN tN ), t ∈ RN+
} d
=
{
aH11 · · · aHNN X(t), t ∈ RN+
}
.
Definition 2 ([2]). A fractional Brownian sheet BH = {BH(t), t ∈ RN+} with Hurst index H = (H1, . . . , HN ) ∈
(0, 1]N is a centered Gaussian random field with covariance function
E
(
BH(t)BH(s)
)
= 2−N
N∏
i=1
(
t2Hii + s
2Hi
i − |ti − si|2Hi
)
, t, s ∈ RN+ .
Further, we restrict ourselves to the case H ∈ (0, 1)N because we are focus on spectral representations.
In case of N = 1, the process above is called a fractional Brownian motion.
When the index set is multi-dimensional, we consider rectangular increments as an analogue of one-
dimensional increments. Denote by [s, t] the rectangle
∏N
k=1[sk, tk] for any s = (s1, . . . , sN ) ∈ RN+ , t =
(t1, . . . , tN ) ∈ RN+ , such that sk ≤ tk, 1 ≤ k ≤ N.
Definition 3. Let {X(t), t ∈ RN+} be a real-valued random field. For any s = (s1, . . . , sN) ∈ RN+ , t =
(t1, . . . , tN ) ∈ RN+ , such that sk ≤ tk, 1 ≤ k ≤ N define an increment of X on the rectangle [s, t] as
∆sX(t) =
∑
(i1,...,iN )∈{0,1}N
(−1)i1+···+iNX(t1 − i1(t1 − s1), . . . , tN − iN(tN − sN )). (1)
In particular, in the case when N = 2, rectangular increments have the following form
∆sX(t) = X(t1, t2)−X(t1, s2)−X(s1, t2) +X(s1, s2), s, t ∈ R2+, s1 ≤ t1, s2 ≤ t2.
Rectangular increments may have different probabilistic properties. In our paper, along with the tra-
ditional concept of stationary rectangular increments, we also consider two other properties: wide-sense
stationarity and mild stationarity.
Definition 4. A random field {X(t), t ∈ RN+} has strictly stationary rectangular increments if for any
h ∈ RN+ {∆hX(u+ h),u ∈ RN+} d= {∆0X(u),u ∈ RN+}.
Definition 5. A random field X = {X(t), t ∈ RN+} has mild stationary rectangular increments if for any
fixed u ∈ RN+ the probability distribution of ∆hX(u+ h) does not depend on h ∈ RN+ .
Definition 6. A centered square integrable random field X = {X(t), t ∈ RN+}, N ≥ 1 has wide-sense
stationary rectangular increments if
E (∆hX(u1 + h)∆hX(u2 + h)) = E (∆0X(u1)∆0X(u2))
for all h,u1,u2 ∈ RN+ .
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Obviously, Definition 5 is weaker than Definition 4. In case of centered Gaussian random field Definitions
4 and 6 are equivalent due to the fact that finite dimensional distributions of both centered Gaussian
random field and its increments are uniquely determined by the covariance function. The class of Gaussian
self-similar random fields with strictly stationary rectangular increments will be denoted by CH,NS , and the
class of Gaussian self-similar random fields with mild stationary rectangular increments will be denoted by
CH,NM .
We illustrate the importance of random fields from CH,NS by the following result with the proof in
Appendix.
Theorem 1.1. Let {Y (k),k ∈ Z2} be a real-valued strictly stationary random field. Let r1,n →∞, r2,n →∞,
as n→∞, be growing sequences, and L1, L2 : R+ → R+ be slowly varying functions at ∞. Assume that for
H = (H1, H2) ∈ (0, 1)2 there exists a non-trivial random field V = {VH1,H2(t), t ∈ R2+} such that
L1(r1,n)L2(r2,n)
rH11,nr
H2
2,n
∑
k1∈[0,t1r1,n]∩Z
k2∈[0,t2r2,n]∩Z
Y (k1, k2), (t1, t2) ∈ R2+
 d→n→∞ {VH1,H2(t), t ∈ R2+},
where
d→
n→∞
denotes the limit of finite dimensional distributions. Then {VH1,H2(t), t ∈ R2+} belongs to CH,2S .
The main purpose of the paper is to characterize classes CH,NS and CH,NM . As we mentioned above,
CH,NS ⊆ CH,NM .
It is well-known that for N = 1 CH,1S = CH,1M and any of these classes consists of the unique element,
namely, of the fractional Brownian motion with Hurst index H ∈ (0, 1). In the multi-dimensional case, when
N ≥ 2, we show that the situation is different, namely, we establish that CH,NS ⊂ CH,NM , and the inclusion is
strict.
Our main tool is a spectral representation for random fields from CH,NS that is established in the pa-
per. Moreover, we find representations of moving average type. With the help of these representations we
construct various examples of fields from CH,NS , N ≥ 2 which are not fractional Brownian sheets.
In our previous paper [16], we have provided such example for the class CH,NM , N ≥ 2, namely, we
have proved that CH,NM , N ≥ 2 contains not only the fractional Brownian sheets. In the present paper,
we describe the whole class CH,NM using a Lamperti transformation and a spectral representation of the
stationary Gaussian random fields.
As a by-product, we obtain the new spectral representation of the fractional Brownian motion {BH(t), t ≥
0} with Hurst index H ∈ (0, 1)
BH(t) =
∫
R
tHeix ln t
|Γ(H + ix)| · | sin(pi(H + ix))|
(
HΓ(2H) sin(piH) cosh(pix)
H2 + x2
)1/2
M(dx), (2)
where M is a centered Gaussian random measure on R with control Lebesgue measure.
We call special attention to the case H = (0.5, . . . , 0.5), when a fractional Brownian sheet is a Brownian
sheet.
Definition 7. A Brownian sheet is a centered real-valued Gaussian random field W = {W (t), t ∈ RN+} with
covariance function E
(
W (t)W (s)
)
=
∏N
i=1
(
ti ∧ si
)
, t, s ∈ RN+ .
Definition 8. A random field {X(t), t ∈ RN+} has independent rectangular increments if for all n ≥ 2 and
s1, t1, . . . , sn, tn ∈ RN+ , such that the rectangles (s1, t1], . . . , (sn, tn] have no common internal points, the
increments ∆s1X(t1), . . . ,∆snX(tn) are independent.
The rectangular increments of the Brownian sheet are both strictly stationary and independent. In this
paper, we construct an example {Y1/2(t), t ∈ R2+} of Gaussian self-similar random fields with the index
H = (0.5, 0.5) such that their rectangular increments are mild stationary but not independent. Moreover,
we prove that Y1/2 does not possesses wide-sense stationary rectangular increments, i.e., Y1/2 ∈ CH,2M \ CH,2S .
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The paper is organized as follows. In Section 2, we consider Gaussian self-similar random fields with
strictly stationary rectangular increments and find their spectral and moving average representations. In
Section 3, we consider the class of Gaussian self-similar random fields with mild stationary rectangular
increments and we find necessary and sufficient conditions for a Gaussian random field to belong to this class
in terms of covariance function of its Lamperti transformation. The results of Section 3 give the method
to find the new spectral representation for the fractional Brownian motion, which is presented in Section 4.
In this section, we provide also the spectral representation for Gaussian self-similar random fields with mild
stationary rectangular increments. In Section 5, we consider the case Hk = 1/2, 1 ≤ k ≤ N and provide an
example of a self-similar two-parameter Gaussian random field such that its rectangular increments are mild
stationary but neither independent nor strictly, consequently, nor wide-sense stationary. In Appendix, we
put some auxiliary lemmas.
2 Gaussian self-similar random fields with strictly stationary in-
crements
In this section we find the spectral representations of Gaussian random fields from CH,NS and consider some
particular examples.
The following statement is valid not only for Gaussian case.
Proposition 2.1. Let a real-valued self-similar random field {X(t), t ∈ RN+} with index H ∈ (0, 1)N have
mild stationary rectangular increments and finite second moments. Then
(i) EX(t) = 0, for all t ∈ RN+ .
(ii) X(t) = 0, a.s. for all t ∈ RN+ : t1 · · · tN = 0.
(iii) E[X(t)]2 =
∏N
k=1 t
2Hk
k EX
2(1, . . . , 1) for all t ∈ RN+ .
(iv) E[∆sX(t)]
2 =
∏N
k=1(tk − sk)2HkEX2(1, . . . , 1) for all s, t ∈ RN+ , sk ≤ tk, 1 ≤ k ≤ N.
Proof. Due to Definition 5 we have
EX(1) = E(∆(0,0,...,0)X(1, 1, . . . , 1)) = E(∆(1,0,...,0)X(2, 1, . . . , 1))
= EX(2, 1, . . . , 1)−EX(1, 1, . . . , 1) = (2H1 − 1)EX(1).
Therefore, EX(1) = 0. From self-similarity it follows EX(t) = tH11 · · · tHNN EX(1), for t = (t1, . . . , tN ) ∈
(0,+∞)N , which gives item (i) of the proposition. Items (ii), (iii) follow from self-similar property. Item
(iv) follows also from the fact that a distribution of a rectangular increment is invariant with respect to
translations
Obviously, Proposition 2.1 is valid for random fields with strictly stationary rectangular increments as
well.
Now we focus on spectral representations for random fields with strictly stationary rectangular increments.
Recall that for Gaussian case strict and wide-sense properties coincide. Therefore we can apply the results
that are valid for the fields with wide-sense stationary rectangular increments, in particular, we apply the
following theorem that was proved in [4, Theorem 2.7].
Theorem 2.2. A real-valued random field {X(t), t ∈ RN} has wide-sense stationary rectangular increments
if and only if there exists a symmetric measure F on RN satisfying
∫
RN
∏N
j=1
1
1+z2j
F (dz) <∞ and a complex-
valued random measure Z with control measure F such that
∆uX(u+ h) =
∫
RN
N∏
j=1
eiujzj
(
eihjzj − 1)
izj
Z(dz), u,h ∈ RN+ . (3)
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If this is the case then for s, t,u,v ∈ RN+
E(∆sX(s+ u)∆tX(t+ v)) =
∫
RN
N∏
j=1
ei(sj−tj)zj
(
eiujzj − 1) (e−ivjzj − 1)
z2j
F (dz). (4)
Moreover, the measures F and Z are uniquely determined by X. If X is Gaussian, then Z is a Gaussian
random measure.
Now we use these representation results in order to characterize Gaussian random fields from the class
CH,NS . This is made in the following theorem which is the main result of this section.
Theorem 2.3. Let {X(t), t ∈ RN+} be a Gaussian self-similar random field with index H = (H1, . . . , HN ) ∈
(0, 1)N , EX2(1) = 1 and with strictly stationary rectangular increments. Then X is centered and has
covariance function of the form
EX(s)X(t) =
∫
RN
 ∑
e∈{−1,+1}N
KeI{z ∈ Qe}
 N∏
j=1
(
eitjzj − 1) (e−isjzj − 1)
|zj |2Hj+1 dz, (5)
where
Qe = {(e1y1, . . . , eNyN ) : yj > 0, 1 ≤ j ≤ N}, e = (e1, . . . , eN ) ∈ {−1,+1}N , (6)
and Ke, e ∈ {−1,+1}N are non-negative constants satisfying the following relations
Ke = K−e, e ∈ {−1,+1}N , (7)∑
e∈{−1,+1}N
Ke =
N∏
j=1
Γ(1 + 2Hj) sin(piHj)
pi
. (8)
Proof. It follows from Proposition 2.1 (i) and (ii) that X is centered and X(t) = 0 a.s. for all t ∈ RN+ such
that t1 · · · tN = 0. Then X(t) equals ∆0X(t) a.s. Moreover, we write now the spectral representation of X
and its covariance function. From (3) we have for any t ∈ RN+
X(t)
a.s.
= ∆0X(t)
eq.(3)
=
∫
RN
N∏
j=1
(
eitjzj − 1)
izj
Z(dz), (9)
where Z is a centered Gaussian random measure uniquely determined by its control measure F. Now we
describe the structure of the measure F.
From (4) we have for any t, s ∈ RN+
EX(t)X(s) = E(∆0X(t)∆0X(s))
eq.(4)
=
∫
RN
N∏
j=1
(
eitjzj − 1) (e−isjzj − 1)
z2j
F (dz). (10)
From self-similarity we get for any t, s ∈ RN+ and for all (a1, . . . , aN) ∈ (0,+∞)N the identity
EX(a1t1, . . . , aN tN )X(a1s1, . . . , aNsN) = a
2H1
1 · · · a2HNN EX(t)X(s). (11)
We rewrite the left-hand side with the help of spectral representation (10):
EX(a1t1, . . . , aN tN )X(a1s1, . . . , aNsN )
=
∫
RN
N∏
j=1
(
eiajtjzj − 1) (e−iajsjzj − 1)
z2j
F (dz)
|change variables xj = ajzj |
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=
∫
RN
N∏
j=1
(
eitjxj − 1) (e−isjxj − 1)
x2j
Fa(dx),
where measure Fa is given for any B ∈ B(RN) by
Fa(B) = a
2
1 · · · a2NF (Ba), where Ba =
{(
z1
a1
, . . . ,
zN
aN
)
, (z1, . . . , zN ) ∈ B
}
. (12)
Therefore, relation (11) has the following form∫
RN
N∏
j=1
(
eitjxj − 1) (e−isjxj − 1)
x2j
Fa(dx) =
∫
RN
N∏
j=1
(
eitjxj − 1) (e−isjxj − 1)
x2j
a
2Hj
j F (dx).
The uniqueness of spectral representation gives
Fa(B) = a
2H1
1 · · · a2HNN F (B), for any B ∈ B(RN) such that F (B) <∞ (13)
and for all aj > 0, 1 ≤ j ≤ N.
Since
∫
RN
∏N
j=1
1
1+z2j
F (dz) < ∞, we see that F ((−y,y]) < ∞ for any y ∈ (0,+∞)N . Let us take
B = (0,y],y = (y1, . . . , yN ) and aj = yj , then Ba = (0, 1]
N and Fa(B) = y
2
1 · · · y2NF
(
(0, 1]N
)
. Hence, it
follows from (13) that
F
(
(0, 1]N
) N∏
j=1
y2j = F ((0,y])
N∏
j=1
y
2Hj
j ,y ∈ (0,+∞)N
or
F ((0,y]) = F
(
(0, 1]N
) N∏
j=1
y
2(1−Hj)
j ,y ∈ (0,+∞)N .
Therefore, at any point y ∈ (0,+∞)N there exists a density with respect to Lebesgue measure and
F (dy) = K1
N∏
j=1
y
1−2Hj
j dy, (14)
where K1 is a non-negative constant.
Applying similar arguments we can show that measure F has a density on any setQe = {(e1y1, . . . , eNyN ) :
yj > 0, 1 ≤ j ≤ N}, e = (e1, . . . , eN) ∈ {−1, 1}N and F (dy) = Ke
∏N
j=1 |yj |1−2Hjdy,y ∈ Qe with non-
negative constants Ke. Hence, the measure F has the following form
F (dy) =
∑
e∈{−1,+1}N
KeI{y ∈ Qe}
|y1|2H1−1 · · · |yN |2HN−1 dy,y ∈ R
N . (15)
Thus, we obtain statement (5).
Since F is symmetric, Ke = K−e, e ∈ {−1,+1}N , i.e., we get (7). Moreover, from identity EX2(1) = 1
and representation (10) we obtain the following relation.
1 = EX2(1) =
∫
RN
 ∑
e∈{−1,+1}N
KeI{y ∈ Qe}
 N∏
j=1
∣∣eizj − 1∣∣2
|zj|2H1+1 dz
=
 ∑
e∈{−1,+1}N
Ke
∫
R
N
+
N∏
j=1
∣∣eizj − 1∣∣2
|zj|2Hj+1 dz
eq.(72)
=
 ∑
e∈{−1,+1}N
Ke
 N∏
j=1
pi
Γ(1 + 2Hj) sin(piHj)
.
This gives relation (8).
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The condition of symmetry (7) guaranties that covariance function (5) is a real-valued function.
If the measure F is symmetric with respect to coordinate axes, i.e., Ke = K1, e ∈ {−1,+1}N , then
representation (5) coincides with the representation of the covariance function of a fractional Brownian
sheet. Consequently, the spectral representation of X coincides in this case with the spectral representation
of a fractional Brownian motion, which is given in the following proposition.
Proposition 2.4 ([2]). A fractional Brownian sheet {BH(t), t ∈ RN+} with Hurst index H = (H1, . . . , HN )
has the harmonizable representation
BH(t) =
∫
RN
N∏
j=1
eitjxj − 1
ixj
c1(Hj)
|xj |Hj−1/2
M˜(dx), t ∈ RN+ , (16)
where
c1(H) =
(
HΓ(2H)
sin(piH)
pi
)1/2
, (17)
and M˜ is the Fourier transform of some Wiener measure M.
A fractional Brownian sheet has strictly stationary rectangular increments. It is proved in [2] but this
fact can be also derived from representation (16).
Let us find now explicit forms of covariance functions for Gaussian random fields from CH,NS .
Corollary 2.5. Let assumptions of Theorem 2.3 be fulfilled. Denote by
γe = Ke
N∏
j=1
pi
Γ(1 + 2Hj) sin(piHj)
= Ke
N∏
j=1
1
2c21(Hj)
, e ∈ {−1, 1}N .
With these notations, conditions (7) and (8) are equivalent to γe = γ−e, e ∈ {−1, 1}N and
∑
e∈{−1,1}N γe =
1, respectively. Assume additionally that Hj 6= 1/2, 1 ≤ j ≤ N, then X has covariance function
EX(s)X(t) =
∑
e∈{−1,+1}N
γe
2N
N∏
j=1
[(
t
2Hj
j + s
2Hj
j − |tj − sj |2Hj
)
(18)
+iej tan(piHj)
(
−t2Hjj + s2Hjj + sign(tj − sj)|tj − sj |2Hj
)]
.
Proof. Let us write down the covariance function of X from (5). For any t, s ∈ RN+ we have that
EX(s)X(t) =
∫
RN
 ∑
e∈{−1,+1}N
KeI{z ∈ Qe}
 N∏
j=1
(
eitjzj − 1) (e−isjzj − 1)
|zj|2Hj+1 dz
=
∑
e∈{−1,+1}N
Ke
∫
RN∩Qe
N∏
j=1
(
eitjzj − 1) (e−isjzj − 1)
|zj|2Hj+1 dz
= |change variables zj = ejyj|
=
∑
e∈{−1,+1}N
Ke
∫
R
N
+
N∏
j=1
(
eitjejyj − 1) (e−isjejyj − 1)
|yj |2Hj+1 dy
(67)
=
∑
e∈{−1,+1}N
Ke
N∏
j=1
pi
Γ(1 + 2Hj) sin(2piHj)
×
N∏
j=1
(
e−ipiHjej t
2Hj
j + e
ipiHjejs
2Hj
j − e−ipiHjej sign(tj−sj)|tj − sj |2Hj
)
Gaussian self-similar random fields with stationary rectangular increments 8
=
∑
e∈{−1,+1}N
γe
N∏
j=1
1
2 cos(piHj)
×
N∏
j=1
[
cos(piHj)
(
t
2Hj
j + s
2Hj
j − |tj − sj|2Hj
)
+iej sin(piHj)
(
−t2Hjj + s2Hjj + sign(tj − sj)|tj − sj |2Hj
)]
=
∑
e∈{−1,+1}N
γe
2N
N∏
j=1
[(
t
2Hj
j + s
2Hj
j − |tj − sj |2Hj
)
+iej tan(piHj)
(
−t2Hjj + s2Hjj + sign(tj − sj)|tj − sj |2Hj
)]
.
Corollary 2.6. Let assumptions of Theorem 2.3 be satisfied and H1 = . . . = HN = 1/2, then X has
covariance function
EX(s)X(t) (19)
=
∑
e∈{−1,+1}N
Ke
N∏
j=1
[pi (tj ∧ sj) + iej (tj log tj − sj log sj − (tj − sj) log |tj − sj |)]
and (8) has the following form
∑
e∈{−1,+1}N Ke = 1/pi
N .
Proof. Let us write down the covariance function of X. For any t, s ∈ RN+ with the change of variables
zj = ejyj in (5), we have that
EX(s)X(t) =
∑
e∈{−1,+1}N
Ke
∫
R
N
+
N∏
j=1
(
eitjejyj − 1) (e−isjejyj − 1)
y2j
dy
Lemma 6.3
=
∑
e∈{−1,+1}N
Ke
N∏
j=1
[pi
2
(|ejtj |+ |ejsj | − |ejtj − ejsj |)
+i (ejtj log |ejtj | − ejsj log |ejsj | − (ejtj − ejsj) log |ejtj − ejsj|)]
=
∑
e∈{−1,+1}N
Ke
N∏
j=1
[pi
2
(tj + sj − |tj − sj |)
+iej (tj log tj − sj log sj − (tj − sj) log |tj − sj |)] .
In general case, when only some of Hk are equal to 1/2 and others not, the covariance function of X has
the form
EX(s)X(t) =
∑
e∈{−1,+1}N
Ke
N∏
j=1
PHj (tj , sj , ej),
where
PHj (tj , sj , ej) =
pi
2Γ(1 + 2Hj) sin(piHj)
[(
t
2Hj
j + s
2Hj
j − |tj − sj|2Hj
)
+iej tan(piHj)
(
−t2Hjj + s2Hjj + sign(tj − sj)|tj − sj |2Hj
)]
, if Hj 6= 1
2
,
and
PHj (tj , sj, ej) = pi(tj ∧ sj) + iej (tj log tj − sj log sj − (tj − sj) log |tj − sj|) , if Hj =
1
2
.
Let us consider the simpler case N = 2.
Gaussian self-similar random fields with stationary rectangular increments 9
Remark 1. Let H1 6= 12 , H2 6= 12 and γ ∈ [−1, 1]. Then (18) turns into
EX(s)X(t) =
1
4
2∏
j=1
(
t
2Hj
j + s
2Hj
j − |tj − sj |2Hj
)
+
γ
4
2∏
j=1
tan(piHj)
(
−t2Hjj + s2Hjj + sign(tj − sj)|tj − sj |2Hj
)
.
Remark 2. Let H1 = H2 =
1
2 and γ ∈ [−1, 1]. Then (19) turns into
EX(s)X(t) = (t1 ∧ s1) (t2 ∧ s2) + γ
pi2
2∏
j=1
(tj log tj − sj log sj − (tj − sj) log |tj − sj |) . (20)
Moreover, covariance function (20) are the same as for the two-dimensional fractional Brownian motion
described in [15].
Remark 3. Let H1 =
1
2 , H2 6= 12 and γ ∈ [−1, 1]. Then the covariance function of X equals
EX(s)X(t) =
1
2
(t1 ∧ s1)
(
t2H22 + s
2H2
2 − |t2 − s2|2H2
)
+
γ tan(piH2)
2pi
(t1 log t1 − s1 log s1 − (t1 − s1) log |t1 − s1|)
×
(
−t2H22 + s2H22 + sign(t2 − s2)|t2 − s2|2H2
)
.
Hence, we can write the general form of harmonizable representations for Gaussian random fields from
CH,NS . The following result follows directly from Theorem 2.3.
Theorem 2.7. Let {X(t), t ∈ RN+} be a Gaussian self-similar random field with index H = (H1, . . . , HN ) ∈
(0, 1)N , EX2(1) = 1 and with strictly stationary rectangular increments. Then X has the following repre-
sentation
X(t) =
∫
RN
 ∑
e∈{−1,+1}N
√
Ke exp(iϕe)I{z ∈ Qe}
N∏
j=1
eitjzj − 1
iej
|zj|−Hj−1/2
 M˜(dz), (21)
where M˜ is the Fourier transform of Brownian measure M, and Qe are defined in (6), Ke are non-negative
constants satisfying relations (7) and (8), ϕe ∈ R such that ϕ−e = −ϕe, e ∈ {−1,+1}N .
Proof. From the proof of Theorem 2.3 we get that X has integral representation (9) with respect to random
measure Z. Since we consider Gaussian random fields, the measure Z is Gaussian and can be rewritten as
Z(dy) = f(y)M˜ (dy), where f : Rd → C. Then Z has control measure F satisfying F (dy) = |f(y)|2dy,y ∈
R
N . From (15) we get
|f(y)|2 =
∑
e∈{−1,+1}N
KeI{y ∈ Qe}
|y1|2H1−1 · · · |yN |2HN−1 ,y ∈ R
N .
and consequently
f(y) =
∑
e∈{−1,+1}N
√
Ke exp(iϕe)I{y ∈ Qe}
|y1|H1−1/2 · · · |yN |HN−1/2 ,y ∈ R
N .
Symmetry condition Z(−A) = Z(A), A ∈ Bb(RN ) gives that f(−y) = f(y). This relation and symmetry (7)
of Ke give that ϕ−e = −ϕe, e ∈ {−1,+1}N . Thus, X has representation (21).
Let us now consider the representations of moving average type. Further denote x+ := max{x, 0} and
x− := −min{x, 0} for x ∈ R. For the fractional Brownian sheet we have an analogue of Mandelbrot-van-Ness
representation.
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Proposition 2.8 ([2]). A fractional Brownian sheet {BH(t), t ∈ RN+} with Hurst index H = (H1, . . . , HN )
has the moving average representation
BH(t) = c2(H1) · · · c2(HN )
∫
RN
N∏
j=1
(
(tj − xj)Hj−1/2+ − (−xj)Hj−1/2+
)
M(dx), t ∈ RN+ , (22)
where
c2(H) =
(Γ(1 + 2H) sin(piH))
1/2
Γ(H + 1/2)
, (23)
and M is a Wiener measure.
For arbitrary Gaussian random fields from CH,NS we have the following result.
Theorem 2.9. Let a random field {X(t), t ∈ RN+} satisfies assumptions of Theorem 2.7 and Hk ∈ (0, 1), Hk 6=
1/2, 1 ≤ k ≤ N. Then
X(t) =
∫
RN
g(t,x)M(x), t ∈ RN+ , (24)
where
g(t,x) =
∑
e∈{−1,+1}N
√
Ke exp(iϕe)
N∏
j=1
Γ
(
1
2 −Hj
)
√
2pi
×
N∏
j=1
[(
(tj − xj)Hj−1/2+ − (−xj)Hj−1/2+
)
exp
(
− ipiej
2
(
Hj +
1
2
))
−
(
(tj − xj)Hj−1/2− − (−xj)Hj−1/2−
)
exp
(
ipiej
2
(
Hj +
1
2
))]
, (25)
Ke, e ∈ {−1,+1} satisfy relations (7) and (8), and ϕ−e = −ϕe, e ∈ {−1,+1}N .
Proof. Let g˜(t, ·) be the Fourier transform of function g(t, ·). Due to [24, Proposition 7.2.7] if g˜(t,−x) =
g˜(t,x), x ∈ RN , then we have {X(t), t ∈ RN+} d= {
∫
RN
g˜(t,x)M˜ (dy), t ∈ RN+}. So, we find the function g as
the inverse Fourier transform of the integrand in (21), i.e., g(t,x) equals
1
(2pi)N/2
∫
RN
e−i<x,y>
 ∑
e∈{−1,+1}N
√
Ke exp(iϕe)I{y ∈ Qe}
N∏
j=1
eitjyj − 1
iej
|yj|−Hj−1/2
 dy
=
∑
e∈{−1,+1}N
√
Ke exp(iϕe)
N∏
j=1
1√
2pi
∫
R+
e−iejxjyj
eiejtjyj − 1
iejy
Hj+1/2
j
dyj .
Application of Lemma 6.4 ends the proof.
In order to write simplified version of representation (24) we consider the case N = 2.
Corollary 2.10. Let a random field {X(t), t = (t1, t2) ∈ R2+} be given by
X(t) = d0c2(H1)c2(H2)
∫
RN
N∏
j=1
(
(tj − xj)Hj−1/2+ − (−xj)Hj−1/2+
)
M(dx)
+ d1c2(H1)c2(H2)
∫
RN
N∏
j=1
(
(tj − xj)Hj−1/2− − (−xj)Hj−1/2−
)
M(dx),
where H1 6= 12 , H2 6= 12 , and the constants d0, d1 satisfy
d20 + 2d0d1 sin(piH1) sin(piH2) + d
2
1 = 1. (26)
Then X is a centered Gaussian self-similar random field with index (H1, H2), EX
2(1) = 1, and X possesses
stationary rectangular increments.
Gaussian self-similar random fields with stationary rectangular increments 11
Proof. In Appendix.
Thus, if the function g given (25) from representation of random field X ∈ CH,2S . “depends on the past”,
i.e., d1 = 0, then |d0| = 1 and X is the fractional Brownian sheet with Hurst index (H1, H2).
We have the similar results for the case Hj = 1/2, 1 ≤ j ≤ N.
Theorem 2.11. Let a random field {X(t), t ∈ RN+} satisfies assumptions of Theorem 2.7 and Hj = 1/2,
1 ≤ j ≤ N. Then for t ∈ RN
X(t) =
∫
RN
∑
e∈{−1,+1}N
√
Ke exp(iϕe)
(2pi)N/2
N∏
j=1
[
piI[0,tj ](xj) + eji
(
log
|tj − xj |
|xj |
)]
M(x), (27)
where Ke, e ∈ {−1,+1} satisfy relations (7) and
∑
e∈{−1,+1}N Ke = 1/pi
N .
Proof. The proof repeats the proof of Theorem 2.9 together with the application of Lemma 6.5.
In the case N = 2 and H1 = H2 = 1/2 we have the following result in the spirit of Corollary 2.10.
Corollary 2.12. Let a random field {X(t), t = (t1, t2) ∈ R2+} be given by
X(t) = d0M([0, t]) +
d1
pi2
∫
R2
log
|t1 − x1|
|x1| log
|t2 − x2|
|x2| M(dx),
where the constants d0, d1 satisfy d
2
0 + d
2
1 = 1. Then X is a Gaussian self-similar random field with index
(0.5, 0.5) and X possesses stationary rectangular increments.
3 Gaussian self-similar random fields with mild stationary rect-
angular increments
In this section, we characterize the class of Gaussian self-similar random fields from CH,NM , N > 1, with the
necessary and sufficient conditions that must be met by their covariance functions. This is established with
the help of Lamperti transformation.
But at first, note that for the case N = 1, CH,1S = CH,1M . In this case the description of this class is very
simple and is contained in the following remark.
Remark 4. A fractional Brownian motion BH is a self-similar process with index H and has strictly
stationary as well as mild stationary increments. Moreover, BH is an unique Gaussian process from CH,1M .
Indeed, let {X(t), t ∈ R+} be a square integrable real-valued self-similar process with index H ∈ (0, 1) and
with mild stationary increments, then
E[X(t)X(s)] =
1
2
E
(
X2(t) +X2(s)− (X(t)−X(s))2)
=
1
2
(
EX2(t) + EX2(s)−EX2(t− s))
=
1
2
(
t2H + s2H − |t− s|2H)E[X(1)]2, t, s ∈ R+. (28)
Furthermore, if the second moments of {X(t), t ∈ R+} are finite, then X is centered due to Proposition 2.1.
Hence, all square integrable self-similar processes with mild-stationary increments have the same covariance
function (28).
We use a one-to-one correspondence between self-similar and strictly stationary random fields. This is
carried out by the Lamperti transformation.
Definition 9. A random field {Z(t), t ∈ RN} is called strictly stationary, if for all u ∈ RN {Z(t+ u), t ∈
RN} d= {Z(t), t ∈ RN}.
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Definition 10. The Lamperti transformation with index H = (H1, . . . , HN) of a random field {X(t), t ∈
RN+} is a random field τHX, defined by
Z(t) = τHX(t) := e
−H1t1 · · · e−HN tNX(et1 , . . . , etN ), t ∈ RN . (29)
It follows from [12, Proposition 2.1.1] that if X is self-similar with index H ∈ (0, 1)N , then τHX is strictly
stationary. The inverse statement also holds: for any strictly stationary random field {Z(t), t ∈ RN} a field
X, defined as
X(s) = τ
(−1)
H Z(t) :=
{
sH11 · · · sHNN Z(ln s1, . . . , ln sN ), s ∈ (0,+∞)N ,
0, s ∈ RN+ \ (0,+∞)N ,
(30)
is self-similar with index H = (H1, . . . , HN). Obviously, a random field τHX is centered if and only if X
centered. Now, let X be a centered self-similar square integrable random field with index H. Then the
covariance function C : RN → R of the field τHX is determined by covariance function K : RN+ × RN+ → R
of X :
C(v) = E[τHX(t)τHX(t+ v)] =
= e−2H1t1 · · · e−2HN tN e−H1v1 · · · e−HNvNE[X(ev1+t1 , . . . , evN+tN )X(et1 , . . . , etN )]
= K((e−v1/2, . . . , e−vN/2), (ev1/2, . . . , evN/2)), t,v ∈ RN .
The covariance function K can be written as
K(s, t) = EX(s)X(t) =
{∏N
k=1(tksk)
HkC
(
ln t1s1 , . . . , ln
tN
sN
)
, s, t ∈ (0,+∞)N ,
0, s, t ∈ RN+ \ (0,+∞)N .
(31)
The Lamperti transformation τHB
H of the fractional Brownian sheet is a centered Gaussian strictly
stationary random field with covariance function (see [12]):
CfBs(v) =
N∏
i=1
(
cosh(Hivi)− 2(2Hi−1) |sinh(vi/2)|2Hi
)
,v ∈ RN . (32)
We need to prove an auxiliary lemma.
Lemma 3.1. Let a centered strictly stationary Gaussian random field {Z(v),v ∈ RN} have a covariance
function C : RN → R, EZ2(1) = 1 and {X(t), t ∈ RN+}, H = (H1, . . . , HN ) ∈ (0, 1)N be the inverse Lamperti
transformation τ
(−1)
H Z, defined in (30). Let S be a subset of indices {1, . . . , N} and S¯ = {1, . . . , N} \ S be
its complement set. If X has mild stationary rectangular increments, then for all (v1, . . . , vN ) ∈ RN+ , such
that vk 6= 0, k ∈ S¯, the function C satisfies∏
k∈S¯
(
e
vk
2 − e− vk2
)2Hk
(33)
=
∑
ik,jk∈{0,1},k∈S¯
ik=jk=0,k∈S
∏
k∈S¯
(−1)ik+jkevkHk(1−ik−jk)
C (v1(i1 − j1), . . . , vN (iN − jN )) .
Proof. For an arbitrary point (v1, . . . , vN ) ∈ RN+ , such that vk 6= 0, k ∈ S¯, we consider the increment of X
on the rectangle
∏N
k=1[sk, tk], where sk > 0, tk := ske
vk , if k ∈ S¯, and sk := 0, tk > 0, if k ∈ S. Denote
s = (s1, . . . , sN ), t = (t1, . . . , tN ). The increment ∆sX(t), defined by (1), has the form
∆sX(t) =
∑
(i1,...,iN )∈{0,1}N
(−1)i1+···+iNX(t1 − i1(t1 − s1), . . . , tN − iN(tN − sN )).
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In the last sum, the terms corresponding to ik = 1, k ∈ S equal 0 a.s. This follows from Proposition 2.1,
(ii), because for ik = 1 the kth coordinate equals tk − ik(tk − sk) = sk = 0 if k ∈ S. Therefore,
∆sX(t) =
∑
ik∈{0,1},k∈S¯
ik=0,k∈S
(−1)i1+···+iNX(t1 − i1(t1 − s1), . . . , tN − iN(tN − sN )). (34)
At the same time, Proposition 2.1, (iv) gives
E[∆sX(t)]
2 =
N∏
k=1
(tk − sk)2Hk =
∏
k∈S∪S¯
(tk − sk)2Hk
=
∏
k∈S
t2Hkk
∏
k∈S¯
(tk − sk)2Hk .
Further, from (34) we have the following equality of variances∏
k∈S
t2Hkk
∏
k∈S¯
(tk − sk)2Hk = E[∆sX(t)]2 =
∑
ik,jk∈{0,1},k∈S¯
ik=jk=0,k∈S
(−1)i1+j1+···+iN+jN (35)
×EX(t1 − i1(t1 − s1), . . . , tN − iN (tN − sN))X(t1 − j1(t1 − s1), . . . , tN − jN (tN − sN )).
Applying (31), we write the last equality in terms of covariance function C :∏
k∈S
t2Hkk
∏
k∈S¯
(tk − sk)2Hk =
∑
ik,jk∈{0,1},k∈S¯
ik=jk=0,k∈S
(−1)i1+j1+···+iN+jN
×
(∏
k∈S
t2Hkk
)∏
k∈S¯
((tk − ik(tk − sk))(tk − jk(tk − sk)))Hk

× C
(
ln
tN − iN(tN − sN )
tN − jN (tN − sN ) , . . . ,
tN − iN(tN − sN )
tN − jN (tN − sN )
)
. (36)
In term of (36), the kth coordinate of function C equals 0 if k ∈ S. Indeed, for k ∈ S ik = jk = 0 and
ln tk−ik(tk−sk)tk−jk(tk−sk) = ln
tk
tk
= 0.
Now we recall that tk = ske
vk , k ∈ S¯. Then for k ∈ S¯ the kth coordinate of function C in term (36)
equals
ln
evk − ik(evk − 1)
evk − jk(evk − 1) = ln
evk/2 − ik(evk/2 − e−vk/2)
evk/2 − jk(evk/2 − e−vk/2)
.
For k ∈ S we also rewrite the kth coordinate of C as ln evk/2−ik(evk/2−e−vk/2)
evk/2−jk(e
vk/2−e−vk/2)
, because this term equals
0 if ik = jk = 0. Hence, equality (35) is equivalent to(∏
k∈S
t2Hkk
)∏
k∈S¯
s2Hkk e
vkHk
(
e
vk
2 − e− vk2
)2Hk = ∑
ik,jk∈{0,1},k∈S¯
ik=jk=0,k∈S
×
∏
k∈S¯
(−1)ik+jks2Hkk evkHk
(
e
vk
2 − ik(e
vk
2 − e− vk2 )
)Hk (
e
vk
2 − jk(e
vk
2 − e− vk2 )
)Hk
×
(∏
k∈S
t2Hkk
)
C
(
ln
e
v1
2 − i1(e
v1
2 − e− v12 )
e
v1
2 − j1(e
v1
2 − e− v12 ) , . . . , ln
e
vN
2 − iN (e
vN
2 − e− vN2 )
e
vN
2 − jN (e
vN
2 − e− vN2 )
)
. (37)
After simplifications, we get that equality (33) follows from (37).
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The main result of this section is the following.
Theorem 3.2. Let a centered strictly stationary Gaussian random field {Z(v),v ∈ RN} have a covariance
function C : RN → R and EZ2(1) = 1. Then a Gaussian self-similar random field {X(t), t ∈ RN+} with index
(H1, . . . , HN ) ∈ (0, 1)N , defined in (30) as an inverse Lamperti transformation of Z, has mild stationary
rectangular increments if and only if∑
εk=±1,1≤k≤N
C(ε1v1, . . . , εNvN ) = 2
NCfBs(v),v ∈ RN . (38)
Proof. Let us prove the necessity. For an arbitrary point (v1, . . . , vN ) ∈ RN+ , such that vk > 0, 1 ≤ k ≤ N,
we apply Lemma 3.1. From equality (33) we get
N∏
k=1
(
e
vk
2 − e− vk2
)2Hk
= (39)
∑
ik,jk∈{0,1},1≤k≤N
(
N∏
k=1
(−1)ik+jkevkHk(1−ik−jk)
)
C (v1(i1 − j1), . . . , vN (iN − jN )) .
Denote the terms in the right hand side of (39)
Q(i, j) :=
(
N∏
k=1
(−1)ik+jkevkHk(1−ik−jk)
)
C (v1(i1 − j1), . . . , vN (iN − jN )) ,
i = (i1, . . . , iN ) ∈ {0, 1}N , j = (j1, . . . , jN ) ∈ {0, 1}N .
Denote Ak = {(i, j) ∈ {0, 1}2N , ik = jk}. We recall the inclusion-exclusion principle for the indicator
functions
I{· ∈ ∪Nk=1Ak} =
∑
I⊆{1,...,N},I 6=∅
(−1)|I|−1I{· ∈ ∩k∈IAk}.
Applying the last formula, we write down the right hand side of equality (39) in the following form∑
ik,jk∈{0,1}
1≤k≤N
Q(i, j) =
∑
ik∈{0,1}
jk=1−ik,1≤k≤N
Q(i, j) +
∑
ik,jk∈{0,1}
1≤k≤N
Q(i, j)I{(i, j) ∈ ∪Nk=1Ak}
=
∑
ik∈{0,1}
jk=1−ik,1≤k≤N
Q(i, j) +
∑
ik,jk∈{0,1}
1≤k≤N
Q(i, j)
∑
I⊆{1,...,N}
I 6=∅
(−1)|I|−1I{(i, j) ∈ ∩k∈IAk}
=
∑
ik∈{0,1}
jk=1−ik,1≤k≤N
Q(i, j) +
∑
I⊆{1,...,N}
I 6=∅
(−1)|I|−1
∑
ik,jk∈{0,1},1≤k≤N
ik=jk,k∈I
Q(i, j). (40)
We write the last sum in terms of the function C :∑
ik,jk∈{0,1},1≤k≤N
ik=jk,k∈I
Q(i, j)
=
∑
ik,jk∈{0,1},1≤k≤N
ik=jk,k∈I
(
N∏
k=1
(−1)ik+jkevkHk(1−ik−jk)
)
C (v1(i1 − j1), . . . , vN (iN − jN ))
=
∑
ik,jk∈{0,1},1≤k≤N
ik=jk,k∈I
∏
k 6∈I
(−1)ik+jkevkHk(1−ik−jk)
C (v1(i1 − j1), . . . , vN (iN − jN ))
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×
(∏
k∈I
evkHk(1−ik−jk)
)
=
∑
ik,jk∈{0,1},1≤k≤N
ik=jk=0,k∈I
∏
k 6∈I
(−1)ik+jkevkHk(1−ik−jk)
C (v1(i1 − j1), . . . , vN (iN − jN )) (41)
×
∏
k∈I
(
evkHk + e−vkHk
)
.
We apply formula (33) for term (41), where we set S = I, and S¯ = {1, . . . , N} \ I. Therefore,∑
ik,jk∈{0,1},1≤k≤N
ik=jk,k∈I
Q(i, j) =
∏
k 6∈I
(
e
vk
2 − e− vk2
)2Hk ∏
k∈I
(
evkHk + e−vkHk
)
. (42)
Hence, using relations (40) and (42), we get that equality (39) is equivalent to
N∏
k=1
(
e
vk
2 − e− vk2
)2Hk
=
∑
ik∈{0,1}
jk=1−ik,1≤k≤N
(
N∏
k=1
(−1)ik+jkevkHk(1−ik−jk)
)
C (v1(i1 − j1), . . . , vN (iN − jN ))
+
∑
I⊆{1,...,N}
I 6=∅
(−1)|I|−1
∏
k 6∈I
(
e
vk
2 − e− vk2
)2Hk ∏
k∈I
(
evkHk + e−vkHk
)
= (−1)N
∑
ik∈{0,1}
jk=1−ik,1≤k≤N
C (v1(i1 − j1), . . . , vN (iN − jN ))
− (−1)N
∑
I⊆{1,...,N}
I 6=∅
∏
k 6∈I
(−1)
(
e
vk
2 − e− vk2
)2Hk∏
k∈I
(
evkHk + e−vkHk
)
. (43)
From the last equality we have that
∑
ik∈{0,1}
jk=1−ik,1≤k≤N
C (v1(i1 − j1), . . . , vN (iN − jN )) = (−1)N
N∏
k=1
(
e
vk
2 − e− vk2
)2Hk
+
∑
I⊆{1,...,N}
I 6=∅
∏
k 6∈I
(−1)
(
e
vk
2 − e− vk2
)2Hk∏
k∈I
(
evkHk + e−vkHk
)
=
N∏
k=1
((
evkHk + e−vkHk
)− (e vk2 − e− vk2 )2Hk) = 2NCfBs(v1, . . . , vN ). (44)
Similarly, we can show that equality (44) also holds true if vk = 0 for some k ∈ {1, . . . , N}. Thus, we
obtain that the covariance function of the field τHX needs to satisfy (38).
Now let us prove the sufficiency. Let (38) hold true, and let us write this equality for an arbitrary point
(v1, . . . , vN ) ∈ RN+ , such that vk = 0, k ∈ S ⊆ {1, . . . , N}. Denote S¯ = {1, . . . , N} ⊂ S. Then (38) rewrites∑
ik∈{0,1}
jk=1−ik,1≤k≤N
C (v1(i1 − j1), . . . , vN (iN − jN )) =
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= 2|S|
∑
ik∈{0,1},jk=1−ik,k∈S¯
ik=jk=0,k∈S
C (v1(i1 − j1), . . . , vN (iN − jN ))
= 2N2|S|−N
∏
k∈S¯
(
evkHk + e−vkHk −
(
e
vk
2 − e− vk2
)2Hk)
. (45)
In term (45), it holds that ik = jk for k ∈ S and the kth coordinate of the function C equals vk(ik− jk) = 0,
which does not depend on value of vk. The right hand side of (45) is also independent of vk, k ∈ S, and,
therefore, equality (45) holds true for any (v1, . . . , vN ) ∈ RN+ .
Now we prove that equality (39) is true. Its right hand side is equal to
∑
ik,jk∈{0,1}
1≤k≤N
(
N∏
k=1
(−1)ik+jkevkHk(1−ik−jk)
)
C (v1(i1 − j1), . . . , vN (iN − jN ))
=
∑
S⊂{1,...,N}
∑
ik,jk∈{0,1}
ik=jk,k∈S
jk=1−ik,k∈S¯
(
N∏
k=1
(−1)ik+jkevkHk(1−ik−jk)
)
C (v1(i1 − j1), . . . , vN (iN − jN ))
=
∑
S⊂{1,...,N}
∑
ik,jk∈{0,1}
ik=jk,k∈S
jk=1−ik,k∈S¯
C (v1(i1 − j1), . . . , vN (iN − jN ))
×
 N∏
k∈S¯
(−1)ik+jkevkHk(1−ik−jk)
( N∏
k∈S
(−1)ik+jkevkHk(1−ik−jk)
)
=
∑
S⊂{1,...,N}
∑
ik,jk∈{0,1}
ik=jk=0,k∈S
jk=1−ik,k∈S¯
C (v1(i1 − j1), . . . , vN (iN − jN )) (−1)|S¯|
(
N∏
k∈S
(
evkHk + evkHk
))
=
∑
S⊂{1,...,N}
(
N∏
k∈S
(
evkHk + evkHk
)) ∑
ik,jk∈{0,1}
ik=jk=0,k∈S
jk=1−ik,k∈S¯
C (v1(i1 − j1), . . . , vN (iN − jN )) (−1)|S¯|. (46)
In the last sum, we apply (45). Then the right hand side of (46) equals
∑
S⊂{1,...,N}
N∏
k∈S
(
evkHk + evkHk
) ∑
ik,jk∈{0,1}
ik=jk=0,k∈S
jk=1−ik,k∈S¯
∏
k∈S¯
(−1)
(
evkHk + e−vkHk −
(
e
vk
2 − e− vk2
)2Hk)
=
N∏
k=1
(
evkHk + evkHk −
(
evkHk + e−vkHk −
(
e
vk
2 − e− vk2
)2Hk))
. (47)
Equality (39) follows from the last assertion.
Let s = (s1, . . . , sN ) ∈ RN+ , t = (t1, . . . , tN ) ∈ RN+ be such that 0 < sk ≤ tk, 1 ≤ k ≤ N. Using (31), equal-
ity (39) with vk = ln(tk/sk), 1 ≤ k ≤ N is equivalent to∏N
k=1 |tk − sk|2Hk = E[∆sX(t)]2. Since E[∆0X(t − s)]2 = E[X(t − s)]2 =
∏N
k=1 |tk − sk|2Hk , we have
E[∆sX(t)]
2 = E[∆0X(t− s)]2. The fact that the distributions of the increments are invariant w.r.t. trans-
lations, follows from the last identity and the fact that the increments of the field X are centered Gaussian
random variables.
In the case N = 2, equality (38) has the form
C(v1, v2) + C(−v1, v2) = 2CfBs(v). (48)
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In the paper [16], a certain class of covariance functions satisfying (48) is given by
Cθ(v) =CfBs(v)
(
1 + θe−H1|v1|−H2|v2| sinh (H1v1) sinh (H2v2)
)
,v ∈ R2, (49)
where 0 < H1 < 1, 0 < H2 < 1, θ ∈ R are some numbers.
4 Spectral representation of the fractional Brownian motion
By Bochner’s theorem, a continuous at the origin 0 ∈ RN covariance function C of a strictly stationary
random field can be represented as a characteristic function of a finite spectral measure. Assume that this
spectral measure has a spectral density f : RN → R+, i.e.,
C(v) =
∫
RN
ei<x,v>f(x)dx,v ∈ RN . (50)
Let {Z(t), t ∈ RN} be a centered Gaussian strictly stationary random field with spectral density f. Then
Z has the representation
Z(s) =
∫
RN
ei<s,x>
√
f(x)M(dx), s ∈ RN ,
where M is a centered Gaussian random measure with control Lebesgue measure. Then a random field
{X(t), t ∈ RN+}, defined as inverse Lamperti transform (30), has the following spectral representation at
point t ∈ (0,+∞)N
X(t) = tH11 · · · tHNN Z(ln t1, . . . , ln tN )
= tH11 · · · tHNN
∫
RN
exp
(
i
N∑
k=1
xk ln tk
)√
f(x)M(dx).
First we find the spectral density of CfBs. Since it is the coordinate-wise product of covariance functions,
then its spectral density is coordinate-wise product too. Thus, it is sufficient to consider only the case N = 1.
We also use this result to obtain a new spectral representation of the fractional Brownian motion.
Theorem 4.1. Let {BH(t), t ∈ RN+} be the fractional Brownian motion with Hurst index H ∈ (0, 1), and
CfBs be the covariance function (32) of the Lamperti transformation τHB
H . Then CfBs has the following
spectral density
g(x) =
1
2pi
2H
H2 + x2
piΓ(2H)
|Γ(H + ix)|2
sin(piH) cosh(pix)
sin2(piH) cosh2(pix) + cos2(piH) sinh2(pix)
, x ∈ R, (51)
where Γ(·) is the gamma function of complex argument. The fractional Brownian motion BH has the following
representation
BH(t) =
∫
R
tHeix ln t
|Γ(H + ix)| · | sin(pi(H + ix))|
(
HΓ(2H) sin(piH) cosh(pix)
H2 + x2
)1/2
M(dx). (52)
The spectral density of Lamperti transformation of the Brownian motion equals
gW (x) =
1
2pi
1
(1/2)2 + x2
, x ∈ R. (53)
Proof. We look for the density g(x), x ∈ R in the form of the inverse Fourier transform of CfBs. In the paper
[16] it is showed that CfBs is integrable. Indeed,
g(x) =
1
2pi
∫
R
e−ixvCfBs(v)dv
=
1
2pi
∫
R
e−ixv
(
cosh(Hv)− 2(2H−1) |sinh(v/2)|2H
)
dv
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=
1
4pi
∫
R
e−ixv
(
eHv + e−Hv −
∣∣∣ev/2 − e−v/2∣∣∣2H) dv =: IH(x)
4pi
, x ∈ R.
Let us compute IH . Since the integrand in IH excluding e
−ixv is an even function of v, then IH is a real-valued
even function. Therefore,
IH(x) =
∫
R+
(e−ixv + eixv)
(
e−Hv + eHv(1− (1− e−v)2H)) dv = |e−v = t|
=
∫ 1
0
(tix + t−ix)(tH + t−H − t−H(1− t)2H)dt
t
=
∫ 1
0
tH−1+ixdt+
∫ 1
0
tH−1−ixdt+
∫ 1
0
(tix + t−ix)(1 − (1− t)2H)t−H−1dt
=
1
H + ix
+
1
H − ix +
∫ 1
0
(1− (1 − t)2H)d
(
t−H+ix
−H + ix +
t−H−ix
−H − ix
)
=
1
H + ix
+
1
H − ix + limt→1−(1− (1− t)
2H)
(
t−H+ix
−H + ix +
t−H−ix
−H − ix
)
− lim
t→0+
(1 − (1− t)2H)
(
t−H+ix
−H + ix +
t−H−ix
−H − ix
)
−
∫ 1
0
2H(1− t)2H−1
(
t−H+ix
−H + ix +
t−H−ix
−H − ix
)
dt
= − lim
t→0+
2H
(
t1−H+ix
−H + ix +
t1−H−ix
−H − ix
)
+
2H
H − ixB(2H,−H + 1 + ix) +
2H
H + ix
B(2H,−H + 1− ix)
=
2H
H − ix
Γ(2H)Γ(−H + 1 + ix)
Γ(H + 1 + ix)
+
2H
H + ix
Γ(2H)Γ(−H + 1− ix)
Γ(H + 1− ix) .
We recall some properties of the gamma function (see [1]):
Γ(1 + z) = zΓ(z), Γ(1− z)Γ(z) = pi
sinpiz
, Γ(z)Γ(z¯) = |Γ(z)|2 , z ∈ C,
where
sin(u + iv) = sinu cosh v + i cosu sinh v, u, v ∈ R.
Applying them, we get
IH(x) =
2HΓ(2H)
H2 + x2
(
Γ(−H + 1 + ix)
Γ(H + ix)
+
Γ(−H + 1− ix)
Γ(H − ix)
)
=
2HΓ(2H)
H2 + x2
Γ(1− (H − ix))Γ(H − ix) + Γ(1 − (H + ix))Γ(H + ix)
Γ(H + ix)Γ(H − ix)
=
2HΓ(2H)
(H2 + x2)|Γ(H + ix)|2
(
pi
sin(pi(H − ix)) +
pi
sin(pi(H + ix))
)
=
2H
(H2 + x2)
2piΓ(2H)
|Γ(H + ix)|2
sin(piH) cosh(pix)
sin2(piH) cosh2(pix) + cos2(piH) sinh2(pix)
. (54)
In the case H = 1/2, formula (54) is simplified to
I1/2(x) =
2
(1/2)2 + x2
, x ∈ R. (55)
For multidimensional case we have the immediate corollary.
Gaussian self-similar random fields with stationary rectangular increments 19
Corollary 4.2. Let {BH(t), t ∈ RN+} be the fractional Brownian sheet with Hurst index H = (H1, . . . , HN ) ∈
(0, 1)N , and CfBs be the covariance function (32) of the Lamperti transformation τHB
H. Then CfBs has
the following spectral density
gN(x) =
1
2pi
N∏
k=1
2Hk
H2k + x
2
k
piΓ(2Hk)
|Γ(Hk + ixk)|2
sin(piHk) cosh(pixk)
sin2(piHk) cosh
2(pixk) + cos2(piHk) sinh
2(pixk)
, (56)
x ∈ RN . The spectral density of Lamperti transformation τHW of the Brownian sheet equals
gW,N (x) =
1
2pi
N∏
k=1
1
(1/2)2 + x2k
,x ∈ RN . (57)
Now we will characterize all covariance functions for which (38) is true and rewrite equality (38) in terms
of spectral densities.
Theorem 4.3. Let a real-valued, centered, strictly stationary Gaussian random field {Z(t), t ∈ RN} has the
spectral density f : RN → R+. Then a Gaussian self-similar random field {X(t), t ∈ RN+} with index H =
(H1, . . . , HN ) ∈ (0, 1)N , defined in (30) as inverse Lamperti transformation, has mild stationary rectangular
increments if and only if ∑
ε1=±1,...,εN=±1
f(ε1v1, . . . , εNvN ) = 2
NgN(v),v ∈ RN , (58)
where gN is the spectral density (56).
Proof. Consider the left hand side of (38):
∑
ε1=±1,...,εN=±1
C(ε1v1, . . . , εNvN ) =
∑
ε1=±1,...,εN=±1
∫
RN
exp
(
i
N∑
k=1
εkvkxk
)
f(x)dx
=
∑
ε1=±1,...,εN=±1
∫
RN
exp
(
i
N∑
k=1
vkyk
)
f
(
y1
ε1
, . . . ,
yN
εN
)
dy
=
∫
RN
exp
(
i
N∑
k=1
vkyk
) ∑
ε1=±1,...,εN=±1
f (ε1y1, . . . , εNyN ) dy.
The right hand side of (38) has the same representation as the Fourier transform of gN and, therefore, we
have (58).
Corollary 4.4. In the case N = 2, the function f is the spectral density satisfying (58) if
1. f ∈ L1(R2) and f ≥ 0,
2. f is symmetric around (0, 0),
3. f(−x1, x2) = f(x1,−x2) = 2g(x1, x2)− f(x1, x2), for all x ∈ R2+,
Proof. From the fact that the spectral density f is symmetric with respect to 0, it follows that the correspond-
ing covariance function C is real-valued. Therefore, (58) has the form f(x1, x2) + f(x1,−x2) = 2g(x1, x2),
which is covered by condition 3.
Remark 5. We can replace the condition f(x1, x2) ≥ 0, (x1, x2) ∈ R2 by 0 ≤ f(x1, x2) ≤ 2g(x1, x2), for all
x ∈ R2+.
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5 Gaussian self-similar random fields with H = (0.5, 0.5)
In this section we consider Gaussian self-similar random fields from CH,2M , N = 2 with the indexH = (0.5, 0.5)
and we construct an example of the field from CH,2M \ CH,2S , which has no independent increments.
Remark 6. For the case H1 6= 1/2 or H2 6= 1/2 the increments of fractional Brownian sheet are not
independent. For example, we consider the fractional Brownian sheet {BH(t), t ∈ R2+} with Hurst index
H = (H1, H2) ∈ (0, 1)2, H1 6= 1/2. For a fixed t2 > 0 we consider the process B1 = {BH(t1, t2), t1 ∈ R+}. The
Gaussian process B1 is self-similar with increments of the form B1(t1+u)−B1(t1) = ∆(t1,t2)BH(t1+u, t2).
Therefore, B1 has stationary rectangular increments. Hence, B1 is the fractional Brownian motion with
EB21(1) = t
2H2
2 < +∞ and Hurst index H = H1 6= 1/2. It is known that the fractional Brownian motion has
independent increments only in the case of H = 1/2. Therefore, the increments of the process B1 are not
independent, and consequently, the rectangular increments of BH are not independent too.
Let {YH(t), t ∈ R2+} be a centered Gaussian random field with covariance function given by (31)
EYH(t)YH(s) =
√
t1s1t2s2Cθ
(
ln t1s1 , ln
t2
s2
)
, t, s ∈ R2+, where Cθ is the covariance function (49). We write
down it explicitly.
EYH(t)YH(s) =
√
t1s1t2s2CfBs
(
ln
t1
s1
, ln
t2
s2
)
×
(
1 +
θ
4
(
s1 ∧ t1
s1 ∨ t1
)H1 (s2 ∧ t2
s2 ∨ t2
)H2 ( tH11
sH11
− s
H1
1
tH11
)(
tH22
sH22
− s
H2
2
tH22
))
=
1
4
2∏
i=1
(
t2Hii + s
2Hi
i − |ti − si|2Hi
)(
1 +
θ
4
(t2H11 − s2H11 )
(s1 ∨ t1)2H1
(t2H22 − s2H22 )
(s2 ∨ t2)2H2
)
. (59)
Then YH ∈ CH,2M . Now let (H1, H2) = (0.5, 0.5) and consider a centered Gaussian random field {Y1/2(t), t ∈
R2+} with covariance function
EY1/2(t)Y1/2(s) = (t1 ∧ s1)(t2 ∧ s2)
(
1 +
θ
4
t1 − s1
t1 ∨ s1
t2 − s2
t2 ∨ s2
)
, s, t ∈ R2+, (60)
which is the version of the right hand side of (59) in the case H = (0.5, 0.5). From [16] follows that YH/2
is self-similar and has mild stationary rectangular increments, i.e., Y1/2 ∈ CH,2M . To show that rectangular
increments of Y1/2 are not wide-sense stationary we write down their covariance function. Let t, s,h ∈ R2+
and for simplicity we assume that t1 > s1, t2 > s2. Then from (1) we have
E∆hY1/2(t+ h)∆hY1/2(s + h) =
∑
i1,i2∈{0,1}
j1,j2∈{0,1}
(−1)i1+i2+j1+j2
×EY1/2(t1 + h1 − i1t1, t2 + h2 − i2t2)Y1/2(s1 + h1 − j1s1, s2 + h2 − j2s2). (61)
After series of simplifications we obtain that (61) equals
s1s2
(
1 +
θ
4
(2h1 + s1)(2h2 + s2)(t1 − s1)(t2 − s2)
(h1 + s1)(h2 + s2)(h1 + t1)(h2 + t2)
)
. (62)
Hence, we see that (62) depends on h1 and h2, but E|∆hY1/2(s+h)|2 does not. This means that increments
of Y1/2 does not possesses wide-sense stationary rectangular increments, i.e., Y1/2 ∈ CH,2M \ CH,2S .
Let us check whether Y1/2 has independent rectangular increments. For t1 > 0, t2 > 0 we consider
∆0Y1/2(t1, t2) = Y1/2(t1, t2) and ∆(t1,0)Y1/2(2t1, 2t2) = Y1/2(2t1, 2t2)−Y1/2(t1, 2t2). It follows from (60) that
the covariance of these increments equals
E∆0Y1/2(t1, t2)∆(t1,0)Y1/2(2t1, 2t2) = EY1/2(t1, t2)Y1/2(2t1, 2t2)
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−EY1/2(t1, t2)Y1/2(t1, 2t2) = t1t2
(
1 +
θ
4
t1
2t1
t2
2t2
)
− t1t2
(
1 +
θ
4
0
t1
t2
2t2
)
=
θ
16
t1t2 > 0, if θ > 0.
Thus, these non-intersecting increments are not independent, in contrast to the Brownian sheet, which has
independent increments. Thus, we have the following statement.
Proposition 5.1. The Gaussian self-similar field Y1/2 with index H = (0.5, 0.5) and the covariance function
(60), θ 6= 0 belongs to CH,2M \ CH,2S and the rectangular increments of Y1/2 are not independent.
We can provide the similar result for the class CH,2W .
Proposition 5.2. Let a Gaussian random field Z1/2 with has the covariance function (20), γ ∈ (0, 1] then
Z1/2 is self-similar with index H = (0.5, 0.5), belongs to CH,2W but the rectangular increments of Z1/2 are not
independent.
Proof. For t1 > 0, t2 > 0 we consider increments ∆0Z1/2(t1, t2) and ∆(t1,0)Z1/2(2t1, 2t2) on non-intersecting
rectangles. It follows from (20) that the covariance of these increments equals
E∆0Z1/2(t1, t2)∆(t1,0)Z1/2(2t1, 2t2) = −EZ1/2(t1, t2)Z1/2(t1, 2t2)
+EZ1/2(t1, t2)Z1/2(2t1, 2t2) = −t1t2 + t1t2
+
γ
pi2
(2t1 log(2t1)− t1 log t1 − (2t1 − t1) log |2t1 − t1|)
× (2t1 log(2t2)− t2 log t2 − (2t2 − t2) log |2t2 − t2|) = 4γ(log 2)
2
pi2
t1t2 > 0, if γ > 0.
6 Appendix
Proof of Theorem 1.1. Let us prove the self-similarity of V. Take arbitrary a1 > 0, a2 > 0. Then we have the
following relations for finite dimensional distributions.
VH1,H2(a1t1, a2t2)
d
= lim
n→∞
L1(r1,n)L2(r2,n)
rH11,nr
H2
2,n
∑
k1∈[0,a1t1r1,n]∩Z
k2∈[0,a2t2r2,n]∩Z
Y (k1, k2)
= aH11 a
H2
2 limn→∞
L1(r1,n)
L1(a1r1,n)
L2(r2,n)
L2(a2r2,n)
L1(a1r1,n)L2(a2r2,n)
(a1r1,n)H1 (a2r2,n)H2
∑
k1∈[0,t1a1r1,n]∩Z
k2∈[0,t2a2r2,n]∩Z
Y (k1, k2)
d
= aH11 a
H2
2 VH1,H2(t1, t2).
The strict stationarity of rectangular increments of V follows from strict stationarity of Y. Indeed,
∆hVH1,H2(u+ h) = VH1,H2(u1 + h1, u2 + h2)
− VH1,H2(h1, u2 + h2)− VH1,H2(u1 + h1, h2) + VH1,H2(h1, h2)
d
= lim
n→∞
L1(r1,n)L2(r2,n)
rH11,nr
H2
2,n
 ∑
k1∈[0,(u1+h1)r1,n]∩Z
k2∈[0,(u2+h2)r2,n]∩Z
Y (k1, k2)−
∑
k1∈[0,(u1+h1)r1,n]∩Z
k2∈[0,h2r2,n]∩Z
Y (k1, k2)
−
∑
k1∈[0,(u1+h1)r1,n]∩Z
k2∈[0,h2r2,n]∩Z
Y (k1, k2) +
∑
k1∈[0,h1r1,n]∩Z
k2∈[0,h2r2,n]∩Z
Y (k1, k2)

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= lim
n→∞
L1(r1,n)L2(r2,n)
rH11,nr
H2
2,n
∑
k1∈[h1,(u1+h1)r1,n]∩Z
k2∈[h2,(u2+h2)r2,n]∩Z
Y (k1, k2)
d
= lim
n→∞
L1(r1,n)L2(r2,n)
rH11,nr
H2
2,n
∑
k1∈[0,u1r1,n]∩Z
k2∈[0,u2r2,n]∩Z
Y (k1, k2) = ∆0VH1,H2(u).
Here we state and prove some auxiliary lemmas. Firstly, let us recall several defined integrals, which can
be found for example in [22, Relations 3.761, 3.784, 3.823]
Lemma 6.1. ∫
R+
cos(|a|x) − cos(|b|x)
x
dx = log |a| − log |b|, (63)∫
R+
cosx− 1
xα
dx = Γ(1− α) sin
(pi
2
α
)
, if α ∈ (1, 2), (64)∫
R+
cosx
xα
dx = Γ(1− α) sin
(pi
2
α
)
, if α ∈ (0, 1), (65)∫
R+
sinx
xα
dx = Γ(1− α) cos
(pi
2
α
)
, if α ∈ (0, 2). (66)
Lemma 6.2. Let H ∈ (0, 1), H 6= 12 and s, t ∈ R, then∫
R+
(
eity − 1) (e−isy − 1)
y2H+1
dy =
pi
Γ(1 + 2H) sin(2piH)
×
(
e−ipiH sign t|t|2H + eipiH sign s|s|2H − e−ipiH sign(t−s)|t− s|2H
)
. (67)
Proof. Consider the real part of (67).
Re
∫
R+
(
eity − 1) (e−isy − 1)
y2H+1
dy =
∫
R+
cos((t− s)y)− 1
y2H+1
dy
−
∫
R+
cos(sy)− 1
y2H+1
dy −
∫
R+
cos(ty)− 1
y2H+1
dy
=
(|t− s|2H − |s|2H − |t|2H) ∫
R+
cos z − 1
z2H+1
dy
eq.(64)
= − (|t|2H + |s|2H − |t− s|2H)Γ(−2H) cos(piH). (68)
Consider the imaginary part of (67) in the case H ∈ (0, 12 ).
Im
∫
R+
(
eity − 1) (e−isy − 1)
y2H+1
dy
=
∫
R+
sin((t− s)y)
y2H+1
dy +
∫
R+
sin(sy)
y2H+1
dy −
∫
R+
sin(ty)
y2H+1
dy
=
(
sign(t− s)|t− s|2H + sign s|s|2H − sign t|t|2H) ∫
R+
sin z
z2H+1
dy
eq.(66)
= − (− sign t|t|2H + sign s|s|2H − sign(t− s)|t− s|2H)Γ(−2H) sin(piH). (69)
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Let now H ∈ (12 , 1) and t, s > 0. The integral in the left hand side of (67) is finite because∫ +∞
1
∣∣∣∣∣
(
eity − 1) (e−isy − 1)
y2H+1
∣∣∣∣∣ dy ≤ 4
∫ +∞
1
1
y2H+1
dy <∞
and ∫ 1
0
∣∣∣∣∣
(
eity − 1)
iy
(
e−isy − 1)
−isy
1
y2H−1
∣∣∣∣∣ dy ≤ |ts|
∫ 1
0
1
y2H−1
dy <∞.
That is why we can apply Fubini’s theorem and rewrite the left hand side of (67) as∫
R+
(∫ t
0
eiuydu
)(∫ s
0
e−ivydv
)
1
y2H−1
dy =
∫
R+
∫ t
0
∫ s
0
ei(u−v)y
y2H−1
dudvdy
=
∫ t
0
∫ s
0
∫
R+
ei(u−v)y
y2H−1
dydudv. (70)
The imaginary part of (70) equals∫ t
0
∫ s
0
∫
R+
sin((u − v)y)
y2H−1
dydudv =
∫ t
0
∫ s
0
sign(u− v)|u − v|2H−2dudv
∫
R+
sin(z)
z2H−1
dz
=
t2H − s2H + sign (t− s)|t− s|2H
2H(2H − 1) Γ(2 − 2H) sin(piH)
= − (−t2H + s2H − sign (t− s)|t− s|2H)Γ(−2H) sin(piH). (71)
The other cases of t, s are considered analogously. We see that formulas (71) and (69) are the same. Therefore,
they both are valid for H ∈ (0, 12 ) ∪ (12 , 1).
To complete the proof, we note that
−Γ(−2H) = Γ(1− 2H)
2H
=
1
2HΓ(2H)
Γ(1 − 2H)Γ(2H)
=
pi
2HΓ(2H) sin(2piH)
=
pi
Γ(1 + 2H) sin(2piH)
.
Remark 7. In the case s = t = 1, formula (67) becomes∫
R+
∣∣eiy − 1∣∣2
y2H+1
dy =
pi
Γ(1 + 2H) sin(2piH)
(
e−ipiH + eipiH
)
=
pi
Γ(1 + 2H) sin(piH)
. (72)
Lemma 6.3. Let s, t ∈ R, then
Re
∫
R+
(
eity − 1) (e−isy − 1)
y2
dy =
pi
2
(|t|+ |s| − |t− s|). (73)
Im
∫
R+
(
eity − 1) (e−isy − 1)
y2
dy = t log |t| − s log |s| − (t− s) log |t− s|. (74)
Proof. We can repeat the steps in (68). Since
∫
R+
(cos z−1)z−2dy = pi2 , relation (73) follows from (68), when
H = 12 .
Let t > s > 0, other cases are considered similarly. The left hand side of (74) equals∫
R+
sin(y(t− s)) + sin(sy)− sin(ty)
y2
dy =
∫
R+
[sin((t− s)y)− (t− s)yI{(t− s)y ≤ 1}
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+ sin(sy)− syI{sy ≤ 1} − sin(ty) + tyI{ty ≤ 1}] y−2dy
+
∫
R+
[−(t− s)yI{(t− s)y > 1} − syI{sy > 1}+ tyI{ty > 1}]y−2dy =: I1 + I2.
By linearity, ∫ +∞
0
[sin((t− s)y)− (t− s)yI{−(t− s)y ≤ 1}] y−2dy
= (t− s)
∫ +∞
0
[sin(z)− zI{z ≤ 1}] z−2dz <∞,
therefore I1 = 0. For the second integral we have
I2 = lim
N→∞
(
−(t− s)
∫ N
1/(t−s)
dy
y
− s
∫ N
1/s
dy
y
+ t
∫ N
1/t
dy
y
)
= lim
N→∞
(−(t− s) logN − (t− s) log(t− s)− s logN − s log s+ t logN + t log t− s)
= t log t− s log s− (t− s) log(t− s).
Thus, we obtain (74).
Remark 8. Formula (72) is valid in the case H = 12 too.
Lemma 6.4. Let ε ∈ {−1, 1}, then for any H ∈ (0, 1), H 6= 1/2 we have∫
R+
ei(t−x)εy − e−ixεy
iεyH+1/2
dy =
(
(t− x)H−1/2+ − (−x)H−1/2+
)
Γ
(
1
2
−H
)
exp
(
− ipiε
2
(
H +
1
2
))
−
(
(t− x)H−1/2− − (−x)H−1/2−
)
Γ
(
1
2
−H
)
exp
(
ipiε
2
(
H +
1
2
))
. (75)
Proof. Let us consider the real part of the left hand side of (75)∫ +∞
0
sin((t− x)εy)− sin(−xεy)
εyH+1/2
dy
=
(
|t− x|H−1/2 sign(t− x) − |x|H−1/2 sign(−x)
) ∫ +∞
0
sin(z)
zH+1/2
dz
eq.(66)
=
(
|t− x|H−1/2 sign(t− x)− |x|H−1/2 sign(−x)
)
Γ
(
1
2
−H
)
cos
(
pi
4
+
piH
2
)
.
For the imaginary part, consider two cases H ∈ (0, 1/2) and H ∈ (1/2, 1). If H ∈ (0, 1/2) then the imaginary
part of the left hand side of (75) equals∫ +∞
0
cos((t− x)εy)− cos(−xεy)
−εyH+1/2 dy = −ε
∫ +∞
0
cos(|t− x|y)− cos(|x|y)
yH+1/2
dy
= −ε
(
|t− x|H−1/2 − |x|H−1/2
)∫ +∞
0
cos(z)
zH+1/2
dz
eq.(65)
= −ε
(
|t− x|H−1/2 − |x|H−1/2
)
Γ
(
1
2
−H
)
sin
(
pi
4
+
piH
2
)
.
For the case H ∈ (1/2, 1) we similarly have∫ +∞
0
cos((t− x)εy)− cos(−xεy)
−εyH+1/2 dy = −ε
∫ +∞
0
(
cos(|t− x|y)− 1
yH+1/2
dy − cos(|x|y)− 1
yH+1/2
)
dy
= −ε
(
|t− x|H−1/2 − |x|H−1/2
) ∫ +∞
0
cos(z)− 1
zH+1/2
dz
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eq.(64)
= −ε
(
|t− x|H−1/2 − |x|H−1/2
)
Γ
(
1
2
−H
)
sin
(
pi
4
+
piH
2
)
.
Therefore, the left hand side of (75) equals(
(t− x)H−1/2+ − (−x)H−1/2+
)
Γ
(
1
2
−H
)(
cos
(
piH
2
+
pi
4
)
− iε sin
(
piH
2
+
pi
4
))
+
(
(t− x)H−1/2− − (−x)H−1/2−
)
Γ
(
1
2
−H
)(
− cos
(
piH
2
+
pi
4
)
− iε sin
(
piH
2
+
pi
4
))
=
(
(t− x)H−1/2+ − (−x)H−1/2+
)
Γ
(
1
2
−H
)
exp
(
− ipiε
2
(
H +
1
2
))
−
(
(t− x)H−1/2− − (−x)H−1/2−
)
Γ
(
1
2
−H
)
exp
(
ipiε
2
(
H +
1
2
))
.
Lemma 6.5. Let ε ∈ {−1, 1}, t > 0, x ∈ R then∫ +∞
0
ei(t−x)εy − e−ixεy
iεy
dy = piI[0,t](x)− iε(log |t− x| − log |x|). (76)
Proof. The real part of the left hand side of (76) is computed similarly to Lemma 6.4∫ +∞
0
sin((t− x)εy)− sin(−xεy)
εy
dy = (sign(t− x) + sign(x))
∫ +∞
0
sin(z)
z
dz = piI[0,t](x).
For the imaginary part, we get from (63) that∫ +∞
0
cos((t− x)εy)− cos(−xεy)
−εy dy = −ε(log |t− x| − log |x|).
Proof of Corrolary 2.10. It follows from Theorem 2.9 that function g has the form (25). Let us make auxiliary
notations.
pH(t, x) := (t− x)H−1/2+ − (−x)H−1/2+ , t > 0, x ∈ R,
fH(t, x) := (t− x)H−1/2− − (−x)H−1/2− , t > 0, x ∈ R,
a0 :=
√
K(1,1)
2∏
j=1
Γ
(
1
2 −Hj
)
√
2pi
, a1 :=
√
K(−1,1)
2∏
j=1
Γ
(
1
2 −Hj
)
√
2pi
,
α0 := ϕ(1,1), α1 := ϕ(−1,1), β1 :=
pi
2
(
H1 +
1
2
)
β2 :=
pi
2
(
H2 +
1
2
)
.
Relation (8) in terms of a0 and a1 has a form
a20 + a
2
1 =
Γ2
(
1
2 −H1
)
2pi
Γ2
(
1
2 −H2
)
2pi
(K(1,1) +K(−1,1))
=
1
2
2∏
j=1
Γ2
(
1
2
−Hj
)
Γ(1 + 2Hj) sin(piHj)
2pi2
. (77)
Recall that Γ(1/2−H) = pi (sin(pi(H + 1/2))Γ(H + 1/2))−1 (e.g. [1, p. 256]). Then (77) rewrites
a20 + a
2
1 =
1
2
2∏
j=1
sin(piHj)
2 sin2(piHj + pi/2)
Γ(1 + 2Hj)
Γ2(Hj + 1/2)
=
1
2
2∏
j=1
sin(piHj)
2 cos2(piHj)
Γ(1 + 2Hj)
Γ2(Hj + 1/2)
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=
1
8
c22(H1)c
2
2(H2)
sin2(2β1) sin
2(2β2)
. (78)
Now function g from (25) in the new notation reads as
g(t,x) = a0e
iα0
(
pH1(t1, x1)e
−iβ1 − fH1(t1, x1)eiβ1
) (
pH2(t1, x1)e
−iβ2 − fH2(t1, x1)eiβ2
)
+ a1e
iα1
(
pH1(t1, x1)e
iβ1 − fH1(t1, x1)e−iβ1
) (
pH2(t1, x1)e
−iβ2 − fH2(t1, x1)eiβ2
)
+ a1e
−iα1
(
pH1(t1, x1)e
−iβ1 − fH1(t1, x1)eiβ1
) (
pH2(t1, x1)e
iβ2 − fH2(t1, x1)e−iβ2
)
+ a0e
−iα0
(
pH1(t1, x1)e
iβ1 − fH1(t1, x1)e−iβ1
) (
pH2(t1, x1)e
iβ2 − fH2(t1, x1)e−iβ2
)
.
We rewrite it in the following form.
g(t,x)
= pH1(t1, x1)pH2(t2, x2)
(
a0e
i(α0−β1−β2) + a1e
i(α1+β1−β2) + a1e
i(−α1−β1+β2) + a0e
i(−α0+β1+β2)
)
− fH1(t1, x1)pH2(t2, x2)
(
a0e
i(α0+β1−β2) + a1e
i(α1−β1−β2) + a1e
i(−α1+β1+β2) + a0e
i(−α0−β1+β2)
)
− pH1(t1, x1)fH2(t2, x2)
(
a0e
i(α0−β1+β2) + a1e
i(α1+β1+β2) + a1e
i(−α1−β1−β2) + a0e
i(−α0+β1−β2)
)
+ fH1(t1, x1)fH2(t2, x2)
(
a0e
i(α0+β1+β2) + a1e
i(α1−β1+β2) + a1e
i(−α1+β1−β2) + a0e
i(−α0−β1−β2)
)
=: pH1(t1, x1)pH2(t2, x2)A00 − fH1(t1, x1)pH2(t2, x2)A10
− pH1(t1, x1)fH2(t2, x2)A01 + fH1(t1, x1)fH2(t2, x2)A11.
We find such values of a0, a1, α0, α1 that coeficients A10 = A01 = 0, i.e.,
A10 = a0e
i(α0+β1−β2) + a1e
i(α1−β1−β2) + a1e
i(−α1+β1+β2) + a0e
i(−α0−β1+β2) = 0,
A01 = a0e
i(α0−β1+β2) + a1e
i(α1+β1+β2) + a1e
i(−α1−β1−β2) + a0e
i(−α0+β1−β2) = 0,
or equivalently
a1
(
eiα1 + e−iα1e2i(β1+β2)
)
= −a0
(
ei(α0+2β1) + ei(−α0+2β2)
)
, (79)
a1
(
eiα1 + e−iα1e−2i(β1+β2)
)
= −a0
(
ei(α0−2β1) + ei(−α0−2β2)
)
. (80)
Assume further that H1 +H2 6= 1. Then we get that
a1e
−iα1 sin(2(β1 + β2)) = −a0
(
eiα0 sin(2β1)− e−iα0 sin(2β2)
)
, (81)
a1e
iα1 sin(2(β1 + β2)) = −a0
(
e−iα0 sin(2β1)− eiα0 sin(2β2)
)
, (82)
and
a21 =
sin2(2β1) + sin
2(2β2) + 2 cos(2α0) sin(2β1) sin(2β2)
sin2(2β1 + 2β2)
a20. (83)
Under relation (81),(82) coefficient A11 equals
A11(α0) = a0e
i(α0+β1+β2) − a0 e
−iα0 sin(2β1) + e
iα0 sin(2β2)
sin(2(β1 + β2))
ei(−β1+β2)
+ a0e
−i(α0+β1+β2) − a0 e
iα0 sin(2β1) + e
−iα0 sin(2β2)
sin(2(β1 + β2))
ei(β1−β2)
= 2a0 cos(α0 + β1 + β2)− 2a0 cos(α0 + β1 − β2) sin(2β1) + cos(α0 − β1 + β2) sin(2β2)
sin(2β1 + 2β2)
= 2a0 cos(α0 + β1 + β2)
− 2a0 cos(α0 + β1 + β2) cos(2β2) + sin(α0 + β1 + β2) sin(2β2)
sin(2β1 + 2β2)
sin(2β1)
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− 2a0 cos(α0 + β1 + β2) cos(2β1) + sin(α0 + β1 + β2) sin(2β1)
sin(2β1 + 2β2)
sin(2β2)
= −4a0 sin(2β1) sin(2β2)
sin(2β1 + 2β2)
sin(α0 + β1 + β2). (84)
Similarly, we get the value of A00(α0).
A00(α0) = a0e
i(α0−β1−β2) − a0 e
−iα0 sin(2β1) + e
iα0 sin(2β2)
sin(2(β1 + β2))
ei(β1−β2)
+ a0e
i(−α0+β1+β2) − a0 e
iα0 sin(2β1) + e
−iα0 sin(2β2)
sin(2(β1 + β2))
ei(−β1+β2)
= 2a0 cos(β1 + β2 − α0)− 2a0 cos(−α0 + β1 − β2) sin(2β1) + cos(−α0 − β1 + β2) sin(2β2)
sin(2β1 + 2β2)
= −4a0 sin(2β1) sin(2β2)
sin(2β1 + 2β2)
sin(−α0 + β1 + β2). (85)
Now we want to find such α0 that function g depends on “the past only”, i.e., A11(α0) = 0. From (84)
we get that A11(α˜0) = 0 for α˜0 = −β1 − β2 = − 12pi(H1 +H2)− pi/2.
Denote for arbitrary α0 ∈ [0, 2pi] δ := α0 − α˜0. Then we rewrite (85), (84) and (83)
A00(δ + α˜0) = −4a0 sin(2β1) sin(2β2)
sin(2β1 + 2β2)
sin(δ), (86)
A11(δ + α˜0) = −4a0 sin(2β1) sin(2β2)
sin(2β1 + 2β2)
sin(2β1 + 2β2 − δ)
= −4 sin(2β1) sin(2β2)
(
a0 cos(δ)− cos(2β1 + 2β2)
sin(2β1 + 2β2)
a0 sin(δ)
)
, (87)
a21 = a
2
0 + 4a
2
0
sin(2β1) sin(2β2)
sin2(2β1 + 2β2)
sin(δ) sin(2β1 + 2β2 − δ),
= a20 +
A00(δ + α˜0)A11(δ + α˜0)
4 sin(2β1) sin(2β2)
. (88)
From equations (86) and (87) we have
a20 = a
2
0 sin
2(δ) + a20 cos
2(δ)
=
A200(δ + α˜0) + 2A00(δ + α˜0)A11(δ + α˜0) cos(2β1 + 2β2) +A
2
11(δ + α˜0)
42 sin2(2β1) sin
2(2β2)
.
Combining the last relation with (78) and (88), we get
c22(H1)c
2
2(H2)
sin2(2β1) sin
2(2β2)
= 8a20 + 8a
2
1 = 4
2a20 +
2A00(δ + α˜0)A11(δ + α˜0)
sin(2β1) sin(2β2)
=
A200(δ + α˜0) +A
2
11(δ + α˜0)
sin2(2β1) sin
2(2β2)
+
2A00(δ + α˜0)A11(δ + α˜0)
sin2(2β1) sin
2(2β2)
(cos(2β1 + 2β2) + sin(2β1) sin(2β2)) .
Thus, we obtain
A200(δ + α˜0) +A
2
11(δ + α˜0) + 2A00(δ + α˜0)A11(δ + α˜0) sin(piH1) sin(piH2) = c
2
2(H1)c
2
2(H2)
and
d20 + 2d0d1 sin(piH1) sin(piH2) + d
2
1 = 1.
Therefore, if A11(δ + α˜0) = 0 then δ = 0, d1 = 0 and consequently |d0| = 1.
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Consider now the case H1 +H2 = 1, which corresponds to β1 + β2 = pi. We get from (79) and (80) that
a1
(
eiα1 + e−iα1
)
= −a0
(
ei(α0+2β1) + ei(−α0+2β2)
)
= −a0
(
ei(α0+2β1) + ei(−α0−2β1)
)
(89)
a1
(
eiα1 + e−iα1
)
= −a0
(
ei(α0−2β1) + ei(−α0−2β2)
)
= −a0
(
ei(α0−2β1) + ei(−α0+2β1)
)
. (90)
The solution has the form α0 = pik and a1 cos(α1) = (−1)k+1a0 cos(2β1). Under relation (89), (90)
coefficient A11 equals
A11(α1) = a0e
i(pik+pi) + a1e
i(α1−β1+β2) + a1e
i(−α1+β1−β2) + a0e
i(−pik−pi)
= 2a0(−1)k+1 + 2a1 cos(α1 − β1 + β2) = 2a0(−1)k+1 − 2a1 cos(α1 − 2β1)
= 2a1
(
cos(α1)
cos(2β1)
− cos(α1) cos(2β1)− sin(α1) sin(2β1)
)
. (91)
Similarly, we get the values of A00(α1)
A00(α1) = a0e
i(pik−pi) + a1e
i(α1+β1−β2) + a1e
i(−α1−β1+β2) + a0e
i(−pik+pi)
= 2a0(−1)k+1 − 2a1 cos(α1 + 2β1)
= 2a1
(
cos(α1)
cos(2β1)
− cos(α1) cos(2β1) + sin(α1) sin(2β1)
)
. (92)
From equations (91) and (92) we have
4a1 sin(α1) sin(2β1) = A00(α1)−A11(α1),
4a1 cos(α1)
sin2(2β1)
cos(2β1)
= A00(α1) +A11(α1).
Then relation a21 cos
2(a1) = a
2
0 cos
2(2β1) is equivalent to
(A00(α1) +A11(α1))
2 cos
2(2β1)
42 sin4(2β1)
= a20 cos
2(2β1).
Therefore, we get
a21 + a
2
0 =
1
42
(A00(α1)−A11(α1))2
sin2(2β1)
+
1
42
(A00(α1) +A11(α1))
2
sin4(2β1)
cos2(2β1)
+
1
42
(A00(α1) +A11(α1))
2
sin4(2β1)
=
1
8 sin4(2β1)
(
A200(α1) + 2A00(α1)A11(α1) cos
2(2β1) +A
2
00(α1)
)
. (93)
Since (77) and sin(2β1) = cos(2β2) in the case β1 + β2 = pi, we see that relation (93) is equivalent to (26).
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