Abstract. Let G and H be graphs with ]V(G
Introduction
For a graph G, let V(G) and E(G) denote its vertex set and edge set, respectively. All graphs in this paper are undirected, loopless, with no multiple edges.
Let Q(k) denote the graph of the k-dimensional hypercube. V(Q(k) ) is the set of all binary k-tuples (typically expressed here as binary strings of length k), and E(Q(k)) is the set of pairs of points in Q (k) which differ in exactly one coordinate/bit. For strings A 1, A2 ..... An (binary or otherwise), let A 1; A2; 9 9 ; An denote the larger string formed by concatenating the strings together from left to right in that order, its length being the sum of the lengths of the Ai's. Let {0, 1}* be the set of finite binary strings. Define the map Integer: {0, 1}* ~ Z + t_J {0} which sends binary strings (interpreted as integers base 2) to the integers associated with them, e.g., Integer(011) = 3.
For a given ordered set of n symbols S = {s l, s2 ..... sn }, let Perm(S) denote the set of permutations on that set, i.e., the set of all bijections f: S ~ S. Define the function Sign: Perm(S) ~ Z2 by letting Sign(f) = 0 when f is an even permutation, and Sign(f) = 1 when f is an odd permutation. For i # j, let (i, j) denote the "transposition" f given by Ssl ifx =sj, f(x) = ifx = Si, otherwise, and for i # 1 let ti denote the particular transposition (1, i). Thus the transposition (i, j) is the permutation on S which interchanges i and j, leaving all elements of S -{i, j} fixed, while ti is the special transposition which interchanges 1 and i. We define S(n), the vertex-labeled star network graph of dimension n on the symbol set S, as follows (equivalent to the definition given in [AHK] , where star graphs were firs t introduced). V(S(n)) = Perm(S), and two vertices/permutations f, g c Perm(S) are defined to be adjacent in S(n) if there exists an i # 1 for which g(x) = f(ti(x)) [and, consequently, f(x) = g(ti(x) )] for all x. Observe that S(n) has n! vertices, is (n -1)-regular, and is bipartite with bipartition (Sign -1 (0), Sign -1 (1)). distil (f (x), f (y)) over all edges xy of G. Thus if dilation(f) = d, then pairs of adjacent points in G are sent to pairs of points in H at distance at most d, and we call such a map a dilation d embedding of G into H. We will write G c H to mean that G is a subgraph of H. We denote by G d the "dth power" of G, namely, the graph having the same vertex set as G in which two vertices are joined by an edge if their distance in G is at least 1 and at most d. Thus G can be embedded with dilation d into H if and only if G c_ H d. We write Sd(n) to denote (S(n)) d. Note that S 1 (n) = S(n) and that if d is at least the diameter of S(n), then Sd(n) is a complete graph, so that every graph on n! or fewer vertices embeds with dilation d into S(n) for d that large.
The problem of minimizing dilation in graph embeddings has a large literature, motivated in part by the need to find good simulations of algorithms designed "originally" for some network G but requiring an implementation on some other network H. Each communication between adjacent processors x and y in the network G becomes, under the simulation, a communication between corresponding processors f (x) and f (y) in H that are at distance possibly as large as dilation (f). The simulation thus experiences a possible slowdown proportional to a factor of dilation(f), since we take the communication time between two vertices in a network to be proportional to the distance between them. We mention the papers [BCH+] , [MS] , and the text [L] as just a few examples of the extensive literature on this topic. In much of this literature the study of simulations includes the analysis of both dilation and routing issues. In this paper we address only the dilation issue, so for our purposes the smaller the dilation of an embedding the better is the associated simulation.
The graphs of main concern in this paper (in particular, Q(k) and S(n)) are instances of the more general Cayley graph construction. Indeed, let F be a group and let A be a generating set of F closed under inverses, i.e., satisfying A = A -1. Then we define the Cayley graph on G, denoted Cay(F, A), as having F as its vertex set, with two vertices g, h c I" joined by an edge in F if and only if g = hs for some s c S. Note that the hypercube Q(k) = Cay ((Z2) ~, A), where A is the standard basis in (Z2) k. Also S(n) = Cay (En, A) where Zn is the symmetric group of degree n, and A is the set of transpositions {(1, i) : 2 < i < n}. In [AK2] a related Cayley graph, the pancake graph P (n), was studied. Again the underlying group is Zn, and the generating set A is the set of"prefix reversals" pi, 2 < i < n, where Oi is the permutation
. A third Cayley graph on the symmetric group of degree n is TranS(n) = Cay (En, A), called the transposition graph, where A is the set of all tranpositions {(i, j) :1 _< i, j < n}. In this paper we investigate the problem of constructing bounded dilation embeddings of G into H when G = Q(k) and H = S(n) or P(n) for some k and n. The network S(n) was introduced in [AHK] , where it was convincingly argued that S(n) has a number of desirable characteristics. The symmetry in S(n) resulting from its Cayley graph structure can be used to good effect in analyzing fault tolerance and broadcasting in S(n). The diameter of S(n) was shown to be 13(n -1)/2J in [AK2]. Since S(n) is regular of degree n -1 and has n! vertices, we see that S(n) achieves diameter and degre e which are sublogarithmic as functions of the number of vertices. By contrast, the hypercube Q(n), being regular of degree n on 2 n vertices and having diameter n, has degree and diameter which are logarithmic as functions of the number of vertices. Thus from the standpoint of degree-diameter values S(n) is clearly superior to Q(n) as an interconnection network. We also know [AK1] that S(n) has connectivity n -1, which is of course the maximum it could be since S(n) is (n -1)-regular. This gives S(n) good fault tolerance properties. The problem of broadcasting a piece of information from one vertex in S(n) to all others was studied in [AHK] , where an optimal O (n log(n)) parallel time algorithm was developed. As observed in [AHK] , the idea of this algorithm can be used to construct a dilation 1, one-to-one embedding of the complete binary tree of depth O(n log(n)) into S(n). For all these reasons it seems important to develop good simulations on S(n) of algorithms designed for (or at least currently implemented on)
various well known and commonly used networks. Among the latter is the hypercube, and this is the motivation for our work.
As is true of S(n), the network P(n) has sublogarithmic degree n , 1 and has sublogarithmic diameter O (n). Concerning embeddings, it was shown that there exists a dilation 1 embedding of the depth O(n log(n)) complete binary tree into P(n). Our results on dilation of embeddings of Q(k) into S(n) carry over to yield similar results on embeddings of Q(k) into P(n), as will be seen at the end of the paper.
There are a variety of ways to denote permutations on S = {s1, s 2 ..... Sn} , i.e., to denote the vertices of S(n). One way is to list the images f(sl)f(s2).., f(sn) as a string of symbols, and another way is to list the preimages f-1 (sl)f-1 (s2) -9 9 f-1 (sn)
as a string of symbols. Using image-strings to represent vertices, two strings f and g are adjacent in S(n) when for some i ~ 1 it is the case that g is obtainable from f by interchanging the symbols in the first and ith positions of the string f. Using preimage strings to represent vertices, two strings f and g are adjacent in S(n) when for some i 7~ 1 it is the case that g is obtainable from f by interchanging the positions of symbols Bounded Dilation Maps of Hypercubes into Cayley Graphs 555 sl and s i . Because of these differences in how to switch the positions of two symbols in a string to get an adjacent string in S(n), when using image-strings to denote vertices we say that S(n) is positionally represented on the symbols sis2. 9 9 sn [position 1 being a special position], and when using preimage strings to denote vertices, we say that S(n) is sl-represented on the symbols sis2.., sn [symbol Sl being a special symbol]. For example, when S (4) In [MPS] we constructed embeddings of Q(d) into S(n), with dilation kept very small (with values 1, 2, or 3) at the cost of having a fairly large "expansion," i.e., ratio I V (S(n)) I/I V (Q (d)) ]. Such embeddings can yield simulations with very little slowdown, but if the ratio is too large then we have succeeded in simulating only a small hypercube relative to the size of the host star network. Hence we may prefer to sacrifice some dilation if we can get in exchange a smaller expansion ratio for the same size star network. This suggests the natural question of studying the tradeoff between dilation and expansion. That is, we can ask how small an expansion we can achieve while keeping the dilation "reasonably" small, and what kinds of lower bounds on dilation are implied as the expansion gets progressively smaller. In this paper we address the first part of this question by studying how small the expansion can be made when the dilation is bounded by a constant. The problem of simulating Q(d) by TranS(n) has already appeared in Leighton's text [L] , and we hope that the methods of this paper will help in this problem.
This paper is concerned with obtaining bounded dilation embeddings for which the expansion is asymptotically good. But for small values of n, Table 1 gives a summary of how large a hypercube can be embedded in S(n) with extremely small dilation, via the combined results from [MPS] and this paper. It is likely that some of these table entries can be improved, but the column headed by /log2(n !)J indicates the dimension of the largest hypercube which can be embedded in S(n), even enduring an absurd dilation equal to the diameter of S(n). Therefore that column serves as a gauge for how low one can expect to keep the ratio IV(S(n))I/I V(Q(k))I.
The following notation will be used. For a vector z, let zi denote its ith coordinate. When T is a subset of V(S(n)) and x, y E T, we let distr(x, y) denote the distance between x and y in the subgraph of S(n) induced by T. Finally, we employ the usual O and o notation for growth of functions, where O(f(x)) (resp. o(f(x))) refers to any function g(x) satisfying Ig(x)l/lf(x)l < C for some positive constant C (resp. Ig(x)l/If(x)l --+ 0) as x grows without bound. In particular, O(1) refers to a function g(x) with bounded absolute value while o(1) refers to a function g(x) which approaches 0 as x grows.
An Overview and Some Combinatorial Lemmas
We state here our main theorem for the case when n is a power of 2. Although our proof applies equally well for all n, we delay its most general statement here to avoid unnecessary complications. The general statement given later follows readily from the proof we present here, and is obtained from it by a simple interpolation. We also note that the theorem as stated concerns the existence of dilation O (1) embeddings Q (d) ~ S (n), but the same proof (together with a simple observation to be made later) will show that it remains true when S(n) is replaced by P(n) or TranS(n).
Theorem 1. Let n be a power of 2. Then there is a one-to-one map
(All logarithms are hereafter taken base 2.)
To put this result in perspective, recall that the Stifling approximation gives n log(n) -(log(e))n < log(n!) < n log(n) -(tog(e) -o(1))n. Now the largest possible d for which a one-to-one map
is possible is d = [log(n !)l. Hence the biggest coefficient of n we can hope to achieve in a result such as Theorem 1 is -log(e), which is roughly -1.44. The first step in this direction, and indeed the starting point for our work, was the following theorem from [NSK] . Starting with an embedding of Q(1) into S(2) of dilation at most 4 we can apply that result iteratively together with the identity ~--~P=I t2t = 2p+l (P -1) + 2 to deduce that there is a dilation 4 embedding of Q(d) into S(n), for n a power of 2, provided d < (n + 1) log(n) -2n + 2. Hence our theorem may be viewed as a step in bringing the coefficient of n closer to the optimal -log(e) ~ -1.44 than the -2 which follows from Theorem 2, while still keeping the dilation bounded by a constant. Indeed, while the (n + 1) log(n) -2n + 2 result differs from the theoretical optimum by (2 -log(e) + o(1))n ~ (0.56)n, our main result differs from the optimum by (3 -log(e) + o(1))n (0.06)n, reducing the gap on the coefficient ofn by about 89% while keeping the dilation bounded by a constant. It remains open whether we can in fact achieve a O(1) dilation embedding Q(d) -+ S(n) with d = n log(n) -(log(e) + o(1))n. We will also point out how the method of proof may be useful in other studies of the star network.
We begin with an overview of the proof technique in our theorem. The basic approach is inductive, a typical step being the assertion that if a map ~: We remark that this general approach is a natural extension of the proof of Theorem 2 in [NSK] , where that approach is employed for the special case c = 1. Allowing c to be arbitrarily large leads to the improved asymptotics discussed in the preceding paragraph. We note that this approach sheds some light on the structure of star networks that goes beyond the connection with the embedding problem of this paper. Note that each of the (n + 1)(n + 2)..
. (n + c) atoms in S(n + c) is isomorphic in a natural way to S(n).
Similarly, Q (n + c) partitions into 2 C atoms, each specified by a binary length c suffix, and each isomorphic to Q(n) in a natural way. The fact that the distance in Q(n + c) between corresponding points in different hypercube atoms equals the number of coordinates in which their length c suffixes disagree, independent of c, is an important feature of the recursive structure of the hypercube. By contrast, there is no obvious relation connecting the distance in S(n + c) between corresponding points in different star atoms and the number of coordinates in which their length c suffixes disagree. Our later results give upper bounds on this distance in S(n + c) which depend only on the number of such disagreements and not on either n or c. Consequently, this partition of S(n + c) together with these results could well be useful tools in inductively attacking other problems concerning distance in star networks by allowing inductive jumps of arbitrary dimension c from S(n) to S(n + c).
Let T(i, j) be the set of i-tuples over a j-letter alphabet, and let S(i, j) be the subset of T(i, j) consisting of i-tuples with distinct coordinates. The first step in the above program is the labeling of length c suffixes by hypercube vertices; in effect, the construction of a map f: Q(b) --+ S(c, n + c) in which adjacent vertices of Q(b) are mapped to points that are at distance bounded by an absolute constant as n, b, and c grow without bound. The construction is such that it is useful to express b, c, and n in terms of certain parameters. Given three positive integers k, p, and r satisfying 1 < r < k -1, we will take b = kp + r, and c = k, and n = FL~2 p] -1.
We now describe a one-to-one embedding
f:Q(kp+r)--+ S(k, I~--~2Pl +k-1 ).
It will be proved later that adjacent pairs of points in the domain are sent to pairs with a constant bound on their number of coordinate disagreements. Because of the intricacy of the embedding, we break down its description into several steps.
Step 1. Rewrite the points of Q(kp + r) as strings of base 10 integers instead of as binary strings. Integer(x(i_l~p+l, for 1 < i < k -r,
for k-r+l<i<k.
We have thus partitioned the entries of x into k -r successive binary strings each having p successive coordinates, followed by r successive binary strings each having p § 1 coordinates. We then let ci be one plus the base 10 integer equivalent of the ith binary string. As an example, with k = 3, p = 2, and r -=-2 the binary string x = (1, 0, 1, O, 1, 0, 1, 1) will now be represented by the base 10 equivalent x' = (1 + 2, 1 + 5, 1 + 3 ) = (3, 6, 4). Hence we have associated with each point x of Q (kp + r) a k-tuple x' of integers (Cl, c2 ..... Ck) such that 1 _< ci <_ 2 p for 1 < i < k -r and 1 < ci < 2 p+I for k -r + 1 < i < k. For the rest of this section we assume that any point of Q(kp + r) is written in this base 10 way, and we drop the notation x', simply continuing to write x. For 1 < i < k -r we call the variable ci "small" and for k -r § 1 < i < k we call ci "large" because the set of potential values is larger than for a small variable.
Step 2. Classify the "large" coordinate values for a given x using the vector Code(x).
We divide the interval [2 p, 2 p+I ] into k subintervals as follows. Define integers Mt,~, 0 _< t _< k, by Mt,k = 2 p + [t~l. Note that the intervals (Mr,k, Mt+l,~] are nonempty, and all have length at least the length of k, 2 p+I ] . In particular, we use the fact that if some n satisfies Mt,k < n < Mt+l,k, then n -Mt,~ § M.~,k lies in the interval (Ms,h, Ms+l,k] .
Observe that the value of each coordinate ci of x ~ Q(kp + r) can be in any one of the k -r+ 1 intervals
All but the first of these intervals are ones in which only the large variables could take on values. We can then associate with each x c Q(kp+r) anr-dimensionalvectorCode(x)whoseithcoordinateindicatesinwhich of the k -r + 1 intervals the large coordinate ck-r+i of x lies, 1-< i < r. Specifically, we let Code(x) = (il, i2 ..... it), 0 < ij <_ k --r, when for each t, 1 < t < r, the large coordinate Ck-~+t of x satisfies Ck-r+t ~ Ii,.
Step k] . The shift leaves the small coordinates fixed, and it translates a given large coordinate Ck-~+t by a constant which depends on t and the entry it of Code(x). To simplify the construction of g, in
Step 3(a) we describe the permutation action, and then in Step 3(b) we describe the shift action. The reader may find Figure 2 helpful while digesting Step 3(a), and Figure 3 helpful while digesting Step 3(b).
Step 3(a). Given x c Q (kp + r), construct the permutation action via the k-dimensional vector [V; r, k], where V = Code(x).
Let r and k be a pair of integers with 1 < r < k -1, and let V = Code(x) = (il, i2 .... , ir), 0 < ij < k -r for a point x ~ Q(kp § r). We will define a kdimensional vector IV; r, k] whose entries will come from the symbol set {si: 1 < i < k -r} U {z(m, d): 1 < m _< r, 0 < d < k -r}. These symbols carry a meaning, which will be used in defining the shift action later, as follows. The entry si in a coordinate position t of [V; r, k] indicates that the small coordinate entry ci of x will appear as the entry of the same position t in g(x), 1 < t < k. Step 3(b). We now give the map g explicitly by interpreting the vector [V; r, k] along lines sketched at the start of Step 3(a). Mm-l,k, Mm,k] in the same relative position as it lies in I,~, and then inserts this translate as the value of g(x)i.
In Figure 3 we illustrate the shift action of g described in b(2) and b(2').
Step 4. Construction of the map f:
Recall that k-tuples in S (k, m) must have k distinct coordinates, while an image g (x) might have redundancies among its coordinates. From the map g, we now construct the required map f by introducing k-1 new and distinct letters N2, N3 ..... Nk that are used to eliminate these redundancies as follows. If the ith entry of g(x) matches any earlier We will need several simple observations about the above labeling scheme f. Their proofs are omitted since they are either transparent, or follow from a straightforward induction that follows the plan of the scheme; that is, treating first the case r = 1 and arbitrary k, and then the case r + 1 and k + 1 given the case r and k. We begin an analysis of the labeling scheme f with the following lemma. We refer to the correspondence V --+ [V; r, k] constructed in Step 3(a) as the map Cr, k.
Lemma 1. Let k and r be positive integers, r < k, k > 2. Then the map Cr, k : V [ V; r, k] constructed in Step 3(a) has the following properties: (a) Cr, k & a one to one map; and (b) If V1 and V2 are suitable k-dimensional vectors disagreeing in exactly one coordinate position, then Cr, k ( V1) and Crl k (V2) disagree in at most three coordinate positions.
Proof In analogy with the construction of the map Cr.k itself, we first prove the lemma for r --1 and arbitrary k > 2, and later we prove it for arbitrary r and k by induction. When r = 1, V has a only a single integer entry lying between 0 and k -1. Thus for two such distinct vectors V1 = {s} and V2 = {t}, the construction for r = 1 shows that IV1; r, k] and [V2; r, k] disagree in precisely coordinates s, t, and k. Parts Cl and c2 be the coordinate positions of C~,k (V') and Cr, k (W') respectively at which si can be found. By Observation 2, C~+1,~+1 (V) (resp. Cr+Lk+i (W)) is obtained from Cr, k (V') (resp. Cr, k(W')) by replacing the entry si in position Cl (resp. c2) by z(r + 1, i), and then appending si as the (r + l)st entry, Suppose first that Cl = c2. Since all disagreements between Cr, k(V') and Cr, k(W r) occur at positions other than Cl = c2, such disagreements remain in those same positions in the vectors C~+l,k+l (V) and C~+l,k+l (W). Since by induction Cr, k is one-to-one, there really are such disagreements, so [Cr+l, 
k+l (V)]k+l [Cr+l,k+l(W)]k+l. SO assume ci r C2. Then z(r + 1, i) is an entry of Cr+l,k+l(V) and
Cr+i,k+l(W) in different positions. By Observation 1, for each t, 1 < t < m, there is exactly one entry of the form z(t, *) (i.e., a "z entry" with first coordinate entry t) in any vector in the image of the map Cm,n. Thus z (r + 1, i) can appear only once in Cr+l,~+l (V) and Cr+l,k+l(W), so Cr+l,k+l(g ) :~ Cr+l,k+l(W), and thus Cr+l,k+l is one to one.
We now prove (b) for Cr+l,k+l assuming it is true for C~,k. Again let V and W be distinct (r + 1)-dimensional vectors disagreeing in exactly one position, say the dth coordinate, 1 < d < r + 1. As above, let V' and W' be their length r prefixes. For
brevity, set Zl = C~+Lk+I(V), z2 = Cr+l,k+l(W), Yl = Cr, k(V'), and Y2 = Cr, k(W').
Assume first that d = r + 1, say with V~+l = a, and Vr+l = b. Then V' = W', so Yl = Y2 = Y for some k-dimensional vector Y. Let p (resp. q) be the coordinate position of Y where sa (resp. Sb) occurs. Then by Observation 2, it follows that Zl and Z2 can disagree only in the three positions p, q, and r + 1. Assume then that d < r + 1. We claim that Zl and z2 agree in one more coordinate than do yl and y2. To see this, let t = (Zl)r+l = (Z2)r+l. If t = 0, then by definition Zl = Yl; z(r + 1, 0) and z2 -m-Y2; z(r § 1, 0), SO Zl and Z2 have the last coordinate in common (with entry zr+1 (0)) in addition to all coordinates that yl and y2 had in common. Suppose then that t r 0. Then by Observation 2 we see that again Zl and z2 have the last coordinate in common (this time with entry st) in addition to the coordinates that yl and y2 had in common. The claim follows. But now z~ and z2 are vectors having one more entry than the vectors Yl and y2. The claim then implies that Zl and z2 can disagree in no greater number of coordinates than do Yl and Y2. But by induction Yl and Y2 disagree in at most three coordinates, so the same is true of z l and z2, proving property (b).
[] We now prove the critical property that we need from the map f, namely, that it sends adjacent points to points with few coordinate disagreements. x), we see that the coordinate entries of g(x) are identical functions of the coordinates ofx as the coordinate entries of g(y) are of y. It follows that g(x) and g(y) can disagree in only one coordinate, namely, the unique one which depends only on the coordinate at which x and y disagree.
We may then assume that Code(x) ~ Code(y). Then by Lemma 1, Cr, k(Code(x) ) and Cr, k(Code(y) ) disagree in at most three coordinates. Let B(x, y) be the set of the remaining (at least) k -3 coordinates. Now let t ~ B(x, y). Then for some u, 1 < u < k, the entries g(x)t and g(y)t are identical linear shifts of the coordinate entries xu and yu of x and y, respectively.
Claim. For such a choice of t and u, we have Xu = Yu.
Proof of Claim. Suppose not, and let ~ = Cr, k(Code(x))t = Cr, k(Code(y))t. Either
= si for some i, 1 < i < k -r, or ~ = z(m, or) for suitable m and ~. In the former case, part (a) in Step 3(b) of the labeling procedure shows that u = i, so x and y disagree in the ith coordinate. In the latter case we know that g(x) (resp. g (y)) is a linear shift of Xk_r+ m (resp. Y~-~+m), SO U = k -r + m. Thus x and y disagree either in coordinate k-r+m,m> 1, or in coordinate i, 1 <i<k-r. On the other hand we know that Code(x) and Code(y) disagree at some coordinate e, so Cr, k (Code(x)) and C~,k (Code(y)) disagree at some corresponding coordinate position p, where they must have entries z(e, ~) and z(e, y), respectively, with fl 5~ y. It follows that Xk-r+e ~ Yk-r+e since by the meaning of the "z" entries we have xk-~+e ~ I~ while Summarizing, we have found that x and y disagree in at least two coordinates; these being thepair {k-r+m, k-r-t-e} fore, m > 1, or thepair {i, k-r+e} for 1 < i < k-r and e > 1. This contradicts x and y being adjacent in Q(kp + r), proving the claim. The claim, together with Observation 3, show that g(x) and g(y) agree in all coordinates t ~ B (x, y) . Hence g(x) and g(y) can disagree in at most three coordinates, namely, the ones outside the set B(x, y). Since there are at most three disagreements in the coordinates of images of adjacent points under the map g, there can be at most six disagreements in such images under f. The lemma is thus proved.
Y~-~+e ~ I•
[]
The Main Result
With the preceding lemma we have found a way of labeling 2 l~p+r many k-letter strings (which will play the role of suffixes) by vertices of Q(kp + r) so that adjacent vertices label strings with few disagreements. Recall that in our inductive approach we assume a map Q(d) --+ S(n), and we partition S(n + k) into (n + 1)(n + 1).-. (n + k) atoms, each atom consisting of all points in S(n + k) having a given length k string (over an alphabet of size n + k) as suffix 9 Our goal is to obtain a map arcs in El are directed cycles (possibly loops) and directed paths. Each directed path P has an initial vertex, call it initial(P), of indegree 0, and a terminal vertex, call it terminal(P), of outdegree 0. We now let E2 = {terminal(P) -+ initial(P): P is a directed path component in (El)}.
With this, the digraph D(I) has been defined, and we observe that each connected component of D (I) is a directed cycle. For future reference note also that each component has at most one vertex u satisfying u > k. Figure 4 shows the digraphs D(I) for three different 3-tuples I in the case d = k = 3.
We can now proceed to the map ill. 
. t~l(Xa+k)). We see that indeed/3~ (S(Io)) -= S(I), using the definition of El. Now given any two of the subsets S(J) and S(I) in our partition of S(d + k), the map between them which interests us is fllfljl: s(J) ~ S(I).

Lemma 3. Let I and J be two k-tuples in S(k, d + k) disagreeing in s positions. Then for any z ~ S(J) we have dists(d+k)(Z,/31(/371 (Z))) _< /'~J.
Proof. Let H = {p: ~/(c~) -l(p)) 5~ p}, and write h = IHI. The restriction ct of ~I~j 1 to the set H U { 1 } is a permUtation on H U { 1 }. Thus
where the inequality holds because ~ acts as a permutation in S (h + 1 ) when 1-represented on the symbol set H U { 1 }.
We will relate h to s. Note that h = I{P: c~/1 (p) 7~ otj 1 (p) } l, because O/I (13/j 1 (p)) r p if and only if oral(p) r otll(p). Also around these cycles, we have u7 ~ (p) = aj 1 (p), a~ -1 (ai 1 (p)) = a~ -l(aj 1 (p)), and aia(ai~(ail(p))) = asl(asl(ajl(p))) and so on until we reach an equation whose sides are both ai (p) or both us (p). These two possibilities cannot occur simultane- Lemma 4. Let n, k be integers satisfying 2 p _< n < n + k < 2 p+l. Suppose that n > (1 -Jr-~)2 p -1, where r < k -1.
Thenforany injective map g: Q(d) ~ S(n), there is an injective map h: Q (d + kp + r ) -+ S (n + k) of dilation at most max {dilation (g), 27 }.
Proof Before defining the map h formally, we explain its basic idea. Having partitioned S(n + k) into (n + 1) (n + 2)... We now define the map h formally. Consider the image C of the map in Lemma 2.
Observe that any point of Q(d + kp + r) may be written in the concatenated form z; f-l(I) for some z c Q(d) where by Lemma 2 each coordinate c of I satisfies 1 < c < [-~-s § k -1 < n + k, so that I is a k-letter suffix of points in S(n + k).
We then define our map by h (z; f-l(I)) = fil (s (z)).
To verify the statement on dilation, let x~ = zl; f-1(I1) and x2 = z2; f-1(12) be adjacent points in Q(d + kp + r).
Suppose first that 11 = la = I for some k-tuple I, so that zl and z2 are adjacent
points of Q(d). Thus h(xl) and h(x2) belong to the same image fll(s(Q(d))) of Q(d).
Observe that for any x, y ~ S(Io) we have
To see this, let zr = 7/1~ 2 9 9 9 Yr t be a product of transpositions through the first position keeping the suffix I0 fixed and taking x to y. Then re' = zrlzr 2' '. 9 9 Jr t' is a product of transpositions through the first position keeping the suffix I fixed and taking fix (x) to fll (Y), where zr/' is obtained from 7"t" i by replacing any symbol u > k by t~tx (u) (since fix is just the permutation on length n + k strings obtained by applying al coordinatewise).
It now follows that
Next assume that z 1 = z2, so that f-1 (11) and f-1 (12) are adjacent points of Q (kp + r), while h(Xl) and h(x2) are corresponding points in different images fll, (s(Q(d) (flhl(h(xl) )), so by Lemma 3 we have dists~n+k) (h(xl) , h(x2)) < L~J, where s is the number of disagreements between 11 and 12. But since f-1(I1) and f-1(12) are adjacent points of Q(kp + r), we know by Lemma 2 that s < 6. Thus dists~n+~)(h(Xl), h(x2)) < 27, and the lemma is proved. [] The following notation will be used. Let nl < n2 < ... < nt and ml < m2 < It would then follow that there is a map Q(d) ~ S(n) of bounded dilation, where d = bit(S(4) -+ 9 9 9 ~ S(2P+1)). Hence it suffices to show that the bit accumulation of the mapping sequence we build is at least n log(n) -(3 + o(1))n.
We describe the construction of the mapping subsequence S(2 p) ~ .. 9 ~ S(2p+I), the full sequence being obtained by composing these subsequences. Let t = [2p/37, and consider the sequence 2 p = b0 < bl < b2 < --. < bt = 2 p+I defined by 
--+ S(bi+l).
Repeating this process t times gives us the desired sequence S(2 p) 9 .. ~ S(2p+I).
To build #i, suppose that the subsequence S(bi) --+ ... --+ S(u) has been constructed, bi <_ u < bi+l. We then extend this subsequence by applying either Lemma 4 or Theorem 2, depending on where u is in the interval (bi, bi+l). By applying either (a) or (b) when indicated, we eventually obtain the sequence/~i, with
Composing these sequences we obtain We now interpolate the result of Theorem 1. That is, for a given n we ask how large we can make d and still be able to construct a one-to-one map Q(d) -+ S(n) of dilation O(1) when n is arbitrary and not necessarily a power of 2. An answer is already provided in the proof of Theorem 1 just by computing the bit accumulation of the mapping sequence S(2 p) ~ ... --+ S(n), p = /log(n)/, specified in the proof of the theorem, and then adding this to bit(S(4) ~ ... --+ S(2P)) as given in the theorem itself applied to powers of 2. The result is the following. 
Sketch of Proof As indicated in the above discussion we can build a mapping sequence S(4) ~ .. [] Finally, we note that Theorem 1 remains true when S(n) is replaced by the pancake graph P (n) or the transposition graph TranS(n) discussed in the Introduction, only with different constants in the O(1). This is clear for TranS(n) since S(n) is a subgraph of TranS(n). To see this for P(n), it suffices to show that any transposition (1, i) applied to a string in S(n) is a product of at most D of the prefix reversals & for a constant D. For then any two strings x and y of S(n) satisfying dists<n)(x, y) _< L must also satisfy diste~n)(x, y) < DL, from which the corresponding O(1) bound on dilation of maps into P (n) follows.
We show that D : 4. Let AxBy be a string in S(n), positionally represented, where A and B are letters while x and y are strings. Also denote by x R the reversal of the string x. Then a sequence of four prefix reversals leading from AxBy to BxAy is given by AxBy --+ xRABy --+ xABy --+ AxRBy --+ BxAy.
Appendix. Embeddings into Small Star Networks
Our main result, Theorem 1, gives asymptotics (as n -+ ~) for the maximum d such that an iterated application of Lemma 4 yields an O (1) 
dilation map Q(d) --> S(n).
On the other hand, there may be practical reasons for limiting ourselves to finding such maps only when n is bounded, perhaps even small. In that case, we might hope to obtain a bound on the dilation D which is even better than the bound D < 27 given by the theorem. The latter bound comes from applying Lemma 4 iteratively with k arbitrary large, and then using Lemmas 2 and 3 (with s = 6) to deduce that D _< 27. If we apply Lemma 4 with k tightly upper bounded, then we can avoid using the uniform bound s _< 6 (and the resulting D < 27) that applied to all k and instead calculate D directly, taking advantage of k being small.
We illustrate this approach, summarizing our results in Table 1 . As our first example, we limit ourselves to using Lemma 4 with k = 2 and r = 1, together with Theorem 2. Under this limitation, we show that the conclusion of Lemma 4 holds with 27 replaced by 6.
Following along in the proof of Lemma 4, the assumption k = 2 and r = 1 takes effect in the last paragraph. In the notation used there, we must show that dists~d+k~ (h (xl), h (x2)) < 6, where h (xl) and h (x2) are related by h (x2) = fl12 (/~ 1 (h (X 1 ))). The 2-tuples 11 and I2 are in the image of the map f of Lemma 2 in the case k = 2 and r = 1. The pair h(xl) and h(x2) may be classified into to one of several categories, defined by whether their respective 2-tuple suffixes I1 and 12 agree in some coordinate and whether either of their two coordinate entries have value at most 2. These different categories lead to different upper bounds on dist(h (xl), h (x2)).
We describe the case leading to the largest such bound; namely, the one in which 11 and I2 disagree in both coordinates and these coordinates have values bigger than 2 in both 11 and 12. In that case we can write h(xl) = P1; AB and h(x2) : P1; CD, where 11 = AB, I2 = CD, while A, B, C, D are distinct letters all bigger than 2 and the Pi are the length d + k -2 prefixes of the h (xi). As an aid in deriving the distance bound, we draw in Figure 5 One chooses the computation that gives the greatest value for an+~, choosing either one if there is a tie. As a second example, suppose we limit our application of Lemma 4 to cases in which k < 3. This allows the case k = 2, r = 1 considered above, as well as the new cases k = 3, r = 1, and k = 3, r = 2. It can be shown that Lemma 4 restricted to these cases yields a conclusion in which the 27 is replaced by 8. One can check that in all these cases we have dist(h(xl), h(x2)) < 8, from which this conclusion follows. We sketch the analysis behind this distance bound in one possible category of pairs h (xl) and h(x2), one which in fact achieves the maximum dist(h(xl), h(x2)) = 8; This category, arising from the case k = 3, r = 2, is defined by h(Xl) = P1; II, h(x2) = P2; 12 where 11 = ANzB and I2 = CAD, where A, B, C, D are distinct and all greater than 2, and N2 is one of the letters used (in the proof of Lemma 2) for breaking redundancies. (Recall that for k = 3 and r = 2 the points g(z) and g(z') in the proof of Lemma 2 can disagree in at most two coordinates. Hence the 3-tuples g(z) = Jl and g(z') = J2 have at least one coordinate in common, so that we could have J1 = AAB and J2 = CAD. Now f(z) = I1 is obtained from J1 by introducing N2 as shown.) The digraphs DI~ and DI2 are shown in Figure 5 (b), with the result that the cycle structure of ~i2ot~ 1 on nonfixed points is (12NsAC)(BD3), thereby yielding dist(h(Xl), h(x2)) = 8 as claimed. We omit an analysis of the remaining categories for brevity. Now the column of Table 1 headed by dilation 8 can be computed. Again the initial values a, for n < 6 satisfy a, = /log(n !)J since for these n we have diam(S(n)) < 8. For n > 6, the typical step in calculating an+l from previously calculated values ai, i < n, can take one of the following routes:
(a) and (b) described above in the case k = 2 and r = 1. Again one chooses the way which yields the maximum value for an+l.
