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Abstract
When classifying point clouds, a large amount of time is devoted to the process of engineering a reliable set of
features which are then passed to a classifier of choice. Generally, such features – usually derived from the 3D-
covariance matrix – are computed using the surrounding neighborhood of points. While these features capture local
information, the process is usually time-consuming, and requires the application at multiple scales combined with
contextual methods in order to adequately describe the diversity of objects within a scene. In this paper we present a
1D-fully convolutional network that consumes terrain-normalized points directly with the corresponding spectral data,
if available, to generate point-wise labeling while implicitly learning contextual features in an end-to-end fashion. Our
method uses only the 3D-coordinates and three corresponding spectral features for each point. Spectral features may
either be extracted from 2D-georeferenced images, as shown here for Light Detection and Ranging (LiDAR) point
clouds, or extracted directly for passive-derived point clouds, i.e. from muliple-view imagery. We train our network
by splitting the data into square regions, and use a pooling layer that respects the permutation-invariance of the input
points. Evaluated using the ISPRS 3D Semantic Labeling Contest, our method scored second place with an overall
accuracy of 81.6%. We ranked third place with a mean F1-score of 63.32%, surpassing the F1-score of the method
with highest accuracy by 1.69%. In addition to labeling 3D-point clouds, we also show that our method can be easily
extended to 2D-semantic segmentation tasks, with promising initial results.
Keywords: LiDAR, 3D-Labeling Contest, Deep Learning.
1. Introduction
The generation of dense, 3D-point clouds from over-
head sensing systems is growing in scope and scale
through processes such as Light Detection and Ranging
(LiDAR), dense stereo- or multiview-photogrammetry
and, in the computer vision domain, structure from mo-
tion (SfM). Despite the prevalence of 3D-point cloud
data, however, automated interpretation and knowledge
discovery from 3D-data remains challenging due to the
irregular structure of raw point clouds. As such, ex-
ploitation has typically been limited to simple visual-
ization and basic mensuration (Hackel et al., 2016); or,
the point cloud is rasterized onto a more tractable 2.5D-
digital surface model (DSM) from which conventional
image processing techniques are applied, e.g. (Hug and
Wehr, 1997; Haala et al., 1998).
In order to generate exploitation-ready data products
directly from the point cloud, semantic classification
is desired. Similar to per-pixel image labeling, 3D-
semantic labeling seeks to attribute a semantic classi-
fication label to each 3D-point. Classification labels,
e.g. vegetation, building, road, etc., can subsequently
be used to inform derivative processing efforts, such as
surface fitting, 3D modeling, object detection, and bare-
earth extraction.
2. Related Work
Point cloud labeling algorithms can generally be
grouped into two main categories. Section 2.1 describes
“Direct Methods”, which operate immediately on the
point clouds themselves, and do not change the 3D-
nature of the data. Section 2.2 describes “Indirect Meth-
ods”, which transform the input point cloud, e.g. into
an image or a volume, from which known semantic seg-
mentation methods can then be applied. Finally, consid-
ering the relative trade-offs of these techniques, Section
2.3 proposes a novel approach with 7 specific contribu-
tions for semantic classification of point clouds.
2.1. Direct Methods
Direct methods assign semantic labels to each ele-
ment in the point cloud based, fundamentally, on a sim-
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ple point-wise discriminative model operating on point
features. Such features, known as “eigen-features”, are
derived from the covariance matrix of a local neigh-
borhood and provide information on the local geome-
try of the sampled surface, e.g. planarity, sphericity,
linearity (Lin et al., 2014a). To improve classification,
contextual information can explicitly be incorporated
into the model. For example, Blomley et al. (2016)
used covariance features at multiple scales found using
the eigenentropy-based scale selection method (Wein-
mann et al., 2014) and evaluated four different classi-
fiers using the ISPRS 3D Semantic Labeling Contest1.
Their best-performing model used a Linear Discrimi-
nant Analysis (LDA) classifier in conjunction with var-
ious local geometric features. However, scalability of
this model was limited, due to the dependence upon var-
ious handcrafted features, and the need to experiment
with various models that don’t incorporate contextual
features and require effort to tune.
Motivated by the frequent availability of coincident
3D data and optical imagery, Ramiya et al. (2014) pro-
posed the use of point coordinates and spectral data
directly, forming a per-point vector of (X,Y,Z,R,G,B)
components. Labeling was achieved by filtering the
scene into ground and non-ground points according to
Axelsson (2000), then applying a 3D-region-growing
segmentation to both sets to generate object propos-
als. Like Blomley et al. (2016), several geometric fea-
tures were also derived, although specific details were
not published. Without incorporating contextual fea-
tures, each segment/proposal was then classified into a
selected set of five classes from the main ISPRS 3D Se-
mantic Labeling Contest.
Several other methods were also reported in the liter-
ature such as the work by (Mallet, 2010) which classi-
fied full-waveform LiDAR data using a point-wise mul-
ticlass support vector machine (SVM), and (Chehata
et al., 2009) who used random forests (RF) for feature
detection and classification of urban scenes collected by
airborne LiDAR. The reader is referred to Grilli et al.
(2017) for a review. While simple discriminative mod-
els are well-established, they are unable to consider in-
teractions between 3D points.
To allow for spatial dependencies between object
classes by considering labels of the local neighborhood,
Niemeyer et al. (2014) proposed a contextual classi-
fication method based on Conditional Random Field
(CRF). A linear and a random forest models were com-
pared when used for both the unary and the pairwise po-
tentials. By considering complex interactions between
1https://goo.gl/fSK6Fy
points, promising results were achieved, although this
came at the cost of computation speed: 3.4 minutes for
testing using an RF model, and 81 minutes using the
linear model. The speed excludes the additional time
needed to estimate the per-point, 131-dimensional fea-
ture vector prior to testing.
This contextual classification model was later ex-
tended to use a two-layer, hierarchical, high-order
CRF, which incorporates spatial and semantic context
(Niemeyer et al., 2016). The first layer operates on the
point level (utilizing higher-order cliques and geomet-
ric features (Weinmann et al., 2014)), to generate seg-
ments. The second layer operates on the generated seg-
ments, and therefore incorporates a larger spatial scale.
Used features include geometry and intensity-based de-
scriptors, in addition to distance and orientation to road
features (Golovinskiy et al., 2009)). By iteratively prop-
agating context between layers, incorrect classifications
can be revised at later stages; this resulted in good per-
formance on the ISPRS 3D Semantic Labeling Con-
test. However, this method employed multiple algo-
rithms, each designed separately, which would make it
challenging to simultaneously optimize. Also, the use
of computationally-intensive inference methods would
limits the run-time performance. In contrast to relying
on multiple individually-trained components, an end-to-
end learning mechanism is desired.
2.2. Indirect Methods
Indirect methods – which mostly rely on deep learn-
ing – offer the potential to learn local and global fea-
tures in a streamlined, end-to-end fashion (Yosinski
et al., 2015). Driven by the reintroduction and im-
provement of Convolutional Neural Networks (CNNs)
(LeCun et al., 1989; He et al., 2016), the availabil-
ity of large-scale datasets (Deng et al., 2009), and the
affordability of high-performance compute resources
such as graphics processing units (GPUs), deep learning
has enjoyed unprecedented popularity in recent years.
This success in computer vision domains such as im-
age labeling (Krizhevsky et al., 2012), object detection
(Girshick et al., 2014), semantic segmentation (Badri-
narayanan et al., 2017; Long et al., 2015), and tar-
get tracking (Wang and Yeung, 2013; Yousefhussien
et al., 2016), has generated an interest in applying these
frameworks for 3D classification.
However, the nonuniform and irregular nature of 3D-
point clouds prevents a straightforward extension of
2D-CNNs, which were designed originally for imagery.
Hence, initial deep learning approaches have focused on
3D computer-aided design (CAD) objects, and have re-
lied on transforming the 3D data into more tractable 2D
2
images. For example, Su et al. (2015) rendered multiple
synthetic “views” by placing a virtual camera around
the 3D object. Rendered views were passed though
replicas of the trained CNN, aggregated using a view-
pooling layer, and then passed to another CNN to learn
classification labels. Several other methods use the mul-
tiview approach with various modifications to the ren-
dered views. For example, Bai et al. (2016) generated
depth images as the 2D views, while other methods ac-
cumulated a unique signature from multiple view fea-
tures, or projected the 3D information into 36 channels,
modifying AlexNet (Krizhevsky et al., 2012) to handle
such input. For further details, the reader is referred to
(Savva et al., 2016).
Similar multiview approaches have also been applied
to ground-based LiDAR point clouds. For example,
Boulch et al. (2017) generated a mesh from the Seman-
tic3D Large-scale Point Cloud Classification Bench-
mark (Hackel et al., 2017); this allowed for the gener-
ation of synthetic 2D views based on both RGB infor-
mation and a 3-channel depth composite. A two-stream
SegNet (Badrinarayanan et al., 2017) network was then
fused with residual correction (Audebert et al., 2016) to
label corresponding pixels. 2D labels were then back-
projected to the point cloud to generate 3D semantic
classification labels. Likewise, Caltagirone et al. (2017)
generated multiple overhead views, embedded with el-
evation and density features, to assist with road detec-
tion from LiDAR data. A Fully-Convolutional Network
(FCN) (Long et al., 2015) was used for a single-scale bi-
nary semantic segmentation {road, not-road}, based on
training from the KITTI dataset (Geiger et al., 2013).
Despite their initial adoption, such multiview trans-
formation approaches applied to point clouds lose infor-
mation on the third spatial dimension through a projec-
tive rendering. Simultaneously, they introduce interpo-
lation artifacts and void locations. Together, this com-
plicates the process by unnecessarily rendering the data
in 2D, in addition to forcing the network to ignore ar-
tificial regions caused by the voids. While this is less
consequential to binary classification, multi-class prob-
lems require each point be assigned a separate class; this
increases the complexity and may reduce the network’s
performance.
In light of these limitations of multiview transforma-
tion methods, other authors have taken a volumetric ap-
proach to handle points clouds using deep learning. For
example Li (2017) presented a method for vehicle de-
tection in ground-based LiDAR point clouds. The in-
put point cloud was voxelized, and then a fourth bi-
nary channel was appended, representing the binary oc-
cupancy, i.e. the presence or the absence of a point
within each voxel. A 3D-FCN was then trained and
evaluated to produce two maps representing the object-
ness and bounding box scores, using the KITTI dataset.
Similarly, Huang and You (2016) generated occupancy
voxel grids based on LiDAR point cloud data, label-
ing each voxel according to the annotation of its cen-
ter point. A 3D-CNN was then trained to label each
voxel into one of seven classes; individual points were
then labeled according to their parent voxel. Other au-
thors have explored variations of voxelization methods
including, binary occupancy grid, density grid, and a hit
grid. In VoxNet, Maturana and Scherer (2015) tested
each voxelization model individually, to train 3D-CNNs
with 32x32x32 grid inputs. To handle multi-resolution
inputs, they trained two separate networks each receiv-
ing an occupancy grid with different resolution
Parallel development of both multiview and volumet-
ric CNNs has resulted in an empirical performance gap.
Qi et al. (2016) suggested that results could collectively
be improved by merging these two paradigms. To ad-
dress this, a hybrid volumentric CNN was proposed,
which used long anisotropic kernels to project the 3D-
volume into a 2D-representation. Outputs were pro-
cessed using an image-based CNN based on the Net-
work In Network (NIN) architecture (Lin et al., 2014b).
To combine the multiview approach with proposed vol-
umetric methods, the 3D-object was rotated to gener-
ate different 3D-orientations. Each individual orienta-
tion was processed individually by the same network
to generate 2D-representations, which were then pooled
together and passed to the image-based CNN.
Finally, Liu et al. (2017) took a different approach
by combining image-like representations with condi-
tional random field in the context of data fusion. Instead
of directly operating on the LiDAR data, they interpo-
lated the DSM map as a separate channel. Using the
imagery and the LiDAR data, two separate probability
maps were generated. A pre-trained FCN was used to
estimate the first probability map using optical imagery.
Then, by handcrafting another set of features from both
the spectral and the DSM map, a logistic regression was
applied to generate a second set of probability maps. At
the end of this two-stream process, the two probability
maps were combined using high-order CRF to label ev-
ery pixel into one of six categories.
2.3. Contribution
Although indirect methods introduced the application
of deep learning for the semantic labeling task, they typ-
ically require a transformation of the input data, i.e. to
views or volumes, in order to meet the ingest require-
ments of conventional image-based networks. Unfor-
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tunately, these transformations introduce computational
overhead, add model complexity, and discard poten-
tially relevant information. Likewise, direct methods
have relied on the proliferation of various handcrafted
features, in addition to contextual relationships, in or-
der to meet increasing accuracy requirements with sim-
ple discriminative models. This added complexity has
come at the cost of computational efficiency.
Meanwhile, the generation of 3D point cloud data has
increased rapidly in recent years due to the availabil-
ity of high-resolution optical satellite/airborne imagery,
and the explosion of modern stereo photogramme-
try algorithms leveraging new computational resources.
Such algorithms triangulate 3D-point coordinates di-
rectly from the optical imagery, and thus retain inherent
spectral information; these attributes should be consid-
ered in the development of a successful model. In or-
der to scale the semantic classification task to meet the
demands of emerging data volumes – potentially at sub-
meter resolution and global in coverage – an efficient,
streamlined, and robust model that directly operates on
3D point clouds is needed.
It is in this context that we propose a simple, fully-
convolutional network for direct semantic labeling of
3D point clouds with spectral information. Our pro-
posed approach utilizes a modified version of Point-
Net (Qi et al., 2017), a deep network which operates di-
rectly on point clouds and so provides a flexible frame-
work with large capacity and minimal overhead for ef-
ficient operation at scale. Moreover, it respects the
permutation-invariance of input points, and therefore
avoiding the need to transform the points to images or
volumes. Inspired by the success of PointNet in appli-
cations such as object classification, part segmentation,
and semantic labeling, we make the following contribu-
tions:
1. We extend PointNet to handle complex 3D data,
obtained from overhead remote sensing platforms
using a multi-scale approach. Unlike CAD mod-
els, precisely-scanned 3D objects, or even indoor
scenes, airborne point clouds exhibit unique char-
acteristics, such as noise, occlusions, scene clutter,
and terrain variation, which challenges the seman-
tic classification task.
2. We present a deep learning algorithm with con-
volutional layers that consume unordered and un-
structured point clouds directly, and therefore re-
spects the pedigree of the input 3D data without
modifying its representation and discarding infor-
mation.
3. We eliminate the need for calculating costly hand-
crafted features, and achieve near state-of-the-art
results with just the three spatial coordinates and
three corresponding spectral values for each point.
At the same time, the overhead of adding addi-
tional features to our model is minimal compared
to adding new channels or dimensions in 2D and
volumetric cases.
4. We avoid the need to explicitly calculate contex-
tual relationships (e.g. by using CRF) and instead
use a simple layer that can learn a per-block global
features during training.
5. Being fully convolutional, our network mitigates
the issue of non-uniform point density, a common
pitfall for stationary LiDAR platforms.
6. We show that test time is on the order of seconds,
compared to minutes for existing techniques rely-
ing on handcrafted features or contextual methods,
and operating on the same dataset.
7. Finally, we show how the network can easily be
applied to handle the issue of multimodal fusion in
2D-semantic segmentation, with a simple modifi-
cation to the data preparation step.
3. Methodology
In this section we present a CNN-based deep learning
method that is able to learn point-level and global fea-
tures directly in an end-to-end fashion, rather than rely-
ing upon costly features or contextual processing layers.
In Section 3.1, we describe how convolutional networks
can be adapted to irregular point cloud data. Section 3.2
describes how batch normalization is used to precondi-
tion the outputs of the activation functions. Section 3.3
describes a pooling layer that is used to learn contextual
features. Finally, Section 3.4 details the inference of se-
mantic classification labels from the learned local and
global features.
3.1. Adaptation of CNN to Point Clouds
CNN architectures consist of multiple, layered con-
volution operations, wherein at each layer, the set of
filter weights is learned based on training data for a
specific task. Recall that for a single 2D-convolution
(Equation 1) a filter (h) in layer (`) and channel (d)
“slides” across the domain of the input signal, x[u, v],
accumulating and redistributing this signal into the out-
put, f (`,d)[m, n].
f (`,d)[m, n] =
∞∑
u=−∞
∞∑
v=−∞
x[u, v]h(`,d)[m − u, n − v] (1)
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This sliding process can be thought of as replicating the
filter at every spatial location. Replicating the filter in
this way allows for the extraction of features regardless
of their position, and enables a linear system to be shift-
invariant. Additionally, sharing the same set of weights
at multiple locations increases the learning efficiency by
reducing the number of parameters in the model. Based
on the nature of the convolution, CNNs typically require
highly regular data, e.g. images, which are organized
based on a 2D-grid. Also, note that such a convolution
(applied to gridded data, e.g. images), is not invariant to
permutations of the input members i.e. pixels. In other
words, the spatial distribution of pixels within a filter
window is important to capture local features such as
edges. Therefore, reordering the input points will result
in meaningless output.
This introduces challenges for the application of
CNNs to classify irregular, unstructured 3D point
cloud data. Given an input set of N 3D-points X =
{x1, x2, x3, ..., xN}, where every point represents a row
in a 2D-array, the goal of point cloud classification is
to assign every point xi an object-level label from a set
of predefined labels Y = {y1, y2, y3, ..., yC}, where C is
the total number of classes. Since point clouds are not
defined on regular grids, and convolutional layers re-
quire regular inputs, a modification to either the input
or the network architecture is needed. In order to di-
rectly operate on point clouds and avoid transforming
the data to a different representation (see Section 2.2),
we follow (Qi et al., 2017) by adapting convolutional
operations to point clouds.
The complete architecture of our network is shown in
Figure 1. The input to the network is an N × M array of
unordered data points, where N is the number of points,
and M is the number of features for each point, i.e. spa-
tial coordinates and/or spectral information. Shown in
Figure 1 is the simple case where the input data is the
raw point cloud X, defined by its spatial coordinates
(x,y,z) as columns of the array. The input could option-
ally be expanded to include any other features, such as
spectral information. The first layer of the network ap-
plies a 1D-convolution – with a filter width equal to the
width of the input vector – across the columns to cap-
ture the interactions between coordinates for each row
(data point). The output of this layer is a single column
where each value corresponds to an individual 3D-point
within the set, i.e. an (N×M) input array is transformed
to an (N × 1) output array. This layer operates on each
point independently, an advantage which allows for the
incorporation of point-wise operations such as scaling,
rotation, translation, etc. Since such operations are dif-
ferentiable, they can be included within the network as
a layer and trained in an end-to-end fashion. This con-
cept, first introduced in (Jaderberg et al., 2015), allows
the network to automatically align the data into a canon-
ical space and therefore makes it invariant to geometric
transformations.
The subsequent convolutional layers perform feature
transformation – such as dimensionality reduction or
feature expansion – using (1×1) convolutions.We avoid
fully-connected layers due to their expensive compu-
tational cost. Since the convolution process is a lin-
ear operation that performs a weighted sum of its in-
puts, a non-linear operation – known as the activation
function – is needed in order to derive and learn more
complex features. Three activation functions are fre-
quently used in the literature: sigmoid, hyperbolic tan-
gent (tanh), and rectified linear unit (ReLU). Sigmoid
activation, σ(x) = 1/(1 + e−x), reduces the input values
to the range of [0,1]; this can be thought of as assigning
a likelihood value to the input. Similarly, tanh activa-
tion, tanh(x) = 2σ(2x) − 1, maps the input values to
the range of [-1,1]; this has the added advantage that
the output is zero centered. Finally, ReLU activation,
f (x) = max(0, x), applies a simple ramp function. It
reduces the likelihood of vanishing gradient, greatly ac-
celerates the convergence rate (Krizhevsky et al., 2012),
and involves simpler mathematical operations; therefore
it is the most common activation function used in deep
convolutional networks. We implement the ReLU func-
tion in our network as follows:
f (1) = max(0, 〈h, xi〉 + b) (2)
where the convolution in Equation 2 is represented now
by the dot product 〈·〉, b is the bias, and f (1) is the first
layer’s output.
3.2. Batch Normalization
Although the ReLU activation function has many ad-
vantages, it does not enforce a zero-centered distribu-
tion of activation values, which is a key factor to im-
prove the gradient flow. One way to adjust this distri-
bution is to change the weight initialization mechanism.
Glorot and Bengio (2010) and He et al. (2015) showed
that good initialization is the key factor for a success-
ful, convergent network, however, control over the dis-
tribution of activations was handled indirectly. For im-
proved control, Ioffe and Szegedy (2015) introduced
Batch Normalization (BN) that directly operates on the
activation values. An empirical mean and variance of
the output (after the convolutional layer and before the
non-linearity) are computed during training; these are
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Figure 1: The basic semantic labeling network takes as input an Nx3 set of points (a point “cloud”), and, in the first stage, passes it through a series
of convolutional layers to learn local and global features. In the second stage, concatenated features are passed though (1 × 1) convolutional layers
and then to a softmax classifier to perform semantic classification. Text in white indicates the filter size, while text in red indicates the layer’s output
shape.
then used to standardize the output values, i.e.
sˆ =
s − E[s]√
Var[s]
z = γ · sˆ + β
(3)
where s = 〈h,xi〉 is the output after the convolutional
layer, and γ and β are the scale and shift parameters
learned during training. Setting γ =
√
Var[s], and
β = E[s] allows the network to recover the identity map-
ping. BN improves flow through the network, since all
values are standardized, and simultaneously reduces the
strong dependence on initialization. Also, since it al-
lows for homogeneous distributions throughout the net-
work, it enables higher learning rates, and acts as a form
of regularization.
Incorporating these advantages, we initialize weights
using the method of Glorot and Bengio (2010) and in-
sert BN layers after every convolutional layer, as shown
in Figure 1. Note that the BN layer functions differ-
ently during testing and training. During testing, the
mean and the variance are not computed. Instead, a sin-
gle fixed value for the mean and the variance – found
empirically during training using a running average – is
used during testing. After integrating BN, the activation
function (Equation 2) can now be written as follows:
f = max(0, BN(hT x + b)) (4)
Evaluating Equation 4 multiple times for different val-
ues of h allows each layer to capture various aspects of
its input. This results in an output array of (N × K) di-
mensions, where K is the total number filters used. The
size of K per-layer is shown in Figure 1 (white text).
Following the output with a series of convolutional lay-
ers, as shown in the upper part of Figure 1, can be de-
fined mathematically as a sequence of nested operations
as follows:
f (`) = f (`−1)( f (`−2)(... f (1)(x))) (5)
where f ` is defined as in Equation 4, and ` is the layer
index.
3.3. Contextual Feature Learning
During training, we desire a network that can learn
both local features ( at the individual point-level) and
global features, which provide additional contextual in-
formation to support the classification stage. Here,
we describe how global features can be extracted us-
ing a pooling layer, which simultaneously provides
permutation-invariance, i.e. the order of the input
points does not affect classification results. Contrary
to 2D-images, point clouds are unstructured and un-
ordered, and so an appropriate network should respect
this original pedigree.
Three options are available: sorting the data as a
preprocessing step, using a Recurrent Neural Network
(RNN), or incorporating a permutation-agnostic func-
tion that aggregates the information from all points. In
the first case, the optimal sorting rules are not obvi-
ous. In the second case, the point cloud must be con-
sidered as a sequential signal, thus requiring costly aug-
mentation of the input with all possible permutations.
While some architectures such as long short-term mem-
ory (LSTM) and gated recurrent unit (GRU) neural net-
works can deal with relatively long sequences, it be-
comes difficult to scale to millions of steps, which is
a common size in point clouds.
Given these considerations, we incorporate a
permutation-agnostic function as an additional layer.
Specifically, pooling layers, commonly used to down-
sample 2D-images, work perfectly for this purpose. In-
stead of downsampling the point set, we pool values
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across all points to form a single global signature that
represents the input point cloud. Such signature could
be used directly to label the whole set. However, recall
that for the task of semantic labeling, a label for each
3D-point is desired. Therefore, both local and global
features are needed to describe the point and capture
contextual information within the set.
In this network, local features are obtained from the
second convolutional layer f (2) with an output shape of
(N × 64), i.e. this represents each 3D-point with a 64D-
vector. On the other hand, a global signature for the
point set is derived from the output of the fifth con-
volutional layer with dimensions of (N × 2048). This
serves as input to the global feature extraction function,
specifically, a max-pooling layer, which aggregates the
features across all points and produce a signature with a
shape of (1 × 2048) as follows:
g = max
row
( f (5)) (6)
where g is the global feature vector, f (5) is the output at
the 5th layer, and row indicates that the aggregation is
applied vertically across the rows, i.e. points.
3.4. Inference
The global feature vector is concatenated with the
point level features, yielding a per-point vector that con-
tains both local and contextual information necessary
for point-wise labeling. This concatenated feature vec-
tor is then passed to a series of feature transformation
layers and finally to a softmax classifier. We use the
cross-entropy cost function to train the network. Cross-
entropy is a special case of the general Kullback-Leibler
(KL)-divergence DKL, which measures how the ground-
truth probability distribution p diverges from the output
probability distribution q, i.e. :
DKL(p||q) = ∑i p(xi) · (log p(xi) − log q(xi))
= −∑i p(xi) log q(xi) −∑i p(xi) log 1p(xi)
= H(p, q) − H(p)
(7)
If the discrete distribution p is zero everywhere except
a single location with maximum probability, the expres-
sion is reduced to the cross-entropy H(p, q). In our case,
p is the ground truth distribution represented by one-hot
vectors encoding the label per-point, while q is the out-
put of the softmax layer, representing the normalized
class probabilities. Here, each individual class proba-
bility is calculated as follows:
P(yi | f (`)(xi);W) = e
fyi∑
c e fc
(8)
where f (`) is the last convolutional layer and the input to
the softmax layer, yi is the current correct label for the
input xi, W is the weight matrix for the softmax classi-
fier, and fyi is the unnormalized log probability of the
output node indexed by yi, and c is the class (output)
index.
4. Evaluation
This section describes the methodology used to eval-
uate the performance of our approach. In Section 4.1 we
describe the datasets used. In Section 4.2 we describe
preprocessing steps. In Section 4.3 we outline training
parameters. In Section 4.4 we present our results on
3D-point clouds along with various experiments show-
ing qualitative performance of our method when applied
to different testing cases. In Section 4.5 we analyze the
effects of the input feature selection. Finally, in Sec-
tion 4.6 we show the extension of our network to handle
the fusion of LiDAR and spectral data in 2D-semantic
segmentation tasks.
4.1. Dataset
For this paper, we use data provided by both the IS-
PRS 2D2 and 3D-Semantic Labeling Contest, as part of
the urban classification and 3D-reconstruction bench-
mark. Both airborne LiDAR data and corresponding
georeferenced IR-R-G imagery are provided from Vai-
hingen, Germany (Figure 2). For the 3D contest, 9
classes have been defined, including Powerline, Low
vegetation, Impervious surfaces, Cars, Fence/Hedge,
Roof, Facade, Shrub, and Tree. The area is subdivided
into two regions, for training and testing. Each re-
gion includes a text file that contains the LiDAR-derived
(x,y,z) coordinates, backscattered intensity, and return
count information, acquired using a Leica ALS50 sys-
tem at a mean height of 500m above ground. The point
density is approximately 8 points/m2. The test area is
within the center of Vaihingen city, and is characterized
by dense, complex buildings. The training area, on the
other hand, is mostly residential, with detached houses
and high rise buildings.
4.2. Preprocessing
Two preprocessing methods were employed to obtain
our desired input. First, spectral information was at-
tributed to each (x,y,z) triplet in the point cloud by ap-
plying a bilinear interpolation using the georeferenced
2https://goo.gl/mdvbwM
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Figure 2: From left to right: point cloud (a) color-coded by height, and (b) by spectral information (IR,R,G) for the test area; and point cloud (c)
color-coded by height, and (d) by spectral information (IR,R,G) for the training data.
IR-R-G imagery as shown in Figure 2. Note that in
the case of stereo-derived point clouds from optical im-
agery, this spectral information is inherently available,
and would not need to be obtained separately. Next,
we normalize the z values in the point cloud by sub-
tracting a Digital Terrain Model (DTM), generated us-
ing LAStools3, in order to obtain height-above-ground.
Then, to train our deep learning method from scratch,
a sufficiently large amount of labeled data are required;
however, a single and small training scene is provided.
We solve this issue by subdividing our training and test-
ing regions into smaller 3D-blocks. Such blocks are
allowed to overlap (unlike PointNet), thus increasing
the quantity of data available, and robustness by al-
lowing overlapped points to be part of different blocks.
Each point within the block is represented by a 9D-
vector, containing the per-block centered coordinates
(X,Y,Z), spectral data (IR,R,G), and normalized coor-
dinates (x,y,z) to the full extent of the scene. Note
that since our method is fully convolutional, the number
of points per-block can vary during training and test-
ing. This contribution resolves the typical challenge of
working with point clouds of varying density. While we
test using different densities, we sample fixed number
of points per-block during training for debugging and
batch training purposes.
To sample points from each block, we randomly
choose 4096 points during training without replace-
ment. If the number of points per-block is lower than
the desired number of samples, random points within
the block are repeated. However, if the number of points
per-block is lower than 10 points, the block is ignored.
To learn objects with different scales, e.g. building
3http://www.lastools.org/
vs. car, one can train separate networks, with each
network trained using a down-sampled version of the
point cloud, as in Maturana and Scherer (2015). How-
ever, this is not practical, as it introduces an additional
and unnecessary computational overhead. Instead, cur-
rent deep learning approaches – e.g. a single net-
work with high capacity – should be able handle multi-
scale objects in an end-to-end fashion given appropri-
ate inputs. To handle different resolutions, we gener-
ate blocks with different sizes and train our network us-
ing all scales simultaneously. Blocks of size 2m×2m,
5m×5m, and 10m×10m work well in our case given
the scale of the features of interest e.g. cars and roofs.
Our final result during testing is the average of all three
scales. While splitting the data into blocks with dif-
ferent sizes increases the number of training samples,
robustness to noise and orientation could be further im-
proved by augmenting the training data with modified
versions of the original training data. We augment the
training data by randomly rotating points around the z-
axis (i.e. to adjust their geographic orientation), and
jittering the coordinates. Jitter is added by applying an
additive noise, sampled from a zero-mean normal dis-
tribution with σ = 0.08m for the x, y coordinates, and
σ = 0.04 for the z coordinates. Next we clip the values
to a maximum horizontal and vertical jitter of 30cm and
15cm respectively. The values were chosen empirically
to add sufficient noise while preserving the relative dif-
ferences between various objects. Rotation and jitter are
applied before splitting the data into blocks. However,
we also apply jitter during the per-block sampling pro-
cess, in order to avoid duplicating points.
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Figure 3: The loss and overall accuracy progress for training (left) and
validation (right). Every 10 iterations correspond to a single epoch.
4.3. Training Parameters
To asses and monitor the performance of our model
during training, a validation set is needed. Instead of
taking samples from the training set directly, we desire a
validation set that is as different as possible to the train-
ing data. We address this by splitting the original train-
ing data before augmentation into a new training and
validation subsets using stratified splits to preserve the
distribution of classes in both sets. Class-distributions
within each set are then balanced by repeating under-
represented classes until they match the class with the
highest number of members, resulting in a uniform dis-
tribution of classes. We then augment the new training
data by applying the jitter and rotations as described in
Section 4.2.
After splitting both the training and validation sets
into blocks, we train using the augmented data only as
input to the network shown in Figure 1. We use the
Adam optimizer (Kingma and Ba, 2014) with an initial
learning rate 0.001, a momentum of 0.9 and a batch size
32. The learning rate (lr) is iteratively reduced based on
the current number of epochs, according to:
lrnew = lrinitial × (1.0 − epochcurrentepochtotal ) (9)
This proceeds for a total of 30 epochs, i.e. epochtotal =
30. We monitor the progress of the validation loss and
save the weights if the loss improves. If the loss does not
improve after 3 epochs, training is terminated and the
weights with the best validation loss are used for test-
ing. Training our network takes around 12 to 18 hours
to converge using a Tesla p40 GPU and Keras (Chol-
let et al., 2015) with the Tensorflow backend. The feed
forward time during testing is 3.7s for the full scene (∼
412k points). Figure 3 shows the loss and overall accu-
racy progress during training and validation.
Figure 4: The left image shows the classification map, while the right
image shows the corresponing error map. The results were provided
by the contest organizers.
4.4. Classification Results
Classification results are based on the ISPRS 3D Se-
mantic Labeling Contest. During testing, we split the
data into blocks similar to the training stage, in order
to recover objects at different scales. The block sizes,
overlap, and number of points per-block are reported
in Table 2. We forward pass the data to output a 9D-
vector per-point indicating the probability of each point
belonging to each of the nine categories. Since we use a
fixed number of points for each block size, some points
from the original data may remain unclassified due to
sampling, while others may be duplicated due to rep-
etition. Therefore, we interpolate the output results to
classify the original set of points. We use nearest neigh-
bor interpolation on each class probability separately,
to generate a total of nine class probability maps. A la-
bel corresponding to the index of the highest probability
from the nine maps is assigned to each point, indicat-
ing the classification label. Quantitative performance
metrics are based on the ISPRS contest: Per-class ac-
curacy, precision/correctness, recall/completeness, and
F1-score, in addition to the overall accuracy. Although
it is possible to submit results while excluding some
classes, we chose to evaluate our method on all avail-
able classes. The confusion matrix in Table 1 shows
resulting per-class accuracies. Figure 4 shows the cor-
responding classification map, along with the error map
provided by the contest organizers. As shown in Table1,
the proposed method performs well on impervious sur-
faces and roof classes. The worst performance is for the
fence/hedge and powerline classes, which according to
Table 1 is due to the confusion between closely-related
classes. For example, powerline is mainly confused
with roof, and fence/hedge is confused with shrub, both
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Table 1: Confusion matrix showing the per-class accuracy using our deep learning framework. The overall accuracy (not shown) is 81.6%
Classes power low veg imp surf car fence hedge roof fac shrub tree
power 29.8 00.0 00.2 00.0 00.0 54.2 00.7 00.2 15.0
low veg 00.0 69.8 10.5 00.5 00.2 00.5 00.6 16.1 01.9
imp surf 00.0 05.2 93.6 00.2 00.0 00.2 00.1 00.7 00.0
car 00.0 05.0 01.2 77.0 00.2 02.6 00.8 12.9 00.3
fence hedge 00.0 05.9 01.4 01.7 10.4 01.5 00.6 68.5 10.0
roof 00.1 00.5 00.4 00.0 00.0 92.9 02.8 02.3 00.9
fac 00.2 04.3 00.8 00.9 00.1 23.3 47.4 19.9 03.1
shrub 00.0 07.9 00.5 01.0 00.5 02.6 02.0 73.4 12.0
tree 00.0 00.8 00.0 00.2 00.1 01.2 01.3 17.1 79.3
Precision/Correctness 50.4 88.0 89.6 70.1 66.5 95.2 51.4 33.4 86.0
Recall/Completeness 29.8 69.8 93.6 77.0 10.4 92.9 47.4 73.4 79.3
F1 Score 37.5 77.9 91.5 73.4 18.0 94.0 49.3 45.9 82.5
Table 2: The block sizes and the corresponding overlap and number
of points during testing.
Size Overlap # Points
2m×2m 1m 1024
5m×5m 2m 3072
10m×10m 2m 4096
of which have similar topological and spectral charac-
teristics. Likewise, the accuracy of low vegetation is
affected by the presence of impervious surfaces and
shrubs. Shrub appears to be causing most of the con-
fusion. This is likely due to the fact that the spectral
information is similar among the vegetation classes low
vegetation, shrub, and trees. While height information
may improve the results, the presence of classes with
similar heights such as car and fence/hedge make this
differentiation challenging.
To evaluate our performance against others, we com-
pare our method to all submitted ISPRS contest results
(both published and unpublished) at the time of paper
submission. Since some submissions are unpublished
we will review them briefly using the available infor-
mation on the contest website4; We refer to the submit-
ted methods according to names posted on the contest
website. Interested readers are encouraged to review the
website for further details.
The IIS 75 method used spectral and geometrical fea-
tures, combined with a segmentation based on super-
voxels and color-based region growing. In contrast
to IIS 7, we don’t handcraft geometrical features or
utilize the spectral information to segment the point
4https://goo.gl/6iTj6W
5https://goo.gl/zepC6d
cloud into similar coherent regions before classification.
The UM6 method used a One-vs-One classifier based
on handcrafted features, including point attributes such
number of returns, textural properties, and geometri-
cal attributes. The HM 17 method utilized a CRF with
RF classifier and contrast-sensitive Potts models, along
with 2D-and 3D-geometrical features. The WhuY38
deep learning method used a convolutional network op-
erating on four features in a multi-scale fashion. The
K LDA (Blomley et al., 2016) method used covariance
features at multiple scales. Finally, the LUH9 method
used a two-layer hierarchical CRF that explicitly de-
fines contextual relationships and utilizes voxel cloud
connectivity segmentation, along with handcrafted fea-
tures such as Fast Point Feature Histograms (FPFH).
Per-class accuracy, and overall accuracy (OA) for
each submission, including ours, are shown in Table 3.
As seen in Table 3, our method ranks second overall,
sharing an overall accuracy of 81.6% with LUH. The
method with the highest overall accuracy is WhuY3,
achieving 82.3%. However, WhuY3 achieved only one
per-class highest accuracy score, as opposed to two
for our method: the car and shrub classes. Likewise,
the IIS 7 method, which achieved the most (3) highest
scores on a per-class basis, and use spectral data as well,
only ranked eighth overall with an overall accuracy of
76.2%.
We also evaluated our results using the F1-score,
which is generally considered to be a better compar-
ative metric when an uneven class distribution exists
and/or when the costs of false positives and false neg-
6https://goo.gl/uzZFcs
7https://goo.gl/d7AmXY
8https://goo.gl/k7Qe1k
9https://goo.gl/fGzrf3
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Table 3: The per-class accuracy for each method and the corresponding Overall Accuracy (OA). Values in red correspond to the highest score, blue
to second highest score, and green to third highest score.
Methods power low veg imp surf car fence hedge roof fac shrub tree OA
Ours 29.8 69.8 93.6 77.0 10.4 92.9 47.4 73.4 79.3 81.6
IIS 7 40.8 49.9 96.5 46.7 39.5 96.2 — 52.0 68.8 76.2
UM 33.3 79.5 90.3 32.5 02.9 90.5 43.7 43.3 85.2 80.8
HM 1 82.8 65.9 94.2 67.1 25.2 91.5 49.0 62.7 82.6 80.5
WhuY3 0.247 81.8 91.9 69.3 14.7 95.4 40.9 38.2 78.5 82.3
K LDA 89.3 12.4 47.6 28.9 20.4 80.7 51.3 38.4 72.8 50.2
LUH 53.2 72.7 90.4 63.3 25.9 91.3 60.9 73.4 79.1 81.6
Table 4: The F1-scores per-class for each method and the average value. Values in red correspond to the highest score, and blue to second highest
score. Our score is marked with green color.
Methods power low veg imp surf car fence hedge roof fac shrub tree Avg. F1
Ours 37.5 77.9 91.5 73.4 18.0 94.0 49.3 45.9 82.5 63.33
IIS 7 54.4 65.2 85.0 57.9 28.9 90.9 — 39.5 75.6 55.27
UM 46.1 79.0 89.1 47.7 05.2 92.0 52.7 40.9 77.9 58.96
HM 1 69.8 73.8 91.5 58.2 29.9 91.6 54.7 47.8 80.2 66.39
WhuY3 37.1 81.4 90.1 63.4 23.9 93.4 47.5 39.9 78.0 61.63
K LDA 05.9 20.1 61.0 30.1 16.0 60.7 42.8 32.5 64.2 37.03
LUH 59.6 77.5 91.1 73.1 34.0 94.2 56.3 46.6 83.1 68.39
atives are very different. Table 4 compares our method
to others using the F1-score. Our method performed
well across all classes except for the fence/hedge class.
Other methods demonstrated similarly poor results on
this same class. While LUH did score the highest on the
roof and tree classes, their scores were only marginally
better than ours, 0.2% and 0.6%, respectively. Their
higher performance for the fence/hedge and powerline
classes did, however, allow them to achieve the highest
F1-score of 68.39%, with HM 1 ranking second with a
score of 66.39%. Our presented technique did ranked
third with a score of 63.33%, surpassing WhuY3 which
scored the highest on overall accuracy (Table 3).
The scores in both Tables should be thought of in
context of the algorithm complexity. In other words,
minimal accuracy gains may not be worth the added
computational overhead. The LUH method, for ex-
ample, fares well in both overall, and per-class, accu-
racy and F1-scores. However, this method uses two
independent CRFs with handcrafted features, and seg-
mentation methods that force points within a segment
to share the same label. Likewise, HM 1 uses a vari-
ety of contrast-sensitive Potts models, which may help
preserve edges during segmentation, but adds NP-hard
components to the problem (Boykov et al., 2001). As
a result, while smoother results may be achieved for
small data sets, this comes at the cost of slow run-time
performance (see Section2.1) and scalability limitations
for massive data sets. In contrast, we utilize a series
of simple 1D-convolutions that operate directly on the
point cloud, without engineering additional features, or
requiring structured representations such as segments.
Instead point-wise features (e.g. spatial coordinates
and/or spectral information), and per-block contextual
descriptors are learned in a straightforward, end-to-end
fashion. Our average inference time is 3.7s for a point
cloud with N approximately equal to 412k.
4.5. Effect of Individual Features
Our 1D convolutional network has flexible input fea-
ture requirements, and can consume directly (i) spatial
coordinates only, i.e. a 3D point cloud, (ii) spatial coor-
dinates and spectral information, or (iii) spectral infor-
mation only. Moreover, 3D spatial coordinates (x,y,z)
may optionally be normalized to remove the effects of
terrain, providing (x,y,height-above-ground). Finally,
models can be trained at different scales by adjusting
the block size. In this section we provide two exper-
iments to analyze the impact of feature selection and
digital terrain model on model performance for various
use-cases.
In the first experiment, we investigate the effect of
the input feature selection, i.e. spatial and/or spectral
information, by training our model based on three sets
of input data. The first model is trained using 3D coor-
dinates only. The second model is trained using spectral
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information only. The third model is trained using both
3D-coordinates and spectral information (IR-R-G) for
each point; this is the best-performing network, which
was evaluated in more detail in Section 4.4. Results are
shown in Figure 5 for multiple scales, i.e. block sizes
of 2m×2m, 5m×5m, and 10m×10m, and, in column 4,
the average result across all scales.
When using the 3D-coordinates only (first row), the
larger scale performs better than the smaller scale. On
the other hand, when using the spectral information only
(second row), the smaller scale performs better than the
larger scale. This result is interesting since it shows the
effect of global features at multiple scales. For exam-
ple, when using the spectral data, smaller scales will
generally include similar points as opposed to larger
scales. Therefore, the global features will accurately
describe the group (block) of points at a smaller scale.
In contrast, the global features will not sufficiently de-
scribe structures when using only the 3D-coordinates at
a smaller scale. In this case, a larger scale is needed to
capture structural information that can help distinguish
between 3D objects.
This suggests that combining both features could im-
prove the results. The result submitted to the ISPRS 3D
Semantic Labeling Contest (bottom right corner) used
the average of 3 block sizes, trained on both (x,y,z)
point coordinates and spectral information. The red cir-
cle highlights how using all features helped to correctly
classify a troublesome low vegetation region. Likewise,
the red box highlights how the spectral data, in the ab-
sence of 3D coordinates, tends to classify all vegeta-
tion as tree, while the 3D-coordinates, in the absence of
spectral data tends to confuse impervious surfaces with
low vegetation. See Figure 4 for reference regrading
correctly classified regions in our submission.
In the second experiment, we investigated the ef-
fect of normalizing the z-coordinates to height-above-
ground, based on the DTM model. This was done both
in the absence (Figure 6) and presence (Figure 7) of
spectral information, which may not always be avail-
able. Figure 6 shows that in the absence of spectral
information, normalizing the 3D coordinates to height-
above-ground provides a cleaner and less-fragmented
classification at all scales, including the average.
As shown in Figure 7, the best classification results
are achieved when spectral information is available,
and after obtaining height-above-ground using a DTM.
Close scrutiny of the regions marked in red shows that
terrain-normalized input points improves the classifica-
tion, especially for parts of roofs. However, in general,
when spectral information is available, the results with-
out using a DTM are still reasonable. This is exciting,
as it opens the door to more streamlined point cloud
exploitation workflows that can directly ingest 3D data
in its original form. Furthermore, this may enable new
techniques for generating, at scale, more precise DTMs
based on the spectral content inherent in stereo-derived
point clouds (Tapper, 2016).
4.6. Extension to 2D Semantic Labeling
A primary contributions of our method is the com-
pact, 1D CNN architecture. This complements the input
data characteristics of point clouds in ways that tradi-
tional 2D CNNs do not. In other words, deep learning
methods that rely on mapping features to 2D image-like
maps, i.e. DSM or density maps (Su et al., 2015; Calt-
agirone et al., 2017; Liu et al., 2017) don’t take into ac-
count the increased complexity when adding new fea-
tures. In such a case, adding a new feature involves
concatenating the data with a new (full) 2D-channel,
subsequently requiring an additional set of 2D-filters
and greatly increasing the amount memory required.
On the other hand, our method operates directly on the
point cloud, representing each point with a 1D-vector.
Adding a new feature only requires appending each per-
point vector with a single value; this increases the width
of the 1D-convolutions by only one element in the first
layer and does not modify the rest of the network. This
advantage provides an elegant solution to the 3D multi-
sensor fusion problem, allowing us to readily combine
complementary information about the scene from dif-
ferent modalities for semantic segmentation.
Additionally, we show that this 1D architecture can
be easily extended to the traditional task of 2D-image
labeling. To handle 2D images, a preprocessing step
simply restructures the data from a raster representa-
tion to a 2D-array where each row represents a 3D-point
vector.The spatial position of each point corresponds to
the 2D-pixel coordinates, while the height value corre-
sponds to the digital counts in the DSM image. The
spectral information of each point is derived from the
corresponding image’s digital numbers. . We then train
our model as described previously, excluding the data
augmentation or multi-scale stages, due to the high res-
olution nature of the images which provided sufficient
training samples.
We qualitatively evaluated our method against two
relevant submissions from the Potsdam 2D-Semantic
Labeling Contest10. The first method, RIT L7 (Liu
et al., 2017) used a CRF model with an FCN and a logis-
tic regression classifier to fuse the normalized DSM and
10https://goo.gl/rN3Cge
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Figure 5: Results matrix showing the effect of training the network using different input features (rows), and at different block sizes (columns).
The submitted result to the ISPRS 3D Semantic Labeling Contest is shown in the bottom right. Red markers indicate regions of comparison. Class
color keys are shown at the bottom.
the spectral information, scoring an overall accuracy of
88.4%. The RIT L7 method was chosen for compar-
ison since it uses CRF to explicitly utilize contextual
information. The second method (unpublished), CA-
SIA2, fine-tuned Resnet101 (He et al., 2016) and used
only the spectral data, scoring an overall accuracy of
91.1%. The CASIA2 method was chosen for compar-
ison since it relies on a very large and computationally
intensive Network, in contrast to our very compact net-
work. For example, our network has about 1.9M param-
eters, while Resnet101 has about 44.5M parameters.
Figure 8 compares our output semantic labeling re-
sults against the RIT L7 and CASIA2 methods, for
two example 2D images. The circled areas in the up-
per image show that our method was able to correctly
(see the corresponding spectral image) classify chal-
lenging low-vegetation regions, which were incorrectly
classified as clutter by RIT L7, and had residuals of the
building class in CASIA2. Likewise, the circled regions
in the lower image shows that both our method and the
RIT L7 method produced good results when classify-
ing the center building. The CASIA2 method missed
the top right corner of the building; this is likely due
to a lack of consideration for height information. In-
cluding height information as another channel in a very
large model such as Resnet101 is not a trivial task due to
three-channel design. Also, even if height information
were included as a fourth channel, finetuning would not
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Figure 6: A comparison between training with (bottom) and without (top) a digital terrain model using only 3D-coordinates for block sizes.
be possible and training would be infeasible given the
limited number of images provided in the contest. This
highlights the advantages of our compact model: adding
another feature is as simple as adding a single value per-
point. And, given the relatively few number of parame-
ters, a simple data augmentation is sufficient to train our
network.
5. Conclusions
In this paper we present a deep learning framework
to semantically label 3D point clouds with spectral in-
formation. Our compact, 1D fully convolutional archi-
tecture directly consumes unstructured and unordered
point clouds without relying on costly engineered fea-
tures or 2D image transformations. We achieved near
state-of-the-art results using only the 3D-coordinates
and their corresponding spectral information. By de-
sign, our network can consume regions with varying
densities, and is able to learn local and global features in
an end-to-end fashion. Furthermore, our model is flex-
ible, and can be readily extended to 2D semantic seg-
mentation. Also, our experiments showed promising re-
sults when classifying unnormalized points. Given the
compact, end-to-end framework, and fast testing time,
our model has the potential to scale to much larger
datasets, including those derived from optical satellite
imagery. Future work will extend the model to operate
on optically derived point clouds, improve the perfor-
mance with respect to unnormalized points, and investi-
gate more fine-grained classes.
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