We consider an algorithm for construction of thick prismatic mesh layers which works as follows. A triangular surface mesh is specified as input. Then, thin initial layer of highly compressed hyperelastic material glued to the surface is constructed using robust algorithm for computation of discrete normals. This pre-stressed material expands, possibly with self-penetration and extrusion to exterior of computational domain. Special preconditioned relaxation procedure is proposed based on the solution of stationary springback problem. It is shown that preconditioner can handle very stiff problems related to construction of very thick one-cell-wide layers for rather fine surface meshes. Once an offset prismatic mesh is constructed self-intersections are then eliminated using iterative prism cutting procedure. Next, variational advancing front procedure is applied for refinement and precise orthogonalization of prismatic layer near boundaries. It is guaranteed that the resulting mesh is free from inverted prisms.
Introduction

1
High quality simulation of viscous flows imposes rather strict requirements on computational meshes near solid 2 boundaries. It it very important to construct meshes which provide orthogonality near boundary and precise control 3 over mesh element size in the direction orthogonal to boundary irrespectively of the size and shape of surface mesh 4 elements. Variational methods make this precise control possible [1] . Prismatic mesh layers consisting of triangular 5 prisms, hexahedra or general polygonal prisms are flexible enough to be incorporated into automatic mesh generators 6 while providing high quality mesh near boundaries. We consider semi-structured layers with the same mesh connec-7 tivity on each sublayer. In literature, sometimes more general case is considered where topology changes are admitted 8 for mesh quality improvement [2] . However, we do not consider this case. Prismatic mesh layer is considered to be 9 "thick" when its transverse size is comparable to the characteristic size of the geometric model. One can also call 10 prismatic layer thick when its height is considerably larger compared to mesh element size on the surface. 
20
In most cases we set θ = 4/5.
21
Since distortion measure (2) is minimized on the average, locally it can be quite large. In theory it can be infinite 22 on the set of zero measure. In practice it means that with mesh refinement quality of mesh cell can locally deteriorate.
23
In practice, one can control the spatial distribution of distortion measure without actual contraction of the set of takes large values in critical regions and is close to unity elsewhere.
27
In the process of minimization, elements with a larger weight tend to have a smaller value of distortion function 
32
Theoretical arguments suggest that in order to eliminate the local singularities of the distortion function the weight 33 distribution should be singular. However, this singularity is only reached in the limit of mesh refinement and for any 34 given finite mesh weight distribution is bounded. One cannot prove that resulting deformation is quasi-isometric as in
35
[8], [4] but numerical evidences suggest independence of the global mesh distortion bounds from the mesh size.
36
Suppose that domain Ω ξ can be partitioned into convex polyhedra U k . Then stored energy functional (1) can be 37 approximated by the following semi-discrete functional:
39 where x h (ξ) is continuous piecewise-smooth deformation.
40
In order to approximate integral over a convex cell U k one should use certain quadrature rules. As a result semi-41 discrete functional (3) is replaced by the discrete functional:
Here N k is the number of quadrature nodes per cell U k , C q denotes the Jacobian matrix in q-th quadrature node of U k ,
44
while β q are the quadrature weights and w q are values of weight function in the quadrature nodes.
45
The following majorization property should hold 
53
where 54
are arbitrary matrix factorizations of metric tensors G ξ and G x .
56
The corresponding discrete functional can be written as follows
Note, that in the presence of the control metrics exact majorization inequality can be violated and one should be 59 careful with quadrature rules in order to guarantee certain relaxed formulation for majorization, say in the form
61
where C is a constant. This inequality should guarantee that every intermediate iteration of the mesh generation 62 method has finite energy for mapping as a whole and not just for the finite set of quadrature nodes.
63
Suppose that a thin layer of hyperelastic material is glued to the surface of the body. This material is highly 64 compressed in the direction orthogonal to the surface. Now suppose that the surface of the layer opposite to the 65 domain boundary is freed which results in classical springback problem for pre-stressed hyperelastic material. Static 66 springback deformation can be found as a result of minimization of stored energy.
67
Elastic material is modelled by the one-cell-wide layer P of triangular prisms. For each prism P ∈ P the target 68 prism P t from the known prismatic layer in certain parametric manifold is specified. In order to construct such a 69 target prism we consider a triangle T which belongs to the oriented surface triangulation of the polyhedral surface
70
S . We map this triangle isometrically onto the plane x 3 = 0 in such a way that its normal is directed upwards and 71 build on it rectangular triangular prism with the height H(T ) equal to the prescribed thickness of the layer. Consider 72 piecewise-smooth deformation x h : P t → P as a solution of minimization problem for (3) with free boundary. When 73 equilibrium solution is attained the thickness of elastic material would approximate the prescribed one. Note that at 74 the springback relaxation stage material self-contact is ignored hence global overlaps are allowed.
75
Consider auxiliary prism P ε constructed on the same triangular base T with the vertices p i and p i +εν i , i = 1, . . . , 3.
76
Here p i are vertices of T , ε is certain small constant and ν i is the discrete unit normal to polyhedral surface S at the 77 vertex p i . Elastic deformation x h : P t → P ε is quite far from isometry since H(T ) generally is much larger compared 78 to ε. The tensions inside elastic material would move free surface away from the body.
79
Springback computation under strong compression is rather difficult. Hence we use the set of successive target 80 states in order to relax the stiffness of the problem. The sequence of target prisms defining deformations x h :
is constructed via gradual enlargement of the target height h from ε to H(T ).
82
Initial height ε is chosen in such a way that prismatic layer P ε is admissible. If for a small ε the layer still contains 83 inverted prisms then preliminary untangling problem is solved using technique from [4] . of the upper part of thick prism prevents further growth of the layer.
89
One can reformulate the above procedure in algebraic terms. For each prism we specify metric tensor G ξ in
90
Lagrangian coordinates in such a way that after minimization of (5) thin layer is obtained. Since target shapes are In order to approximate integral (3) over the cell U k one should use quadrature rules. In each prism elastic defor-96 mation is approximated by the bilinear mapping
Note that this function maps rectangular prism with half of unit square as a base onto triangular prism with 3d 99 vertices p 0 − p 5 . The numbering scheme for vertices is shown in Fig. 2 . In order to build mapping of target prism onto 100 current cell one has to use composition of mappings x(ξ) • η(ξ) −1 where function η(ξ) is similar to (7) .
101
The columns of the Jacobian matrix of mapping (7) can be written as
Hence the Jacobian matrix admits representation
Thus the majorization principle for polyconvex distortion measures [4], [6] can be applied which means that for This inequality provides natural geometric quadratures for construction of discrete distortion measure for prism. 
121
To summarize, one should use 6 vertex-based nodes and 6 vertical edge-based nodes in order to discretize functional 122 (3).
123
For the sake of simplicity one can try to use 6-node vertex-based quadratures. Numerical experiments have shown 124 that resulting discrete variational problems becomes much less stiff in a sense that number of iterations to reach 125 prescribed prism thickness is reduced but resulting layer may contain considerable number of twisted prisms with 126 degenerate mapping (7). In principle one can first construct thick vertex-based prismatic layer and then try to untangle 127 it using 12-node quadrature approximation. We were not able to make this scheme work. Untangling problem turned 128 out to be too stiff for solver from [4]. this procedure will create opposite layers with thicknesses close to
which means that in general found middle surface does not correspond to middle surface of overlap region.
155
Additional one-sided smoothing procedure is applied to the outer surface of the layer which can only reduce the 156 thickness thus avoiding possibility of reappearance of overlaps. This process is illustrated in Fig. 5 . Fig. 6(a) .
158
Intermediate springback solution is shown in Fig. 6(b) . Finite prismatic layer is quite thick and does not contain 159 degenerate prisms but may contain self-overlaps and boundary overlaps as shown in Fig. 6(c) . Elimination of self-
160
interections results in the mesh shown in Fig. 6(d) .
161
Additional smoothing is applied to the outer surface of layer. Its vertices are allowed to move along the transverse 162 edges of prisms. Smoothing procedure is based on the Laplace-Beltrami smoothing iterations applied to approximate 163 distance function computed along transverse edges of the prisms. Mean value discretization [7] is used to enforce 164 maximum principle. Smoothed surface is shown in Fig. 8(a) . 4. Layer refinement and orthogonalization
166
As soon as the offset surface along with the set of very long prismatic cells is constructed one has to split the layer 167 according to prescribed mesh size distribution in the direction orthogonal to the boundary. (Fig. 7(b) ), then, two-cell-wide layer is optimized (Fig. 7(c) ). Here the weight w(ξ) in 171 the lower cell is much larger than the one in the upper cell. As a result the lower cell is orthogonalized. Since upper 172 boundary of layer is fixed this procedure eventually leads to transfer of non-orthogonality from solid boundary to outer 173 boundary of layer. We can either dismiss certain outer fraction of layer or use the sequence of weights where difference 174 of weights on two layers eventually diminishes and tends to unity. The ratio of weights is largest in approximately 175 one-quarter or one-third of the total layer. One could also consider movement of vertices on the outer boundary during 176 optimization but here we do not use such an algorithm.
177
Successive splitting and orthogonalization are shown in Fig. 8 
(b)-(c). As one can see variational method is applied
178
only to one-cell-wide or two-cell-wide layers, while total number of sublayers can be arbitrary large. Final layer 179 which is orthogonal near boundary is shown in Fig. 8(d) . ) where z k ∈ R 3 , k = 1, . . . , n v are positions of mesh vertices.
185
Hessian matrixH of the function F is built of 3 × 3 blocksH i j =
Here matrixH i j is placed on the intersection 186 of i-th block row and j-th block column.
187
The Newton method for finding stationary point of the function can be written as follows
Here parameter τ l is found as approximate solution of the following 1d problem
We use simple binary subdivision to find approximate minimum.
193
The following simple iterative scheme was suggested in [5], [10] by settingH i j = 0 for i j in equations (8).
194
Hence each iteration reduces to independent solution of 3 × 3 linear system with matrixH ii in i-th mesh vertex. Note
195
that it follows from the polyconvexity of the stored energy that it is rank-one convex which in turn leads to positive 196 definiteness of the matricesH ii . Rank one convexity implicates that function F is convex as a function of three
197
variables -the components of z i , when all other vertices are fixed.
198
Unfortunately we have found that this small block Jacobi preconditioner would not allows us to attain target thick- 
206
Hence these linear systems can be approximately solved using preconditioned conjugate gradients method (PCG).
207
This algorithm was used with certain success for many years but eventually we have found that it cannot handle stiff 208 springback problems when target thickness of layer is quite large compared to the mesh size on the surface. Again,
209
for stiff cases we were just not able to attain target thickness of the layer.
210
In order to resolve this difficulty we introduced new preconditioner which we call double scaling technique. 
215
The next step is to apply permutation which allows to represent matrixH B as 3 × 3 block matrix with n v × n v blocks
Setting offdiagonal blocks inH to zero, one obtains three independent linear systems with n v × n v matricesH ii .
218
Preconditioned conjugate gradient technique is used for approximate solution with second order Cholesski factor-
It is well known that approximate PCG solution to linear system
starting from zero initial guess which was obtained with relative error can be formally written as
where R is certain symmetric positive definite matrix which in some sense approximates matrix A −1
226
Hence we eventually replaced inverse of full Hessian matrixH by the following matrix
Thus increment vector which is used in (9) is defined by equality 
Construction of prismatic layers for polyhedral surfaces with non-Lipschitz vertices
233
A number of algorithms was suggested in order to assign normal vectors to the vertices of the polyhedral surfaces.
234
Denote such a vertex by p, then vector n i is the unit normal to the adjacent triangle T i with vertices pp i p i+1 . Normal 
244
Assume that there exist a pair vertex p -adjacent triangle T with unit normal n, satisfying the following inequality 245 n T ν < β|ν| (12)
246
It means that discrete normal is almost tangential to the surface. In practice we use coefficient β = 1 − cos(π/9). If 247 such a pairs are present in the mesh, then for each "suspicious" vertex we suggest to apply the following algorithm.
248
Consider at the vertex p a convex cone K defined as the intersection of the half-spaces (x − p) T n i ≥ 0 defined by is reduced to standard quadratic programming (QP) problem.
256
Find vector ν ∈ R 3 via minimization of
258
where m is the number of adjacent faces for vertex p.
259
It is geometrically evident that vector ν is fully defined by 2 or 3 active faces, despite the fact that it can touch 260 larger number of planes.
261
Since the number of suspicious vertices is small we use direct search method to solve QP problem instead of 262 iterative technique. First we consider all pairs n i , n j , i j and check that the solution
satisfies all the remaining constraints (13). If such pair is not found, we seach for a triple of distinct normals n i , n j , n k 265 being the solution of the linear system n i n j n k T ν = (1 1 1) T .
266
If no admissible solution is found then exterior penalty solution of the overdetermined QP problem is used to 267 find the acceptable direction. Then several faces should be found which are not acceptable for this direction. The 268 remaining faces are marked as active for variational method.
269
Simple "two cubes" model with non-Lipschitz vertices is shown in Fig. 11 .
270
At least one of the prisms adjacent to non-Lipschitz vertex p should be degenerate and the Jacobian of mapping (7) 271 should attain zero or negative values. For such a prism another approximation scheme for variational method should 272 be used. Consider prism P adjacent to p and based on "bad" face. We exclude from the set of 12 quadrature nodes 273 those tetrahedra which contain at least two prism edges originating from vertex p. Remaining quadrature nodes serve 274 to guarantee nondegeneracy of this prism as a generalized polyhedron. 
277
illustrate the stress test where connectivity is not changed.
278 Fig. 12 shows surface mesh on TsAGI RSV and fragments of the prismatic layer.
279
Complex geometric structures on the surface of the model are shown in Fig. 13(a) . Fig. 13 highly skewed upper lid as shown in Fig. 14(a) . In order to make minimization problem less stiff one should use 298 sliding boundary conditions as shown in Fig. 14(a) . In many cases there is no need to construct offset surfaces and one-cell-wide thick prismatic layers. Hence the above 300 described technique while being very powerful becomes too complex and cumbersome. It has obvious drawbacks 301 when "locking" of transverse directions leads to sharp layer thickness decrease as shown in Fig. 14(c) . Note however,
302
that second application of the same technique to the outer boundary of the first layer allows to recover thick layer,
303
or even to mesh all the domain by the prismatic mesh. Still, the problem of smooth coupling of layers with variable 304 thickness is not trivial and may require some additional smoothing passes with a careful choice of target cell shapes.
305
Another drawback is related to contruction of the traces of the prismatic layer on the side surfaces ("side walls").
306
Single-cell-wide offset is not compatible with curved side walls.
307
Nevertheless suggested technique still can be very useful when mesh should follow the normal mesh size distribu-308 tion with very high precision irrespectively of the size and shape of the surface elements. Rather distorted cells can be 309 created at a certain distance from the boundary but inverted mesh cells cannot appear since they result in the infinite 310 value of the discrete stored energy.
311
Springback technique seems to be promising tool which can be used as a part of automatic fully hexahedral mesh 
