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Abstract
In a series of papers Bartlett, Douglas, Schommer-Pries, and Vicary
discovered a finite generators-and-relations presentation of the oriented
bordism bicategory. This simplifies the task of finding oriented once-extended
topological quantum field theories (123-TQFTs). We combine this result
with the theory of string-nets, specifically Kirillov’s generalization of the
theory to surfaces with boundary, and construct an oriented 123-TQFT based
on string-nets. Previously, string-nets were only understood at the level
of surfaces - in particular, it was not known how to assign linear maps to
cobordisms which changed the topology of the surface. We also reformulate
the extended Turaev-Viro theory developed by Balsam and Kirillov into the
bicategorical generators-and-relations formalism, and use this to prove that
the string-net and Turaev-Viro 123-TQFTs are equivalent.
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Opsomming
In ’n reeks artikels het Bartlett, Douglas, Schommer-Pries, en Vicary
’n eindige voortbringer-en-verwantskap voorstelling van die geo¨rienteerde
kobordisme bikategorie ontdek. Hierdie voorstelling vergemaklik die taak
om geo¨rienteerde eenmaaluitgebreide topologiese kwantumveldtoeriee¨ (123-
TKVTe) op te spoor. Ons kombineer hierdie resultaat met die teorie van
string-nette, veral Kirillov se veralgemening van die teorie na begrensde
oppervlakke, om sodoende ’n geo¨rienteerde 123-TKVT gebaseer op string-
nette te konstrueer. Voorheen was die teorie slegs verstaan vir oppervlakke -
byvoorbeeld, dit was nie bekend hoe om ’n lineeˆre transformasie te assosieer
met ’n kobordisme wat die topologie van die onderlinge ruimte verander
nie. Ons herformuleer ook die uitgebreide Turaev-Viro teorie ontwikkel
deur Balsam en Kirillov binne die bikategoriese voorbringer-en-verwantskap
raamwerk, en gebruik dit om te bewys dat die string-net en Turaev-Viro
123-TKVTe ekwivalent is.
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Chapter 1
Introduction
Given two manifolds M and M ′, are they homeomorphic? This is one of the
oldest and most enduring questions in topology. One of the most successful
techniques for answering this question is the computation of invariants. One
of the most well-known invariants of 3-manifolds were defined by Turaev and
Viro in their 1992 paper [30]. In the same paper, the authors also showed
that these invariants can be extended to a 3-dimensional topological quantum
field theory (TQFT). The notion of a TQFT was fully axiomatized by Atiyah
in 1990:
Definition 1. An n-dimensional TQFT is a symmetric monoidal functor
Z : Cobn VectC
where the objects of Cobn are closed (n− 1)-manifolds and the morphisms
are cobordisms between them.
At a minimum, every TQFT yields a numerical invariant of a closed 3-
manifold by viewing it as a cobordism from ∅ to ∅. However, TQFTs have
a far richer structure than merely computing numerical invariants. Indeed,
they are currently an active topic of research in their own right; in particular,
Lurie’s paper [22] has led to a renewed interest in studying TQFTs extended
to manifolds of codimension greater than 1. A 3-dimensional TQFT which
has been extended once is called a 123-TQFT (or simply an extended TQFT).
In their 2010 paper [2] Balsam and Kirillov described how the invariants of
Turaev and Viro may be reformulated as an extended TQFT. Their theory
takes as input a fixed spherical fusion category A and assigns the Drinfel’d
center Z(A) to S1. They did not consider manifolds with corners directly,
preferring to work with 3-manifolds with framed embedded tubes, which are
1
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closely related.
Akin to Atiyah’s axioms, the data of an extended TQFT may also be
described categorically (bicategorically, to be precise):
Definition 2. An oriented 123-TQFT is a symmetric monoidal pseudofunc-
tor
Z : Bordor123 ProfC.
where Bordor123 is a bicategory whose objects are closed 1-manifolds, 1-
morphisms are cobordisms between the objects, and 2-morphisms are
cobordisms between the 1-morphisms.
In a series of papers [6, 7, 8, 9] by Bartlett, Douglas, Schommer-Pries, and
Vicary, the authors discovered (among other things) a finite generators-and-
relations presentation F(O)1 of Bordor123.
Remark 3. At the time of writing, the paper [6] containing the proof of
the equivalence F(O) ' Bordor123 is still unpublished. However, note that [9]
shows that representations of F(O) correspond to modular categories, and
modular categories in turn are known [1, 29] to give rise to 3d-TQFTs.
The presentation simplifies the task of describing an extended TQFT, as one
merely needs to specify the data assigned to the generators, and then check
that all the relevant relations are satisfied. Indeed, this presentation is the
key ingredient in our results.
1.1 Results
The first main result of this thesis is the construction of an oriented 123-
TQFT based on string-nets. String-nets first appeared in the phyics literature
by Levin and Wen [21] as a physical mechanism for dealing with topological
phases of matter. Our work principally relies on Kirillov’s more mathematical
description [18] and generalization of the theory to surfaces with boundary.
Taking as input a fixed spherical fusion category A, we prove:
Theorem 4. String-nets have the structure of an oriented 123-TQFT, such
that Z123SN (S
1) = Z(A).
1This idea is analogous to taking the free group on a collection of generators, subject
to certain relations.
2
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Our second main result is a reformulation of Balsam and Kirillov’s
extension of Turaev-Viro theory into the bicategorical generators-and-
relations framework. It is known that string-nets are equivalent to the 2-
dimensional part of Turaev-Viro theory - in particular, Kirillov showed in
[18] that this correspondence also holds for surfaces with boundary. Our
third main result compares Turaev-Viro theory and string-nets as extended
TQFTs.
Theorem 5. We have an equivalence of oriented 123-TQFTs,
Z123SN (S
1) ' Z123TV .
3
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Chapter 2
Preliminaries
In this chapter we establish the common notions and notational conventions
which we shall use throughout the thesis.
2.1 Monoidal Categories
We shall take for granted the basic definitions and lemmas of introductory
category theory. A standard reference for readers unfamiliar with these facts
is the book by MacLane [23].
2.1.1 Basics
Definition 6. A category C is called monoidal1 if it is equipped with the
following data:
1. A bifunctor ⊗ : C×C C. For objects U, V ∈ C, we abuse the notation
and write their image as U ⊗ V := ⊗(U, V ). We call this bifunctor the
tensor product.
2. For objects U, V,W ∈ C, a natural isomorphism
αU,V,W : (U ⊗ V )⊗W U ⊗ (V ⊗W )
called the associator.
3. An object 1 ∈ C, called the unit and, for any object V ∈ C, natural
isomorphisms
λV : 1⊗ V V
1They are also called tensor categories.
4
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and
ρV : V ⊗ 1 V
called the left and right unitor respectively.
These structure maps are required to satisfy the triangle and pentagon
coherence equations - see [23].
Definition 7. A monoidal category C is called strict if its associator α and
left and right unitors λ and ρ are identity maps.
The following theorem allows us to treat monoidal categories as though they
were strict.
Theorem 8. [23] Every monoidal category is equivalent to a strict monoidal
category.
We make extensive use of this theorem. In particular, we omit the mor-
phisms α, λ, and ρ in the graphical calculus we define in Section 2.1.2. An
equivalent approach would have been to use non-strict monoidal categories,
but simply suppress the associators and unitors in the notation, making use
of MacLane’s well-known coherence theorem (See [23]).
Example 9. A basic example of a monoidal category is VectC, the category
of finite-dimensional complex vector spaces. The tensor product is simply
the usual vector space tensor product, and the unit object is the ground field
C.
Definition 10. A monoidal category C is called right rigid if for every object
X ∈ C there exists an object X∗, called the right dual of X, together with
maps
coevX : 1 X ⊗X∗
evX : X
∗ ⊗X 1
satisfying the so-called snake relations:
X
coevX⊗ idX X ⊗X∗ ⊗X idX⊗ evX X = idX
X∗
idX∗⊗ coevX X∗ ⊗X ⊗X∗ evX⊗ idX∗ X = idX∗ .
These maps are called2 the coevaluation and evaluation maps respectively.
There is an analogous definition for left rigid monoidal categories, where each
2After we have discussed the graphical calculus, we shall also call these maps the “cap”
and “cup” respectively.
5
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object has a left dual ∗X together with suitable coevaluation and evaluation
maps:
coevX : 1 ∗X ⊗X
evX : X ⊗ ∗X 1
satisfying analogous snake relations. Monoidal categories which are both left
rigid and right rigid are simply called rigid. Note that, in a rigid category, an
object’s right dual and left dual are not necessarily isomorphic. Moreover,
Definition 10 merely asserts that right duals exist, not that a specific right
dual has been chosen (for each X). For a right rigid category C, if we do
choose a right dual X∗ for each X, the operation of sending an object to its
dual can be extended to a contravariant functor, which we denote
∗ : C C.
Definition 11. A pivotal category is a right rigid monoidal category C
equipped with a monoidal natural isomorphism
Φ : idC ∗ ∗ .
In a pivotal category, a right dual X∗ can be used as a left dual as well.
Indeed, we set
1 coev
X
X∗ ⊗X := 1 coevX∗ X∗ ⊗ (X∗)∗ idX∗⊗Φ
−1
X X∗ ⊗X
X ⊗X∗ evX 1 := X ⊗X∗ ΦX⊗idX∗ (X∗)∗ ⊗X∗ evX∗ 1.
It is easy to see that these maps will satisfy the required snake relations. Thus
pivotal categories are automatically left rigid, and hence rigid. Since the left
and right duals of X coincide, we call X∗ a two-sided dual or, more simply,
just the dual of X. A pivotal category is called strict if Φ is the identity.
The following theorem allows us to treat pivotal categories as though they
were strict.
Theorem 12. [4] Every pivotal category is equivalent to a strict pivotal
category.
We make extensive use of this theorem throughout the thesis, as it greatly
simplifies the graphical calculus we define in Section 2.1.2.
6
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Definition 13. [3] A spherical category is a pivotal category C satisfying the
following extra condition: For any X ∈ C and any f ∈ Hom(X,X), we have
evX ◦ (f ⊗ idX∗) ◦ coevX = evX ◦ (idX∗ ⊗ f) ◦ coevX . (2.1)
The expressions on the left- and right-hand side of Equation 2.1 above are
known as the left and right trace of f respectively. In other words, a pivotal
category is spherical if for every endomorphism f , its left and right traces
are equal. In this case we may therefore simply speak of the trace of f , and
we denote it by tr(f).
The monoidal categories of interest to us shall have the property that their
hom-sets are not merely sets, but vector spaces, and with composition
bilinear. Such a category is called a monoidal linear category.3
Definition 14. A monoidal linear category C is called semisimple if
• C has finite biproducts (usually called direct sums),
• all idempotents in C split,4
• there exists a set Irr(A) = {Xi}i∈ I of objects, called simple objects,
such that Hom(Xi, Xj) ∼= δijC. Moreover, for any objects V,W ∈ C,
the natural composition map⊕
i∈ I
Hom(V,Xi)⊗ Hom(Xi,W ) Hom(V,W ) (2.2)
is an isomorphism.
In a semisimple category, any object V can be written as a direct sum of
the simple objects, where each simple object appears with the appropriate
multiplicity. That is,
V ∼=
⊕
i∈ I
niXi
where ni ∈ N counts the multiplicity of Xi.
3Technically, we are speaking of a monoidal category which is enriched over VectC. In
our case, the hom-spaces will always be finite-dimensional. See [16] for more details about
enriched categories.
4An idempotent p : A A is said to split if there exists an object B and maps
r : A B and i : B A such that p = i ◦ r and r ◦ i = idB .
7
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Remark 15. In the remainder of the thesis, we shall frequently abuse the
notation and write i for both the simple object Xi as well as its index. We
shall be careful to make sure that the precise meaning is clear from the
context.
Definition 16. A spherical fusion category is a rigid semisimple linear
spherical monoidal category, with only finitely many simple objects, and
such that the monoidal unit 1 is simple.
Example 17. A basic example of a spherical fusion category is the category
VectC[G] of complex G-graded vector spaces, where G is a finite group.
Spherical fusion categories are the basic algebraic ingredient for virtually all
the TQFT calculations to follow. Throughout the thesis, A shall always de-
note a spherical fusion category. For a detailed discussion of the properties
of spherical fusion categories we refer the reader to [11].
Since 1 ∈ A is simple, the maps evV ◦ coevV and evV ◦ coevV (which are equal
since A is spherical) simply amount to a complex number. This number is
called the dimension of V , and we denote it by dV . In accord with Remark
15, we write di for the dimension of the simple object Xi. We also define the
number
D =
√ ∑
i∈ Irr(A)
d2i (2.3)
called the dimension of A. It is known [12] that simple objects have nonzero
real dimension,5 which implies that D 6= 0.
Definition 18. A monoidal category C is called braided if it is equipped with
a natural isomorphism
BX,Y : X ⊗ Y Y ⊗X (2.4)
called the braiding, such that the hexagon equations hold - see [23] for details.
In the case where C is semisimple, we write Bi,j for the braiding of two simple
objects Xi and Xj.
Definition 19. A spherical fusion category is modular if it is braided and
the braiding satisfies the following non-degeneracy condition: The matrix S
defined by
Sij = tr(Bj,i ◦Bi,j) (2.5)
is invertible.
5For a diagrammatic proof of this fact, see [5].
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2.1.2 Graphical Calculus
Throughout the thesis, we make frequent use of the so-called tangle diagram
calculus for depicting morphisms in our categories. Tangle diagrams have
their roots in the paper of Roger Penrose [25], who used them to describe
tensor products of linear operators. Eventually, it was realised that these
diagrams had applications in more general situations. Through the papers of
Joyal and Street [13] [14] [15], tangle diagrams made their way into monoidal
category theory as an indispensable tool for depicting morphisms (and equa-
tions between them).
Though this graphical calculus is routinely used by experts (see for exam-
ple the standard references [29] and [1]) a systematic treatment of the theory
only appeared in 2010 in Selinger’s survey article [28]. In an attempt to make
the thesis as self-contained as possible, as well as to establish notational con-
ventions, we include a brief introduction of the basic idea. However, most
of the technical details will be omitted. For a more thorough treatment, we
refer the reader to Selinger’s paper.
Let C be a category. We depict a given morphism f ∈ HomC(X, Y ) as follows:
f
X
Y
Note that we think of the diagram as running “from top to bottom”. Thus
the source object X labels the top wire, and the target object Y labels the
bottom wire. The rectangular coupon (i.e. the box) is labelled by the mor-
phism f itself.
Composition in C is depicted by vertically stacking the relevant morphisms.
Let f ∈ HomC(X, Y ) and g ∈ HomC(Y, Z). Then we set
9
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fg
X
Y
Z
= g ◦ f
X
Z
(2.6)
A wire with no coupons is considered to depict the identity.
X
X
=
X
X
idX (2.7)
Monoidal Structure
Tensor product is depicted by stacking the relevant diagrams horizontally.
Thus, for f ∈ HomC(X, Y ) and g ∈ HomC(X ′, Y ′), we have
X X′
Y Y ′
f g =
X ⊗ Y
X′ ⊗ Y ′
f ⊗ g (2.8)
A string labeled by the monoidal unit 1 will be left blank. So, for example,
the diagram below depicts a morphism f ∈ HomC(X ⊗ Y, 1).
X Y
f
10
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Rigid and Pivotal Structure
Let C be a pivotal category. Recall that this implies that C is also rigid, with
X∗ the (two-sided) dual of X ∈ C. In order to make the graphical notation
more intuitive when dealing with dual objects, we also allow wires to have
arrows that point upwards. The following diagram shows how this is to be
understood:
X = X∗ (2.9)
In other words, an upwards arrow indicates that the wire is labelled by the
dual. Since X∗ is a two-sided dual, we have the maps coevX , evX , coevX ,
and evX . We adopt the following convention for depicting these maps as
tangle diagrams:
X X
:=
coevX
X X
X X
:=
evX
X X
X X
:=
coevX
X X
X X
:=
evX
X X
11
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Using the above convention, the snake relations have the following
diagrammatic form:
X
X
=
X
X
=
X
X
We may use the maps above to define isomorphisms:
HomC(X, Y ) HomC(1, Y ⊗X∗)
given by
f
X
Y
f
Y X
(2.10)
and
HomC(X, Y ) HomC(X ⊗ Y ∗, 1)
given by
f
X
Y
f
X Y
(2.11)
These isomorphisms are known colloquially as the “yanking moves”. In the
figures above, the strings are yanked to the right (of f). There are analogous
versions of these isomorphisms yanking the string to the left. The yanking
moves are used in various computations throughout the thesis.
12
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Spherical Structure
In tangle diagram notation, the sphericality condition is given as follows:
coevX
evX
X X =
coevX
evX
X X
Making use of our graphical conventions, we may write this more simply as
X = X
Recall that in a spherical fusion category, the diagrams above both represent
the dimension dX ∈ C.
Circular Coupons
Following Balsam and Kirillov, we allow circular coupons, in addition to
rectangular coupons, in our diagrams. This serves the purpose of making the
diagrammatic notation much more intuitive. Since circular coupons lack a
well-defined top and bottom (unlike rectangular coupons), it seems at first
that they are not a suitable choice for representing morphisms in tangle
diagrams. In the diagram below, for example, it is not clear to which hom-
space f belongs.
f
X
Y
(2.12)
We thus declare that each circular coupon represent a morphism which has
source equal to the monoidal unit 1 and that, moreover, each circular coupon
comes equipped with a distinguished initial half-edge. Graphically, we indi-
cate the initial half-edge by endowing it with a small red dot near the coupon.
13
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With these amendments, the ambiguity is removed. If the edges incident
to some coupon labeled by f are labeled by X1, · · · , Xk, starting with
the initial half-edge and then moving counterclockwise, we declare that
f ∈ HomA(1, X1 ⊗ · · · ⊗Xk).
X1 Xk
X2
f
In Diagram 2.12, if the top edge is the initial half-edge (see Diagram 2.13
below) then clearly f ∈ HomA(1, X∗ ⊗ Y ).
f
X
Y
(2.13)
It is easy to see that the circular coupon notation is equivalent to the standard
rectangular coupon notation via the following correspondence:
X2
X3
Xk
X1
f −→
Xk
X1X2
fX3 (2.14)
It can be shown that, up to a canonical isomorphism, a circular coupon is
independent of the choice of initial half-edge. Indeed, consider the following
equation:
14
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X2
X3
Xk
X1
f =
X2
X3
Xk
X1
f (1) (2.15)
The orange shaded areas represent neighbourhoods around a coupon within
their respective tangle diagrams. Outside of these neighbourhoods the two
tangle diagrams are identical, that is, they represent the same morphism.
The equal sign means that the two tangle diagrams are equal. The coupon
labels satisfy the equation:
· · ·
f (1)
X2 Xk X1
=
· · ·
f
X2 Xk X1
(2.16)
In other words, we may rotate the choice of initial half-edge for a coupon
counterclockwise provided we also change the coupon label according to the
equation above. This process may be iterated, with f (2) = (f (1))(1), and so
on. Lastly, we note that f (k) = f since A is pivotal.6
In their papers, Balsam and Kirillov do not make use of initial half-edges,
considering the labels f, f (1), f (2), . . . , f (k−1) to be, for all practical purposes,
equivalent. While this does not lead to problems in the vast majority of situa-
tions, ambiguities may nevertheless occur, as the following discussion7 shows.
Let X ∈ A be a self-dual simple object, let f ∈ HomA(1, X ⊗ X), and
suppose that the yanking move isomorphisms have been applied twice, as
shown below.
6See [1, Section 5.3] for details.
7The discussion given here mirrors the style of [31, Section 4.5].
15
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fX X X
Since HomA(1, X⊗X) ∼= HomA(X∗, X) ∼= C, the morphism above is a scalar
multiple of f .
f
X X X
= νX
f
X X
(2.17)
The scalar νX is called the Frobenius-Schur indicator. If we “pull the wires
straight” on the diagram on the left above, which is precisely the sort of
natural topological move we would like to be able to use, we notice that the
equation could be rewritten as
f
X X
= νX
f
X X
(2.18)
Clearly, if the red dots were not present, we would be tempted to conclude
that νX = 1, which does not hold in general.
In summary: It does not really matter which half-edge is chosen to be initial,
so long as that choice remains consistent throughout the given computation.
Being careful to do this, we shall omit the red dots from our diagrams
whenever doing so does not lead to confusion.
2.1.3 Useful Lemmas and Conventions
Let A be a spherical fusion category. Since we shall be using circular coupons
(almost exclusively) in our tangle diagrams, we define a functor An VectC
by
〈V1, · · · , Vn〉 := HomA(1, V1 ⊗ · · · ⊗ Vn). (2.19)
The yanking moves give an isomorphism:
〈V1, · · · , Vn〉 ∼= 〈V2, · · · , Vn, V1〉 (2.20)
16
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Indeed, this corresponds precisely to the operation of rotating the choice of
initial half-edge, i.e. f 7→ f (1). There is a natural composition map:
〈V1, · · · , Vn, X∗〉 ⊗ 〈X,W1, · · · ,Wm〉 〈V1, · · · , Vn,W1, · · · ,Wm〉 (2.21)
given by:
· · · · · ·
ϕ ψ
V1 Vn X X WmW1
◦X · · · · · ·
X
ϕ ψ
V1 Vn WmW1
(2.22)
We may write down an equivalent version of Equation 2.2 in terms of the
above composition:
⊕
i
〈V1, · · · , Vn, X∗i 〉 ⊗ 〈Xi,W1, · · · ,Wm〉
∼= 〈V1, · · · , Vn,W1, · · · ,Wm〉
(2.23)
Note that multiple applications of the composition 2.22 also gives a non-
degenerate pairing
〈V1, · · · , Vn〉 ⊗ 〈V ∗n , · · · , V ∗1 〉 C (2.24)
We denote this by ϕ ⊗ ψ 7→ (ϕ, ψ). Since the pairing is nondegenerate, we
have an isomorphism
〈V1, · · · , Vn〉∗ ∼= 〈V ∗n , · · · , V ∗1 〉 . (2.25)
Remark 20. We make use of the following summation convention: If
a diagram contains a pair of circular coupons, one with outgoing wires
labelled V1, · · · , Vn (proceeding counterclockwise, with the V1 half-edge
initial) and the other with outgoing wires labelled V ∗n , · · · , V ∗1 (proceeding
counterclockwise, with the V ∗n half-edge initial), and where the coupons
are labelled by pairs of letters ϕ, ϕ∗ (or ψ, ψ∗, and so on), this indicates
summation over the dual bases:
17
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V2
Vn
V1
ϕ
V ∗n
V ∗2
V ∗1
ϕ∗ =
V2
Vn
V1
ϕα
V ∗n
V ∗2
V ∗1
ϕα
(2.26)
On the right-hand side of the diagram above we are summing8 over α, and
ϕα ∈ 〈V1, · · · , Vn〉 and ϕα ∈ 〈V ∗n , · · · , V ∗1 〉 are dual bases9 with respect to the
pairing 2.24.
The following two lemmas are used repeatedly throughout the thesis. We
name them to make referencing them more intuitive. We omit the proofs,
referring the reader to [2].
Lemma 21 (The Resolution Lemma).
∑
i∈I
di
ϕ
ϕ∗
· · ·
· · ·
V1 Vk
V1 Vk
Xi = · · ·
V1 Vk
V1 Vk
(2.27)
Lemma 22 (The Fusion Lemma.). If the subgraphs A, B are not connected,
then
ϕ ϕ∗A B
V1
Vn
V1
Vn
= A B
V1
Vn
(2.28)
In the fusion lemma above, we mean that A and B are tangle diagrams with
no incoming or outgoing wires other than V1, · · · , Vn, however, a version of
the fusion lemma also holds if one (but not both) of either A or B does have
other outgoing wires.
8This is the Einstein summation convention.
9That is, (ϕα, ϕ
β) = δβα.
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The Drinfel’d Center
The following notion is ubiquitous throughout the thesis. The reader may
wish to consult [24] for more details.
Definition 23. Let A be a spherical fusion category. The Drinfel’d center
of A, denoted Z(A), is a monoidal category whose
• objects are pairs (Y,ΦY ) of an object Y ∈ A and a natural isomorphism
ΦY : Y ⊗− −⊗ Y (2.29)
called the half-braiding, which is compatible with the tensor product;
and whose
• morphisms from (Y,ΦY ) to (Y ′,ΦY ′) are morphisms in A from Y to Y ′
which commute with the half-braiding.
The monoidal structure on Z(A) is given by
(Y,ΦY )⊗ (Y ′,ΦY ′) = (Y ⊗ Y ′, (ΦY ⊗ id) ◦ (id⊗ ΦY ′)). (2.30)
We shall emply the convention of writing a bold green letter when referring
to elements of Z(A):
Y := (Y,ΦY ).
Remark 24. There is an obvious forgetful functor F : Z(A) A given by
Y 7→ Y . Using F , we follow Balsam and Kirillov and extend the graphical
calculus to include wires labeled by elements in Z(A) - such wires will be
drawn in green. For brevity we shall frequently choose to write Y instead of
F (Y), where Y ∈ Z(A), in our equations and diagrams.
We denote the half-braiding ΦY (V ) : Y ⊗ V V ⊗ Y diagrammatically by
YV
(2.31)
The following theorem, proved by Muger [24], is critical for establishing a
connection between Turaev-Viro and Reshetikhin-Turaev theory.
Theorem 25. Let A be a spherical fusion category. Then Z(A) is modular;
in particular, it is semisimple with finitely many simple objects, it is braided
and has a pivotal structure which coincides with the pivotal structure on A.
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Lemma 26. [2, Lemma 2.2] Let Y,Z ∈ Z(A). Define the operator
P : HomA(Y, Z) HomA(Y, Z)
by the formula:
P (ψ) =
1
D2
∑
i∈ Irr(A)
di ψ
Y
Z
Xi (2.32)
Then P is a projector onto the subspace HomZ(A)(Y,Z) ⊂ HomA(Y, Z).
Finally, we shall also need the following theorem.
Theorem 27. [2, Thm 2.3] Let F : Z(A) A be the forgetful functor and
let I : A Z(A), called the induction functor, be the (left) adjoint of F .
Then, for V ∈ A, one has
I(V ) =
⊕
r∈ Irr(A)
Xr ⊗ V ⊗X∗r (2.33)
with the half-braiding
I(V)W
given by
∑
j,k
√
dj
√
dk α
∗ α
pj
ik
I(V)
I(V)
j jV
W
W
k k
(2.34)
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where
pj :
⊕
r∈ Irr(A)
Xr ⊗ V ⊗X∗r Xj ⊗ V ⊗X∗j
and
ik : Xk ⊗ V ⊗X∗k
⊕
r∈ Irr(A)
Xr ⊗ V ⊗X∗r
are the natural projection and injection maps associated to the direct sum.
Recall that the injection and projection maps satisfy the following properties:
ik
pj
k kV
j jV
I(V) = δj,k j jV (2.35)
and
∑
k∈ Irr(A)
pk
ik
k kV
I(V)
I(V)
= I(V) . (2.36)
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2.2 Bicategories
In this section we review bicategories very briefly. The 123-TQFTs we define
in this thesis have bicategories as their source and target. For a slightly more
thorough introduction to bicategories, see [20].
Definition 28. A bicategory consists of the following data:
• A collection of objects x, y, z, . . ., also called 0-cells ;
• For each pair of 0-cells x, y, a category B(x, y), whose objects are called
morphisms, or 1-cells, and whose morphisms are called 2-morphisms or
2-cells ;
• For each 0-cell x, a distinguished 1-cell 1x ∈ B(x, x) called the identity
morphism or identity 1-cell at x;
• For each triple of 0-cells x, y, z, a functor ◦ : B(y, z)×B(x, y) B(x, z)
called horizontal composition;
• For each pair of 0-cells x, y, z, natural isomorphisms called unitors
idB(x,y) ◦ const1x ∼= idB(x,y) ∼= const1y ◦ idB(x,y) : B(x, y) B(x, y);
(2.37)
• For each quadruple of 0-cells w, x, y, z, a natural isomorphism called the
associator between the two functors from B(y, z) × B(x, y) × B(w, x)
to B(w, z) built out of ◦ such that the associators satisfy the pentagon
equation and the unitors satisfy the triangle equations.
We review the two most important examples of bicategories we shall need.
Example 29. There is a bicategory, denoted ProfC, defined as follows:
• Objects in ProfC are linear categories (i.e. VectC-enriched);
• Morphisms in ProfC are VectC-valued profunctors.10 Recall that
a profunctor F : C −7→ D is defined as an ordinary functor F :
DopC VectC.11 For two profunctors F : C −7→ D and G : D −7→ E ,
the composite
G ◦ F : Eop  C VectC
10We shall simply call them profunctors from now on, with values in VectC being
understood.
11Here  is Deligne’s tensor product - see [10].
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is defined by
(G ◦ F )(e, c) :=
⊕
d∈D
(G(e, d)⊗ F (d, c))/∼ (2.38)
where ∼ is the equivalence relation generated by the relation (g ·x, f) ∼
(g, x · f) for all g ∈ G(e, d), f ∈ F (d′, c), and x ∈ HomD(d, d′).
• The 2-morphisms in ProfC are called “maps of profunctors”. These are
simply natural transformations between the associated VectC-valued
ordinary functors.
It can be shown that with the above choices, all the required relations will
be satisfied. Lastly, note that ProfC also has a monoidal structure given
by the enriched tensor product. The objects of C  D consist of pairs
of objects (c, d) ∈ C × D, and the morphism vector spaces are given by
HomC⊗D((c, d), (c′, d′)) = HomC(c, c′)⊗k HomD(d, d′).
Example 30. There is a bicategory, denoted Bordor123, defined as follows:
• The objects in Bordor123 are closed oriented 1-manifolds, i.e. disjoint
unions of a finite (possibly zero) number of circles.
· · · (2.39)
• The 1-morphisms in Bordor123 are compact oriented 2-dimensional
cobordisms between the objects. For instance, the picture below is
a 1-morphism from one copy of S1 to two copies of S1.
(2.40)
Composition works by gluing the manifolds together in the obvious
way.
• The 2-morphisms in Bordor123 are 3-manifolds with corners which are
cobordisms between the 1-morphisms. For example, the 3-manifold
realizing the 2-morphism
=⇒ (2.41)
may be visualized as the “fusing together” of the two cylinders over
time.
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At each level, Bordor123 is also equipped with a monoidal structure, which is
simply given by disjoint union. This definition is only a sketch; for all the
technical details, see [27, Section 3.1.2].
2.3 PLCW Complexes
Piecewise-linear CW complexes, or PLCW complexes, are a kind of cellu-
lar decomposition of a manifold introduced by Kirillov [17]. They are less
general than CW complexes, but more amenable to computations than tri-
angulations. In particular, an analog of the Pachner moves exists for PLCW
complexes. We discuss these so-called elementary moves below - See Defi-
nition 34. Balsam and Kirillov [2] made use of PLCW complexes to rewrite
the definition of the Turaev-Viro invariant in PLCW complex terms. For the
convenience of the reader, we recall the theory here, following very closely
the style of [2]. We shall omit proofs - the full technical details may be found
in Kirillov’s paper.
We shall take for granted certain basic notions from piecewise-linear topology,
such as the definition of a triangulation, a piecewise-linear manifold, and so
on. A standard reference for piecewise-linear topology is the book by Rourke
and Sanderson [26].
Remark 31. In what follows, the word “manifold” denotes a compact,
oriented, piecewise-linear (PL) manifold. Likewise, the words “map” and
“homeomorphism” refer to PL maps and homeomorphisms. Note that in
dimensions two and three, the category of PL manifolds is equivalent to the
category of topological manifolds.
We make frequent use of the following standard notions:
• Bn = [−1, 1]n denotes the (closed) n-dimensional PL ball.
• Sn =
•
Bn+1 denotes the n-sphere.
• ∆n denotes the standard n-simplex.
• A bullet “•” above a topological space denotes its boundary.
• A circle “◦” above a topological space denotes its interior.
The basic idea is that a PLCW complex consists of a finite collection of cells,
glued together using attaching maps which satisfy various conditions.12 The
12See the full inductive definition of a PLCW complex in [17].
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kind of cells used in PLCW complexes are called regular cells, and we define
them below.
Definition 32. [17, Defn 3.3] A regular n-cell C ⊂ RN is the image of a
map
ϕ : Bn C
such that ϕ| ◦
Bn
is injective. The map ϕ is called a characteristic map for C.
For a regular cell C, we define
1. its interior
◦
C := ϕ
( ◦
Bn
)
, and
2. its boundary
•
C := ϕ
( •
Bn
)
.
The main point in making use of regular cells instead of simplices to construct
a PLCW complex is that the characteristic maps are permitted to identify
codimension-1 cells on
•
Bn. They may not, however, identify boundary points
arbitrarily, as is the case for CW complexes. For example, the standard CW
complex structure on S2, consisting of a single 2-cell attached to a single
0-cell, is not possible here.
Example 33. The figure below depicts an example of a regular 2-cell C.
L3
L4
L1
L2 B2
ϕ−→ C
Here ϕ maps both L1 and L3 onto the short horizontal line segment, L4 onto
the inner loop, and L2 onto the outer loop.
Finally, we may define a PLCW complex. As we mentioned previously, we
shall not give the full inductive definition found in [17]. Instead, we follow
the simpler description given in [2].
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Definition 34. [2, Defn 3.1] A PLCW decomposition of a 2- or 3-dimensional
PL manifold M (possibly with boundary) is a cellular decomposition which
can be obtained from a triangulation from any of the following three moves
M1, M2, M3, and their inverses (if M is 2-dimensional then only M1, M2
and their inverses).
• M1 (removing a vertex): Let v be a vertex (i.e. a regular 0-cell)
which has a neighbourhood whose intersection with the 2-skeleton is
homeomorphic to the “open book” shown below with k ≥ 1 leaves;
moreover, assume that all leaves in the figure are distinct 2-cells and the
two 1-cells are also distinct (i.e. not two ends of the same edge). Then
move M1 removes the vertex v and replaces the two 1-cells adjacent to
it with a single 1-cell.
Figure 2.1: Move M1. Image taken from [2, pg. 11].
• M2 (removing an edge): Let e be a regular 1-cell which is adjacent
to exactly two distinct 2-cells c1 and c2 as shown in the figure below.
Then the move M2 removes e and replaces the cells c1, c2 with a single
cell c.
Figure 2.2: Move M2. Image taken from [2, pg. 11].
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• M3 (removing a 3-cell): Let c be a regular 2-cell which is adjacent
to exactly two distinct 3-cells F1 and F2 as shown in the figure below.
Then the move M3 removes c and replaces the cells F1, F2 with a single
cell F .
Figure 2.3: Move M3. Image taken from [2, pg. 12].
If M is an oriented 3-manifold (possibly with boundary) and X a PLCW
decomposition of M , then we shall frequently write M for the pair (M,X),
and call M a combinatorial manifold - again following the terminology
of Balsam and Kirillov. For 2-dimensional manifolds, we use the term
combinatorial surface.
Example 35. The circle S1 admits a PLCW decomposition consisting of a
single 0-cell and a single 1-cell via the following sequence of moves, beginning
with the triangle.
u
v
w
remove w u
v
remove v u (2.42)
Similarly, starting with the surface of a tetrahedron, we may obtain the
following PLCW decomposition of S2.
u
This PLCW decomposition has one 0-cell, one 1-cell, and two 2-cells. Lastly,
we may also obtain a PLCW decomposition of the closed 3-ball consisting
of one 0-cell, one 1-cell, two 2-cells, and one 3-cell. This is done by starting
with the solid tetrahedron and eliminating vertices and edges, similarly to
the case for S2.
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The following theorem shows that the moves M1 − M3 play a role for
PLCW decompositions similar to the role that the Pachner moves play for
triangulations.
Theorem 36. [2, Thm 3.4] Let M be a PL 2- or 3-manifold with boundary,
and let X be a PLCW decomposition of ∂M . Then
(1) X can be extended to a PLCW decomposition Y of M which agree with
X on ∂M .
(2) Any two PLCW decompositions Y1 and Y2 of M which agree with X
on ∂M can be obtained from each other by a finite sequence of moves
M1,M2,M3 and their inverses (if M is 2-dimensional, only M1,M2
and their inverses are required).
Oriented Cells
Thus far, we have not discussed orientations of cells. Let M be an oriented
n-dimensional manifold with boundary and let X be a PLCW decomposition
of M . Then any n-cell C in X inherits an orientation from the orientation on
M in the obvious way. Notationally, we shall indicate an oriented cell using
boldface.
Definition 37. Let C be an oriented n-cell in X. We define ∂C, called the
boundary of C, to be the collection of all oriented (n−1)-cells on •C, counted
with correct multiplicity, and where the orientation on these (n− 1)-cells is
the induced orientation coming from the orientation on C.
When we say that (n− 1)-cells on the boundary of C are counted “with the
correct multiplicity” we mean that an unoriented (n− 1)-cell L may appear
twice as the boundary of C is circumnavigated. If this happens, then each
separate occurrence sees L with a different orientation.
Example 38. Consider the following PLCW decomposition of
M = S1 × [0, 1] ⊂ R2. Here M is equipped with the standard
counterclockwise orientation.
C
L1
L3L2 (2.43)
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Here C is the only 2-cell, and it is likewise oriented counterclockwise.
Circumnavigating its boundary, we see that
∂C = {L1,L2,L3,L1} .
The bar indicates that L1 and L1 have the opposite orientation. The
orientations of the 1-cells are shown as arrows in the diagram.
Lemma 39. [17, Lemma 9.4] Let M be an oriented PL n-manifold with
boundary and X a PLCW decomposition of M . Then
⋃
C
∂C =
(⋃
D
D
)
∪
(⋃
F
F ∪ F
)
where
• C runs over all n-cells of X, each taken with orientation induced by
the orientation of X
• D runs over all (n − 1)-cells such that D ⊂ ∂X, each taken with
orientation induced by the orientation of ∂X
• F runs over all (unoriented) (n − 1)-cells such that Int(F ) ⊂ Int(X),
and F and F are the two possible orientations of F .
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Chapter 3
123-TQFTs via generators and
relations
As discussed in the introduction, the generators-and-relations description of
123-TQFTs, discovered by Bartlett, Douglas, Schommer-Pries, and Vicary
[6, 7, 8, 9] is one of the main ingredients of this thesis, and is used in each
of the remaining chapters. Thus, in an attempt to make this thesis as self-
contained as possible (as well as to establish notational conventions), we
review their construction briefly here.
Firstly, we recall the definition of an oriented 123-TQFT.
Definition 40. An oriented 123-TQFT is a symmetric monoidal pseudo-
functor
Z : Bordor123 ProfC. (3.1)
Since Bordor123 is very complicated, finding symmetric monoidal pseudofunc-
tors out of it is a difficult problem. An analogous situation arises in group
theory when trying to find homomorphisms out of some complicated group
G. In that setting, the problem is greatly simplified if one can find a presen-
tation for G. The problem is then reduced to defining the homomorphism
on the generators and checking that the relations are satisfied. This suggests
the naive question: Can one make sense of the notion of a presentation for
Bordor123? The answer turns out to be yes.
Definition 41. [27] A presentation G for a bicategory consists of the
following finite collection of data:
• a collection of generating objects;
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• a collection of generating 1-morphisms, whose sources and targets are
composites of generating objects;
• a collection of generating 2-morphisms, whose sources and targets are
composites of generating 1-morphisms;
• a collection of relations, which are equations between composites of the
generating 2-morphisms.
Finally, we take the free quasistrict symmetric monoidal bicategory presented
by G. That means that we adjoin, at each level, all possible composites that
can be formed with the above data using the monoidal bicategory structure.
We denote this resulting bicategory by F(G).
The following definition is taken directly from [8].
Definition 42. [8, Definitions 3,4, and 7] The anomaly-free modular
presentation O is the presentation with the following generators and
relations:
• Generating object:
(3.2)
• Generating 1-morphisms:
(3.3)
• Invertible generating 2-morphisms:
α
α-1
ρ
ρ-1
λ-1
λ
(3.4)
β
β -1
θ
θ-1
(3.5)
Noninvertible generating 2-morphisms:
η
η†

†
(3.6)
ν
ν†
µ
µ†
(3.7)
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The relations are as follows:
• (Inverses) Each of the invertible generating 2-morphisms ω satisfies
ω ◦ ω -1 = id and ω -1 ◦ ω = id.
• (Monoidal) The generators in (3.4) obey the pentagon and unit
equations:
α
ϕ
α
α
α
α
(3.8)
α
λρ
(3.9)
• (Balanced) The data (3.4) and (3.5) forms a braided monoidal object
equipped with a compatible twist:
α
β
α
β
α
β
(3.10)
θ
β2
θ
θ (3.11)
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θ = id (3.12)
Note that the second hexagon axiom is redundant in the presence of a
twist
• (Rigidity) Write φl for the following composite (‘left Frobeniusator’):
φl :=
η α 
(3.13)
The left rigidity relation says that φl is invertible, with the following
explicit inverse:
φ-1l =
† α-1 η†
(3.14)
Similarly, write φr for φl rotated about the z-axis (‘right Frobeniusator’):
φr :=
η α-1 
(3.15)
The right rigidity relation says that φr is invertible, with the following
explicit inverse:
φ-1r =
† α η†
(3.16)
• (Ribbon) The twist satisfies the following equation:
θ
=
θ
(3.17)
• (Biadjoint) The data (3.6) expresses as the biadjoint of , while
(3.7) expresses as the biadjoint of . That is, the following equations
hold, along with daggers and rotations about the x-axis:
ν µ
= id (3.18)
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η 
= id (3.19)
These are 8 equations in total.
• (Pivotality) The following equation holds, together with its rotation
about the z-axis:
† µ† µ 
= id (3.20)
• (Modularity) The following equation holds, together with its rotation
about the z-axis:
†
θ, θ-1

µ† µ
(3.21)
• (Anomaly-freeness) The following equation holds:
† θ 
=
id
(3.22)
Theorem 43. [8, Corollary 1.2] There is a symmetric monoidal equivalence
Bordor123 ' F(O) between the oriented 3-dimensional bordism bicategory and
the bicategory generated by the anomaly-free modular presentation O.
Remark 44. It is worth emphasizing that, despite what their notation
would suggest, the generators of F(O) are algebraic, not topological, entities.
However, the equivalence in Theorem 43 allows us to treat them as though
they were actual surfaces, bordisms, etc. With this in mind, it is worth
stating what the implicit geometric realizations of the generators are:1
• the generating object represents a circle;
1The description of the geometric realizations given here is a shortened version of the
discussion on page 6 of [8].
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• the generating 1-morphisms represent the 2-dimensional bordisms
naively suggested by the pictured surfaces;
• the invertible generating 2-morphisms represent the invertible 3-
dimensional bordisms arising as mapping cylinders of diffeomorphisms
of the suggested pictured surfaces;
• the generating 2-morphisms η†, , and µ† represent the bordism
implementing the addition of a 2-handle, with η, †, and µ representing
the corresponding time-reversed bordisms;
• the generating 2-morphisms ν represents the bordism implementing the
addition of a 3-handle, with ν† the time reversed bordism of ν.
Using the above equivalence, oriented 123-TQFTs can, therefore, be found
via symmetric monoidal pseudofunctors Z out of F(O). The following dis-
cussion shows how we may do this in practice.2
Let G be a presentation of a bicategory, and denote by Fun(F(G),B) the
symmetric monoidal bicategory of symmetric monoidal homomorphisms from
F(G) to B, symmetric monoidal transformations between them, and symmet-
ric monoidal modifications between those, in the sense of [27].
Definition 45. [9, Defn 2.1] Given a symmetric monoidal bicategory B and
a presentation G, denote by RepB(G) the bicategory of G-structures in B,
defined as follows:
• an object is a strict symmetric monoidal functor F(G) B;
• a 1-morphism is a strict symmetric monoidal natural transformation;
• a 2-morphism is a symmetric monoidal modification.
Obviously, the definition above is incredibly terse. For a more detailed
description of RepB(G), we refer the reader to the discussion immediately
following [9, Defn 2.1].
Theorem 46. [27, Theorems 2.78 and 2.96] Given a presentation G, there
is a natural equivalence of bicategories
Fun(F(G),B) ' RepB(G). (3.23)
2There is much more which can be said regarding presentations of bicategories - for all
the technical details we refer the reader to the PhD thesis of Chris Schommer-Pries [27].
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Putting Theorem 43 and Theorem 46 together for the case where G = O and
B = ProfC, we observe that in order to give an oriented 123-TQFT Z, it
suffices to give an O-structure in ProfC. This is the technique we shall use
in this thesis. The following corollary describes the details of the required
data.
Corollary 47. To give an oriented 123-TQFT Z, it suffices to give the
following data:
• (objects) A VectC-enriched category Z(S1);
• (1-morphisms) For any objects A,B,C ∈ Z(S1), vector spaces3
Z( )ABC Z( )
AB
C Z( )
A Z( )A
• (2-morphisms) A family of linear maps
Z
( ) Z(ρ)
Z(ρ-1)
Z
( ) Z(λ-1)
Z(λ)
Z
( )
Z
( ) Z(α)
Z(α-1)
Z
( )
Z
( ) Z(β)
Z(β -1)
Z
( )
Z
( ) Z(θ)
Z(θ-1)
Z
( )
Z
( ) Z(η)
Z(η†)
Z
( )
Z
( ) Z()
Z(†)
Z
( )
Z
( ) Z(ν)
Z(ν†)
Z
( )
Z
( ) Z(µ)
Z(µ†)
Z
( )
such that all the relations of Definition 42 are satisfied.
Remark 48. In the description of the 2-generator data above, we have
omitted explicit mention of the objects of Z(S1) which would colour the
boundary circles. This is simply to make the presentation less cluttered;
naturally, the colours will be the same on both the source and target in each
case.
3These spaces are required to be functorial in the boundary labels.
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In addition to aiding us in the construction of oriented 123-TQFTs, Theorem
46 may also be used to check when two such TQFTs are equivalent; two
oriented 123-TQFTs will be equivalent precisely when their O-structures are
equivalent in RepProfC(O). For our purposes in this thesis, we shall only
require a special case of the general notion, which we record below.
Definition 49. Let Z and Z ′ be two oriented 123-TQFTs such that
Z(S1) = A = Z ′(S1).
Then Z is equivalent to Z ′ if for any objects A,B,C ∈ A there exists a family
of isomorphisms
Z( )ABC
ψpants
Z ′( )ABC Z( )
AB
C
ψcopants
Z ′( )ABC
Z( )A
ψcup
Z ′( )A Z( )A
ψcap
Z ′( )A
which commute with the actions of the generating 2-morphisms. More
precisely, for any generating 2-morphism Σs
κ
===⇒ Σt, the diagram
Z(Σs)
Z(κ)
Z(Σt)
⊗
σ
ψσ
⊗
ω
ψω
Z ′(Σs)
Z ′(κ)
Z ′(Σt)
(3.24)
must commute (for all compatible labelings of the boundary circles). Here σ
and ω run over all the generating 1-morphisms in Σs and Σt respectively.
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Chapter 4
String-nets
The notion of a string-net was first introduced in the physics literature by
Levin and Wen [21] as a physical mechanism for dealing with topological
phases of matter. In their model, the vector spaces assigned to surfaces arise
as the ground-state of a certain Hamiltonian operator. The same model also
appeared in Kitaev’s work [19] on quantum computation. Kirillov [18] then
described the model in more mathematical terms and showed that, at the
level of surfaces (with boundary), the Kitaev-Levin-Wen model was equiv-
alent to the Turaev-Viro1 model. In this chapter we shall give a detailed
review of Kirillov’s description, as it is a key ingredient in chapter 5.
4.1 Basics
Let Σ be an oriented surface, where we allow Σ to be non-compact, have
boundary, or have punctures. Let Γ be a finite unoriented graph which
is embedded in Σ.2 No two distinct vertices may overlap, and no edges
are allowed to intersect, apart from at the vertices themselves. If Σ has a
boundary, we permit Γ to have univalent3 vertices located on ∂Σ. The edges
meeting such boundary vertices are the only edges permitted to touch ∂Σ,
and they must do so transversely.
1We describe the Turaev-Viro model in detail in Chapter 6.
2Topologically, this means that each edge of Γ, including the vertices at its endpoints,
should be a compact 1-dimensional submanifold with boundary of Σ.
3A vertex is univalent if it has only one incident edge.
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(4.1)
Figure 4.1: An example of an embedded graph Γ. Note
that, in general, Γ need not be connected.
Next we label the vertices and edges of Γ with data coming from a fixed
spherical fusion category A. Denote the set of vertices of Γ by V (Γ) and the
set of oriented edges4 by E(Γ).
Definition 50. A labeling of Γ is a triple (l, , ϕ), where
• l assigns to each oriented edge e ∈ E(Γ) an object l(e) ∈ A, satisfying
l(e¯) = l(e)∗, where e¯ represents the same underlying edge as e, but
with the opposite orientation;
•  assigns to each interior vertex v a choice of initial half-edge v incident
to v;
• ϕ assigns to each interior vertex v a morphism
ϕv ∈ HomA(1, l(e1)⊗ · · · ⊗ l(en))
= 〈l(e1), · · · , l(en)〉
where the edges incident to v are e1, · · · , en, taken in counterclockwise
(using the orientation on Σ) order, each with an outgoing orientation,
and with e1 the initial half-edge.
A labeling is called simple if each l(e) is a simple object. Two labelings
(l, , ϕ) and (l′, ′, ϕ′) are called isomorphic if there exists a family f = {fe}
of isomorphisms
fe : l(e) l
′(e)
such that
4Recall that an oriented edge is an edge plus a choice of orientation (i.e. direction) for
that edge.
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• f commutes with the operation of changing edge orientation, and
• for each internal vertex v we have, f ◦ ϕv = ϕ′v. That is,
ϕV
fe1 fen
l(e1)
l′(e1)
l(en)
l′(en)
· · · =
ϕ′V
l′(e1) l′(en)· · · (4.2)
Note that for an internal vertex v, the choice of initial half-edge v and vertex
label ϕv are linked. So, if two labelings have identical values on all oriented
edges (so that fe = id for each e), then each vertex label (and hence each
choice of initial half-edge) must also be identical. Later, in Equations 4.8,
and 4.9, we shall see situations where the choice of initial half-edge is allowed
to change.
We adopt the convention of indicating vertex labels graphically by means of
circular coupons. We also indicate initial half-edges by means of a red dot
near the relevant vertex.
X1
X2
X3
X4
X5
ϕ
ψ
γ
(4.3)
Figure 4.2: A labeling of the graph in Fig. 4.1. Here
ψ ∈ 〈X2, X∗3 , X1〉, γ ∈ 〈X3, X∗2 , X4〉, and ϕ ∈ 〈X5, X∗5 〉.
Remark 51. When we are dealing with a labeled graph, we shall usually
abuse the notation somewhat and use the symbol Γ to refer to the graph
together with its labeling data.
Every labeled graph Γ defines a collection of data associated to the boundary
∂Σ. We have
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• a finite collection of points B = {b1, · · · , bn} ⊂ ∂Σ. These are the
positions of the univalent vertices which lie on the boundary;
• a collection {Vb}b∈B, where each Vb ∈ Obj(C) is the label of the edge
incident to the vertex at b, taken with an outgoing (i.e. “leaving” Σ)
orientation.
Definition 52. We call this data the boundary value of Γ, and denote it by
V = (B, {Vb}).
We denote by Graph(Σ,V) the collection of all labeled graphs on Σ which
have boundary value V, and by VGraph(Σ,V) the vector space of all formal
finite linear combinations of labeled graphs on Σ having boundary value V.
This definition, though very natural, has the drawback that VGraph(Σ,V) is
incredibly large. For instance, merely perturbing one of the edges by a small
isotopy results in a completely different labeled graph. We may address this
problem by means of an appropriate notion of equivalence between labeled
graphs. In the next two sections we describe the notion of evaluating a labeled
graph on the disk, and then use this to define the desired equivalence.
4.2 Evaluation
Let Σ be an oriented surface, as before. Let V be a choice of boundary
value for Σ and let Γ ∈ Graph(Σ,V). An embedded disk is pair (D, p),
where D ⊂ Σ is the image of the standard PL disk under some embedding,
and p ∈ ∂D is the image of the point (1, 0) under the embedding. Finally,
we impose the additional requirement that the edges of Γ intersect ∂D
transversely, that no vertices of Γ lie on ∂D and that no edges of Γ pass
through the point p. When no confusion can occur, we shall simply write D
when referring to such a disk. The diagram below depicts the portion of Γ
which lies in D.
V1
V3
V4
V5
V2
· · ·
Vn
Γ ∩D p (4.4)
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The edges leaving D are labeled V1, V2, · · · , Vn, moving from p counterclock-
wise around ∂D.
Consider the following procedure: Place the contents of Γ∩D inside the unit
square, scaling if necessary. Space n points evenly on the bottom edge of the
square, and connect the edges leaving D with these points as depicted in the
diagram below.
pΓ ∩D
V1 V2 V3 V4 V5 · · · Vn
(4.5)
Note that the connecting paths are not permitted to intersect one another.
It is immediate that this process results in a tangle diagram with circular
coupons, denoted 〈Γ〉D, in the sense of Section 2.1.2. Clearly, 〈Γ〉D is a
graphical depiction of a morphism from 1 to V1 ⊗ · · · ⊗ Vn. Finally, it
is immediate that the mapping Γ 7→ 〈Γ〉D can be extended linearly to
VGraph(Σ,V).
Definition 53. The morphism
〈Γ〉D ∈ 〈V1, · · · , Vn〉 (4.6)
is called the evaluation of Γ in D.
We know that algebraic relations between morphisms in A are mirrored in
various graphical relations between their representative tangle diagrams. For
instance, composition is depicted graphically by “merging” the coupons along
the adjoining edge - see Equation 2.6. In the case of a labeled graph Γ, we can
make sense of such graphical relations only locally - that is, in an embedded
disk D. The following theorem lists some of the more common and important
local relations satisfied by the evaluation.
Theorem 54. [18, Thm 2.3] Let Γ, Γ′ be labeled graphs on Σ and let D ⊂ Σ
be an embedded disk. Then the following holds:
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• If Γ ∩ D consists of a single vertex labeled by ϕ ∈ 〈V1, · · · , Vn〉, then
〈Γ〉D = ϕ. That is,
V1
V2
V3
V4
V5 · · ·
Vn
ϕ p = ϕ (4.7)
• If Γ∩D and Γ′∩D have the same underlying graph, and have isomorphic
labelings, then 〈Γ〉D = 〈Γ′〉D.
• If Γ ∩D and Γ′ ∩D differ only up to isotopy, then 〈Γ〉D = 〈Γ′〉D.
• Rotating the choice of initial half-edge gives the equality
V1
V2
V3
V4
V5 · · ·
Vn
ϕ p =
V1
V2
V3
V4
V5 · · ·
Vn
ϕ˜ p (4.8)
where
· · ·
ϕ˜
V2 Vn V1
=
· · ·
ϕ
V2 Vn V1
(4.9)
• The following “merging moves” hold.
1. For vertices:
...
...
V1
Vn
Wm
W1
X
ϕ ψ p =
...
...
V1
Vn
Wm
W1
ϕ ◦ ψ p (4.10)
2. For edges:
.
..
.
..
V1
Vn
Wm
W1
.
.
.
X1
Xk
ϕ ψ p =
.
..
.
..
V1
Vn
Wm
W1
Y
ϕ ψ p (4.11)
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where Y = X1 ⊗ · · · ⊗Xk.
• Suppose ϕ = a1ϕ1 + a2ϕ2 holds inside 〈V1, · · · , Vn〉. Then
V1
V2
V3
V4
V5 · · ·
Vn
ϕ p = a1
V1
V2
V3
V4
V5 · · ·
Vn
ϕ1 p + a2
V1
V2
V3
V4
V5 · · ·
Vn
ϕ2 p
(4.12)
• String-nets are linear with respect to direct sums. That is, if Y =
X1 ⊕X2, then
...
...
V1
Vn
Wm
W1
Y
ϕ ψ p =
...
...
V1
Vn
Wm
W1
X1
ϕ1 ψ1 p +
...
...
V1
Vn
Wm
W1
X2
ϕ2 ψ2 p
(4.13)
Here ϕ1 (resp. ϕ2) is the composition of ϕ with the projector X1⊕X2 →
X1 (resp. X1 ⊕X2 → X2), and similarly for ψ1, ψ2.
4.3 Equivalence
Let Σ be an oriented surface, possibly with boundary, and let V be a choice
of boundary value.
Definition 55. Let Γ = c1Γ1 + · · · + cnΓn ∈ VGraph(Σ,V), where each
Γi ∈ Graph(Σ,V), and let D ⊂ Σ be any embedded disk. We say that Γ is
a null graph if
〈Γ〉D = 0. (4.14)
Definition 56. Let Σ be an oriented surface, possibly with boundary, and
let V be a choice of boundary condition. Then we define the string-net space
as the quotient
Hstring(Σ,V) := VGraph(Σ,V)
/
Null(Σ,V) (4.15)
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where Null(Σ,V) is the subspace spanned by null graphs (for all possible
embedded disks D ⊂ Σ). Elements of Hstring(Σ,V) are called string-nets,
and we denote5 the equivalence class of Γ by 〈Γ〉.
In other words, two labeled graphs are equivalent if one can be transformed
into the other by making repeated local changes, for a multitude of different
embedded disks, using the relations in Theorem 54.
Remark 57. When making local changes in practice, it is usually
unnecessary to mention the particular embedded disk D (in which those
local relations take place) explicitly. Therefore, for expediency, we omit
mentioning it6 whenever no ambiguity may result.
Many local changes ultimately affect the string-net on a large scale. The
following theorem makes this precise, by showing that some of the local
relations have global analogs.
Theorem 58. [18, Thm 3.4] Let Γ, Γ′ ∈ Hstring(Σ,V). Then
• If Γ and Γ′ are isotopic, then 〈Γ〉 = 〈Γ′〉.
• If Γ and Γ′ have the same underlying graph, and have isomorphic
labelings, then 〈Γ〉 = 〈Γ′〉.
• The map Γ 7→ 〈Γ〉 respects linearity in vertex and edge colours, in the
sense of Theorem 54.
• There is a natural isomorphism Hstring(Σ1 q Σ2) ' Hstring(Σ1) ⊗
Hstring(Σ2).
Example 59. Let Γ be a string-net on S2. Then, it is easy to see that Γ may
be moved via isotopy such that the entirety of Γ lay inside some embedded
disk D. The graph Γ∩D has no incoming or outgoing edges, and hence 〈Γ〉D
will simply be a scalar, so that Γ is equivalent to some scalar multiple7 of
the empty string-net. Hence Hstring(S2) ∼= C.
5When no confusion can occur, we shall simply write Γ for the class 〈Γ〉, in keeping
with Kirillov’s conventions.
6See Corollary 60 for an example of how we shall routinely state and apply the local
relations.
7This scalar is independent of the specific way in which Γ was moved into D. This
is a consequence of the fact that A is a spherical fusion category. Indeed, this is what
motivated Barrett and Westbury to call such categories spherical in the first place - see
[3].
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The following corollaries illustrate some of the most useful consequences of
the local relations.
Corollary 60. [18, Thm 3.4] The following relations hold inside Hstring(Σ,V).
∑
i∈Irr(A)
di i
α
α∗
. . .
. . .
V1 Vn
V1 Vn
= V1 Vn· · · (4.16)
X = dX (4.17)
i
= 0 i ∈ Irr(A), i 6= 1 (4.18)
The shaded area in Equation 4.18 contains any subgraph such that the only
edge crossing the boundary is the one labelled by i.
Corollary 61. [18, Corollary 3.5] Let the unlabeled orange line be defined
as follows:
=
∑
i∈Irr(A)
di i (4.19)
Then the following relations hold:
(i) = D2 (4.20)
(ii)
α
α∗
. . .
. . .
V1 Vn
V1 Vn
= V1 Vn· · · (4.21)
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(iii) X = X (4.22)
The diagram on the left-hand side in (i) above is called the cloaking ele-
ment. Property (iii) shows why: the contents of any region can be hidden,
or “cloaked”, by surrounding it with the cloaking element. We therefore call
property (iii) above cloaking. It will play an important role in later calcula-
tions. The reason for this is easy to see: cloaking allows us to overcome any
topological obstructions to moving string-nets around on Σ.
We end off this section by noting that the string-net space is natural
with respect to diffeomorphisms of the underlying surface. Intuitively, the
labeled graphs simply “flow” along the diffeomorphisms. If Σ
f
Σ′ is a
diffeomorphism, we write
f# : H
string(Σ,V)
∼= Hstring(Σ′,V) (4.23)
for the pushforward map.
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Chapter 5
The string-net 123-TQFT
In this chapter we use Corollary 47 to define a generators-and-relations
oriented 123-TQFT based on string-nets as described in Chapter 4. We
take as input a fixed spherical fusion category A, and denote our yet to be
defined 123-TQFT by Z123SN . This construction is new.
5.1 String-nets and the Drinfel’d center
Let N be a compact oriented surface whose boundary components {∂Na}are
indexed by some finite set A.
Definition 62. A colouring of (the boundary components of) N is a choice
of object Ya ∈ Z(A) for each a ∈ A. A colouring is called simple if each Ya
is simple.
We wish to make precise the notion of a space of string-nets whose boundary
values are determined by a colouring. We shall need the following definition.
Definition 63. Let Y ∈ Z(A). Then we define the string-net PY on
S1 × [0, 1] by
PY =
1
D2
Y (5.1)
Here the unlabeled orange loop is the same as in Corollary 61 and the green
string lies on the arc {(−1, 0)}× [0, 1]. The half-braiding between the orange
and green strings is the same as in Equation 2.31. Now PY is an idempotent,
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in the following sense: If we glue PY to itself vertically in the obvious way
and denote the resulting string-net by P 2Y , then it is easily computed that
P 2Y =
(
1
D2
)2 Y
Y
=
1
D2
Y = PY . (5.2)
The idea is that one orange loop “slips” past the other via cloaking, and
then disappears, producing a factor of D2 - see Corollary 61. Finally, we
may define the desired string-net space.
Definition 64. Let {Ya} be a colouring of N , and let {ψa} be a family of
parametrizations
ψa : S
1 ∂Na
of the boundary components. Then we define Hstring(N, {ψa}, {Ya}) to be
the space of string-nets on N having the boundary value ({ψa(−1, 0)}, {Ya})
and which satisfy the additional property that Γ · PYa = Γ for each a ∈ A,
where Γ · PYa indicates the operation of gluing1 PYa onto Γ at ∂Na.
In other words, a string-net Γ in Hstring(N, {ψa}, {Ya}) has a univalent, un-
labeled vertex at each point ψa(−1, 0) ∈ ∂Na. The edge incident to each
point ψa(−1, 0) has an outgoing (i.e. “leaving” the surface) orientation and
is labeled by the colour Ya associated to ∂Na. Finally, because gluing on the
idempotent PYa leaves Γ unchanged (for each a ∈ A), Γ behaves as though
all of the boundary components have been cloaked.
In the following example we investigate the string-net space of the 2-
punctured sphere (i.e. the cylinder). This space will occur many times
throughout the remainder of the thesis, and serves as a useful setting to
exemplify several key techniques for manipulating string-nets.
1Note that the parametrization is needed in order to make the gluing well-defined.
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Lemma 65. Let N = S1 × [0, 1], let the boundary circles have the obvious
parametrization, and let the top and bottom boundary circles be coloured by
X and Y respectively. Then we have an isomorphism
Φ : HomZ(A)(1,X ⊗Y) Hstring(N, {X,Y})
defined by
F Φ
(
1
D2
)2
X
Y
F (5.3)
Proof. Firstly, we note that Φ is linear by Equation 4.12. Next we show that
Φ is surjective, let Γ ∈ Hstring(N, {X,Y}). We may assume without loss of
generality that Γ consists of a single connected labeled graph.
X
Y
Γ
The wires labeled by X and Y intersect ∂N at {(−1, 0)} × {1} and
{(−1, 0)} × {0} respectively. The property Γ · PX = Γ = Γ · PY yields
the following:
X
Y
Γ =
(
1
D2
)2
X
Y
Γ
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Using isotopy, move all the vertices of Γ into an embedded disk D near the
“center” of N and then repeatedly apply the vertex and edge merging moves
(Equations 4.10 and 4.11) until Γ is in the following form.
(
1
D2
)2
X
Y
g
V
Next, since the top2 boundary circle is cloaked, we may move the edge labeled
by V past to obtain
(
1
D2
)2
X
Y
g
V
We may then merge the little blue loop into the vertex labeled by g, yielding
some new vertex label, say f . Lastly, we may “cloak” the vertex labeled by
f with orange loop (weighted by 1D2 ). Adding such a loop to the string-net
is possible since the boundary circles are cloaked.3
2We could equivalently have used the bottom boundary circle.
3We may simply drag the loop past the boundary circles, where it will eventually
evaluate to D2.
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(
1
D2
)3
X
Y
f
Making use of Lemma 26, we observe that
1
D2
f
X
Y
= P (f) ∈ HomZ(A)(1,X ⊗Y).
Therefore, by definition, Φ(P (f)) = Γ, so that Φ is surjective. Finally, to
see that Φ is injective, we combine Theorem 7.3 in [18] with Example 8.6 in
[2] to observe that the source and target spaces of Φ have the same (finite)
dimension.
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Remark 66. In many situations (indeed, in virtually all of our remaining
calculations in this chapter) it shall be convenient for us to colour the top
boundary circle of the cylinder by the dual X∗. In this case, we have
Hstring(N, {X∗,Y}) ∼= HomZ(A)(1,X∗ ⊗Y) (5.4)
∼= HomZ(A)(X,Y) (5.5)
where the final isomorphism is the familiar yanking move. Let F ∈
HomZ(A)(1,X∗ ⊗ Y), and let F̂ denote the image of F under the yanking
move above. Then we define
PF̂ = Φ(F ),
where Φ is the isomorphism given in the previous lemma. Note that, under
this convention, the idempotent in Definition 63 satisfies
PY = P1Y .
The following corollary, which deals with the situation where the objects
colouring the boundary components are simple, shall be particularly useful
when we define the actions of the generating 2-morphisms.
Corollary 67. Let N = S1× [0, 1], let X∗ and Y be a simple colouring of the
top and bottom boundary circle respectively, and let f ∈ HomA(1,X∗ ⊗Y).
Then the following identity holds:
X
Y
f =
δX,Y
dY
f Y
Y (5.6)
Proof. As in the proof of Lemma 65, cloak the vertex with a weighted orange
loop. This projects f onto the subspace
HomZ(A)(1,X∗ ⊗Y) ∼= HomZ(A)(X,Y).
Since X and Y are simple, we have
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1D2
f
X
Y
= k δX,Y Y (5.7)
for some scalar k. Taking the trace of both sides of 5.7, we obtain
k =
1
D2
δX,Y
dY
fY =
δX,Y
dY
f Y . (5.8)
In the second equality above we use isotopy to expand the orange loop until
the trace of f lies entirely inside it. After that, the orange loop evaluates
to D2. A similar result holds for the once-punctured sphere. Indeed, if Y is
simple and f ∈ HomA(1,Y) then we have
Y
f
= δ1,Y f 1
id
. (5.9)
Here the isolated vertex label f simply represents a scalar. We leave the proof
of 5.9 as a simple exercise for the reader. Analogous techniques to those used
for the 2-punctured sphere can be applied to the n-punctured sphere also,
and doing so yields the following theorem.
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Theorem 68. Let S2n denote the 2-sphere with n boundary circles, let {ψa}
be a parametrization of the boundary circles, and let {Ya} be a colouring of
S2n. Then we have an isomorphism
HomZ(A)(1,Y1 ⊗ · · · ⊗Yn) ∼= Hstring(S2n, {ψa}, {Ya}). (5.10)
defined by
F
(
1
D2
)n
· · ·
F
Y1 Yn
. (5.11)
We end this section by noting that Hstring(N, {ψa}, {Ya}) is natural with
respect to diffeomorphisms of N . Indeed, if f : N N ′ is such a
diffeomorphism, then there exists a push-forward map
f# : H
string(N, {ψa}, {Ya})
∼= Hstring(N ′, {ψ′a}, {Ya}) (5.12)
where ψ′a = f ◦ ψa for each a.
5.2 Generators
We are now ready to define the string-net generators-and-relations 123-
TQFT. Firstly, we need a VectC-enriched category assigned to S
1. We choose
this category to be the Drinfel’d center of A.
Z123SN Z(A) (5.13)
For objects X,Y,Z ∈ Z(A), we define
Z123SN ( )
X := Hstring( ,X∗),
Z123SN ( )X := H
string( ,X).
Z123SN ( )
X
YZ := H
string( ,X∗,Y,Z),
Z123SN ( )
XY
Z := H
string( ,X∗,Y∗,Z).
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It is easy to see that the assignment of vector spaces above is functorial4 in
the colours of the boundary circles. We demonstrate this below using
and as examples.5
Given F̂ ∈ HomZ(A)(X,Y) and Γ ∈ Z123SN ( )X , we use isomorphim 5.4 to
construct have a map
Z123SN ( )X Z
123
SN ( )Y
by gluing PF̂ onto Γ in the obvious way. We write Γ 7→ Γ · PF̂ and depict it
graphically as
X
Γ
X
Y
F
Γ
(5.14)
Similarly, given Ĝ ∈ HomZ(A)(Y,X) and Γ ∈ Z123SN ( )X , we obtain a map
Z123SN ( )X Z
123
SN ( )Y
by gluing PĜ onto Γ, but “upside down” this time. That is, we glue the
bottom part of PĜ onto Γ, instead of the top part like we did for . This
time we write Γ 7→ PĜ · Γ, and depict it graphically as
X
Γ
Y
G
X
Γ
(5.15)
4Covariantly in the colours of the “bottom” boundary circles, and contravariantly in
the colours of the “top” boundary circles.
5The argument is similar for and .
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Next we investigate the vector space assigned to a composite of the generating
1-morphisms. Let Σ be such a composite, with m top boundary circles
and n bottom boundary circles, labelled by X1, · · · ,Xm and Y1, · · · ,Yn
respectively. Then, by Definition 2.38, we have
Z123SN (Σ)
X1···Xm
Y1···Yn =
⊕
L
⊗
σ
Z123SN (σ)
/
∼ (5.16)
where the tensor product ranges over all 1-generators σ appearing in the
decomposition of Σ, and the direct sum ranges over all possible labellings
(with objects in Z(A)) of the internal boundary circles. Each generating
profunctor Z123SN (σ) is computed using the boundary conditions induced from
L and the given boundary conditions on the top and bottom circles.
Unpacking Equation 5.16 we see that, in the string-net setting, the relation
∼ has the following graphical description :
(
1
D2
)2
F
Y1
Y1
Y2
Γ1
Γ2
=
(
1
D2
)2
Y2
Γ2
Y1
Y2
F
Γ1
(5.17)
In the picture above, F ∈ HomZ(A)(Y1,Y2), Γ1 ∈ Z123SN (σ1), and Γ2 ∈
Z123SN (σ2), where σ1 and σ2 are adjacent 1-generators in Σ.
In other words, the relation (in conjunction with 5.4) allows us to move
string-net data from σ1 “isotopically” through the internal boundary circle
to σ2, as though σ1 and σ2 were actually glued together. If we let
Σ̂ denote the surface obtained by gluing together all the generators in
Σ along the internal boundary circles, the relation ∼ therefore suggests
that string-nets in Z123SN (Σ)
X1···Xm
Y1···Yn behave exactly like string-nets in
Hstring(Σ̂, {X∗1, · · · ,X∗m,Y1, · · · ,Yn}). In order to prove this, we shall need
the following result.
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Lemma 69 (The Lasso lemma). Suppose that the string-net depicted on
the left-hand side of the equation below, where j ∈ A, occurs locally on an
annular region of some surface. Then the following equality holds:
j =
(
1
D2
)2∑
r,s
√
dr
√
ds
j
j
I(j)
ir
ps
r
s
(5.18)
Proof. Using the orange loop and the definition of the half-braiding on I(j)
6 the right-hand side of 5.18 becomes
(
1
D2
)2 ∑
k,r,s,l,m
dk
√
dr
√
ds
√
dl
√
dm
j
j
j
I(j)
I(j)
ir
pl
im
ps
αα∗
r
s
l l
m m
k k
Next, using the properties of the injection and projection maps, we obtain
(
1
D2
)2 ∑
k,r,s
dkdrds
αα∗
j
j
r
s
r
s
k
6For a reminder about the half-braiding and the injection and projection maps ir and
ps, see Equations 2.34, 2.35, and 2.36.
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The claim now follows immediately from the following fact:
(
1
D2
)2 ∑
k,r,s
dkdrds
r
k
s
α α∗ = 1
Finally, we are able to prove the following theorem.
Theorem 70. Let Σ be a composite of the generating 1-morphisms of F(O),
and let the top- and bottom boundary circles of Σ be labeled by X1, · · · ,Xm
and Y1, · · · ,Yn respectively. Let Σ̂ be the surface obtained by gluing the
generators in Σ together along the internal boundary circles. Then we have
an isomorphism
Z123SN (Σ)
X1···Xm
Y1···Yn
∼= Hstring
(
Σ̂, {X∗1, · · · ,X∗m,Y1, · · · ,Yn}
)
. (5.19)
Proof. Using Equation 5.16, we define a map
Ψ :
⊕
L
⊗
σ
Z123SN (σ)
/
∼ Hstring
(
Σ̂, {X∗1, · · · ,X∗m,Y1, · · · ,Yn}
)
(5.20)
and demonstrate that it is an isomorphism. Fix a simple labeling L, and let⊗
σ
Γσ ∈
⊗
σ
Z123SN (σ), where Γσ ∈ Z123SN (σ) for each 1-generator appearing in
the decomposition of Σ. Then we define Ψ
(⊗
σ
Γσ
)
to be the string-net on
Σ̂ which looks like Γσ in each component σ, where the string-nets Γσ have
been glued together along internal boundary circles in the obvious way.
We note immediately that Ψ is well-defined and one-to-one because elements
are equivalent under ∼ precisely when their images are equivalent under
isotopy, as well as the usual string-net relations on each 1-generator σ. It
remains therefore to show that Ψ is surjective.
Let Γ ∈ Hstring
(
Σ̂, {X∗1, · · · ,X∗m,Y1, · · · ,Yn}
)
. We may, without loss of
generality, assume that
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(a) Γ is in general position7 with respect to the internal boundary circles
(this can always be achieved via isotopy);
(b) Γ consists of a single connected labeled graph;
(c) and that there is only a single edge lying across each internal boundary
circle. Indeed, if there were multiple edges, we may replace them with
a single edge using Lemma 21. We denote by Vij the label of edge lying
between σi and σj. If there are two internal boundary circles between σi
and σj (as in the case of ), we denote the label of the edge traversing
the second internal boundary circle by V ′ij.
Having made these assumptions, we apply the Lasso Lemma (Equation 5.18)
in an annular neighbourhood of each internal boundary circle. For simplicity,
let us assume that the orange loops created this way lie exactly on the
boundary circles. We now make several observations:
(1) We immediately have a colouring of each internal boundary circle.
Indeed, the colour of the boundary circle between σi and σj is I(Vij)
(if there is a second circle, its colour is I(V′ij)).
(2) Interposing8 the idempotent PI(Vij) (or I(V
′
ij), when required) at the
internal boundary circle between σi and σj leaves Γ unchanged.
Finally, writing Γσ for the part of Γ which lies on σ, we see from observation
(2) above that
⊗
σ
Γσ determines an element of Z
123
SN (Σ)
X1···Xm
Y1···Yn . It follows
that Ψ is surjective.
Next we define the actions of the generating 2-morphisms. Note that, by
Lemma 5.3 of [9], it suffices to define these actions on spaces where bound-
ary circles have been labeled by simple objects in Z(A). We shall therefore
make this assumption in the remainder of Chapter 5.
7Recall that this means that no vertices of Γ may lie on the internal boundary cirlces,
and edges may only cross them transversely.
8Said more simply, adding an orange loop (weighted by 1D2 ) near any internal boundary
circle leaves Γ unchanged.
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The Invertible 2-Generators
Recall9 that each of the invertible 2-generators arise from mapping cylinders
of diffeomorphisms of the underlying surfaces. The action of these generators
is simply defined to be the pushforward along the associated diffeomorphisms.
• α and α-1
Z123SN (α)
(5.21)
Z123SN (α
-1)
(5.22)
• ρ, λ, and their inverses
Z123SN (ρ)
Z123SN (ρ
-1)
Z123SN (λ)
Z123SN (λ
-1)
(5.23)
9See Remark 44.
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• θ and θ-1
Y
Z123SN (θ
-1) Y
Y
Z123SN (θ) Y
(5.24)
• β and β -1
Z123SN (β) (5.25)
Z123SN (β
-1) (5.26)
The non-invertible 2-generators
We begin with µ, η, and †. We write down the actions first, and then give
a brief topological motivation for the chosen definition.
1
id
id
1
Z123SN (µ)
1
1
id
id
(5.27)
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Z123SN (η) (5.28)
Z123SN (
†) (5.29)
Each of µ, η, and † represent the bordism implementing the removal of a 2-
handle. That is, two disks are deleted and an annulus glued into their place.
Since the annulus has nonzero genus, acting in this way on a string-net space
may introduce an ambiguity. For example, in the case of †, should the Y
strand be moved to the left or to right before removing the 2-handle? In or-
der to fix the ambiguity, we are therefore required to add a cloaking element
along the center of the glued annulus.10
We proceed next to µ†, η†, and . As before, we give the actions first and
then provide a brief motivation.
Z123SN () δk,1 (5.30)
10As an additional topological motivation we add that, in Reshetikhin-Turaev (RT)
theory, it is known that the cloaking element indicates 2-handle attachment. Of course, this
is precisely what the 2-generators themselves do - see Remark 44. One subtle distinction
is that, in our case, the simple objects labeling the cloaking element live in A.
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YY
j
f
g
Z123SN (µ
†)
δ1,j
Y
f
g
Y
(5.31)
Z123SN (η
†) δj,1 (5.32)
For each of µ†, η†, and , these 2-morphisms represent the bordism imple-
menting the addition of a 2-handle. That is, an annular region of the surface
is excised and disks glued on in its place. Intuitively speaking, when this pro-
cess acts upon an element of the string-net space, one could say that because
the annulus has nonzero genus, it is not always possible to “evacuate” strings
safely before the annular region is removed. We interpret this as the trapped
strings getting cut - in the definitions, we indicated this via the Kronecker
delta.
Finally, for ν and ν†, the source and target spaces are each isomorphic to C,
so in this case the actions are easier to guess.
Z123SN (ν) 1
D2
Z123SN (ν
†)
(5.33)
The diagrams on the source and target (for ν or ν†) represent the trivial
string-nets on their respective spaces. The factor 1D2 appearing above is
difficult to motivate from merely the topology represented by ν - it is forced
upon us by the adjunction relations.
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5.3 Relations
In this section we prove the main result of this chapter, namely, that Z123SN
defines an oriented 123-TQFT.
Theorem 71. The actions of Z123SN on the generating 2-morphisms satisfy the
relations of Definition 42, and hence Z123SN defines an oriented 123-TQFT.
Proof. We check the relations one at a time.
• Monoidal: The monoidal relations are trivially satisfied, and are left as
an easy exercise for the reader.
• Adjunction: For the ν-µ adjunction, both of the following composites,
as well as their rotations about the x-axis, are clearly equal to the
identity.
Z123SN (ν) 1
D2
Z123SN (µ) D2
D2 (5.34)
Note that the appearance of the additional D2 factor in the second step
is owing to the action of µ creating an orange loop, which is able to
slide off.
Z123SN (µ
†) Z123SN (ν
†)
(5.35)
Similarly, for the η- adjunction the composite
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Z123SN (η) ∑
j
dj
Z123SN ()
(5.36)
equals the identity. Notice that  acts by cutting the loop. The
daggered version of the above is given by
Z123SN (
†) ∑
j
dj =
∑
j
dj
(5.37)
The equality above follows from cloaking. Finally, acting by η† cuts
the loop, so that the composite equals to the identity. The same holds
true for versions of the above relations rotated about the x-axis.
• Ribbon: Follows trivially from isotopy.
• Pivotality:
Z123SN (
†) ∑
j
dj
Z123SN (µ
†) Z123SN (µ) Z
123
SN ()
(5.38)
This composite clearly equals the identity, and the same is true of its
rotation about the z-axis.
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• Balanced: The following diagram commutes:
Z123SN (α)
Z123SN (β)
Z123SN (α)
Z123SN (β)
Z123SN (β)
Z123SN (α)
(5.39)
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Next we check that the twist is compatible.
Z123SN (β)
2
Z123SN (θ)
Z123SN (θ), Z
123
SN (θ)
(5.40)
Note that in the bottom horizontal step we applied a twist to each “leg”,
together with the fact that interchanging twice equals the identity.
Finally, relation 3.12 is trivial.
• Rigidity: It is clear that the composite φl =  ◦ α ◦ η defined in 3.13 is
invertible, since the loop created by η is simply cut by . The remaining
rigidity compositions are similar.
• Anomaly-freeness:
Z123SN (
†) ∑
i
di
Z123SN (θ) ∑
i
di
Z123SN ()
(5.41)
This composite clearly equals the identity.
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• Modularity: Clearly, the following diagram commutes.
∑
i
di
∑
i,j
di dj
∑
i,j
di dj
∑
i,j
di dj
∑
i
di
∑
j
dj
Z123SN (θ), Z
123
SN (θ
-1)
Z123SN (
†) Z123SN ()
Z123SN (µ)
Z123SN (µ
†)
(5.42)
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Chapter 6
Extended Turaev-Viro Theory
In this chapter we review in detail the technology Balsam and Kirillov used
(see [2]) to formulate Turaev-Viro theory as an extended TQFT.
6.1 Preliminaries
Recall that the generating 1-morphisms (Defined in 3.3) are compact oriented
surfaces with boundary. In their paper, Balsam and Kirillov do not define
the Turaev-Viro invariant on surfaces with boundary directly, but instead
use the equivalent notion of so-called “extended surfaces”, which we define
below.
6.1.1 Extended Surfaces
Let D2 = [−1, 1] × [−1, 1] denote the standard (PL) disk, and let p0 be the
point (1, 0) on the boundary ∂D2.
Definition 72. A framed embedded disk in a closed oriented surface N is
the image of a homeomorphism
ψ : D2 N (6.1)
together with the point p = ψ(p0).
Definition 73. An extended surface N is a closed oriented surface together
with a finite collection of disjoint framed embedded disks. We denote the
collection of embedded disks by D(N).1
1Note that we also permit there to be no embedded disks.
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Figure 6.1: An example of an extended surface. The
marked points are also shown. This image was taken from
[2, pg. 22].
For brevity, we shall omit the word “framed” whenever possible when men-
tioning embedded disks. It is easy to see that there is a one-to-one corre-
spondence between extended surfaces and surfaces with boundary. Given
a surface with boundary, one obtains an extended surface by choosing a
parametrization of each boundary circle (which is equivalent, up to homo-
topy, to choosing a marked point on each boundary circle) and then gluing
on copies of the disk. Conversely, given an extended surface, one obtains a
surface with boundary simply by deleting the interior of each embedded disk.
Let A be a spherical fusion category, with Z(A) its Drinfel’d center.
Definition 74. A colouring of an extended surface N is a choice of object
Ya ∈ Z(A) for each embedded disk Da ∈ D(N). A colouring is called simple
if each Ya is simple.
The above definition is motivated by the fact that we are building up to
a definition of a Turaev-Viro 123-TQFT. In such a setting, the embedded
disks (i.e. the “boundary components”) of Σ are decorated by objects in the
category assigned to S1. That category is Z(A).
Definition 75. Let N be an extended surface. A PLCW complex ∆ is a
PLCW decomposition of N if
• ∆ is a PLCW decomposition of the underlying closed surface N ,
• the interior of each embedded disk Da ∈ D(N) is a 2-cell in ∆, and
• if each marked point pa = ψa(1, 0) is a 0-cell in ∆.
An extended surface together with a choice of PLCW decomposition is called
a extended combinatorial surface.
We shall write N for the pair (N,∆). We end this section with the following
definition.
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Definition 76. Let (N , {Ya}) be a coloured extended combinatorial surface,
with PLCW decomposition ∆. We define the dual surface of (N , {Ya}) by(N , {Y∗a}), where N is the same underlying surface (and the same PLCW
decomposition) as N but with opposite orientation, and where {Y∗a} is the
colouring which assigns the dual object of the original colouring to each
embedded disk.
6.1.2 The State Space
Let (N , {Ya}) be a coloured extended combinatorial surface, with ∆ its
PLCW decomposition. Note that Ya need not be simple. Denote by E the
set of oriented edges (1-cells) of ∆. Recall that an oriented edge e is an edge
e plus a choice of orientation for e. We denote by e the oriented edge with
the same underlying edge e, but with the opposite orientation.
Definition 77. A labeling of ∆ is a map l : E Ob(A) which assigns to
every oriented edge e of ∆ an object l(e) ∈ Ob(A) such that l(e) = l(e)∗. A
labeling is called simple if for every oriented edge e, l(e) is a simple object.
Finally, two labellings l1 and l2 are called equivalent if l1(e) ' l2(e) for every
e ∈ E.
For a fixed simple labeling l of N , we define
HTV (N , {Ya}, l) :=
⊗
C
H(C, l) (6.2)
where the tensor product runs over all 2-cells of ∆, including the embedded
disks, and
H(C, l) =
{
〈F (Ya), l(e1), · · · , l(en)〉 if C is the embedded disk Da
〈l(e1), · · · , l(en)〉 if C is an ordinary 2-cell
(6.3)
Here F is the forgetful functor F : Z(A) A, and e1, · · · , en are the oriented
edges which run counterclockwise around the boundary of C. We insist that,
if C is one of the embedded disks, then the edges must start at the marked
point. If C is an ordinary 2-cell, the choice of starting point may be chosen
arbitrarily. We illustrate this situation with the following diagrams. The
diagram on the left shows the embedded disk case, and the diagram on the
right shows the case of an ordinary 2-cell. For each case, the space H(C, l)
is also shown.
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l(e1)l(e2)
l(e3) l(en)
· · ·
C
p
〈F (Ya), l(e1), · · · , l(en)〉
l(e1)l(e2)
l(e3) l(en)
· · ·
C
〈l(e1), · · · , l(en)〉
(6.4)
Remark 78. If C is an ordinary 2-cell, then the space H(C, l) does not,
up to a canonical isomorphism,2 depend on the choice of starting point but
only on the cyclic order of the boundary edges l(e1), · · · , l(en). Therefore,
in practical computations, we shall simply choose whichever starting point
is most convenient (being careful to be consistent).
Finally, we define the state space to be
HTV (N , {Ya}) =
⊕
l
HTV (N , {Ya}, l) =
⊕
l
⊗
C
H(C, l), (6.5)
where l ranges over all simple labelings, up to equivalence. If N = ∅ we shall,
for technical reasons, set HTV (∅) = C. If C is an oriented 2-cell in ∆, then
we have a canonical isomorphism
H
(
C, l
) ∼= H(C, l)∗, (6.6)
where C is the same underlying 2-cell as C, but with the opposite orientation.
It is easy to see that
H
(
C, l
)
= 〈X∗n, · · · , X∗1 〉 . (6.7)
To see that H
(
C, l
) ∼= H(C, l)∗, recall that we have a non-degenerate
pairing3 between H(C, l) and H(C, l). It is easy to see that this property
applies to all of N . That is,
HTV
(N , {Y∗a}) ∼= HTV (N , {Ya})∗ . (6.8)
In other words, the state space of the dual surface is isomorphic to the dual
of the state space of the original surface.
2This is the yanking move isomorphism - see 2.20
3See Equation 2.24.
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Example 79. Let ∆ denote the PLCW decomposition of S2 (with its usual
orientation) consisting of one 0-cell, one 1-cell, and two 2-cells. The 2-cells are
N and S, and represent the Northern and Southern hemispheres respectively.
Let S2 = (S2,∆), and let l be a simple labeling of ∆, assigning the simple
object i ∈ A to the lone edge.
i
N
S
(6.9)
We compute:
HTV (S2) =
⊕
l
H(N, l)⊗H(S, l)
=
⊕
i∈Irr(A)
〈i〉 ⊗ 〈i∗〉
= 〈1〉 ⊗ 〈1∗〉
= C.
Remark 80. Above we made use of the fact that 〈i〉 = 0 unless i = 1 for i
a simple object. When this happens in future calculations, we shall simply
label such edges with 1 from the start.
Example 81. Let S22 denote the 2-sphere with two embedded disks D1, D2,
coloured by objects Y1,Y2 ∈ Z(A) respectively. Let ∆ denote the PLCW
decomposition of S22 depicted below and set S22 = (S22 ,∆).
(S2,Y1,Y2) =
Y1
Y2
D1
D2
(6.10)
We compute the state space HTV (S22 ,Y1,Y2). By definition,
74
Stellenbosch University  https://scholar.sun.ac.za
HTV (S22 ,Y1,Y2) =
⊕
l
HTV (S22 ,Y1,Y2, l), (6.11)
where the sum runs over all simple labelings of S22 . Let l be the simple
labeling shown below:
(S2,Y1,Y2, l) =
U1
U2
i1
i2
Y1
Y2
(6.12)
There are three 2-cells, shown below with their state spaces.
U1Y1
〈Y1, U1〉
U1
U2
i1
i2
i1
i2
〈i1, U∗1 , i∗1, i2, U∗2 , i∗2〉
U2 Y2
〈Y2, U2〉
Therefore,
HTV (S22 ,Y1,Y2, l) = 〈i1, U∗1 , i∗1, i2, U∗2 , i∗2〉 ⊗ 〈Y1, U1〉 ⊗ 〈Y2, U2〉 (6.13)
and thus
HTV (S22 ,Y1,Y2) =
⊕
i1,i2,U1,U2
〈i1, U∗1 , i∗1, i2, U∗2 , i∗2〉 ⊗ 〈Y1, U1〉 ⊗ 〈Y2, U2〉 .
(6.14)
This calculation can be generalized to S2n (See [2, Example 7.2]), the
sphere with n embedded disks. Choose the colouring {Ya} and PLCW
decomposition ∆ shown below.
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Y1 Yn
(6.15)
Writing S2n for (S2n,∆), we have
HTV (S2n,Y1, · · · ,Yn) =
⊕
i1,··· ,in
U1,··· ,Un
〈i1, U∗1 , i∗1, · · · , in, U∗n, i∗n〉⊗〈Y1, U1〉⊗· · ·⊗〈Yn, Un〉
(6.16)
Though the state space is independent of the choice of simple labeling, it is not
yet a topological invariant since it depends on the choice of PLCW decomposition
- in particular, it depends on the number of edges.
6.1.3 Extended 3-manifolds
In this section we generalize the notion of an extended combinatorial surface to
3-manifolds.
Definition 82. Let M be a compact PL 3-manifold with boundary. An open
embedded tube T ⊂M is the image of a PL map
ϕ : D2 × [0, 1] M (6.17)
together with the oriented arc γ = ϕ({p0} × [0, 1]) (called the longitude). We
require that ϕ satisfy the following conditions:
1. ϕ must be a homeomorphism onto its image (i.e. a topological embedding).
2. T ∩ ∂M = ϕ (D2 × {0}) ∪ ϕ (D2 × {1}).
We call the disks B0 = ϕ
(
D2 × {0}) and B1 = ϕ (D2 × {1}) the bottom and top
disks of T respectively.
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The longitudes serve to provide a framing for the tubes.
Remark 83. In [2], closed embedded tubes (which are framed embedded tubes
which form a loop) are also considered. However, it is not necessary to define them
directly in the generators-and-relations approach we use in this thesis. The reader
may wish to skip ahead to Chapter 7 and observe that the PLCW decompositions
of the generating 2-morphisms only contain open tubes (e.g. 7.17).
Definition 84. An extended 3-manifold M is a PL 3-manifold with boundary,
together with a finite collection of disjoint, framed embedded tubes. We denote
the set of framed embedded tubes by T (M).
For brevity, we shall usually drop the word “framed” whenever we mention the
embedded tubes. Moreover, for our purposes, we shall only ever consider extended
3-manifolds were each embedded tube is open. Hence we make this assumption
for the remainder of the thesis.
Definition 85. A colouring of an extended 3-manifold is a choice of object
Ya ∈ Z(A) for each tube Ta ∈ T (M). A colouring is called simple if each Ya
is simple.
Definition 86. Let M be an extended 3-manifold. A PLCW complex ∆ is a
PLCW decomposition of M if
• ∆ is a PLCW decomposition of the underlying 3-manifold M ,
• the interior of each open tube Ta ∈ T (M) is a single 3-cell in ∆,
• for each open tube Ta = ϕa(D2 × [0, 1]), the interior of the bottom disk
B0 = ϕa(D
2 × {0}), and the interior of the top disk B1 = ϕa(D2 × {1}) are
each single 2-cells in ∆,
• for each open tube, the marked points on its bottom and top disks, are
0-cells in ∆.
An extended 3-manifold together with a choice of PLCW decomposition is called
an extended combinatorial manifold. We shall write M for the pair (M,∆).
One may define the notion of a labeling of the edges of ∆ analogously to Definition
77. Lastly, note that if M is a coloured combinatorial 3-manifold, then ∂M has
the structure of a coloured combinatorial surface. Indeed, every open tube Ta
gives rise to two embedded disks on ∂M, the bottom disk B0 and the top disk B1.
Further, if Ya is the colour of Ta, then we declare the colour of B0 to be Y
∗
a and
the colour of B1 to be Ya. We shall usually simply write ∂M when referring to
this surface, leaving the colours of the embedded disks implicit.
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6.2 The Invariant
LetM = (M,∆) be a combinatorial 3-manifold and let {Ya} be a colouring of the
open tubes ofM. As we described above, ∂M may thus be seen as a combinatorial
extended surface. In this section we describe a procedure for computing a vector
which lives in its state space. Just as the state space is built from the spaces as-
signed to each oriented 2-cell, the vector we will compute will be built from certain
vectors (we shall call them spherical vectors) assigned to each oriented 3-cell.
Spherical Vectors
Fix a simple labeling l of ∆, and let F be an oriented4 3-cell inM. There are two
cases: F may either be one of the embedded open tubes, or not. Consider first the
case where F is one of the tube cells, with the colour of the tube being Y ∈ Z(A),
and with γ its longitude.
X3
X1
X2
Y∗
Y
Figure 6.2: An example of a tube 3-cell F, shown with its
labeled PLCW decomposition. The longitude as well as the
colours of the top and bottom disks are also indicated.
The boundary ∂F is a collection of oriented 2-cells5 (including the embedded disks)
∂F = {Cα} (6.18)
Since each 3-cell is the image of a characteristic map ϕ : B3 RN (See Definition
32), the collection of 2-cells ∂F may be pulled back along ϕ to give a PLCW
decomposition of S2.6 We abuse the notation and write ∂F for this PLCW
decomposition as well.
4F inherits an orientation from the orientation on M in the obvious way.
5See Definition 37.
6To see a 2-dimensional version of this idea, consider Example 38. There, the oriented
1-cells L1,L2,L1,L3 which comprise the boundary of the oriented 2-cell C determine a
PLCW decomposition of S1 - compare with Example 33.
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Top
T X1
H(T, l) = 〈Y, X1〉
Center
C X2X2
X3
X1
H(C, l) = 〈X3, X2, X∗1 , X∗2 〉
Bottom
B X3
H(B, l) = 〈Y∗, X∗3 〉
Figure 6.3: The three oriented 2-cells making up ∂F for
the 3-cell in Figure 6.2.
Let Γ be the Poincare´ dual graph of the 1-skeleton of ∂F on ∂F. Using l, we may
label the oriented edges of Γ so that the following local relationship holds between
the edges of ∆ and Γ.
X
X
(6.19)
In the figure above, the black line represents an oriented labeled edge in ∆, and
the blue line represents the newly labeled oriented edge of Γ. Additionally, we
append to Γ short arcs connecting the vertices corresponding to the top and
bottom embedded disks to the endpoints of the longitude. Lastly, we also append
the longitude itself. The result is an oriented edge connecting the vertices of Γ
corresponding to the top and bottom embedded disks. This edge is labeled by the
tube colour Y.
X3
X1
X2 X1
X2X3
Figure 6.4: The Poincare´ dual graph (in blue) of the
PLCW decomposition in Figure 6.2. Its oriented edges are
labeled according to the rule in 6.19.
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Next we remove an arbitrarily selected point (away from the vertices and edges),
and then project Γ stereographically onto the plane. Note that this projection is
orientation-reversing.
X3
X1
X2
Y
Figure 6.5: This diagram results from removing a point
in the lower right of the diagram in Figure 6.4, and then
projecting stereographically onto the plane.
We wish to interpret Γ as a tangle diagram (with circular coupons). It remains
to label the vertices. Choose for each C ∈ ∂F (including the embedded disks) a
vector
ϕC ∈ H(C, l)∗ ∼= H(C, l). (6.20)
We use these vectors to label the vertices.7
ϕT
ϕC
ϕB
X3
X1
X2
Y
Figure 6.6: The vertices in Figure 6.5 have been labeled
by ϕT, ϕC, and ϕB. The result is a tangle diagram in the
plane which evaluates to the scalar S(F, l)(ϕT⊗ϕC⊗ϕB),
where F is the labeled 3-cell in Figure 6.2.
7Recall that each vertex of Γ corresponds to a 2-cell.
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Clearly, the tangle diagram formed in this way will simply evaluate to a complex
number, and we denote this number by S(F, l)(ΦF), where
ΦF =
⊗
C∈∂F
ϕC ∈
⊗
C∈∂F
H(C, l)∗ ∼= HTV (∂F, l)∗. (6.21)
In summary, we have described the existence of a map
S(F, l) : HTV (∂F, l)
∗ C. (6.22)
Since S(F, l) is a functional on the dual space of HTV (∂F, l), it corresponds
canonically to a vector in HTV (∂F, l). We denote this vector by Z(F, l). It is
easily computed that Z(F, l) is given by
Z(F, l) = S(F, l)
(⊗
C
ϕC
) ⊗
C
ϕ∗C (6.23)
In the equation above we are making use of the summation convention described
in Remark 20. We call the vectors Z(F, l) formed this way spherical vectors, since
they arise from data living on S2.
Y
ϕT
ϕC
ϕB
X3
X1
X2
X1Y X3 X2 X1 X2
ϕC
X3Y
ϕ∗T
∗ ϕ∗B
Figure 6.7: The “vector version” Z(F, l) of the functional
in Figure 6.6.
Remark 87. In most practical situations, it is simpler to work with S(F, l) rather
than with Z(F, l). Since these notions are basically equivalent, we abuse the
terminology and refer to S(F, l) as a spherical vector as well - sometimes we shall
call it the “functional form” of the spherical vector.
81
Stellenbosch University  https://scholar.sun.ac.za
For the case where F is an ordinary 3-cell, we proceed in a completely analogous
fashion. We still consider ∂F to be a PLCW decomposition of S2.
X3
X1
X2
Figure 6.8: An example of an ordinary 3-cell F. In general
3-cells will have more complicated PLCW decompositions.
We then project its Poincare´ dual graph onto the plane, simply ignoring the fact
that there is no longitude. Finally, we label the vertices and edges of this graph
to obtain a tangle diagram, using the same procedure and notational conventions
as before.
ϕT
ϕC
ϕB
X3
X1
X2
Figure 6.9: The scalar S(F, l)(ϕT ⊗ ϕC ⊗ ϕB), where F
is the labeled 3-cell in Figure 6.8.
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The Invariant
Next we combine the spherical vectors for all the oriented 3-cells in ∆ to define
the full invariant.
Definition 88 ([2], Defn 8.3). Let M = (M,∆) be an extended combinatorial
3-manifold with boundary, and let {Ya} be a colouring ofM. Let A be a spherical
fusion category. Then for any simple labeling l of ∆, we define a vector
ZTV (M, {Ya}, l) ∈ HTV (∂M, l) (6.24)
by
ZTV (M, {Ya}, l) = ev
(⊗
F
Z(F, l)
)
(6.25)
where
• F runs over all oriented 3-cells inM (including the embedded tubes), where
the orientation on F is the one induced from M, so that⊗
F
Z(F, l) ∈
⊗
F
HTV (∂F, l) = HTV (∂M, l)⊗
⊗
C
H(C, l)⊗H(C, l) (6.26)
• C runs over all unoriented 2-cells in the interior ofM, and C,C are the two
orientations of such a cell.
• ev is the tensor product over all C of evaluation maps
H(C, l)⊗H(C, l) = H(C, l)⊗H(C, l)∗ C. (6.27)
Finally, we define
ZTV (M, {Ya}) = D−2v(M)
∑
l
(∏
e
dnel(e) ZTV (M, {Ya}, l)
)
(6.28)
where
• the sum is taken over all simple labelings of M
• e runs over the set of all (unoriented) edges of M
• D is the dimension of the category A, and
v(M) = number of internal vertices of M + 1
2
(number of vertices on ∂M)
• dl(e) is the categorical dimension of l(e) and
ne =
{
1, e is an internal edge
1
2 , e ∈ ∂M
(6.29)
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The functional form of the Invariant
We mentioned before that we frequently use the functional form S(F, l) for the
spherical vectors in our computations instead of Z(F, l). It is therefore useful to
know how to accomplish the evaluation required in Equation 6.24 without needing
to change each S(F, l) to the vector form.
Consider the map ⊗
F
S(F, l) :
⊗
F
HTV (∂F, l)
∗ C, (6.30)
where F ranges over all oriented 3-cells in M. Making use of Equation 6.26, we
have
⊗
F
HTV (∂F, l)
∗ = HTV (∂M, l)∗ ⊗
⊗
C
H(C, l)∗ ⊗H(C, l)∗
= HTV (∂M, l)∗ ⊗
⊗
C
H(C, l)∗ ⊗H(C, l).
We define a map
STV (M, {Ya}, l) : HTV (∂M, l)∗ C (6.31)
by
Φ 7→
⊗
F
S(F, l)
(
Φ⊗
⊗
C
ϕC ⊗ ϕ∗C
)
(6.32)
Here were are again making use of the summation convention described in Remark
20. It is easy to see that STV (M, {Ya}, l) is the functional form of ZTV (M, {Ya}, l).
In other words, the evaluation is performed on the functional version of the spher-
ical vectors by ensuring that dual vector pairs are chosen for the two labels corre-
sponding to an internal 2-cell. Following Equation 6.28, we may also write
STV (M, {Ya}) = D−2v(M)
∑
l
(∏
e
dnel(e) STV (M, {Ya}, l)
)
. (6.33)
This is the version of the invariant we shall use most frequently in practice.
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In the following example, we calculate the invariant of the sphere with two
punctures.
Example 89. Let S22 = (S22 ,∆) be defined and coloured as in Example 81. Let
M = S22 × [0, 1] and M = (M,∆ × [0, 1]), where by ∆ × [0, 1] we are referring to
the natural PLCW decomposition of M coming from taking the cylinder over S22 .
It is easy to see that M is an extended combinatorial 3-manifold with boundary,
containing two open tubes D1 × [0, 1] and D2 × [0, 1], coloured by Y1 and Y2
respectively. This situation is summarized in the figure below.
(M,Y1,Y2) =
Y1
Y2
D1 × {1}
D2 × {1}
D1 × {0}
D2 × {0}
(6.34)
It is clear that ∂M = S22 q S22 . Therefore, we have
ZTV (M,Y1,Y2) ∈ HTV (S22 ,Y∗1,Y∗2)⊗HTV (S22 ,Y1,Y2)
∼= HTV (S22 ,Y1,Y2)∗ ⊗HTV (S22 ,Y1,Y2).
We proceed to calculate this invariant. Let l be a simple labeling of M - See the
figure below.
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V2
V1
U2
U1
j1
j2
i2
i1
k2
k1
a
Y1
Y2
(6.35)
There are three 3-cells in this PLCW decomposition: two open tubes (one at the
top and one at the bottom) and a large 3-cell comprising the bulk. We compute
the spherical vectors for each of these 3-cells.
• The open tubes Tr, with r ∈ {1, 2}.
Ur
Vr
kr Yr
Using a similar procedure to the one leading to Figure 6.6, we see that the
spherical vectors S(T1, l) and S(T2, l) are given by
S(Tr, l)(Φr) =
ψr
βr
ϕr
Ur
Vr
kr
Yr
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where Φr = ϕr ⊗ βr ⊗ ψr.
• The cylindrical 3-cell C.
k1 a k2
k1 a k2
j1 j2
i1 i2
i1
j1 j2
i2
V1
V2
U2
U1
The boundary ∂C consists of the following oriented 2-cells, shown with their
state spaces.
Top
U1 U2
i1 i2
i1 i2
〈i2, U2, i∗2, i1, U1, i∗1〉
Bottom
V2 V1
j2 j1
j2 j1
〈j1, V ∗1 , j∗1 , j2, V ∗2 , j∗2〉
Left
V1
U1
k1 k1
〈k1, V1, k∗1, U∗1 〉
Front Left
j1
i1
k1 a
〈j∗1 , a∗, i1, k1〉
Front Right
j2
i2
a k2
〈j2, k∗2, i∗2, a〉
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Right
V2
U2
k2 k2
〈V2, k∗2, U∗2 , k2〉
Back Right
j2
i2
k2 a
〈a∗, i2, k2, j∗2〉
Back Left
j1
i1
a k1
〈k∗1, i∗1, a, j1〉
Therefore, given a choice of vectors
ϕT ∈ 〈i2, U2, i∗2, i1, U1, i∗1〉∗ ∼= 〈i1, U∗1 , i∗1, i2, U∗2 , i∗2〉
ϕB ∈ 〈j1, V ∗1 , j∗1 , j2, V ∗2 , j∗2〉∗ ∼= 〈j2, V2, j∗2 , j1, V1, j∗1〉
ϕL ∈ 〈k1, V1, k∗1, U∗1 〉∗ ∼= 〈U1, k1, V ∗1 , k∗1〉
ϕFL ∈ 〈j∗1 , a∗, i1, k1〉∗ ∼= 〈k∗1, i∗1, a, j1〉
ϕFR ∈ 〈j2, k∗2, i∗2, a〉∗ ∼= 〈a∗, i2, k2, j∗2〉
ϕR ∈ 〈V2, k∗2, U∗2 , k2〉∗ ∼= 〈k∗2, U2, k2, V ∗2 〉
ϕBR ∈ 〈a∗, i2, k2, j∗2〉∗ ∼= 〈j2, k∗2, i∗2, a〉
ϕBL ∈ 〈k∗1, i∗1, a, j1〉∗ ∼= 〈j∗1 , a∗, i1, k1〉
we obtain the spherical vector
S(C, l)(ΦC) =
i1 U1 i1 i2 U2 i2
j1 V1 j1 j2 V2 j2
k1 k1 a k2 k2
a
ϕFL ϕL ϕBL ϕBR ϕR ϕFR
ϕT
ϕB
where ΦC = ϕT ⊗ ϕB ⊗ ϕL ⊗ ϕFL ⊗ ϕFR ⊗ ϕR ⊗ ϕBR ⊗ ϕBL.
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Making use of Equation 6.33, the full invariant STV (M,Y1,Y2)(Φ) is given by
(
1
D2
) 6
2 ∑
U1,U2,V1,V2,a
i1,i2,j1,j2,k1,k2
D · ev (S(T1, l)(Φ1) · S(T2, l)(Φ2) · S(C, l)(ΦC)) (6.36)
where D = dk1dk2da
√
dU1
√
dU2
√
dV1
√
dV2
√
di1
√
di2
√
dj1
√
dj2 ,
where Φ = ϕT ⊗ ϕ1 ⊗ ϕ2 ⊗ ϕB ⊗ ψ1 ⊗ ψ2, and where the evaluation enforces
ϕL = β
∗
1 ϕFL = ϕ
∗
BL
ϕR = β
∗
2 ϕFR = ϕ
∗
BR
Performing these changes and then merging S(T1, l)(Φ1) and S(T2, l)(Φ2) with
S(C, l) via Lemma 22, Expression 6.36 becomes
(
1
D2
)3 ∑
U1,U2,V1,V2,a
i1,i2,j1,j2,k1,k2
D Y1 Y2
i1 i1 i2i2
j1 j1 j2 j2
V1 V2
a
a
ϕ1 ϕ2
ψ1 ψ2
ϕT
ϕB
ϕ∗BL ϕBL ϕ
∗
BR
ϕBR
k1 k2
U1 U2
(6.37)
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Finally, we apply Lemma 21 twice, merging the vertex pairs along the k1 and k2
wires. We obtain
STV (M,Y1,Y2) =
(
1
D2
)3 ∑
U1,U2,V1,V2,a
i1,i2,j1,j2
D′
U1
Y1
U2
Y2
i1 i2
j1 j2V1 V2
a
ϕ1 ϕ2
ψ1 ψ2
ϕT
ϕB
(6.38)
where D′ = da
√
dU1
√
dU2
√
dV1
√
dV2
√
di1
√
di2
√
dj1
√
dj2 .
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6.3 Properties of the Invariant
It can be shown that the invariant given in Definition 88 satisfies various proper-
ties. We shall mention those which will be useful for us, but we shall not prove
them here, instead referring the reader to Theorem 8.4 in [2]. Property 4 does not
appear in [2] directly (though it is implied) but it is also a generalization of the
standard state-sum approach (see p.356. - p.361. in [29]) to the extended TQFT
setting.
1 - Independence of Bulk Decomposition
The invariant is independent of the choice of PLCW decomposition on the “bulk”
of M . That is, if M = (M,∆) and M′ = (M,∆′) where ∆ and ∆′ agree on ∂M ,
then
ZTV (M, {Ya}) = ZTV (M′, {Ya}). (6.39)
2 - The Invariant as Cobordism
If M is a cobordism from Nin to Nout, so that ∂M = Nin qNout, then
HTV (Nin)⊗HTV (Nout) ∼= HTV (Nin)∗ ⊗HTV (Nout)
∼= Hom(HTV (Nin), HTV (Nout)).
This implies that we may view ZTV (M, {Ya}) as a linear map from the state
space of the input boundary component to the state space of the output boundary
component:
ZTV (M, {Ya}) : HTV (Nin) HTV (Nout). (6.40)
Obviously, it suffices to give this map on basis vectors. Fix a simple labeling lin
of Nin and choose ϕin ∈ HTV (Nin, lin). Then we have
ZTV (M, {Ya}) : ϕin 7→ D−2v(M)
∑
l|Nin= lin
(∏
e
dnel(e) ZTV (M, {Ya}, l)
)
. (6.41)
The sum above runs over all simple labelings of M which restrict to lin on Nin.
Thinking of ZTV (M, {Ya}) as a linear map will clearly be very useful for us, since
we need linear maps to be associated to the generating 2-morphisms of F(O) to
define a generators-and-relations 123-TQFT.
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3 - The Invariant Subspace
The state space is not a suitable vector space for Turaev-Viro theory to assign to a
coloured extended combinatorial surface - indeed, it is not a topological invariant.8
If N is an extended combinatorial surface whose embedded disks are coloured by
{Ya}, then we may consider the cylinder N × [0, 1] as a cobordism from N to
itself, and so form the linear map
ZTV (N × [0, 1], {Ya}) : HTV (N , {Ya}) HTV (N , {Ya}). (6.42)
It can be shown that this map is idempotent and, making use of it, we define the
invariant vector space to be:
ZTV (N , {Ya}) := im(ZTV (N × [0, 1], {Ya})). (6.43)
This space is functorial in the colours {Ya} of the embedded disks (see [2, pg.
25]) and does not, up to a canonical isomorphism, depend on the choice of PLCW
decomposition of N . Indeed, if N0 = (N,∆0) and N1 = (N,∆1), then there exists
a PLCW decomposition ∆ of N× [0, 1] which specializes to ∆0 and ∆1 on N×{0}
and N × {1} respectively. Then, setting N × [0, 1] = (N × [0, 1],∆), the map
ZTV (N × [0, 1], {Ya}) : ZTV (N0, {Ya}) ZTV (N1, {Ya}) (6.44)
is an isomorphism. Recall that the particular choice of PLCW decomposition ∆
extending ∆0 and ∆1 does not matter. We shall call maps of the above type
cylinder maps.
4 - Naturality
The space ZTV (N , {Ya}) is natural with respect to diffeomorphisms of the
underlying extended surface N . Indeed, let f : N N ′ be such a diffeomorphism,
and let ∆ be a PLCW decomposition of N . Then f(∆) will be a PLCW
decomposition of N ′ in the obvious way. Finally, let {Ya} be a simple colouring
of both N and N ′ (embedded disks which correspond under f receive the same
colour). Then we have an isomorphism
f# : ZTV (N , {Ya}) ZTV (N ′, {Ya}). (6.45)
To see how this map works, note that each oriented 2-cell C in ∆ corresponds to
an oriented 2-cell f(C) in f(∆). Further, any simple labeling l of ∆ is immediately
also a simple labeling of f(∆). Therefore, the vector spaces H(C, l) and H(f(C), l)
are identical. The isomorphism f# follows.
8For example, it depends on the number of edges in the chosen PLCW decomposition.
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Example 90. Let M = S22 × [0, 1] be defined as in Example 89. We calculated
the invariant STV (M, {Y1,Y2}) in Equation 6.38. We now wish to view this
invariant as a linear map. Recall the state space of S22 :
HTV (S22 ,Y1,Y2) =
⊕
i1,i2,U1,U2
〈i1, U∗1 , i∗1, i2, U∗2 , i∗2〉 ⊗ 〈Y1, U1〉 ⊗ 〈Y2, U2〉 , (6.46)
where i1, i2, U1, U2 range over the simple objects of A. It suffices to show the map
on a basis vector. Therefore, choose
ϕT ⊗ ϕ1 ⊗ ϕ2 ∈ 〈i1, U∗1 , i∗1, i2, U∗2 , i∗2〉 ⊗ 〈U1,Y1〉 ⊗ 〈U2,Y2〉 . (6.47)
With this choice, the desired linear map
ZTV (M; {Y1,Y2}) : HTV
(S22 ; {Y1,Y2}) −→ HTV (S22 ; {Y1,Y2}) (6.48)
is given by
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ϕT ϕ1 ϕ2
i1 U1 i1 i2 U2 i2 U1 Y1 U2 Y2
ZTV (M;{Y1,Y2})
√
di1
√
di2
√
dU1
√
dU2
D2
∑
V1,V2,a
j1,j2
D˜
U1
Y1
U2
Y2
i1 i2
j1 j2V1 V2
a
ϕ1 ϕ2
ψ1 ψ2
ϕT
ϕB
ϕ∗B ψ
∗
1 ψ
∗
2
j1 V1 j1 j2 V2 j2 V1 Y1 V2 Y2
(6.49)
where D˜ = da
√
dV1
√
dV2
√
dj1
√
dj2 .
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Applying the Fusion lemma one more time, we obtain
ϕT ϕ1 ϕ2
i1 U1 i1 i2 U2 i2 U1 Y1 U2 Y2
ZTV (M;{Y1,Y2})
√
di1
√
di2
√
dU1
√
dU2
D2
∑
V1,V2,a
j1,j2
D˜
U1
Y1
U2
Y2
i1 i2
j1 j2V1 V2
a
ϕ1 ϕ2
ψ1 ψ2
ϕT
ψ∗1 ψ
∗
2
V1 Y1 V2 Y2
(6.50)
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6.4 TV = String-Nets
In this section we give Kirillov’s result that the Turaev-Viro and string-net spaces
are isomorphic. We end by showing how this works with the example of the 2-
punctured sphere.
Let N be a compact oriented surface whose boundary components are indexed by
a finite set A. For each a ∈ A, choose a parametrization
ψa : S
1 ∂Na. (6.51)
Then we can form the closed oriented surface N̂ by gluing a copy of the disk D
onto each boundary component. We denote by Da the image of the disk which was
glued onto the component ∂Na. Let pa = ψa(1, 0) and let va denote the incoming
tangent direction which connects pa to the center of Da - see the figure below.
pa
va
Figure 6.10: The gray shaded area represents Da.
It is easy to see that the collection
(
N̂ , {pa}, {va}
)
determines an extended surface,
in the sense of Definition 73.
Definition 91. Let
(
N̂ , {pa}, {va}
)
be as described above, and choose an object
Ya ∈ Z(A) for each a ∈ A. Then we define the vector space
Hstring
(
N̂ , {pa}, {va}, {Ya}
)
= VGraph
′
(
N̂ , {pa}, {va}, {Ya}
)/
Null′
(
N̂
)
where
• VGraph′
(
N̂ , {pa}, {va}, {Ya}
)
is the vector space of all formal finite linear
combinations of labeled graphs on N̂ , such that each labeled graph has an
unlabeled, one-valent vertex at each point pa, with the corresponding edge
coming in form the direction va, and labeled by the object F (Ya).
Ya
va
pa
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• Null′
(
N̂
)
is a subspace of local relations, spanned by the same local
relations as those in Definition 56 (coming from embedded disks D ⊂ N̂
not containing the points pa) together with the following additional relation
in a neighbourhood of each marked point pa.
= (6.52)
The following theorem shows the space defined above is isomorphic to the string-
net space in Definition 64.
Theorem 92. [18, Thm 7.2.] Let N and N̂ be as above, and let {Ya} be a
collection of objects in Z(A), one for each boundary component of N . Then there
is a canonical isomorphism
T : Hstring
(
N̂ , {pa}, {va}, {Ya}
) ∼= Hstring (N, {ψa}, {Ya}) . (6.53)
Using 6.53, it is possible to write down “alternate versions” of the actions of the 2-
generators. For example, the action of µ when written in the language of Definition
91 looks as follows:
F
G
p1
p2
Y1
Y2
Ẑ123SN (µ)
Y1
Y2
F
G
p1
p2
(6.54)
Remark 93. Notice that we write Ẑ123SN (µ) instead of Z
123
SN (µ) to avoid confusion.
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Obviously, similar calculations can be done for each of the other 2-generators;
these are left as a simple exercise for the reader. The reason for introducing an
alternative definition for the string-net space is to facilitate a connection between
Turaev-Viro theory and string-nets (recall that the Turaev-Viro theory formulated
in the preceding section pertains to extended surfaces, not surfaces with boundary).
This connection is given by the following theorem.
Theorem 94. [18, Thm 7.3.] Let N and N̂ be as above, let ∆ be a PLCW
decomposition9 of N̂ , and let {Ya} be a collection of objects in Z(A), one for
each boundary component of N . Let N̂ = (N̂ ,∆). Then there is a canonical
isomorphism
pi∆ : ZTV
(
N̂ , {Ya}
)
Hstring
(
N̂ , {pa}, {va}, {Ya}
)
. (6.55)
Proof. We shall merely describe pi∆ (on basis vectors), referring the reader to [18]
for the proof that it is an isomorphism. Fix a simple labeling l of ∆, and let⊗
C
ϕC ∈ HTV
(
N̂ , {Ya}, l
)
⊂ HTV
(
N̂ , {Ya}
)
,
where the product runs over all oriented 2-cells C in ∆, including the embedded
disks. Let Γ∆ denote the Poincare´ dual of ∆. Now the simple labeling l
immediately gives a simple labeling of the edges of Γ∆, and the vector ϕC defines
a labeling of the vertex of Γ∆ corresponding to C, as shown in the figure below.
ϕC ∈ 〈l(e1), · · · , l(en)〉
l(e1)
l(e2)
l(e3)
l(en)
· · ·
ϕC
Finally, we define
⊗
C
ϕC
pi∆
(
1
D2
) |∆0|
2 ∏
e
d
1
2
l(e) Γ∆. (6.56)
Here the product ranges over all unoriented edges of ∆ and |∆0| is the number of
0-cells in ∆.
9Recall from Definition 75 that the marked points pa are required to be 0-cells in ∆.
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In the following example, we demonstrate a concrete example of the map pi∆ for
the case of the 2-punctured sphere. The simplifications which follow are typical
Example 95. Let the 2-punctured sphere S22 be defined and labeled as in Example
81. Choose a basis vector (as in Example 90)
ϕT ⊗ ϕ1 ⊗ ϕ2 ∈ 〈i1, U∗1 , i∗1, i2, U∗2 , i∗2〉 ⊗ 〈U1,Y1〉 ⊗ 〈U2,Y2〉 .
Obviously, it suffices to give pi∆ on the basis vector above.
ϕT ϕ1 ϕ2
i1 U1 i1 i2 U2 i2 U1 Y1 U2 Y2
pi∆
(
1
D2
) 3
2 √
di1
√
di2
√
dU1
√
dU2
U1
U2
i2
i1
ϕ1
Y1
ϕ2
Y2
ϕT
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Making use of isotopy and Relation 6.52, which allows us to move the loops labeled
by i1 and i2 past the marked points, we may simplify the preceding output vector
to obtain
(
1
D2
) 3
2 √
di1
√
di2
√
dU1
√
dU2
ϕ1
Y1
ϕ2
Y2
ϕT
U1
i1
U2
i2
.
Making use of Theorem 92 and Corollary 67, we may simplify the output even
further:
(
1
D2
) 3
2 δY∗1,Y2
dY2
√
di1
√
di2
√
dU1
√
dU2
ϕ1
ϕT
ϕ2
U1
U2
i1
i2
Y2
Y2
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Chapter 7
The Turaev-Viro 123-TQFT
In this chapter we use Corollary 47 to define a generators-and-relations oriented
123-TQFT based on the extended Turaev-Viro theory given in Chapter 6. We
take as input a fixed spherical fusion category A, and denote our yet to be defined
123-TQFT by Z123TV . The bulk of the chapter consists of computing the actions of
each of the generating 2-morphisms. After this, we prove that the relations are
satisfied by comparing the Turaev-Viro and string-net actions. A consequence of
this is that the Turaev-Viro and string-net 123-TQFTs will be equivalent.
7.1 Generators
Firstly, we need a VectC-enriched category to be assigned to S
1, and we define
this to be Z(A).
Z123TV Z(A). (7.1)
Note that this assignment is the same as in the string-net case - see Equation 5.13.
Next we define the vector spaces assigned to the 1-generators. First, note that
for each 1-generator, every boundary circle automatically comes equipped with a
parametrization.1 This implies that we may close up all the boundary components
by gluing in embedded disks, thus obtaining an extended surface in the sense of
Definition 73.
Remark 96. If σ is a 1-generator, we shall usually abuse the notation and also
write σ for the extended surface formed from the procedure in the preceding
1This is due to the fact that they are “standard surfaces”. For brevity, we shall suppress
this fact in our notation.
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paragraph. We shall be careful to make sure that the precise meaning is clear
from the context.
Finally, we define the spaces assigned to the 1-generators as follows:
Z123TV ( )
Y := ZTV ( ,∆,Y
∗),
Z123TV ( )Y := ZTV ( ,∆,Y).
Z123TV ( )
Y1
Y2Y3
:= ZTV ( ,∆, {Y∗1,Y2,Y3}),
Z123TV ( )
Y1Y2
Y3
:= ZTV ( ,∆, {Y∗1,Y∗2,Y3}),
Once more, by the space Z123TV ( )
Y we mean the following:
• The standard parametrization of the lone boundary circle has been used,
by which an embedded disk was glued on. This makes into an extended
surface.
• The embedded disk is then coloured by the object Y∗ ∈ Z(A).
• Some PLCW decomposition ∆ of is chosen.
• Finally, the Turaev-Viro invariant subspace of this coloured extended
combinatorial surface is computed, as described in Chapter 6.
An analogous description holds for the spaces associated to the remaining three
1-generators. We note that, from property 6.3, the spaces defined above are func-
torial in the boundary labels. Next we recall that, via the cylinder maps (see 6.44),
these spaces do not depend on the choice of PLCW decomposition.
In fact, one could go further and remove the appearance of a PLCW decomposi-
tion altogether using the following standard2 technique: For a coloured extended
surface (N, {Ya}), define a space ZTV (N, {Ya}) whose elements are families of
vectors, {v∆ ∈ ZTV (N,∆, {Ya})}∆, where ∆ ranges over all PLCW decomposi-
tions of N . Two vectors v∆ and v∆′ are in the same family if and only if the
relevant cylinder map sends v∆ to v∆′ . It follows that a family is uniquely deter-
mined by a single member v∆. In categorical terms, ZTV (N, {Ya}) is a colimit
over a certain diagram.3 Since one must always choose a particular PLCW decom-
position in order to do practical computations (such as those done in this chapter)
2See Chapter 7, Section 3.3 in [29] for an example.
3Let P (N) denote the indiscrete groupoid with objects the collection of all PLCW
decompositions of N , and such that there is a unique formal morphism between any pair
of objects. Let DN : P (N) Vect be the diagram which sends ∆ to ZTV ((N,∆), {Ya}),
and which sends ∆ ∆′ to the relevant cylinder map. Then ZTV (N, {Ya}) is the colimit
over DN .
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we shall content ourselves with dealing only with the spaces ZTV (N,∆, {Ya}) and
avoid talking about the above “colimit space” directly.
Next we investigate the space which Z123TV assigns to a composite of the generating
1-morphisms. The discussion here mirrors the one in Section 5.2.
Let Σ be a composite of the generating 1-morphisms, with m top boundary
circles and n bottom boundary circles, labeled by X1, · · · ,Xm and Y1, · · · ,Yn
respectively. Then, by Definition 2.38, we have
Z123TV (Σ)
X1···Xm
Y1···Yn =
⊕
L
⊗
σ
Z123TV (σ)
/
∼ (7.2)
where the tensor product ranges over all 1-generators σ appearing in the
decomposition of Σ, and the direct sum ranges over all possible labellings (with
objects in Z(A)) of the internal boundary circles. Each generating profunctor
Z123TV (σ) is computed using the boundary conditions induced from L and the given
boundary conditions on the top and bottom circles.
Theorem 97. Let Σ be a composite of the generating 1-morphisms of F(O), and
let the top- and bottom boundary circles of Σ be labeled by X1, · · · ,Xm and
Y1, · · · ,Yn respectively. Let ∆ be a PLCW decomposition of Σ.4 Then we have
a natural isomorphism
Z123TV (Σ)
X1···Xm
Y1···Yn
∼= ZTV (Σ,∆, {X∗1, · · · ,X∗m,Y1, · · · ,Yn}) (7.3)
Proof. The statement here is equivalent to the gluing axiom for extended surfaces,
and we refer the reader to [2, Thm 8.4] for the proof.
Next we define the actions of the generating 2-morphisms. We shall divide the
discussion up between the invertible- and the non-invertible generators.
The Invertible 2-Generators
Recall5 that each of the invertible 2-generators represent mapping cylinders of
diffeomorphisms of the underlying surfaces. Let Ns
κ
===⇒ Nt be any invertible 2-
generator and let ∆s be any PLCW decomposition of Σ. Then setting ∆t = κ(∆s),
we define Z123TV (κ) to be the pushforward
6
Z123TV (Ns,∆s)
κ#
Z123TV (Nt,∆t). (7.4)
4We are abusing the notation here in the same way as in Remark 96, writing Σ for the
algebraic composite of the generators, as well as the underlying extended surface which
can be formed by gluing all the generators together along the internal boundary circles,
and gluing on embedded disks on the top and bottom external boundary circles.
5See Remark 44.
6See 6.45.
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Note that we are abusing the notation somewhat by writing κ for both the 2-
morphism as well as the diffeomorphism whose mapping cylinder it represents.
The Non-Invertible 2-Generators
Let Ns
κ
=⇒ Nt be a non-invertible generating 2-morphism in F(O). Recall that in
order to define the spaces which Z123TV assigned to the 1-generators, we thought of
the 1-generators as extended surfaces rather than surfaces with boundary. This
means that the action of κ will be witnessed by an extended 3-manifold with
boundary, which we denote by Mκ. In other words, we have
∂Mκ = Ns qNt (7.5)
so that we can think of Mκ as a 3-dimensional cobordism from Ns to Nt. Note
first that the embedded disks on Ns and Nt occur in corresponding pairs
7. For
each such pair there will be a corresponding open tube in Mκ going from Ns
to Nt (so that the embedded disk on Ns is the “bottom” disk of the tube, and
the one on Nt the “top” disk - see Definition 82). It follows immediately that any
labeling of the boundary circles induces a labeling of the corresponding open tubes.
Finally, we may describe the procedure for computing the action of κ. Given simple
objects8 {X1, · · · ,Xm} and {Y1, · · · ,Yn} labeling the top and bottom boundary
circles respectively of Ns (and Nt), we do the following:
(1) Colour the open tubes in Mκ in correspondence with the colours of the pairs
of embedded disks, as explained above.
(2) Choose any PLCW decomposition ∆ of Mκ and let ∆s and ∆t denote the
restriction of ∆ toNs andNt respectively. This gives combinatorial extended
surfaces Ns = (Ns,∆s), Nt = (Nt,∆t) and a combinatorial extended 3-
manifold with boundary Mκ = (Mκ,∆).
(3) Using the technology described in Chapter 6, compute the invariant
ZTV (Mκ, {X∗1, · · · ,X∗m,Y1, · · · ,Yn}).
(4) Making use of Property 6.3 to interpret the invariant as a linear map
ZTV (Ns, {X∗1, · · · ,X∗m,Y1, · · · ,Yn}) ZTV (Nt, {X∗1, · · · ,X∗m,Y1, · · · ,Yn}),
we define Z123TV (κ) = ZTV (Mκ, {X∗1, · · · ,X∗m,Y1, · · · ,Yn}).
7Every external boundary circle in Ns has a corresponding partner on Nt, otherwise κ
would not be a valid 2-morphism.
8Recall that it is sufficient to consider such labelings - see [9, Lemma 5.3].
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Remark 98. In order to avoid unnecessary duals in our formulas we shall colour
the open tubes in Mκ simply by Y1, · · · ,Yn.
Now since ∂Mκ = Ns q Nt = Ns q Nt, we may also interpret the invariant as a
linear map
ZTV (Nt, {X1, · · · ,Xm,Y∗1, · · · ,Y∗n}) ZTV (Ns, {X1, · · · ,Xm,Y∗1, · · · ,Y∗n}),
(7.6)
Finally, since κ† represents the time-reversed bordism of κ, we have Mκ† = Mκ,
and hence the action of κ† can be computed from 7.6. This saves a great deal of
time, as we only have to compute the invariant for Mκ - see 7.27 for a concrete
example.
Remark 99. Since ν and ν† don’t have boundary circles, the calculation of the
invariant and associated linear maps are particularly simple, and so we perform
all the calculations in full detail. For the remaining generators the calculations
are somewhat repetitive, and so we show only a selection of them to illustrate the
technique. The omitted calculations are done similarly.
7.1.1 Nu and its dagger.
Recall that ν and ν† are defined by
ν
ν†
(7.7)
Recall further that ZTV (∅) ∼= Hstring(∅) ∼= C, elements simply being scalar multi-
ples of the empty string-net. Similarly, ZTV (S
2) ∼= Hstring(S2) ∼= C, with elements
being scalar multiples of the empty string-net on S2. We next compute the desired
linear maps.
The underlying 3-manifold Mν with boundary which witnesses ν is simply the
closed 3-dimensional disk. It has a standard PLCW decomposition, we call it ∆,
consisting of one 0-cell, one 1-cell, two 2-cells N and S (representing the Northern-
and Southern hemispheres respectively), and one 3-cell F. There are no embedded
disks. There is a unique non-zero simple labeling, assigning 1 to the lone edge.
1
N
S
(7.8)
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We compute the spherical vector Z(F, l). Obviously ∂F simply consists of N and
S. They are shown below with their state spaces.
N 1
H(N, l) = 〈1〉
S 1
H(S, l) = 〈1〉
(7.9)
Therefore, given a choice of vectors
ϕN ∈ H(N, l)∗ = 〈1〉 ,
ϕS ∈ H(S, l)∗ = 〈1〉 ,
we obtain the spherical vector
S(F, l)(ϕN ⊗ ϕS) =
ϕS
1
ϕN
= k (7.10)
for some scalar k. The invariant is therefore given by
STV (Mν)(ϕN ⊗ ϕS) = kD (7.11)
Next we turn this invariant into a linear map. Consider ν first. It arises as a
cobordism from ∅ to S2. We therefore obtain a map
ZTV (Mν) : HTV (∅) HTV (S2,∆) (7.12)
given by
1
ZTV (Mν) k
D
ϕ∗N ϕ
∗
S
1 1
=
1
D id1 ⊗ id1 (7.13)
For ν†, which arises as a cobordism from S2 to ∅, we have the map
ZTV (Mν†) : HTV (S2,∆) HTV (∅) (7.14)
given by
id1 ⊗ id1
ZTV (Mν†) 1
D . (7.15)
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7.1.2 Mu and its dagger.
Recall that µ and µ† are defined by
µ
µ†
(7.16)
Consider the following PLCW decomposition of Mµ, called ∆, shown with a simple
labeling l. The two open tubes are coloured by simple objects Y1,Y2 ∈ Z(A), as
shown. The longitudes of the open tubes are shown as dashed green arcs.
V2
V1
1
1
j1
j2
i2
i1
k2
k1
a
Y1
Y2
(7.17)
Note that the edges of the bottom disks of the embedded tubes are labeled by 1
since they also form the boundary of the gray shaded 2-cells. There are four 3-cells
in ∆. We compute the spherical vector for each one in turn.
• The open tubes Tr, with r ∈ {1, 2}:
1
Vr
kr Yr
As usual the spherical vectors S(T1, l) and S(T2, l) are given by
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S(Tr, l)(Φr) =
ψr
βr
ϕr
1
Vr
kr
Yr
where Φr = ϕr ⊗ βr ⊗ ψr.
• The middle 3-cell M
1
1
i2
i1
(7.18)
The boundary ∂M consists of three oriented 2-cells, shown with their state
spaces.
1
〈1〉
i2
i1
i2
i1
1
1
〈i∗2, i1, 1, i∗1, i2, 1〉
1
〈1〉
Therefore, given a choice of vectors
id ∈ 〈1〉∗ ∼= 〈1〉 ,
ω ∈ 〈i∗2, i1, 1, i∗1, i2, 1〉∗ ∼= 〈1, i∗2, i1, 1, i∗1, i2〉 ,
id ∈ 〈1〉∗ ∼= 〈1〉 ,
and letting ΦM = id1 ⊗ ω ⊗ id1, we obtain the spherical vector
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S(M, l)(ΦM) =
id
.ω.
id
1
1
i1
i2
(7.19)
• The cylindrical 3-cell C
k1 a k2
k1 a k2
j1 j2
i1 i2
i1
j1 j2
i2
V1
V2
1
1
The boundary ∂C consists of the following oriented 2-cells, shown with their
state spaces.
Top
1 1
i1 i2
i1 i2
〈i2, 1, i∗2, i1, 1, i∗1〉
Bottom
V1 V2
j1 j2
j1 j2
〈j1, V ∗1 , j∗1 , j2, V ∗2 , j∗2〉
109
Stellenbosch University  https://scholar.sun.ac.za
Left
V1
1
k1 k1
〈k1, V1, k∗1, 1〉
Front Left
j1
i1
k1 a
〈i1, k1, j∗1 , a∗〉
Front Right
j2
i2
a k2
〈j2, k∗2, i∗2, a〉
Right
V2
1
k2 k2
〈k2, V2, k∗2, 1〉
Back Right
j2
i2
k2 a
〈a∗, i2, k2, j∗2〉
Back Left
j1
i1
a k1
〈a, j1, k∗1, i∗1〉
Therefore, given a choice a vectors
ϕT ∈ 〈i2, 1, i∗2, i1, 1, i∗1〉∗ ∼= 〈i1, 1, i∗1, i2, 1, i∗2〉 ,
ϕB ∈ 〈j1, V ∗1 , j∗1 , j2, V ∗2 , j∗2〉∗ ∼= 〈j2, V2, j∗2 , j1, V1, j∗1〉 ,
ϕL ∈ 〈k1, V1, k∗1, 1〉∗ ∼= 〈1, k1, V ∗1 , k∗1〉 ,
ϕFL ∈ 〈i1, k1, j∗1 , a∗〉∗ ∼= 〈a, j1, k∗1, i∗1〉 ,
ϕFR ∈ 〈j2, k∗2, i∗2, a〉∗ ∼= 〈a∗, i2, k2, j∗2〉 ,
ϕR ∈ 〈k2, V2, k∗2, 1〉∗ ∼= 〈1, k2, V ∗2 , k∗2〉 ,
ϕBR ∈ 〈a∗, i2, k2, j∗2〉∗ ∼= 〈j2, k∗2, i∗2, a〉 ,
ϕBL ∈ 〈a, j1, k∗1, i∗1〉∗ ∼= 〈i1, k1, j∗1 , a∗〉 ,
and letting ΦC = ϕT⊗ϕB⊗ϕL⊗ϕFL⊗ϕFR⊗ϕR⊗ϕBR⊗ϕBL, we obtain
110
Stellenbosch University  https://scholar.sun.ac.za
the spherical vector
S(C, l)(ΦC) =
i1 1 i1 i2 1 i2
j1 V1 j1 j2 V2 j2
k1 k1 a k2 k2
a
ϕFL ϕL ϕBL ϕBR ϕR ϕFR
ϕT
ϕB
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Making use of Equation 6.31, the full invariant STV (Mµ, {Y1,Y2})(Φ) is given
by
(
1
D2
)1+ 5
2 ∑
l
D ev (S(T1, l)(Φ1) · S(T2, l)(Φ2) · S(M, l)(ΦM) · S(C, l)(ΦC)) .
(7.20)
where the sum runs over all simple labelings l of ∆, where
D = di1di2dk1dk2da
√
dV1
√
dV2
√
dj1
√
dj2 ,
where
Φ = id1 ⊗ ψ1 ⊗ id1 ⊗ ψ2 ⊗ ϕ2 ⊗ ϕ1 ⊗ ϕB,
and where the evaluation enforces
ϕL = β
∗
1 ϕT = ω
∗ ϕFL = ϕ∗BL
ϕR = β
∗
2 ϕFR = ϕ
∗
BR
Finally, we make use of Lemma 21 and Lemma 22, obtaining
STV (Mµ, {Y1,Y2})(Φ) =
(
1
D2
) 7
2 ∑
V1,V2,a
i1,i2,j1,j2
D˜
1
Y1
1
Y2
i1 i2
j1 j2V1 V2
a
ϕ1 ϕ2
ψ1 ψ2
id id
ϕB
where D˜ = di1di2da
√
dV1
√
dV2
√
dj1
√
dj2 .
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It remains to compute the linear map version of STV (Mµ, {Y1,Y2}). As usual, it suffices to define the map on basis vectors.
We obtain
id ϕ1 id ϕ2
1 1 Y1 1 1 Y2
ZTV (Mµ, {Y1,Y2})
(
1
D2
) 7
2 ∑
V1,V2,a
i1,i2,j1,j2
D˜
1
Y1
1
Y2
i1 i2
j1 j2V1 V2
a
ϕ1 ϕ2
ψ1 ψ2
id id
ϕB
ϕ∗B ψ
∗
1 ψ
∗
2
j1 V1 j1 j2 V2 j2 V1 Y1 V2 Y2
(7.21)
113
Stellenbosch University  https://scholar.sun.ac.za
Stellenbosch University  https://scholar.sun.ac.za
Finally, we apply Lemma 22, obtaining
id ϕ1 id ϕ2
1 1 Y1 1 1 Y2
ZTV (Mµ, {Y1,Y2})
(
1
D2
) 7
2 ∑
V1,V2,a
i1,i2,j1,j2
D˜
1
Y1
1
Y2
i1 i2
j1 j2V1 V2
a
ϕ1 ϕ2
ψ1 ψ2
id id
ψ∗1 ψ
∗
2
V1 Y1 V2 Y2
(7.22)
where D˜ = di1di2da
√
dV1
√
dV2
√
dj1
√
dj2 .
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7.1.3 Eta and its dagger.
Recall that η and η† are defined by
η
η†
(7.23)
Consider the following PLCW decomposition of η. There are four tube cells,
coloured by simple objects Y1, · · · ,Y4 in Z(A) as shown. The longitudes of the
tubes are indicated by the dashed green lines.
Y1
Y2
Y4
Y3
i1
i2
j1
j2
k1
k2
U1
U2
V1
V2
a
b1
i4
i3
j4
j3
k4
k3
U4
U3
V4
V3
c
b2
b
Apart from the four tube cells, there are three 3-cells: two cylindrically shaped
3-cells (one for each “tower”), and a “bridge” 3-cell. We compute the spherical
vector for each 3-cell below.
• The open tubes Tr, with r ∈ {1, · · · , 4}:
Ur
Vr
kr Yr
As usual the spherical vectors are given by
115
Stellenbosch University  https://scholar.sun.ac.za
S(Tr, l)(Φr) =
ψr
βr
ϕr
Ur
Vr
kr
Yr
where Φr = ϕr ⊗ βr ⊗ ψr.
• The bridge 3-cell B
b
b1 b2
(7.24)
The boundary ∂B consists of three oriented 2-cells, pictured below together
with their state spaces.
b1
〈b1〉 = δ1,b1 〈1〉
b2b1
b
b
〈b, b2, b∗, b∗1〉
b2
〈b2〉 = δ1,b2 〈1〉
Therefore, given a choice of vectors
γL ∈ δ1,b1 〈1〉∗ ∼= δ1,b1 〈1〉 ,
γ ∈ 〈b, b2, b∗, b∗1〉∗ ∼= 〈b1, b, b∗2, b∗〉 ,
γR ∈ δ1,b2 〈1〉∗ ∼= δ1,b2 〈1〉 ,
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and letting ΦB = γL ⊗ γ ⊗ γR, we obtain the spherical vector
S(B, l)(ΦB) = δ1,b1δ1,b2
γL γ γR
1 1
b
• The left cylindrical 3-cell L
k1
a
k2
k1 a k2
j1 j2
i1 i2
i1
j1 j2
i2
V1
V2
U2
U1
b1
The boundary ∂L consists of the following oriented 2-cells, shown with their
state spaces.
Top
U1 U2
i1 i2
i1 i2
〈i2, U2, i∗2, i1, U1, i∗1〉
Bottom
V2 V1
j2 j1
j2 j1
b1
〈b1, j1, V ∗1 , j∗1 , j2, V ∗2 , j∗2〉
Link
b1
〈b∗1〉 = δ1,b∗1 〈1〉
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Left
V1
U1
k1 k1
〈V1, k∗1, U∗1 , k1〉
Front Left
j1
i1
k1 a
〈i1, k1, j∗1 , a∗〉
Front Right
j2
i2
a k2
〈j2, k∗2, i∗2, a〉
Right
V2
U2
k2 k2
〈V2, k∗2, U2, k2〉
Back Right
j2
i2
k2 a
〈j∗2 , a∗, i2, k2〉
Back Left
j1
i1
a k1
〈j1, k∗1, i∗1, a〉
Therefore, given a choice of vectors
ϕT ∈ 〈i2, U2, i∗2, i1, U1, i∗1〉∗ ∼= 〈i1, U∗1 , i∗1, i2, U∗2 , i∗2〉 ,
ϕB ∈ 〈b1, j1, V ∗1 , j∗1 , j2, V ∗2 , j∗2〉∗ ∼= 〈j2, V2, j∗2 , j1, V1, j∗1 , b∗1〉 ,
ϕLink ∈ δ1,b1 〈1〉∗ ∼= δ1,b1 〈1〉 ,
ϕL ∈ 〈V1, k∗1, U∗1 , k1〉∗ ∼= 〈k∗1, U1, k1, V ∗1 〉 ,
ϕFL ∈ 〈i1, k1, j∗1 , a∗〉∗ ∼= 〈a, j1, k∗1, i∗1〉 ,
ϕFR ∈ 〈j2, k∗2, i∗2, a〉∗ ∼= 〈a∗, i2, k2, j∗2〉 ,
ϕR ∈ 〈V2, k∗2, U2, k2〉∗ ∼= 〈k∗2, U∗2 , k2, V ∗2 〉 ,
ϕBR ∈ 〈j∗2 , a∗, i2, k2〉∗ ∼= 〈k∗2, i∗2, a, j2〉 ,
ϕBL ∈ 〈j1, k∗1, i∗1, a〉∗ ∼= 〈a∗, i1, k1, j∗1〉 ,
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we obtain the spherical vector
S(L, l)(ΦL) = δ1,b1
i1 U1 i1 i2 U2 i2
j1 V1 j1 j2 V2
1
j2
k1 k1 a k2 k2
a
ϕFL ϕL ϕBL ϕBR ϕR ϕFR
ϕT
ϕB
ϕLink
where ΦL = ϕFL ⊗ ϕL ⊗ ϕBL ⊗ ϕBR ⊗ ϕR ⊗ ϕFR ⊗ ϕT ⊗ ϕB ⊗ ϕLink.
• The right cylindrical 3-cell R
k3
c
k4
k3 c k4
j3 j4
i3 i4
i3
j3 j4
i4
V3
V4
U4
U3
b2
The boundary ∂R consists of the following oriented 2-cells, shown with their
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state spaces.
Top
U3 U4
i3 i4
i3 i4
〈i4, U4, i∗4, i3, U3, i∗3〉
Bottom
V4 V3
j4 j3
j4 j3
b2
〈b∗2, j3, V ∗3 , j∗3 , j4, V ∗4 , j∗4〉
Link
b2
〈b2〉 = δ1,b2 〈1〉
Left
V3
U3
k3 k3
〈V3, k∗3, U∗3 , k3〉
Front Left
j3
i3
k3 c
〈j∗3 , a∗, i3, k3〉
Front Right
j4
i4
c k4
〈j4, k∗4, i∗4, c〉
Right
V4
U4
k4 k4
〈V4, k∗4, U4, k4〉
Back Right
j4
i4
k4 c
〈j∗4 , c∗, i4, k4〉
Back Left
j3
i3
c k3
〈j3, k∗3, i∗3, c〉
Therefore, given a choice of vectors
ωT ∈ 〈i4, U4, i∗4, i3, U3, i∗3〉∗ ∼= 〈i3, U∗3 , i∗3, i4, U∗4 , i∗4〉 ,
ωB ∈ 〈b∗2, j3, V ∗3 , j∗3 , j4, V ∗4 , j∗4〉∗ ∼= 〈j4, V4, j∗4 , j3, V3, j∗3 , b2〉 ,
ωLink ∈ 〈1〉∗ ∼= 〈1〉 ,
ωL ∈ 〈V3, k∗3, U∗3 , k3〉∗ ∼= 〈k∗3, U3, k3, V ∗3 〉 ,
ωFL ∈ 〈j∗3 , c∗, i3, k3〉∗ ∼= 〈k∗3, i∗3, c, j3〉 ,
ωFR ∈ 〈j4, k∗4, i∗4, c〉∗ ∼= 〈c∗, i4, k4, j∗4〉 ,
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ωR ∈ 〈V4, k∗4, U4, k4〉∗ ∼= 〈k∗4, U∗4 , k4, V ∗4 〉 ,
ωBR ∈ 〈j∗4 , c∗, i4, k4〉∗ ∼= 〈k∗4, i∗4, c, j4〉 ,
ωBL ∈ 〈j3, k∗3, i∗3, c〉∗ ∼= 〈c∗, i3, k3, j∗3〉 ,
we obtain the spherical vector
S(R, l)(ΦR) = δ1,b2
i3 U3 i3 i4 U4 i4
j3 V3 j3 j4 V4
1
j4
k3 k3 c k4 k4
c
ωFL ωL ωBL ωBR ωR ωFR
ωT
ωB
ωLink
where ΦR = ωFL ⊗ ωL ⊗ ωBL ⊗ ωBR ⊗ ωR ⊗ ωFR ⊗ ωT ⊗ ωB ⊗ ωLink.
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Making use of Equation 6.33, the full invariant STV (Mη ; {Y1,Y2,Y3,Y4})(Φ)
is given by
(
1
D2
) 12
2 ∑
l
D · ev
(
4∏
r=1
S(Tr, l)(Φr) · S(B, l)(ΦB) · S(L, l)(ΦL) · S(R, l)(ΦR)
)
where the sum runs over all simple labelings l of ∆, where
D = δ1,b1δ1,b2dadc
√
db
4∏
r=1
dkr
√
dUr
√
dVr
√
dir
√
djr ,
where
Φ = γ ⊗
4⊗
r=1
(ϕr ⊗ ψr)⊗ ϕT ⊗ ϕB ⊗ ωT ⊗ ωB,
and where the evaluation enforces
β1 = ϕ
∗
L β3 = ω
∗
L γL = ϕ
∗
Link ϕFL = ϕ
∗
BL ωFL = ω
∗
BL
β2 = ϕ
∗
R β4 = ω
∗
R γR = ω
∗
Link ϕFR = ϕ
∗
BR ωFR = ω
∗
BR
In diagrammatic form, we have the following:
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STV (Mη ; {Y1,Y2,Y3,Y4})(Φ) =
(
1
D2
)6∑
D˜
U1
Y1
U2
Y2
i1 i2
j1 j2V1 V2
a
ϕ1 ϕ2
ψ1 ψ2
ϕT
ϕB
γ
b
U3
Y3
U4
Y4
i3 i4
j3 j4V3 V4
c
ϕ3 ϕ4
ψ3 ψ4
ωT
ωB
(7.25)
where the sum runs over all simple edge labelings
U1, U2, U3, U4, V1, V2, V3, V4, i1, i2, i3, i4, j1, j2, j3, j4, a, b, b1, b2, c,
and where
D˜ = δ1,b1δ1,b2dadc
√
db
4∏
r=1
√
dUr
√
dVr
√
dir
√
djr .
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ϕT ϕ1 ϕ2
i1 U1 i1 i2 U2 i2 U1 Y1 U2 Y2
ωT ϕ3 ϕ4
i3 U3 i3 i4 U4 i4 U3 Y3 U4 Y4
ZTV (Mη; {Y1,Y2,Y3,Y4})
(
1
D2
)6∑
D′
U1
Y1
U2
Y2
i1 i2
j1 j2V1 V2
a
ϕ1 ϕ2
ψ1 ψ2
ϕT
b
U3
Y3
U4
Y4
i3 i4
j3 j4V3 V4
c
ϕ3 ϕ4
ψ3 ψ4
ωT
ψ∗1 ψ
∗
2
V1 Y1 V2 Y2
ψ∗3 ψ
∗
4
V3 Y3 V4 Y4
(7.26)
where the sum runs over all simple edge labelings
V1, V2, V3, V4, j1, j2, j3, j4, a, b, b1, b2, c,
and where
D′ = δ1,b1δ1,b2dadc
√
db
4∏
r=1
√
dVr
√
djr .
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ϕB ψ1 ψ2
j2 V2 j2 j1 V1 j1 V1 Y1 V2 Y2
γ
b b
ωB ψ3 ψ4
j4 V4 j4 j3 V3 j3 V3 Y3 V4 Y4
ZTV
(Mη† ; {Y1,Y2,Y3,Y4})
(
1
D2
)6∑
D′
V2
Y2
V1
Y1
j2 j1
i2 i1U2 U1
a
ψ2 ψ1
ϕ2 ϕ1
ϕB
b
γ
V4
Y4
V3
Y3
j4 j3
i4 i3U4 U3
c
ψ4 ψ3
ϕ4 ϕ3
ωB
ϕ∗2 ϕ
∗
1
U2 Y2 U1 Y1
ϕ∗4 ϕ
∗
3
U4 Y4 U3 Y3
(7.27)
where the sum runs over all simple edge labelings
U1, U2, U3, U4, i1, i2, i3, i4, a, c, b1, b2
and where
D′ = δ1,b1δ1,b2dadc
4∏
r=1
√
dUr
√
dir .
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7.1.4 Epsilon and its dagger
Recall that  and † are defined by

†
(7.28)
Consider the following PLCW decomposition, called ∆, of M, shown with a simple
labeling l. There are two tube cells, coloured by simple objects Y1 and Y2 in Z(A).
Y1
Y2
1
i1
i2
j1
j2
k1
k2
a
b
c
V2
V1
U2
U1
(7.29)
There are three 3-cells in this PLCW decomposition - the two open tubes and a
big central 3-cell.
• The open tubes Tr, with r ∈ {1, 2}:
Ur
Vr
kr Yr
As usual the spherical vectors S(T1, l) and S(T2, l) are given by
126
Stellenbosch University  https://scholar.sun.ac.za
S(Tr, l)(Φr) =
ψr
βr
ϕr
Ur
Vr
kr
Yr
where Φr = ϕr ⊗ βr ⊗ ψr.
• The central 3-cell C:
k1 a k2
k1 a k2
j1 j2
i1 i2
i1
j1 j2
i2
V1
V2
U2
U1 1
1
b
c
(7.30)
The boundary ∂C consists of the following oriented 2-cells, shown with their
state spaces.
Front Axis Link
1A1
〈1〉
Back Axis Link
1A2
〈1〉
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Top
U1 U2
i1 i2
i1 i2
1
1
c
b
〈i2, U2, i∗2, c, 1, c∗, i1, U1, i∗1, b∗, 1, b〉
Bottom
V2 V1
j2 j1
j2 j1
〈j1, V ∗1 , j∗1 , j2, V ∗2 , j∗2〉
Left
V1
U1
k1 k1
〈V1, k∗1, U∗1 , k1〉
Front Left
j1
i1
k1 a
〈j∗1 , a∗, i1, k1〉
Front Right
j2
i2
a k2
〈j2, k∗2, i∗2, a〉
Right
V2
U2
k2 k2
〈V2, k∗2, U∗2 , k2〉
Back Right
j2
i2
k2 a
〈j∗2 , a∗, i2, k2〉
Back Left
j1
i1
a k1
〈j1, k∗1, i∗1, a〉
Therefore, given a choice of vectors
ϕA1 ∈ 〈1〉∗ = 〈1〉 = C,
ϕA2 ∈ 〈1〉∗ = 〈1〉 = C,
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ϕT ∈ 〈i2, U2, i∗2, c, 1, c∗, i1, U1, i∗1, b∗, 1, b〉∗ = 〈b∗, 1, b, i1, U∗1 , i∗1, c, 1, c∗, i2, U∗2 , i∗2〉 ,
ϕB ∈ 〈j1, V ∗1 , j∗1 , j2, V ∗2 , j∗2〉∗ = 〈j2, V2, j∗2 , j1, V1, j∗1〉 ,
ϕL ∈ 〈V1, k∗1, U∗1 , k1〉∗ = 〈k∗1, U1, k1, V ∗1 〉 ,
ϕFL ∈ 〈j∗1 , a∗, i1, k1〉∗ = 〈k∗1, i∗1, a, j1〉 ,
ϕFR ∈ 〈j2, k∗2, i∗2, a〉∗ = 〈a∗, i2, k2, j∗2〉 ,
ϕR ∈ 〈V2, k∗2, U∗2 , k2〉∗ = 〈k∗2, U2, k2, V ∗2 〉 ,
ϕBR ∈ 〈j∗2 , a∗, i2, k2〉∗ = 〈k∗2, i∗2, a, j2〉 ,
ϕBL ∈ 〈j1, k∗1, i∗1, a〉∗ = 〈a∗, i1, k1, j∗1〉 ,
we obtain the following spherical vector
S(C, l)(ΦC) =
ϕT
ϕB
ϕFL ϕL ϕBL ϕBR ϕR ϕFR
ϕA1
ϕA2
i1
j1
U1
V1
i1
j1
i2
j2
U2
V2
i2
j2
k1 k1 k2 k2a
1
1
a
c
b
(7.31)
where ΦC = ϕA1 ⊗ ϕA2 ⊗ ϕFL ⊗ ϕL ⊗ ϕBL ⊗ ϕBR ⊗ ϕR ⊗ ϕFR ⊗ ϕT ⊗ ϕB.
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Making use of Equation 6.33, the full invariant STV (M , {Y1,Y2})(Φ) is given
by
(
1
D2
) 7
2 ∑
V1,V2,U1,U2,k1,k2
i1,i2,j1,j2,a,b,c
D · ev (S(T1, l)(Φ1)⊗ S(T2, l)(Φ2)⊗ S(C, l)(ΦC)) ,
(7.32)
where
D = dadk1dk2
√
di1
√
di2
√
dj1
√
dj2
√
dU1
√
dU2
√
dV1
√
dV2
√
db
√
dc,
and where the evaluation enforces
β1 = ϕ
∗
L ϕ
∗
A1
= ϕA2 ϕFL = ϕ
∗
BL
β2 = ϕ
∗
R ϕFR = ϕ
∗
BR
If we perform these changes we may merge the diagrams for S(T1, l) and S(T2, l)
into S(C, l) via the Fusion lemma [22]. Doing so yields the following:
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STV (M , {Y1,Y2})(Φ) =
(
1
D2
) 7
2 ∑
V1,V2,U1,U2,k1,k2
i1,i2,j1,j2,a,b,c
D
ϕT
ϕB
ϕ∗FL ϕ
∗
FL ϕ
∗
FR ϕ
∗
FR
ϕ∗A1
ϕ∗A1
ϕ1
ψ1
ϕ2
ψ2
i1
j1
U1
V1
i1
j1
i2
j2
U2
V2
i2
j2
k1 k2a
a
c
b
Y1 Y2
(7.33)
The vertices labeled ϕA1 and ϕ
∗
A1
will cancel, since they are simply reciprocal scalars. Finally, applying Lemma 21 along the
edges labeled by k1 and k2 yields
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STV (M , {Y1,Y2})(Φ) =
(
1
D2
) 7
2 ∑
V1,V2,U1,U2
i1,i2,j1,j2,a,b,c
D˜
ϕT
ϕB
ϕ1
ψ1
ϕ2
ψ2
i1
j1
U1
V1
i1
j1
i2
j2
U2
V2
i2
j2
a
a
c
b
Y1 Y2
(7.34)
where
D˜ = da
√
di1
√
di2
√
dj1
√
dj2
√
dU1
√
dU2
√
dV1
√
dV2
√
db
√
dc.
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7.2 Relations
Having defined the actions of each of the generating 2-morphisms, it remains to
check that all of the relations are satisfied. It would be incredibly cumbersome
to check the relations directly using the Turaev-Viro actions as they currently
stand, as the formulas are rather messy and technical. Instead, our strategy shall
be to compare the Turaev-Viro actions with the string-net actions from Section 5.2.
Theorem 100. Let Ns
κ
==⇒ Nt be any generating 2-morphism in F(O), and let
∆s and ∆t be PLCW decompositions of Ns and Nt respectively. Then (for any
permissible labeling of the boundary circles) the following diagram commutes:
Z123TV (Ns)
Z123SN (Ns)
Z123TV (Nt)
Z123SN (Nt)
Z123TV (κ)
Z123SN (κ)
pi∆s pi∆t
(7.35)
Before we prove this theorem, we note its consequences. The first of these is that
Z123TV defines a generators-and-relations 123-TQFT.
Corollary 101. Under Z123TV the actions of the generating 2-morphisms satisfy the
required relations, and hence Z123TV defines an oriented 123-TQFT.
Theorem 102. We have an equivalence of oriented 123-TQFTs
Z123SN ' Z123TV . (7.36)
Proof. This follows immediately from Theorem 100, Theorem 94, and Definition
49.
Proof of Theorem 100. For each of the invertible 2-generators commutativity
follows trivially since the horizontal maps are, in both cases, simply the
pushforward along the diffeomorphism associated to κ. For the non-invertible
generators, because the calculations are fairly repetitive, we shall only write the
commuting square for µ in full detail. The calculations for the remaining generators
follow exactly the same pattern.
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Applying pi∆s to the source vector in Equation 7.22, we obtain the following:
id ϕ1 id ϕ2
1 1 Y1 1 1 Y2
pi∆ 1
D2
ϕ1
ϕ2
Y1
Y2
(7.37)
On the the other hand, the target vector in Equation 7.22 is given by
(
1
D2
) 7
2 ∑
V1,V2,a
i1,i2,j1,j2
D˜
1
Y1
1
Y2
i1 i2
j1 j2V1 V2
a
ϕ1 ϕ2
ψ1 ψ2
id id
ψ∗1 ψ
∗
2
V1 Y1 V2 Y2
where D˜ = di1di2da
√
dV1
√
dV2
√
dj1
√
dj2 .
Applying pi∆t to the above yields the following:
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(
1
D2
) 10
2 ∑
V1,V2,a
i1,i2,j1,j2
D′
V1
V2
ψ1
ψ2
ψ∗1
Y1
ψ∗2
Y2
ϕ1
ϕ2
Y1
Y2
i1
i2
a
j1
j2
where D′ = di1di2dadV1dV2dj1dj2 .
Next we perform several moves in sequence:
(1) Apply the Resolution Lemma along the edges labeled V1 and V2.
(2) Using Relation 6.52, slide the loops labeled j1 and j2 off of the surface.
(3) Slide the loop labeled a off of the surface.
(4) Slide the loop labeled i2 off of the surface. This is possible due to Relation
6.52, as well as the cloaking provided by the i1 loop.
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(5) Slide the i1 loop past the top marked point so that it eventually goes around
the “waist” of the cylinder.
The result of doing these moves is the following:
(
1
D2
)5 ∑
a,i1,i2
j1,j2
di1d
2
ad
2
j1d
2
j2d
2
i2
ϕ1
ϕ2
Y1
Y2
i1
It is easy to see that this simplifies to the following:
1
D2
ϕ1
ϕ2
Y1
Y2
The commutativity of the square now follows immediately from Equation 6.54.
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