Several tests for combining p-values from independent tests have been considered to address a particular common testing problem. A simulation study shows that Fisher's (1932) Inverse Chi-square test is optimal based on a power comparison of several different tests.
Introduction
Tests for statistical significance of combined results were possibly the first statistical procedures developed for quantitative research synthesis. Combined test procedures were developed to combine the results of significance tests from different research studies.
Combining data from similar studies, as opposed to data derived from a single study, is important in Statistics. This study is a review of so-called omnibus statistical methods for testing the statistical significance of combined results. The procedures are called omnibus or nonparametric because they do not depend on the form of the underlying data, but only on the exact significance levels commonly called pvalues. A key point is that observed p-values derived from continuous test statistics have a uniform distribution under the null hypothesis regardless of the test statistics or distribution from which they arise. The non-parametric nature of combined significance tests gives great flexibility in applications. Such tests can be used to combine any independent tests of hypotheses, even though the individual tests examine somewhat different hypotheses. For example, Madhusudan Bhandary is a Professor in the Department of Mathematics. Email him at: bhandary_madhusudan@columbusstate.edu. Xuan Zhang is a statistician. Email him at: zhangxuannd@yahoo.com. combined significance tests may be used to summarize the results of 10 studies each of which examined the effect of a treatment on a different outcome variable. Such a procedure would test whether the treatment produced a superior outcome on any of the dimensions investigated. These procedures can also be used in research synthesis to combine the results of studies that test the same conceptual hypothesis by different methods.
Many statistical tests are available for testing the significance for combining results. This study examines the most widely used tests. Nine different tests were compared, these are: Kolmogorov-Smirnov, Tippett's, Wilkinson's (for r = 2, 3, 4, 5), Inverse Chi-square, Inverse normal and Logit test. The objective of this study was to perform a comprehensive comparison of the performance of these tests based on their powers. A simulation study was conducted and the powers of the tests were compared. It was found that Fisher's (1932) Inverse Chi-square test was optimal based on the power comparison of the different tests. 
H specified Test 5: The Inverse Normal Test Another procedure for combining pvalues is the inverse normal method proposed independently by Stouffer, et al. (1949) and by Liptak (1958 H is true, Mudholkar and George (1979) showed that the distribution of L (except for a constant) can be closely approximated by Student's t-distribution with 5m+4 degrees of freedom. Therefore, the test procedure is reject The maintenance of significance levels was checked for each of the nine tests (for Test 3, r = 2, 3, 4, 5 were used), under each sample size and population mean, and for two distributions: normal and exponential. Empirical error rates for each case were estimated by first simulating 10,000 different samples with specified sample size and population mean ( 0 μ ) from a population with a specified distribution. The test of interest was performed on each sample and it was determined if the null hypothesis was rejected at the 5% significance level. The empirical error rates for that test were then computed as the proportion of times the null hypothesis was rejected at each significance level. A test was considered acceptable at the 5% significance level if the error rates were between 0.044 and 0.056. The range represents a 99% confidence interval for the stated significance level.
Results
Tables 1-4 display the estimated powers of each test statistic investigated at the 0.05significance level; Figures 1-4 show the power curves.
Conclusion
Of the nine test statistics considered, the Inverse Chi-square test gives the highest power in almost every simulation, regardless of the number of populations, sample size or parameter values. The second highest power observed was with the Inverse Normal test. The minimum p test almost always gave the lowest power. In general, the Inverse Chi-Square proved superior by performing consistently in simulations for a wide range of cases. 
