Abstract In this paper we develop perturbation theory on the reduced space of a principal G−bundle. This theory uses a multiscale method and is related to vibrodynamics. For a fast oscillating motion with the symmetry Lie group G, we prove that the averaged equation (i.e. the equation describing the slow motion) is the Euler equation on the dual of a certain central extension of the corresponding Lie algebra g. As an application of this theory we study the Craik-Leibovich (CL) equation in hydrodynamics. We show that CL equation can be regarded as the Euler equation on the dual of an appropriate central extension of the Lie algebra of divergence-free vector fields. From this geometric point of view, one can give a generalization of CL equation on any Riemannian manifold with boundary. For accuracy of the averaged equation, we prove that the difference between the solution of the averaged equation and the solution of the perturbed equation remains small (of order ǫ) over a very long time interval (of order 1/ǫ 2 ). Combining the geometric structure of the generalized CL equation and the averaging theorem, we present a large class of adiabatic invariants for the perturbation model of the Langmuir circulation in the ocean.
Introduction
In this paper we develop perturbation theory to study a fast oscillating system corresponding to a Lie group G. More specifically, we apply a fast-slow multiscale method to an oscillating Hamiltonian system on the reduced space of a principal G−bundle. It turns out that the averaged equation describing the slow motion is the Euler equation on the dual of the central extension of the corresponding Lie algebra g.
We hope this theory can shed some lights on the geometric nature of some famous equations in mathematical physics, e.g. Craik-Leibovich equation for Langmuir circulation in oceans, infinite conductivity equation in plasma physics, β−plane or Rossby waves equation for a rotating fluid.
This perturbation theory is related to vibrodynamics, an area of dynamics and hydrodynamics studying the behaviour of mechanical and fluid systems subject to fast oscillations. An interesting related example is the stability of the upper position of a pendulum with a vibrating suspension point. Vibrodynamics was studied by many authors including Kapitza, Landau, Bogolyubov, Yudovich, etc. A generalized Krylov-Bogolyubov averaging method related to two-timing procedure was studied by Yudovich, Vladimirov, etc and is a major tool in this area.
Another interesting example in vibrodynamics is a flow with a fast oscillation related to the boundary conditions. By studying the oscillating flow, one can derive the CraikLeibovich (CL) equation describing the Langmuir circulation in oceans. Recall that the CL equation is ∂v ∂t
where V 0 is a prescribed Stokes drift velocity. This equation was first studied by Craik and Leibovich in [5] . Vladimirov and his coauthors give a new derivation of Craik-Leibovich equation by using the generalized Krylov-Bogolyubov averaging method related to twotiming method, see [11] .
In this paper we generalize this two-timing/averaging method to a perturbation theory on the principal G−bundle. By applying this theory to a principal S Di f f (D)−bundle considered in [8] to describe the free boundary fluid motion, we derive the CL equation. This theory also leads us to the geometric meaning of the CL equation: it turns out to be the Euler equation on the dual of a certain central extension of the Lie algebra of divergence-free vector fields. This geometric point of view enables us to give a higher-dimensional generalization of the CL equation on any Riemannian manifold with boundary in any dimension. Also, a large class of invariant functionals follows from this geometric structure.
Euler equations on the duals of central extensions of Lie algebras arise in many interesting settings in mathematical physics. Example 1.1. In [6] Khesin and Chekanov studied the infinite conductivity equation on a Riemannian manifold M:
where B is a constant divergence-free magnetic field. This equation is the Euler equation on the dual space of the central extension of the Lie algebra of the divergence-free vector fields S Vect(M). The corresponding 2-cocycle is a Lichnerowicz 2-cocycle (see section 3.2) related to the magnetic field B:
where B is an (n − 2)−vector field corresponding to a closed 2-form on M. Khesin and Chekanov generalized the infinite conductivity equation to any Riemannian manifolds in any dimension and found a large class of invariant functionals.
Remark 1.1. Since the CL equation has a geometric structure similar to the infinite conductivity equation, we are able to prove that those invariants for the infinite conductivity equation turn out to be also invariants for the CL equation. This also helps construct a large class of adiabatic invariants for the fast-slow system related to the CL equation. 
where β is a constant related to the Coriolis force, ω and ψ are the vorticity and stream functions, respectively. This equation describes the fluid motion on a rotating surface. It is the Euler equation on the dual of a central extension of the Lie algebra of the symplectomorphism group.
Besides the geometric structure, the accuracy of the averaged equation is also considered in this paper. We prove the averaging theorem in a general setting. The averaging theorem combined with the geometric structure of the CL equation enables us to present a class of adiabatic invariants for the fast-slow system related to the CL equation.
Organization and main results of the paper
In section 2, we give the general setting of the perturbation theory. We derive the averaged equation for a perturbed ODE related to a bilinear operator on a Banach space. Here the main statement is the following averaging theorem: The accuracy of the averaged equation in this perturbation theory is described in theorem 4.2. Using this averaging theorem, we study adiabatic invariants of this perturbation model.
In section 5 we apply our theory to an incompressible fluid with a free boundary and obtain the CL equation. This yields the geometric structure of the CL equation and the Stokes drift: the CL equation can be seen as the Euler equation on the dual of a certain central extension of the Lie algebra of divergence-free vector fields. By using this geometric point of view we generalize the CL equation to any Riemannian manifolds with boundary.
dual to the Lie algebra S Vect(D).
This geometric structure also gives us a large class of invariants for the system described by the CL equation. Combining the averaging theorem, we prove that these invariants are actually the adiabatic invariants for a perturbation model of the Langmuir circulation. In appendix we summarize the geometry and local Poisson structure on the reduced space of a principal G−bundle [9] and their application to the study of an incompressible fluid with free boundary [8] . We also derive the equation for a local Hamiltonian system on the reduced space.
Setting of the Perturbation theory

Derivation of the averaged equation
We start with the following general setting for averaging. Let X be a Banach space equipped with a norm · , and B : X × X → X is a bilinear operator. Consider an ordinary differential equation on X of the form
where x, y ∈ X. We assume that both x and y have the following expansions in small parameter ǫ → 0:
where y 1 is a prescribed time-dependent vector periodic with respect to t. Now we introduce a slow time s = ǫ 2 t, and for functions depending on both fast and slow times the time derivative becomes 
4)
where the slow time is s = ǫ 2 t and
Proof. Split x(s, t) into the average and oscillating parts (denoted respectively by straight and wave overlines),
Equating the coefficients at ǫ 2 , ǫ 3 , ǫ 4 to zero in equation (2.2), we obtain ǫ 2 :x 2t = 0 ⇒x 2 = 0,
where
Equating the coefficients at ǫ 4 to zero in equation (2.2), we get
Upon averaging this equation with respect to t, we have
as required. 
The averaging theorem
Let D be a bounded domain in Banach space X with norm · and assume that the solutionx 2 
where the constant C is independent of ǫ.
Proof. First we choose a new coordinate x * 2 in such a way that the old coordinate x * can be expressed via x * 2 in the form
where all x * i (x * 2 , t), i ≥ 3 have zero mean with respect to t. We know that x = ǫ 2 x * and y = ǫy 1 (t) + x, so plug this into (2.1) to obtain
Now we can assume that the derivative of x * 2 has an expansion
because x * 2 is the slow variable which only depend on slow time s = ǫ 2 t, we have
, so there is no ǫ term in the above expansion.
Then substituting (2.7) into (2.6), we get
Now we assume that x * 3 is of the form
, and
so we obtain
where R ≤ C 1 provided that x * , x * 2 belong to D. Comparing this with the averaged equation (2.3), we obtain that z = x * 2 − x * satisfies the inequality
where a is a constant and b = c 1 ǫ as long as x * , x * 2 ,x 2 remain in D. From this differential inequality, we obtain the estimate z ≤ bse as , as long as x * , x * 2 ,x 2 remain in D. For a finite time T , this yields the estimate
On the other hand, we have
Remark 2.1. The proof of theorem 2.1 manifests that the two-timing method (when one considers slow and fast times as independent variables) and averaging method are equivalent for nonlinear oscillating system (2.1). This allows us to give the rigorous justification of this two-timing method. As an application of this perturbation theory, we are going to study the free boundary problem of an incompressible fluid. The above consideration also allows one to justify various formal applications of the two-timing method to PDE, c.f. [5] , [11] .
Remark 2.2. Below we are also going to obtain the averaged equation of a perturbed Hamiltonian system on the reduced space of a principal G-bundle. The Hamiltonian equation studied below is a special case of (2.1), so the solution of the averaged equation well approximates the actual one by theorem 2.1.
Geometric Preliminaries
Euler equations on the dual of Lie algebras
Let G be a finite or infinite-dimensional Lie group, g its Lie algebra, and g * stands for (the regular part of) its dual.
for any m ∈ g * and smooth functions f, g on g * . Here the differentials are taken at the point m, and ·, · is a natural pairing between g and g * .
Proposition 3.1. The Hamiltonian equation corresponding to a function H and the Lie
For proof, see e.g. [7] . 
where I : g → g * is an inertia operator.
Remark 3.1. Arnold in [1] developed the general theory for the Euler equation describing the geodesic flow on an arbitrary Lie group equipped with a one-sided invariant metric. Given a Lie group G, consider the right-invariant metric on G which is defined at the group identity by the quadratic form corresponding to an inertia operator I : g → g * . Arnold proved that for such a right-invariant metric on group, the corresponding geodesic flow is described by the equation ( 
Central extensions Definition 3.3.
A central extension of a Lie algebra g by a vector space V is a Lie algebrâ g whose underlying vector spaceĝ = g ⊕ V is equipped with the Lie bracket:
for a Lie algebra 2-cocycle ω : g × g → V, i.e. for a bilinear, antisymmetric form ω on the Lie algebra that satisfies the cocycle identity:
Next, we are going to define a special 2-cocycle, which appears in section 4 when studying the averaged equation.
Definition 3.4. Fix a vector V 0 ∈ g and define an averaging 2-cocycle ω V 0 : g × g → R on the Lie algebra g by
where X, Y ∈ g and I is the inertia operator on g.
Remark 3.2.
Note that ω V 0 is a trivial 2-cocycle, or 2-coboundary, since ad * Proof. Since + V(q) , where is the norm on T * U induced from Riemannian metric on N. More detailed discussion of the geometry and Hamiltonian structure on this reduced space can be found in the appendix.
In the appendix (see proposition 6.1) we show that the equations of the natural Hamiltonian system are Now, we apply two-timing method to the Hamiltonian system (4.1). In our perturbation theory, q(t) belongs to a small neighbourhood of an averaged positionq. So, we can use the local equation in proposition 6.1.
We look for the solution of the form (µ, p, q)(s, τ), where µ, p, q are functions of time t and perturbation parameter ǫ, but, in fact, they are functions of two time variables s, τ. Note, however, that now we introduce different fast and slow times: τ = t ǫ is the new fast time, and s = ǫt is the new slow time, and τ−dependence is 2π−periodic, but s−dependence is not necessarily periodic.
By the chain rule, we find that the first equation of (4.1) becomes
Expand µ(s, τ) and note that the indices are shifted compared with the ones used above in section 2 since the slow and fast times are defined differently.
We also split µ into the average and oscillating parts,
whereμ is the average part of µ(s, τ) w.r.t. τ, i.e.μ = 1 2π 2π 0 µ(s, τ)dτ. Likewise, we expand
and split it into the average and oscillating parts, too. We are making the following 3 assumptions: 1.μ 0 = 0,v 0 = 0, which means that the zeroth approximation of the average motion is zero.
2.ṽ 0 does not depend on s, i.e. the zeroth approximation is a purely fast motion. 3. ∇V(q)| q=q = 0, which means that the force field of the potential has an equilibrium at the average positionq.
Remark 4.2.
As we will see below, assumption 1 and 2 together guarantee that the zeroth approximation of the velocity field generates a purely oscillating potential flow. We call it a potential flow, because in fluid dynamics this velocity field corresponds to an irrotational potential flow. Equating the coefficients at ǫ 2 to zero, we get
Theorem 4.1. The first approximation of the slow (averaged) motion is described by the following Hamiltonian equation on g
By averaging this equation w.r.t. τ, we obtain
Plugging (4.7) into this, we get
Note that we have
We claim that this is the only equation of the system (4.1) which has nontrivial averaging.
Indeed, consider the second equation of (4.1). Since ∇V(q)| q=q 0 = 0 then after averaging with respect to τ, the last 2 terms in RHS of the second equation of (4.1) are of the order 2, and we obtain dp 1 ds = 0. Thus, the first approximation of the slow (averaged) motion is described by Hamiltonian equation (4.5) on g * .
Remark 4.3.
In the proof, we choose the slow time to be ǫt and the fast time to be t ǫ . This two-timing method to derive the averaged equation is slightly different from the method in section 2.1 (where we chose the slow time to be ǫ 2 t and the fast time to be t ). We will see in the next section that these two derivations are actually equivalent. 
Accuracy of averaging on Lie groups
In this section, we present a theorem on the accuracy of the averaged equation 
Now consider a slow time s = ǫ 2 t, and let v = v(s, t), µ = µ(s, t). Split these functions into the average and oscillating parts, v(s, t) =v(s) +ṽ(s, t), µ(s, t) =μ(s) +μ(s, t).
By proposition 2.1 and 2.2, we have 9) where 
Adiabatic invariants
First, let us recall the definition of adiabatic invariants. Consider a Hamiltonian system whose parameters change slowly. Suppose that the Hamiltonian is H = H(p, q, λ), where λ = λ(τ), τ = δt, 0 < δ ≪ 1, and λ(τ) is assumed to be sufficiently smooth. 
where, operator Hor maps a function on Σ to a function on the manifold D Σ bounded by Σ:
(We denote this operator by Hor because it actually corresponds to the horizontal lift on the principal bundle.) So, vector field ∇Hor( f ) is a gradient field on the manifold D Σ . The above Hamiltonian describes the energy of an incompressible fluid with a free boundary. The first 2 terms constitute the kinetic energy. The last term is a potential energy related to the boundary Σ (for instance, related to the surface tension). The equations of this Hamiltonian system are and the slow time s = ǫt. Note that τ−dependence is 2π−periodic, but s−dependence is not necessarily so.
As in section 4.1, the only nontrivial averaging is obtained from the first equation of (5.1). It becomes 1 ǫ
Expanding µ and v, we get
Now split them into average and oscillating parts. Our three assumptions are as follows:
2.ṽ 0 does not depend on s. (Note that assumptions 1,2 mean that the zeroth approximation of the motion is potential flow, which is assumed in Craik-Leibovich's gravity wave model.)
3. ∇V(Σ)| Σ=Σ = 0, which means that there is no inertia force at average position. Applying the same two-timing method from section 4.1 we obtain the averaged equation
. This is the n−dimensional Craik-Leibovich (CL) equation. 
Proof. The equation (5.3) is
By using the identities
we obtain an n−dimensional Craik-Leibovich equation
where curl v is defined as an (n − 2)−vector field. 
Proof. This follows from theorem 3.1.
Remark 5.2. This is the Lichnerowicz 2-cocycle for the 2-form β = −dV b 0 .
From the geometric structure of the CL equation, one can derive first integrals for the CL equation. These invariants are studied in [6] in the similar setting of the infinite conductivity equation, 
Adiabatic invariants
Now consider the perturbation model discussed in section 3.3. Assume that the velocity field v = I −1 µ − A f ree,Σ (∇Hor (φ)) has the form
where v 1 is a velocity field such that 
is an adiabatic invariant for the perturbed Hamiltonian system described above. Namely, let D be a bounded domain in the energy norm, then there exists ǫ 0 such that for all ǫ satisfying 0 < ǫ < ǫ 0 , one has
where C is a positive constant and time T 0 is the time during which the solutionμ 2 of the averaged equation remains in D .
In addition to this adiabatic invariant, there is a large class of adiabatic invariants for this perturbation model: Proof. By averaging theorem 4.2, we know that the accuracy of the averaged equation (4.5) is of order ǫ over a time interval of order 1 ǫ 2 . Now, the conclusion follows from theorem 5.2.
6 Appendix: The geometry and Hamiltonian structure on the reduced space of a principal G−bundle
Local Poisson structures on reduced spaces
In order to study the Hamiltonian structure on the reduced space of a principal G−bundle, we use the local Poisson bracket studied in [8] , [9] .
Let π : M → N be a principal G−bundle, N = M/G is its base space. We are going to describe the local Poisson structure on the reduced space T * M/G. This Poisson structure is actually defined on an associated bundle isomorphic to T * M/G. First, we explain the construction of this associated bundle.
Let M = π * (T * N) be a principle G−bundle π : M → T * N. This is a subbundle of the cotangent bundle T * M. Now consider the associated bundle S = M × G g * , which consists the orbits of G action on M × g * given by
This space is studied in [10] .
The isomorphism between S = M × G g * and T * M/G is induced by the isomorphism between M × g * and T * M:
Let us consider a local section γ :
So, in local coordinates, elements in S can be written as (q, p, µ), here (q, p) ∈ T * U, µ ∈ g * and the isomorphism S ≃ T * M/G is given by
where A ∈ Ω 1 (N, g) is a 1-form induced by the local trivialization A q = γ * A γ(q) . The local formula for the Poisson structure on S is
where Ω is the curvature corresponding to the connection A and Ω = γ * Ω ∈ Ω 2 (N, g). 
Hamiltonian equations on the reduced space
The Hamiltonian equation on the reduced space for the free boundary problem
In the following proposition, A f ree ∈ Ω 1 (M Emb , S Vect(D)) is the connection 1-form and A f ree ∈ Ω 1 (N boun , S Vect(D)) is a 1-form induced by a local section: γ f ree : U boun → M Emb .
