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EXECUTIVE SUMMARY 
Through the use of market studies looking at various indicators of supply and demand, firms are 
continually attempting to predict future investment opportunities.  While most of these studies 
rely primarily on measures of economic growth, this market study utilizes the use of another 
dimension by including measures of economic development.  By including this additional 
indicator, this study seeks to inform The Generation Companies, a real estate development and 
operating firm based in Durham, North Carolina, in regards to markets of interests for future 
investments.  As a part of this study, economic growth and economic development indicators 
representing the demand side were weighted and combined with a regulation on supply indicator  
in order to create a final investment index for 65 metropolitan areas within 9 states of the eastern 
United States.  In getting to this final index the data suggests at least two patterns; one being that 
larger university towns are more regulated than the other towns and second being that generally 
metro areas with larger populations have higher total investment indices.  In terms of results 
pertaining to The Generation Companies, it was found that their current investments are very 
sound in relation to our final investment index.  In fact of the 20 hotels in which they own or 
manage within the study metro areas, 13 or 65% of them are located in the top third of our final 
investment rankings.  Overall, it is thought that though the inclusion of economic development 
indicators, which are uncommon to traditional market studies, this study should provide great 
insight and assistance in the future investment decisions for The Generation Companies.   
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I. INTRODUCTION  
 For many firms completing market analyses, there is little thought given to the theory 
underlying their work.  Essentially these firms are striving to be prophetic in predicting future 
economic activity, but give too little thought to the theory behind their process.  Through 
understanding the theory of economic development, a firm can be better suited and better 
equipped to make more accurate predictions.  While practical thought may tell a researcher that a 
particular location is good for investment, theoretical thought can aid in better understanding the 
origins of a good investment and why such an investment really is good. 
 With this in mind, this report provides an example of a market analysis which was 
completed with the importance of theory in mind.  Specifically this analysis was completed for 
the Generation Companies, a real estate development and operating firm that focuses mainly in 
the extended stay hospitality industry.  In order to provide them with a list of potential 
investment areas, this analysis combined the use of economic theory and practice in analyzing 
metropolitan areas within the southeastern United States.  
 
II. LITERATURE REVIEW 
Distinctions between Economic Growth and Economic Development 
 For an analyst completing a market study it is important to understand the theoretical 
structure which ultimately defines an area as attractive for investment.  Before building this 
structure leading to economic development, an analyst must first understand some key 
terminology.  A beginning point for understanding this terminology could begin with the ideas of 
economic growth and economic development.  In fact, this distinction has caused much 
confusion as many have misunderstood the relationships and distinctions between economic 
growth (which some often confuse as the ultimate progress) with economic development (which 
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is the ultimate progress).  The difficulty surrounding this task is that different researchers and 
writers through the ages have had varying opinions on these matters.  As Richard Brinkman 
(1995) points out, ―older literature of development economics …[made the distinction] that 
growth referred to a quantitative increase in gross national product per capita while development 
entailed simply something more‖ (1171).  But what exactly could be meant by the terms ―simply 
something more‖?  This phrase alone causes much confusion when considering the term 
―development‖.  Some look at development as a process which can only occur following 
substantial growth.  In other words development would only be associated with more advanced 
countries and regions which have already experienced growth.  However, others in favor of 
development economics ―a branch of economics devoted to the study of and the policies for 
lower developed countries,‖ feel as though economic development pertains to their calling 
(Hosseini, 2003).  In reality, the word development has become an all encompassing word 
pertaining to various ideas which could be better suited by using other terminology.  Because of 
this bundling of definitions to the word development, it has become very difficult to even define, 
let alone distinguish from growth.  In resolving this specific area of confusion, it could be safe to 
say that development economics (which pertains to aiding less developed countries-LDCs) is not 
the same as economic development (which pertains to qualitative external processional changes 
that an economic unit makes).  
 This previous example highlights one of the many confusions surrounding the use of the 
word development by itself.  When growth is thrown into the mix, greater amounts of confusion 
result.  In fact, Robert Flammang provides many of the definitions for economic growth and 
development which had been relevant and debated within the literature prior to 1979.  These 
definitions as summarized by Emil Malizia and Edward Feser (1999) are taken as follows: 
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1. No definitions are offered. Economic growth and development are reduced to other 
concepts such as urbanization and industrialization.  (Examples of writers include 
Viner, 1964; Nugent and Yotopoulos, 1976) 
2. Growth is the same as development.  Growth, or development, is measured as an 
increase in aggregate or per capita income. (Examples include Lewis, 1944; Meier 
and Baldwin, 1957; Leibenstein, 1957)  
3. The distinctions depend on geography.  Growth occurs in rich countries, development 
in poor one; sometimes this argument is reversed as eluded to above. (Examples 
include Hirschman, 1958; Maddison, 1970) 
4. The distinctions depend on the origin of development.  Change that comes from 
sources internal to the region is development, change that is externally imposed is 
growth; and sometimes the argument is reversed. (Example includes Brenner, 1966) 
5. Growth and development are complements because one makes the other possible. 
(Example includes Meier, 1976) 
6. Growth and development are alternating processes that occur in sequential time 
periods. 
7. Growth is an increase in output; development is structural change. 
8. Growth expands the economy; development must lead to more equal distributions of 
income and wealth. 
9. Growth or development leads to a greater range of economic choices. 
(Examples provided by Hosseini (2003)) 
 While this list gives a good impression of the many combinations of definitions of growth 
and development, it does not by itself offer a clear and concise definition.  In fact, some 
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researchers and writers failed to even define the terms and yet others had clearly opposite 
feelings of many of the stated definitions.  Although finding a clear consensual definition may be 
difficult as each researcher seems to be using a slight variation in defining and distinguishing 
between growth and development, Robert Flammang points out that a pattern does exist within 
the definitions.  This pattern, which is known as the quantitative-qualitative distinction deals 
with the idea that when most people refer to economic growth, they are thinking in terms of an 
increase in a measurable quantity, while the term development is used to imply some sort of 
qualitative change.  While not necessarily stated in every definition, Flammang feels as if it is 
implied within most of the definitions.  While making this observation, he goes on to offer an 
opinion on the matter of defining these terms.  According to his definition, ―economic growth is 
a process of simple increase, implying more of the same (consistency over time), while economic 
development is a process of structural change, implying something different‖ (50).  Likewise 
Brinkman expands on this idea by mentioning that growth (or consistency over time) is a static 
process which involves changes within a structure, while development is more of a dynamic 
transformation ―through which one structure gives rise to the next‖ (1172).   Essentially these 
opinions represent growth as an internal process and development as an external process (as is 
elaborated on further in the next section). 
 Overall, there are many discrepancies regarding the meanings of economic growth and 
economic development.  While the opinions are different, they are not necessarily wrong.  As 
each researcher takes a different angle, a common term is utilized which causes different 
definitions for different situations.  Regardless of these different definitions, it seems safe to say 
that economic development is a phenomenon which involves taking a step further than economic 
growth.  As articulated by Robert Flamming, growth and development are different, but related, 
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processes which are both counterparts and competitors, depending on the time span involved‖ 
(47).    
 
Viable Paths to Economic Development: How to Move beyond Simple Economic Growth to 
a More Advanced Economic Development?  
 In understanding the distinctions between economic growth and economic development 
along with understanding the ability to predict economic activity, researchers have been able to 
conceptualize the various paths which can be taken to move beyond simple growth to achieve the 
eventual destination of economic development.  This realization is predicated on the 
understanding of the link between growth and development.  Specifically by realizing that 
development is a higher order and more complicated process than growth, one is better able to 
understand the paths in reaching this secondary status.  In essence it can be argued that there are 
several paths to economic development (assuming economic development is the end of the 
road/or a greater destination than simply economic growth).  One such path as proposed by Emil 
Malizia and Edward Feser (1999) predicates on the idea of location being a first tier or simplistic 
measure in determining the attractiveness for economic development.  When location is utilized 
in this capacity it becomes evident that self-reliance is essential.  In other words, through 
strengthening internal links and minimizing external trade (known as autarky), growth is able to 
take place (19).  This process involves gathering resources and can be likened to the early stages 
of many businesses.  By building a local reputation and following, this business is able to 
quantitatively grow (referring to economic growth) which if successful can aid in eventually 
creating and achieving an identity (referring to economic development).  While this path (to 
economic development) centered primarily on location and growth seems promising, it also 
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seems to only highlight the early stages of economic advancement.  Essentially this path does not 
appear relevant for businesses or regions which have already achieved a local identity and are 
thus more developed or economically advanced. 
 A second path put forth by the same researchers takes a step further in addressing 
economic development by realizing that simple location is not adequate, but rather relative 
(regional) location is the way to achieving development.  This relative location refers to a firm’s 
role within the global economy as opposed to being excluded from the global market.  
Fundamentally, this path involves building links between the previously self-reliant firm to the 
external economic system.  A key to this path is the ability of the firm to find a functional 
responsibility within the global economy.  By doing this, the firm assures its continued growth 
allowing for continued development (Malizia and Feser, 19).  
 While in theory both of these paths could contain elements of both growth and 
development, there appears to be a separation between which path is better suited for each idea.  
It is true that through self-reliance growth can occur and development can be achieved, and it is 
also true that through building links to external economic systems growth can occur and 
development can be achieved.  However, based upon the previous definitions of growth and 
development, economic self-reliance is certainly more oriented towards growth while linkages to 
the external economic system are much more oriented towards development.  Some may argue 
that both of these paths are a part of a single process leading to economic development, but I 
would advocate that the latter path is the essential component to reaching the more desirable 
destination which is economic development. 
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The Role of Competitiveness in Promoting Growth and Development: From Production 
Methods to Competitiveness to Growth and then to Development  
 When considering the viable paths to economic development, it is important to also 
consider a common concept to both of these mentioned paths.  Regardless of the path taken in 
striving for development, the concept of competitiveness comes into play.  By definition, 
competitiveness is the ―quality of the economic and institutional environment for the sustainable 
development of private productive activities and the increase in productivity‖ (Inter-American 
Development Bank, 2003).  Essentially this definition is relevant when looking into the potential 
for growth and development within a region.  For example, when completing a market analysis, 
the central question regarding feasibility of investment deals with whether the environment (or 
location) being considered has the necessary pieces to facilitate growth which could eventually 
lead to development.  If this potential environment exists then it would be considered an 
attractive location for a firm.  When analyzed in this light, good competitiveness or a good 
quality environment leads to growth and then to development. 
 If good competitiveness is key to facilitating growth and development, then it is 
important to consider the paths to good competitiveness.  According to Malizia (1996), 
competitiveness can be achieved through efficient production or through flexible production.  In 
keeping within the level of firms, a firm can be competitive from a growth standpoint by being 
efficient or from a development perspective by being flexible.  By using ―specialized capital 
goods,‖ efficient firms are able to achieve high levels of productivity.  By using ―adaptable 
process technologies and broadly trained labor[ers],‖ flexible firms are able to sustain and adapt 
to changes within their links to the global economy (Malizia, 7).  Through either of these 
methods, competitiveness can result.  This process is conceptualized in the following figure. 
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(Figure created by Jordan McMillen, 2007) 
 
 While competitiveness can be achieved via either efficient or flexible production, it also 
as a concept acts as the ―primary objective by which to evaluate the relative success of linkages 
to the global economy and the relative attractiveness of the locality to firms and households‖ 
(Malizia and Feser, 19).  In essence, competitiveness does not only aid in the evaluation of the 
quality of the environment for a particular industry (as previously described concerning market 
analysis), but it also acts as a way of evaluating linkages to the global economy (in other words 
the economic development of an area).  In respect to the figure above, each level of the process 
from production to development acts independently while serving as an avenue to the next level 
as well as an evaluation of the effectiveness of the previous level. 
 
From Theory to Practice: Growth and Development Indicators Explained 
 In keeping with the idea that each successive level acts as an evaluation of the previous 
level, it could be inferred that looking at the growth and development of a location allows for an 
understanding of the competitiveness of that location.  Once the competitiveness of a location is 
determined, then a firm can understand the quality of the environment and the potential that the 
location has for leading to further development down the line.  By utilizing indicators which 
measure growth and indicators which measure development, a comprehensive evaluation can be 
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made of the competitiveness of the location and investment environment, thus allowing for a 
prediction of whether the demand is present for development to take place or whether an 
investment should be made into an area.  For the most part, economic growth indicators are 
useful for a short term forecast of demand within an area (usually a metro area), while economic 
development indicators are a better approach to long-term forecasting as these indicators reflect 
the long-term productivity and innovation potential of each metro area (Malizia, 253).  
 For the most part economic growth indicators are relatively simple to gather and are 
available through publicly available sources.  Such indicators can be divided up into several 
categories which include the following: 
1. Population (measured by place of residence) 
2. Employment (measured by looking at the population working by place of work) 
3. Industry or occupational mix (measured by looking at the percentage of jobs within 
certain industries or jobs classified as white collar) 
4. Income (measured by looking at per capital income) 
5. Educational Attainment (usually obtained by looking at the percentage who have 
received a bachelor’s degree or higher).  Essentially higher college graduates reflect 
productivity or innovation potential since educational attainment is associated with 
the skills, capabilities, and talents of the local workforce. 
6. Importance of Manufacturing (measured by using either value added or 
manufacturing earnings). Essentially more manufacturing activity indicates less 
activity within an area. 
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While these indicators can present a clear historical picture of an area, they can also be useful for 
forecasting the near term future potential of an area. 
 Development indicators on the other hand are much more difficult to quantify and are not 
as readily accessible.  In fact, these indicators are much more qualitative in nature and lack the 
appropriate research, posing great difficulty for creating appropriate quantitative measures.  
Three agreed upon indicators of economic development potential include the following: 
1. Diversity of industries 
2. Resilience to down times 
3. Centrality of company headquarters 
Of the three, diversity has been studied the most and a positive association has been found.  In 
other words as industrial diversity increases (represented by the number of major industry groups 
in the study area), an area is thought to be less unstable and a prime candidate for higher growth.  
Due to the great amount of study that has been put into diversity, the Theil’s entropy index has 
been created allowing for a measurement of both the number of industries and the evenness of 
their distribution within a metro area.  For the other two indicators, resilience (referring to how 
an area recovers following down times) and centrality (referring to company headquarters), there 
has been much less research and currently a lack of measures for quantifying them.  Some 
studies have looked into the possibility of using the spatial distribution of airports or the spatial 
distribution of the 500 largest corporation headquarters or even the number of accountants within 
the study area to look at the idea of centrality, but currently there are not any agreed upon 
methodologies.  While indicators of economic development are certainly less developed and 
more difficult to acquire than indicators of growth, there is no doubt that both are important to 
completing a representative market study.  
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 While much thought within this paper has been put into growth and development and 
their respective indicators, it is also appropriate to recognize that other categories of indicators 
are often used when completing a market study.  Depending on the industry for which the study 
is being carried out, there are often indicators specific to each individual industry (market 
indicators) which are used.  These indicators provide a better picture of the study area with 
respect to the specific industry being studied.  Additionally, many market studies are 
incorporating indicators of development restrictiveness.  While the research is lacking as far as 
specific measurable indicators of restrictiveness, it is very useful for an investor or company to 
understand the degree to which a metro area’s regulation is restrictive with respect to preventing 
a smooth investment.  Taken together, all four discussed indicators (growth, development, 
market, and restrictiveness indicators) provide not only a representative market study, but also a 
comprehensive one.   
 
Importance of Theory to Market Studies 
As shown throughout this paper, theory plays an important role in the decision making 
for economic developers.  As Malizia and Feser mention, ―without theory, the economic 
developer pursues politically expedient strategies with professionally accepted techniques but 
has no way to build a defensible, independent basis for understanding and action.  With theory, 
the developer can first understand the threats and opportunities facing the local economy and can 
fashion unique strategies that address its strengths and weaknesses.‖  As previously eluded to, 
the understanding of the difference between practical thought and theoretical thought is essential 
for economic developers by providing a means for understanding more than just a good 
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investment location, but also the origins of a good investment and why such an investment is 
good.     
 
III. DATA COLLETION 
As outlined in the literature review, a market study’s validity is dependent upon the use 
of variables to represent the process from production to competiveness and then to growth and 
development.  In essence, there needs to be a combination of variables present which measure 
supply (herein referred to as production) and variables which represent the demand (herein 
represented by growth and development) for those supplies within each study area.  As a starting 
point for this analysis, several variables of interest were collected and two variables (instability 
and development restrictiveness) were calculated based upon regression models.  All of these 
variables along with their sources and definitions are as follows: 
Collected Indicators 
 Population – The population measure included total population from 1970 to 2030 in 
10 year spans and was obtained through the Woods and Poole Complete U.S. 
Database.  The data are historical for the years 1969 to 2006 from the U.S. Department 
of Commerce, Bureau of the Census, and projected for the years 2007 to 2030.  Woods 
and Poole defines population as the July 1 residential population and includes: civilian 
population; military population except personnel stationed overseas; college residents; 
institutional populations, such as prison inmates and residents of mental institutions, 
nursing homes, and hospitals; and estimates of undocumented aliens (W&P Technical 
Description, 2007). 
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 Household (Number of Households; Average Household Size) – The two household 
measures were gathered from the Woods and Poole database as well and also included 
measures from 1970 to 2030.  The historical household data (1969 – 2000) are based 
on Census Bureau data.  According to Woods and Poole, households are defined as 
occupied housing units which could be a house, an apartment, a group of rooms, or a 
single room occupied as a separate living quarters.  The occupants of a housing unit 
may be a single family, one person living alone, two or more families living together, 
or any group of related or unrelated persons who share living quarters.  The average 
size of households is defined as total population less group quarters population divided 
by the number of households (W&P Technical Description). 
 Educational Attainment – The educational attainment refers to the number of bachelor 
degrees or higher from the 1970 until 2000; several values were also obtained for 
2005.  This data was gathered from the State of the Cities Data System (SOCDS) 
which is administered through the Office of Policy Development and Research’s HUD 
USER information portal.  The SOCDS takes its data between 1970 and 2000 from the 
Census Bureau data, while the 2005 data was taken from the American Community 
Survey.  Direct access to the SOCDS can be found by following the following link: 
(http://socds.huduser.org/Census/Census_java.html) 
 Income – The income data refers to total personal income in current dollars and was 
also gathered from 1970 to 2030 from the Woods and Poole Database.  According to 
Woods and Poole, the historical data from 1969 to 2005 was obtained from the U.S. 
Department of Commerce, Bureau of Economic Analysis (BEA).  Total personal 
income is defined as the income received by persons from all sources, that is, from 
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participation in production, from both government and business transfer payments, and 
from government interest, which is treated like a transfer payment.  Persons consist of 
individuals, nonprofit institutions serving individuals, private uninsured welfare funds, 
and private trust funds.  Personal income is the sum of wages and salaries, other labor 
income, proprietors’ income, rental income of persons, dividend income, personal 
interest income, and transfer payment less personal contributions for social insurance 
(W&P Technical Description). 
 Employment (Construction Employment; Finance, Insurance and Real Estate 
Employment; Services Employment; Total Employment; Self Employed Employment) 
– The first four measures of employment were gathered from the Woods and Poole 
Database and are a complete measure of the number of full and part time jobs by place 
or work from 1970 to 2030.  The historical data from 1969 to 2005 were taken from 
the BEA.  The employment data as gathered from Woods and Poole include wage and 
salary workers, proprietors, private household employees, and miscellaneous workers.  
Wage and salary employment data are based on an establishment survey in which 
employers are asked the number of full and part time workers at a given establishment.  
Because part time workers are included, a person holding two part time jobs would be 
counted twice (W&P Technical Description).  The last measure of employment, self 
employment was obtained through the SOCDS.  For all employment measures, 
percentages of entire employment were calculated. 
 Earnings (Construction Earnings; Manufacturing Earnings; Services Earnings; Total 
Earnings)– The earnings data was collected from the Woods and Poole Database from 
1970 to 2030 and is defined as the sum of wages and salaries, other labor income, and 
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proprietors’ income.  As was the case with employment, earnings data are by place of 
work and is recorded by one-digit SIC industry codes.  Although from 2001 to 2005, 
the BEA only provided earnings information by the 1997 North American Industry 
Classification System (NAICS) definitions, Woods and Poole has estimated the SIC 
industry data from this information (W&P Technical Description).  From the earnings 
data, percentages of total earnings were calculated. 
 Production (Gross Regional Product; Total Retail Sales; Real GDP) – The gross 
regional product and the total retail sales were gathered from the Woods and Poole 
Database from 1970 to 2030, while the Real GDP was gathered from the BEA for the 
years 2001 to 2005.  The gross regional product was estimated by Woods and Poole by 
allocating state GRP in a particular year to counties within the state based on the 
proportion of total state earnings of employees originating in a particular county 
before being generalized to metropolitan areas.  The retail sales are the sum of county 
retail sales as published in the Census of Retail Trade, but differ from the U.S. data 
published monthly by the Department of Commerce due to revisions made by Woods 
and Poole (W&P Technical Description).  The real GDP is essentially the sub-state 
counterpart of the nation’s GDP, which is the Census Bureau’s featured and most 
comprehensive measure of U.S. economic activity (BEA Definitions, 2007). 
 Impact Fees – The impact fees were gathered from the 2007 National Impact fee 
Survey which is conducted by Duncan Associates.  While there are a multitude of 
names used to refer to impact fees, such as capacity fees, facility fees, system 
development charges and capital recovery fees, Duncan’s survey looks for common 
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characteristics in defining impact fees.  The characteristics that they consider for 
impact fees are that  
1. They are charged only to new development 
2. They are standardized fees as opposed to ad hoc, negotiated payments 
3. They are designed and used to fund capital improvements needed to 
serve growth. 
Calculated Indicators 
 Instability – The instability of each metro area was calculated using a linear regression 
of the levels of employment from 1994 to 2003 against time (represented in years).  
Essentially over the 10 year time period a base trend in the number of jobs is created 
and deviations from this trend represents the instability of a metro area (referred to by 
statisticians as a Root Mean Square Error - RMSE).  While a standard deviation could 
have been utilized instead of the RMSE, Mary Donegan provides a simple example of 
the superiority of the latter.  ―One area does not grow; another area grows at a constant 
rate.  According to the standard deviation measure the stagnant area is more stable 
than the growing one, while the root mean square error measure indicates that they are 
equally stable‖ (Donegan, et. al., Forthcoming 2008) 
 Restrictiveness Index –  The restrictiveness index was gathered for 15 metro areas 
from the 2002 land supply survey within the Journal of Housing Research report 
entitled ―Land Use Regulation and Housing Markets in Large Metropolitan Areas‖ 
(Godschalk, et. al., 2006).  While this report only identified indices for 15 of our study 
metro areas, an (OLS) Ordinary Least Squares multivariate regression was utilized to 
predict the remaining restrictiveness indices.  Essentially the previous income and 
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educational attainment variables (independent variables) from 2000 were regressed 
against the 15 known restrictiveness indices (dependent variable).  The following 
equation was used in the regression to estimate restrictiveness: 
Y = 0  +  1X1  +  2X2  +  E 
Where Y = restrictiveness 
       X1 = Income  
       X2 = Ln (Number of bachelor degrees as a percentage of total population) 
        E = Error Term 
   
      With a resulting equation of: 
 
Y = 38.32916  -  0.1688X1  +  14.18913X2  + E 
 
      This could be interpreted the following two ways: 
- For every $1,000 increase in per capita income, restrictiveness index will 
decrease by .16 points [Holding all else constant]. 
- For every 1 % increase in the percentage of population with bachelor’s 
degrees, the restrictiveness index will increase by 14.2% [Holding all else 
constant].  
 
Appendix A provides a list of all metropolitan areas included within this market study. 
     
IV. METHODOLOGY 
Indicator Determination and Collection 
The process of completing the market study was divided into two separate sections.  The 
first section dealt with making preliminary decisions or assumptions while the second dealt with 
the data analysis.  From the outset of the project it was known that the southeast would comprise 
the study area, but the southeast was not defined.  In order to do this, 9 total states were chosen 
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(Alabama, Florida, Georgia, Kentucky, Maryland, North Carolina, South Carolina, Tennessee, 
and Virginia) and all metro areas within or extending into these states were utilized.  Following 
an analysis of all 94 metro areas within these 9 states, the areas with a population of less than 
150,000 were eliminated from the study resulting in a final analysis of 65 metro areas.  As 
mentioned by Emil Malizia, ―Metro areas are appropriate units of analysis […] as they fulfill 
evolving roles in the global economy [and as they are] the most basic and complete economic 
unit functioning in the space economy‖ (Malizia, 1991, 254).  It is also important to note that the 
December 2005 metro area definitions were used due to their use by Woods and Poole, the major 
data contributor to the study.  Along with deciding the study metro areas, it was also determined 
that a time frame from 1980 to 2020 would be suitable for data collection, however because of 
data availability the timeframe was extended from 1970 to 2030. 
From the outset of the study there was a vision of representing both the demand for the 
use of extended stay hotels as well as the supply potential of such hotels.  Upon reviewing the 
literature it became apparent that demand could be divided into two segments: economic growth 
and economic development, with growth referring to an increase in measurable quantities and 
development being used to imply some sort of qualitative change.  In order to satisfy both of 
these components of demand the following variables were collected: total population, number of 
households and household size, educational attainment, per capita income, employment within 
construction, employment within finance, insurance and real estate, employment within services, 
earnings from within the same sectors of employment, retail sales, gross regional product and 
real GDP within the study metro areas. 
Following the collection of potential demand indicators the attention was turned to the 
collection of supply indicators.  The ideal measurement of supply would include a rooms per 
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metro area estimate, but following inquiries into various sources and a meeting with the client, it 
was determined that this variable was too difficult to obtain.  From the outset of the study, it was 
anticipated that these indicators would be the hardest to collect, and as a result of the difficulty in 
collecting true supply indicators, the attention was turned to collecting and creating indicators 
which could have an effect on future supply.  This was done by collecting multifamily and single 
family impact fees for the study states, averaging the two together and then assigning them to 
their respective study metro areas.  Additionally, a measure of restrictiveness was calculated 
using a regression model as previously described.  These measurements while not truly supply 
indicators represent constraints which could be put on supply in the future. 
 
Data Analysis 
 Once all indicators were gathered they were selectively divided up into their respective 
categories, demand or regulation on supply and within demand were divided into growth and 
development indicators.  For the growth indicators (population growth, employment growth, 
income growth, and GRP growth), a change was calculated between 1990-2000 and between 
2000-2010 in order to give some idea of the immediate history and immediate future growth of 
the metro areas. For development indicators, the measures from the year 2000 were utilized.   
In order to show the diversity of industries, the manufacturing and FIRE (Finance, 
Insurance, and Real Estate) earnings were calculated as a percent of the total earnings.  In 
essence areas with higher percentages of earnings in manufacturing would correlate with less 
activity and thus a lower desirability for investment, while areas with higher percentages of 
earnings in FIRE would correlate with a greater desirability for investment.  The reason for using 
earnings as opposed to employment for manufacturing was because manufacturing has seen a 
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solid institutional decrease over time and would not be a good measure of productivity within the 
industry.  The use of percentages acts as a way of standardizing the earnings against each other.   
In order to show productivity of the metro area as a whole, the gross regional product 
(GRP) per employee was calculated.  The GRP refers to the ―value of all goods produced for 
final sale in an accounting period and originates from‖ each metropolitan area (FRB Dallas, 
1995).  By dividing the GRP by the number of employees within a metro area, a good measure is 
produced of each employee’s contribution to the total GRP within that metro area. 
Of the final two indicators of development, stability (a measure of resilience to down 
times) was taken directly from the results of the linear regression previously explained while 
educational attainment was taken directly from the 2000 numbers as presented by Woods and 
Poole. 
The method chosen to represent the demand and regulation on supply for the use of 
extended stay hotels utilized the use of standard scores or statistical z-scores.  Essentially a 
standard score is a ―dimensionless quantity which is derived by subtracting the population mean 
from an individual raw score and then dividing the difference by the population standard 
deviation‖ (Wikipedia, 2008).  In order to do this, a mean and a standard deviation for each 
indicator within each metro area were calculated.  For example, for all the population growth 
numbers a mean and a standard deviation were calculated within excel.  The same was done for 
all of the other indicators representing demand and for the two variables representing regulation 
on supply.  Following the calculation of the mean and standard deviation, the value from each 
metro area was used to subtract the mean and then divide by the calculated standard deviation.  
The result is a standard score for each indicator within each metro area.  The standard score acts 
as a way of standardizing or normalizing all of the measures together.  In essence the standard 
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score acts as a way of transforming all indicator values into a measure which has a mean of 0 and 
a standard deviation of 1, which allows the researcher to know how far the measure is above or 
below the mean. 
Following this normalizing of indicators, the standard scores can simply be added 
together in order to create an evenly weighted index.  For instance, for each metro area, the 
calculated population growth standard score can be added to the calculated employment growth 
score which can be added to the income growth score and then to the GRP growth score to create 
a total growth index.  Because it was felt that employment had a larger influence on the total 
growth index, the employment was weighted more than the other measures.    This same process 
was done using the four development indicators to get a development index.  Because 
manufacturing earnings was felt to be less influential, it was weighted less than the other 
measures.  Also because manufacturing earnings and instability have a negative relationship 
relative to economic development, they were given inverse values.  The last index pertaining to 
regulation on supply was also weighted with 75 % of the score coming from the restrictiveness 
index and the other 25% coming from the impact fees.   
Following these calculations, all indicators and measures were consolidated into three 
measures for each metro area; one representing an index of growth scores from 2000 to 2010 
(with a small influence from the 1990-2000 employment), one representing an index of 
development scores, and one representing an index of regulation scores.  For each of the three 
measures, rankings were created from 1 to 65 ranking the metro areas from most desirable for 
investment to least desirable for investment.  For the growth ranking and the development 
ranking, a lower number was given to metro areas that had higher standard scores.  In essence, 
areas with higher amounts of growth and higher amounts of development were given better 
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ranks.  The last measure, regulation was given better rankings for areas that had higher scores.  
In essence this would mean that areas with greater amounts of regulation were given better 
rankings.  While one would think that areas with lower amounts of regulation would be more 
desirable, it was determined that for this analysis the entity seeking investment is not being 
looked at from the perspective of a developer, who would seek areas with less regulations, but 
rather the entity is being looked at from the perspective of an investor.  In essence, the entity is a 
developer, but also owns facilities long term and would want to develop in areas where investors 
would back a project.  With this said, investors would back the project much more willingly if 
they are confident in the regulations in an area to ensure the return on their investment.  Once all 
rankings were created, a final evenly weighted average ranking was created. 
 
Appendix B provides a look at the final organization of the data into growth, development and 
regulation on supply indicators and includes the standard score calculations used in calculating 
final index scores. 
 
V. ANALYSIS RESULTS 
General Patterns of Interest 
 Before getting into the final results pertaining to The Generation Companies, there are 
several patterns present which are worth noting.  First of all, when looking at the overall growth 
rankings from 2000-2010, it is apparent that Florida has the most metro areas seeing significant 
growth during this decade.  In fact 5 of top 10 metro areas in growth are in Florida and include 
the following: Miami-Fort Lauderdale, Orlando-Kissimmee, Tampa-St. Petersburg-Clearwater, 
Naples-Marco Island, and Cape Coral-Fort Myers.  Although seeing the greatest amount of 
growth, it is important to realize the importance that the other indicators have in contributing to 
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the final investment scores.  While these cities are on top in terms of overall growth during the 
decade, they are not all on top in terms of overall investment potential.  Nonetheless, nearly all of 
these cities are in the top third of the overall rankings. 
 One other pattern of interest is seen when looking at the regulation indices.  In essence it 
appears that the larger metro areas known as ―university towns/cities‖ top the list and are the 
most regulated.  This pattern seems logical considering larger universities are usually on the 
cutting edge in terms of research resulting in greater amounts of regulation.  While Washington 
D.C. is the most regulated city, its position may be due more to its role as a government center 
than to the universities which are located in this area.  However following Washington D.C., the 
next seven cities are all known for their major universities.  These cities and universities from 
greatest to least regulation indices include Charlottesville, Virginia (University of Virginia), 
Durham, North Carolina (Duke University), Gainesville, Florida (University of Florida), 
Raleigh, North Carolina (North Carolina State University), Richmond, Virginia (Virginia 
Commonwealth University), Tallahassee, Florida (Florida State University), and Blacksburg, 
Virginia (Virginia Polytechnic Institute and State University).  While these cities are scattered 
throughout the overall investment rankings, it is important to note this correlation between being 
a university town and having a high regulation index.  
 When looking beyond the individual rankings, several patterns are also present when 
looking at the overall investment potential indices.  One obvious pattern can be seen when 
looking at the education of the top ranked metro areas.  In fact, education seems to coincide very 
well with the final rankings as 4 out of the top 5 ranked metro areas are also the 4 metro areas 
with the most people holding at least a bachelors degree. 
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 Finally, a last pattern of interest is seen when looking at the correlation between 
population size and final investment rankings.  In essence it appears that most of the better 
ranked metro areas are also the ones which have greater population sizes.  This is confirmed by 
the 58% correlation which was calculated between the two variables.  This pattern is of particular 
interest because this is the very assumption that institutional investors adhere to when making 
investments.  By choosing larger investment areas, investors are able to have convenient access 
by air allowing for better due diligence and on-going contact following a business deal.  Also, 
investors sense that smaller markets, relative to the individual project size, are less stable as one 
large project can greatly oversupply a small market while hardly disrupting a larger market 
(Malizia).  Although favoring investment locations because of population sizes, investors should 
be wary of all patterns taken from this study and they should particularly be interested in studies 
which seek to include qualitative measures in there quantitative assessments. 
 
Appendix C provides a look at comparative scatter plots created from the final growth, 
development and regulation on supply standard scores.  The metro areas in the upper right 
quadrants are those with the highest scores relative to the respective indicators specified. 
 
Current Investments and Future Prospects (The Generation Companies) 
From this study it is apparent that the Generation Companies is doing well in terms of 
their current investment locations.  In fact, most of the locations in which they own and manage 
extended stay hotels are within the top third of the overall calculated index.  Of their 20 hotels 
within the study metro areas, 13 or 65% are located in the top third of the final rankings.  Similar 
patterns are seen when looking at their locations relative to the individually calculated economic 
growth, economic development, and regulation rankings.  In fact, 15 of the 20 locations are in 
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the top third of the growth rankings with all but 2 of those 15 locations also within the top third 
in terms of development rankings.  With this said, it is important to mention the high correlation 
(51%) between the overall economic growth rankings and the overall economic development 
rankings.  In relation to the third ranking dealing with regulation, 13 of the 20 locations are also 
within the top third of most regulated cities. 
From an investment standpoint, the Generation Companies has 4 hotels located in the 
Washington, D.C.-Arlington, VA- Alexandria, MD metro area which has the greatest total index.  
The next four metro areas in order rounding out the top five rankings include Baltimore-Towson, 
Maryland, Naples-Marco Island, Florida, Miami-Fort Lauderdale-Miami Beach, Florida and 
Atlanta-Sandy Springs-Marietta, Georgia, in which they have no facilities located.  The only 
other location rounding out the top ten in which they do not have a hotel located is Charlotte-
Gastonia-Concord, NC-SC.  While The Generation Company is doing well in terms of their 
current investment locations, these results provide several opportunities for further exploration in 
the future.   
 
Appendix D provides a look at the individual rankings for each study indicator and also shows 
the final rankings for all study areas.  The metro areas are sorted based upon highest to lowest 
overall investment scores. 
 
VI. LIMITATIONS 
The most significant limitation to this market study was the lack of supply data utilized.  
While it would have been ideal to have a ―rooms per metro area‖ measure to add another 
dimension to the study, it is felt that the regulation or constraints on supply indicators which 
were utilized are sufficient in obtaining accurate results.  In calculating restrictiveness, which 
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was one of the two measures used for the regulation on supply indicator, it would have been 
ideal to have a complete sample of restrictiveness indices for all of the study metro areas within 
this market study.  One such limitation could have been the small sample size of 15 metro areas 
that matched up and were used to generate the additional 79 restrictiveness indices.  
Additionally, the independent variables which were used in this prediction (income and 
education) only explained 32% of the variation in the dependent variable (restrictiveness index).  
As a result of this, most of the predicted restrictiveness indices are slightly higher than the 
original 15 known indices.  Although being slightly higher, the predicted restrictiveness indices 
still give a good representation of the actual indices and are combined with another measure 
(impact fees) which serves to lessen the effects of this issue.   
One other potential limitation deals with the reliability of census data.  Recently several 
researchers have come to the opinion that census data can have adverse effects on local market 
studies due to its inflated nature.  While much of the data for this study was taken from a 
proprietary source (Woods and Poole), much of their historical data is taken directly from census 
sources.  However, because this study is broad and looks at metro areas as opposed to more local 
areas, the use of this census data should not affect the results in any harsh manners. 
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IX. APPENDICES 
Appendix A 
CBSA ID NUM Metro Area CBSA ID NUM Metro Area
10500 Albany, GA 28700 Kingsport-Bristol-Bristol, TN-VA
11340 Anderson, SC 28940 Knoxville, TN
11700 Asheville, NC 29460 Lakeland, FL
12020 Athens-Clarke County, GA 30460 Lexington-Fayette, KY
12060 GA 31140 Louisville, KY-IN
12260 SC 31340 Lynchburg, VA
12580 Baltimore-Towson, MD 31420 Macon, GA
13820 Birmingham-Hoover, AL 32820 Memphis, TN-MS-AR
13980 Radford, VA 33100 Beach, FL
15980 Cape Coral-Fort Myers, FL 33660 Mobile, AL
16700 Charleston-North Charleston, SC 33860 Montgomery, AL
16740 SC 34820 Beach, SC
16820 Charlottesville, VA 34940 Naples-Marco Island, FL
16860 Chattanooga, TN-GA 34980 TN
17140 Cincinnati-Middletown, OH-KY-IN 36100 Ocala, FL
17300 Clarksville, TN-KY 36740 Orlando-Kissimmee, FL
17900 Columbia, SC 37340 Palm Bay-Melbourne-Titusville, FL
17980 Columbus, GA-AL 37860 Pensacola-Ferry Pass-Brent, FL
19660 Beach, FL 38940 Port St. Lucie-Fort Pierce, FL
20500 Durham, NC 39580 Raleigh-Cary, NC
22180 Fayetteville, NC 40060 Richmond, VA
22500 Florence, SC 40220 Roanoke, VA
23020 Destin, FL 42260 Sarasota-Bradenton-Venice, FL
23540 Gainesville, FL 42340 Savannah, GA
24660 Greensboro-High Point, NC 43900 Spartanburg, SC
24780 Greenville, NC 45220 Tallahassee, FL
24860 Greenville, SC 45300 FL
25180 Hagerstown-Martinsburg, MD-WV 46220 Tuscaloosa, AL
25860 Hickory-Lenoir-Morganton, NC 47260 News, VA-NC
26620 Huntsville, AL 47900 DC-VA-MD-WV
27260 Jacksonville, FL 48900 Wilmington, NC
27340 Jacksonville, NC 49180 Winston-Salem, NC
27740 Johnson City, TN  
 
 
 
 
 
 
 
Appendix B
Metro Area 90 - 00 St. Score 00-10 St. Score 90 - 00 St. Score 00 - 10 St. Score 90 - 00 St. Score 00 - 10 St. Score 90 - 00 St. Score 00 - 10 St. Score 90 - 00 00 - 10
Albany, GA 11,156 (0.54) 11,207 (0.54) 8,609 (0.60) 5,948 (0.59) $7,208 (1.19) $9,623 (0.96) $839 (0.50) $1,027 (0.58) (2.83) (0.33)
Anderson, SC 20,804 (0.49) 16,561 (0.52) 16,585 (0.54) 3,055 (0.61) $8,796 (0.22) $8,972 (1.22) $1,192 (0.48) $803 (0.59) (1.73) (0.37)
Asheville, NC 60,951 (0.30) 49,435 (0.37) 43,735 (0.35) 34,424 (0.38) $8,995 (0.09) $10,698 (0.52) $3,202 (0.36) $3,865 (0.40) (1.10) (0.21)
Athens-Clarke County, GA 29,793 (0.45) 29,247 (0.46) 20,507 (0.51) 16,218 (0.51) $7,063 (1.28) $8,988 (1.22) $1,296 (0.47) $1,726 (0.54) (2.72) (0.35)
Atlanta-Sandy Springs-Marietta, GA 1,190,679 5.24 1,179,807 4.84 835,954 5.13 496,610 3.00 $12,517 2.07 $8,196 (1.54) $94,743 5.17 $45,186 2.25 17.62 1.78 
Augusta-Richmond County, GA-SC 61,607 (0.29) 45,378 (0.39) 26,274 (0.47) 33,059 (0.39) $6,726 (1.49) $11,651 (0.13) $1,841 (0.44) $4,940 (0.33) (2.70) (0.13)
Baltimore-Towson, MD 166,879 0.22 255,575 0.58 129,496 0.24 244,387 1.16 $11,495 1.45 $15,509 1.45 $17,870 0.53 $29,021 1.22 2.44 0.56 
Birmingham-Hoover, AL 94,684 (0.13) 97,866 (0.15) 103,827 0.06 83,590 (0.02) $10,359 0.75 $14,437 1.01 $10,953 0.11 $11,513 0.09 0.79 0.16 
Blacksburg-Christiansburg-Radford, VA 10,108 (0.55) 5,195 (0.57) 8,431 (0.60) 6,488 (0.58) $6,466 (1.65) $9,373 (1.06) $729 (0.51) $909 (0.59) (3.30) (0.35)
Cape Coral-Fort Myers, FL 104,903 (0.08) 188,335 0.27 55,027 (0.28) 116,925 0.23 $8,869 (0.17) $15,347 1.38 $3,833 (0.32) $8,965 (0.07) (0.85) 0.26 
Charleston-North Charleston, SC 41,664 (0.39) 101,105 (0.13) 34,640 (0.42) 81,583 (0.03) $8,827 (0.20) $12,159 0.08 $3,363 (0.35) $6,382 (0.24) (1.35) (0.05)
Charlotte-Gastonia-Concord, NC-SC 309,072 0.92 360,575 1.06 235,965 0.98 180,133 0.69 $12,087 1.81 $9,283 (1.10) $26,921 1.07 $21,028 0.70 4.78 0.15 
Charlottesville, VA 29,749 (0.45) 26,522 (0.47) 23,737 (0.49) 22,606 (0.46) $10,964 1.12 $11,421 (0.22) $1,762 (0.45) $2,148 (0.51) (0.27) (0.19)
Chattanooga, TN-GA 43,512 (0.38) 30,009 (0.46) 56,068 (0.27) 32,121 (0.39) $9,711 0.35 $12,882 0.37 $4,541 (0.28) $4,838 (0.34) (0.58) (0.06)
Cincinnati-Middletown, OH-KY-IN 164,793 0.21 140,026 0.05 223,117 0.89 133,128 0.34 $10,844 1.04 $12,579 0.25 $21,900 0.77 $18,849 0.56 2.92 0.16 
Clarksville, TN-KY 42,256 (0.39) 26,779 (0.47) 34,518 (0.42) 26,835 (0.43) $9,178 0.02 $14,343 0.97 $2,355 (0.41) $3,336 (0.43) (1.20) 0.02 
Columbia, SC 97,471 (0.12) 91,840 (0.17) 80,738 (0.10) 52,877 (0.24) $9,279 0.08 $10,819 (0.47) $6,754 (0.14) $6,104 (0.25) (0.28) (0.15)
Columbus, GA-AL 15,182 (0.52) 13,132 (0.54) 24,357 (0.49) 12,968 (0.53) $8,444 (0.43) $13,510 0.63 $2,175 (0.42) $2,995 (0.45) (1.86) (0.05)
Deltona-Daytona Beach-Ormond Beach, FL 70,830 (0.25) 78,122 (0.24) 30,826 (0.44) 46,092 (0.29) $7,009 (1.32) $10,974 (0.41) $1,954 (0.43) $4,494 (0.36) (2.44) (0.16)
Durham, NC 79,058 (0.21) 74,196 (0.25) 82,110 (0.09) 57,256 (0.21) $10,820 1.03 $12,061 0.04 $11,005 0.11 $5,484 (0.29) 0.85 (0.08)
Fayetteville, NC 37,914 (0.41) 21,384 (0.50) 37,911 (0.39) 25,990 (0.44) $8,460 (0.42) $15,355 1.39 $3,265 (0.36) $6,197 (0.25) (1.58) 0.12 
Florence, SC 16,585 (0.51) 10,029 (0.55) 14,990 (0.55) 7,683 (0.57) $8,347 (0.49) $10,949 (0.42) $1,410 (0.47) $1,340 (0.56) (2.03) (0.24)
Fort Walton Beach-Crestview-Destin, FL 26,461 (0.47) 28,931 (0.46) 30,795 (0.44) 33,387 (0.39) $9,701 0.34 $16,074 1.68 $1,669 (0.45) $4,057 (0.39) (1.02) 0.15 
Gainesville, FL 40,261 (0.40) 23,158 (0.49) 32,043 (0.43) 24,155 (0.45) $7,172 (1.21) $12,729 0.31 $1,816 (0.44) $3,162 (0.44) (2.49) (0.09)
Greensboro-High Point, NC 102,828 (0.09) 55,601 (0.34) 64,329 (0.21) 26,720 (0.43) $8,908 (0.15) $10,287 (0.69) $7,404 (0.10) $5,788 (0.27) (0.55) (0.21)
Greenville, NC 28,667 (0.45) 23,357 (0.49) 20,590 (0.51) 16,122 (0.51) $7,823 (0.81) $10,594 (0.56) $1,587 (0.46) $1,465 (0.55) (2.24) (0.25)
Greenville, SC 87,042 (0.17) 63,712 (0.30) 67,346 (0.19) 26,825 (0.43) $9,501 0.22 $9,411 (1.05) $6,294 (0.17) $3,922 (0.39) (0.31) (0.29)
Hagerstown-Martinsburg, MD-WV 29,601 (0.45) 44,978 (0.39) 17,766 (0.53) 19,435 (0.49) $8,387 (0.47) $10,665 (0.53) $1,318 (0.47) $2,048 (0.51) (1.92) (0.22)
Hickory-Lenoir-Morganton, NC 49,597 (0.35) 24,920 (0.48) 29,816 (0.45) (1,621) (0.64) $8,482 (0.41) $8,421 (1.45) $2,950 (0.37) $2,042 (0.52) (1.58) (0.39)
Huntsville, AL 49,453 (0.35) 49,595 (0.37) 33,857 (0.42) 36,774 (0.36) $8,115 (0.63) $12,756 0.32 $2,728 (0.39) $5,426 (0.30) (1.80) (0.05)
Jacksonville, FL 194,079 0.36 225,052 0.44 158,569 0.44 140,376 0.40 $10,348 0.74 $12,085 0.05 $12,928 0.23 $17,944 0.50 1.77 0.18 
Jacksonville, NC 1 (0.60) 2,135 (0.59) 14,221 (0.56) 14,199 (0.53) $9,771 0.38 $17,037 2.07 $1,184 (0.48) $3,610 (0.41) (1.25) 0.20 
Johnson City, TN 21,035 (0.49) 13,535 (0.53) 19,309 (0.52) 12,355 (0.54) $6,597 (1.57) $10,417 (0.63) $1,227 (0.48) $1,398 (0.56) (3.06) (0.27)
Kingsport-Bristol-Bristol, TN-VA 22,302 (0.49) 7,586 (0.56) 11,803 (0.57) 11,394 (0.55) $7,212 (1.19) $11,081 (0.36) $800 (0.50) $2,032 (0.52) (2.75) (0.22)
Knoxville, TN 80,915 (0.20) 92,623 (0.17) 80,392 (0.10) 80,457 (0.04) $9,013 (0.08) $11,604 (0.15) $6,293 (0.17) $8,477 (0.10) (0.55) (0.07)
Lakeland, FL 77,753 (0.21) 102,611 (0.12) 39,540 (0.38) 51,028 (0.26) $7,869 (0.79) $11,559 (0.17) $2,583 (0.40) $6,454 (0.23) (1.78) (0.08)
Lexington-Fayette, KY 59,338 (0.30) 47,055 (0.38) 66,095 (0.20) 32,594 (0.39) $10,783 1.01 $10,015 (0.80) $4,203 (0.30) $3,721 (0.41) 0.21 (0.26)
Louisville, KY-IN 106,772 (0.07) 95,432 (0.16) 138,483 0.30 65,655 (0.15) $10,840 1.04 $11,579 (0.16) $10,895 0.11 $8,624 (0.09) 1.38 (0.07)
Lynchburg, VA 22,012 (0.49) 21,289 (0.50) 15,481 (0.55) 12,610 (0.54) $7,837 (0.81) $11,009 (0.39) $1,289 (0.47) $1,518 (0.55) (2.32) (0.22)
Macon, GA 15,231 (0.52) 10,071 (0.55) 17,949 (0.53) 10,154 (0.56) $8,967 (0.11) $13,091 0.46 $1,455 (0.46) $1,663 (0.54) (1.63) (0.09)
Memphis, TN-MS-AR 137,704 0.08 102,917 (0.12) 143,307 0.34 86,042 (0.00) $10,607 0.90 $12,304 0.14 $15,239 0.37 $12,716 0.17 1.68 0.03 
Miami-Fort Lauderdale-Miami Beach, FL 950,711 4.07 937,509 3.72 602,149 3.51 673,091 4.29 $8,969 (0.11) $14,935 1.21 $53,620 2.69 $81,733 4.60 10.16 2.43 
Mobile, AL 20,912 (0.49) 9,119 (0.55) 36,379 (0.40) 14,090 (0.53) $7,075 (1.27) $11,358 (0.25) $2,457 (0.40) $3,379 (0.43) (2.58) (0.19)
Montgomery, AL 40,979 (0.39) 30,788 (0.45) 36,822 (0.40) 29,598 (0.41) $8,409 (0.45) $13,249 0.52 $2,867 (0.38) $4,054 (0.39) (1.63) (0.04)
Myrtle Beach-Conway-North Myrtle Beach, SC 52,865 (0.34) 69,394 (0.28) 38,604 (0.39) 40,513 (0.33) $8,434 (0.44) $8,007 (1.62) $2,329 (0.41) $2,579 (0.48) (1.58) (0.39)
Naples-Marco Island, FL 99,586 (0.11) 96,938 (0.15) 51,397 (0.30) 67,946 (0.13) $12,273 1.92 $21,612 3.95 $3,711 (0.33) $6,449 (0.23) 1.19 0.60 
Nashville-Davidson--Murfreesboro, TN 264,074 0.70 240,476 0.51 255,345 1.11 161,398 0.55 $11,855 1.67 $12,009 0.02 $22,464 0.80 $19,220 0.59 4.28 0.22 
Ocala, FL 63,241 (0.29) 79,328 (0.23) 30,785 (0.44) 33,434 (0.39) $7,265 (1.16) $9,937 (0.83) $1,659 (0.45) $3,136 (0.44) (2.34) (0.24)
Orlando-Kissimmee, FL 415,761 1.44 563,523 2.00 333,169 1.65 369,294 2.07 $8,727 (0.26) $11,297 (0.27) $22,840 0.83 $35,790 1.65 3.66 0.75 
Palm Bay-Melbourne-Titusville, FL 74,662 (0.23) 80,004 (0.23) 39,204 (0.38) 50,043 (0.26) $8,484 (0.41) $11,706 (0.11) $2,756 (0.39) $6,600 (0.22) (1.41) (0.09)
Pensacola-Ferry Pass-Brent, FL 67,108 (0.27) 71,955 (0.26) 44,888 (0.35) 42,995 (0.32) $7,558 (0.98) $10,881 (0.44) $2,135 (0.42) $5,844 (0.27) (2.01) (0.16)
Port St. Lucie-Fort Pierce, FL 65,926 (0.27) 106,382 (0.11) 33,913 (0.42) 62,799 (0.17) $8,982 (0.10) $13,570 0.66 $1,616 (0.45) $5,608 (0.29) (1.25) 0.05 
Raleigh-Cary, NC 255,359 0.66 273,663 0.66 179,244 0.58 126,379 0.29 $12,829 2.27 $7,294 (1.91) $15,973 0.41 $12,752 0.17 3.92 (0.17)
Richmond, VA 145,741 0.12 165,082 0.16 106,911 0.08 102,226 0.12 $9,400 0.16 $12,421 0.19 $11,420 0.14 $11,572 0.10 0.50 0.07 
Roanoke, VA 18,989 (0.50) 15,649 (0.52) 26,789 (0.47) 18,458 (0.49) $8,472 (0.41) $14,428 1.01 $2,062 (0.43) $3,005 (0.45) (1.82) 0.02 
Sarasota-Bradenton-Venice, FL 99,484 (0.11) 141,199 0.05 106,161 0.08 109,329 0.17 $11,214 1.27 $15,514 1.45 $6,279 (0.17) $9,566 (0.03) 1.07 0.25 
Savannah, GA 34,457 (0.43) 38,891 (0.42) 30,116 (0.45) 30,076 (0.41) $9,140 (0.00) $12,494 0.22 $2,338 (0.41) $3,289 (0.44) (1.29) (0.10)
Spartanburg, SC 26,879 (0.46) 22,837 (0.49) 18,561 (0.53) 4,509 (0.60) $8,158 (0.61) $8,443 (1.44) $2,254 (0.42) $1,414 (0.56) (2.02) (0.40)
Tallahassee, FL 59,748 (0.30) 44,099 (0.39) 44,731 (0.35) 36,323 (0.36) $8,291 (0.53) $11,558 (0.17) $3,240 (0.36) $3,987 (0.39) (1.53) (0.15)
Tampa-St. Petersburg-Clearwater, FL 326,578 1.01 435,724 1.41 370,265 1.91 301,241 1.57 $9,898 0.46 $12,208 0.10 $28,483 1.17 $35,931 1.66 4.54 0.69 
Tuscaloosa, AL 16,524 (0.51) 13,701 (0.53) 18,614 (0.53) 16,554 (0.51) $8,318 (0.51) $13,491 0.62 $1,536 (0.46) $2,464 (0.49) (2.01) (0.05)
Virginia Beach-Norfolk-Newport News, VA-NC 123,050 0.01 144,936 0.07 88,750 (0.04) 144,249 0.43 $8,273 (0.54) $13,667 0.70 $8,962 (0.01) $20,309 0.66 (0.58) 0.24 
WV 683,283 2.76 816,193 3.16 455,895 2.50 666,298 4.25 $13,828 2.88 $14,242 0.93 $77,765 4.15 $80,477 4.52 12.28 2.02 
Wilmington, NC 74,223 (0.23) 74,174 (0.25) 48,893 (0.32) 45,996 (0.29) $9,629 0.30 $10,014 (0.80) $3,346 (0.35) $3,799 (0.40) (0.60) (0.24)
Winston-Salem, NC 60,517 (0.30) 51,362 (0.36) 35,889 (0.41) 29,986 (0.41) $8,624 (0.32) $11,626 (0.14) $4,295 (0.29) $4,509 (0.36) (1.32) (0.13)
Indicators of Demand
Population Growth
Growth Indicators
Total 
Growth 
Score
Employment Growth Income Growth GRP Growth
 
Total 
Development 
Score
Metro Area (00) Mfg. earnings St. Score (00) FIRE & Services St. Score 2000 St. Score 2000 St. Score 2000 St. Score
Albany, GA 18.40% (0.03) 27.41% (0.16) $0.052 (0.12) 1,517.83 0.13 15,089 (0.12) (0.29)
Anderson, SC 33.86% (0.22) 19.64% (0.36) $0.049 (0.23) 2,348.84 0.11 17,709 (0.12) (0.81)
Asheville, NC 19.45% (0.04) 33.44% (0.00) $0.052 (0.14) 3,775.77 0.08 60,463 (0.07) (0.17)
Athens-Clarke County, GA 15.87% 0.00 27.36% (0.16) $0.051 (0.17) 1,696.33 0.13 30,356 (0.10) (0.30)
Atlanta-Sandy Springs-Marietta, GA 11.07% 0.06 39.98% 0.17 $0.075 0.59 68,738.57 (1.26) 853,073 0.72 0.28 
Augusta-Richmond County, GA-SC 16.34% (0.00) 23.70% (0.25) $0.055 (0.03) 2,763.54 0.11 64,390 (0.07) (0.25)
Baltimore-Towson, MD 9.55% 0.08 41.51% 0.21 $0.063 0.22 11,651.10 (0.08) 493,842 0.36 0.80 
Birmingham-Hoover, AL 10.84% 0.07 38.32% 0.12 $0.060 0.12 10,162.23 (0.05) 157,420 0.02 0.29 
Blacksburg-Christiansburg-Radford, VA 29.89% (0.17) 20.04% (0.35) $0.049 (0.22) 1,388.00 0.13 22,411 (0.11) (0.72)
Cape Coral-Fort Myers, FL 4.49% 0.14 40.31% 0.18 $0.052 (0.13) 5,047.61 0.06 69,153 (0.06) 0.19 
Charleston-North Charleston, SC 10.95% 0.06 33.68% 0.00 $0.055 (0.04) 4,243.59 0.07 86,778 (0.05) 0.06 
Charlotte-Gastonia-Concord, NC-SC 15.10% 0.01 39.54% 0.16 $0.072 0.50 20,677.33 (0.27) 244,104 0.11 0.51 
Charlottesville, VA 11.06% 0.06 28.87% (0.12) $0.053 (0.11) 1,484.28 0.13 42,622 (0.09) (0.12)
Chattanooga, TN-GA 20.25% (0.05) 33.57% 0.00 $0.054 (0.05) 5,000.96 0.06 62,117 (0.07) (0.12)
Cincinnati-Middletown, OH-KY-IN 22.17% (0.07) 35.01% 0.04 $0.063 0.20 25,289.74 (0.36) 319,469 0.19 (0.01)
Clarksville, TN-KY 16.28% (0.00) 17.60% (0.41) $0.053 (0.10) 1,347.85 0.14 22,340 (0.11) (0.49)
Columbia, SC 12.73% 0.04 32.37% (0.03) $0.055 (0.02) 9,795.81 (0.04) 109,931 (0.02) (0.07)
Columbus, GA-AL 16.10% 0.00 33.27% (0.01) $0.055 (0.05) 4,202.00 0.08 31,723 (0.10) (0.08)
Deltona-Daytona Beach-Ormond Beach, FL 9.16% 0.09 42.64% 0.24 $0.048 (0.26) 2,227.68 0.12 55,961 (0.08) 0.11 
Durham, NC 35.01% (0.23) 33.61% 0.00 $0.079 0.72 6,315.38 0.03 105,683 (0.03) 0.49 
Fayetteville, NC 9.78% 0.08 15.47% (0.47) $0.061 0.16 2,123.54 0.12 35,947 (0.10) (0.21)
Florence, SC 25.12% (0.11) 28.05% (0.14) $0.053 (0.11) 2,210.13 0.12 21,004 (0.11) (0.36)
Fort Walton Beach-Crestview-Destin, FL 3.55% 0.16 30.75% (0.07) $0.053 (0.11) 3,008.50 0.10 27,250 (0.11) (0.03)
Gainesville, FL 5.41% 0.13 37.82% 0.11 $0.050 (0.19) 1,794.36 0.13 48,639 (0.08) 0.10 
Greensboro-High Point, NC 26.44% (0.13) 31.60% (0.05) $0.061 0.17 10,778.82 (0.06) 99,982 (0.03) (0.11)
Greenville, NC 18.84% (0.03) 25.47% (0.21) $0.054 (0.08) 1,804.16 0.13 21,875 (0.11) (0.31)
Greenville, SC 26.16% (0.12) 29.76% (0.10) $0.058 0.05 10,483.19 (0.05) 83,685 (0.05) (0.27)
Hagerstown-Martinsburg, MD-WV 18.01% (0.02) 31.40% (0.05) $0.051 (0.16) 1,091.41 0.14 21,971 (0.11) (0.21)
Hickory-Lenoir-Morganton, NC 43.54% (0.34) 18.85% (0.38) $0.053 (0.09) 6,035.04 0.04 31,454 (0.10) (0.87)
Huntsville, AL 23.26% (0.09) 32.91% (0.02) $0.063 0.21 2,724.13 0.11 69,163 (0.06) 0.15 
Jacksonville, FL 7.97% 0.10 43.03% 0.25 $0.061 0.14 13,121.70 (0.11) 164,699 0.03 0.41 
Jacksonville, NC 2.81% 0.17 10.16% (0.61) $0.057 0.04 835.18 0.15 11,121 (0.12) (0.38)
Johnson City, TN 20.39% (0.05) 32.70% (0.02) $0.044 (0.37) 1,967.30 0.12 23,093 (0.11) (0.43)
Kingsport-Bristol-Bristol, TN-VA 33.47% (0.22) 27.01% (0.17) $0.049 (0.23) 1,747.52 0.13 32,704 (0.10) (0.59)
Knoxville, TN 17.30% (0.01) 35.40% 0.05 $0.054 (0.06) 2,775.30 0.11 102,132 (0.03) 0.05 
Lakeland, FL 13.22% 0.04 32.76% (0.02) $0.051 (0.16) 2,607.33 0.11 48,669 (0.08) (0.12)
Lexington-Fayette, KY 22.37% (0.08) 27.43% (0.16) $0.056 0.01 7,786.14 0.00 78,213 (0.06) (0.28)
Louisville, KY-IN 20.63% (0.06) 33.35% (0.00) $0.058 0.06 16,254.02 (0.17) 163,080 0.03 (0.14)
Lynchburg, VA 31.53% (0.19) 29.32% (0.11) $0.050 (0.20) 1,719.41 0.13 28,733 (0.10) (0.47)
Macon, GA 17.13% (0.01) 38.54% 0.13 $0.054 (0.06) 2,377.54 0.11 26,450 (0.11) 0.07 
Memphis, TN-MS-AR 12.48% 0.05 35.22% 0.04 $0.061 0.16 14,660.17 (0.14) 164,846 0.03 0.14 
Miami-Fort Lauderdale-Miami Beach, FL 6.63% 0.12 46.93% 0.35 $0.063 0.22 18,246.68 (0.22) 826,541 0.70 1.17 
Mobile, AL 14.80% 0.02 32.46% (0.03) $0.051 (0.17) 4,586.53 0.07 46,625 (0.09) (0.20)
Montgomery, AL 11.75% 0.05 33.15% (0.01) $0.053 (0.09) 3,017.33 0.10 53,340 (0.08) (0.03)
Myrtle Beach-Conway-North Myrtle Beach, SC 8.88% 0.09 41.03% 0.20 $0.045 (0.34) 4,780.96 0.06 25,564 (0.11) (0.10)
Naples-Marco Island, FL 2.57% 0.17 52.25% 0.49 $0.056 0.00 3,021.89 0.10 51,757 (0.08) 0.67 
Nashville-Davidson--Murfreesboro, TN 15.36% 0.01 42.48% 0.23 $0.060 0.11 20,422.05 (0.26) 218,873 0.09 0.18 
Ocala, FL 14.44% 0.02 33.18% (0.01) $0.046 (0.31) 2,090.65 0.12 25,626 (0.11) (0.29)
Orlando-Kissimmee, FL 7.96% 0.10 48.36% 0.39 $0.058 0.05 25,367.53 (0.36) 268,727 0.14 0.31 
Palm Bay-Melbourne-Titusville, FL 18.54% (0.03) 42.78% 0.24 $0.059 0.08 2,354.92 0.11 80,020 (0.05) 0.35 
Pensacola-Ferry Pass-Brent, FL 7.22% 0.11 33.39% (0.00) $0.052 (0.13) 5,206.81 0.05 57,670 (0.08) (0.05)
Port St. Lucie-Fort Pierce, FL 6.70% 0.12 40.79% 0.19 $0.046 (0.30) 1,193.35 0.14 45,975 (0.09) 0.06 
Raleigh-Cary, NC 10.43% 0.07 37.67% 0.11 $0.065 0.28 15,607.71 (0.16) 193,937 0.06 0.36 
Richmond, VA 14.54% 0.02 35.60% 0.05 $0.062 0.19 9,277.05 (0.03) 200,444 0.07 0.31 
Roanoke, VA 17.68% (0.02) 34.13% 0.02 $0.053 (0.10) 3,843.26 0.08 42,249 (0.09) (0.12)
Sarasota-Bradenton-Venice, FL 10.25% 0.07 50.14% 0.43 $0.049 (0.21) 9,829.55 (0.04) 110,505 (0.02) 0.23 
Savannah, GA 17.77% (0.02) 32.85% (0.02) $0.056 (0.00) 1,391.82 0.13 42,912 (0.09) 0.00 
Spartanburg, SC 35.55% (0.24) 21.44% (0.31) $0.058 0.06 3,173.34 0.10 30,486 (0.10) (0.50)
Tallahassee, FL 3.72% 0.15 34.68% 0.03 $0.054 (0.05) 3,086.78 0.10 65,039 (0.07) 0.16 
Tampa-St. Petersburg-Clearwater, FL 8.54% 0.09 48.42% 0.39 $0.057 0.03 33,622.86 (0.54) 367,507 0.24 0.21 
Tuscaloosa, AL 23.76% (0.09) 20.82% (0.33) $0.052 (0.12) 1,685.44 0.13 25,314 (0.11) (0.52)
Virginia Beach-Norfolk-Newport News, VA-NC 10.51% 0.07 27.78% (0.15) $0.057 0.03 3,358.47 0.09 234,120 0.10 0.15 
WV 3.76% 0.15 47.07% 0.35 $0.079 0.70 29,416.09 (0.45) 1,347,618 1.22 1.97 
Wilmington, NC 15.70% 0.01 31.95% (0.04) $0.054 (0.07) 3,393.92 0.09 45,662 (0.09) (0.10)
Winston-Salem, NC 23.38% (0.09) 39.95% 0.17 $0.064 0.24 4,994.38 0.06 68,129 (0.07) 0.31 
Indicators of Demand
Industry Mix
Productivity 
(GRP per 
employee)
Educational 
Attainment 
(Bachelor's or 
higher)
Stability
Development Indicators
 
Total 
Regulation 
Score
Metro Area 2002 St. Score Average Fee St.Score
Albany, GA 1.41 (1.63) 1638.5 (0.78) (1.42)
Anderson, SC 2.45 (1.31) 4401 (0.35) (1.07)
Asheville, NC 8.20 0.48 4518.5 (0.33) 0.28
Athens-Clarke County, GA 10.33 1.15 1638.5 (0.78) 0.67
Atlanta-Sandy Springs-Marietta, GA 9.85 1.00 1638.5 (0.78) 0.56
Augusta-Richmond County, GA-SC 5.20 (0.45) 1638.5 (0.78) (0.53)
Baltimore-Towson, MD 9.37 0.85 8059 0.21 0.69
Birmingham-Hoover, AL 6.56 (0.02) 0 (1.03) (0.28)
Blacksburg-Christiansburg-Radford, VA 7.84 0.37 23520 2.59 0.93
Cape Coral-Fort Myers, FL 7.05 0.13 8265.5 0.24 0.16
Charleston-North Charleston, SC 7.84 0.37 4401 (0.35) 0.19
Charlotte-Gastonia-Concord, NC-SC 8.74 0.65 4518.5 (0.33) 0.41
Charlottesville, VA 13.16 2.03 23520 2.59 2.17
Chattanooga, TN-GA 4.85 (0.56) 4166 (0.39) (0.52)
Cincinnati-Middletown, OH-KY-IN 7.06 0.13 0 (1.03) (0.16)
Clarksville, TN-KY 1.23 (1.69) 4166 (0.39) (1.36)
Columbia, SC 8.60 0.61 4401 (0.35) 0.37
Columbus, GA-AL 3.28 (1.05) 1638.5 (0.78) (0.98)
Deltona-Daytona Beach-Ormond Beach, FL 4.97 (0.52) 8265.5 0.24 (0.33)
Durham, NC 13.40 2.11 4518.5 (0.33) 1.50
Fayetteville, NC 2.67 (1.24) 4518.5 (0.33) (1.01)
Florence, SC 2.92 (1.16) 4401 (0.35) (0.96)
Fort Walton Beach-Crestview-Destin, FL 7.72 0.34 8265.5 0.24 0.31
Gainesville, FL 12.11 1.71 8265.5 0.24 1.34
Greensboro-High Point, NC 7.12 0.15 4518.5 (0.33) 0.03
Greenville, NC 6.67 0.01 4518.5 (0.33) (0.08)
Greenville, SC 6.79 0.05 4401 (0.35) (0.05)
Hagerstown-Martinsburg, MD-WV 1.30 (1.67) 8059 0.21 (1.20)
Hickory-Lenoir-Morganton, NC 0.18 (2.02) 4518.5 (0.33) (1.59)
Huntsville, AL 10.92 1.34 0 (1.03) 0.74
Jacksonville, FL 6.08 (0.18) 8265.5 0.24 (0.07)
Jacksonville, NC 0.00 (2.07) 4518.5 (0.33) (1.64)
Johnson City, TN 5.43 (0.38) 4166 (0.39) (0.38)
Kingsport-Bristol-Bristol, TN-VA 3.09 (1.11) 4166 (0.39) (0.93)
Knoxville, TN 8.27 0.51 4166 (0.39) 0.28
Lakeland, FL 1.68 (1.55) 8265.5 0.24 (1.10)
Lexington-Fayette, KY 9.73 0.96 0 (1.03) 0.47
Louisville, KY-IN 5.47 (0.36) 0 (1.03) (0.53)
Lynchburg, VA 4.73 (0.60) 23520 2.59 0.20
Macon, GA 3.82 (0.88) 1638.5 (0.78) (0.85)
Memphis, TN-MS-AR 5.25 (0.43) 4166 (0.39) (0.42)
Miami-Fort Lauderdale-Miami Beach, FL 7.43 0.25 8265.5 0.24 0.25
Mobile, AL 4.18 (0.77) 0 (1.03) (0.83)
Montgomery, AL 7.44 0.25 0 (1.03) (0.07)
Myrtle Beach-Conway-North Myrtle Beach, SC 5.24 (0.44) 4401 (0.35) (0.41)
Naples-Marco Island, FL 9.10 0.77 8265.5 0.24 0.64
Nashville-Davidson--Murfreesboro, TN 7.69 0.33 4166 (0.39) 0.15
Ocala, FL 1.61 (1.57) 8265.5 0.24 (1.12)
Orlando-Kissimmee, FL 7.96 0.41 8265.5 0.24 0.37
Palm Bay-Melbourne-Titusville, FL 8.43 0.56 8265.5 0.24 0.48
Pensacola-Ferry Pass-Brent, FL 6.43 (0.06) 8265.5 0.24 0.01
Port St. Lucie-Fort Pierce, FL 5.69 (0.30) 8265.5 0.24 (0.16)
Raleigh-Cary, NC 12.46 1.82 4518.5 (0.33) 1.28
Richmond, VA 9.01 0.74 23520 2.59 1.20
Roanoke, VA 6.51 (0.04) 23520 2.59 0.62
Sarasota-Bradenton-Venice, FL 8.51 0.58 8265.5 0.24 0.50
Savannah, GA 6.51 (0.04) 1638.5 (0.78) (0.23)
Spartanburg, SC 4.11 (0.79) 4401 (0.35) (0.68)
Tallahassee, FL 11.50 1.51 8265.5 0.24 1.20
Tampa-St. Petersburg-Clearwater, FL 6.84 0.06 8265.5 0.24 0.11
Tuscaloosa, AL 5.53 (0.34) 0 (1.03) (0.52)
Virginia Beach-Norfolk-Newport News, VA-NC 6.79 0.05 23520 2.59 0.68
WV 13.38 2.10 23520 2.59 2.22
Wilmington, NC 8.46 0.57 4518.5 (0.33) 0.34
Winston-Salem, NC 7.46 0.25 4518.5 (0.33) 0.11
Impact Fees
Regulation on Supply
Regulation on Supply
Restrictiveness 
Index
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Metro Area # of Facilities
Growth Scores 
(2000-2010)
Growth Ranking 
(2000-2010)
Development 
Score (2000)
Development 
Ranking (2000)
Regulation 
Score
Regulation 
Ranking
Average Rankings 
(Evenly Weighted)
Washington-Arlington-Alexandria, DC-VA-MD-WV 4 2.59 2 2.18 1 2.42 1 1.33
Baltimore-Towson, MD 0.73 6 0.96 3 0.94 11 6.67
Naples-Marco Island, FL 0.73 7 0.76 4 0.89 14 8.33
Miami-Fort Lauderdale-Miami Beach, FL 3.11 1 1.34 2 0.53 27 10.00
Atlanta-Sandy Springs-Marietta, GA 2.40 3 0.33 14 0.80 15 10.67
Richmond, VA 3 0.17 19 0.44 10 1.47 6 11.67
Virginia Beach-Norfolk-Newport News, VA-NC 2 0.36 11 0.32 16 0.98 9 12.00
Orlando-Kissimmee, FL 1 1.03 4 0.39 13 0.64 20 12.33
Charlotte-Gastonia-Concord, NC-SC 0.30 13 0.61 6 0.67 19 12.67
Durham, NC 1 (0.01) 33 0.65 5 1.69 3 13.67
Sarasota-Bradenton-Venice, FL 0.36 10 0.33 15 0.76 16 13.67
Huntsville, AL 0.02 26 0.30 17 0.97 10 17.67
Raleigh-Cary, NC 1 (0.08) 40 0.46 9 1.48 5 18.00
Jacksonville, FL 1 0.30 12 0.51 7 0.23 36 18.33
Cape Coral-Fort Myers, FL 0.37 8 0.30 18 0.44 29 18.33
Tampa-St. Petersburg-Clearwater, FL 0.96 5 0.28 20 0.40 31 18.67
Palm Bay-Melbourne-Titusville, FL (0.02) 34 0.48 8 0.75 17 19.67
Nashville-Davidson--Murfreesboro, TN 0.37 9 0.28 21 0.42 30 20.00
Gainesville, FL (0.03) 36 0.22 24 1.55 4 21.33
Tallahassee, FL (0.09) 42 0.29 19 1.42 7 22.67
Birmingham-Hoover, AL 0.26 16 0.41 12 0.01 42 23.33
Fort Walton Beach-Crestview-Destin, FL 0.23 17 0.10 32 0.59 23 24.00
Roanoke, VA 0.09 23 0.03 39 0.92 12 24.67
Charleston-North Charleston, SC 0.03 24 0.20 27 0.47 28 26.33
Knoxville, TN 0.01 30 0.20 26 0.55 24 26.67
Winston-Salem, NC (0.07) 39 0.44 11 0.39 32 27.33
Cincinnati-Middletown, OH-KY-IN 0.29 14 0.12 30 0.12 40 28.00
Port St. Lucie-Fort Pierce, FL 1 0.13 20 0.18 28 0.15 39 29.00
Charlottesville, VA (0.14) 45 0.02 41 2.37 2 29.33
Memphis, TN-MS-AR 2 0.13 21 0.26 22 (0.11) 46 29.67
Montgomery, AL 0.02 25 0.11 31 0.21 38 31.33
Columbia, SC (0.08) 41 0.06 35 0.63 21 32.33
Savannah, GA (0.04) 37 0.15 29 0.07 41 35.67
Deltona-Daytona Beach-Ormond Beach, FL (0.10) 44 0.23 23 (0.01) 43 36.67
Pensacola-Ferry Pass-Brent, FL (0.10) 43 0.08 33 0.31 34 36.67
Wilmington, NC 1 (0.19) 52 0.05 36 0.60 22 36.67
Macon, GA (0.03) 35 0.20 25 (0.52) 53 37.67
Chattanooga, TN-GA 0.00 31 0.03 38 (0.20) 47 38.67
Asheville, NC (0.15) 47 (0.02) 44 0.55 25 38.67
Columbus, GA-AL 0.02 27 0.06 34 (0.64) 56 39.00
Greensboro-High Point, NC 1 (0.16) 48 0.04 37 0.31 33 39.33
Fayetteville, NC 1 0.20 18 (0.05) 45 (0.66) 57 40.00
Louisville, KY-IN 0.01 29 (0.01) 43 (0.22) 50 40.67
Lexington-Fayette, KY (0.21) 56 (0.13) 50 0.71 18 41.33
Athens-Clarke County, GA (0.32) 61 (0.14) 52 0.90 13 42.00
Lakeland, FL (0.01) 32 0.03 40 (0.73) 59 43.67
Blacksburg-Christiansburg-Radford, VA (0.32) 60 (0.53) 63 1.21 8 43.67
Augusta-Richmond County, GA-SC 1 (0.07) 38 (0.09) 48 (0.22) 49 45.00
Lynchburg, VA (0.18) 51 (0.30) 58 0.53 26 45.00
Jacksonville, NC 0.28 15 (0.22) 56 (1.24) 65 45.33
Tuscaloosa, AL 0.01 28 (0.34) 61 (0.21) 48 45.67
Greenville, SC (0.24) 58 (0.13) 49 0.23 35 47.33
Mobile, AL (0.14) 46 (0.06) 46 (0.51) 52 48.00
Clarksville, TN-KY 0.09 22 (0.32) 60 (0.99) 62 48.00
Greenville, NC (0.21) 55 (0.15) 54 0.21 37 48.67
Myrtle Beach-Conway-North Myrtle Beach, SC (0.35) 63 0.02 42 (0.10) 45 50.00
Hagerstown-Martinsburg, MD-WV (0.18) 50 (0.06) 47 (0.82) 61 52.67
Johnson City, TN (0.23) 57 (0.27) 57 (0.07) 44 52.67
Florence, SC (0.19) 54 (0.19) 55 (0.61) 55 54.67
Kingsport-Bristol-Bristol, TN-VA (0.18) 49 (0.40) 62 (0.58) 54 55.00
Ocala, FL (0.19) 53 (0.15) 53 (0.75) 60 55.33
Albany, GA (0.29) 59 (0.13) 51 (1.05) 63 57.67
Spartanburg, SC (0.37) 65 (0.31) 59 (0.35) 51 58.33
Anderson, SC (0.34) 62 (0.61) 64 (0.71) 58 61.33
Hickory-Lenoir-Morganton, NC (0.36) 64 (0.67) 65 (1.21) 64 64.33
*Notes: 
Growth scores consist of the following measures (Population Growth, Income Growth, Employment Growth and Gross Regional Product Growth)
Development scores consist of the following measures (Industry Mix, Productivity, Stability and Educational Attainment)
Regulation scores consist of the following measures (Restrictiveness and Impact Fees)  
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