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I. PENDAHULUAN
1.1. Latar belakang
Permasalahan meugenai data hilang
rnerupakan ntasalah ulrum yang terjadi
pada lingkungan medis. Data hilang dapat
disebabkan karena beberapa hal yaitu salah
memasukkan data, datanya tidak valid dan
peralatan yang digunakan untuk
mengambil data tidak berfungsi dengan
baik (Shyu, Chen dan Chang 2005).
Data hilang dapat menyebabkan
berbagai masalah. Jumlah data hilang yang
semakin banyak akan mempengaruhi
tingkat akurasi classifier yang dihasilkan
menggunakan algoritma VFI5 atau
menyebabkan kesalahan klasifikasi
rnenjadi semakin banyak.
Penelitian mengenai data hilang
pernah dilakukan sebelumnya dengan
menggunakan BP-ANN oleh Markey dan
Patel pada tahun 2004. Berdasarkan
penelitian tersebut dapat diketahui bahwa
pengaruh data hilang pada data pengujian
lebih tinggi daripada data pelatihan
(Markey2004).
Algoritma klasifikasi VFI5
merupakan suatu algoritma yang
merepresentasikan deskripsi sebuah
konsep oleh sekumpulan interval nilai-
nilai feature atau atribut. Algoritma VFI5
memilikitingkat akurasi yang lebih tinggi
bila dibandingkan dengan algoritma
nearest-neighbor. Kedua algoritma ini
telah diuji dengan menambahkan feature
yang tidak relevan. Ketlkafeature tidak
relevan ditambahkan, akurasi dari
algoritma VFI5 memperlihatkan jumlah
pengurangan akurasi yang sangat kecil
(Guvenir 1998).
Penerapan algoritma VFl5 sebagai
algoritma klasifikasi diharapkan dapat
mengatasi data yang tidak lengkap
tersebut.
l.2.Tujuan
Tujuan dari penelitian ini adalah
untuk mengetahui pengaruh data tidak
lengkap terhadap akurasi cl assifier y ang
dihasilkan menggunakan algoritma
klasifikasiVF15.
1.3. Ruang lingkup
Ruang lingkup dari penelitian iniyaitu:
l. Bobot (weight) setiap featuru pada
semua data adalah seragam.
2. Data yang digunakan adalah data
interval (IonosphereData) dan data
or dinal (D er m a t o I o gt D at a) .
3. Metode yang digunakan untuk
mengatasi data tidak lengkap adalah
dengan mengabaikan data tidak
lengkap tersebut, menghapus satu
baris data tidak lengkap dan
mengganti data tidak lengkap dengan
meanatatmodus.
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1.4.Manfaat
Penelitian ini diharaPkan daPat
memberikan informasi mengenai akurasi
classifier yang dihasilkan menggunakan
algoritma klasifikasi voting feature
intervals
pada pengklasifi kasian data yang memiliki
datatidak lengkap.
II.TINJAUA}IPUSTAKA (
2.1. K- Fold C ro ss Validatio n
Sebelum digunakan, sebuah sistem
berbasis komputer harus dievaluasi dalam
berbagai aspek. Di antara aspek-aspek
tersebut, validasi kerja bisa menjadi yang
palingpenting.
Cross validalion dan bootstrapping
merupakan metode untuk memperkirakan
error generalisasi berdasarkan
"resamplingl' (Weiss and Kulikowski,
1991; Efron and Tibshirani,1993; Hjorth,
1994; Plutowski, Sakata and White, 1994;
Shao and Tu, 1995 diacu dalam Sarle
2004\.
Dalam K-Fold Cross Validation,
himpunan contoh dibagi ke dalam k
h impunan bagian secara acak.
Pengulangan dilakukan sebanyak k kali
dan pada setiap ulangan disisakan satu
subset untuk pengujian dan suhset-subset
lainnya untuk pelatihan
Pada metode tersebut, data awal
dibagi menjadi k subset atat'fold yang
saling bebas secara acak, yaitu S,,S2,...S1,
dengan ukuran setiap subset kira-kira
sama. Pelatihan dan pengujian dilakukan
sebanyak k kali. Pada iterasi ke-i, subset S,
diperlakukan sebagai data pengujian dan
subset lainnya diperlakukan sebagai data
pelatihan. Pada iterasi pertama Sr,...So
menjadi data pelatihan dan S, menj adi datz
pengujian, pada iterasi kedua S,S3,...Sk
meniadi data pelatihan dan S,menjadi data
)
dan 52 menjadi data pengujian, dan
seterusnya.
2.2. Algoritma lltting Feature Intervols
(1T'Is)
Voting Fecttttre Interv'als adalah salah
satu algoritma )rang digunakan dalam
pengklasifi kasian data. Algoritma tersebut
dikembangkan oleh G[ilgen Demiroz dan
H. Altay Giivenir pada tahun 1997
(Demiroz dan Guvenir 1997).
A[,soritma klasifikasi VFI5
rnei-epresentasikan deskripsi sebuah
konsep oleh sekumpulan interval nilai-
nilai fectture atau atribut.
Pengklasifikasian instctnce baru
berdasarkan voling pada klasifikasi yang
dibuat oleh nilai tiap-tiap feature secara
terpisah. VFI5 merupakan algoritma
klasifi kasi 1'ang bersifat non-incremenlal
dan supervlsed (Demiroz dan Guvenir
1997). Algortima VFI5 membuat interval
yang berupa ronge atart point intervol
untuk setiap feature. Point interval terdiri
atas seluruh end point secara berturut-
turut. Range inler-v'al terdiri atas nilai-nilai
antara 2 end point yang berdekatan natnun
ti dak ternras ukkedua end poirl tersebut.
Keunggulan algoritma VFI5
adalah algoritnra ini cukup kokoh (robust)
terhadap fe a t u re y an gti d ak relevan n a m tl ll
mampu memberikan hasil yang baik pada
real-v,orld datosels yang ada. VFI5
rnampu menghilangkan pengaruh yang
kurang menguntungkan dari feoture yang
tidak relevan dengan mekanisme voting-
nya(Guvenir 1998
AlgoritmaVFI5 terdiri dari 2 tahap yaitu
I Pelatihan
Tahap pertama dari proses pelatihan
adalah menemukan end points setiap
fealure f pada kelas data c. End points
fiiz'Tryu4
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untukfeature linear adalah nilai minimum
dan maksimum dari suatu feature.
Sedangkan end points untuk feature
nominal adalah semua nilai yang berbeda
yang ada padafeature kelas yang seriang
diamati. End points untuk setiap feature f
akan dimasukkan ke dalam arra))
EndPoints [fl . Jlka feature adalah featurelinier maka akan dibenhrk dua interval
y aitt p o int int erv al y ang terdiri dari semu a
nilai end point yan1 diperoleh dan range
interval yang terdiri dari nilai-nilai di
antara dua end point yang berdekatan dan
tidak termaslk end points tersebut. Jika
feature adalahfeatura norninal maka akan
dibentuk po int interval saja.
Batas bawah pada range interval (tjung
paling kiri) adalah - sedangkan batas atas
range interval (ujung paling kanan) adalah
+. Jumlah maksimum end points pada
feature linier adalah 2k sedangkan jumlah
maksimum intervalnya adalah 4k+1,
dengan k adalah jumlah kelas yang
diamati.
Selanjutnya, jumlah instance pelatihan
setiap kelas c denganfeatzre funtuk setiap
interval dihitung dan direpresentasikan
Sebagai interval_count [J i, cJ. Untuk
setiap irustance pelatihan dicari interval i
dimana nilai feature f dari instance
pelatihan e (e) tersebutjatuh. Jika interval i
adalah point inlervol dan nilai e, sama
dengan batas bawah interval tersebut
(sama dengan batas atas poinl intervaf
makajumlah kelas instance pada interval i
ditarnbah dengan l. Jika interval i adalah
range interval dan nilai e, jatuh pada
interval tersebut maka jumlah kelas
instance e, pada interval i ditambah 0.5.
Hasil proses tersebut merupakan jumlah
votekelasc pada interval i.
Untuk mengh ilangkan efek perbedaan
distribusi setiap kelas. yote kelas c untuk
fealure f pada interval i dinormalisasi
dengan cara membagi vole tersebut denganjurnlah instance kelas c yang
direpresentasikan dengan class coun{ct.
Hasil normalisasi ini dinotasikan sebagai
int erv al 
_c I as s _v oteff, i, c ]. Kemudian nilai-
nilai interyal class 
_votej', i,c)dinormalisasi s"hinggu jumlai v,oti
beberapa kelas pada setiap fealure sama
dengan l.
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2 Klasifikasi
Tahap klasifikasi diawali dengan
inisialisasi yole untuk setiap kelas dengan
nilai nol. Untuk setiap feature f, dicari
interval i dimana erjafuh, dengan e, adalah
nilai feature f untuk instance tes e. Jika
nilai e, tidak diketahui (hilang) maka
fe alure tersebut tidak diikutsertakan dalam
proses klasifikasi. Oleh karena itn, ifeatureyang memiliki nilai tidak diketahui
diabaikan.
Jika nilai e, diketahui maka
interval tersebut ditemukan. Interval
tersebut dapat menyimpan instance
pelatihan dalam beberapa kelas. Kelas-
kelas dalam sebuah interval
direpresentasikan dengan v ote kelas-kelas
tersebut pada interval tersebut. Untuk
setiap kelas c, feature f memberikanvote
yang sama dengan interval_vole[f, i, cJ.
Interval_vote [f, i, c/ merupakan vole
feature f yang diberikan untuk kelas c.
Setiap feature f mengumpulkan vote-nyake dalam yector {vote.,,....,voter.*}
kemudian dijumlahkan untuk
classify(e): /*e:example to be classified+/
begin
llor euch class c
vote[cJ 
- 
0
.for each/balurel[
for each class c
fealure. vote[f, cJ : O t'+vote of fedure./'_fiir class c+,'
if ef value is known
i-find interual(f, efl
for each class c
feature-vote[f c] : interral vote[f, I. cJ
votefc] : vote[cJ + JQature_yote[f, cJ + veightffi;
return lhe clas.s c wilh highest yote[cJ;
end
Cambar 2 Algoritma klasifikasi VFI5
mendapatkan total vote vector
{voter,....,voter}. Kelas dengan jumlah
Vote paling tinggi akan diprediksi sebagai
kelas dari instance tes e.
Pseudocode algoritma pelatihan dan
klasifikasi VFI5 disajikan pada Garnbar I
dan Gambar 2.
3.Incomplele Doto
Ada beberapa metode untuk mengatasi
data tidak lengkap. Cara yang paling
mudah untuk mengatasi data tidak lengkap
adalah dengan menghapus satu baris data
1'ang tidak lengkap. Teknik ini terkadang
menlebabkan hilangnva infonnasi yang
potensial. Perrdekatan yang kedua adalait
dengan meneganti scnlua data hilang
dengan rataannya (Ennett 200 I ).
Suatu data terdiri dari nilai nominal
dan nilai numerik. Salah satu teknik untuk
mengatasi data hilang pada nilai nominal
adalah mengganti data hilang dengan
modus sedangkan untuk nilai numerik
adalah men_uganti data hilang denganntean
(Sh1.u, Chen dan Chang 2005).
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III. METODB PENELITIAN
3.1. Data
Data yang digunakan dalam penelitianini adalah data yang diambil clari UCI
Repo.s it ory OfMac hine Le ar ning Databas e s,
Jari ics,uci.edu. Data tersebut adalah dala
Dermatolog3t sebagai data ordinal dan data
Iortosphe re sebagai data interval. Data
DennatologSt terdiri atas enam kelas, 366
irtslances dan 34 ailributes. Jumlah data
:ilangnya sebanyak B instances dan atribut
, ang memiliki data hilang hanya atribut ke-
-rJ yaitu atribut umur. Oleh karena itu, data
-::rmatology yang digunakan ada 35g
,-slonces. Data lonosphere terdiri atas dua
=las, 351 instonces dan 34 attributes. Data
: sebut merupakan data lengkap atar,r tidak
-:miliki data hilang.
:r ier i Tahapan proses klasifikasi data.
Tabel I Spesifikasi datayang akan
digunakan
Data Atribut
Ordinal
Atribut
Interval
Dermatology JJ I
Ionosphere 0 34
3.2. Praproses
Pada tahap ini data dihilangkan secara
acak dengan persentase data hilangnya
yaitt 2%q 5yo, 70yo dan 20%c. persentase
data hilang tersebut merupakan
persentase dari jumlah keseluruhan data.
Sedangkan persentase untuk fe ature y ang
memiliki data hilang adalah 25yo-75,
dan 50%-50%. Nilai 25yo-75% berarti
terdapat 25o/ofeanre yang memiliki data
ya lengkap.
dapat 50%o
hilang dan
Metode yang digunakan untuk
mengatasi data hilang yaitu mengabaikan
data hilang tersebut, menghapus satu baris
data yang memiliki data hilang dan
mengganti seirua data hilang dengan
mean untukdata interval dan ntodus tntuk
data ordinal.
3.3. DataLatih danData Uji
Pada tahapan ini dilakukan proses 3_
fold cross validation yaitu membagi data
menjadi 3 bagian. pembagian data
tersebut dilakukan secara acak dengan
mempertahankan perbandingan jumlah
instance setiap kelas. Data tersebut akan
digunakan sebagai data lati h dan data uji .
Algoritma VFIS
Pada penelitian in i digunakan
algoritmaVFI5 dengan bobot setiap
Pra}:ri,r.-:
.r H1f r= ::r,iu !:,.i: Lt-t:
iiil.trt re.qliF
b ;].-rtr ,1.1i:: i!.iii
l-nrl rf ,:l-r,i1:.'
i.,,.jl :.1 3rr,,r? ::tr::
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feature diasumsikan seragam yaitu satu,
Tahapan ini terdiri atas dua proses yaitu
pelatihan dan prediksi (klasifikasi) kelas
instancebart.
Pada tahap pelatihan, input dari
algoritma klasifikasi VFI5 adalah data
yang telah dibagi-bagi menjadi beberapa
subset. Selanjutnya akan dibentuk interval
dari setiap feature yang ada. Jlkafeature
tersebut adalah feature linier maka akan
dibentuk dua buah interval, yaiflr point
interval dan range interval. Jlka feature
tersebut adalah feature nominal maka
hanya akan dibentuk satu interval, yaitu
point interval. Setelah itu dilakukan
penghitunga.n jumlah instance setiap kelas
yang beradapada setiap interval tersebut.
Pada tahap klasifikasi, setiap nilai
feature dari suafu instance baru, diperiksa
letak interval dari ntlai feature tersebut.
Yote-vole setiap kelas untuk setiap feature
pada setiap interval yang bersesuaian
diambil dan kemudian dijumlahkan. Kelas
dengan nilai total vote tertinggi akan
menjadi kelas prediksi instance baru
tersebut.
Menghitung tingkat akurasi
Pada tahapan ini dilakukan proses
penghitungan tingkat akurasi. Tingkat
akurasi diperoleh dengan perhitungan:
tingkatakurasi: ! data uji benar diklasifllasi
Itotal data uji
Spesifikasi aplikasi
Aplikasi ini dirancang dan dibangun
dengan perangkat keras dan perangkat
lunak sebagai berikut:
Perangkatkeras
a Proce ssorlntel Pentium 4
bMemori512MB
cHarddisk40GB
d Mouse dankeyboard
Perangkat I unak
a Windor.vs XP sebagai Sistenr
Operasi
b Matlab 7.0.1
IV. IIASIL DAN PEMBATIASAN
Data yang digunakan pada penelitian
ini adalah data lonosphere (data interval)
dan data Derunatologv- (data ordinal).
Persentase Jbuture 1,ang memiliki data
lr ilang adalah 25%-7 5% daln 50oh- 5 \oh.
Tabel I Jumlah feattu'e yang menriliki
data hilang pada persentase25Yo-
J 5or',, dan 50Yr-50%
Data 25%-75% 50%-50%
Ionosphere 8 fealure 17 feature
Dermatolow 8 feature 77 feature
Berdasarkan thbel 2 dapat dilihat
bahn'a jtrmlahfealure yang memiliki data
hilang untuk data lonosplrcre dan data
Derntotologt, pada persentase 25%-7 5%
adalah 8 
-feotttre, sedangkan pada
pe rsen tas e 5 0%- 5 0'A juml ah fe a t ttr e y ang
rnerniliki data hilang adalah 17 feature.
Jurnlah irtstctnces yang memiliki data
hrlang, secara lengkap dapat dilihat pada
Lampiran l.
4.1. Akurasi clossi/ier yang dibuat
menggunakan Data Interval
Dala inten'al yang digunakan pada
penelitian ini adalah data lonosphere.
Hasrl sampling pada data lonosphere
dapat d i I ihat p ada Lampiran 2.
Tabel 3 Akurasi algoritma VFI5 untuk
persentase 25% - 15 % (25%
feature memiliki data hilang)
pada data interval
Jr'
Iliar.
l--JiiJ I
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Jumlah
data
tidak
lengkao
Diabaikan Dihapus Diganti
dengan
nlean
OYo 80.06 y" 80.06 % 80.06
80.06 y" 80.63 % 80-34
o/
5Yo 79-49 %" 80.06 y" 80.06y"
10Y" 79.49 y" 79-20 0/" 79.49
o/
200A 78.91 yo 78.91 yo '79.49
o/
Rata-rata 79.60 y" 79-71 'y, 79.89
Pengaruh data hilang pada data interval
adalah tingkat akurasinya cenderung
semakin menurun dengan semakin
a yang hilang dan
mlah feature yang
Tingkat akurasi data interval ketikadatanya lengkap adalah 90J6%.
Berdasarkan Tabel 3 dapat dilihat bahwa
data hilangnya 20yo. Hal ini disebabkan
karena feature-feature yang memiliki data
persentase data hilangnya semakin besar.
yang ketiga yaitu diganti dengan mean,
tingkat akurasinya m en galami pinurunan.
Hal ini disebabkan karena dengan diganti
m e an, suatu fe alur e memberi kan nil ai v o t e
yang lebih kecil daripada ketika datanya
lengkap. Grafik tingkat akurasi classifier
yang dibuat menggunakan data interval
terlradap jrrmlah data hilang untuk 25o/o-
7 5Yo dapatdilihatpada Gambar4.
80 5070
80 00%
79 50%
7-o 00%
I
ta soy" I
Jumlah data tidak Iengkap
Gambar 4 ifier
yang dibua pada
data interva, hilang
untuk 25o/o-75yo
Tabel 4 Akurasi algoritma VFI5 untuk
persentase 50% _ 50 % (50%
feature rnemiliki data hilang)
padadata interval
7
Jumlah
data
tidak
iengka
D
Diatraikan Dihaptrs Digmti
dengan
Oo/o ao.06 0/o ao.06 0/. 80.o6
ao.06 0/o 8/D.919/o 78.'77
s"/. '79-20 0/. 7A-91o/o 80,o6
100/o 79.49 0/o ao-o6 0/o 79.44
200/o 79-21 o/. 74.65 o/o 80-o6
Rata-
rata
79_60 0/o /a 92 "/6 '79.69
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Berdasarkan l'abel 4 dapat dilihat
bahrva dengan menggunakan metode ) an-g
peftama yaitu diabaikan, tingkat akurasinr a
mengalarni penurunan kelika jumlah dat.:
hilangnya senrakin bertambah. Tinsk::
akurasi mencapai 19.21y, ketika dar.r
hilangnya 20%o. Pada metode yang ke.iu:r
yaitu dihapus satu baris, tingkat akura-sinr .,
cenderung mengalami penunlnan meskjp!.:.
ketika jumlah data hilangnya 10o . tinsi..:
akurasinya mengalami peningkatan. P3r.
metode yang ketiga yaitu diganri de:rg:--
mean, tingkat akurasinya mensaia:
penurunan dan peningkatan. Tin,ekat ak -,:-
dengan metode tersebut masih kuranS s,. :
Grafik tingkat akurasi classifier: ang ,r :-
rnenggunakan data interral terhadar,,',-. .'
data hilang untuk 
-50%-50%o dap;, - -.-
pada Garnbar 5.
Pada data interval tingkat akurasi
tertinggi adalah 80.91% dan tingkat
akurasi terendah adalah 7 4.65%. Rata-rata
tingkat akuasi tertinggi dicapai dengan
metode @Egilti data hilang dengan
manm-
Tmgkd akurasi dengan persentase
feaoe )'mg memiliki data hilang 25%-
7 5y. h 50/e5W/o cenderun g m en gal am i
penurunan ketika data hilangnya
diabda, dfreus dan diganti dengan
,rntn- frgtd akurasi pada data interval(dtra, fuig1ry1lg7esecan lengkap dapatdilih*p&I -qrpiran3.
Alrresi classifier yang dibuat
rc4gueter I)ata Ordi nal
Da cdinal yang digunakan adalah
e, bmlog. Hasll sampling pada
& Molog dapat dilihat pada
Lqia+-
b, bnaolog terdiri atas enam
tch, qi hmya dua kelas yang sering
r.lErhi kesalahan klasifikasi yaitu
tcb2hhfas4-
ru 5 
"{hrasi algoritrna VFI5 untuk
Fsentase 25% - 75 % (25%
fure memiliki data hilang)
lahdetaordinal
.kid Dia,haikan
da'
-;*
Dihapus Diganti
dengan
modus
96.38% 96.38Y0
9s.s4% 95.26%
96.09% 94.15%
93.88% 93.s9%
88.8s% 91.90%
ID Yl-65%
ra
94.15% 94.26%
o2515
Jumlah date tidak lerEa+
[f_g!b"E; l D-th.e,a 
-us-.i E-a- *
Gambar 5 Tingkat akurasi ctrasrpnr
yang dibuat menggunakan !-FI5 pa,la
data interval terhadap jumlah datz hi@
untuk 50%o-50olc
Pengan:h d.r
- l^1 l:u;1.il] ttpcp
.;n:kin 
r'lr
:...t., :[t]-r a it
-;:rrkil harL.,
-.-.rll;kid::-.
f :,. 
-r --1 L ,!^Jl 
-::
-: 
_i,\,. kei
-.-l
_,;.:l_<.li\Jl l
.:. 
..: di.l i.i,
,.:tttt J;rgr:
: \ir-r
Tt_
- :'-1 rll.-'
_ *:::iliil
'-:- l- _
-.:
-.:
' 
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Pengaruh data hilang pada data ordinal
adalah tingkat akuiaiinya cenderung
semakin menurun dengan semakii
banyaknya jumlah data yang hilang dan
."tnuf i:. banyaknya jumlah feature- yang
memiliki datahilang.
Tingkat akurasi data ordinal adalah96.38% ketika datanya lengkap.
Berdasarkan Thbel 5 Aapai aifihat i'ahwa
ketika.data hilang diabaikan, dihapus dan
diganti dengan moclus. tingkat akurasinvalebih kecil daripada ketika darania
lengkap. Tingkat akurasi dengan ketiia
metode tersebut semakin ,"rr-r, dengin
semakin banyaknya jumlah data y"utg
hilang.
Tabel 6 Akurasi algoritma VFI5 untuk
persentase 50% _ 50 % (50%
feature nrerniliki cJata hilarrg)
padadataordinal
90 00%
88 00ak
o 2 5 10
Jumlah data tidak lengkap
abaikan .+- Dihaous )
Jumlah
data
tidak
l9!gkup
Diabaikan Dihapus Diganti
dengan
modus
0% 96.38% 96j8% 96.38%
ao/L/O 94.43 % 9s.26% 94.99%
5% 94.14% 94.1s% 93.87%
t0% 93.03 % 93j9% 93.03%
20% 90.52% 91.90% 90.80%
Rata-
rata
93.70% 94.26% 93.81%
98 00%
96 00%
I o+ ooz
=
< 9200%
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penurunan. Grafik tingkat akurasi
classifier yang dibuat menggunakan data
ordinal terhadap jumlah data hilang untuk
persentase 50%-50% dapat dilihat pada
GambarT.
Tingkat akurasi tertinggi yang
dicapai pada data ordinal adalah 96.38%
yaitu ketika datanya lengkap sedangkan
tingkat akurasi terendah adalah 88.85%.
Untuk persentase 25yo-75o , rata-rata
tingkat akurasi tertinggi dicapai dengan
metode diabaikan sedangkan ppada
persentase 50%-50% rata-rata tingkat
akurasi tertinggi dicapai dengan metode
diganti.
Tingkat akurasi dengan persentase
feature yang memiliki data hilang 25%o-
7 5%o dan 50%-50% cenderung mengalami
penurunan ketika data hilangnya
diabaikan, dihapus dan diganti dengan
modus. Tingkat akurasi pada data ordinal
(data dermatologt) secara lengkap dapat
dilihat pada Lampiran 5.
Gambar 7 Tingkat akurasi classifier
yang dibuat menggunakan VFI5 pada
data ordinal terhadap jumlah data hilang
lunnl1r.25%o-75%o
Perbandingan akurasi classiJier yang
dibuat menggunakan Data Ordinal
dan Data Inten'al
Pada data ordinal dan interval, ketika
data hilang diabaikan, dihapus dan diganti
dengan tilJLut atau modus, tingkat
akurasinl a cenderung mengalami
penurulnan. Rata-rata tingkat akurasi
tertinggi dicapai dengan mengganti data
hrlang densan nteon atat modus untuk
mengatasi data hilang. Perbandingan
akurasi antara data ordinal dan data
inten al secarir lenekap dapat dilihat pada
Lamp,jr3n 5,
\: KE SNIPT-L.\N DAN SARAN
5.1. Kesimpulan
Pada data inten'al terjadi penurunan
tinskat akurasi dengan semakin
banr aknr a ,iumlah data yang hilang.
Tingkat akurasi rertinggi adalah 80.91%
dan tinskat akurasi terendah adalah
11.65o o
Pada data ordinal terjadi penurunan
trngkat akurasi dengan semakin
bany aknr a jumlah data yang hilang.
Tingkat akurasi tertinggi adalah 96.38%
dan tinskat akurasi terendah adaiah
8 8.8_i o,;.
Rata-rata tingkat akurasi terlinggi dari
algoritma tersebut dicapai dengan
rnensqanti data hilang dengan nteon atau
rttodus untrrk mengalasi data hilang.
Untuk data ordinal rata-rata tingkat
akurasi mencapai 93.81% sedangkan data
inten al rata-rata tingkat akurasi yang
dicapai sebesar 1 9.89%.
Alsoritma VFI5 mampu mengatasi
data hilang dengan mengabaikan data
hilang tersebut. tetapi tingkat akurasi
algoritma tersebut mengalami penurunan
dengan semakin banyaknya jumlah data
yang hilang. Tingkat akurasi pada data
- 
. FJtRpL:
10
Peengaruh Incomplete Data . _ .... ( Azis Kustiyo, Agtrs Bttono, Atik p )
ordinal ketika jumlah data hilangnya20%
menurun sebanyak 4)9% pada persentase
25%-1 5% dan 5.86% pada persent ase 50yo_
50%. Tingkat akurasi pa<Ja data interval
rnenurun sebanyak 1.15% pada persentase
)5%-7 5% dan 0.ll%opada persent ase 50yo_
:0%.
5.2. Saran
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