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Résumé
L'objectif de ce travail est de développer un modèle diphasique eulérien permettant de
mieux prédire les jets de carburant dans les moteurs à combustion interne, en particulier la
zone dense près des injecteurs. En eﬀet, les modèles lagrangiens utilisés traditionnellement
ne sont valables que pour des écoulements dispersés à faible fraction volumique de liquide,
ce qui est incompatible avec les technologies moteurs actuelles utilisant une injection directe
de carburant dans la chambre de combustion.
Plusieurs approches eulériennes sont disponibles dans la littérature. Les phénomènes
physiques se déroulant près de l'injecteur et les caractéristiques de chacune des approches
ont permis de retenir un modèle à deux ﬂuides et deux pressions.
La dérivation du modèle a fait apparaître de nombreux termes ouverts : échanges entre
phases et correlations turbulentes. Des fermetures ont été proposées pour chacun de ces
termes. La fermeture des termes d'échanges utilise l'hypothèse de gouttes sphériques, tandis
qu'une approche RANS est adoptée pour la modélisation des phénomènes turbulents. Ce
modèle a été implanté dans le code de calcul 3D de l'IFP, IFP-C3D.
De nombreux tests numériques et de nombreuses validations analytiques (monopha-
siques et diphasiques) ont ensuite été réalisés aﬁn de s'assurer de l'implantation correcte
des équations et de la prédictivité du modèle et des fermetures adoptées. D'autre part, les
modiﬁcations du modèle de turbulence dans la phase gazeuse ont nécessité des validations
supplémentaires aussi bien dans le gaz (écoulement derrière une marche) que dans le li-
quide (jet cylindrique) avant une validation du modèle complet sur une couche de mélange
diphasique.
Enﬁn, des tests d'injection ont été réalisés dans des conditions similaires à celles des
moteurs dans l'objectif de s'assurer de la faisabilité des calculs moteurs à l'aide de l'ap-
proche eulérienne développée d'une part, et de la compatibilité du modèle avec le calcul
moteur (prise en compte de mouvement de parois : piston, soupapes) d'autre part.
Mots clefs : eulérien, écoulement diphasique, modèle à deux ﬂuides, injection, RANS,
loi d'état
Abstract
The objective of this work is to develop an eulerian two phase model to improve the
prediction of fuel injection in internal combustion engines, particularly the dense liquid
zone close to the nozzle. Lagrangian models, usually used in engine simulations, are based
on the assumption of dispersed two phase ﬂows with low liquid volume fraction, which is
not fulﬁlled in the case of direct injection engine technology.
Diﬀerent eulerian approaches are available in the literature. Physical phenomena that
occur near the nozzle and characteristics of each model lead to the choice of a two ﬂuids
two pressures model.
Several open terms appear in the equations of the model : exchange between the two
phases and turbulent correlations. Closures of exchange terms are based on the spherical
droplets hypothesis while a RANS approach is adopted to close turbulent correlations. This
model has been integrated in the IFP CFD code, IFP-C3D.
Several numerical tests and analytical validations (for single and two phase ﬂows) have
been then carried out in order to check the correct implementation of equations and the
predictivity of the model and closures. Modiﬁcations in the turbulent model of the gas
have required validations in both the gas phase (ﬂow behind a sudden enlargement) and
the liquid phase (pure liquid injection). A two phase mixing layer has been then used to
validate the whole model.
Finally, injection tests have been achieved under realistic conditions (similar to those
encountered in automotive engines) in order to check the feasibility of engine computa-
tions using the developed eulerian approach. These tests have also allowed to check the
compatibility of this approach with the speciﬁcities of engine simulations (especially mesh
movement).
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La simulation numérique est un outil puissant qui permet de réduire le nombre d'es-
sais nécessaires à l'élaboration d'un nouveau procédé. Ceci est particulièrement intéressant
pour les moteurs à combustion interne, pour lesquels les essais au banc coûtent excessive-
ment chers. D'autre part, le développement de nouveaux moteurs est soumis à une double
contrainte : diminuer la consommation de carburant et réduire les émissions polluantes. La
diﬃculté de ces objectifs est accrue par les besoins croissants en couple moteur (donc en
consommation) liés à l'amélioration du confort des véhicules.
Intérêts et contraintes de la CFD dans les moteurs automobiles
L'augmentation de la puissance des moyens de calcul ces dernières années a encore
accentué l'intérêt de la mécanique des ﬂuides numérique (en anglais, CFD : Computational
Fluid Dynamics). En eﬀet, son faible coût, en regard de celui des mesures expérimentales,
permet de multiplier les essais numériques. Cela constitue généralement une première étape
dans l'élaboration d'un nouveau procédé.
Le fonctionnement des moteurs automobiles actuels pose de nombreux problèmes phy-
sique nécessitant une modélisation. Parmi ceux-ci, on peut citer :
→ L'injection directe du carburant dans la chambre de combustion. Dans le cas des
moteurs Diesel à rampe commune (en anglais common rail), la pression d'injection
atteind aujourd'hui 1700 bars.
→ Le développement de nouveaux modes de combustion comme le mode CAI (Control-
led auto-Ignition) ou le mode HCCI (Homogeneous Charge Compression Ignition)
qui nécessitent l'adaptation ou la reformulation des modèles de combustion existants
→ L'utilisation des gaz résiduels dans les nouveaux modes de combustion. Ces gaz
conduisent à une stratiﬁcation de composition et de température qu'il faut prendre
en compte.
→ Les émissions de polluants. Bien que les moteurs soient de plus en plus propres,
les normes ne cessent de devenir de plus en plus strictes, ce qui constitue un vrai
challenge pour les constructeurs.
→ L'utilisation de nouveaux carburants (biocarburants, hydrogène). En eﬀet, ces der-
niers ont des caractéristiques diﬀérentes des carburants classiques, ce qui inﬂuence
considérablement la formation du mélange et la combustion par la suite.
Le mouvement du piston implique des phénomènes fortement instationnaires qui re-
présente une diﬃculté supplémentaire dans la modélisation. L'amélioration des modèles
physiques permet sans cesse d'augmenter la prédictivité des simulations numériques. Cette
étude s'inscrit dans cette perspective d'amélioration en développant un nouveau modèle
pour la description écoulements diphasiques dans les moteurs. Ce modèle permettra donc
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de simuler l'injection du carburant liquide et son interaction avec le gaz contenu dans la
chambre de combustion, en tenant compte des mouvements turbulents.
Modélisation lagrangienne et limites de l'approche
La modélisation lagrangienne est habituellement utilisée pour décrire les écoulements
diphasiques dans les moteurs automobiles. Cette approche, adaptée aux écoulements en
phase dispersée diluée (présence d'inclusions sphériques dans une phase continue, pour
de faibles fractions volumiques d'inclusions), est utilisée avec succès pour modéliser les
moteurs à injection indirecte. Cependant pour des sprays denses (forte fraction volumique
de liquide), ces modèles ne permettent pas de décrire avec précision le comportement de
la phase liquide, en particulier dans la zone proche du nez de l'injecteur. Cette limitation
sera mise en évidence après une brève présentation des méthodes lagrangiennes.
Méthodes lagrangiennes
La modélisation eulérienne consiste à considérer un élément de volume, et à étudier les
ﬂux de particules ﬂuides à travers ce volume. A l'inverse, dans une approche lagrangienne
les particules sont suivies dans leur mouvement. Cette seconde méthode peut être utilisée
pour la modélisation des écoulements diphasiques. Ainsi, chacune des inclusions contenues
dans la phase porteuse est suivie dans son mouvement. Le bilan des forces appliquées sur
chaque inclusion (ou particule) permet de calculer, au cours du temps, la trajectoire de la
particule. La position de celle-ci est alors connue à chaque instant ; les échanges de masse,
d'énergie et de quantité de mouvement pour chacune des inclusions peuvent ainsi être
évalués. D'autre part, les phénomènes de coalescence et de rupture sont pris en compte par
des sous-modèles physiques.
La ﬁgure 1 schématise l'une des contraintes de l'approche lagrangienne, la nécessité
d'interpoler les données thermodynamiques et cinématiques. En eﬀet, les grandeurs ther-
modynamiques (resp. cinématiques) sont calculées au centre des mailles (resp. noeuds du
maillage) pour la phase gazeuse et au niveau de chacune des particules pour ces dernières.
Limites de la modélisation lagrangienne
Comme précisé précédemment les méthodes lagrangiennes sont adaptées aux écoule-
ments à faible fraction volumique de phase dispersée. C'est la principale limitation de ces
méthodes, et plus particulièrement pour les nouvelles applications moteurs à injection di-
recte. La ﬁgure 2 montre une image expérimentale d'un jet diesel. Cette image a été obtenue
en cellule haute pression, avec une pression d'injection de 800 bars dans un gaz à 1100 K.
Elle permet de mettre en évidence la présence d'une zone très dense, le coeur liquide, près
du nez de l'injecteur.
La mesure des pénétrations liquide et vapeur a été réalisée sur ce test et a permis de
comparer les résultats expérimentaux avec les résultats numériques obtenus à l'aide d'un
modèle lagrangien. Ces résultats sont présentés sur la ﬁgure 3. Ils montrent la diﬃculté du
modèle lagrangien à reproduire à la fois les pénétrations du carburant liquide et de sa phase
vapeur. En eﬀet, la pénétration de la phase liquide est sur-estimée par le modèle, tandis que
la pénétration vapeur est sous-estimée. Ces erreurs dans la prédiction de la pénétration de la
vapeur de carburant ont pour conséquence de produire des erreurs dans la prédiction de la
distribution de carburant et, par suite, un manque de prédictivité de la combustion et donc
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Fig. 1: Représentation schématique d'une portion de maillage pour une simulation Eu-
ler/Lagrange.
La phase dispersée est représentée en bleu, les vitesses de la phase continue sont tracées en rouge.
Fig. 2: Image instantanée d'un jet Diesel, d'après [1]
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Fig. 3: Comparaison des résultats de calcul aux mesures expérimentales pour un jet Diesel
haute pression, d'après [129]
des émissions de polluants qui sont à l'heure actuelle, l'une des préoccupations majeures
des constructeurs automobiles. En eﬀet, ces émissions sont soumises à des normes de plus
en plus sévères.
Ainsi, aﬁn d'ouvrir de nouvelles perspectives en terme de prédiction des jets liquides,
il convient de développer une nouvelle approche pour décrire les écoulements diphasiques
dans les moteurs automobiles. Le but de cette étude est d'introduire, dans un code de
simulation moteur, une approche eulérienne permettant de surmonter les limitations des
méthodes lagrangiennes décrites aux paragraphe précédent (faible fraction volumique de
liquide). Nous espérons ainsi pouvoir mieux décrire le jet liquide résultant de l'injection
directe de carburant dans la chambre de combustion, grâce à :
→ une meilleure description de l'écoulement à la sortie de l'injecteur (possibi-
lité de traiter des fractions volumiques de liquide élevées représentative de la réalité
physique)
→ un couplage plus naturel entre la phase liquide et la phase gazeuse
Objectifs et cadre de la thèse
Dans le paragraphe précédent, une brève description des méthodes lagrangiennes et de
leurs limitations a permis de montrer que ces méthodes présentent un handicap pour la
modélisation de la zone dense des jets (près du nez de l'injecteur). La capture des méca-
nismes physiques se produisant dans cette partie est indispensable à une bonne prédiction
de la forme des jets et donc de la distribution du carburant dans la chambre de combus-
tion. Sans cela, il serait impossible de bien prédire les phénomènes de combustion. C'est
pourquoi une nouvelle modélisation des jets de carburant doit être envisagée.
Quelques précisions sur les techniques actuelles de simulation moteur et sur les phé-
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nomènes à modéliser sont nécessaires. Il existe en mécanique des ﬂuides trois grandes
approches :
→ les modèles moyennés, couramment appelés RANS (Reynolds Averaged Navier Stokes),
→ la Simulation aux Grandes Echelles (SGE), ou, en anglais, "Large Eddy Simulation"
(LES),
→ la Simulation Numérique Directe (SND), ou, en anglais, "Direct Numerical Simula-
tion" (DNS).
La SND n'est pas concevable à l'heure actuelle dans les moteurs automobiles. De nom-
breux développements sont actuellement en cours avec pour objectif de réaliser des calculs
moteurs en LES, par exemple, à l'IFP [84] et [94]. Ces méthodes en plein essor ne sont
cependant qu'à l'aube de leur épanouissement et, si elles apparaissent de plus en plus
envisageables sur des conﬁgurations moteur, plusieurs modèles doivent encore être aﬃner
(modèle de combustion Diesel, ...). D'autre part, l'IFP développe depuis plusieurs années le
code moteur IFP-C3D qui permet de réaliser des calculs de cycle complet, tant en conﬁgu-
ration essence que Diesel. De plus, l'IFP possède une grande expérience de la modélisation
RANS dans les moteurs automobiles. Ainsi, souhaitant introduire le modèle diphasique eu-
lérien dans le code IFP-C3D et proﬁter de la longue expérience de l'IFP dans ce domaine,
nous avons choisit une approche moyennée de type RANS pour les phénomènes turbulents.
La modélisation eulérienne des jets de carburant liquide est très probablement une
voie d'amélioration de la prédictivité des calculs. Ce travail a pour but de proposer et
d'implanter un tel modèle, adapté à la simulation des jets de carburant liquide dans les
moteurs automobiles, dans un code de simulation 3D. Il s'agira d'un modèle RANS com-
pressible, l'hypothèse d'incompressibilité des liquides étant fausse pour les larges plages
de variation de pression des jets Diesel. Cependant, tous les phénomènes liés à l'atomisa-
tion, à la coalescence et aux interactions entre le jet et les parois ne sont pas considérés et
sortent par conséquent du cadre de ce travail. Cela peut paraître contradictoire, surtout
que ces phénomènes jouent un rôle fondamental dans les moteurs automobiles. Mais il faut
se ﬁxer un objectif raisonnable pour ce travail qui constitue la première expérience à l'IFP
en vue du développement d'un modèle diphasique eulérien applicable à la problématique
moteur. Ainsi, le modèle développé dans ce travail sera plus particulièrement ciblé sur la
modélisation de la zone de liquide dense en sortie de l'injecteur.
Organisation du document
Ce travail de modélisation des écoulements diphasiques par une approche Euler/Euler
est la première étape d'un travail de plus grande envergure mené à l'IFP. Ce travail consiste
à introduire un modèle diphasique dans un code de simulation moteur. La présentation du
travail qui a été réalisé est décrite de la façon suivante. Dans un premier temps, chapitre 1,
un aperçu bibliographique des modèles diphasiques eulériens est présenté. En parallèle de
cette étude bibliographique, une description des technologies moteurs à injection directe est
faite. Cela permettra de déterminer le modèle diphasique eulérien adapté aux écoulements
diphasiques dans les moteurs automobiles. La présentation du modèle retenu est réalisée
dans le chapitre 2. Ce chapitre permettra également d'écrire les équations moyennées du
modèle. De nombreux termes sources apparaissent dans les équations. La modélisation
de ces diﬀérents termes sources interviendra dans le chapitre 3. L'outil numérique, indis-
pensable à la résolution des équations de la mécanique des ﬂuides, est présenté dans le
chapitre 4. Dans ce chapitre, les adaptations du code aux caractéristiques d'un liquide,
et de sa loi d'état, seront également discutées. Les trois chapitres suivants décrivent les
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diﬀérents tests de validations réalisés. Dans le chapitre 5, les premiers tests numériques
et de validations sont présentés. Il s'agit alors de s'assurer de l'implantation correcte des
équations du modèle dans le code développé à l'IFP-C3D. La validation des modèles de
turbulence utilisés est présentée dans le chapitre 6. Enﬁn, avant de conclure, des tests d'in-
jection en conﬁguration moteur injection directe seront présentés au chapitre 7. L'objectif
de ces tests est de montrer la faisabilité de calculs moteurs en utilisant des conditions
d'injection réalistes et en considérant le mouvement de maillage.




La modélisation eulérienne des écoulements diphasiques a fait l'objet de nombreuses
études. Ainsi, il existe une grande diversité d'approches permettant de décrire de tels écou-
lements. L'objet de ce chapitre est de présenter, de manière non exhaustive, les principales
études proposées dans la littérature. Deux types d'approche peuvent être distingués, cha-
cune de ces approches pouvant ensuite être déclinée de diverses manières. Les "modèles de
mélange", qui seront présentés en premier lieu, considèrent l'écoulement diphasique comme
un ﬂuide mélange dont ils s'attachent à décrire les caractéristiques. Dans une approche de
type "modèle à deux ﬂuides", à l'inverse, chacune des phases est considérée comme un
ﬂuide en écoulement. Il est alors nécessaire de prédire les grandeurs thermodynamiques
pour chacune des phases en présence. Lors de la présentation de ces modèles, les avantages
et les inconvénients de chaque approche seront détaillés dans le but de déterminer celui
qui semble le plus adapté à la problématique de ce travail : l'injection de carburant liquide
dans les moteurs automobiles.
Aﬁn de rendre pertinent le choix du modèle qui sera utilisé par la suite, le fonction-
nement des moteurs automobiles sera brièvement décrit. L'objet de cette courte section
ne sera nullement de décrire le fonctionnement d'un moteur automobile en détail mais
plutôt de donner un aperçu général des problématiques auxquelles doivent faire face les
constructeurs à l'heure actuelle. Cela permettra de souligner à la fois les caractéristiques
technologiques des injecteurs mais aussi les phénomènes physiques qui sont la contrainte
régissant le choix du modèle.
A la suite de ces deux sections complémentaires, la confrontation des conclusions de
chacune d'elle permettra de déterminer les caractéristiques du modèle diphasique eulérien
qui devra être utilisé pour décrire l'écoulement gaz (air)-liquide (carburant injecté) dans
un moteur automobile.
1.1 Modèle de mélange
La résolution des écoulements diphasiques à l'aide d'un modèle de mélange consiste à
ne considérer qu'un seul ﬂuide, mélange des deux phases. Un unique système d'équations
est nécessaire. La densité est déﬁnie comme une moyenne locale de la masse volumique des
deux ﬂuides pondérée par la fraction volumique, de même pour toutes les autres grandeurs
cinématiques et thermodynamiques. La plus grande diﬃculté de ce genre de modèle est
est liée à la nécessité d'utiliser une équation d'état permettant de décrire un mélange
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diphasique. A savoir une équation d'état valable à la fois dans le liquide pur, dans le gaz pur
mais aussi et surtout dans le mélange diphasique. Une synthèse des diﬀérentes équations
d'état existantes est présentée dans [37]. De plus, l'utilisation d'un modèle de mélange
pour résoudre un écoulement diphasique implique une hypothèse d'équilibre cinématique
et thermodynamique local entre les phases, cela signiﬁe notamment que la vitesse relative
entre les phases doit être faible. A l'inverse, l'un des intérêts majeurs de cette catégorie de
modèle réside dans l'absence de termes d'échange au niveau de l'interface. Il est cependant
important de noter que si un seul système d'équations est résolu, cela implique que seules
les grandeurs physiques du mélange sont connues. Ainsi, les vitesses de chacune des phases
ne sont pas déterminées.
Si la résolution des équations de transport pour un mélange diphasique est le commun
des diﬀérents modèles, ceux-ci diﬀèrent en ce qui concerne la description de l'interface.
1.1.1 Méthode de suivi de front, "Front Tracking"
Les méthodes de type "Front Tracking" permettent de suivre l'évolution de l'interface
au cours du temps. Pour y parvenir, des marqueurs sont introduits dans l'écoulement au
niveau de l'interface, comme cela est présenté sur la ﬁgure 1.1(a). Ces marqueurs sont po-
sitionnés à l'instant initial au niveau de l'interface puis advectés selon une équation d'évo-
lution résolue à chaque pas de temps. Pour repérer ces marqueurs dans l'espace, Unverdi et
Tryggvason [121, 122] proposent d'introduire une fonction h(t, x) représentant instantané-
ment la distance du marqueur considéré à une surface de référence. Si cette méthode semble
intéressante, elle est cependant limitée aux écoulements à deux phases [127]. De plus, ce
modèle relativement simple à mettre en ÷uvre montre rapidement des limitations. En eﬀet,
plusieurs marqueurs peuvent, à un instant donné, posséder la même abcisse, ﬁgure 1.1(b).
Ainsi, il est nécessaire d'introduire une modélisation paramétrique de l'interface avec une
abscisse curviligne (x(s), y(s)).
Si la méthode de suivi de front rend possible le traitement de l'interface en sous maille,
des problèmes de concentration de marqueurs, comme par exemple une très faible concen-
tration de marqueurs dans les zones étirées de l'interface, apparaissent. Il serait alors néces-
saire d'augmenter dynamiquement le nombre de marqueurs en fonction des variations de
la géométrie des interfaces. La solution de ce genre de problème n'a pas encore été trouvée.
Enﬁn, si cette méthode est assez simple à mettre en ÷uvre en deux dimensions, son
implémentation en trois dimensions est beaucoup moins aisée.
Fig. 1.1: Méthode de suivi de front par introduction de marqueurs, d'après Benkenida [9].
(a) : avec une fonction distance ; (b) avec une représentation paramétrique.
Les avantages et les inconvénients de la méthode de suivi de front sont les suivants :
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Fig. 1.2: Représentation de la notion de maillage mobile proposée par [122].
+ possibilité de résolution de structures de taille inférieure à la maille,
+ pas de diﬀusion numérique au niveau de l'interface,
− problèmes de stabilité numérique au niveau de l'interface dûs à la
discontinuité de certaines grandeurs physiques,
− diﬃcultés dans la simulation de la rupture ou de la coalescence d'interface,
− gestion diﬃcile de la répartition spatiale des marqueurs.
On peut préciser que Unverdi et Tryggvason [122] ont introduit le concept de maillage
interfacial. En plus du maillage ﬁxe utilisé pour les grandeurs physiques usuelles, un
maillage mobile est attaché à l'interface, ﬁgure 1.2, ce qui permet de résoudre certains
des problèmes mais la simulation d'interfaces fortement déformables reste diﬃcile.
La méthode de suivi de front a été notamment utilisée par Mulder et al. [85] pour
simuler les instabilités de Rayleigh-Taylor et par Chen et al. [22] pour calculer des ondes
de choc et des instabilités de type Kelvin-Helmholtz.
1.1.2 Les méthodes de suivi en volume
Le fondement de ces méthodes n'est pas un suivi de l'interface au cours du temps mais
le suivi de la fraction volumique occupée par la phase considérée. Il est alors possible de
distinguer deux approches : avec ou sans reconstruction de l'interface.
Les méthodes avec reconstruction d'interface
Les méthodes de type Volume Of Fluid (V.O.F.)
L'idée fondatrice de ces méthodes fut d'introduire des marqueurs dans l'un des ﬂuides.
Ensuite, connaissant la position de ces marqueurs il est directement possible de savoir dans
quelle région se trouve le ﬂuide contenant les marqueurs, et donc de reconstruire l'interface.
C'est la méthode M.A.C. (Marker And Cell) utilisée par Daly [26,27] et par Amsden [5]. Si
cette méthode ne nécessite pas d'algorithme complexe de reconstruction d'interface elle pose
cependant un problème quant à la capacité de stockage de la machine utilisée. En eﬀet,
de nombreux marqueurs doivent être introduits pour obtenir une reconstruction précise
de l'interface. Ce n'est qu'au début des années 80 que Hirt et Nichols [51] proposent de
transporter ce qu'ils nomment une "fonction marqueur" pour l'écoulement. A partir des
valeurs de cette fonction, ils proposent de reconstruire une interface horizontale ou verticale
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dans les cellules où une interface est présente. Cette idée est à la base des méthodes V.O.F..
La particularité de ces dernières consiste à résoudre l'équation d'advection pour la fraction







La masse volumique du mélange est alors évaluée par la relation :
ρ(x, t) = α(x, t)ρ1 + (1− α(x, t))ρ2 (1.2)
La variable Vm qui intervient dans le transport de la grandeur α est la vitesse du mé-
lange. Cela permet d'obtenir la distribution de la fraction volumique α au cours du temps.
A partir de cette distribution, plusieurs méthodes de reconstruction d'interface peuvent
être employées. La plus ancienne est une reconstruction à l'aide de segments verticaux
ou horizontaux, comme le proposent Hirt et Nichols [51]. Cependant, il existe à présent
des méthodes bien plus précises, comme la méthode CIAM (Calcul d'Interface Aﬃne par
Morceaux) décrite par Li et Zaleski [72]. La ﬁgure 1.3 représente de façon schématique les
résultats obtenus avec chacune de ces méthodes.
Fig. 1.3: Exemple schématique de reconstruction d'une interface.
(a) : Interface réelle, (b) : Reconstruction par morceau (Hirt et Nichols [51]), (c) : Reconstruction
par un algorithme de type CIAM [72], d'après Benkenida [9].
Cependant, ces nouvelles méthodes de reconstruction d'interface utilisent des algo-
rithmes très complexes et gourmands en temps de calcul. En eﬀet, pour reconstruire la
forme de l'interface, on ne dispose que de deux informations, à savoir la valeur de la frac-
tion volumique, α, et la valeur de son gradient, ∇α, qui permet d'obtenir la normale. Le
raccordement des segments entre les mailles reste ainsi un problème de grande ampleur
même si des progrès importants ont été faits depuis les travaux de Hirt et Nichols [51].
On peut citer plus particulièrement la méthode décrite par Li et Zaleski [72] qui consiste
à reconstruire l'interface dans la cellule courante par un segment en inspectant les frac-
tions volumiques des cellules voisines. Cependant une limitation de ces méthodes apparaît
lorsque l'on veut traiter des inclusions de taille inférieure à la maille. En eﬀet, il est im-
possible dans ce cas de déterminer l'orientation de la normale. Cela a pour conséquence
directe de devoir augmenter le nombre de mailles pour éviter d'avoir à faire face à de telles
situations. On pourra trouver de plus amples détails sur la méthode et les algorithmes de
reconstruction d'interface dans [71,72,73,127]. On pourra également trouver des exemples
d'application de ces méthodes dans l'article de Banerjee et al. [7] qui appliquent cette mé-
thode au remplissage d'un réservoir, ceux de Marcer et Le Gouez [76] et Dieval et al. [32],
concernant la cavitation avec le code EOLE développé par PRINCIPIA ou enﬁn l'article
de Lafaurie et al. [70], qui appliquent cette méthode à la fragmentation et la coalescence
de gouttes.
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La méthode "Level Set"
Cette méthode est basée sur le même concept que les méthodes de type V.O.F. mais en
utilisant cette fois une fonction distance à l'interface Φ et non pas une fraction volumique.
Cette méthode peut cependant être classée dans les méthodes de suivi en volume car
l'équation de transport pour la grandeur Φ s'écrit sous une forme similaire à l'équation
de transport de la fraction volumique. Cette fonction, supposée régulière et continue est
déﬁnie par : 
Φ(x, t) < 0 dans le ﬂuide 1,
Φ(x, t) = 0 sur l'interface,
Φ(x, t) > 0 dans le ﬂuide 2,
On suppose alors que l'interface se déplace avec les particules ﬂuides, ce qui permet







A partir de la distribution spatio-temporelle de cette fonction, on peut reconstruire la
masse volumique locale en utilisant une fonction de Heaviside, H(Φ) :
ρ(Φ) = ρ1 + (ρ2 − ρ1)H(Φ) (1.4)
La déﬁnition de la fonction H(Φ) s'écrit :
H(Φ) = 0 pour Φ < 0
H(Φ) = 12 pour Φ = 0
H(Φ) = 1 pour Φ > 0
On pourra trouver une description détaillée de cette méthode, appliquée à divers écou-
lements à bulles, déformation, coalescence, traversée d'une interface, dans les articles de
Sussman et al. [117,118].
Pour conclure sur les méthodes de suivi en volume avec reconstruction d'interface, on
peut regrouper leurs avantages et leurs inconvénients dans les points suivants :
+ localisation précise de l'interface,
− diﬃculté de résoudre les structures de taille inférieure à la maille, ce qui
implique d'utiliser un grand nombre de mailles,
− algorithme de reconstruction de l'interface lourd au niveau calcul pour les
méthodes de type V.O.F,
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Méthodes sans reconstruction d'interface En suivant Benkenida [9], on peut égale-
ment nommer ces méthodes "méthodes de capture de front". L'idée de ces méthodes est de
transporter la fraction volumique déﬁnie pour les méthodes V.O.F. mais sans s'attacher à
reconstruire l'interface. Si l'on perd une partie de l'information, on se débarrasse en même
temps de certaines limitations des méthodes V.O.F., dans la mesure où les algorithmes de
reconstruction d'interface ne sont plus utiles. La méthode est donc beaucoup plus simple
à mettre en ÷uvre et moins gourmande en temps de calcul.
La prédictivité de ces méthodes peut ensuite être améliorée en introduisant le concept
de densité d'interface. Ce concept, introduit pour la première fois par Ishii [56] en 1975,
peut être rapproché du concept de densité de surface de ﬂamme utilisé par la suite dans
les modèles C.F.M. (Coherent Flame Model) [75], décrits en 1977. Cette idée a ensuite été
reprise par de nombreux auteurs, notamment Vallet [123] et Jay [62].
Pour conclure sur ces méthodes sans reconstruction d'interface, on peut regrouper les
avantages et les inconvénients d'une telle modélisation :
+ plus simple à mettre en ÷uvre car on n'utilise pas d'algorithme de recons-
truction d'interface,
− la géométrie et la position exacte de l'interface restent indéterminées,
− nécessité d'utiliser des schémas de discrétisation précis pour l'équation (1.1),
− besoin de traitements spéciﬁques aﬁn de conserver la raideur des interfaces.
1.1.3 Bilan
Le tableau 1.1 regroupe les avantages et les inconvénients des méthodes présentées
dans les paragraphes qui précèdent. N'ayant présenté qu'une partie des modèles dipha-
siques existants, il est diﬃcile d'établir une conclusion. Ainsi, une conclusion générale,
regroupant l'intégralité des modèles sera présentée à la suite de la section suivante.
1.2 Modèle à deux ﬂuides
Dans les modèles à deux ﬂuides les équations de transport de la mécanique des ﬂuides
sont résolues pour chacune des phases. Cette démarche permet de prendre en compte de
manière beaucoup plus ﬁne les inhomogénéités cinématiques et thermodynamiques entre les
phases. En contrepartie, il est nécessaire d'introduire une modélisation pour de nombreux
termes d'échange interfaciaux : termes de transfert de masse, de quantité de mouvement
et d'énergie, auxquels s'ajoutent les corrélations turbulentes pour chacune des phases. Si
les fondements du modèle ont été posés par Ishii [56] dès 1975 et repris par Drew et
Passman [34] en 1999, de nombreux auteurs ont participé à son amélioration. Ainsi, s'il est
impossible de classer les modèles à deux ﬂuides comme cela a été fait pour les modèles de
mélange, une répartition en fonction des domaines d'applications est invisageable.
1.2.1 Modélisation à deux ﬂuides des lits ﬂuidisés
La modélisation des écoulements diphasiques dans les lits ﬂuidisés denses a fait l'objet
de nombreuses études, notamment au Laboratoire National d'Hydraulique (LNH-EDF) [111],
dans les années 1990. Ces recherches ont permis le développement du code ASTRID. Dans
les lits ﬂuidisés considérés il s'agit de modéliser l'écoulement d'une phase gazeuse chargée en
particules solides sphériques. Chacune des phases est supposée incompressible, la pression
dans la phase liquide étant supposée égale à celle de la phase gazeuse. L'intérêt principal
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de ces modèles est de comporter une description précise des eﬀets de traînée, de dispersion
turbulente et de l'inﬂuence des particules sur la turbulence de la phase gazeuse [40,108]. La
turbulence de la phase continue est décrite par un modèle à deux équations de transport,
de type k −  incompressible, étendu aux écoulements diphasiques. Aﬁn de traduire l'eﬀet
de la présence des particules sur la turbulence de la phase gazeuse, deux grandeurs supplé-
mentaires sont nécessaires. Il convient tout d'abord de prédire l'agitation des particules,
sous la forme d'une énergie cinétique d'agitation (q2d), pour laquelle il est possible de dériverune équation de transport [107]. Aﬁn de modéliser le terme d'échange d'énergie turbulente
entre la phase continue et la phase dispersée, il est également nécessaire de déterminer
la covariance des vitesses ﬂuides-particules (qcd), grandeur pour laquelle il est également
possible de dériver une équation de transport [108].
De nombreuses validations de ce modèle ont été réalisées, tant sur des écoulements
gaz-particules solides que sur des écoulements gaz-gouttes. Des validations académiques,
avec par exemple, l'étude de la dispersion d'un nuage de particules dans une turbulence
homogène isotrope (THI) [48], où des comparaisons du modèle de dispersion eulérien avec
des résultats de modèles lagrangiens sont présentées. Des validations sur des conﬁgurations
expérimentales ont également été réalisées. On peut citer, par exemple, la comparaison des
résultats obtenus grâce au modèle diphasique eulérien avec les résultats expérimentaux [40]
obtenus pour l'évaporation d'un spray vertical descendant de gouttelettes de propanol dans
un écoulement co-courant turbulent d'air chaud [115]. On peut également citer les calculs
de lits ﬂuidisés eﬀectués par la suite [4], où un écoulement triphasique est considéré. Enﬁn,
des calculs sur des géométries et avec des caractéristiques proche d'une Injection Directe
Essence (IDE) ont été réalisés avec ce modèle [116], sans tenir compte des échanges de
masse et d'énergie au niveau de l'interface.
1.2.2 Les modèles dédiés aux applications aéronautiques
Le modèle diphasique eulérien développé au CERFACS par Kaufmann [65] dans le
code AVBP [95] introduit une nouvelle problématique. Dans cette approche, le gaz est
compressible tandis que la phase liquide est supposée incompressible. Le modèle comporte
ainsi 6 équations de transport (continuité, quantité de mouvement et énergie pour chacune
des phases). La fraction volumique de liquide est résolu par l'intermédiaire de l'équation
de continuité de cette phase.
Les diﬀérents échanges entre les phases sont modélisés en supposant que la phase liquide
se présente sous la forme d'inclusions sphériques. Les termes d'échange de masse et d'énergie
sont évalués en utilisant la théorie quasi-stationnaire pour une goutte en évaporation [99].
Les échanges de quantité de mouvement ne prennent en compte que la force de traînée
en raison du fort rapport de masse volumique entre les deux phases pour les applications
considérées.
Une approche basée sur la Simulation aux Grandes Echelles (SGE) est utilisée pour mo-
déliser les phénomènes turbulents dans la phase gazeuse. En ce qui concerne les mouvements
ﬂuctuants des particules, l'auteur propose d'introduire une analogie entre ce mouvement
ﬂuctuant et le mouvement Brownien des molécules d'un gaz. Ainsi, il introduit la notion
de mouvement Quasi-Brownien (QB) pour le terme de vitesse décorrélée (produit des ﬂuc-
tuations de sous-mailles). Une analogie avec les modélisations du tenseur visqueux permet
ensuite d'écrire une fermeture pour le tenseur des vitesses décorrélées. Cette fermeture
utilise les notions de pression et de viscosité QB, résolues par l'écriture d'une équation de
transport pour l'énergie QB.
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1.2.3 Modèles adaptés à la simulation d'ondes de choc
Une approche diﬀérente est proposée par Saurel [102, 100, 104, 101, 103, 105, 106]. En
eﬀet, s'intéressant principalement aux problèmes de propagation d'ondes de pression dans
les écoulements diphasiques, il est nécessaire de considérer la compressibilité de chacune
des phases en présence. Cette approche requiert la résolution de 7 équations de transport
(2 equations de continuité, 2 équations de quantité de mouvement et 2 équations d'éner-
gie plus une équation de transport pour la fraction volumique de la phase liquide). Ce
système est ensuite fermé en introduisant une loi d'état décrivant le comportement ther-
modynamique de chacune des phases. La loi d'état des gaz parfaits permet de décrire la
phase gazeuse, tandis que la loi des gaz rigides [79] permet de reproduire le comportement
thermodynamique d'un liquide.
Cette modélisation précise du comportement thermodynamique de la phase liquide
est découplée des notions de turbulence. En eﬀet, les applications traitées (propagation
d'ondes de pression) ne nécessitent nullement la prise en compte des quantités turbulentes.
A l'inverse, une modélisation ﬁne des termes de relaxation (termes de retour à l'équilibre
après le passage d'une onde) revêt une importance considérable. Précisons également que
les termes d'échanges de masse, de quantité de mouvement et d'énergie sont pris en compte
dans cette approche.
Enﬁn, pour ce genre d'approche, des schémas numériques très précis sont indispen-
sables. La solution numérique choisie dans ces approches est basée sur une méthode de
Riemann [78], nécessitant l'écriture du système d'équations sous une forme hyperbolique.
1.2.4 Conclusions sur les modèles à deux ﬂuides
Les trois approches décrites ci dessus apportent chacune une innovation importante sur
un point particulier de la modélisation des écoulements diphasiques. L'approche dévelop-
pée par Saurel et Abgrall [100] introduit une prise en compte de la compressibilité dans
chacune des phases. Ainsi la pression de chacune des phases est évaluée à l'aide d'une équa-
tion d'état, propre au ﬂuide. Ce modèle implique de résoudre sept équations de transport.
A l'inverse, Simonin [108] et Simonin et al. [109] supposent l'égalité des pressions entre la
phase dispersée et la phase continue mais étudient en détail les eﬀets de la turbulence sur
les particules et l'eﬀet des particules sur la turbulence. Enﬁn, grâce à une approche de type
SGE (Simulation aux Grandes Echelles (en anglais LES : Large Eddy Simulation)), Kauf-
mann et al. [66] apportent une nouvelle vision. Ils proposent d'introduire une modélisation
pour la Pression Quasi Brownienne (PQB), pression induite par le mouvement désordonné
des particules de la phase dispersée.
A ces trois approches, s'ajoutent dans la littérature, plusieurs auteurs, comme Berg
et al. [11] dont les travaux ont contribué au développement du code FIRE d'AVL, Maro-
teaux [77] qui utilise un modèle à deux ﬂuides pour décrire l'atomisation d'un ﬁlm liquide
sur une paroi, Miyamoto et Kobayashi [81] qui simulent les sprays d'injecteurs assistés par
air, ou enﬁn Kloseet al. [68] qui appliquent ce modèle à la combustion dans une chambre aé-
ronautique. Cependant, tous ces modèles se retrouvent dans les trois décrits précédemment,
tant au niveau des équations qu'au niveau des fermetures. Il est intéressant de préciser ici
que pour les applications moteurs faites avec le code FIRE d'AVL [11], un couplage entre
la description eulérienne et la description lagrangienne a été introduit. En eﬀet, tandis que
l'intérieur de l'injecteur et la zone dense du spray sont décrits par un modèle eulérien, la
zone diluée est modélisée par une approche lagrangienne [10,11]. Une description de cette
approche pourra être trouvée dans [91] et [69].
Les deux sections précédentes ont permis de distinguer les caractéristiques mathéma-
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tiques et les contraintes des diﬀérents modèles diphasiques eulériens disponibles dans la
littérature. Les contraintes physiques liées à l'application cible de ce travail, les moteurs
automobiles, doivent à présent être décrites. Cela permettra le choix du modèle diphasique
le mieux adapté à la modélisation de l'injection du carburant liquide dans ces moteurs.
1.3 Moteurs automobiles et phénomènes physiques
Le but de ce travail est de développer un modèle permettant de décrire les phénomènes
physiques se produisant près du nez de l'injecteur dans les moteurs automobiles à injection
directe. On peut séparer ces moteurs en deux catégories, les moteurs à Injection Directe
Essence (IDE) et les moteurs Diesel à Injection Directe (DID). Chacune de ces conﬁgu-
rations industrielles possède des caractéristiques qui lui sont propres. Dans cette section,
nous allons détailler, dans un premier temps, le principe de fonctionnement général des
moteurs à combustion interne, avant de traiter des cas particuliers relatifs à chacune de
ces deux familles de moteurs.
1.3.1 Considérations générales
Le but des moteurs à combustion interne est de transformer une énergie potentielle
chimique en énergie mécanique. Cette transformation est soumise à plusieurs contraintes,
parmi lesquelles on peut retenir :
→ le respect des normes anti-pollution,
→ les attentes du client en terme de confort de conduite,
→ la consommation de carburant la plus faible possible,
→ la stabilité des performances dans le temps,
→ le coût le plus bas possible.
Aﬁn de respecter ces diﬀérentes contraintes, de nombreuses voies d'amélioration sont ex-
plorées. Ainsi, de nouvelles technologies apparaissent sans cesse. On peut citer, par exemple,
l'évolution de la forme des pistons, la combustion Diesel en fonctionnement homogène (en
anglais HCCI :Homogeneous Charge Compression Ignition), l'injection directe, essence et
Diesel ... L'objectif de cette thèse est d'améliorer la prédiction des écoulements dipha-
siques dans les moteurs automobiles, ainsi, nous nous intéresserons plus particulièrement
aux technologies moteurs à injection directe.
1.3.2 Moteur Diesel à Injection Directe : DID
Il y a encore quelques années les moteurs Diesel utilisaient des technologies d'injection
indirecte. Le carburant était injecté dans une préchambre, qui avait pour rôle de favoriser
le mélange et de permettre la combustion. Depuis 1998 et l'arrivée des premiers moteurs
Diesel à injection directe, de nombreuses avancées technologiques ont permis d'améliorer
ces moteurs. La ﬁgure 1.4 montre, à gauche, un moteur Diesel avec préchambre, et, à droite,
un moteur Diesel à injection directe.
Les technologies d'injection directe Diesel permettent de diminuer les pertes thermiques,
qui sont importantes au niveau de la préchambre, et ainsi, d'améliorer le rendement de ces
moteurs. Cependant, de nombreuses contraintes apparaissent dans le cadre des technologies
DID.
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Fig. 1.4: Présentation du fonctionnement des moteurs Diesel à pré-chambre et des moteurs
Diesel à injection directe, d'après [55].
Fig. 1.5: Représentation d'un bloc d'in-
jection common rail, d'après [55].
Fig. 1.6: Représentation d'un injecteur
pompe, d'après [55].
Principes de l'injection La qualité de l'injection dans les moteurs Diesel revêt une
importance considérable. En eﬀet, elle doit permettre l'évaporation rapide du jet de car-
burant et garantir l'obtention du mélange. Ainsi, aﬁn d'obtenir de ﬁnes gouttelettes, bien
réparties dans la chambre de combustion, les technologies d'injection ne cessent de progres-
ser. Les pressions d'injection dépassent aujourd'hui 2000 bar. Deux technologies diﬀérentes
permettent d'obtenir de telles pressions : la technologie à rampe commune (en anglais :
common rail), ﬁgure 1.5, et les injecteurs pompes, ﬁgure 1.6. Ces pressions conduisent à de
fortes vitesses en sortie de l'injecteur (≈ 300 m.s−1), ce qui favorise l'éclatement du coeur
liquide et permet la formation de gouttelettes de petites tailles (≈ 10 µm).
De plus, aﬁn de répartir le carburant dans la chambre de combustion, les injecteurs
utilisés sont des injecteurs multitrous (jusqu'à 6 trous). La ﬁgure 1.7 représente une coupe
schématique d'un injecteur multitrous. L'utilisation des injecteurs multitrous, combinée au
fort taux de swirl permet un mélange eﬃcace entre l'air et le carburant vapeur. Le taux
de swirl est déﬁni comme le rapport :
taux de swirl = vitesse de rotation de l'airvitesse de rotation du moteur (1.5)
pour laquelle on utilise l'hypothèse de rotation en bloc. Le terme swirl désigne une rotation
coordonnée des gaz dans la chambre de combustion. Il ne s'agit pas directement d'un
mouvement turbulent. Ce mouvement de swirl est généré par la géométrie des conduits
d'admission.
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Fig. 1.7: Représentation en coupe d'une injection multitrous dans un moteur Diesel, d'après
[55].
Fig. 1.8: Visualisation expérimentale d'une injection Diesel multitrous obtenue par diﬀu-
sion de Mie [82].
La ﬁgure 1.8, obtenue expérimentalement par diﬀusion de Mie, montre une injection
Diesel multi-trous. Cette ﬁgure permet de mettre en évidence l'asymétrie entre les diﬀé-
rentes injections ainsi que le développement des jets au cours du temps (les angles donnés
ont pour origine (t=0) le début de l'injection).
Combustion dans les moteurs Diesel L'allumage dans les moteurs Diesel est le ré-
sultat des étapes suivantes :
→ injection de carburant liquide dans une phase gazeuse échauﬀée par la compression,
→ échauﬀement et évaporation des gouttelettes de carburant,
→ échauﬀement de la vapeur de carburant jusqu'à la température d'auto-inﬂammation,
→ délai chimique d'auto-inﬂammation,
→ allumage en un point de la périphérie du jet,
→ propagation rapide de la ﬂamme dans la zone prémélangée,
→ combustion par ﬂamme de diﬀusion.
La combustion Diesel à injection directe a pour inconvénient majeur de se dérouler à
la périphérie des jets liquides, donc dans des zones de fortes richesses, ce qui conduit a
l'émission de suies en quantité importante [18]. Le bruit important produit lors de l'auto-
inﬂammation du carburant est également un inconvénient de ces technologies. En eﬀet,
lors de l'utilisation d'injecteur multitrous, la quantité de carburant qui s'autoinﬂamme
initialement est plus importante et ainsi, le bruit émis est également plus important.
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Fig. 1.9: Représentation schématique
d'un injecteur à swirl.
Fig. 1.10: Visualisation expérimentale
d'une injection IDE (Injecteur à Swirl),
d'après [29].
1.3.3 Moteur à Injection Directe Essence : IDE
Si l'injection directe est très fortement utilisée aujourd'hui dans les moteurs Diesel, ce
n'est pas le cas pour les moteurs essences, pour lesquels elle reste marginale. Cependant,
l'utilisation des technologies d'injection directe dans les moteurs essence peut permettre
de diminuer la consommation grâce à un fonctionnement en mélange pauvre en régime de
ralenti, avec une richesse globale inférieure à 0.6. Cela passe par une stratiﬁcation de richesse
dans la chambre de combustion [120]. Cependant, des diﬃcultés technologiques sont encore
présentes à l'heure actuelle. En eﬀet, si le fonctionnement homogène est réalisable en IDE,
le fonctionnement stratiﬁé en régime ralenti n'est pas encore totalement opérationnel.
Technologies d'injection en moteur à injection directe essence Le fonctionnement
des injecteurs utilisés dans les moteurs IDE diﬀère de celui des injecteurs utilisés en DID.
Deux familles d'injecteurs sont utilisées dans les technologies IDE. Bien que de conceptions
diﬀérentes, ces deux types d'injecteur génèrent dans la chambre de combustion un cône
creux de liquide comme cela sera présenté pour chacun d'eux.
Les injecteurs à swirl constituent la première cathégorie d'injecteurs IDE. Une repré-
sentation schématique de ce type d'injecteur est donnée par la ﬁgure 1.9. Comme le montre
cette ﬁgure, le jet de carburant prend la forme d'un cône creux. Cela est dû à l'important
mouvement de swirl généré dans l'injecteur. La ﬁgure 1.10 montre la forme très particulière
des jets IDE. Cette image montre, plus particulièrement, la présence de liquide au-delà du
cone creux. Cette forme particulière est liée au délai de mise en rotation du liquide dans
un injecteur à swirl.
La seconde famille d'injecteurs utilise une commande piézo-électrique pour l'ouverture
de l'aiguille. Contrairement aux injecteurs à swirl, l'angle de nappe est atteint sans délai.
Cela est mis en évidence par la forme du cone liquide, ﬁgure 1.11. En eﬀet, en comparant
cette ﬁgure à la visualisation d'un cône issu d'un injecteur à swirl, ﬁgure 1.10, il apparaît
des similitudes et des diﬀérences. Tout d'abord, la diﬀérence fondamentale est l'absence de
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Fig. 1.11: Visualisation expérimentale de la nappe liquide en sortie d'un injecteur piezo-
électrique, d'après [29].
pointe de liquide au coeur du cone pour un injecteur piézo-électique. La structure générale
de l'écoulement est quant à elle similaire, le liquide prend la forme d'un cône creux dont
l'angle dépend des caractéristiques de l'injecteur.
Combustion dans les moteurs Essence La combustion dans les moteurs Essence
est une combustion en régime prémélangé, initiée par une bougie. Pour les moteurs à
Injection Indirecte Essence (IIE), le carburant est injecté dans la tubulure d'admission, où
il s'évapore. L'admission permet ensuite de mélanger l'air et le carburant en phase vapeur,
ce qui permet d'obtenir un mélange homogène à l'instant de l'allumage. La ﬁgure 1.12
détaille les diﬀérentes étapes énoncées ci dessus.
Injection et admission Admission Compresionet mélange
Allumage en
mélange homogène
Fig. 1.12: Les diﬀérentes étapes d'un cycle pour un moteur IIE.
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Le fonctionnement en mode homogène dans les moteurs IDE est proche de celui des
moteurs IIE. L'injecteur est cependant localisé dans la chambre de combustion. L'injection
est réalisée très tôt dans le cycle, ce qui permet d'obtenir un mélange homogène lors de
l'allumage, ﬁgure 1.13. Le carburant liquide s'évapore et se mélange pendant les phases
d'admission et de compression.





Fig. 1.13: Les diﬀérentes étapes d'un cycle pour un moteur IDE en fonctionnement homo-
gène.
Cependant, l'un des intérêts des moteurs IDE est de permettre un fonctionnement en
régime stratiﬁé lors des phases de ralenti. Cela permet de diminuer la consommation de
carburant, la richesse globale est alors inférieure à 0.6. Pour ce mode de fonctionnement,
le carburant est injecté tard dans le cycle, pendant la phase de compression. Cela ne
permet pas un mélange suﬃsant et crée une stratiﬁcation de richesse dans la chambre de
combustion, comme schématisé sur la ﬁgure 1.14. La diﬃculté majeure est alors d'obtenir
une richesse suﬃsante à la bougie pour permettre un allumage satisfaisant (richesse proche
de 1) et une bonne stratiﬁcation pour assurer la propagation de la ﬂamme. Aﬁn de réaliser
une stratiﬁcation eﬃcace de richesse, plusieurs technologies peuvent être utilisée aﬁn de
diriger les goutellettes de carburant vers la bougie. On peut par exemple utiliser une forme
de piston étudiée ou encore une position particulière de l'injecteur.
1.4 Conclusions et choix du modèle
Les diﬀérents modèles proposés dans la littérature pour la résolution des écoulements
diphasiques ont été décrits dans ce chapitre. Les modèles de mélange oﬀrent un avantage
certain au niveau du nombre des équations à résoudre et au niveau du nombre de termes
nécessitant une modélisation présents dans celles-ci. Cependant, ce modèle a pour inconvé-
nient majeur la nécessité d'utiliser une équation d'état valable à la fois dans le gaz et dans
le liquide, ce qui pose problème, comme le souligne Dumont [36]. Ces modèles impliquent
également l'hypothèse d'homogénéité thermique et cinématique locales entre les phases.
Enﬁn, ils ne permettent pas d'accéder directement aux grandeurs physiques de chacune
des phases. Les modèles à deux ﬂuides permettent, à l'inverse, une modélisation plus ﬁne
Benjamin TRUCHOT 21






Fig. 1.14: Les diﬀérentes étapes d'un cycle pour un moteur IDE en fonctionnement stratiﬁé.
de l'interaction entre les phases en terme de masse, énergie et quantité de mouvement et
restent valables dans le cas de forts gradients cinématiques et thermiques à l'interface.
Cependant, ces interactions nécessitent la fermeture de plusieurs termes qui apparaissent
dans les équations. Cela est résumé dans le tableau 1.2.
Le modèle qui sera développé doit être en adéquation avec la physique de l'injection
dans les moteurs automobiles . Ainsi, les fortes inhomogénéités thermiques et cinématiques
près du nez de l'injecteur rendent délicate l'utilisation des modèles de mélange. De plus,
les approches avec reconstruction de l'interface posent de sérieux problèmes en termes de
nombre de mailles à utiliser dans une géométrie réelle. Ainsi, il apparaît légitime d'orienter
le choix vers les modèles à deux ﬂuides, mieux adaptés à la modélisation des fortes inho-
mogénéités près du nez de l'injecteur. De plus, aﬁn de prédire au mieux le comportement
de la phase liquide, la compressibilité de cette phase doit être considérée. Le modèle déve-
loppé est un modèle à deux ﬂuides, moyenné compressible et prenant en compte les aspects
turbulents dans chacune des phases. Les deux chapitres suivants traitent successivement
de l'écriture des diﬀérentes équations du modèle, (chapitre 2) et de la modélisation des
diﬀérents termes d'échanges interfaciaux et des corrélations turbulentes, (chapitre 3).
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Modèle Avantages Inconvénients
Mélange Nombre d'équations raison-
nable
Diﬃculté dans la modélisation
de l'interaction phase continue
- phase dispersée
Equation d'état du mélange
Diﬃculté dans la modélisation
des structures en sous-maille
Hypothèse d'homogénéité
entre les phases
Deux ﬂuides Une équation d'état par ﬂuide Nombre d'équations plus im-
portant
Interactions entre phases ap-
paraissant directement dans
les équations
Nécessité de fermeture de




Tab. 1.2: Comparaison entre modèle de mélange et modèle à deux ﬂuides.
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Chapitre 2
Etablissement des équations du
modèle à deux ﬂuides
2.1 Déﬁnition de la fonction indicatrice de phase
Soit un écoulement diphasique quelconque dans lequel on repère l'une des phases par
l'indice p = 1 et l'autre par l'indice p = 2. Pour chacune de ces deux phases, on déﬁnit une
fonction indicatrice de phase χp :
χp(x, t) = 1 si la phase p est présente au point x à l'instant t,
χp(x, t) = 0 sinon. (2.1)
On peut écrire pour cette fonction indicatrice de phase, en utilisant la vitesse VI de







où VI,i est la composante de la vitesse de l'interface suivant la direction xi.




Equation dans laquelle np représente la normale unitaire à l'interface sortant de la
phase p et δI une distribution de Dirac attachée à l'interface.
2.2 Equations de transport instantanées
L'objet de cette première section est d'introduire les équations de la mécanique des
ﬂuides pour un écoulement diphasique. La procédure utilisée à cette ﬁn, consiste à étendre
le domaine de validité du système d'équations de chacune des phases en utilisant la fonction
indicatrice.
2.2.1 Equation de continuité
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L'équation (2.4) n'est cependant vériﬁée que lorsque la phase p est présente. Aﬁn
d'étendre son domaine de validité à l'ensemble du domaine, on la multiplie par la fonction






















Enﬁn, on peut mettre l'équation de continuité pour la phase p sous une forme cohérente






= (ρp(VI,i − Vp,i))np,iδI︸ ︷︷ ︸
Γp
Equation dans laquelle apparaît le terme de transfert de masse, ou ﬂux de masse à
travers l'interface :
Γp = (ρp(VI,i − Vp,i))np,iδI (2.6)
2.2.2 Equation de transport de la fonction indicatrice
L'équation de transport de la fonction indicatrice de phase découle directement de la











− VI,inp,iδI = 0 (2.8)





− Vp,inp,iδI = 0 (2.9)
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2.2.3 Equation de quantité de mouvement
Il est également possible d'écrire une équation instantanée pour la quantité de mouve-













dans laquelle Pp représente la pression dans la phase p, τp, le tenseur visqueux dans cette
même phase et g, le vecteur gravité.
On multiplie cette équation par la fonction indicatrice de phase χp. On réarrange le














Le terme de transfert de quantité de mouvement à l'interface entre les deux phases
Mp,i apparaît dans cette équation :
Mp,i =
 ρpVp,i(VI,j − Vp,j)︸ ︷︷ ︸
Source liée au transfert de masse
+ τp,ij︸︷︷︸
Forces extérieures exercées par l'autre phase
np,jδI
(2.13)
Celui-ci est en fait composé de deux eﬀets, le premier est le transfert de quantité de
mouvement lié au transfert de masse, le second est lié aux forces s'exerçant au niveau de
l'interface.
2.2.4 Equation de transport de l'énergie interne
Aﬁn de fermer le système physique, la connaissance d'une énergie est requise. Il est
alors nécessaire d'écrire une équation de transport pour une énergie. Plusieurs solutions
sont possibles [92]. Aﬁn d'être cohérent avec le code IFP-C3D [119, 131, 134] dans lequel







où Cv est la capacité caloriﬁque à volume constant, R la constante universelle des gaz
parfaits, W la masse molaire et T0, une température de référence.














Le terme Ω˙p est le terme de production d'énergie par la combustion et le terme qp est
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où λp représente la conductivité thermique, hp l'enthalpie sensible et VDp la vitesse de
diﬀusion dans la phase p.
En procédant d'une manière similaire à celle utilisée pour les équations de continuité et
de quantité de mouvement, on obtient l'équation d'énergie interne diphasique pour chaque
















Le terme de transfert d'énergie s'écrit :
EIp = ( ρpep(VI,i − Vp,i)︸ ︷︷ ︸





Energie liée aux forces exercées par l'autre phase
)np,iδI (2.18)
Le terme source d'énergie peut se décomposer en trois contributions. Le terme source
d'énergie lié au transfert de masse, le ﬂux d'énergie et le travail des forces extérieures
exercées par l'autre phase.
2.2.5 Transport des espèces gazeuses
Chacune des phases est composée de plusieurs espèces. L'équation de transport pour












) + ω˙q (2.19)
On multiplie cette équation par la fonction indicatrice de phase et on ré-arrange l'équa-












) + χpω˙q + ρpYq(VI,i − Vp,i)np,iδI (2.20)
2.3 Déﬁnition des ﬁltres et des moyennes utilisées
Dans l'introduction de ce travail, nous avons indiqué qu'une approche de type RANS est
utilisée pour la modélisation de la turbulence. Une telle approche est basée sur l'utilisation
d'équations temporelleme Pour établir les équations moyennées du modèle à deux ﬂuides,
il est nécessaire d'introduire un ﬁltrage spatial avant de moyenner temporellement ces
équations. En eﬀet, la fonction indicatrice de phase utilisée pour étendre la validité des
équations est déﬁnie en un point. Or, les grandeurs considérées numériquement ne sont pas
ponctuelles mais volumiques, avec une valeur discrète par maille. Ainsi, il est nécessaire
d'intégrer les équations obtenues préalablement sur les mailles du domaine de calcul, c'est
le role de l'opération de ﬁltrage.
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2.3.1 Introduction de la notion de ﬁltrage spatial







où le volume de ﬁltrage V correspond au volume d'une cellule du maillage. On déﬁnit plus
particulièrement le ﬁltre spatial appliquée à la fonction indicatrice de phase :





















La grandeur ζp représente la fraction volumique instantanée de la phase p. On déﬁnit
ensuite la moyenne du produit de la fonction indicatrice de phase χp et d'une grandeur φ :






























= ζp < φ >p (2.30)
Cette écriture déﬁnit la notation < φ >p= <χpφ><χp> . On s'intéresse ensuite aux produitscontenant la masse volumique :
< χpρpφ > = ζp < ρpφ >p (2.31)
= ζp < ρp >p<< φ >>p (2.32)






2.3.2 Déﬁnition de la moyenne temporelle
Comme indiqué précédemment, la méthode de modélisation de la turbulence choisie
dans ce travail, est basée sur une approche de type RANS. Ainsi, après avoir introduit un
ﬁltrage spatial, il est nécessaire d'introduire une moyenne temporelle des équations. Cette
moyenne est déﬁnie par :
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< φ(x, t) > dt (2.35)
La déﬁnition de cette moyenne dans le cadre d'une approche de type RANS impose de
satisfaire l'hypothèse d'ergodicité aﬁn d'avoir équivalence entre cette moyenne temporelle
et une moyenne statistique [97]. Pour cela, la moyenne est déﬁnie sur une période T plus
grande que toutes les échelles caractéristiques de l'écoulement, le pas de temps de simulation
dt doit alors être choisi pour assurer l'indépendance de toutes les réalisations.
Plus particulièrement, on déﬁnit la moyenne temporelle pour la fraction volumique






< χp > dt = αp (2.36)
soit :
αp = ζp = < χp > (2.37)
On déﬁnit ensuite les moyennes de produits :
< χpφp > = ζp < φp >p = αp< φp >p (2.38)
et enﬁn les moyennes de produits contenant la masse volumique :
< χpρpφp > = ζp < ρpφp >p (2.39)
= ζp < ρp >p<< φp >>p (2.40)
= αp< ρp >p<< φp >>p (2.41)
= αp< ρp >p
˜
<< φp >>p (2.42)
où apparaît la moyenne de Favre :
˜
<< φp >>p =
< ρp >p<< φp >>p
< ρp >p
(2.43)
2.3.3 Notions de grandeurs moyennes et de ﬂuctuations
Dans la section précédente, des opérateurs de ﬁltrage et des opérateurs de moyennes
temporelles ont été déﬁnis. Avant d'appliquer ces moyennes aux équations locales ins-
tantanées, il convient de déﬁnir les notions de ﬂuctuations spatiales et de ﬂuctuations
temporelles.
Les grandeurs locales s'écrivent :
φ = < φ > +φ
′ (2.44)
φ = << φ >> +φ
′′ (2.45)
où φ′ correspond à la ﬂuctuation de sous-maille de la grandeur φ. Les grandeurs ﬁltrées
instantanées s'écrivent :
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< φ > = < φ >+ < φ >
′ (2.46)
< φ > = <˜ φ >+ < φ >
′′ (2.47)
où < φ >′′ représente la ﬂuctuation temporelle de la grandeur φ.
2.3.4 Propriétés de la moyenne
Les opérateurs préalablement déﬁnis possèdent des propriétés qui permettront des ma-
nipulations mathématiques des équations. Il convient de connaître ces diﬀérentes propriétés.
La notation φ est utilisée ici pour représenter à la fois l'opérateur de moyenne temporelle
et le ﬁltrage spatial.
? Linéarité : a+ b = a+ b et λa = λa
? Idempotence : ab = ab
? Commutativité : ∂f∂ξ = ∂f∂ξDans les expressions précédentes, a, b et f représentent des fonctions quelconques, λ
une constante et ξ désigne soit la position soit le temps. Il faut cependant préciser que si
la variable ξ représente le temps, la propriété de commutativité ne s'applique que si l'on
considère une dérivée par rapport à une échelle de temps grande devant l'échelle prise pour
la moyenne.
2.3.5 Représentation schématique
Aﬁn d'apporter une note concrète aux opérations réalisées dans ce chapitre, la ﬁgure 2.1
schématise les diﬀérentes étapes du processus qui a permis d'obtenir les équations moyen-
nées du modèle à deux ﬂuides. Comme le montre cette ﬁgure, la première étape consiste
à considérer une distribution de gouttes dans un domaine. Un ﬁltrage spatial à l'échelle
de la maille est ensuite introduit. Cela permet de projeter la distribution de gouttes sur
le maillage. Une moyenne temporelle, équivalente à une moyenne statistique, comme le
montre l'hypothèse d'ergodicité [97], permet ensuite d'introduire les notions de turbulence
classiques pour une approche de type RANS.
2.4 Equations moyennées du modèle à deux ﬂuides
L'utilisation successive des opérateurs de ﬁltrage et de moyenne permet d'obtenir les
équations ﬁltrées moyennées du modèle à deux ﬂuides. Cela est présenté en première partie
de cette section. Dans la seconde partie, le bilan des termes source à l'interface sera établi.
2.4.1 Equation de continuité
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Fig. 2.1: Représentation schématique des moyennes spatiale et temporelle appliquées au








∂ < χpρp >
∂t
+
∂ < χpρpVp,i >
∂xi
=< Γp >
∂ζp < ρp >p
∂t
+
∂ζp < ρpVp,i >p
∂xi
=< Γp >
∂ζp < ρp >p
∂t
+
∂ζp < ρp >p<< Vp,i >>p
∂xi
=< Γp >
L'équation alors obtenue est une équation instantanée ﬁltrée à l'échelle de la maille. A
présent, il faut introduire une moyenne temporelle :
∂ζp < ρp >p
∂t
+
∂ζp < ρp >p<< Vp,i >>p
∂xi
= < Γp >
∂ζp < ρp >p
∂t
+
∂ζp < ρp >p<< Vp,i >>p
∂xi
= < Γp >
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∂αp< ρp >p<< Vp,i >>p
∂xi
= < Γp >








= < Γp > (2.49)












> + < ρpVp,i
∂χp
∂xi




+ < ρp >p<< Vp,i >>p
∂ζp
∂xi
=< Γp > (2.52)




+< ρp >p<< Vp,i >>p
∂ζp
∂xi









= < Γp > (2.54)












2.4.3 Equation de quantité de mouvement


















>=< Mp,i > − < χp∂(Pp)
∂xi
>
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∂ < χpρpVp,i >
∂t
+
∂ < χpρpVp,iVp,j >
∂xj
=< Mp,i > − < χp∂(Pp)
∂xi
>
+ < χpρpgi > +
∂ < χpτp,ij >
∂xj
∂ζp < ρpVp,i >p
∂t
+
∂ζp < ρpVp,iVp,j >p
∂xj
=< Mp,i > −ζp < ∂(Pp)
∂xi
>p
+ζp < ρpgi >p +
∂ζp < τp,ij >p
∂xj
∂ζp < ρp >p<< Vp,i >>p
∂t
+
∂ζp < ρp >p<< Vp,iVp,j >>p
∂xj
=< Mp,i > −ζp∂ < Pp >p
∂xi
+ζp < ρpgi >p +
∂ζp < τp,ij >p
∂xj
On s'intéresse ensuite au ﬁltrage du produit des vitesses :
<< Vp,iVp,j >>p = << (<< Vp,i >>p +V
′′
p,i)(<< Vp,j >>p +V
′′
p,j) >>p










On peut alors écrire l'équation de transport de la quantité de mouvement ﬁltrée :
∂ζp < ρp >p<< Vp,i >>p
∂t
+
∂ζp < ρp >p<< Vp,i >>p<< Vp,j >>p
∂xj
=< Mp,i >
−ζp∂ < Pp >p
∂xi
+ ζp < ρpgi >p +
∂ζp < τp,ij >p
∂xj






Il apparaît dans cette équation un terme de ﬂuctuation de sous-maille, similaire au
terme que l'on trouve dans les équations écrites dans une approche aux grandes échelles
(SGE). L'approche considérée dans cette étude est de type RANS. Ainsi, les ﬂuctuations
de sous-maille de cette équation ﬁltrée seront par la suite négligées. L'équation de quantité
de mouvement ﬁltrée s'écrit alors :
∂ζp < ρp >p<< Vp,i >>p
∂t
+
∂ζp < ρp >p<< Vp,i >>p<< Vp,j >>p
∂xj
=< Mp,i >
−ζp∂ < Pp >p
∂xi
+ ζp < ρpgi >p +
∂ζp < τp,ij >p
∂xj
On a ainsi obtenu les équations ﬁltrées instantanées. Il faut à présent introduire la
moyenne temporelle :
∂ζp < ρp >p<< Vp,i >>p
∂t
+
∂ζp < ρp >p<< Vp,i >>p<< Vp,j >>p
∂xj
= < Mp,i >
−ζp∂ < Pp >p
∂xi
+ ζp < ρpgi >p +
∂ζp < τp,ij >p
∂xj
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∂αp< ρp >p<< Vp,i >>p
∂t
+
∂αp< ρp >p<< Vp,i >>p<< Vp,j >>p
∂xj
= < Mp,i >
−αp∂ < Pp >p
∂xi










<< Vp,i >>p<< Vp,j >>p
∂xj
= < Mp,i >
−αp∂< Pp >p
∂xi
+ αp< ρp >pgi +
∂αp< τp,ij >p
∂xj
Dans cette équation moyenne apparaissent de nouveau des moyennes de produit de
grandeurs instantanées qu'il faut traiter :
˜






















Le traitement des corrélations de vitesse permet ﬁnalement d'écrire l'équation ﬁltrée













< Mp,i >− αp∂< Pp >p
∂xi



























L'équation ﬁltrée s'écrit :
∂(ζp < ρp >p<< ep >>p)
∂t
+
∂(ζp < ρp >p<< Vp,iep >>p)
∂xi
=< EIp) > −




>p +ζp < τp,ij
∂(Vp,i)
∂xj
>p +ζp < Ω˙p >p
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La corrélation vitesse-énergie de cette équation se décompose comme la corrélation de
vitesse de l'équation de quantité de mouvement :





Comme pour l'équation de quantité de mouvement, ces termes de sous-mailles sont
négligés et l'équation ﬁltrée d'énergie s'écrit alors :
∂(ζp < ρp >p<< ep >>p)
∂t
+
∂(ζp < ρp >p<< Vp,i >>p<< ep >>p)
∂xi
=< EIk >




>p +ζp < τp,ij
∂(Vp,i)
∂xj
>p +ζp < Ω˙p >p
On introduit la moyenne temporelle sur cette équation :
∂(ζp < ρp >p<< ep >>p)
∂t
+
∂(ζp < ρp >p<< Vp,i >>p<< ep >>p)
∂xi
= < EIk >




>p + ζp< τp,ij
∂(Vp,i)
∂xj








<< Vp,i >>p<< ep >>p)
∂xi





>p + αp< τp,ij
∂(Vp,i)
∂xj
>p + αp< Ω˙p >p































2.4.5 Equation de transport des espèces gazeuses












) + χpω˙q + ρpYq(VI,i − Vp,i)np,iδI













) > + < χpω˙q > + < ΓδFP >
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∂ < χpρpYq >
∂t
+








) >p +ζp < ω˙q >p + < ΓδFq >
∂ζp < ρp >p<< Yq >>p
∂t
+









+ ζp < ω˙q >p + < ΓδFP >
∂ζp < ρp >p<< Yq >>p
∂t
+





(< ρp >p Dp
∂ << Yq >>p
∂xi
)
+ ζp < ω˙q >p + < ΓδFP >
En négligeant les termes de sous maille, on obtient :
∂ζp < ρp >p<< Yq >>p
∂t
+






(< ρp >p Dp
∂ << Yq >>p
∂xi
) + ζp < ω˙q >p + < ΓδFP >
On moyenne temporellement cette équation :
∂ζp < ρp >p<< Yq >>p
∂t
+






(< ρp >p Dp
∂ << Yq >>p
∂xi














(< ρp >p Dp
∂ << Yq >>p
∂xi
) + αp< ω˙q >p +< ΓδFP >
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2.4.6 Bilan des opérations de moyenne
Ces équations moyennées font apparaître de nombreux termes ouverts pour lesquels
une modélisation sera nécessaire :
? le terme de transfert de masse ;
? le terme de diﬀusion turbulente dans l'équation des espèces ;
? le terme de transfert de quantité de mouvement entre les phases ;
? les corrélations de vitesses ﬂuctuantes (tenseur de Reynolds) ;
? le terme de transfert d'énergie ;
? le terme de pression dans l'équation de l'énergie ;
? la corrélation entre le tenseur visqueux et la dérivée spatiale de la vitesse dans
l'équation de l'énergie ;
? la corrélation entre la ﬂuctuation de vitesse et la ﬂuctuation d'énergie interne.
Le chapitre suivant présente les modélisations utilisées pour chacun de ces termes.
Notons que les fermetures des termes sources de combustion ne sont pas considérées dans
ce travail.
2.4.7 Bilans à l'interface
En ce qui concerne les échanges à l'interface, on peut écrire les conditions suivantes.
1) Transfert de masse :
N∑
k=1
Γp = 0 (2.59)
Cette première équation signiﬁe simplement que le bilan total des échanges de masse
aux interfaces est nul, ou plus concrètement que l'on n'y crée pas de matière.
2) Transfert de quantité de mouvement
N∑
k=1
Mp = 0 (2.60)
Cela signiﬁe que les échanges de quantité de mouvement au niveau de l'interface sont
équilibrés. Il est important d'apporter une précision concernant cette relation. Le bilan de
quantité de mouvement est nul à l'interface mais le terme d'échange ne contient pas les
eﬀets de pression. Les pressions dans chacune des phases sont évaluées par une loi d'état
adaptée. Ainsi, les pressions sont diﬀérentes dans les deux phases. La relation entre les
pressions à l'interface s'écrit :
∆PI = σ∇ · n (2.61)
où ∆PI est la diﬀérence de pression à l'interface, σ la tension interfaciale et la divergence
de la normale n représente la courbure moyenne de l'interface.
3) Transfert d'énergie
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Pour établir cette équation, on se base sur la conservation de l'énergie à l'interface [113],




+∇ · ρIVI,ieI =
2∑
p=1
[ρpnp(Vp − VI)epδI + qpnp] + (σVI((∇s.n)nδI)) (2.62)
où eI , énergie de l'interface et ρI , masse volumique interfaciale. En supposant que l'on a
une interface suﬃsamment mince, on peut négliger les dérivés de l'énergie interfaciale et
l'on obtient alors l'équation d'équilibre énergétique à l'interface sous la forme simpliﬁée :
(σVI((∇s.n)nδI)) =
∑
[ρpnp(VI − Vp)epδI − qpnp] (2.63)
Ces relations sont issues de l'écriture d'une équation d'équilibre sur l'interface, supposée
suﬃsamment mince. Un raisonnement complet concernant l'établissement de ces équations
de bilan à l'interface est décrit par Ishii [56] et par Slattery [113].
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Chapitre 3
Fermeture du modèle à deux ﬂuides
La dérivation du modèle utilisé dans le chapitre précédent a fait apparaître de nom-
breux termes sources et plusieurs corrélations turbulentes. L'objet de ce chapitre est de
présenter les modélisations adoptées pour chacun de ces termes. Les termes d'évaporation
et d'échange d'énergie seront traités en premier lieu. Les modèles de turbulence seront dé-
crits par la suite avant de s'intéresser au transfert de quantité de mouvement, en incluant
les eﬀets de la turbulence sur ce terme.
3.1 Fermeture des termes de transfert de masse et d'énergie
3.1.1 Evaporation d'une goutte isolée : solution analytique
La description analytique de l'évaporation d'une goutte isolée repose sur les hypothèses
suivantes :
1. le problème est à symétrie sphérique,
2. le phénomène est stationnaire,
3. il n'y a pas de dilution gazeuse dans la phase liquide,
4. le liquide est une substance pure,
5. le changement de phase est plus rapide que le transport de vapeur dans l'air ambiant,
6. le ﬂux de chaleur par rayonnement est négligeable,
7. il n'y a pas d'interractions entre les gouttes (goutte isolée)
8. le produit [ρD] est constant,
9. la température de la goutte est homogène et constante.
A l'aide de ces diﬀérentes hypothèses, il est possible de décrire analytiquement l'évapo-
ration d'une goutte isolée. L'indice s est utilisé ici pour décrire les grandeurs à la surface
de la goutte. Le ﬂux total de masse à la surface de la goutte est la somme d'un terme
convectif et d'un terme diﬀusif, modélisé par une loi de Fick, ce qui donne :






où Y est la fraction massique de vapeur dans la phase gazeuse, r le rayon de la goutte,
us est la vitesse radiale du gaz au niveau de l'interface et D le coeﬃcient de diﬀusion de
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D'autre part, on peut écrire l'équation de continuité en dehors de la goutte (r > rs),






qui donne, après intégration :
r2ρu = cste = r2sρsus (3.5)
































La valeur de la constante d'intégration est déterminée par les conditions à la limite au
niveau de l'interface, d'où ﬁnalement :




Cette équation est ensuite intégrée en faisant intervenir les conditions loin de la goutte,




b∞ − bs + 1
b− bs + 1 (3.10)
En déﬁnissant le nombre de Spalding de masse :
BM = b∞ − bs = Ys − Y∞1− Ys (3.11)
on peut ré-écrire l'équation 3.10 sous la forme :
rsus = Dln(1 +BM ) (3.12)
Ce qui permet d'obtenir le ﬂux de masse quittant la goutte :
Γ = 4pir2sρsus = 2pidρsDln(1 +BM ) (3.13)
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3.1.2 Loi du D2
La relation précédente peut également être déterminée en partant de la masse de la
goutte. La température de la goutte est supposée uniforme :
Tl = Ts = αTsat avec α ≤ 1 (3.14)
où Tsat est la température de saturation de la phase liquide. La variation du carré du
diamètre de la goutte est supposée pouvoir s'écrire sous la forme :
d2 = d20 − Cet (3.15)




ln(1 +BM ) (3.16)
où ρg désigne la masse volumique du mélange gazeux air et vapeur de carburant. L'hypo-
thèse de stationnarité ne se justiﬁe que si les propriétés physiques (viscosité, ...) de la phase
gazeuse sont calculées dans un état de référence [53]. Cet état de référence est généralement
déﬁni par la loi des 1/3 [65] :
Tref = Tl +
1
3
(T∞ − Ts) (3.17)
Yref = Yl +
1
3
(Y∞ − Ys) (3.18)
La fraction molaire de vapeur à l'interface Xs est ensuite obtenue par la relation de
Clausius-Claypeyron :
Pv(Ts) = XsP∞ (3.19)
où l'indice v représente la vapeur et Pv la pression de vapeur à l'interface. La fraction
molaire de vapeur à l'interface nous permet de déterminer la fraction massique de vapeur
à l'interface Ys :
Ys =
XsMv
XsMv + (1−Xs)M∞ (3.20)
La connaissance de la fraction massique de vapeur à l'interface permet de déterminer
le nombre de Spalding de masse, BM déﬁni précédemment et ensuite la constante d'éva-
poration déﬁnie par l'équation (3.16).









Le taux d'évaporation d'une goutte est alors déterminé indiﬀéremment par l'une des
deux relations suivantes :
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ln(1 +BM ) (3.22)
Cette écriture est exactement identique à celle proposée par le modèle présenté dans la
section précédente 3.1.1. La température d'évaporation est déterminée, pour ce genre de
modèle, par l'égalité du nombre de Spalding de masse et du nombre de transfert thermique,







où Lv est la chaleur latente de vaporisation.
3.1.3 Conduction inﬁnie
Dans le cadre de l'injection dans un moteur à combustion interne, l'hypothèse d'équi-
libre thermique entre le gaz et les gouttes est fausse et il est nécessaire de prendre en
compte le temps d'échauﬀement de la goutte par les gaz environnants. Il est donc néces-
saire d'introduire un modèle d'échange énergétique à l'interface permettant de modéliser
l'échauﬀement de la goutte. La température de la goutte est alors supposée uniforme (hy-
pothèse de conduction inﬁnie) mais variant au cours du temps. Les phénomènes d'échange
de masse et d'énergie au niveau de l'inteface sont alors fortement couplés.
Dans cette approche, les nombres de Spalding de masse et de transfert thermique ne
sont plus égaux. La goutte reçoit une quantité d'énergie ayant deux eﬀets : évaporer une
certaine masse de liquide et accroître la température de la goutte. Ce modèle d'échauﬀement
a été décrit par Abramzon et Sirignano [2, 3].
La théorie des ﬁlms permet de prendre en compte la résistance aux transferts (massique
et thermique à la surface de la goutte). Les épaisseurs respectives des ﬁlms thermique (δT0)
et massique (δM0) s'écrivent, dans le cas d'une goutte supposée sphérique :
δT0 =
d
Nu0 − 2 (3.23)
δM0 =
d
Sh0 − 2 (3.24)
où Nu0 et Sh0 sont les nombres de Nusselt et de Sherwood pour une goutte sans évapo-
ration. Ils sont calculés, dans le cas où la vitesse relative entre la goutte et le gaz est non
nulle, par la corrélation de Frossling :










où Red est le nombre de Reynolds particulaire, Sc le nombre de Schmidt et Prm le nombre
de Prandtl. Dans le cas particulier d'une vitesse relative nulle entre la goutte et le gaz
environnant, les expressions précédentes deviennent :
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Sh0 = 2 + 0.552Gr1/4p Sc
1/3
m (3.27)
Nu0 = 2 + 0.552Gr1/4p Pr
1/3
m (3.28)









Les eﬀets de convection à la surface de la goutte sont pris en compte par un coeﬃcient
d'épaississement des ﬁlms thermique et massique. Les facteurs correctifs respectifs, FT et








Ces nombres sont des fonctions du nombre de Spalding :
FT = F (BT ) FM = F (BM ) (3.31)
où la fonction F s'écrit :
F (B) = (1 +B)0.7
ln(1 +B)
B
pour B ≤ 20 (3.32)
La correction de l'épaisseur des ﬁlms permet d'écrire les nombre de Nusselt et de Sher-
wood corrigés :








Le ﬂux de masse correspondant à l'évaporation d'une goutte s'écrit alors :




Nu∗ln(1 +BT ) (3.36)
Et le ﬂux thermique :
Λ = pidλmNu∗(T∞ − Ts) ln(1 +BT )
BT
(3.37)
3.1.4 Précisions sur l'échange d'énergie à l'interface
Le terme EIk apparaissant dans l'équation d'énergie est, comme présenté au chapitre 2,
la somme de trois contributions :
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EIp = ( ρpep(VI,i − Vp,i)︸ ︷︷ ︸





Energie liée aux forces exercée par l'autre phase
)np,iδI (3.38)
que l'on peut réécrire en introduisant une notation pour chacun des éléments :
EIp = ΓpeI + Λp − PpVp,i|I (3.39)
Chacun des termes de l'équation précédente requiert une fermeture. Le transfert d'éner-
gie lié au transfert de masse est le produit du transfert de masse Γp et de l'énergie au niveau
de l'interface eI . Le transfert dû aux forces appliquées par l'autre phase est le produit de
la pression et de la vitesse, au niveau de l'interface. Enﬁn, le ﬂux d'énergie est modélisé
selon l'approche proposée par Sirignano [112] et présentée préalablement 3.1.3. Le terme
de ﬂux d'énergie au travers de l'interface, Λp, s'écrit alors :
Λd = −Λc = pidλmNu∗(T∞ − Ts) ln(1 +BT )
BT
(3.40)
où les indices c et d représentent respectivement la phase continue (gaz) et la phase dis-
persée (gouttes de carburant liquide) et où il est possible de faire apparaître les grandeurs




soit d = 6αlv
Npid2
(3.41)
où v est un volume de contrôle. Le terme d'échange énergétique à l'interface s'écrit donc :
Λd = −Λc = 6αlv
d2
λmNu
∗(T∞ − Ts) ln(1 +BT )
BT
(3.42)
3.2 Equations de quantités de mouvement













= −αp∂< Pp >p
∂xi︸ ︷︷ ︸
qdm1















+< Mp,i >︸ ︷︷ ︸
qdm5
(3.43)
où les termes du membre de droite sont respectivement :
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Fig. 3.1: Eﬀet de la présence de particules sur la phase continue en fonction de la fraction
volumique de la phase dispersée, d'après [38]. τd : Temps de réponse des particules ; τk :
Echelle temporelle de Kolmogorov.
? qdm1 : gradient de pression,
? qdm2 : eﬀet de la gravité,
? qdm3 : tenseur visqueux,
? qdm4 : corrélations de vitesses ﬂuctuantes (tenseur de Reynolds),
? qdm5 : transfert de quantité de mouvement entre les phases.
Dans l'équation précédente les corrélations turbulentes et le terme de transfert de quan-
tité de mouvement à l'interface requièrent une modélisation. Les fermetures du tenseur de
Reynolds seront traitées dans un premier temps. La fermeture des termes d'échanges in-
terfaciaux sera présentée ensuite.
La ﬁgure 3.1 montre les diﬀérentes catégories d'écoulements diphasiques. En fonction
de la fraction volumique de la phase dispersée, l'importance relative des eﬀets entre phases
diﬀère. L'axe des ordonnées représente le rapport du temps caractéristique des particules
et du temps caractéristique de la turbulence. La modélisation de l'injection de carburant
liquide dans les moteurs automobiles se situe, en sortie d'injecteur, dans la zone de très
forte fraction volumique liquide. Ainsi, tous les eﬀets d'interraction entre les phases doivent
être pris en compte.
3.3 Revue sur la modélisation de la turbulence dans une ap-
proche de type 2-ﬂuides
Plusieurs approches sont envisageables pour modéliser la turbulence dans les écoule-
ments diphasiques. Ces diﬀérentes approches dépendent de la conﬁguration de l'écoulement
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et font intervenir des termes d'échange d'énergie turbulente à l'interface comme nous le
verrons dans cette section. Ainsi, après une brève présentation des diﬀérentes modélisations
de la turbulence pour un écoulement diphasique disponibles, le modèle le mieux adapté aux
conﬁgurations que l'on souhaite traiter sera détaillé.
3.3.1 Corrélation turbulence liquide - turbulence gazeuse
L'approche la plus utilisée dans la littérature [39,58,60,86] consiste à relier la turbulence
de la phase dispersée à celle de la phase continue par un coeﬃcient Cp. Dans ces approches,
la turbulence de la phase gazeuse est modélisée par un modèle de type k−ε. En supposant
ensuite que les ﬂuctuations de vitesse de la phase dispersée sont une conséquence directe
de celles de la phase porteuse, on peut faire intervenir Cp, rapport des énergies cinétiques
turbulentes dans le liquide et dans le gaz (on a nécessairement Cp < 1 pour une phase dis-
persée). Plusieurs modélisations sont proposées pour ce coeﬃcient. Dans [39], une solution
linéarisée des équations lagrangiennes du mouvement des particules permet de déﬁnir ce







où Ω1 et Ω2 sont des fonctions des fréquences des ﬂuctuations de la turbulence ω, de
la taille et de la densité des particules et de la viscosité du ﬂuide porteur. La fonction
f(ω) représente une fréquence lagrangienne, transformée de Fourier de la fonction d'auto-
corrélation de Taylor.
En supposant que la turbulence de la phase liquide est en équilibre avec celle de la
phase gazeuse, il est possible d'écrire une relation algébrique pour le coeﬃcient Cp [58,28] :
Cp =
3 + β
1 + β + 2ρdρc
(3.45)








où τe est le temps de retournement de la turbulence (τe = 0.165kcc ) [28] et τd est le tempsde réponse des particules (τd = ρdFD ).
3.3.2 Modélisation de la turbulence dans chaque phase
Certains auteurs [8,12] modélisent la turbulence de la phase liquide de la même manière
que celle de la phase gazeuse : par un modèle de type k − ε. Il s'agit alors d'écrire une
équation de transport pour k et une autre pour ε dans chaque phase. Cette approche
nécessite d'introduire de nombreuses fermetures, à la fois dans les équations de quantité
de mouvement pour chacune des phases (eﬀets de traînée) mais aussi dans les équations
de k et de  pour chacune des phases. Selon [8], les eﬀets de traînée sont prépondérants, à
la fois en ce qui concerne le transfert de quantité de mouvement, mais également pour les
quantités turbulentes. Ainsi, les auteurs proposent de ne pas prendre en compte les termes
d'échanges turbulents apparaissants dans les équations de k et de .
Diverses applications de ce modèle sont proposées : un écoulement diphasique en rota-
tion entrainé par une turbine [8] ou encore la modélisation de la cavitation et de l'atomi-
sation primaire pour un injecteur Diesel [12].
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3.3.3 Modèle q2-qcd
La troisième approche proposée dans la littérature pour modéliser la turbulence est le
modèle q2 − qcd [108]. La notation q2 est utilisée ici pour l'énergie cinétique turbulente
k. La turbulence de la phase gazeuse est modélisée par un modèle q2 − ε et la turbu-
lence, ou plutôt les ﬂuctuations de vitesse, dans la phase liquide est résolue en écrivant
une équation de transport pour l'énergie cinétique du mouvement ﬂuctuant de la phase
liquide (q2d) [107] et une équation de transport de la covariance des vitesses ﬂuide-particule(qcd) [108]. L'utilisation de ce type de modèle suppose la présence d'une phase dispersée
constituée de particules sphériques, petites devant les échelles de la turbulence, dans une
phase continue.
3.3.4 Choix d'un modèle de turbulence
Le but de ce travail est de modéliser les phénomènes physiques intervenant près du
nez de l'injecteur dans les moteurs automobiles. Dans cette zone le liquide présente un
coeur dense qui se transforme en brouillard de gouttes, ﬁgure 3.2. Deux conﬁgurations
distinctes d'écoulements diphasiques coexistent. Le coeur liquide peut être décrit comme
une phase séparée [17] tandis que le nuage de goutellettes est une phase dispersée. Les
modèles qui sont décrits dans les paragraphes précédents sont quant à eux dédiés à un
type d'écoulement. La modélisation de k et de ε dans une phase dispersée apparaît diﬃcile
(fermeture de l'équation de ε). D'autre part une approche du type covariance des vitesses
ﬂuide particule (q2 − qcd) est adaptée à la description d'un nuage de gouttes mais pas à
celle d'une phase continue [108]. Enﬁn, les niveaux de turbulence dans chaque phase étant
à priori très diﬀérents, notamment en sortie d'injecteur, la turbulence de la phase liquide
ne peut pas être corrélée à celle de la phase continue.
Fig. 3.2: Représentation schématique d'un jet en sortie d'injecteur dans un moteur Diesel.
Aﬁn de choisir un modèle de turbulence, il est important de rapeller les objectifs de
ce travail : modéliser les phénomènes physiques se déroulant en sortie d'injecteur. Près de
cette sortie, la vitesse du liquide est très importante (≈ 500m/s) alors que la vitesse des
gaz est beaucoup plus faible (quelques dizaines de m/s). D'autre part, la masse volumique
du liquide est environ 500 à 600 fois plus importante que celle du gaz. Ainsi, la quantité de
mouvement injectée (quantité de mouvement de la phase liquide) est très grande devant la
quantité de mouvement de la phase gazeuse. Dans la zone très proche de l'injecteur (c÷ur
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liquide) il semble évident que la turbulence de la phase gazeuse n'agit pas sur la phase
liquide. A l'inverse, les eﬀets de traînée provoquent un transfert de quantité de mouvement
de la phase liquide vers la phase gazeuse. L'augmentation de quantité de mouvement crée
des gradients qui ont pour eﬀet d'augmenter la turbulence de la phase gazeuse. Loin du
nez de l'injecteur, la phase liquide est sous forme dispersée (nuage de goutelettes). La taille
des goutelettes est alors extrèmement faible (≈ 10µm pour les applications Diesel). Ainsi,
contrairement à la zone de liquide dense, ces goutelettes sont fortement soumises à l'eﬀet
de la turbulence de la phase gazeuse.
En raison des diﬀérentes contraintes qui ont été énoncées ci-dessus, trois phénomènes
requièrent une modélisation dans le cadre des applications traitées dans ce travail. Ainsi, un
modèle de turbulence est nécessaire dans chaque phase. Il convient de proposer un modèle
adapté pour chacune des phases. De plus, les termes d'interaction turbulente, dispersion
et échange de quantités turbulentes, doivent être traités.
En ce qui concerne la phase gazeuse, la turbulence est a priori indéterminée et par
conséquent il est impossible de faire quelques hypothèses simpliﬁcatrices. D'autre part la
phase gazeuse est une phase continue dans tout le domaine. Il semble donc naturel d'utiliser
un modèle k − ε classique pour décrire la turbulence dans cette phase. Il est cependant
important de noter que les équations de transport pour l'énergie cinétique turbulente et sa
dissipation doivent être des équations diphasiques au sens eulérien. Des termes de couplage,
dus à la présence de la phase liquide, apparaissent dans ces équations.
En ce qui concerne la turbulence dans la phase liquide, il faut avant tout préciser que la
phase liquide possède deux états dans le domaine. Une zone dense près du nez de l'injecteur
(le c÷ur liquide) et une zone dispersée (le brouillard de gouttes). Le modèle de turbulence
doit donc être adapté à chacune de ces deux zones. Il est cependant important de remarquer
que les écoulements que l'on souhaite reproduire possèdent une direction privilégiée. Ce sont
des zones d'injection, donc des jets. Or, dans des conﬁgurations de jets (ronds ou plans),
un modèle de turbulence à 0 équation de transport (modèle de longueur de mélange),
donne des résultats très satisfaisants. D'autre part ce genre de modèle est plus simple à
fermer dans le cas d'une phase dispersée. Enﬁn, l'intensité de la turbulence dans la phase
liquide en entrée du domaine (en sortie d'injecteur) est, à priori, indéterminée. Ceci est un
inconvénient pour un modèle de type k-ε, très dépendant des conditions limites en entrée.
Le modèle de longueur de mélange ne nécessite, à l'inverse, pas de conditions en entrée, ce
qui est un atout supplémentaire pour les applications que l'on souhaite reproduire.
Ainsi, le modèle de turbulence qui a été retenu est un modèle mixte : modèle k − ε
dans la phase gazeuse continue et modèle de longueur de mélange dans la phase liquide.
Une modélisation des termes d'échange interfaciaux doit également intervenir, comme nous
allons le voir.
3.4 Description générale du modèle de turbulence adopté
Le modèle de turbulence qui a été retenu au paragraphe précédent ainsi que les diﬃ-
cultés de ce modèle sont présentés dans cette section. Dans un premier temps, quelques
généralités seront rappelées. On rapelle tout d'abord l'équation de quantité de mouvement
pour une phase p :
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= −αp∂< Pp >p
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+< Mp,i >︸ ︷︷ ︸
qdm5
(3.47)
dans laquelle nous nous intéressons à la fermeture des corrélations turbulentes, terme
qdm4.
3.4.1 Quelques remarques préliminaires
L'étude de la turbulence d'une phase porteuse continue chargée en particules pose un
problème de déﬁnition. Qu'est ce que la turbulence de la phase continue ? En eﬀet, dans
de telles conﬁgurations, la turbulence de la phase continue peut être décomposée en deux
contributions, comme le fait Sato [98]. Il est alors nécessaire de prendre en compte deux
types de ﬂuctuations turbulentes, les premières étant inhérentes à la phase continue, les
secondes induites par la présence des particules et leur sillage. On peut alors écrire [98,125] :




où la grandeur instantanée est décomposée en une composante moyenne (moyenne tempo-
relle), et deux ﬂuctuations temporelles provenant de deux eﬀets diﬀérents. V ′ est la ﬂuc-
tuations de vitesse inhérente à la phase continue, que l'on nommera turbulence à grande
échelle, tandis que V ′′ est liée à la turbulence de sillage des particules. Il est important de
noter l'indépendance des deux types de ﬂuctuations l'une par rapport à l'autre, c'est à dire
que l'on peut écrire : V ′V ′′ = 0.
Il est alors légitime de se poser la question du sens de k et de ε dans ce type d'approche.
Dans une approche monophasique, k prend en compte la totalité de l'énergie turbulente.
Considérant ceci et en se plaçant dans des écoulements à faible nombre de Reynolds
particulaire (gouttes de petites tailles), le modèle k − ε écrit au paragraphe précédent ne
concerne que les grandeurs "à grande échelle". En eﬀet, ce modèle est censé représenter un
champ turbulent grand devant la taille des particules. Cela suppose des particules d'une
taille inférieure à l'échelle de Kolmogorov. Cette séparation des eﬀets de la turbulence "à
grande échelle" et de la turbulence de sillage est reprise par Iyer [60].
Cependant, dans le cadre de l'étude menée ici, il apparaît une problématique diﬀérente.
En eﬀet, si, loin de l'injecteur, on se trouve eﬀectivement dans une conﬁguration d'écoule-
ment à phase dispersée, une phase gazeuse porteuse et des inclusions sphériques de petites
tailles devant les échelles caractéristiques de la turbulence dans le gaz, ceci n'est pas le
cas près de la sortie de l'injecteur. Dans cette zone, l'écoulement diphasique est proche
d'un écoulement à phases séparées. Ainsi, le gaz est mis en mouvement par le liquide in-
jecté à forte vitesse (forte pression d'injection), ce qui crée des gradients de vitesse, et par
conséquent, de la turbulence à grande échelle.
Moteur Diesel : grandeurs caractéristiques Considérons dans un premier temps les
caractéristiques de la turbulence dans la phase gazeuse et le diamètre des gouttes dans un
moteur Diesel. Etant entendu que le diamètre des gouttes est donné après pulvérisation
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Valeurs caractéristiques
Echelle intégrale Λp ≈ 1− 2mm
Echelle de Kolmogorov ηp ≈ 50µm
Diamètre des gouttes 10 µm
Vitesse liquide (sortie d'injecteur) ≈ 300-500 m/s
Tab. 3.1: Echelles caractéristiques de la turbulence dans le gaz dans un moteur Diesel.
Valeurs caractéristiques
Echelle intégrale Λp ≈ 5− 10mm
Echelle de Kolmogorov ηp ≈ 50µm
Diamètre des gouttes ≈ 50-100 µm
Vitesse liquide (sortie d'injecteur) ≈ 50-100 m/s
Tab. 3.2: Echelles caractéristiques de la turbulence dans le gaz dans un moteur IDE.
du coeur dense, on peut retenir la valeur de 10 µm comme diamètre caractéristique. Les
échelles de la turbulence pour la phase gazeuse sont résumées dans le tableau 3.1.
Moteur Essence : grandeurs caractéristiques En ce qui concerne les moteurs à
injection directe essence (IDE). Le diamètre des gouttes est plus important, de l'ordre de
50µm à 100µm. Les échelles caractéristiques de la turbulence dans un moteur IDE sont
présentées dans le tableau 3.2.
Bilan Comme cela a été présenté dans la section précédente, on peut voir que, pour
chacune des technologies moteur en injection directe, les diamètres des gouttes sont petits
devant les échelles de la turbulence. Ainsi, dans la zone dispersée du spray, la turbulence de
sillage n'est pas prise en compte par un modèle k− ε. Cependant, lors de la déstabilisation
et de la fragmentation de la nappe liquide, les tailles des fragments liquides sont bien plus
importantes.
D'autre part, la vitesse du liquide en sortie d'injecteur est de plusieurs centaines de
m/s (300-500 m/s) pour une injection Diesel. La vitesse du gaz dans la chambre est
beaucoup plus faible (≈ qques dizaines de m/s). Ainsi, dans la zone proche de l'injecteur
la turbulence de la phase gazeuse a un très faible eﬀet sur la phase liquide. En eﬀet, le
mécanisme dominant dans cette zone proche de la sortie de l'injecteur est probablement
une création de turbulence dans la phase gazeuse due à l'injection de liquide. Plus loin de
l'injecteur, la fraction volumique de liquide ainsi que le diamètre des gouttes diminuent.
Ainsi, dans les zones plus éloignées de l'injecteur, l'eﬀet de la présence des particules sur
la turbulence de la phase continue dépend de la fraction volumique de liquide (αl) et
des rapports entre le temps de réponse des particules et le temps caractéristique de la
turbulence [38].
La ﬁgure 3.3 présente une image expérimentale d'une injection Diesel obtenue par
Chaves. Cette image montre le développement d'un jet en sortie d'injecteur Diesel.
3.4.2 Modèle de longueur de mélange dans la phase liquide
La modélisation adoptée est dédiée aux injections de carburant liquide dans les moteurs
automobiles. En eﬀet, la direction de l'écoulement ainsi que sa forme générale sont connues
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Fig. 3.3: Image experimentale d'un jet Diesel [80]
à priori. Le modèle de longueur de mélange [21] a été initialement proposé par Prandtl en









m|sd,ij |sd,ij pour i 6= j (3.49)
















δij et où lm désigne la longueur de
mélange. La norme du tenseur des contraintes est calculée grâce à la relation : |sij | =√









dsd,ij pour i 6= j (3.50)




La diﬃculté de ce genre de modèle réside dans la fermeture de la longueur de mélange,
lm. Pour des géométries de type jet, on admet généralement :
lm = 0.09δ0.5 pour un jet plan (3.52)
lm = 0.075δ0.5 pour un jet rond (3.53)
où δ0.5 représente l'épaisseur de vitesse moitié, ﬁgure 3.4.
3.4.3 Modèle k − ε dans la phase continue
La modélisation des corrélations turbulentes utilise l'hypothèse de Boussinesq [16].
Cette hypothèse permet d'écrire, pour le tenseur de Reynolds, un terme similaire au tenseur
visqueux en faisant apparaître une viscosité turbulente. Les modèles de viscosité turbulente




















ρpkp + µtp∂ ˜<< Vp,m >>p∂xm
 (3.54)
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Fig. 3.4: Représentation schématique d'un jet, présentation de l'épaisseur de vitesse moitié.
où µtp est la viscosité turbulente pour la phase p. Contrairement à la viscosité laminairequi est propre au ﬂuide considéré, la viscosité turbulente dépend des caractéristiques de
l'écoulement et nécessite une modélisation. La fermeture de la viscosité turbulente est
propre au modèle de turbulence utilisé.





où Cµ est une constante du modèle. Il faut à présent écrire les équations de transport
pour k et pour . En dérivant l'équation pour l'énergie cinétique turbulente à partir des
équations de quantité de mouvement, on obtient la relation A.23. La modélisation des
diﬀérents termes ouverts permet d'obtenir l'équation de transport suivante, (Annexe A).






























− αcρc˜˜εc + Ek (3.56)
En procédant de la même manière, on peut écrire l'équation fermée pour le transport





















αcCε1τc,ij ∂V˜c,i∂xi − Cε2αcρc˜˜εc
+ Eε (3.57)
Les équations obtenues sont similaires à celles décrivant un écoulement monophasique
(en posant αc = 1, on retrouve l'équation de l'énergie cinétique turbulente et celle de la
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dissipation turbulente pour un écoulement monophasique ). Le tableau 3.3 donne les valeurs
des diﬀérentes constantes de ce modèle. Il apparaît cependant des termes supplémentaires,
notés ici Ek et Eε, qui représentent les échanges au niveau de l'interface.
Cµ Cε1 Cε2 Cε3 σk σε
0.09 1.44 1.92 -1.0 1.0 1.3
Tab. 3.3: Valeurs des constantes du modèle k-
Les équations présentées sont celles du modèle k − ε standard [63]. Un second modèle
est disponible dans le code IFP-C3D. Il s'agit d'une approche de type k−  RNG (ReNor-
malization Group). cette approche a été développée par Han et Reitz [46] pour les moteurs
à combustion interne. Elle est basée sur le modèle de turbulence dérivé par Yakhot et
Orzag [126].
3.5 Modélisation des corrélations turbulentes
Le modèle de turbulence adopté dans la section précédente permet d'introduire une
modélisation pour les diﬀérents termes de corrélations turbulentes apparaissant dans les
équations moyennées présentées au chapitre 2. L'objet de cette section est de présenter
les fermetures adoptées pour les diﬀérents termes de ces équations. Dans cette section, les
notations de ﬁltrage spatial seront omises aﬁn de faciliter la lecture des équations.
3.5.1 Transport des espèces
Dans l'équation de transport des espèces, un terme de corrélation entre ﬂuctuations de
vitesse et ﬂuctuations de fraction massique apparaît. Il est modélisé par une fermeture de



















Ce terme de diﬀusion turbulente est ensuite ajouté au terme de diﬀusion moléculaire
aﬁn de ne faire apparaître qu'un seul terme diﬀusif dans l'équation des espèces.
3.5.2 Equation de quantité de mouvement










Pour modéliser ce terme, on utilise, dans la phase gazeuse, l'hypothèse de Boussinesq,
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En écrivant ensuite µ = µl + µt, c'est à dire en faisant apparaître une viscosité totale,
somme de la viscosité moléculaire et de la viscosité turbulente, on peut réécrire l'équation



















































Plusieurs termes de corrélation apparaissent dans l'équation d'énergie. Ils sont traités
ici de manière séquentielle.
Corrélation pression-vitesse Le terme pression-vitesse peut s'écrire :
− Pp∂αpVp,i
∂xi

































Précisons cependant qu'il existe plusieurs fermetures dans la littérature [96,128].
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Terme de dissipation Dans l'équation d'énergie, apparaît un terme de corrélation entre
vitesse et contraintes visqueuses. Ce terme peut se réécrire en faisant apparaître les ﬂuc-

























Corrélation vitesse-énergie Le dernier terme de ﬂuctuations dans l'équations d'éner-
gie est la corrélation entre vitesse ﬂuctuante et ﬂuctuation d'énergie. On réécrit ce terme































Ce terme s'ajoute au terme de diﬀusion moléculaire, ce qui, au ﬁnal, fait apparaître un
terme de diﬀusion dépendant de la viscosité totale µ, soit µl + µt.
3.6 Modélisation des termes d'échanges turbulents à l'inter-
face
3.6.1 Termes apparaissant dans l'équation de k
Considérons l'écriture du terme d'échange d'énergie cinétique turbulente apparaissant
dans l'équation de k lors de la dérivation à partir des équations de quantité de mouvement
comme décrit dans l'annexe A :
Ek = Vc,iMc −
V 2c,i
2





On décompose dans l'équation précédente le terme de transfert de quantité de mouve-
ment Mc en deux contributions : le transfert lié à l'évaporation, noté MΓ et le terme lié à
la traînée, noté MD :
Mc = MDc +MΓc (3.66)
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on obtient alors,
Ek = Vc,iMDc − V˜c,iMDc︸ ︷︷ ︸
Πd










Fermeture du terme lié au transfert de masse Considérons à présent l'eﬀet des
échanges interfaciaux de façon découplée. Considérons dans un premier temps le terme de
transfert d'énergie cinétique turbulente lié à la masse :








Le terme lié au transfert de masse apparaissant dans l'échange de quantité de mouve-
ment s'écrit : MΓc = VcΓc, ce qui permet d'écrire :







Vc,iVc,iΓc − V˜c,iVc,iΓc + V˜c,iV˜c,i2 Γc (3.70)











































































Le second terme de l'équation 3.70 s'écrit :














= V˜c,iV˜c,iΓc + V˜c,i V
′′
























On retrouve ce terme dans des publications traitant de la modélisation des écoulements
diphasiques turbulents en utilisant une approche Euler-Lagrange [42]. L'équation de l'éner-
gie cinétique turbulente de la phase continue est écrite pour un écoulement diphasique avec
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transfert de masse et les auteurs obtiennent un terme de transfert d'énergie turbulente lié
au changement de phase. Cette équation est ensuite fermée de manière "directe" pour une
modélisation Euler-Lagrange.
Certains des auteurs [40, 108], prenant en compte les phénomènes d'évaporation (no-
tamment dans l'équation de continuité) ne prennent pas en compte son inﬂuence sur le
transfert d'énergie cinétique turbulente entre les phases. Deux hypothèses sont nécessaires
pour pouvoir négliger ce terme. Il faut supposer tout d'abord que la vapeur est émise à
la vitesse de la goutte. La seconde hypothèse est que l'on peut négliger les corrélations
entre les ﬂuctuations de vitesse de goutte et le ﬂux de masse. Le raisonnement brièvement
présenté ici a été appliqué pour l'écriture de l'équation des ﬂuctuations de vitesses pour la
phase dispersée. C'est pour cette phase qu'est fait ce raisonnement.
Fermeture du terme lié au transfert de quantité de mouvement Le terme lié à
la force de traînée peut s'écrire :
Πcd = Vc,iM cd − V˜c,iM cd




d )− V˜c,iM cd




























On note que la seule force prise en compte dans cette étude est la force de traînée. Cette
hypothèse est justiﬁée par le fort rapport de masse volumique entre les phases (la masse
volumique des gouttes (liquide) est très supérieure à celle de la phase porteuse (gaz)). Cela
sera justiﬁé dans la section 3.7.
La fermeture de ce terme dépend de l'approche utilisée pour caractériser la turbulence
de la phase continue (section 3.4.1).
Approche globale La première approche ne considère qu'"une seule" turbulence. C'est
l'approche choisie, par exemple, dans la modélisation lagrangienne du code IFP_C3D. Ce







Cas des petites gouttes Si la phase dispersée (liquide) est constituée de gouttes dont le
diamètre est petit devant l'échelle de Kolmogorov, seule la turbulence "à grande échelle" est
modélisée. Dans ce cas on considère que le terme lié au sillage des gouttes n'intervient pas.
Le terme de couplage apparaissant alors dans l'équation de l'énergie cinétique turbulente
"à grande échelle" pour la phase continue, noté Πc∗d s'écrit sous la forme [39,40,61,125] :
Πc∗d = αdρcFD
(
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Dans cette équation, qcd est la covariance des vitesses ﬂuide-particule : V ′′c,iV ′′d,i, kc estl'énergie cinétique turbulente de la phase continue et ηc la diﬀusion turbulente, déﬁnie
comme le rapport νtc/σ, où σ est un nombre de Prandtl.Cette approche nécessite d'introduire une fermeture ou une équation de transport pour
la covariance des vitesses ﬂuide-particule. Il y a à nouveau plusieurs possibilités. Simo-
nin [108], propose d'écrire l'équation de transport pour cette covariance. A l'inverse, de
nombreux auteurs proposent des fermetures algébriques pour ce terme.
Modélisation de la covariance des vitesses ﬂuide-particules Dans cette section, les
diﬀérentes fermetures pour la covariance des vitesses ﬂuide-particule : qcd, sont discutées.
Les diﬀérentes approches seront présentées successivement par ordre chronologique.
Approche proposée par Elghobashi et Abou-Arab [39]
Cette approche est similaire à celle proposée par ces mêmes auteurs pour le coeﬃcient
reliant la turbulence de la phase continue et le mouvement ﬂuctuant de la phase dispersée,











où Ω1, Ω2 et ΩR sont des fonctions du diamètre des particules, de la viscosité moléculaire









où λ est la micro-échelle de Taylor et ω la fréquence. L'inconvénient majeur de ce modèle
est la nécessité d'une intégration sur toutes les fréquences du mouvement turbulent dans
chacune des mailles du domaine. Les autres modèles proposent des fermetures algébriques.
Approche proposée par Mostafa et Mongria [83]
Dans cette approche, la covariance des vitesses ﬂuide-particule est reliée à la turbulence







dans laquelle, τc est un temps lagrangien déﬁni sur le mouvement des particules et τd le
temps de réponse des particules à la turbulence.
τc peut être écrit en fonction d'un temps caractéristique de la turbulence dans la phase
continue, τe et d'un temps relatif de la turbulence par rapport au particule τr. Le temps





Le temps relatif de la turbulence par rapport à la particule, τr est le temps que met une
particule pour traverser une structure turbulente, il peut s'écrire comme le rapport d'une
échelle de longueur de la turbulence, λe et de la vitesse relative [28] :
τr =
λe
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Approche proposée par Issa et Oliveira [59]
Dans cette approche, le rapport entre le mouvement ﬂuctuant de la phase dispersée et
celui de la phase gazeuse est supposé identique au rapport de la covariance des vitesses et
de l'énergie cinétique turbulente de la phase gazeuse :
qcd = Vd′Vd′ = 2kcCk (3.85)
avec :Ck = 3 + β1 + β + 2ρdρc
(3.86)










où les temps caractéristiques de la turbulence dans le gaz, τe et le temps de réponse des
particules, τd ont été déﬁnis préalablement.
3.6.2 Terme apparaissant dans l'équation de 
Si la dérivation de l'expression exacte pour le terme de transfert apparaissant dans
l'équation de l'énergie cinétique turbulente est possible, la dérivation du terme apparaissant
dans l'équation de la dissipation turbulente est beaucoup moins aisée. Ainsi, des divergences
apparaissent dans la littérature. On note cependant deux grandes tendances.
Introduction d'un temps turbulent La pluspart des auteurs [24, 28, 108] propose de
relier le terme d'échange E au terme d'échange de k, Ek, en utilisant un temps caracté-





où la constante Cε3 n'a aucune valeur universelle. Ainsi, plusieurs valeurs sont proposéesdans la littérature [125], ces valeurs étant, en général, comprise entre -1 [93] et 1.9 [13].
Fermeture sans prise en compte de la dispersion dans la phase liquide Une
approche est proposée par Oliveira [86]. Elle consiste à ne pas prendre en compte le terme
de corrélation entre la vitesse relative et le gradient de fraction volumique dans le terme




(αdρcFD(qcd − 2kc)) (3.90)
3.7 Echanges turbulents de quantité de mouvement
Le terme de transfert de quantité de mouvement :
< Mp,i > = < (ρpVp,i(VI,j − Vp,j) + τp,ij)np,jδI > (3.91)
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est la somme de plusieurs contributions. Ainsi, il peut être décomposé, comme le fait
Ishii [56], en écrivant :
< Mp > = < MΓp >+< MDp > (3.92)
où < MΓp > est le terme d'échange de quantité de mouvement lié au transfert de masse
et < MDp > regroupe les forces s'appliquant à l'interface (traînée, portance, . . . ). Cettenotation est également utilisée par Drew et Passman [34] et par Iyer [60].
Dans un premier temps, nous ne nous intéresserons pas au transfert de quantité de
mouvement dû au changement de phase mais uniquement au terme dû aux eﬀets des forces
extérieures. Le très fort rapport de masse volumique entre les phases (supérieur à 600)
permet de ne prendre en compte que la force de traînée. En eﬀet, les autres forces (forces de
portance, de masse ajoutée) sont, dans ce cas, négligeables. Les deux paragraphes suivants
présentent deux approches diﬀérentes permettant de modéliser les échanges de quantité de
mouvement au niveau de l'interface.
On précise que, dans ce paragraphe, les ﬂuctuations de masse volumique sont négligées,
< ρp >p= < ρp >p.
3.7.1 Relations mathématiques entre grandeurs moyennes et ﬂuctua-
tions
De nombreuses déﬁnitions de moyennes et de ﬂuctuations sont utilisées dans cette
étude. Nous nous intéresserons dans ce chapitre aux relations entre les diﬀérentes grandeurs
moyennées temporellement et à leurs ﬂuctuations. Le but de cette section est d'établir des
relations existant entre les diﬀérentes moyennes et entre les ﬂuctuations associées. On écrit
tout d'abord pour la variable < φp > les deux décompositions possibles :
< φp >p= < φp >p+ < φp >
′
p= < φp >p+ < φp >
′′
p (3.93)
On a la relation entre les grandeurs moyennes :
< φp >p =






p= < φp >p+ < φp >
′
p −< φp >p (3.95)
A partir des relations précédentes, on peut montrer que :
ζp < φp >
′′
p = ζp< φp >p + ζp < φp >
′
p −ζp< φp >p
= ζp < φp >p + ζp < φp >
′
p − ζp
ζp < φp >p
ζp
= ζp < φp >p + ζp < φp >
′
p − (ζp + ζ ′p)(< φp >+ < φp >′)
= ζp < φp >p + ζp < φp >
′
p − [ζp < φp >p + ζ ′p < φp >′p]
= 0
où le résultat :
(ζp + ζ ′) < φp >
′




+ζ ′ < φp >
′
p (3.96)
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a été utilisé.
On peut ensuite montrer que :
< φp >
′′
p = < φp >p −< φp >p (3.97)






















Or on a également :


































ζ ′(< φp >p+ < φp >
′




ζ ′< φp >p + ζ
′
p < φp >
′





























On peut enﬁn écrire :
< φp >p = < φp >p+ < φp >
′′
p (3.109)




64 Fermeture du modèle à deux ﬂuides
3.7.2 Modélisation de la dispersion turbulente
L'écriture du terme ﬁltré moyenné d'échange de quantité de mouvement à l'interface fait
apparaître des corrélations turbulentes. Ces corrélations diﬀèrent selon l'approche utilisée
pour le modèle de traînée. Ainsi, plusieurs approches sont discutées dans cette section.
3.7.3 Cas des écoulements dilués
Si l'on étudie le mouvement de particules diluées dans une phase porteuse (gaz) turbu-
lente, deux approches peuvent être considérées.
Approches développée par Simonin et al. La première approche [108,30] consiste à
écrire le transfert de quantité de mouvement dû à la force de traînée :
< MDd,i > = −< MDc,i > = −ζd << ρc >>c fD << Vr,i >> (3.111)
où fD est le coeﬃcient de traînée local et << Vr,i >> la vitesse relative instantanée. Il
est important de remarquer que les grandeurs utilisées pour modéliser les eﬀets de traînée
sont des grandeurs ﬁltrées instantanées. En eﬀet, les phénomènes de traînée se déroulent à
l'échelle de la goutte, ce qui implique de considérer des grandeurs ayant une signiﬁcation à
cette échelle. De telles grandeurs sont des variables ﬁltrées. En négligeant les corrélations
d'ordre supérieur, on peut écrire :
< MDd,i > = −< MDc,i > = −αd<< ρc >>cFD << Vr,i >> (3.112)
où FD est la force de traînée moyenne et << Vr,i >> la vitesse relative moyenne. La force







|Vr| où : (3.113)
|Vr|d ≈
√







[1 + 0.15Re0.687d ]α
−1.7
c si Red < 1000CD = 0.44 sinon
Dans ces expressions, la vitesse moyenne relative exprime la diﬀérence locale de vitesse
entre chaque particule et le gaz environnant. Cette vitesse n'est pas simplement la diﬀérence
des vitesses moyennes de chaque phase ∆V = << Vd,i >>d − << Vc,i >>c. Il faut faire
intervenir dans l'expression de la vitesse relative la notion de vitesse de dérive VD,i. Cette
vitesse de dérive est liée à la corrélation entre la distribution instantanée de particules et
le mouvement turbulent de la phase porteuse à grande échelle (grande devant la taille des
particules). La vitesse relative moyenne entre les phases s'écrit alors :
Vr,i =
[
<< Vd,i >>d −<< Vc,i >>c
]− VD,i (3.114)
Une modélisation de la vitesse de dérive est alors nécessaire. En se basant sur les
études de dispersion de particules en turbulence homogène et isotrope (THI), Deutsh et-
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où le tenseur de dispersion turbulente Dtcd,ij est le produit du temps caractéristique de la








Il ne reste plus ensuite qu'à modéliser τ tcd. En suivant [108] :


















où Cµ est une constante du modèle (Cµ = 0.9).
Finalement, le terme de transfert interfacial de quantité de mouvement s'écrit :




























Autre approche (Oliveira) Dans le travail eﬀectué par Oliveira [86], une autre ap-
proche permettant de prendre en compte la dispersion turbulente dans la force de traînée
est proposée. Le terme de transfert de quantité de mouvement moyen s'écrit :
< MDd,i > = −< ρc >cFD ζd(<< Vd >>d − < Vc >c) (3.120)
Une corrélation entre la fraction volumique et la vitesse relative apparaît. Il est néces-
saire de développer ce produit aﬁn de modéliser ce terme. On peut écrire :
ζd(<< Vd,i >>d − << Vc,i >>c) = ζd((<< Vd,i >>d+ << Vd,i >>′′d)− (<< Vc,i >>c+ << Vc,i >>′′c ))
= ζd(<< Vd,i >>d −<< Vc,i >>c)
+ ζd(<< Vd,i >>
′′
d − << Vc,i >>′′c )
= αd(<< Vd,i >>d −<< Vc,i >>c) + ζd(<< Vd,i >>′′d)︸ ︷︷ ︸
=0
− ζd(<< Vc,i >>′′c )
= αd(<< Vd,i >>d −<< Vc,i >>c)− ζd(<< Vc,i >>′′c ) (3.121)




On utilise une hypothèse de type premier gradient pour modéliser ce terme :
ζc < Vc >
′ = −ηc∇αc (3.122)
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où ηc est la diﬀusion turbulente, ηc = νtcσa , σa étant une constante (σa=0.7). Ceci permetd'obtenir l'expression ﬁnale du terme de transfert interfacial de quantité de mouvement
pour des écoulements dilués sous la forme :
MDc = ρdFD(αd(
˜
<< Vd >>d − ˜<< Vc >>c) + ηc
αc
∇αd) (3.123)
où l'on utilise le résultat ∇αc = −∇αd.
Bilan de la modélisation pour des écoulements dispersés Les deux approches qui
sont présentées ci-dessus proposent une fermeture de la moyenne du terme de transfert
interfacial de quantité de mouvement. Ces deux approches s'appliquent à la modélisation
d'une phase dispersée suﬃsamment diluée dans une phase porteuse continue. L'eﬀet de la
turbulence sur la dispersion des particules est pris en compte dans ces deux approches,
mais sous une forme diﬀérente.
3.7.4 Cas des écoulements denses
Dans cette seconde cathégorie d'approches [58, 60, 86], l'écriture de la force de traînée
permet de prendre en compte les phénomènes physiques pour de plus fortes frations volu-
miques de liquide (régime dense). Dans les approches présentées ici, la masse volumique de
chacune des phases est supposée constante.
Dans le cas d'écoulements non dilués, le transfert de quantité de mouvement entre les
phases est modélisé par :
< MDp,i >= fD < ρc >c ζdζc(<< Vd,i >>d − << Vc,i >>c) (3.124)
où fD est la force de traînée. Il faut à présent exprimer la moyenne du terme de transfert
interfacial de quantité de mouvement, en négligeant les eﬀet des ﬂuctuations de la force de
traînée :
< MDp,i > = FD< ρc >c ζdζc(<< Vd,i >>d − << Vc,i >>c)
= FD< ρc >c
(
ζdζc(<< Vd,i >>d −<< Vc,i >>c)
+ ζcζd(<< Vd,i >>
′′
p − << Vc,i >>′′p)
)
(3.125)
où FD est la valeur moyenne de la force de traînée, exprimée de la même manière que dans
l'approche précédente, équation (3.113). On utilise la relation :





= αcαd − ζ ′dζ
′
d (3.126)
en remarquant que : ζ ′c = −ζ ′d. On peut alors écrire le premier terme du membre de droitede l'équation (3.125) sous la forme :
ζdζc(<< Vd,i >>d −<< Vc,i >>c) = αcαd(<< Vd,i >>d −<< Vc,i >>c) (3.127)
− ζ ′dζ
′
d(<< Vd,i >>d −<< Vc,i >>c)
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Le second terme de l'équation (3.125) s'écrit :
ζcζd(<< Vd,i >>
′′




c < Vc,i >
′′
c (3.128)
Dans cette équation, le produit ζ2V ′′ peut se décomposer de la façon suivante :
ζ2 < V >′′ = (ζ ζ + 2ζζ ′ + ζ ′ζ ′) < V >′′
= ζ ζ< V >′′︸ ︷︷ ︸
=−ζ′<V >′
+2ζ ζ ′ < V >′ + ζ ′ζ ′ < V >′′
= −αζ ′ < V >′ + 2αζ < V >′ + ζ ′ζ ′ < V >′′
ζ2 < V >′′ = αζ ′ < V >′ + ζ ′2 < V >′′ (3.129)
Ayant écrit cette décomposition, on peut ré-écrire la relation (3.128) :
ζcζd(< Vd,i >
′′




c < Vc,i >
′′
c
= −ζdζd < Vd,i >′d − ζ
′2
d < Vd,i >
′′
d











= ζc < Vc >
′
c − ζd(ζd < Vd,i >′d
+ζc < Vc,i >
′
c)− ζ ′2d (< V
′′









)− ζ ′2d (< V
′′






−ζ ′2d (< V
′′
d,i > − < Vc,i >′′)
= (ζcηc + ζdηd)
∂ζd
∂xi
− ζ ′2d (< V
′′
d,i > − < Vc,i >′′)
où l'on utilise l'hypothèse : α < V >′ = −η∇α et la relation ∇αc = −∇αd. On obtient
ﬁnalement l'expression suivante pour la valeur moyennée de l'échange de quantité de mou-





< Vd,i >d − ˜< Vc,i >c) + (αdηd + αcηc)∂αd
∂xi
− ζ ′2d Vr,i
]
(3.131)
Le dernier terme de l'équation précédente peut être écrit :
ζ
′2




< Vd,i >d − ˜< Vc,i >c)− ζ ′2d (< Vd,i >
′′
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Le dernier terme de cette équation est une corrélation triple qui est supposée négli-
geable. Le premier terme du membre de droite contient une corrélation ζ ′ζ ′ qui nécessite,
à priori, une modélisation. Cependant si l'on compare ce terme au premier terme de l'équ-
tion (3.131), cela revient à comparer ζ ζ au terme de corrélation ζ ′ζ ′ . On considère le terme
de corrélation petit devant le produit des grandeurs moyennes. Ainsi, le terme ζ ′2d Vr,i del'équation (3.131) est généralement négligé [86,58,60].









Dans cette équation, le premier terme du membre de droite représente la force de traînée
moyenne, le second terme représente la force de traînée turbulente, c'est à dire les eﬀets de
dispersion turbulente.
3.7.5 Discussion
Deux approches ont été présentées dans cette section. Dans chacun des cas, il s'agit
d'introduire la moyenne temporelle du terme d'échange. La première approche utilise l'hy-
pothèse d'une phase dispersée très diluée dans une phase continue. Cette hypothèse fait
apparaître une corrélation entre la fraction volumique et la vitesse relative. Si l'on s'af-
franchit de cette hypothèse, une corrélation entre le carré de la fraction volumique et la
vitesse relative apparaît. Dans chacun des cas, il convient de modéliser cette corrélation en
utilisant une fermeture de type premier gradient. L'approche utilisée par la suite dépend
des écoulements que l'on souhaite modéliser. Ainsi, dans un brouillard dense de goutte-
lettes, il convient d'utiliser la seconde approche. A l'inverse, le premier modèle est dédié
aux écoulements diphasiques contenant une faible fraction volumique de liquide.
3.8 Equations moyennées et fermées du modèle diphasique
eulérien développé
L'introduction des diﬀérents modèles au cours de ce chapitre a permis d'établir les
équations du modèle à deux ﬂuides qui sont résolues. Ces équations sont résumées ici. Pour
des raisons de clarté, les notations de ﬁltrage sont omises.
3.8.1 Phase gazeuse
Les équations résolues dans la phase gazeuse sont :


















) + αcω˙c + ΓδFq (3.134)
où le terme d'évaporation s'écrit :
Γ = pidρmDSh∗ln(1 +BM )
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où la viscosité turbulente s'exprime grâce à un modèle de type k −  : µt = Cµ k2













+ αcρc˜˜εc + αcΩ˙c (3.136)
où le transfert d'énergie s'écrit :
EIp = ΓpeI + Λp − PpVp,i|I






























− αcρc˜˜εc +Πcd +ΠcΓ︸ ︷︷ ︸
=Ek
(3.137)
où la modélisation des termes d'échanges turbulents à l'interface s'écrit :
Πc∗d = αdρcFD
(








































αcCε1τc,ij ∂V˜c,i∂xj − Cε2αcρc˜˜εc
+ Eε (3.138)
où le terme d'échange s'écrit : Eε = C3 kEk.
3.8.2 Phase liquide
Dans la phase liquide, on résout :
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A ces équations s'ajoute une modélisation algébrique de la viscosité turbulente :
µt = ρdl2m|sij | (3.140)
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Chapitre 4
Méthodes et outils numériques
La résolution des équations du modèle à deux ﬂuides présentées dans le chapitre pré-
cédent, section 3.8, nécessite l'utilisation de l'outil informatique. Ainsi, ce modèle a été
introduit dans le code développé par l'IFP-C3D. Une description de ce code est faite en
première partie de ce chapitre. La présentation des méthodes numériques permettant de
discrétiser les équations interviendra par la suite. Enﬁn, l'implantation du modèle à deux
ﬂuides est décrite, en insistant particulièrement sur la loi d'état permettant de déterminer
la pression dans la phase liquide et les modiﬁcations qu'elle implique concernant le schéma
de résolution.
4.1 Le code IFP-C3D
Le code IFP-C3D [15, 130, 132, 133, 135] est un outil de simulation 3D orienté vers la
modélisation des moteurs à combustion interne. Ce code est en développement à l'IFP
depuis 1999. Parmi ses nombreuses fonctionnalités, on peut citer :
→ mouvement de maillage,
→ modèles de combustion évolués (auto-inﬂammation, ﬂammes de prémélange et ﬂammes
de diﬀusion)
→ parallélisation à l'aide des librairies OPEN-MP,
→ modélisation RANS des phénomènes turbulents,
→ modélisation lagrangienne de l'injection de carburant liquide,
→ modélisation du ﬁlm de carburant liquide sur les parois.
4.1.1 Bref appercu des modèles physiques
Ce code est basé sur la résolution d'un système d'équations eulériennes pour la phase
gazeuse. Le système comprend :
→ N équations de continuité où N est le nombre d'espèces chimiques constituant la
phase gazeuse (carburant en phase vapeur, oxygène, azote, ...),
→ 3 équations de quantité de mouvement,
→ une équation d'énergie interne sensible,
→ une équation pour l'énergie cinétique turbulente,
→ une équation pour sa disipation.
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Si les équations citées ci dessus sont des équations classiques de la mécanique des
ﬂuides, le code IFP-C3D inclue de nombreux modèles physiques développés à l'IFP. Ainsi,
un modèle lagrangien permet de décrire le carburant liquide injecté. Celui-ci est représenté
par des particules lagrangiennes regroupant toutes les gouttes ayant les mêmes propriétés
taille, vitesse, ...) sont ainsi transportées, de manière lagrangienne, dans le domaine et inté-
ragissent avec la phase gazeuse à travers des échanges de masse, d'énergie et de quantité de
mouvement. D'autre part, un modèle de combustion universel, nommé ECFM3Z (Extended
Coherent Flame Model - 3 Zones) [25], développé à l'IFP permet de décrire les diﬀérents
modes de combustion rencontrés dans les moteurs automobiles (auto-inﬂammation ou cli-
quetis, combustion prémélangée et combustion par ﬂammes de diﬀusion ). Les taux de
réaction issus de ce modèle sont ensuite pris en compte dans les équations des espèces et
de l'énergie. Le code permet également la prédiction des émissions de polluants à l'échap-
pement grâce à un modèle de formation des espèces polluantes (NOx, HC, CO2, ...).
L'allumage dans les moteurs essence est modélisé à l'aide du modèle AKTIM (Arc and
Kernel Tracking Ignition Model) [35] qui permet de prendre en compte toute la phase
d'initiation de la ﬂamme : le circuit électrique secondaire, l'arc électrique, les électrodes et
les noyaux de ﬂamme.
4.1.2 Résolution numérique
La résolution des équations est faite en trois phases successives :
→ Phase A : calcul des termes sources,
→ Phase B : résolution du système d'équations sans la convection,
→ Phase C : convection et mouvement de maillage.
IFP-C3D est basé sur la méthode ALE (Arbitrary Lagrangian Eulerian) [50]. Cette
méthode est une combinaison d'une résolution lagrangienne (phase B) et d'une résolution
eulérienne (phase C). Au cours de la phase lagrangienne, les noeuds du maillage se déplacent
à la vitesse du ﬂuide. Au contraire, pendant la résolution eulérienne, on calcule la quantité
de ﬂuide passant de maille en maille, ce qui permet, en quelque sorte, de rétablir le maillage
dans sa forme initiale.
Dans ce qui suit, ces trois phases sont décrites successivement.
Phase A : Calcul des termes sources
Cette première phase est dédiée au calcul des termes sources de manière explicite. On
entend ici par termes sources aussi bien les termes issus de la chimie (taux de réaction)
que les termes dus au spray (échanges de masse, quantité de mouvement et énergie). Ces
termes sont modélisés à l'aide des modèles brièvement décrits dans le paragraphe 4.1.1.
Phase B : Boucle SIMPLE
Au cours de cette phase, on actualise tous les termes des équations de Navier Stokes à
l'exception des termes convectifs, qui seront considérés en phase C. La méthode utilisée
dans la phase B est basée sur un équilibre Vitesse - Température - Pression (VTP), dérivé
de la méthode SIMPLE (Semi-Implicit Method for Pressure Linked Equations) développée
par Patankar [88] et Patankar et Spalding [89]. Il s'agit d'une méthode itérative dont la
structure globale peut être résumée dans les étapes suivantes :
→ avancement des termes de diﬀusion pour les diﬀérentes espèces ;
→ prédiction de la pression ;
début de la boucle VTP itérative :
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Fig. 4.1: Représentation schématique en 1D de la phase de rezonning.
Au cours de cette phase, la maille A, maille donneuse, perd la partie hachurée au proﬁt de la
maille B, maille receveuse.
→ résolution de la vitesse (calculée au noeud)
→ résolution de l'équation d'énergie
→ résolution de la pression et des vitesses de faces
→ test de convergence
ﬁn de l'itération VTP
→ résolution des équations du modèle de turbulence.
La résolution présentée ci dessus est faite de manière totalement implicite. Cet algo-
rithme est utilisé dans IFP-C3D pour la résolution de la phase gazeuse (eulérienne). Ainsi,
il suppose que le ﬂuide peut être décrit par la loi des gaz parfaits. Or, comme nous le ver-
rons, cette hypothèse est fausse pour un liquide et par conséquent, l'algorithme SIMPLE
devra être écrit pour la phase liquide en considérant ses propriétés thermodynamiques.
Phase C : Phase de convection ou "Rezonning"
Cette phase a pour but de calculer les ﬂux liés aux termes convectifs qui ont été omis
au cours de la phase B. La phase de résolution précédente a en quelque sorte déformé
le maillage lors de l'équilibre VTP. L'avancement des termes convectifs au cours de cette
phase peut alors être représentée comme une remise en place du maillage, ou rezonning.
La ﬁgure 4.1 schématise cette phase pour un écoulement 1D.
Lorsque le volume balayé par une face au cours de cette phase est trop important, le
pas de temps est sous-cyclé. On utilise alors un pas de temps pour la résolution de cette
phase inférieur à celui utilisé pour la phase B. Le calcul du pas de temps explicite est basé
sur un critère CFL (Courant Friedrich Lewy) de stabilité : ∆tC ≤ 0.2∆xU . Le critère CFLreste alors strictement inférieur à 0.2 au cours de la phase de convection.
Le calcul des ﬂux au cours de cette phase implique la connaissance des grandeurs
thermodynamiques sur les faces du maillage. Or celles ci sont exprimées au centre des
mailles. La détermination des valeurs sur les faces nécessite le calcul des dérivées premières.
Elles sont évaluées par un schéma de discrétisation spatiale centré d'ordre 2 :
∂ρ
∂x
|i = ρi+1 − ρi−12∆x (4.1)
Cependant, si ce schéma est précis à l'ordre deux, il n'est pas monotone. Ceci signiﬁe
que dans les régions de forts gradients, des extrema locaux peuvent apparaîtrent. Pour
éviter ce genre de problème, il convient d'ajouter à cette discrétisation spatiale un limiteur
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de pente. Le rôle de ce limiteur est de réajuster la valeur de la dérivée aﬁn de rendre le
schéma monotone. Plusieurs limiteurs sont proposés dans la littérature [49]. Parmi ceux-ci,
on peut citer par exemple les limiteurs Minmod, Van Leer ou encore Superbee qui sont
décrits en annexe B.2.
Deux limiteurs de pente ont été implantés dans le code IFP-C3D : un limiteur Superbee
pour le calcul des ﬂux scalaires et un limiteur de Van Leer pour le calcul des ﬂux de quantité
de mouvement.
4.2 Discrétisation des équations, la méthode des volumes ﬁnis
Comme cela a été décrit dans la section précédente, la résolution des équations dans
IFP-C3D est scindée en trois étapes. La discrétisation des équations doit prendre en compte
cette décomposition.
4.2.1 Discrétisation d'une équation de transport















où Sφ est un terme source pour la grandeur φ. La première étape de discrétisation impose

























































Le volume reste constant au cours de la phase A :
φA = φn +∆tSnφ (4.9)
(4.10)
où l'exposant A représente l'instant ﬁn de phase A.
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Phase B Lors de la résolution en phase B, on considère l'équation sans les termes sources,















qui devient, en appliquant le théorème de la divergence et en inversant la dérivée temporelle


















où la notation nf signiﬁe que la grandeur est considérée sur la face. En introduisant une














où l'exposant B représente l'instant ﬁn de phase B.
Phase C Enﬁn, la phase C permet de prendre en compte les termes convectifs. Il s'agit









dv = 0 (4.14)
l'inversion de la dérivée temporelle et de l'intégration spatiale et le théorème de la diver-








φnf Ui|nf Anf = 0 (4.15)
En remarquant que le produit de la vitesse de la face nf et de la surface de cette même






4.3 Une équation d'état pour la phase liquide
La loi d'état des gaz parfaits, utilisée dans IFP-C3D, est bien entendu inadaptée pour
décrire le comportement thermodynamique d'un liquide. Une loi d'état permettant de dé-
crire une phase liquide a donc du être introduite dans le code.
4.3.1 Présentation de la loi d'état
La loi d'état des gaz rigides, décrite par [47], est utilisée dans cette étude. Elle permet
de relier la pression à l'energie interne spéciﬁque, e et au volume spéciﬁque, v = 1/ρ :
P = (γ − 1)ρ(e− q)− γ ∗ P∞ (4.17)
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CvT + q (4.18)
où γ, Cv, q et P∞ sont respectivement, le coeﬃcient polytropique, la capacité caloriﬁque à
volume constant, l'énergie de formation du ﬂuide considéré et une constante traduisant les
propriétés thermodynamiques du ﬂuide. Dans l'équation 4.17, le premier terme du membre
de droite traduit les eﬀets répulsifs de la matière. Cet eﬀet est présent pour tous les états
de la matière : gaz, liquide et solide. On peut par ailleurs remarquer que ce terme est
également présent dans la loi d'état des gaz parfaits. Le second terme du membre de droite
représente les eﬀets d'attraction moléculaire pour une phase liquide ou solide. La première
chose que l'on peut noter concernant cette équation d'état est que sa forme générale n'est
pas linéaire en pression. On peut, par ailleurs relier pression et température grâce à cette
loi d'état :
P + P∞ = (γ − 1)ρCvT (4.19)





La masse volumique suit alors la loi tracée sur la ﬁgure 4.2 en fonction de la pression
et de la température. Cette ﬁgure met en évidence la bonne représentation des propriétés
thermodynamiques d'un liquide par la loi d'état retenue. En eﬀet, elle montre que la masse
volumique varie très peu avec la pression mais présente une variation notable avec la
température.
4.3.2 Forme isentropique de la loi d'état
La résolution des équations de Navier Stokes dans la phase B du code IFP-C3D utilise
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Il est donc nécessaire d'établir pour la phase liquide une relation similaire permettant
de décrire une transformation isentropique (adiabatique réversible) pour un liquide.
Pour écrire cette relation, supposons une transformation adiabatique réversible, ce qui
permet d'écrire : du = dW . La variation de travail s'écrit : dW = −PdV . La variation
d'enthalpie peut se mettre sous la forme : dh = γCvdT . On peut utilise :
h = u+ Pv et dh = du+ d(Pv) (4.22)
L'utilisation du premier principe permet d'obtenir :
dh = −Pdv + d(Pv) (4.23)
Le produit Pv s'écrit, sous l'hypothèse de la loi des gaz rigides :
Pv = (γ − 1)CvT − P∞v (4.24)
Ce qui donne, en supposant Cv constant :
d(Pv) = (γ − 1)CvdT − P∞dv (4.25)
Il est alors possible d'écrire :
dh = −Pdv + (γ − 1)CvdT − P∞dv et (4.26)
dh = γCvdT (4.27)
Ceci permet d'écrire :
γCvdT = −Pdv + (γ − 1)CvdT − P∞dv (4.28)
CvdT = −(P + P∞)dv (4.29)
On rapelle que Cv est constant :

















= −(P + P∞)dv (4.32)
v
γ − 1dP +
P
γ − 1dv +
P∞
γ − 1dv = −Pdv − P∞dv (4.33)
vdP + Pdv + P∞dv = Pdv − γPdv + P∞dv − γP∞dv (4.34)
vdP + γPdv + γP∞dv = 0 (4.35)
(4.36)
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Cette relation diﬀérentielle est la loi d'état isentropique pour un liquide décrit par la loi
d'état des gaz rigides. Cela permet d'écrire la relation décrivant l'évolution de la pression
entre les instants n et B :
PB
V n
γpn(1 + P∞Pn )
= (V n − V B) + V
n
γ(1 + P∞Pn )
(4.38)
Cette équation est résolue dans la boucle SIMPLE de IFP-C3D par un couplage avec
la prédiction des vitesses de face.
4.3.3 Détermination des paramètres thermodynamiques de la loi d'état
L'équation d'état présentée ci-dessus nécessite la connaissance de certaines valeurs ca-
ractéristiques pour l'élément en phase liquide considérée. La forme de l'équation d'état
utilisée requiert la détermination de trois paramètres γ, Cv et P∞. Le coeﬃcient polytro-
pique γ est déﬁni comme le rapport : γ = Cp/Cv. Ainsi, il est nécessaire de déterminer,
dans un premier temps, les capacités caloriﬁques à pression et à volume constant pour la
phase liquide.
La première étape consiste à déterminer la valeur de la capacité caloriﬁque à pression
constante, CP . On peut montrer [79] que l'enthalpie s'écrit, sous l'hypothèse de la loi des
gaz rigides :
h(P, T ) = γCvT + q = h(T ) (4.39)
en diﬀérenciant cette équation par rapport à T , on obtient :
dh
dT
= γCv = CP (4.40)
La discrétisation de l'équation précédente entre deux états de référence 0 et 1 permet
de déterminer CP :
CP =
h(T1)− h(T0)
T1 − T0 (4.41)
Il reste à déterminer la capacité caloriﬁque à volume constant et la constante P∞. On
utilise pour cela la relation d'état (4.20) :




Cette relation peut être réécrite en faisant disparaître γ :




A partir de cette relation, il est possible de déterminer la valeur de la constante P∞
en utilisant les courbes expérimentales de pression de vapeur saturante. On se place à
P = Psat(T ). La relation précédente, peut s'écrire :
v(P, T ) =
(CP − Cv)T
Psat(T ) + P∞
(4.44)
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On exprime à présent cette relation sous une forme logarithmique :
ln [v] = ln
[
(CP − Cv)T
Psat(T ) + P∞
]
ln [v] = ln [(CP − Cv)T ]− ln [Psat(T ) + P∞]
ln [v] = ln [(CP − Cv)] + ln [T ]− ln [Psat(T ) + P∞] (4.45)
On diﬀérencie la relation précédente (CP et Cv sont supposés constants) :
dln [v] = dln [T ]− dln [Psat(T ) + P∞] (4.46)
que l'on peut discrétiser entre deux états de référence 0 et 1 :


























v(T1)T0(Psat(T1) + P∞) = v(T0)T1(Psat(T0) + P∞)
v(T1)T0Psat(T1) + v(T1)T0P∞ = v(T0)T1Psat(T0) + v(T0)T1P∞




v(T1)T0 − v(T0)T1 (4.49)
Enﬁn, aﬁn de déterminer la capacité caloriﬁque à volume constant, on écrit l'équa-





Finalement, on détermine Cv par la relation :
Cv = CP +
v(T0)
T0
(Psat(T0) + P∞) (4.51)
4.4 Implantation du modèle à deux ﬂuides dans IFP-C3D
4.4.1 Adaptation de l'algorithme SIMPLE à la phase liquide
Cette étape correspond au calcul entre l'instant A et l'instant B, correspondant res-
pectivement à la ﬁn de la phase A et à la ﬁn de la phase B pour le pas de temps n. Entre
ces deux instants, plusieurs itérations ont lieu sur les diﬀérentes grandeurs. Nous déﬁnis-
sons l'exposant p, signiﬁant "prédite" qui sera utilisé pour les grandeurs intermédiaires,
calculées lors de la phase B.
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Prédiction de la pression en début de résolution
Comme décrit précédemment, la résolution itérative nécessite une initialisation préalable
de la pression. De cette initialisation dépend la suite de la résolution. La méthode choisie
dans le code IFP-C3D est d'initialiser la pression en début de phase B en utilisant les
valeurs de la pression en ﬁn de phase B aux pas de temps précédents :











Il faut spéciﬁer que les pressions sont des pressions en ﬁn de phase B, que l'on prend
au deux pas de temps précédents, (n− 1) et (n− 2), pour le pas de temps n.
A partir de la valeur prédite pour la pression, une première itération est réalisée en
suivant la méthodologie reproduite dans la séquence de sections suivantes.
Résolution des équations de quantité de mouvement










































On a alors à résoudre un système linéaire. La méthode utilisée pour ce faire est la
méthode des résidus conjugués [23]. Cette méthode est utilisée pour chaque résolution de
systèmes linéaires. Une description de cette méthode est donnée en annexe B.1.
Résolution de l'équation d'énergie
L'étape qui suit la résolution de l'équation de quantité de mouvement est la résolution
de l'équation d'énergie, qui permet de déterminer la température. Cela permet ensuite de
calculer le volume de la cellule en phase B, par l'intermédiaire de l'équation d'état.
La première étape est de déterminer l'équation linéarisée pour la température à partir
de l'équation d'énergie et de l'équation d'état. L'équation de départ que l'on utilise est























On peut alors écrire la relation entre l'énergie interne d'un liquide et sa température :
de
dT
= Cv et donc e(T ) = CvT + Cste (4.56)
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D'autre part, il est nécessaire de déterminer le volume à l'instant p qui est inconnu. On
utilise pour cela l'équation d'état du liquide (4.19) qui permet d'écrire :
vpl =
(γl − 1)ml,ijkCvT pl
P pl + Pl,∞
(4.57)
où ml,ijk est la masse de liquide contenue dans la maille ijk. Cette masse s'écrit :
ml,ijk = αlρlvijk
Cette dernière relation permet de déterminer la valeur de la température à l'instant p





















On obtient alors un système linéaire pour la température, ce système est résolu par la
méthode des résidus conjugués.
A partir de la température prédite par l'équation précédente, le volume peut être calculé
en utilisant l'équation d'état. Le calcul présenté ici est fait pour la phase liquide, donc
l'équation d'état utilisée est l'équation des gaz rigides (4.19) :
vBl =
(γ − 1)ml,ijkCvTBl
P pl + P∞
(4.59)
Résolution de la pression
La résolution des termes de pression est en fait une résolution couplée de la pression dans
la maille et des vitesses de face de cette même maille. Pour résoudre ces deux variables,
deux équations sont nécessaires. La première est l'équation fondamentale de la dynamique
et la seconde l'équation d'état isentropique.
Le calcul de la vitesse des faces (uAl)bnf est réalisé en utilisant le principe fondamentalde la dynamique. A savoir que la somme des forces exercées sur un volume de contrôle est
égale à l'accélération de ce volume de contrôle multipliée par sa masse. Les forces à prendre
en compte sont la force due à la pression, la force de Coriolis et la force centrifuge. Pour
les eﬀets de pression, il faut considérer à la fois la pression thermodynamique mais aussi la
contribution de la pression turbulente dans le cas d'un écoulement turbulent.



















Force de coriolis et centrifuges
+ (uAl)?nf︸ ︷︷ ︸
Terme issu de la discrétisation
(4.60)
L'exposant ∗ signiﬁe que la valeur est calculée à partir des grandeurs en cours de
résolution. La somme sur les faces γ utilisée dans cette équation est la somme sur les faces
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Fig. 4.3: Représentation des volumes de contrôle pour le calcul des forces s'exerçant sur
les faces, d'après [134].
· · · : Volume de contrôle entourant la face nf. → : force exercée sur la face nf par la pression.
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du volume de contrôle qui entourent la face nf pour la résolution de cette équation, comme
cela est représenté sur la ﬁgure 4.3.






l ) = v
b
l (4.61)
est vériﬁée. La notation EOSl représente l'équation d'état pour la phase liquide, rela-
tion (4.19).
Cette équation signiﬁe que le volume occupé par le liquide en ﬁn de phase B, vbl , déduitde l'équation d'état EOSl(P bl ), doit être égal au volume de liquide en ﬁn de phase A auquelon ajoute la somme des volumes balayés par les faces de la maille pendant ∆t.
Si l'égalité précédente n'est pas vériﬁée (c'est à dire que l'équilibre entre le champ de
pression et les vitesses de face n'est pas cohérent) il faut évaluer une nouvelle pression. On
utilise pour cela l'équation d'état isentropique linéarisée :
P p
vn
pn(γ + PinfPn )




4.4.2 Bilan des modiﬁcations pour la phase liquide
Aﬁn de clariﬁer les développement eﬀectués dans le cadre de ce travail, la ﬁgure 4.4
représente les diﬀérentes équations et modèles présents dans le code. Les équations repré-
sentées en bleu sur le schéma sont celles qui étaient présentes dans la version initiale du
code. Les équations de la phase gazeuse ont cependant été modiﬁées pour considérer la pré-
sence de la phase liquide, en introduisant la fraction volumique de gaz et les termes sources
correspondants pour chacune des équations. Les équations représentées sur fond vert sont
celles introduites pour représenter la phase liquide par une approche eulérienne. Les deux
premières équations sont celles de la fraction volumique de liquide et du nombre de gouttes
(sans termes sources). Les équations de continuité, de quantité de mouvement et d'éner-
gie ont également été introduites dans le code. Aﬁn de prendre en compte les propriétés
thermodynamiques du liquide, la loi d'état des gaz rigides a été introduite. Cette loi d'état
permet de résoudre la pression dans la phase liquide et de considérer la compressibilité de
cette phase mais a nécessité de ré-écrire l'algorithme SIMPLE de résolution des équations
en phase lagrangienne (phase B). Le modèle de longueur de mélange a été introduit pour
modéliser les corrélations turbulentes dans la phase liquide. Enﬁn, comme le schématise la
ﬂèche verte, de nombreux termes de couplage ont été introduits pour modéliser les échanges
de masse, de quantité de mouvement, d'énergie et de turbulence entre les phases.
Ces diﬀérents développements ont été faits en respectant la structure du code et les dif-
férents modèles disponibles dans celui ci. Ainsi, à l'heure actuelle, les deux approches (Eu-
ler/Euler et Euler/Lagrange) sont disponibles pour modéliser les écoulements diphasiques
et sont compatibles avec tous les autres modèles physiques ou numériques (combustion,
mouvement de maillage, ...).
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Fig. 4.4: Représentation schématique des modiﬁcations introduites. En bleu, les équations
initialement présentes dans IFP-C3D. Sur fond vert, les équations introduites dans le cadre
de ce travail.
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Chapitre 5
Tests numériques et validations sur
des cas académiques laminaires
Le modèle diphasique eulérien présenté dans les chapitres précédents a été implanté
dans le code IFP-C3D. Aﬁn de s'assurer d'une intégration correcte du modèle dans le code
de calcul, la réalisation de tests est indispensable. Dans le cadre de ce travail de nombreux
tests ont été réalisés pour des écoulements laminaires, ils sont présentés dans ce chapitre.
Celui-ci s'articule autour des diﬀérents axes de validation suivis. Il est notamment possible
de distinguer trois étapes qui formeront la structure de ce chapitre :
→ tests numériques, dont l'objectif est de comparer les résultats obtenus par la résolution
de la phase liquide à ceux obtenus pour la phase gazeuse (les deux phases étant
décrites par la loi des gaz parfaits),
→ tests analytiques, dont l'objectif est de comparer les résultats numériques avec des
solutions analytiques sur des cas académiques laminaires (tests réalisés après l'intro-
duction de la loi des gaz rigides pour la phase liquide),
→ validation de la contribution laminaire des termes d'échange de masse, de quantité
de mouvement et d'énergie à l'interface.
5.1 Tests numériques
Dans un premier temps, seules les équations de transport pour la phase liquide ont
été introduites dans le code IFP-C3D. Cela signiﬁe que le ﬂuide régi par ces équations
est décrit par la loi des gaz parfaits. L'intérêt de cette approche est de permettre une
comparaison entre les résultats obtenus pour chacune des phases (seule la phase gazeuse
était initialement décrite par une approche eulérienne dans IFP-C3D). Ainsi, l'objet de
cette première section est de comparer les termes diﬀusifs et convectifs pour chacune des
deux phases.
5.1.1 Transport de la fraction volumique de liquide
Convection longitudinale de la fraction volumique liquide
Pour ce premier test, un maillage parallélépipèdique régulier (dx = dy = dz = 5.10−4)
constitué de 40 mailles dans la longueur et la hauteur et de 10 mailles dans l'épaisseur
(ﬁgure 5.1) a été utilisé.
Un champ de vitesse constant est imposé dans la direction horizontale avec une valeur
de 2 m/s, le pas de temps est imposé et vaut 5.10−5 s. Le critère CFL vaut alors 0.2, ce
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qui doit assurer la stabilité numérique du schéma convectif.
Uun carré (10×10 mailles) de fraction volumique (αl) de valeur 1 est initialisé au centre
du domaine de calcul. αl vaut 0 partout ailleurs.
Le résultat de ce test simple de convection, présenté sur la ﬁgure 5.2, fait apparaître
plusieurs conclusions. Tout d'abord, la fraction volumique de liquide reste bornée, le schéma
est donc monotone. D'autre part, une comparaison avec le résultat analytique montre la
dissipation numérique du schéma de convection. En eﬀet, on assiste au cours du temps à
un étalement du créneau de la fraction volumique liquide.
Fig. 5.1: Description géométrique du
maillage utilisé.
Fig. 5.2: Convection horizontale de la
fraction αl, comparaison avec la solution
analytique
• : t = 0s ;  : t = 0.2 ∗ 10−2s ;  : t =
0.4 ∗ 10−2s ; N : t = 0.6 ∗ 10−2s ; − : solution
analytique à t = 0.4 ∗ 10−2s
Ce test a été complété par deux tests identiques dans les directions verticale et diagonale
du maillage. Les résultats sont identiques à ceux obtenus pour la convection horizontale.
Ainsi pour ces deux tests, on note une diﬀusion du créneau de fraction volumique qui reste
cependant bornée.
L'inﬂuence du critère CFL sur le résultat a également été étudiée. Une augmentation
de celui-ci n'inﬂuence pas le résultat obtenu (CFL<0.9).
Aﬁn de conﬁrmer l'implantation correcte de la convection scalaire pour le liquide, les
évolutions de la fraction volumique de liquide et de la masse volumique partielle dans la
phase gazeuse ont put être comparées, pour un champ de vitesse identique. En eﬀet, dans
un tel cas, l'équation de transport pour la fraction volumique de liquide et celle pour la
masse volumique du gaz sont identiques, le comportement de ces grandeurs doit donc être
semblable. On peut constater l'identité des résultats sur la ﬁgure 5.3.
Si les tests présentés ci dessus sont satisfaisants en ce qui concerne les comparaisons
gaz/liquide, il est nécessaire d'eﬀectuer d'autres tests aﬁn d'évaluer les aptitudes des sché-
mas numériques utilisés. Ces tests correspondent aux champs de vitesse suivants :
→ une rotation solide,
→ un champ de rotation avec déformation.
Pour chacun de ces cas tests, le champ de vitesse est imposé et seule la convection de
la fraction volumique de liquide αl est étudiée.
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Fig. 5.3: Comparaison des convections entre le gaz et le liquide.
Rotation solide
Le champ de vitesse imposé pour la rotation solide s'écrit :
Vl,i = −A ∗ (xk − xck)
Vl,j = 0 (5.1)
Vl,k = A ∗ (xi − xci )
Dans ces équations, la grandeur A est une constante, et l'exposant c représente le centre
du maillage. Ce champ de vitesse est représenté sur la ﬁgure 5.4. Pour ce champ de vitesse,















ξi,j = −ξj,i = −A
Le champ de vitesse représente donc une rotation solide, sans déformation. La valeur
limitante du critère CFL est liée à la valeur maximale de la vitesse. La taille réelle de la boite
est de 2 cm, la valeur de la constante A à été ﬁxée à 150. Le maximum de vitesse vaut alors
2.12 m/s. Le pas de temps et le pas d'espace sont inchangés et conservent respectivement





Il faut cependant préciser qu'il s'agit de la valeur limitante pour ce critère qui n'est
atteinte qu'au niveau des extrémités des diagonales du maillage.
Sur ce champ de vitesse, on initialise un champ de fraction volumique liquide comme
précédemment. On place cette fois la zone de valeur unitaire pour αl comme indiqué sur la
première image (t=0 s) de la ﬁgure 5.5. On peut noter sur cette image que les diﬀérentes
isolignes représentées sont confondues. Cela s'explique par l'initialisation d'un créneau (αl
vaut 0 ou 1). Sur cette ﬁgure, le plan médian du maillage a été représenté.
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Fig. 5.4: Champ de vitesse pour le test de convection en rotation solide.
Les résultats de ce test conﬁrment les conclusions précédentes, la fraction volumique
reste bornée tandis que le créneau de fraction volumique diﬀuse sous l'eﬀet du schéma
numérique.
Rotation avec déformation
Dans ce test, un champ de vitesse impliquant une rotation couplée à un eﬀet de com-
pression et d'étirement est utilisé :
Vl,i = sin(xi).cos(xk)
Vl,j = 0 (5.2)
Vl,k = −cos(xi).sin(xk)
Les composantes des tenseurs de déformation et de rotation sont alors données pas les
expressions :
εi,i = cos(xi).cos(xk) (5.3)
εk,k = −cos(xi).cos(xk) (5.4)
εi,k = εk,i = 0 (5.5)
ξi,k = −ξk,i = −2 ∗ sin(xi) ∗ sin(xk) (5.6)
Le pas de temps et le pas d'espace utilisés sont toujours ceux précisés pour les tests
précédents, respectivement 5.10−5s et 5.10−4m. Le critère CFL limitant est de 0.1.
Ce test est une succession de deux simulations. La première avec le champ de vitesse
décrit par l'équation (5.2) et la deuxième avec le champ de vitesse de signe opposé. Ainsi,
le carré de fraction volumique sera dans un premier temps convecté dans le sens trigono-
métrique direct, puis dans le sens inverse. Pour chacune des simulations, le nombre d'ité-
rations est identique. La solution initiale devrait théoriquement être exactement retrouvée
à la ﬁn de la simulation. Ce cas test conﬁrme la bonne implantation des équations pour les
quantités scalaires. Mais il conﬁrme également que la diﬀusion numérique est relativement
importante, comme le montrent les résultats de cette simulation présentés sur la ﬁgure 5.6
pour le premier champ de vitesse et sur la ﬁgure 5.7 pour le champ de vitesse opposé.
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t = 0 s t = 0.8 ∗ 10−2 s t = 1.6 ∗ 10−2 s
t = 2.4 ∗ 10−2 s t = 3.2 ∗ 10−2 s t = 4.0. ∗ 10−2 s
t = 4.8 ∗ 10−2 s t = 5.6 ∗ 10−2 s t = 6.4 ∗ 10−2 s
t = 7.2 ∗ 10−2 s
Fig. 5.5: Rotation solide dans le sens direct d'un carré de fraction volumique.
Représentation des iso-valeurs de la fraction volumique : 0,3 - 0,5 - 0.7
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t = 0 s t = 0.5 ∗ 10−2 s t = 1. ∗ 10−2 s
t = 1.5 ∗ 10−2 s t = 2. ∗ 10−2 s t = 2.5 ∗ 10−2 s
t = 3. ∗ 10−2 s t = 3.5 ∗ 10−2 s t = 4. ∗ 10−2 s
t = 4.5 ∗ 10−2 s t = 5. ∗ 10−2 s
Fig. 5.6: Rotation avec déformation dans le sens trigonométrique direct d'un carré de
fraction volumique.
Représentation des iso-valeurs de la fraction volumique : 0,3 - 0,5 - 0.7
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t = 5. ∗ 10−2 s t = 5.5 ∗ 10−2 s t = 6. ∗ 10−2 s
t = 6.5. ∗ 10−2 s t = 7. ∗ 10−2 s t = 7.5 ∗ 10−2 s
t = 8. ∗ 10−2 s t = 8.5 ∗ 10−2 s t = 9. ∗ 10−2 s
t = 9.5 ∗ 10−2 s t = 10. ∗ 10−2 s
Fig. 5.7: Rotation avec déformation dans le sens horaire, suite du calcul précédent.
Représentation des iso-valeurs de la fraction volumique : 0,3 - 0,5 - 0.7
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Fig. 5.8: Test de convection pour l'équation d'énergie.
5.1.2 Convection d'énergie
L'équation d'énergie pour la phase liquide a été implantée dans le code IFP-C3D. Les
termes convectifs de cette équation ont été testés en comparant les résultats obtenus pour
la convection d'énergie de la phase gazeuse et ceux obtenus pour la phase liquide. La
ﬁgure 5.8 présente les résultat de l'un des tests de convection eﬀectués. La température est
initialement de 300 K dans le domaine et vaut 400 K en entrée. Le proﬁl de température se
propage dans le domaine. La diﬀusion numérique du schéma convectif est à nouveau mise
en évidence.
5.1.3 Convection de quantité de mouvement
De nombreux tests permettant de conﬁrmer la bonne implantation des termes convectifs
de quantité de mouvement ont également été réalisés. Seul le test de propagation diagonale
est présenté ici. Il s'agit de propager un champ de quantité de mouvement suivant la
direction diagonale d'un maillage. La vitesse est initialement nulle dans tout le domaine.
Une vitesse de 2 m.s−1 orientée suivant la diagonale du maillage est imposée en entrée,
comme cela est présenté sur la première image de la ﬁgure 5.9. Ainsi, le champ de vitesse
imposé en entrée doit se propager dans tout le domaine. Le résultat de la simulation,
ﬁgure 5.9, montre que le champ de vitesse se propage, de manière symétrique, et atteint
partout la valeur de 2 m.s−1.
5.1.4 Tests numériques sur les termes de diﬀusion et de pression dans
le liquide
Dans la partie précédente, plusieurs tests ont été présentés. Ces diﬀérents tests avaient
pour but de s'assurer de l'implantation correcte des termes convectifs pour les équations
de la phase liquide. Le but de cette section est de montrer que l'introduction des termes
diﬀusifs (tous les termes sans convection ni source) est également correcte. A cette ﬁn, les
trois tests suivants sont présentés et analysés dans cette section :
• la création d'un champ de vitesse par un gradient de pression pour un ﬂuide non
visqueux,
• la décroissance d'un champ de vitesse sous l'eﬀet de la viscosité,
• la diﬀusion d'une gaussienne de température.
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t = 0. s t = 2.5 ∗ 10−3 s t = 7.5 ∗ 10−3 s
t = 1.25 ∗ 10−2 s t = 1.75 ∗ 10−2 s t = 2.5 ∗ 10−2 s
Fig. 5.9: Test de propagation de la quantité de mouvement du liquide, évolution du champ
de vitesse dans le liquide pur.
Test du gradient de pression
Le premier test consiste à initialiser un champ de pression à symétrie circulaire sur un
maillage 2D (40*40 mailles). Les équations d'Euler sont résolues pour ce champ de pression.
Le gradient de pression doit mettre le ﬂuide en vitesse. Les résultats obtenus pour la phase
liquide sont identiques à ceux de la phase gazeuse. Le proﬁl de vitesse diagonal après deux
cents itérations, soit après un temps physique de 1.10−3 s, est présenté sur la ﬁgure 5.10.
Cette ﬁgure montre l'identité des résultats dans les deux phases. On a également représenté
les vecteurs vitesses pour le quart supérieur droit du maillage, ﬁgure 5.11. Ce test montre
le bon comportement du terme de pression dans l'équation de quantité de mouvement pour
la phase liquide.
Décroissance d'un proﬁl de vitesse sous l'eﬀet de la viscosité
Le test précédent a permis de mettre en évidence l'eﬀet du terme de pression pour un
ﬂuide non visqueux. Aﬁn de tester l'implantation du terme visqueux, le test proposé par
Gresho et Sani [43] a été réalisé. Ce test consiste à initialiser un proﬁl de vitesse à double
bosse et à le laisser évoluer sous l'eﬀet de la viscosité du ﬂuide. Ce proﬁl de vitesse est
initialisé de façon identique dans chacune des deux phases et les résultats sont comparés
2.375 ms plus tard, ﬁgure 5.12. Cette ﬁgure montre l'identité des résultats entre les deux
phases. Cela permet de s'assurer que l'implantation numérique des termes visqueux dans
l'équation de quantité de mouvement pour la phase liquide est correcte.
Diﬀusion de la température
Le terme diﬀusif de l'équation d'énergie a également été testé. Pour cela, un proﬁl gaus-
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Fig. 5.10: Proﬁl de vitesse suivant la dia-
gonale du maillage à t=1.10−3 s.
• : vitesse du liquide ;  : vitesse du gaz.
Fig. 5.11: Vecteurs vitesse pour le li-
quide.
Représentation du quart supérieur droit du
maillage.
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Fig. 5.12: Dégénérescence d'un proﬁl de Gresho sous l'eﬀet de la viscosité.
? : Solution initiale ; • : vitesse du liquide à t = 2.375 ∗ 10−3 s ;  : vitesse du gaz à t =
2.375 ∗ 10−3.
94 Manuscrit de Thèse
Tests numériques 95
0 0.005 0.01 0.015















Fig. 5.13: Diﬀusion d'une gaussienne de température, comparaison gaz-liquide.
? : solution initiale ; • : température du liquide à t = 1.5 ∗ 10−2 ;  : température du gaz à
t = 1.5 ∗ 10−2.
sien monodimensionnel de température a été initialisé dans un canal (20×5×5 mailles) :
T (x, t) = A(t)e−
x2
K(t) + T0 (5.7)
où A(t) est l'amplitude de la gaussienne, K(t) le paramètre caractérisant la largeur du pic
et T0 une constante ajoutée à la gaussienne et choisie de manière à ce que la température
varie entre 300 et 400 K. Le champ de vitesse dans le domaine est initialement nul et seul
les termes diﬀusifs agissent. Les comparaisons liquide-gaz montrent à nouveau une identité
des deux résultats comme cela est présenté sur la ﬁgure 5.13.
5.1.5 Tests complémentaires
Les tests présentés dans la section précédente ont permis d'évaluer l'implantation de
chacun des termes des diﬀérentes équations de façon découplée. Cette première étape a
permis d'établir de premières conclusions satisfaisantes concernant le comportement des
équations de la phase liquide. Cependant, un point important n'a pas été abordé. En eﬀet,
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Fig. 5.14: Test de conservation de la frac-
tion volumique liquide.
? : Solution initiale ; • : vitesse du liquide ;
 : vitesse du gaz. A : t = 2.3205 ∗ 10−5 s ;
B : t = 2.8637 ∗ 10−4 s.
Fig. 5.15: Test de conservation de la frac-
tion volumique liquide.
Evolution de la fraction volumique au cours
du temps.
Cette équation indique que la fraction volumique de liquide est uniquement transportée
par l'écoulement. Ainsi, cette équation doit assurer que la fraction volumique de liquide
reste bornée entre 0 et 1, à la monotonie du schéma numérique près. Or, il a été montré au
début de ce chapitre que le schéma utilisé est bien monotone. Ainsi, quel que soit le champ
de vitese imposé, αl doit restée bornée entre 0 et 1. Aﬁn de s'assurer que tel est bien le
cas, plusieurs tests sont présentés ici :
• compression d'un champ homogène,
• compression puis étirement d'un créneau de liquide,
• déformation d'un carré de liquide,
• projection de liquide contre une paroi.
Compression d'un champ homogène
Le premier test est très simple. Dans un maillage 2D (40×40 mailles), un créneau de
vitesse est initialisé comme cela est présenté sur la ﬁgure 5.14. La vitesse vaut 2m.s−1
dans la moitié gauche du domaine et 1m.s−1 pour la moitié droite. La frontière gauche du
domaine est une entrée où la vitesse est imposée à 2m.s−1. La fraction volumique de liquide
est initialisée à 1 dans tout le domaine. Ainsi, malgré le gradient de vitesse constaté, la
fraction de liquide ne doit jamais dépasser la valeur 1. En eﬀet, en observant en parallèle
les ﬁgures 5.14 et 5.15, on peut voir l'évolution du proﬁl de vitesse à plusieurs instants, en
remarquant sur la ﬁgure de droite qu'à ces mêmes instants, la fraction volumique de liquide
a bien conservé sa valeur. Ainsi, ce premier test montre qu'un gradient de vitesse ayant
pour eﬀet une compression n'aﬀecte pas une distribution uniforme de αl, conformément à
l'équation (5.8).
Compression - étirement d'un carré de liquide
Le second test réalisé ici permet de tester le comportement de l'équation (5.8) en réponse
96 Manuscrit de Thèse
Tests numériques 97
t = 0.s t = 4.8937 ∗ 10−4 s t = 1.9884 ∗ 10−3 s
t = 3.9884 ∗ 10−3 s t = 5.9884 ∗ 10−3s t = 5.9884∗10−3 s
Fig. 5.16: Résultats du tests de compression puis étirement.
Représentation des iso-valeurs de la fraction volumique : 0.3-0.5-0.7.
à une compression puis à un étirement. Ainsi, cela permet de tester également que αl
reste positif. Dans un maillage bidimensionnel (40×40 mailles), la fraction de liquide est
initialisée à 0 partout, sauf dans un carré de 10 mailles de côté au centre du domaine où
elle vaut 1. Sur ce maillage, deux entrées sont placées face à face, à gauche et à droite.
La vitesse est imposée à 2m.s−1 pour chacune de ces entrées. Ainsi, de chaque côté du
domaine, le liquide est poussé vers le centre. Le haut et le bas sont deux sorties. Comme
le montre la ﬁgure 5.16, le carré de liquide est, dans un premier temps, comprimé par
l'écoulement, puis, étiré vers le haut et le bas du domaine. Ce test montre à nouveau que
la fraction volumique de liquide reste bornée (0 < αl < 1).
Déformation d'un carré de liquide
Ce test utilise le même maillage que précédemment (40×40 mailles) mais les conditions
aux limites sont diﬀérentes. Une entrée est placée à gauche du domaine, les frontières haute
et basse représentent des parois, tandis que la frontière à droite du domaine est une sortie.
La fraction volumique de liquide est initialisée à la valeur 0 dans tout le domaine, sauf dans
un carré de 10×10 mailles situé au centre du maillage. La valeur à l'entrée de la fraction
de liquide vaut également 1. La vitesse imposée en entrée vaut 2m.s−1 et est dirigée selon
la diagonale du domaine, première image de la ﬁgure 5.17. Ainsi, cela permet d'initier une
compression de la fraction de liquide sur la paroi supérieure du domaine. La conclusion
de ce dernier cas test est à nouveau une parfaite conservation des valeurs minimale et
maximale de la fraction volumique de liquide.
Conservation de la masse liquide
Enﬁn, un test permettant de vériﬁer l'étanchéité des parois vis à vis du liquide a été
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t = 0. s t = 4.8937 ∗ 10−4s t = 1.9884 ∗ 10−3s
t = 3.9884 ∗ 10−3s t = 5.9884 ∗ 10−3s t = 7.2384∗10−3s
Fig. 5.17: Test de conservation de la fraction volumique liquide.
réalisé. Pour cela, un carré de liquide (10×10 mailles) a été positionné près d'une paroi. Le
maillage est 2D (40×40 mailles). Une entrée est placée à gauche du domaine, le haut et le
bas du domaine sont des sorties. Une vitesse de 2m.s−1 est imposée en entrée et permet
de comprimer le liquide dans la direction de la paroi. La ﬁgure 5.18 montre les résultats de
ce test.
5.1.6 Conclusions
De nombreux tests ont été présentés dans cette section. Ils ne permettent en aucun cas
de valider les équations de la phase liquide mais simplement de conﬁrmer que les équations
ont été correctement implantées et que les schémas numériques utilisés dans IFP-C3D
assurent le respect des extrema (0 ≤ αl ≤ 1). Cependant, les tests convectifs réalisés en
premier lieu ont également montré une diﬀusion numérique importante du schéma convectif.
5.2 Comparaisons analytiques et validations sur des cas la-
minaires
Après avoir implanté les équations pour la phase liquide et réalisé des tests de principe
permettant de juger de l'implantation correcte de ces équations, des comparaisons avec des
résultats expérimentaux ou analytiques ont été réalisés. Les premières validations seront
basées sur des comparaisons analytiques, en eﬀet, il s'agit dans un premier temps de montrer
que le code IFP-C3D est à même de résoudre des écoulements simples pour la phase liquide.
Les termes de couplage et la turbulence n'ayant pas encore été implantés à cette étape,
des validations laminaires monophasiques pour la phase liquide constituent la première
étape de validation. A cette ﬁn, une loi d'état permettant de décrire le comportement
thermodynamique d'un liquide a été introduite dans le code. Comme cela a été présenté
98 Manuscrit de Thèse
Comparaisons analytiques et validations sur des cas laminaires 99
t = 0 s t = 1.2226 ∗ 10−1 s t = 2.5226 ∗ 10−1 s
t = 5.5226 ∗ 10−1 s t = 7.0226 ∗ 10−1 s t = 7.4226 ∗ 10−1 s
Fig. 5.18: Test de conservation de la fraction volumique liquide.
(equation 4.19), il s'agit de la loi des gaz rigides [78]. D'autre part, la viscosité du gaz est
calculée par la loi de Sutherland. Or cette loi n'est pas valable pour un liquide. Des tables,
préalablement existantes dans le code IFP-C3D pour les liquides, ont été utilisées aﬁn de
calculer la viscosité du liquide en fonction de la température.
Des comparaisons des résultats numériques avec des solutions analytiques obtenus pour
une phase liquide continue et remplissant tout le domaine considéré ont alors été eﬀectuées.
Avant de réaliser des validations sur des cas tests analytiques complets, un test simple a
été eﬀectué aﬁn de s'assurer du bon comportement de la loi d'état utilisée.
5.2.1 Etablissement d'un écoulement uniforme
Ce premier cas test consiste à établir dans un canal un proﬁl de vitesse uniforme. La
pression doit alors être uniforme dans le canal.
La ﬁgure 5.19 présente le maillage et les conditions aux limites utilisés pour ce test. Un
proﬁl plat de vitesse est imposé en entrée du domaine. La vitesse du liquide est initialement
nulle dans le reste du domaine. Le résultat obtenu est simplement la propagation du proﬁl de
vitesse dans le domaine de calcul, ﬁgure 5.20, alors que la pression est homogène, ﬁgure 5.21.
L'intérêt de ce test est de montrer la propagation de la quantité de mouvement dans le
domaine sans que cela implique d'oscillations sur les autres grandeurs, particulièrement
la pression. Ce test permet d'une part de conﬁrmer les conclusions du chapitre précédent
sur l'implantation correcte des diﬀérents termes des équations pour la phase liquide, mais
aussi, de valider l'implantation de la loi d'état des gaz rigides. En eﬀet, ce test a été réalisé
après l'introduction de cette loi d'état pour décrire la phase liquide. C'est à dire que la
résolution des équations de la phase liquide dans le code utilise la loi des gaz rigides. Ainsi,
ce test permet de valider l'implantation de la loi des gaz rigides dans la phase lagrangienne
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Fig. 5.19: Maillage et conditions aux limites utilisés pour la propagation d'un proﬁl de
vitesse.























Fig. 5.20: Champ de vitesse convergé. Fig. 5.21: Champ de pression convergé.
du code IFP-C3D.
5.2.2 Ecoulement de Poiseuille
Le second test eﬀectué consiste à reproduire un écoulement de Poiseuille laminaire : un
proﬁl de vitesse parabolique est lié à un gradient de pression constant. Pour eﬀectuer ce test,
un maillage 2D (20×10 mailles) est utilisé. Ce maillage est présenté sur la ﬁgure 5.22. Les
conditions aux limites sont également représentées sur cette ﬁgure. Les conditions initiales
sont les suivantes :
→ champ de vitesse uniforme et nul,
→ fraction volumique de liquide homogène de valeur 1,
→ température uniforme à 300K,
→ pression uniforme à 1 bar.






(x2j − xj ∗ xmaxj ) (5.9)
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Fig. 5.22: Maillage et conditions aux limites utilisés pour le test analytique : Ecoulement
de Poiseuille.

























Fig. 5.23: Champ de vitesse convergé. Fig. 5.24: Comparaison pression analy-tique - pression numérique.
Pour la résolution numérique du problème, le proﬁl de vitesse analytique est imposé en
entrée du domaine. Il est alors nécessaire d'attendre la convergence du calcul.
La ﬁgure 5.23 permet de comparer le proﬁl de vitesse convergé avec la solution ana-
lytique. Le proﬁl de vitesse est tracé en diﬀérentes positions axiales, ce qui montre que le
champ de vitesse s'est bien établi à toutes les positions x. La ﬁgure 5.24 permet de com-
parer le proﬁl de pression numérique avec le proﬁl de pression analytique. Nous pouvons
constater que les deux proﬁls sont très proches et leur allure linéaire conduit bien à un
gradient de pression constant.
5.2.3 Décroissance d'un tourbillon de Green Taylor
La décroissance visqueuse du tourbillon de Green Taylor a été simulée.
Déﬁnition et solution analytique
Le tourbillon de Green Taylor est un écoulement pour lequel il est possible de déterminer
une solution analytique des équations incompressibles de Navier Stokes [19]. Les champs
de vitesse et pression pour ce dernier s'écrivent au cours du temps pour un domaine carré
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Fig. 5.25: Fonction caractéristique du
tourbillon de Green Taylor.
Fig. 5.26: Maillage et conditions aux li-
mites pour le tourbillon de Green Taylor.
de côté L :























Le centre du tourbillon est localisé au centre du domaine. La fonction F (t) s'écrit :





Nous choississons une viscosité dynamique du liquide : µl = 4.5 ∗ 10−1kg.m−1.s−1, une
masse volumique, ρl = 1359.67kg.m−3 et une température du liquide Tl = 300K. La
fonction F (t) est représentée sur la ﬁgure 5.25. Cette courbe permet de déterminer le temps
caractéristique de l'écoulement, noté τc, qui est l'intersection de la tangente à l'origine avec
l'axe des abcisses. C'est également la solution de l'équation, dF (t)dt .t + F (0) = 0, les deuxméthodes permettent d'obtenir τc = 0.061s.
Dans le maillage régulier 2D(40*40 mailles) utilisé pour la validation, L = 0.02 m. Les
conditions aux limites sont présentées sur la ﬁgure 5.26. La vitesse imposée sur les parois,
supposée glissantes, correspond à la solution analytique.
La solution des équations à t = 0 est imposée comme solution initiale de la simulation,
ﬁgure (5.27). Un temps de 1.6τc, correspondant à une diminution de l'intensité du tourbillon
au cinquième de sa valeur initiale, comme le montre la courbe 5.25, est ensuite simulé.
Nous pouvons alors comparer la solution analytique à la solution numérique pour la
vitesse et la pression, ﬁgures 5.28 à 5.31.
Ces ﬁgures montrent que les résultats analytiques sont très proches des résultats nu-
mériques. En eﬀet, l'erreur maximale après 0.4τc vaut respectivement :
→ 0.01 % pour la pression,
→ 0.05 % pour la vitesse.
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Fig. 5.27: Conditions initiales imposées pour le test du tourbillon de Green Taylor.
Ce cas test permet donc de valider l'implantation des équations de transport pour la
phase liquide.
5.2.4 Diﬀusion de la température
Les cas tests précédents ont permis de valider l'implantation des équation de continuité
et de quantité de mouvement. Cependant, de fortes modiﬁcations ont été également ap-
portées à l'équation d'énergie lors de l'implantation de la loi des gaz rigides dans la phase
liquide. Pour valider le transport de l'énergie, des tests de diﬀusion ont donc été réalisés.
Diﬀusion monodimensionnelle
Dans un premier temps un test monodimensionnel de diﬀusion a été réalisé. Le maillage
est alors un canal possédant 20 mailles dans la direction x et 10 mailles selon y et z. La
température a été initialisée par la loi :





La température initiale varie alors entre 330 K et 400K. La solution initiale est repré-
sentée sur la ﬁgure 5.32.
Les résultats de ce cas test monodimensionnel sont très satisfaisants. En eﬀet, on peut
voir sur la ﬁgure 5.32 l'étalement de la gaussienne par diﬀusion. Celui-ci se poursuit jusqu'à
obtenir une température quasi-homogène dans le domaine. D'autre part, en considérant
les valeurs minimale et maximale de la température, on voit sur la ﬁgure 5.33 que ces
deux extrema se rapprochent de la valeur moyenne, qui reste constante, lorsque le nombre
d'itérations augmentent.
Une précision importante est requise ici. Ces résultats n'ont pas été comparés à des
solutions analytiques car la détermination de la solution de diﬀusion d'une gaussienne
suppose un domaine inﬁni.
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Fig. 5.28: Comparaison solution
analytique-solution numérique.
Proﬁl de vitesse selon l'axe x. Analytique :
•, Numérique : , ? : Solution initiale.
Fig. 5.29: Comparaison solution
analytique-solution numérique.
Proﬁl de pression selon l'axe x. Analytique :
•, Numérique : , ? : solution initiale.
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Fig. 5.30: Comparaison solution
analytique-solution numérique.
Proﬁl de vitesse selon la diagonale. Analy-
tique : •, Numérique : , ? : Solution initiale.
Fig. 5.31: Comparaison solution
analytique-solution numérique.
Proﬁl de pression selon la diagonale. Analy-
tique : •, Numérique : , ? : Solution initiale.
A : t = 0.4τc ; B : t = 0.8τc ; C : t = 1.22τc ; D : 1.6τc.
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Fig. 5.32: Test monodimensionnel de dif-
fusion.
 : solution initiale ; • : solution intermé-
diaire ;  : solution ﬁnale.
Fig. 5.33: Test monodimensionnede dif-
fusion.
 : Valeur maximale ; • : Valeur moyenne ;
 : Valeur minimale.
Fig. 5.34: Evolution de la temperature
minimale et maximale au cours de la ré-
solution.
Fig. 5.35: Diﬀusion de la gaussienne tri-
dimensionnelle de température.
Diﬀusion tridimensionnelle
Pour ce test, un champ gaussien tridimensionnel de température a été initialisé :





Tl = T0 +A(t)e
− r2
K(t) (5.13)
La température initiale varie alors entre 300K et 400K. La ﬁn de la simulation
correspond à l'instant auquel la température devient quasi-uniforme dans le domaine. La
ﬁgure 5.34 montre l'évolution de la valeur minimale et de la valeur maximale de tempéra-
ture au cours de la simulation. La ﬁgure 5.35 montre la décroissance de la gaussienne de
température au cours du temps.
Benjamin TRUCHOT 105
106 Tests numériques et validations sur des cas académiques laminaires
Fig. 5.36: Géométrie utilisée pour le test
avec mouvement de maillage.
Fig. 5.37: Résultat du test avec mouve-
ment de maillage.
 : Masse de liquide dans le cylindre ;  :
Masse de liquide ayant quitté le cylindre ; • :
Somme des deux masses précédentes.
5.2.5 Test de conservation avec mouvement de maillage
Le code IFP-C3D permet également de réaliser des calculs avec mouvement de maillage.
Pour un calcul moteur, cette fonctionnalité est indispensable. Ainsi, les tests de validation
doivent comporter un calcul prenant en compte la fonctionnalité de mouvement de maillage.
Le liquide étant incompressible, le test réalisé consiste à chasser un liquide par mouvement
du piston. La géométrie utilisée est présentée sur la ﬁgure 5.36.
Pour valider ce calcul, deux grandeurs sont post-traitées. La première est la masse
totale de liquide présente dans le cylindre qui doit décroître lors de la montée du piston. La
seconde est la masse de liquide ayant quitté le domaine. La somme de ces deux grandeurs
doit rester constante au cours du temps, c'est ce que conﬁrme la ﬁgure 5.37. Cela permet
de dire que la conservation de la masse est respectée dans les équations du modèle à deux
ﬂuides implanté dans le code IFP-C3D, en introduisant un mouvement de maillage.
5.2.6 Conclusions
Cette section a permis de valider l'implantation des équations pour la phase liquide
dans le code IFP-C3D, en excluant le couplage entre les phases : transfert de quantité de
mouvement, évaporation et transfert d'énergie. Après avoir introduit un couplage faible
entre les phase par la présence de αg = 1 − αl, les termes d'échange interfaciaux ont été
introduits. Aﬁn de valider cette implantation, des tests concernant chacune des contribu-
tions ont été réalisés. La modélisation de ces termes est brièvement rappelée (la description
des diﬀérents modèles et le choix d'un modèle sont exposés au chapitre 3).
Les transferts de quantité de mouvement seront traités en premier lieu, puis les trans-
ferts de masse et d'énergie seront validés.
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5.3 Validations des termes d'échange interfaciaux
5.3.1 Transfert interfacial de quantité de mouvement
Dans une première approche, le transfert interfacial de quantité de mouvement a été
modélisé en retenant l'hypothèse de gouttes sphériques pour la phase liquide. Considérant le
fort rapport de densité entre les deux phases, la force de traînée est fortement prédominante.
Elle sera seule modélisée pour reproduire l'échange de quantité de mouvement entre les deux














Diﬀérents tests de validation ont été réalisés pour montrer que la modélisation retenue
permettait de reproduire des écoulements diphasiques. Deux hypothèses sont nécessaires :
→ la phase liquide est présente sous forme dispersée (gouttes sphériques),
→ le rapport de densité entre les phases est important, ce qui implique que la force de
traînée est dominante.
5.3.2 Equilibre des vitesses gaz-gouttes
Dans un canal périodique, une distribution de gouttes de taille homogène est initialisée.
Le gaz est initialement au repos, les gouttes ont une vitesse de 1 m/s. les gouttes doivent
mettre le gaz en vitesse, tandis que leur propre vitesse doit décroîre. Il est possible d'écrire
la décroissance analytique pour la vitesse relative : Vr = Vl − Vg :









Les cas-test présentés ici doivent reproduire cette solution analytique. Ces tests ont
été réalisés pour diﬀérentes valeurs de la fraction volumique liquide, ce qui correspond à
plusieurs valeurs du diamètre des gouttes distribuées dans le domaine. Les valeurs αl = 0.5
et αl = 0.05 sont présentés sur les ﬁgures 5.38 et 5.39.
5.3.3 Transfert de masse et d'énergie
Les transferts de masse et d'énergie sont deux phénomènes intimement liés et agissent
de manière couplée. Le modèle d'évaporation qui a été retenu est un modèle basé sur une
loi en d2, présentée dans la section 3.1.3.
La modélisation de ces diﬀérents termes est décrite dans ce même chapitre 3.
Evaporation d'une goutte isolée
Ce test est très défavorable pour l'approche eulérienne. En eﬀet, celle-ci est avant tout
dédiée à la modélisation de phases continues. Deux champs de conditions initiales ont
été reproduits. Le premier permet une comparaison des résultats obtenus en modélisa-
tion Euler-Euler et en modélisation Euler-Lagrange avec des résultats expérimentaux. Le
Benjamin TRUCHOT 107
108 Tests numériques et validations sur des cas académiques laminaires
Fig. 5.38: Evolution de la vitesse relative
pour αl = 0.5, soit un diamètre de goutte
de 4.92 ∗ 10−4m.
Fig. 5.39: Evolution de la vitesse rela-
tive pour αl = 0.05, soit un diamètre de
goutte de 2.28 ∗ 10−4m.
deuxième, où la température du gaz environnant est supérieure, permet de comparer les ré-
sultats Euler-Euler aux résulats Euler-Lagrange pour l'évaporation complète d'une goutte
isolée. Les cas-test reproduits ici ont été choisi parmis ceux réalisés au cours d'une étude
réalisée par Habchi et al. [45].
Premier champ de conditions initiales
Pour les tests représentés ici, le carburant choisi est l'heptane. Une goutte d'un diamètre
de 900 µm à la température initiale de 308 K est placée dans une enceinte remplie d'air
à la température initiale de 573 K et à la pression de 10.1 bar. Le maillage choisi pour
reproduire ce test est une boite cubique (10×10×10 mailles). Une goutte est initialisée dans
une seule maille au centre du domaine. Les ﬁgures 5.40 et 5.41 représentent respectivement
l'évolution du carré du diamètre normalisé au cours du temps et de la température de la
goutte . Notons que les résultats lagrangiens obtenus l'ont été avec la même version du code
que celle utilisée pour obtenir les résultats eulériens. Les deux modèles sont disponibles dans
IFP-C3D.
Le premier résultat de ce test est la proximité des résultats Euler-Euler et Euler-
Lagrange, ce qui est très positif au vu de la diﬃculté pour un modèle eulérien de simuler
le comportement d'une goutte isolée. L'évolution du carré du diamètre nomalisé, tout
d'abord montre la diﬃculté de modélisation du phénomène d'évaporation, tant avec un
modèle eulérien qu'à l'aide d'une approche lagrangienne. En ce qui concerne l'évolution de
la température de la goutte, les résultats Euler-Euler et Euler-Lagrange sont à nouveau
très proches. On remarque cependant sur ces deux courbes que :
→ le modèle eulérien induit une évaporation un peu plus lente
→ le modèle eulérien induit un échauﬀement plus rapide
Si ces deux constatations peuvent paraître contradictoires, elles ne le sont en fait nulle-
ment. En eﬀet, si le terme d'évaporation est plus faible, la quantité d'énergie interne perdue
par la goutte est alors également plus faible et l'échauﬀement de la goutte est donc plus
important.
Second champ de conditions initiales
La géométrie et le carburant utilisés sont les mêmes que pour le calcul précédent, seules
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Fig. 5.40: Evolution du carré du dia-
mètre normalisé au cours du temps.
• : calcul eulérien ; − : calcul lagrangien ;  :
points expérimentaux.
Fig. 5.41: Evolution de la température
de la goutte liquide.
• : calcul eulérien ; − : calcul lagrangien ;  :
points expérimentaux.
changent les conditions initiales. Le diamètre de la goutte est également de 900 µm, sa
température initale est de 300 K, la température du gaz environnant est de 1500 K, à la
pression de 10.1 bar. Les ﬁgures 5.42 et 5.43 représentent l'évolution du carré du diamètre
normalisé et de la température de la goutte.
Ne possédant pas de données expérimentales pour ce test, son seul intérêt réside dans
la comparaison des résultats donnés par chacun des modèles. On remarque à nouveau
la proximité entre les courbes, reﬂétant un excellent accord entre les modèles eulérien
et lagrangien de transfert de masse et d'énergie. D'autre part, les deux remarques du
paragraphe précédent restent valable, à savoir que le transfert de masse est un peu plus
faible pour le modèle eulérien, pour lequel l'échauﬀement de la goutte est plus important.
Enﬁn, on remarque le caractère linéaire de l'évolution du carré du diamètre normalisé, ce
qui découle de la loi en d2 utilisée pour la modéliser.
5.3.4 Conclusions
Ces comparaisons avec des solutions analytiques permettent donc de valider l'implan-
tation des termes de transfert pour chacune des phases dans le code IFP-C3D. En eﬀet,
les tests présentés ci-dessus montrent la capacité du code diphasique eulérien à reproduire
des échanges de masse, de quantité de mouvement et d'énergie à l'interface.
5.4 Conclusion
Dans ce chapitre, de nombreux tests de validation ont été réalisés. Ils ont permis de s'as-
surer de l'implantation numérique correcte des diﬀérents termes des équations de transport
pour la phase liquide, pour la loi d'état et pour les termes d'échange. Des comparaisons
gaz-liquide ont permis, dans un premier temps, de valider le traitement des termes convec-
tifs et diﬀusifs des équations de la phase liquide, en utilisant pour celle-ci la loi des gaz
parfaits. Après l'introduction de la loi des gaz rigides et des modiﬁcations que cela implique
Benjamin TRUCHOT 109
110 Tests numériques et validations sur des cas académiques laminaires
Fig. 5.42: Evolution du carré du dia-
mètre normalisé au cours du temps.
• : calcul eulérien ; − : calcul lagrangien.
Fig. 5.43: Evolution de la température
de la goutte liquide.
• : calcul eulérien ; − : calcul lagrangien.
sur l'algorithme de résolution au cours de la phase lagrangienne, des tests analytiques ont
permis de s'assurer du bon comportement de la loi d'état et du solveur de pression pour
la phase liquide. Enﬁn, des comparaisons à des solutions analytiques et expérimentales ont
permis de valider les diﬀérents termes d'échange interfaciaux entre les phases (évaporation,
traînée et échange d'énergie).
110 Manuscrit de Thèse
Chapitre 6
Validations du modèle diphasique
compressible de turbulence
Dans le chapitre précédent, de nombreux cas-test ont été réalisés aﬁn de valider l'im-
plantation de la partie laminaire de modèle à deusx ﬂuides développé. Les cas-test présentés
dans ce chapitre sont des tests plus complets, incluant les eﬀets turbulents et se rappro-
chant par conséquent des tests de faisabilité en conﬁguration moteur qui sont présentés au
chapitre suivant.
6.1 Validation du modèle de turbulence utilisé dans la phase
gazeuse
La modélisation de la turbulence dans la phase gazeuse est réalisée à l'aide d'un modèle
k − ε. Les équations de transport pour k et ε ont été modiﬁées, section 3.4.3, aﬁn de
prendre en compte le caractère diphasique de l'écoulement. Avant de réaliser des tests
de validation en comparant les résultats du code IFP-C3D à des mesures expérimentales,
un test numérique a été réalisé aﬁn de s'assurer de l'implantation correcte des équations
diphasiques pour k et ε.
6.1.1 Test numérique
Un premier test a été réalisé sur une géométrie simple. Un gaz est introduit dans
une enceinte cylindrique. Ce gaz est comprimé par le mouvement du piston, les parois du
cylindre sont adiabatiques. Ce test est un cas monophasique,. Il est donc important de
remarquer que, pour ce cas, les équations sont indépendantes de αg. En eﬀet, si αg est
homogène et constant dans le domaine, le modèle se simpliﬁe et les équations sont celles
d'un écoulement monophasique. Aﬁn de vériﬁer cette propriété, ce test a été réalisé pour
diﬀérentes valeurs de αg (bien que des valeurs diﬀérentes de 1 ne correspondent pas à la
physique), les résultats devant alors être identiques.
La ﬁgure 6.1 présente la géométrie utilisée et son évolution au cours du temps. La
vitesse de rotation est de 1200 tours par minute. Dans un premier temps, ce test a été
réalisé avec la version originale (sans le modèle diphasique eulérien) de IFP-C3D. Ce test
permet d'obtenir le calcul qui servira de référence. Aucune prétention de validation n'est
présente dans ce cas-test, il s'agit uniquement de vériﬁer que l'implantation du modèle
k − ε diphasique ne modiﬁe pas les résultats dans un cas monophasique. La pression et la
température sont initialement homogènes dans le cylindre, respectivement 0.561 bar et 370
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-180◦ -100◦ 0◦ 100◦ 180◦
Fig. 6.1: Mouvement de maillage, compression et détente adiabatique d'un gaz.
Fig. 6.2: Représentation du champ de vitesse initiale dans le cylindre. Vue du cylindre par
le dessus.
K. Un mouvement de rotation solide est initialisé dans le cylindre, ce mouvement initial
est représenté sur la ﬁgure 6.2.
Le résultat de ce test doit permettre de vériﬁer l'implantation des équations diphasiques
du modèle k−ε. La ﬁgure 6.3 montre les résultats obtenus avec la nouvelle version de IFP-
C3D, obtenue en intégrant le modèle diphasique eulérien développé dans le cadre de cette
thèse, pour diﬀérentes valeurs de αg. Cette ﬁgure permet de mettre en évidence la parfaite
concordance entre la version originale et la nouvelle version de IFP-C3D, aussi bien pour
des valeurs élevées (0.99 et 1) que pour de faibles valeurs (0.01) de αg.
Deux modèles de turbulence sont présents dans le code IFP-C3D. Ainsi, il est important
de vériﬁer que, pour le modèle de turbulence k −  RNG [46], les résultats obtenus sont
également indépendants de la valeur de la fraction volumique de gaz. Les tests pour ce
second modèle de turbulence conduisent aux mêmes conclusions que le test précédent, bien
que les courbes ne soient pas présentées ici.
6.1.2 Validation expérimentale, cas de la marche monophasique
Le test prédédent a permis de s'assurer de l'implantation correcte des équations dipha-
siques pour le modèle k et ε. Ce premier test ne permet nullement de valider le modèle k−ε
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Fig. 6.3: Evolution de l'énergie cinétique turbulente (ECT) et de sa dispersion sur un cas
de compression-détente adiabatique. Comparaison entre la version originale et la nouvelle
version du code IFP-C3D.
Fig. 6.4: Présentation de la géométrie utilisée pour la prédiction de la zone de recirculation
derrière une marche ascendante.
utilisé. Ainsi, avant de réaliser des tests diphasiques de dispersion utilisant les grandeurs
turbulentes de la phase continue, il convient de s'assurer de la prédiction correcte de ces
grandeurs par le modèle de turbulence utilisé dans la phase gazeuse. Si divers tests ont été
réalisés par le passé [44], de nombreuses améliorations ont été apportées par la suite à ces
modèles. Ainsi, il convenait de réaliser à nouveau des tests de validation de ce modèle de
turbulence.
Le but de ce test est de reproduire la zone de recirculation derrière une marche ascen-
dante, schématisée sur la ﬁgure 6.4, ainsi que les proﬁls d'énergie cinétique turbulente à
diﬀérentes positions longitudinales. Les données expérimentales ont été obtenues sur cette
géométrie dans [67]. La vitesse d'injection du gaz est de 18.2m.s−1. En considérant le dia-
mètre d'entrée comme dimension caractéristique, le nombre de Reynolds de l'écoulement
vaut alors : Re = 88300.
Aﬁn de comparer les résultats obtenus aux résultats expérimentaux, le résultat numé-
rique doit être parfaitement convergé. Le temps physique total de simulation nécessaire
à l'obtention d'un écoulement convergé est d'environ 300 ms. Cela correspond à 6 fois le
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temps convectif, τC . Ce dernier est le temps mis par une particule pour traverser entière-
ment le domaine ﬂuide (environ 54 ms pour ce test).
La ﬁgure 6.5 présente le champ de vecteurs vitesses sur un fond coloré par la norme
de la vitesse. Cette image est un agrandissement de la zone de recirculation permettant
de mettre en évidence le phénomène de recirculation. Cela permet également de montrer
le proﬁl de vitesse imposé en entrée. Plusieurs tests ont été réalisés concernant la forme
optimale du proﬁl de vitesse. Un premier test a été réalisé en maillant également le canal
amont, un second en imposant en entrée du domaine le proﬁl de vitesse convergé dans un
canal et enﬁn, un proﬁl plat en entrée du domaine. Cette dernière condition limite est celle
qui permet d'obtenir les meilleurs résultats.
Fig. 6.5: Zone de recirculation obtenue numériquement, t = 5.6 tC
La ﬁgure 6.6 montre le proﬁl de vitesse au niveau de la paroi supérieure du domaine.
Cela permet de déterminer la taille de la zone de recirculation. En eﬀet, celle-ci correspond
à la position longitudinale à laquelle le signe de la vitesse s'inverse, soit environ 5h, où h
est la hauteur de la marche. La mesure expérimentale prévoit une zone de recirculation
d'environ 7 h, avec une imprécision sur la mesure de l'ordre de h. La taille de la zone de
recirculation est ainsi sous-estimée par le calcul. Il est légitime d'attribuer ce résultat à une
sous-estimation de la viscosité turbulente par le modèle k − ε. On rapelle que pour un tel
modèle, la viscosité turbulente s'écrit : µt = ρCµ k2ε , où Cµ est une constante du modèlevalant 0.09. Cette hypothèse est conﬁrmée par l'étude des proﬁls de k, énergie cinétique
turbulente, en trois positions longitudinales, ﬁgures 6.7, 6.8 et 6.9.
D'autre part, on constate que le modèle k− ε RNG améliore la prédiction des niveaux
de turbulence en aval de la marche. On remarque également que la taille de la zone de
recirculation prédite par le modèle k − ε RNG est légèrement plus proche de la valeur
expérimentale (environ 5.5h).
Les proﬁls expérimentaux de vitesse moyenne sont également disponibles. La valeur
moyenne de la vitesse est bien reproduite par le code.
6.2 Validation du modèle de longueur de mélange pour la
phase liquide
Comme cela a été décrit dans la section 3.4.2, le modèle de longueur de mélange semble
bien adapté aux conﬁgurations industrielles que l'on souhaite reproduire. Aﬁn de valider
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Modèle k-ε  Standard
Modèle k-ε RNG
























Résultats IFP-C3D, modèle k-ε RNG
Résultats KIVA-II
Résultats IFP-C3D, modèle k-ε Std
Fig. 6.6: Proﬁl de vitesse selon la direc-
tion de l'écoulement sur la paroi supé-
rieure du domaine, t = 5.6 tC .
Fig. 6.7: Comparaison des proﬁls d'éner-
gie cinétique turbulente dans la direction
transverse de l'écoulement. x/h = 7.7.























Résultats IFP-C3D, modèle k-ε RNG
Résultats KIVA-II
Résultats IFP-C3D, modèle k-ε Std






















Résultats IFP-C3D, modèle k-ε RNG
Résultats KIVA-II
Résultats IFP-C3D, modèle k-ε Std
Fig. 6.8: Comparaison des proﬁls d'éner-
gie cinétique turbulente dans la direction
transverse de l'écoulement. x/h = 10.3.
Fig. 6.9: Comparaison des proﬁls d'éner-
gie cinétique turbulente dans la direction
transverse de l'écoulement. x/h = 15.7.
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Résultats IFP-C3D, modèle k-ε RNG
Résultats KIVA-II
Résultats IFP-C3D, modèle k-ε Std















































Résultats IFP-C3D, modèle k-ε RNG
Résultats KIVA-II
Résultats IFP-C3D, modèle k-ε Std
Fig. 6.10: Comparaison des proﬁls de
vitesse dans la direction transverse de
l'écoulement. x/h = 5.5.
Fig. 6.11: Comparaison des proﬁls de
vitesse dans la direction transverse de
l'écoulement. x/h = 10.7.















































Résultats IFP-C3D, modèle k-ε RNG
Résultats KIVA-II
Résultats IFP-C3D, modèle k-ε Std
Fig. 6.12: Comparaison des proﬁls de vitesse dans la direction transverse de l'écoulement.
x/h = 15.5.
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Fig. 6.13: Dispositif expérimental.
Fig. 6.14: Représentation du maillage, symétrisé par rapport à l'axe z, et de la distribution
de la norme de la vitesse en [m.s−1] après convergence du calcul.
cette approche, il est nécessaire de comparer les résultats du modèle à des mesures expé-
rimentales. Aﬁn d'être proche des hypothèses de ce modèle, l'expérience choisie est celle
réalisée par Fukushimaet al. [41]. La ﬁgure 6.13 présente les conditions expérimentales. Les
dimensions du domaine de mesure sont de 300mm × 110mm × 110mm. Le diamètre d de
l'injecteur utilisé est de 1mm et le ﬂuide injecté est de l'eau liquide. La vitesse d'injection,
U0, de 2m.s−1 permet de déduire le nombre de Reynolds de l'écoulement en utilisant pour
dimension caractéristique le diamètre de l'injecteur : Re = 2000.
Le maillage utilisé pour la réalisation du calcul est un maillage 2D axisymétrique com-
portant environ 10000 cellules. La ﬁgure 6.14 montre sur ce maillage, symétrisé par rapport
à l'axe z, la carte des valeurs de vitesse après avoir obtenu la convergence du calcul.
Les jets libres turbulents axisymétriques ont été largement étudiés dans la littérature.
De nombreuses études expérimentales, théoriques ou numériques ont ainsi été réalisées.
L'un des points clefs du développement d'un jet libre turbulent est l'évolution de la com-
posante axiale de vitesse dans la direction z de l'écoulement. Le proﬁl de vitesse obtenu
à l'aide du modèle de mélange est comparé aux valeurs expérimentales sur la ﬁgure 6.15.
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Fig. 6.15: Evolution de la composante
axiale de la vitesse suivant l'axe de
l'écoulement.
Fig. 6.16: Proﬁl de vitesse normalisée
le long de l'axe et détermination des
constantes.
Cette ﬁgure montre la bonne concordance des résultats obtenus numériquement avec les
valeurs expérimentales, qui sont légèrement surrestimées. Malheureusement, les valeurs ex-
périmentales ne sont mesurables que loin de l'injecteur et ne permettent pas d'observer les
phénomènes près du nez. Cependant, la détermination des grandeurs caractéristiques de
l'écoulement permet des comparaisons plus ﬁnes. De plus, des calculs eﬀectués en SND (Si-
mulation numérique Directe) [14,74] permettent de conﬁrmer la forme générale de la courbe
de vitesse obtenue. Ainsi, la prédiction de la forme en plateau près du nez de l'injecteur
est en accord avec les prédictions théoriques et les calculs SND.













où z0 est l'origine virtuelle de vitesse et Bu la constante d'aﬀaiblissement. La détermination
de ces deux paramètres permet d'obtenir l'expression de la fonction décrivant au mieux
l'évolution de la vitesse UC . Les valeurs expérimentales ont pour origine virtuelle de vitesse
z0 = 6.75d. L'origine de vitesse virtuelle obtenue à l'aide d'un calcul SND par [14] est de
z0 = 4.9d pour un nombre de Reynolds d'environ 2400. La recherche des paramètres de
l'écoulement permet d'obtenir la courbe représentative pour chacun des résultats dispo-
nibles (numérique et expérimental). C'est ce que montre la ﬁgure 6.16. On peut comparer
les grandeurs caractéristiques obtenues expérimentalement aux valeurs issues du calcul
IFP-C3D. La comparaison de la valeur trouvée pour l'origine virtuelle du jet est toutefois à
pondérer par la très forte dépendance de cette grandeur aux conditions aux limites (proﬁl
de vitesse en entrée) [14, 74]. En eﬀet, dans le cas expérimental, le liquide est injecté dans
le domaine après un long parcours dans un canal souple. Cela explique que les valeurs
trouvées avec le modèle de longueur de mélange soient plus proches des valeurs obtenues
en SND que des résultats expérimentaux.
Les comparaisons précédentes concernant l'évolution de la vitesse sur l'axe sont satis-
faisantes. Le second point de comparaison est l'étude de la croissance de l'épaisseur du jet.
Il s'agit cette fois de comparer l'évolution de la demi-épaisseur de vitesse du jet simulé aux
valeurs expérimentales, ﬁgure 6.17. La croissance de la demi-épaisseur de vitesse obtenue
numériquement présente un proﬁl linéaire correspondant aux observations. L'équation de
la droite obtenue expérimentalement s'écrit, pour 20 < z < 80, z = 0.0965z. Le coeﬃcient
directeur obtenu numériquement vaut 0.09, soit une valeur très proche de la valeur mesurée.
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Fig. 6.17: Evolution de la demi-épaisseur de vitesse.
6.3 Ecoulements turbulents diphasiques
Les deux sections précédentes ont permis de valider l'ensemble de la modélisation adop-
tée pour la turbulence, et en particulier, les modèles de turbulence utilisés pour chacune
des phases. L'objet de cette section est de valider les termes de couplage turbulents entre
les phases.
6.3.1 Validation sur une conﬁguration expérimentale : couche de mé-
lange monophasique
Si le but de cette section est de valider le modèle diphasique de turbulence, il est
important de s'assurer dans un premier temps du bon comportement de notre modèle sur
cette conﬁguration. Utilisant le fait que des mesures ont été réalisées sur cette géométrie par
Hishida et al. [52] et Ishima et al. [57], tant en écoulement monophasique qu'en écoulement
diphasique, il nous est possible de s'intéresser dans un premier temps à la conﬁguration
monophasique. D'autre part, il est intéressant de noter qu'une étude numérique de cet
écoulement a également été réalisée par Oliveira et Issa [87]. L'introduction de particules
dans cette couche de mélange sera étudiée au paragraphe 6.3. La géométrie et les conditions
expérimentales sont décrites en détail dans [52, 57]. La géométrie utilisée et les conditions
du calcul sont présentées sur le schéma 6.18. L'un des intérêts majeurs de cette expérience
est de traiter plusieurs vitesses d'injection pour la phase gazeuse et plusieurs diamètres de
particules. Les diﬀérents régimes étudiés en écoulement monophasique sont présentés dans
le tableau 6.1.
Conditions V1 [m.s−1] V2 [m.s−1] Vb [m.s−1] ∆V [m.s−1]
(I) 21 13 17 8
(II) 13 4 8.5 9
(III) 15 3 9 12
Tab. 6.1: Conditions d'injection en couche de mélange monophasique
V1 et V2 sont les deux vitesses d'injection pour la phase gazeuse, Vb = V1+V22 et ∆V = V1 − V2
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Fig. 6.18: Géométrie utilisée pour le calcul de la couche de mélange.
Diﬀérents maillages ont été utilisés pour cette géométrie. Cela a permis de mettre en
évidence la sensibilité du modèle au facteur de forme des mailles (∆y∆x).Les résultats expérimentaux sont plus détaillés pour Vb = 8.5m.s−1. C'est donc ce
régime d'écoulement qui a été principalement étudié. L'intérêt majeur de ce régime réside
dans la connaissance des taux de vitesses ﬂuctuantes en entrée du domaine. Ainsi, les
conditions aux limites en entrée du domaine sont parfaitement déterminées, ce qui facilite
les comparaisons expérience-calcul étant donné la grande sensibilité du modèle k − ε aux
conditions aux limites, il est alors légitime d'avoir choisi ce rapport de vitesse.
Premiers tests et choix du maillage
Dans cette première partie, l'inﬂuence du maillage sur les résultats du modèle de tur-
bulence va être étudiée. D'autre part, la comparaison des résultats entre le modèle k − ε
standard et le modèle k − ε RNG sera également abordée.
Aﬁn de mesurer l'importance de la taille et de la qualité du maillage sur le résultat,
deux grandeurs ont été plus particulièrement étudiées : l'épaisseur de la couche de mélange,
notée b, et le proﬁl de ﬂuctuations de vitesse, V ′ . L'épaisseur de la couche de mélange est
déﬁnie par la relation :
b = YV0.75 − YV0.25 (6.2)
où YV0.75 (respectivement YV0.25) représente l'ordonnée du point où la composante de lavitesse dans la direction de l'écoulement vaut V = 0.75∆V + V2 (respectivement V =
0.25∆V + V2). Le schéma 6.19 permet d'avoir une vision concrète de l'épaisseur de la
couche de mélange.
La confrontation des résultats numériques à la valeur expérimentale de l'épaisseur de la
couche de mélange va permettre d'établir une première série de conclusions. La ﬁgure 6.20
120 Manuscrit de Thèse
Ecoulements turbulents diphasiques 121
Fig. 6.19: Déﬁnition de l'épaisseur de la couche de mélange.
permet de comparer la prédiction de l'épaisseur de quantité de mouvement pour chacun
des maillages aux valeurs expérimentales.
Sur la ﬁgure 6.20, les résultats obtenus sur diﬀérents maillages sont présentés. Le pre-
mier maillage, résultat (+ · · · +) obtenu avec le mailleur hexa de ICEM-CFD présente
une zone raﬃnée au niveau de l'injecteur. Il est présenté sur la ﬁgure 6.21. La portion
du maillage représentée est de 1 cm de longueur et 8 mm de hauteur. Il apparaît sur ce
maillage que le ﬂuide est guidé par les lignes du maillage. En eﬀet, plusieurs lois de raﬃne-
ment ont été testées, conduisant chaque fois à une croissance de la zone de mélange selon
l'ouverture du maillage. Ce résultat est fort probablement dû au facteur de forme, très
élevé dans le cas de ce maillage. Fort de cette remarque, un test sur un maillage cartésien
régulier avec un facteur de forme bien plus faible que celui du maillage hexa, ﬁgure 6.22 a
été réalisé, résultat (×− ·×). Les résultats obtenus sur ce maillage reproduisent beaucoup
mieux la croissance de la couche de mélange. Ainsi, aﬁn d'aﬃner ce résultat, un raﬃnement
du maillage au centre du domaine a été réalisé. La ﬁgure 6.20 montre l'amélioration de la
prédiction de la couche de mélange en fonction du raﬃnement utilisé. Le nombre de mailles
dans la partie centrale du domaine, la zone de 1.17mm, est le nombre de mailles qui sera
utilisé à l'intérieur de l'injecteur pour le calcul diphasique.
Le maillage cartésien avec 3 mailles dans la partie centrale (injecteur) est celui qui
conduit à la meilleure prédiction de l'évolution de l'épaisseur de la couche de mélange.
C'est ce maillage qui sera utilisé pour les calculs diphasiques.
6.3.2 Validation sur une couche de mélange diphasique
Les modèles de turbulence utilisés pour chacune des phases ont été validés sur des
conﬁgurations qui leurs sont dédiées. A présent, la validation du modèle complet va être
discutée. La validation du modèle utilise les résultats exprimentaux obtenus par Hishida et
al. [52] et Ishima et al. [57] et les résultats numériques obtenus par Oliveira et al. [87]. Ces
derniers utilisent un modèle proche de celui présenté dans ce travail, bien que considérant
chacune des phases incompressibles. La géométrie est celle présentée dans la section 6.3.1.
Il s'agit d'une couche de mélange gazeuse, au centre de laquelle des particules de verre sphé-
riques sont injectées. Les conditions aux limites en écoulement diphasique et les dimensions
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Fig. 6.20: Evolution de l'épaisseur de la couche de mélange en fonction de la position
axiale pour diﬀérents maillages. Comparaison avec les valeurs expérimentales et les résultats
obtenus par [87].
Fig. 6.21: Maillage ICEM. Fig. 6.22: Maillage régulier.
Fig. 6.23: Maillage raﬃné au centre : 1
maille dans l'injecteur.
Fig. 6.24: Maillage raﬃné au centre : 3
mailles dans l'injecteur.
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Fig. 6.25: Géométrie et conditions aux limites pour la couche de mélange diphasique.
du domaine sont détaillées sur le ﬁgure 6.25.
La section 6.3.1 a permis de sélectionner un maillage adapté à l'écoulement. Trois
mailles, c'est à dire quatre noeuds, sont disposées au niveau de la section de l'injecteur.
Cela ne permet pas de déﬁnir un proﬁl de vitesse de façon précise, mais ne pose pas
de diﬃculté pour ce test, où un proﬁl plat est imposé en sortie d'injecteur. La fraction
volumique de la phase dispersée en entrée du domaine est de 0.157. Cette valeur reproduit
le débit expérimental déﬁni comme : Φ = αdρdVdS, où S est la section de l'injecteur.
Intérêt de la simulation
L'objectif de ce calcul est multiple. Il s'agit en premier lieu de réaliser une validation
globale du modèle diphasique eulérien développé. Ce calcul permet aussi de coordonner
les diﬀérentes approches utilisées pour les termes modélisés. Par exemple, de nombreuses
modélisations sont possibles pour le transfert des quantités turbulentes, k et ε, avec, en par-
ticulier la constante de transfert Cε3 , déﬁnie dans l'équation (3.89) pour laquelle il n'existeaucune valeur universelle. Ainsi, l'objet de ce calcul est de faire apparaître l'inﬂuence des
diﬀérentes modélisations adoptées sur les résultats obtenus.
Premiers résultats et forme de l'écoulement
Avant de réaliser des comparaisons précises des diﬀérentes grandeurs de l'écoulement avec
les résultats expérimentaux, il est intéressant d'étudier la forme générale de l'écoulement.
Ainsi, la ﬁgure 6.26 montre la distribution de la fraction volumique de liquide, αl.
Cette ﬁgure montre la dispersion du liquide. En eﬀet, l'épaisseur de la couche de liquide
croît avec la distance à l'injecteur. Cela est principalement dû, comme nous l'avons vu au
chapitre 3, au terme de dispersion turbulente apparaissant dans le transfert de quantité de
mouvement.
La seconde grandeur intéressante est l'énergie cinétique turbulente, kc dans la phase
gazeuse. La ﬁgure 6.27 montre la distribution de kc. Elle fait notamment apparaître l'eﬀet
des parois sur la turbulence (eﬀet de couche limite). D'autre part, on peut également voir
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Fig. 6.26: Distribution de la fraction volumique de liquide.
Fig. 6.27: Distribution de l'énergie cinétique turbulente dans la phase gazeuse.
124 Manuscrit de Thèse
Ecoulements turbulents diphasiques 125
sur cette ﬁgure l'extension de l'épaisseur de la couche de mélange dans la phase gazeuse.
Déﬁnition des grandeurs caractéristiques
Aﬁn d'évaluer l'inﬂuence des diﬀérents paramètres du modèle de turbulence, il est essen-
tiel d'utiliser une grandeur caractéristique de l'écoulement. Les valeurs expérimentales pour
le nombre de particules normalisé sont disponibles pour diﬀérentes positions longitudinales.
Or, pour un diamètre de particule constant, comme c'est le cas dans cet écoulement, on













Ainsi, la grandeur caractéristique utilisée aﬁn d'étudier l'inﬂuence des diﬀérentes mo-
délisations sur les résultats obtenus sera la fraction volumique de solide normalisée (qui
pour nous correspond à la fraction volumique de liquide). La valeur αnorm correspond à
la valeur maximale de la fraction volumique dans le premier plan de mesure (x=100mm).
quatre proﬁls de cette grandeur sont disponibles dans [52], il s'agit des positions : x=100,
150, 200 et 250mm.
Eﬀet du nombre de Schmidt turbulent
L'expression de la dispersion turbulente, équation (3.123), fait apparaître la diﬀusion
turbulente, déﬁnie comme le rapport : ηc = µtcσα . Dans ce rapport, σα est un nombre deSchmidt turbulent. Dans la littérature, sa valeur varie entre 0.7 et 1.0. Ainsi, il est intéres-
sant d'étudier l'eﬀet de cette variation sur les résultats. La ﬁgure 6.28 montre les résultats
obtenus pour chacune des deux valeurs données précédemment. Ces deux résultats sont
présentés au même instant et sont peu diﬀérents, même si les courbes ne sont pas parfaite-
ment supperposées. Ainsi, les épaisseurs prédites de la couche de mélange diphasique sont
similaires.
La conclusion de ce premier test est que l'inﬂuence du nombre de Schmidt turbulent
est faible. Par la suite, la valeur de 1.0 sera conservée.
Eﬀet de la constante Cε3Le terme d'échange à l'interface dans l'équation de la dissipation turbulente est relié
à l'échange d'énergie cinétique turbulente. Cela fait apparaître une constante, Cε3 , dansl'équation 3.89. Or, comme précisé dans la section 3.6.2, de nombreuses valeurs sont utilisées
dans la littérature, variant entre -1 et 1.9. L'inﬂuence de Cε3 a été mis en évidence à traversla réalisation de diﬀérentes simulations, en faisant varier la valeur de cette constante. Les
ﬁgures 6.29 et 6.30 montrent plusieurs résultats obtenus.
Le premier résultat qu'il est important de noter sur cette ﬁgure est l'inﬂuence du terme
d'échange dans l'équation de kc. En eﬀet, en l'absence d'échange interfacial d'énergie ciné-
tique turbulente le résultat est faussé et l'épaisseur de liquide prédite est trop grande en
regard de la valeur expérimentale. En eﬀet, dans cette conﬁguration, la présence du liquide
agit comme un terme puits dans l'équation de kc.
Le second intérêt de cette courbe est de montrer l'inﬂuence de la constante Cε3 . Lavaleur −1 tout d'abord, a un eﬀet très particulier sur la conﬁguration de l'écoulement.
En eﬀet, elle fait apparaître un double pic de fraction volumique et donne des résultats
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Fig. 6.28: Eﬀet du nombre de Schmidt turbulent, valeurs à x=100mm.
Fig. 6.29: Eﬀet du signe de la constante Cε3 , valeurs à x=100mm.
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Fig. 6.30: Eﬀet de la constante Cε3 , valeurs à x=100mm.
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Fig. 6.31: Comparaison des modèles de dispersion turbulente, valeurs à x=100mm.
très éloignés de l'expérience. Ainsi, nous pouvons conclure que cette constante doit être
positive. Une valeur nulle pour cette constante surrestime légèrement l'épaisseur de la
couche de mélange diphasique au centre du domaine mais surtout, surrestime la dispersion
vers les y positifs.
Enﬁn, concernant les diﬀérentes valeurs positives utilisées, 0.5, 0.7, 1.0 et 1.2, la valeur
0.7 est celle qui prédit au mieux à la fois l'épaisseur de la couche de mélange diphasique
sans surrestimer la dispersion vers les y positifs. Par la suite, la valeur retenue pour la
constante Cε3 sera 0.7.
Eﬀet du modèle de dispersion
Dans la section 3.7.2 deux modèles de dispersion turbulente ont été discutés. Le pre-
mier utilise l'hypothèse d'une phase dispersée très diluée dans la phase continue, tandis
que la seconde approche s'aﬀranchit de cette hypothèse. La valeur maximale de la frac-
tion volumique pour la phase dispersée dans cet écoulement est de 0.157. Ainsi, on peut
considérer que la phase dispersée est diluée dans la phase gazeuse. Les deux modèles ont
été confrontés sur une simulation aﬁn de comparer les résultats. En suivant Oliveira et
Issa [87], la diﬀusion turbulente de la phase dispersée est directement reliée à celle de la
phase continue, en supposant pour accentuer les diﬀérences et les spéciﬁcités de chaque
approche : νtd = νtc. Cela est possible sur cette conﬁguration d'écoulement où la fractionvolumique de particules est faible et où le petit diamètre de celles-ci (72µm) implique un
entrainement rapide des particules par la turbulence. La ﬁgure 6.31 permet de comparer le
résultat obtenu pour chacune de ces approches.
Si la prédiction de l'épaisseur de la couche de mélange diphasique dans le centre du
domaine (−2.5mm< y < 2.5mm) est indépendante du modèle utilisé, le modèle dense
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Fig. 6.32: Eﬀet du modèle de longueur de mélange, valeurs à x=100mm.
de dispersion turbulente sur-estime la dispersion vers les y < 0. Cela est cohérent avec le
contenu des deux modèles de dispersion turbulente. En eﬀet, la dispersion est lié au gradient
de αd et aux diﬀusions turbulentes (ηc et ηd). Ainsi, pour le modèle dense, la dispersion
est double de celle du modèle dilué puisque la diﬀusion turbulente de la phase dispersée
est supposée égale à celle de la phase continue et que le gradient de αd est maximal pour
|y| = 0.5mm. Ces deux remarques expliquent le résultat obtenu. En conclusion, le modèle
de dispersion qui semble le mieux adapté à cette simulation est le modèle dilué, ce qui est
en accord avec les valeurs observées de la fraction volumique de la phase dispersée.
Eﬀet du modèle de turbulence dans la phase liquide
Le modèle de longueur de mélange a été écrit pour modéliser la turbulence dans la
phase liquide, section 3.4.2. Cependant, il est légitime de s'interroger sur sa validité pour
la conﬁguration d'écoulement étudiée dans cette section où des particules sphériques sont
considérées. Ainsi, un calcul avec le modèle de turbulence dans la phase liquide a été réalisé.
Le modèle dilué de dispersion est utilisé. Ainsi, le modèle de longueur de mélange agit
uniquement sur l'équation de quantité de mouvement de la phase dispersée. La ﬁgure 6.32
montre les résultats obtenus avec et sans le modèle de longueur de mélange dans la phase
liquide.
Les résultats sont en accord avec le sens physique. En eﬀet, pour un écoulement de
particules solides sphériques, le modèle de longueur de mélange paraît inadapté puisqu'il a
été écrit pour modéliser les phénomènes turbulents près de l'injecteur, dans une zone où la
phase liquide est très dense. Ainsi, dans cette simulation, il est légitime de ne pas activer
ce modèle. En conclusion, le modèle de turbulence dans la phase liquide fait apparaître une
dispersion importante vers les y > 0.
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Fig. 6.33: Proﬁl de fraction volumique
de la phase dispersée en x=100mm.
Fig. 6.34: Proﬁl de fraction volumique














Fig. 6.35: Proﬁl de fraction volumique de la phase dispersée en x=200mm.
Conclusions et évaluation du modèle utilisé
Les diﬀérents calculs présentés dans les paragraphes précédents ont permis de discuter les
diﬀérentes briques du modèle utilisé. Pour résumer, le modèle de turbulence dans la phase
liquide ne doit pas être utilisé lorsque la phase dispersée est diluée, et le modèle dilué
de dispersion turbulence est celui qui donne les meilleurs résultats, ce qui est cohérent
avec les valeurs de la fraction volumique de la phase dispersée. En ce qui concerne les
deux constantes utilisées, σα et Cε3 , les valeurs de 1.0 et 0.7 sont respectivement celles quisemblent les mieux adaptées à l'écoulement diphasique turbulent reproduit.
Comme précisé précédemment, diﬀérents proﬁls de fraction volumique normalisée ont
été mesurés expérimentalement, pour diﬀérentes positions longitudinales. Ainsi, aﬁn de
valider le modèle développé dans ce travail, une comparaison avec les diﬀérents proﬁls
expérimentaux est nécessaire.
Les ﬁgures 6.33 à 6.35 présentent les proﬁls normalisés de αd pour les positions x =
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100mm, x = 150mm et x = 200mm. Sur ces ﬁgures les résultats obtenus avec le modèle
présenté dans ce travail sont comparés avec les résultats expérimentaux d'une part et
avec les résultats numériques obtenus par Oliveira et Issa [87] d'autre part. La première
conclusion concerne la valeur maximale de αd normalisée pour les diﬀérents proﬁls. On peut
voir sur ces ﬁgures que le modèle utilisé sur-estime la valeur maximale de αd. Plusieurs
explications peuvent être avancées. L'hypothèse la plus probable consiste à mettre en cause
le modèle de traînée utilisé. En eﬀet, la sur-estimation de la valeur maximale de αd peut
être due à une sous-estimation de la mise en vitesse de la phase dispersée par les eﬀets de
traînée. Aﬁn de vériﬁer cette hypothèse, une simulation avec un modèle de trainé dédié
aux écoulements à fortes fractions volumiques a été réalisé. Ce calcul sera présenté au
paragraphe suivant.
Cependant, il est important de noter que l'épaisseur de la dispersion de liquide est
parfaitement reproduite, pour toutes les positions longitudinales.
Eﬀet du modèle de traînée
Le paragraphe précédent a mis en évidence la capacité du modèle à reproduire un écoule-
ment diphasique compressible. Cependant, les valeurs maximales de αd étaient sur-estimées.
La force de traînée a été mise en cause et il convient de vériﬁer cette hypothèse. A cette ﬁn,
un calcul avec un modèle dense pour la traînée laminaire (cf section 3.7, équation (3.133))
a été réalisé. Les résultats obtenus sont comparés à ceux fournis par un modèle standard de
traînée, équation (3.123), aux résultats expérimentaux et aux résultats obtenus par Oliveira
et Issa [87]. Ces résultats sont présentés sur les ﬁgures 6.36 à 6.38.
Ces graphes permettent de conﬁrmer partiellement l'hypothèse émise précédemment.
En eﬀet, l'utilisation d'un modèle dense pour la traînée laminaire provoque une légère
diminution des valeurs maximales de αd. Cela est dû à l'eﬀet d'entrainement. Cette modé-
lisation conduit à une mise en vitesse plus rapide des particules et donc à une baisse de la
valeur maximale de αd. Cependant, ce modèle n'aﬀecte pas la prédiction de l'épaisseur de
mélange diphasique.
6.4 Conclusions
De nombreuses validations expérimentales ont été présentées dans ce chapitre. Pour
des écoulements monophasiques, gaz ou liquide, dans un premier temps, puis pour des
écoulements diphasiques. Les résultats obtenus en écoulement monophasique assurent une
bonne reproduction des expériences. En eﬀet, le modèle k−ε reproduit de façon satisfaisante
les valeurs expérimentales pour l'écoulement en aval d'une marche ascendante. Le modèle
de longueur de mélange, utilisé dans la phase dispersée, permet également de reproduire
le comportement d'un jet liquide. Enﬁn, le modèle complet permet de reproduire plusieurs
caractéristiques d'un écoulement turbulent diphasique compressible. Après une évaluation
de l'importance des diﬀérentes modélisations, le modèle a été validé sur une couche de
mélange diphasique. Les résultats obtenus ont permis, d'une part, de ﬁxer les valeurs des
diﬀérentes constantes du modèle. D'autre part, ces valeurs ayant été ﬁgées, le modèle prédit
bien la dispersion turbulente.
Les diﬀérents modèles ont ainsi à ce stade été validés. L'approche utilisée permet d'ob-
tenir des résultats satisfaisants pour des conﬁgurations variées d'écoulements turbulents
monophasiques (gaz ou liquide) et diphasiques. A ce stade, on peut débuter l'étude de
faisabilité de calculs moteurs à l'aide du modèle développé dans le cadre de cette thèse.
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Fig. 6.36: Eﬀet du modèle de traînée sur
le proﬁl de fraction volumique de la phase
dispersée, x=100mm.
Fig. 6.37: Eﬀet du modèle de traînée sur















Fig. 6.38: Eﬀet du modèle de traînée sur le proﬁl de fraction volumique de la phase dis-
persée, x=200mm.
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Chapitre 7
Vers les simulations en conﬁguration
moteur
La ﬁnalité de ce travail est de proposer un modèle eulérien capable de simuler les
écoulements diphasiques dans les moteurs automobiles. Les deux chapitres précédents ont
été consacrés à la validation de chacun des éléments constituant ce modèle. En vue de son
application sur des conﬁgurations moteurs, des tests de faisabilité seront présentés dans ce
chapitre. Dans un premier temps, des calculs laminaires d'injection à froid puis à chaud
seront décrits. Ensuite, un calcul d'injection à froid dans une cellule haute pression sera
utilisé pour évaluer le modèle sur un cas d'injection piezo-électrique dans un moteur essence,
avec un taux d'introduction réel. Enﬁn, un cas de chambre de combustion cylindrique avec
mouvement du piston sera simulé pour tester l'injection de carburant liquide en prenant
en compte la turbulence et le mouvement de maillage. Ce test permettra d'assurer la
conservation de la masse de liquide sur un cas à froid. Un cas à chaud représentatif d'une
injection réelle sera ﬁnalement présenté.
7.1 Calculs laminaires de faisabilité
Aﬁn de s'assurer de la faisabilité de calcul en conﬁguration moteur, des tests intermé-
diaires ont été réalisés au cours de ce travail. A cette ﬁn, des tests d'injection, avec des
valeurs caractéristiques d'une injection moteur pour la vitesse et la fraction volumique de
liquide ont été réalisés sur une géométrie 2D.
7.1.1 Test à froid
Le premier test réalisé est laminaire et ne prend pas en compte l'évaporation du carbu-
rant liquide injecté. D'autre part, les modèles de turbulence ne sont pas activés. L'intérêt
de ce test est de montrer la faisabilité d'une injection de liquide avec des valeurs caracté-
ristiques d'une injection dans un moteur à combustion interne. Pour ce test, une partie de
l'injecteur a été maillé et un proﬁl parabolique de vitesse est imposé en entrée du domaine.
Celui-ci est initialement plein de gaz tandis que du liquide est injecté à une vitesse de
100m.s−1 avec une fraction volumique égale à 1. La limite inférieur du domaine est un axe
de symétrie. Cette vitesse est caractéristique des valeurs atteintes dans un moteur essence.
La température du liquide en entrée du domaine est identique à celle du gaz : 300 K. La
pression est de 1 bar dans chacune des phases.
La ﬁgure 7.1 présente le champs de fraction volumique de liquide dans le domaine à
t = 2ms. Si ce calcul est uniquement un premier test de faisabilité il permet néanmoins de
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Fig. 7.1: Champ de fraction volumique de liquide et vecteurs vitesses de la phase gazeuse.
t = 2ms.
tirer quelques conclusions. On peut, en eﬀet, voir sur cette ﬁgure la mise en vitesse du gaz
par les eﬀets de traînée dus à l'injection de liquide dans le domaine. Ces eﬀets provoquent
une zone de recirculation en aval de l'injecteur. Cela est mis en évidence sur la ﬁgure par
les vecteurs vitesses dans la phase gazeuse.
Le test précédent ayant donné des résultats qualitatifs satisfaisants, un test similaire,
dans les mêmes conditions de vitesse, pression et température a été réalisé. La diﬀérence
avec le test précédent est la prise en compte des échanges de masse et d'énergie dus au
phénomènes d'évaporation.
Le champ de la fraction volumique du carburant liquide et de fraction massique de
carburant en phase vapeur sont portés sur la ﬁgure 7.2 à t = 2ms. Le champ de fraction
massique de carburant a été obtenu par symétrie du champ obtenu. Les vecteurs vitesse
dans la phase liquide sont représentés sur la moitié supérieure de la ﬁgure, ceux de la phase
gazeuse sont tracés sur la partie basse. Ce test, bien que qualitatif, permet de s'assurer de
la robustesse du modèle dans un cas avec évaporation.
7.2 Injection en cellule haute pression
De nombreuses mesures expérimentales ont été réalisées à l'IFP en cellule haute pres-
sion, tant pour des applications Diesel que pour des injections essence. Ainsi, de nombreuses
séries de mesures sont disponibles pour chacune des technologies. La forte dispersion en
taille de gouttes d'un spray Diesel est un handicap pour le modèle présenté. En eﬀet, pour
simuler une injection Diesel, un sous modèle est nécessaire pour prendre en compte les phé-
nomènes d'atomisation. Ce modèle qui peut, par exemple, utilisé une équation de densité
de surface d'interface, est l'une des évolutions possibles du modèle mais n'est pas présent
actuellement. Ainsi, la comparaison de résultats numériques à des résultats expérimen-
taux sur une injection Diesel est impossible à l'heure actuelle. La distribution de taille de
gouttes est plus faible dans un jet essence. Ainsi, la comparaison à l'expérience utilisera
des résultats d'injection essence en cellule haute pression. D'autre part, comme cela a été
présenté au chapitre 1, section 1.3.3, deux types d'injecteurs sont utilisés dans les moteurs
essences. La technologie choisie dans cette étude est l'injecteur piézo-électrique. En eﬀet,
les vitesses et les géométries sont identiques à celles observées dans les injecteurs à swirl
mais permet d'éviter la diﬃculté du fort taux de swirl dans la phase liquide. Cependant,
si ce test permet d'utiliser des conditions d'injection réaliste et permet de s'assurer de la
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Fig. 7.2: Simulation d'un jet liquide laminaire avec prise en compte de l'évaporation. En
haut fraction volumique de liquide, en bas fraction massique de carburant. Les vecteurs
vitesses du liquide sont représentés en haut, ceux du gaz, en bas. t = 2ms.
faisabilité d'un calcul moteur dans des conditions réelles, l'absence de sous modèles phy-
siques permettant de prendre en compte les phénomènes d'atomisation, de coalescence et
ainsi la diversité des tailles de gouttes nous empechera d'approfondir nos conclusions.
7.2.1 Description physique de l'injection piezo-électrique
De nombreuses études numériques et expérimentales ont été menées dans le début des
années 2000 aﬁn de caractériser les injecteurs piézo-électriques destinés aux applications
IDE. Les études expérimentales, utilisant les techniques de Fluorescence Exiplex Induite par
Laser (LIEF) et de diﬀusion de Mie, ont permis d'établir une base de données comportant
de nombreux points de mesures. Ces diﬀérents points ont été réalisés pour des températures
et des pressions de gaz variées dans la cellule. Ainsi, cette base de données est régulièrement
utilisée pour la validation des modèles développés.
Conditions initiales et données physiques du test de validation
La pression d'injection du carburant est de 200 bars. La ﬁgure 7.3 schématise l'injecteur
utilisé. Le diamètre de la soupape est de 4mm, l'angle de nappe, supposé constant dans la
simulation est de 100◦ et la levée maximale de l'aiguille de 20µm.
Le carburant injecté est de l'iso-octane et la durée de l'injection, ti, est de 0.6ms. La
pression initiale dans le gaz est de 1.2 bar. Le débit en sortie d'injecteur a été mesuré
expérimentalement, ce débit est utilisé dans le calcul comme condition en entrée pour le
carburant liquide. Ce débit est exprimé en mm3/s, le calcul de la vitesse utilise la section,
c'est à dire la surface de l'entrée.
7.2.2 Géométrie et maillage utilisé
La géométrie utilisée est une cellule haute pression dont la forme et les dimensions
sont représentées sur les ﬁgure 7.4. Le domaine expérimental a une taille de 9 cm de
côté. C'est ce domaine qui doit être maillé pour simuler le jet. Bien que le domaine ne
Benjamin TRUCHOT 135
136 Vers les simulations en conﬁguration moteur
Fig. 7.3: Représentation schématique d'un injecteur piezo-électrique.
soit pas cylindrique, la zone d'intérêt concerne le jet et peut ainsi être considéré comme
axisymétrique. Cette hypothèse permet de réduire le nombre de mailles nécessaire. Ainsi,
le maillage utilisé pour reproduire cette conﬁguration expérimentale tridimensionnelle est
un maillage 2D axi-symétrique.
Cependant, il est important de noter que, pour une simulation eulérienne d'un écoule-
ment diphasique, il est indispensable de mailler le trou de l'injecteur. En eﬀet, il peut être
nécessaire d'introduire un proﬁl de vitesse à l'intérieur de l'injecteur. Pour ce faire, 6 mailles
sont disposées sur le diamètre du trou. Ainsi, contrairement à l'approche lagrangienne ou
la dimension des mailles peut être homogène dans le domaine, sans raﬃner à l'injecteur,
le maillage nécessaire pour un calcul eulérien doit être fortement raﬃné au niveau du trou
de l'injecteur. Cela implique que les maillages utilisés pour un calcul eulérien comportent
plus de mailles que ceux utilisés pour un calcul lagrangien. Dans le cas étudié, la taille
du trou en sortie d'injecteur, dans le plan horizontale est de 24µm, soit avec six mailles
dans l'injecteur, une taille de maille de 4µm. Ces tailles de mailles sont bien inférieures
aux tailles classiquement utilisées dans les moteurs automobiles (de l'ordre du mm). Ainsi,
des lois de raﬃnement de maillage ont dues être utilisées aﬁn de conserver un nombre
de mailles raisonnable. De plus l'écoulement est supposé axisymétrique, ce qui permet de
n'utiliser qu'une rangée de maille dans l'épaisseur. Ainsi, pour mailler un domaine dont
les dimensions représentent celles du domaine expérimental, représenté sur la ﬁgure 7.5,
125000 mailles (189000 noeuds) sont nécessaires. Si cela paraît démesuré pour un calcul
axisymétrique, ce nombre de mailles est directement lié à la taille du trou de l'injecteur
et à la nécessité de disposer de plusieurs mailles à l'intérieur de ce dernier. Cependant, il
est important de pondérer cela. En eﬀet, le maillage réalisé pour cette application pour-
rait être optimisé en nombre de mailles en utilisant les techniques de maillage en O, par
exemple. Cette méthode permet de ne raﬃner le maillage que dans la zone proche de l'in-
jecteur. D'autre part, la ﬁnalité n'est pas d'utiliser le modèle eulérien développé dans toute
la chambre. En eﬀet, ce modèle sera utilisé pour capturer la physique de l'écoulement à la
sortie de l'injecteur. Dans le reste de la chambre, le spray sous forme dispersée sera modélisé
par une approche lagrangienne.L'établissement des critères de transition entre l'approche
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Fig. 7.4: Représentation de la cellule haute pression en coupe verticale.
lagrangienne et l'approche eulérienne sont réalisés dans le cadre de la thèse de C. Vessilier
qui constitue la suite de ce travail.
Dans la mesure où l'objectif de cette partie n'est pas de reproduire toute l'évolution du
jet de carburant liquide dans la cellule, mais uniquement la phase d'injection dans la zone
proche de l'injecteur, la taille du domaine simulé a été limitée à cette zone. Ceci conduit
à la réduction du nombre de mailles nécessaire et par conséquent à une diminution des
temps de calcul. Pour les mêmes raisons, une homothétie a été réalisée sur le maillage.
Cela consiste à multiplier par un facteur d'agrandissement A (5 dans le cas étudié) la taille
de l'injecteur et à diviser par ce même facteur la fraction volumique de liquide en entrée
du domaine. Ainsi, pour les cas présentés, la fraction volumique de liquide en entrée du
domaine vaut 0.2. Cette manipulation géométrique permet d'augmenter la taille des plus
petites mailles et par conséquent d'utiliser un pas de temps plus grand.
7.2.3 Remarques concernant la taille du trou de l'injecteur
La forme de l'injecteur piézo-électrique, représentée sur la ﬁgure 7.3 montre que la
section débitante est inclinée par rapport à l'horizontale. Ainsi, la section débitante projetée
dans le plan horizontal doit être calculée car le maillage utilisé ne prend pas en compte
la forme de la soupape (maillage rectangulaire). La ﬁgure 7.6 reprend le schéma précédent
et montre la projection nécessaire. La hauteur h est la levée d'aiguille. Il est également
important de noter que, bien que la fonctionnalité mouvement de maillage soit disponible
dans le code, le maillage utilisé est un maillage ﬁxe. Ainsi, la loi de levée de l'aiguille n'est
pas prise en compte et la levée est supposée constante. Ainsi, la hauteur h vaut 20µm. On
obtient ainsi la section d'injection dans le plan horizontal : a = htan(40◦) = 24.10−6m, soit24µm.
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Fig. 7.5: Maillage très raﬃné avec les dimensions du domaine expérimental.
Fig. 7.6: Calcul du diamètre du trou d'injection dans le plan horizontal.
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Fig. 7.7: Représentation de l'angle de cône sur le résultat du calcul..
7.2.4 Angle d'injection
L'un des éléments importants d'une injection essence est l'angle de cone. En eﬀet, la
forme du spray et ainsi la distribution de carburant dans la chambre dépendent directement
de cet angle de cône. Ce dernier dépend, dans le cas d'une simulation numérique, des
conditions aux limites imposées en entrée. Aﬁn de s'assurer que les conditions imposées
lors d'un calcul diphasique eulérien permettent de reproduire correctement l'angle de cône,
la ﬁgure 7.7 montre l'image obtenue à t = 0.5ti, où ti est la durée de l'injection. Cette
image permet de retrouver le demi angle de cone (θ) qui vaut 49.99◦. L'erreur de mesure
permet de dire que la valeur réelle de l'angle de cône est bien reproduite.
7.2.5 Entrainement de la phase gazeuse
L'entrainement de la phase gazeuse par le liquide est un des points clefs lors d'un calcul
diphasique. Ainsi, il est fondamental d'étudier ce point sur ce ce calcul. La ﬁgure 7.8 montre
les vecteurs vitesses de la phase gazeuse.
Cette ﬁgure montre l'entrainement de la phase gazeuse par le liquide. En eﬀet, elle met
en évidence à la fois l'accélération de la phase gazeuse due à l'injection de liquide ainsi que
la création d'un vortex dans la phase gazeuse en tête du jet.
7.2.6 Forme du jet et pénétration du liquide
Si les dimensions de l'injecteur ne sont pas exactement les dimensions réelles puisqu'un
rapport d'homotétie est supposé, il est cependant intéressant de comparer les pénétrations
expérimentales à celles obtenus. La ﬁgure 7.9 montre le résultat du calcul à ti.
Ce résultat correspond à l'instant t = ti de la ﬁgure 7.11. La comparaison entre le
calcul et la mesure est hazardeux en raison des conditions géométriques mais peut tout de
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Fig. 7.8: Vecteur vitesse dans la phase gazeuse.
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Fig. 7.9: Résultats de la simulation à t = ti, champ de fraction volumique de liquide.
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même être réalisé. En terme de pénétration de la phase liquide, le calcul sous-estime la pé-
nétration de la phase liquide, 1.4 cm pour le calcul contre 2 cm mesuré expérimentalement.
D'autre part, la forme du jet liquide est diﬀérente de la forme observée expérimentalement.
Cependant, cela peut être expliqué par les conditions particulières de la simulation. En
eﬀet, en raison du rapport homotétique, l'injecteur est situé plus loin de l'axe qu'il ne
l'est en réalité. Ainsi, l'interraction symétrique du jet liquide est bien plus faible qu'elle
ne peut l'être en réalité. Cela peut expliquer le fait que le jet s'enroule vers l'axe et non
vers l'extérieur du jet. D'autre part, il est intéressant de remarque que les résultats obte-
nus par Soulas [116], qui utilise pour la simulation numériques des jets essence (injecteurs
à swirl) un modèle proche de celui développé dans le cadre de cette étude, obtient des
résultats similaires en terme d'enroulement du jet liquide que ceux constatés ici. D'autre
part, en terme de pénétration, l'enroulement important vers l'intérieur du jet entraine une
perte d'énergie cinétique pour la phase liquide et par conséquent une sous estimation de la
pénétration de cette même phase.
7.2.7 Résultats numériques
Les paragraphes précédents ont permis de conclure à la faisabilité d'un calcul eulérien
dans une conﬁguration d'injection réaliste. Aﬁn d'analyser un peu plus profondément le
modèle utilisé, les ﬁgures 7.10 montrent l'évolution du jet liquide et des vitesses dans la
phase gazeuse au cours du temps. Les ﬁgures présentées ont été obtenues par symétrie d'un
calcul 2D axisymétrique. On peut voir sur ces ﬁgures la pénétration du jet liquide dans le
domaine. Les vecteurs vitesses montrent la mise en mouvement de la phase gazeuse avec la
création d'un vortex en tête de jet. Ce vortex entraîne l'enroulement du liquide. Ce résultat
est très satisfaisant puisque représentatif des conditions d'injection réelles. Il est cependant
présomptueux de comparer ces résultats à l'expérience, notamment en raison du manque
de certains sous-modèles physiques permettant, par exemple, de ne pas utiliser l'hypothèse
de gouttes sphériques près de l'injecteur.
7.2.8 Résultats expérimentaux
Les ﬁgures 7.11 montrent les résultats expérimentaux obtenus pour une injection utili-
sant un injecteur piezo-électrique. La pression dans le gaz est de 1.2 bar, la température de
298 K. Ces ﬁgures montrent le développement du cone creux de carburant liquide dans la
cellule. Elles permettent également de mettre en évidence la forme particulière d'un tel jet
liquide, c'est dire dire l'élargissement du jet du à la recirculation dans la phase gazeuse au
niveau de la tête du jet. On peut cependant regretter l'absence de mesure des vitesses. En
eﬀet, l'un des points clefs de la simulation d'une injection de carburant est l'entrainement
du gaz par la phase liquide. Cependant, l'absence de mesures se conçoit par la diﬃculté
de mise en ÷uvre des moyens expérimentaux. Malheureusement, l'absence de sous modèle
physique dans le modèle eulérien développé ne permettent pas de réaliser des comparaisons
pertinentes avec les résultats expérimentaux.
7.3 Tests de faisabilité sur une conﬁguration moteur
Aﬁn de mettre en évidence la compatibilité des développements réalisés au cours de ce
travail avec les diﬀérentes fonctionnalités du code IFP-C3D, un calcul dans une conﬁgura-
tion moteur, en prenant en compte le mouvement du piston a également été réalisé. Comme
pour le cas précédents, un cas à froid et un cas à chaud seront présentés successivement.
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Fig. 7.10: Evolution du jet liquide au cours du temps pour une injection piézo-électrique
dans des conditions réalistes. Champs de fraction volumique liquide et vecteurs vitesses de
la phase gazeuse.
De haut en bas, t = 0ms, t = 0.2ms, t = 0.3ms, t = 0.4ms, t = 0.5ms, t = 0.6ms
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7.3.1 Géométrie et conditions d'injection
La géométrie et le maillage correspondant à 40 degrés villebrequin (dV) avant le point
mort haut (PMH)sont présentés sur la ﬁgure 7.12. Comme on peut le constater, la géométrie
utilisée est simple, c'est un cylindre avec un trou d'injection situé au centre de la paroi
supérieure (culasse).
Les conditions de pression et de température régnant dans le cylindre à -40 dv sont
respectivement de 3 bars et de 550K. Ces conditions de pression et de température doivent
favoriser l'évaporation du jet liquide. Ce test permettra donc également de vériﬁer le modèle
d'évaporation dans une conﬁguration moteur.
7.3.2 Simulation sans évaporation
Dans un premier temps, le modèle d'évaporation est désactivé. Le carburant liquide est
injecté dans le gaz, ce dernier possédant un mouvement de swirl comme présenté sur la
ﬁgure 7.13. Par conséquent, le mouvement du liquide ne doit pas être inﬂuencé par l'aé-
rodynamique regnant dans la chambre. Le carburant est injecté dans la chambre pendant
10 dV, entre 40 et 30 dV avant le PMH. La ﬁgure 7.14 montre l'évolution de la fraction
volumique de liquide injectée, entre l'instant initial et le PMH.Cette fraction augmente pro-
gressivement, puis se stabilise à 1 dès la ﬁn de l'injection. La rupture brutale de la pente
résulte du fait qu'une vitesse constante est imposée tout au long de la phase d'injection.
D'autre part, la ﬁgure 7.15 présente l'évolution du jet de carburant liquide dans un
plan symétrique de la chambre de combustion au cours du temps. L'impact du liquide sur
le piston est bien mis en évidence, entre les instants 15 et 10 dV avant le PMH. A partir
de cet instant, le liquide est donc mis en mouvement par le piston. Ceci indique que le
modèle développé vériﬁe bien la propriété de conservation de la masse en considérant le
mouvement de maillage.
7.3.3 Prise en compte de l'évaporation
Un second test en conﬁguration moteur avec mouvement de maillage a été réalisé. Le
champ de vitesse initital pour ce cas est un tumble présenté sur le ﬁgure 7.16. L'évaporation
est également prise en compte, la vapeur doit alors être entrainée par le mouvement de
tumble de la phase gazeuse.
Le liquide est injecté dans le domaine dans les mêmes conditions que pour le calcul
précédent. L'injection dure 10 dV, entre 40 et 30 dV avant le PMH . La température du gaz
est de 600K et la pression de 5 bars. Le but de ce test est de montrer la faisabilité d'un calcul
moteur en considérant les phénomènes d'évaporation. Les résultats de cette simulation sont
présentés sur les ﬁgures 7.17 et 7.18, qui montrent respectivement l'évolution de la fraction
volumique de liquide et la fraction massique de la vapeur de carburant dans le plan du
mouvement de tumble de la phase gazeuse. Ces ﬁgures permettent de mettre en évidence
l'entraînement du carburant liquide par le phase gazeuse ainsi que son évaporation. D'autre
part, le début du processus conduisant à la création du mélange air-carburant vapeur,
indispensable à la combustion, est également visible.
Ce test montre ainsi la faisabilité d'un calcul moteur avec évaporation et mouvement de
maillage à l'aide du modèle diphasique eulérien développé. Cependant, on ne peut procéder
à une analyse quantitative des résultats car les grandeurs utilisées ne correspondent pas à
un point de fonctionnement réel.
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Fig. 7.11: Résultats expérimentaux pour un injecteur piezo-électrique, d'après [29].
Fig. 7.12: Géométrie et maillage utilisés pour le test de faisabilité avec mouvement de
maillage.
Benjamin TRUCHOT 147
148 Vers les simulations en conﬁguration moteur
Fig. 7.13: Maillage utilisé et conditions initiales montrant le mouvement de swirl dans le
cylindre, t = −40 dV.
Fig. 7.14: Evolution de la masse contenue dans le cylindre, cas sans évaporation.
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t=-40 dV t=-35 dV
t=-30 dV t=-25 dV
t=-20 dV t=-15 dV
t=-10 dV t=0dV
Fig. 7.15: Résultat de l'injection de liquide : iso-surface αl = 0.1.
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Fig. 7.16: Conditions initiales montrant le mouvement de tumble dans le cylindre, t =
−40 dV.
7.4 Perspectives
Cette section a permis de montrer la faisabilité d'un calcul dans des contitions moteurs.
On peut cependant revenir sur les limitations du modèle développé. On peut notamment
citer la dépendance à la taille des gouttes. Comme spéciﬁé préalablement, ce paramètre est
ﬁgé à l'heure actuelle. L'une des évolutions possibles du modèle est d'introduire un calcul
dynamique de la taille des gouttes. L'une des limitations principales due à cette contrainte
est l'erreur induite sur le calcul de la force de traînée. Ainsi, actuellement, la force de traînée
s'applique dès la sortie de l'injecteur, en supposant la présence d'inclusions sphériques dont
le diamètre est ﬁgé. Ainsi, les phénomènes observés près du nez de l'injecteur sont faussés.
De même la pénétration de la phase liquide est ainsi nécessairement sous-estimée. Aﬁn de
lever cette contrainte, il peut être intéressant d'introduire, par exemple, une équation de
densité de surface d'interface. Outre les possibilités de calcul dynamique du diamètre, c'est
à dire une distribution du diamètre dans le domaine, la densité d'interface permettra éga-
lement de calculer la traînée en fonction du régime d'écoulement. En eﬀet, la connaissance
de la forme de l'interface et ainsi du régime d'écoulement (dense ou dilué) peut permettre
un calcul beaucoup plus précis des eﬀets d'entrainements. Dans la zone dense du spray, les
eﬀets de trainée se traduisent, non pas par un ralentissement des gouttes de liquide, mais
par des eﬀets aérodynamiques à la surface de celui-ci. Ces eﬀets entrainent la déstabilisation
du coeur liquide et par suite la formation des goutelettes de carburant. Ces dernières sont
alors soumises aux eﬀets de traînée et de dispersion. L'utilisation de fonction de densité
de probabilité pourra permettre, à terme, de prendre en compte le caractère polydisperse
des jets en sous-maille. C'est à dire considérer plusieurs diamètres de gouttes à 'l'intérieur
d'une même maille.
La seconde limitation du modèle développé concerne la prise en compte des contraintes
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t = −40 dV
t = −35 dV
t = −30 dV
t = −20 dV
t = −15 dV
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t = −10 dV
t = −5 dV
t = 0 dV
t = 5 dV
t = 10 dV
Fig. 7.17: Evolution du champ de fraction volumique de liquide dans le cylindre.
152 Manuscrit de Thèse
Perspectives 153
t = −40 dV
t = −35 dV
t = −30 dV
t = −15 dV
t = −10 dV
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t = −5 dV
t = 0 dV
t = 5 dV
t = 10 dV
Fig. 7.18: Evolution du champ de vapeur de carburant dans le cylindre.
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visqueuses dans la phase liquide en tout point du domaine. Ainsi, les eﬀets visqueux sont
supposés identiques, à αl près pour tous les régimes d'écoulements. Plus concrètement, cela
signiﬁe que le tenseur visqueux est calculé pour un écoulement continu. Cette hypothèse
entraîne une perte d'énergie de la phase liquide et par conséquant une sous-estimation
de la pénétration liquide. La connaissance du régime d'écoulement (dense ou dispersé)
peut à nouveau permettre de lever cette hypothèse. En eﬀet, l'adaptation du calcul des
termes visqueux en fonction de la conﬁguration de l'écoulement permettra d'améliorer la
prédictivité des calculs.
Enﬁn, l'extension du modèle à la simulation de la cavitation à l'intérieur des injecteurs
permettra de considérer les phénomènes fortement instationnaires dus à la cavitation et
ainsi, de mieux prédire la déstabilisation du coeur liquide. Cela conduira à une meilleure
prédiction, non seulement de la pénétration du c÷ur liquide, mais aussi de la distribution
en taille de gouttes au delà de ce c÷ur liquide.
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Conclusions et perspectives
L'objectif de cette thèse était de développer un modèle eulérien moyenné dédié à la
simulation des jets de carburants dans les moteurs automobiles.
Dans un premier temps, une étude bibliographique a permis de confronter les modèles
mathématiques et leurs hypothèses aux caractéristiques physiques des écoulements. Cette
première phase a permis de déterminer les contraintes que devait satisfaire le modèle. Ainsi
le fort diﬀérentiel de vitesse entre les phases à la sortie de l'injecteur et la grande disparité
thermodynamique ont imposé le choix d'un modèle à deux ﬂuides. De plus, les variations
importantes de la pression dans la phase liquide ont nécessité la prise en compte de la com-
pressibilité dans celle-ci et ont ainsi conduit à considérer un modèle à sept équations [6].
La turbulence est un paramètre essentiel dans la modélisation des écoulements dans
les moteurs à combustion interne. Elle doit bien sur être considéré dans la modélisation
diphasique adoptée. Une approche moyennée de modélisation des phénomènes turbulents
a été choisie.
Les équations du modèle ont ensuite été développées. La modélisation des termes
d'échange impose de considérer les grandeurs physiques à l'échelle du liquide, présenté sous
la forme de gouttes sphériques. Cela implique d'introduire un ﬁltrage spatial des équations.
La modélisation RANS de la turbulence nécessite une approche statistique, équivalente
à une moyenne temporelle, qui s'applique aux équations ﬁltrées. Ainsi, les équations se
présentent sous une forme ﬁltrée moyennée. Les diﬀérents termes d'échange ont ainsi pu
être modélisés. Enﬁn, une modélisation de la turbulence a été développée pour chacune
des phases. Un modèle algébrique permet de modéliser les corrélations turbulente dans la
phase liquide, tandis que le modèle k- utilisé dans la phase gazeuse a été étendu pour
prendre en compte le caractère diphasique des écoulements.
Ces équations ont été ensuite implantées dans le code IFP-C3D. Ce code est un logiciel
de mécanique des ﬂuides dédié à la simulation tridimensionnelle des moteurs automobiles.
La prise en compte de la compressibilité de la phase liquide, et plus particulièrement la loi
d'état alors nécessaire ont conduit à des modiﬁcations importantes dans le schéma de ré-
solution de la phase liquide. Ainsi, le développement de relations thermodynamiques dans
la phase liquide a été nécessaire.
De nombreux tests ont été réalisés par la suite. Dans un premier temps, des tests numé-
riques ont été réalisés aﬁn de s'assurer de l'implantation correcte des équations. Ensuite, des
calculs sur des conﬁgurations laminaires analytiques pour la phase liquide seule (cas mo-
nophasiques liquides) ont permis de valider les équations décrivant cette phase. Les termes
de couplage laminaire, traînée, évaporation et échange d'énergie ont été validé par la suite
sur diﬀérents tests. La modélisation de la turbulence dans chacune des phases a ensuite
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été considéré et évaluée au travers de validations expérimentales. Enﬁn, une validation du
modèle complet, turbulence, termes d'échanges laminaires et contribution turbulente des
termes d'échange a été réalisé par la simulation d'une couche de mélange diphasique préa-
lablement étudiée dans la littérature, tant sur un plan numérique qu'expérimental.
Les résultats de ces diﬀérents tests ont permis de vériﬁer la bonne implantation des
équations sur le plan numérique mais aussi de s'assurer de la capacité du modèle à repro-
duire la physique des écoulements diphasiques de manière satisfaisante.
Enﬁn, des calculs sur des cas moteurs ont été réalisés. Le but de ces tests est de mon-
trer la faisabilité d'une simulation Euler-Euler dans une conﬁguration moteur. Ainsi, des
simulations en cellule haute pression ont permis de montrer que le modèle est capable de
simuler une injection de carburant liquide dans des conditions réelles caractérisées par une
fraction volumique de liquide élevée et une vitesse d'injection de plus de 100 m.s−1. Enﬁn,
un calcul associant la modélisation Euler-Euler aux autres fonctionnalités du code (mouve-
ment de maillage et modélisation du mélange) a permis de s'assurer de la compatibilité des
diﬀérents modèles disponibles dans le code IFP-C3D. Ces tests ont par ailleurs permis de
mettre en évidence les limitations du modèle développé dans le cadre de ce travail. D'une
part, les temps de calcul avec un modèle Euler-Euler sont plus importants que les temps
caractéristiques des calculs utilisant un modèle Euler-Lagrange. Cela peut être associé à la
fois à l'augmentation du nombre d'équations résolues mais aussi aux nombres de mailles
nécessaires. En eﬀet, comme précisé au chapitre 7, il est nécessaire de disposer de plusieurs
mailles dans l'injecteur dans le cas d'un calcul Euler-Euler. Enﬁn, la principale limitation
d'ordre physique concerne le caractère mono-disperse des jets simulés. En eﬀet, l'absence
de modélisation pour l'atomisation et la coalescence des gouttes impose de ne considérer
qu'une seule taille de gouttes par maille. Cette limitation a déjà été évoquée dans l'introduc-
tion de ce travail pour bien déﬁnir le cadre de cette étude. En eﬀet, cette thèse représente
le point de départ et la base d'une approche eulérienne exploitable pour les calculs moteurs.
Comme indiqué au paragraphe précédents plusieurs limitations du modèle apparaissent,
notamment dans le cadre de simulations moteur. La première d'entre elles concerne l'hy-
pothèse de gouttes sphériques utilisées pour modéliser les échanges interfaciaux. Ainsi,
près du nez de l'injecteur cette hypothèse implique des erreurs. D'autre part, la taille des
gouttes est supposée homogène dans le cadre de cette étude. Ainsi, dans une maille, toutes
les gouttes sont de même taille. Cela pose une limitation dans la simulation de l'injection.
En eﬀet, le caractère poly-disperse des jets ne peut pas être pris en compte. Dans l'optique
d'améliorer ces deux points, un travail sur l'équation d'aire interfaciale a débuté. Cette
grandeur permettra de considérer à la fois la forme de l'écoulement, d'où une amélioration
du comportement du modèle près du nez de l'injecteur mais elle permettra également de
considérer le break-up et la coalescence des gouttes qui est l'élement primordial, particu-
lièrement dans le cadre d'une injection Diesel.
Enﬁn, un couplage des modèles Euler-Euler et Euler-Lagrange, ce dernier était présent
dans la version originale du code IFP-C3D et est à présent possible en parallèle du modèle
Euler-Euler. Cela doit permettre d'améliorer à la fois la prédictivité des calculs mais éga-
lement de réduire le temps de calcul nécessaire à une simulation moteur complète.
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Annexe A
Ecriture des équations du modèle de
turbulence dans le cas d'un
écoulement diphasique
On rapelle que les équations de transport de la quantité de mouvement sont ﬁltrées
avant d'être moyennées. Cependant, dans le cadre de cette étude, les ﬂuctuations de sous-
maille sont négligés et seules les corrélations de ﬂuctuations temporelles sont modélisées.
Le modèle utilisé dans la phase gazeuse pour fermer ces corrélations est un modèle de
type k-. L'objet de cette annexe est d'établir l'équation de transport de l'énergie cinétique
turbulente et de sa dissipation dans le cas d'un écoulement diphasique.
A.1 Ecriture de l'équation de transport de l'énergie cinétique
turbulente
L'énergie cinétique turbulente est déﬁnie, dans la phase gazeuse continue, par la rela-
tion :







(<< Vc,i >>c)− ( ˜<< Vc,i >>c)
)2
(A.1)
Aﬁn d'obtenir l'équation de transport pour cette grandeur on procède en trois étapes :
→ on établit l'équation de transport de l'énergie cinétique du mouvement total que l'on
moyenne ;
→ on établit l'équation de transport de l'énergie cinétique du mouvement moyen ;
→ on soustrait la deuxième équation de la première aﬁn d'obtenir l'équation de transport
du mouvement ﬂuctuant.
A.1.1 Equation de transport de l'énergie cinétique du mouvement ins-
tantané
Comme précisé précedemment, nous nous intéressons aux corrélations temporelles.
L'équation de transport instantanée est l'équation ﬁltrée :
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diphasique
∂ζc < ρc >c<< Vc,i >>c
∂t
+
∂ζc < ρc >c<< Vc,i >>c<< Vc,j >>c
∂xj
=< Mc,i > −ζc∂ < Pc >c
∂xi
+ ζc < ρcgi >c +
∂ζc < τc,ij >c
∂xj
Cependant, aﬁn de conserver une plus grande lisibilité des équations, les notations de











Il est possible de réécrire le membre de gauche en utilisant l'équation de continuité 2.55

















Cette dernière équation nous permet de mettre l'équation de transport pour l'énergie






























































160 Manuscrit de Thèse
Transport de l'énergie cinétique turbulente du mouvement moyen 161
A.2 Transport de l'énergie cinétique turbulente du mouve-
ment moyen
On va à présent établir une équation de transport pour l'énergie cinétique du mouve-
ment moyen. Pour cela, on multiplie l'équation ﬁltrée moyennée de Navier-Stokes (3.43)
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ce qui permet d'écrire l'équation de transport pour l'énergie cinétique du mouvement
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Ecriture des équations du modèle de turbulence dans le cas d'un écoulement
diphasique
A.2.1 Equation de l'énergie cinétique du mouvement ﬂuctuant
En soustrayant membre à membre l'équation (A.8) de l'équation (A.6), on peut établir
une équation de transport pour l'énergie cinétique du mouvement ﬂuctuant, déﬁnie par la
relation (A.1). Dans ce qui suit nous allons présenter en détail la démarche permettant
d'obtenir chacun des termes apparaissant dans l'équation de ˜˜kc.










































































On constate, en ce qui concerne le membre de gauche de l'équation issue de la sous-
traction, que les termes liés à la gravité s'annulent. Il nous reste donc le terme de pression,
équation (A.12), le terme contenant le tenseur des contraintes visqueuses, relation (A.12),
les termes de corrélation turbulentes, équation (A.14) et les termes liés au transfert de
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Le traitement des termes contenant les échanges interfaciaux permet d'écrire :
E = Uc,iMc,i −
U2c,i
2





En écrivant dans l'équation précédente Mc = Mkd +MkΓ , on obtient :








Nous avons vu précédemment que MkΓ,i ≈ U˜c,iΓc, ce qui nous permet d'écrire :








Considérons à présent l'eﬀet des échanges interfaciaux de façon découplée.
Intéressons nous tout d'abord au terme lié au transfert de masse entre les phases. On
a :







Uc,iUc,iΓc − 12 U˜c,iU˜c,iΓc (A.17)
Réécrivons tout d'abord le premier terme du membre de gauche de l'équation précé-
dente :









Cela nous permet de réécrire le terme de transfert d'énergie cinétique turbulente lié au
transfert de masse sous la forme :











Intéressons nous à présent au terme lié à la force de traînée :
Πcd = Uc,iM cd,i − U˜c,iM cd,i

























Ecriture des équations du modèle de turbulence dans le cas d'un écoulement
diphasique













































On eﬀectue ensuite quelques regroupement aﬁn d'obtenir une forme plus classique pour



















































































































Terme de transfert interfaciaux
(A.23)
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A.3 Fermeture de l'équation de k
L'équation A.23 fait apparaître diﬀérents termes pour lesquels une modélisation est
nécessaire. La fermeture de chacun de ces termes est présentée dans cette section. On
précise cependant que les termes de retour à l'isotropie seront négligés.
A.3.1 Termes de production
La modélisation du terme de production fait intervenir l'hypothèse de Boussinesq [16] :

















équation que l'on peut ré-écrire, pour la phase continue en utilisant le formalisme du modèle























































A.3.2 Terme de diﬀusion turbulente































où µc = µlc+µtc, la viscosité totale est la somme de la viscosité moléculaire et de la viscositéturbulente.
A.3.3 Dissipation turbulente
Le terme de dissipation turbulente n'est pas modélisé puisque l'on introduit une équa-







A.3.4 Equation de transport de l'énergie cinétique turbulente
Finalement, l'équation de transport de k peut s'écrire :
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Termes de diﬀusion turbulente





Ek : Terme de transfert interfaciaux
(A.29)
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Annexe B
Précisions sur les méthodes
numériques
B.1 La méthode des résidus conjugués
La méthode des résidus conjugués est utilisée dans IFP-C3D pour résoudre les systèmes
linéaires A.x = b. La méthode utilisée dans IFP-C3D est plus exactement la méthode des
résidus préconditionnée. Cette méthode est caractérisée par deux matrices A et P−1. La
matrice A est la matrice du système, C est la matrice de préconditionnement et la matrice
B est égale au produit matriciel ACA. On peut noter que pour assurer la convergence de
la méthode, la matrice A doit être hermitienne déﬁnie positive (toutes ses valeurs propres
doivent être réelles et strictement positives).
L'une des caractéristiques spéciﬁques de la méthode employée dans IFP-C3D est de ne
jamais assembler la matrice A du système linéaire. En eﬀet, il peut être plus simple de
calculer le résidu d'un système que d'appliquer la matrice correspondante. Ce choix évite
de stocker en mémoire la matrice système mais a pour inconvénient d'augmenter le nombre
d'opérations nécessaires et donc le temps de calcul.
La résolution d'un système linéaire AX = b par la méthode des résidus conjugués se fait
en deux étapes. Dans un premier temps, on initialise les variables. Dans un second temps,
on itère jusqu'à atteindre la convergence. Il faut cependant préciser ici que la méthode
utilisée dans IFP-C3D est une méthode avec préconditionnement de Jacobi. On utilise une
matrice de préconditionnement P−1 qui est la matrice inverse de la diagonale de A.
Déﬁnition et initialisation des variables La méthode des résidus conjugués néces-
site dans un premier temps d'initialiser une solution. Nous noterons cette solution initiale
X0. On peut par exemple choisir comme solution initiale la valeur en ﬁn de phase A. La
résolution du système linéaire par la méthode des gradients conjugués est décrite dans [23].
Une description appliqué au code KIVA est donnée dans l'article de Smith et al. [114] ou
encore dans le rapport de Plaisant [90].
La solution initiale introduite dans le système linéaire nous permet de déterminer une
valeur initiale pour le résidu :
r0 = b−A.X0
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Phase itérative Tant que l'on n'a pas atteint la convergence, on calcule la nouvelle
pseudo solution :
XCn = Xn − P−1rn




On calcule alors la nouvelle direction dn :
dn = −P−1rn − λn−1dn− 1
Puis : Adn = −AP−1rn − λn−1Adn−1
Avec : λn−1 = < r
c
n − rn, P−1Adn−1 >
< Adn−1, P−1Adn−1 >
On calcule ensuite la solution en n+ 1 :
Xn+1 = Xn + αdn = XCn + P
−1rn + αndn
Ce qui donne un nouveau résidu :
rn+1 = rn + αnAdn
avec : αn = < rn, P
−1Adn >
< Adn, P−1Adn >
B.2 Présentation de quelques limiteurs de ﬂux
Le limiteur de pente Minmod
Le principe de base de ce limiteur est de forcer la pente utilisée pour le calcul de la
valeur à la face à la valeur minimale des deux pentes, respectivement à droite et à gauche.
Concrètement, cela se résume par les relations :
sl = 0 si sl1 ∗ sl2 < 0; sl = min(|sl1|, |sl2|) sinon (B.1)
où sl1 et sl2 sont les pentes prises de chaque côté de la maille de calcul.
Le limiteur de pente de Van Leer
Avec ce limiteur, la pente est évaluée par la relation :
sl = 0 si sl1 ∗ sl2 < 0; sl = 2|sl1||sl2|
sl1 + sl2
sinon (B.2)
Il est utilisé dans IFP-C3D pour le calcul des ﬂux de quantité de mouvement.
Le limiteur de pente Superbee
C'est le limiteur qui est utilisé par défaut dans IFP-C3D pour le calcul des ﬂux scalaires.
Il s'exprime par :
sl = 0 si sl1 ∗ sl2 < 0; sl = max[min(2|sl1|, |sl2|),min(sl1, 2|sl2|)] sinon (B.3)
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