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1 Введение
В этой статье рассмотрим дифференциальное уравнение с дробной степенью оператора
Бесселя, где оператор Бесселя имеет вид
Bγ =
d2
dx2
+
γ
x
d
dx
, γ ≥ 0. (1)
Первые явные формулы для дробных степеней оператора Бесселя на отрезке в тер-
минах гипергеометрических функций Гаусса приведены в статье Иды Шпринхайзен-
Купер [1]. Более подробная теория дробных степеней (1) на отрезке и полуоси содер-
жится в [2–6]. Дробные степени гипер-бесселевого оператора вида
Bα0,α1,...,αm = x
α0
d
dx
xα1
d
dx
...xαm−1
d
dx
xαm
с вещественными параметрами α0, ..., αm были представлены Адамом Макбрайдом
в [7]. Их изучение было продолжено в [8–11]. Оператор Бесселя (1) соответствует
Bα0,α1,...,αm при
m = 2, α0 = −1, α1 = 2− γ, α2 = γ − 1,
или
m = 2, α0 = −γ, α1 = γ, α2 = 0.
Уравнения с дробными производными Бесселя ранее не изучались из-за отсутствия
подходящих инструментов для их изучения. Первой целью статьи является представ-
ление одного из таких инструментов, а именно интегрального преобразования Мейе-
ра. Такое преобразование играет ту же роль для левосторонней дробной производной
Бесселя на полуоси, что и преобразование Лапласа для левой дробной производной
Герасимова-Капуто на полуоси. Другая цель состоит в том, чтобы показать, что степен-
ные функции, умноженные на функции Фокса-Райта, являются фундаментальной си-
стемой решений левосторонней дробной производной Бесселя типа Герасимова-Капуто
на полуоси. Уравнения с дробными производными Бесселя чрезвычайно интересны с
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теоретической точки зрения, но возникают и в приложениях, например, в задачах
случайного блуждания частицы [12,13].
В [14], на стр. 312 метод преобразования Лапласа был применен для получения
явного решения однородного уравнения вида
( GCDα0+f)(x) = λf(x), x > 0, l − 1 < α ≤ l, l ∈ N, λ ∈ R, (2)
где для нецелого α > 0
( GCDα0+f)(x) =
1
Γ(n− α)
x∫
0
f (n)(t)dt
(x− t)α+1−n , x ∈ [0,∞) (3)
— левосторонняя дробная производная Герасимова-Капуто на полуоси ( [15], [14], стр.
97, формула 2.4.47). Для α = n = 0, 1, 2, ...
( GCDn0+f)(x) = f
(n)(x).
Герасимов в [15] вывел и решил уравнения с частными производными дробного поряд-
ка с производной (3) для прикладных задач механики в 1948 году.
Условия вида
fk(0+) = dk, k = 0, 1, ..., l − 1, dk ∈ R (4)
могут быть добавлены к уравнению (2). Решение задачи (2)–(4) имеет вид (см. [14],
стр. 312)
f(x) =
l−1∑
k=0
dk x
k Eα,k+1(λx
α), (5)
где Eα,β — функция Миттаг–Леффлера (15).
В этой статье мы, при помощи преобразования Мейера, получим точное решение
f однородного уравнения вида
(Bαγ,0+f)(x) = λf(x),
где положительная вещественная степень оператора (1) определена формулой (26).
2
2 Основные определения
2.1 Специальные функции
Приведем определения специальных функций, которые будем использовать.
Модифицированные функции Бесселя (или гиперболические функции Бессе-
ля) первого и второго рода Iα(x) и Kα(x) определяются формулами (см. [16–19])
Iα(x) = i
−αJα(ix) =
∞∑
m=0
1
m! Γ(m+ α + 1)
(x
2
)2m+α
, (6)
Kα(x) =
pi
2
I−α(x)− Iα(x)
sin(αpi)
, (7)
где α — нецелое. Для целого α используется предельный переход в (6),(7). Очевидно,
что Kα(x) = K−α(x). Для мальньких значений аргумента 0 < |r| 
√
ν + 1, имеем
Kν(r) ∼
− ln
(r
2
)
− ϑ if ν = 0,
Γ(ν)
21−ν r
−ν if ν > 0,
(8)
где
ϑ = lim
n→∞
(
− lnn+
n∑
k=1
1
k
)
=
∞∫
1
(
−1
x
+
1
bxc
)
dx
— постоянная Эйлера-Маскерони [20].
Ядром преобразования Мейера является нормированная модифицированная
функция Бесселя второго рода kν , определенная формулой
kν(x) =
2νΓ(ν + 1)
xν
Kν(x), (9)
где Kν — модифицированная функция Бесселя второго рода (7).
Нормированная модифицированная функция Бесселя второго рода обладает свой-
ствами
lim
x→0
kν(x) =
Γ(−ν)
22ν+1Γ(1 + ν)
, ν < 0, −ν /∈ N, (10)
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lim
x→0
xαk0(x) = 0, α > 0, lim
x→0
1
lnx
k0(x) = −1, (11)
lim
x→0
x2νkν(x) =
1
2ν
, ν > 0, (12)
lim
x→0
x2ν+1
dkν(x)
dx
= −1, ν > −1. (13)
Ядром левосторонней дробной производной Бесселя на полуоси является гипер-
геометрическая функция Гаусса, которая внутри круга |z|<1, определяется как
сумма гипергеометрического ряда (см. [20], стр. 373, формула 15.3.1)
2F1(a, b; c; z) = F (a, b, c; z) =
∞∑
k=0
(a)k(b)k
(c)k
zk
k!
, (14)
а для |z| ≥ 1 получается аналитическим продолжением этого ряда. В (14) параметры
a, b, c и переменная z могут быть комплексными, c 6=0,−1,−2, . . .. Множитель (a)k —
это символ Похгаммера: (z)n = z(z + 1)...(z + n− 1), n = 1, 2, ..., (z)0 ≡ 1.
Функция Миттаг–Леффлёра Eα,β(z) — это целая функция порядка 1/α опреде-
ляется следующим рядом, в случае когда вещественная часть α строго положительна
Eα,β(z) =
∞∑
n=0
zn
Γ(αn+ β)
, z ∈ C, α, β ∈ C, Reα > 0, Re β > 0. (15)
Функция (15) была введена Гестой Миттаг–Леффлёром в 1903 году для α=1 и А. Ви-
маном в 1905 году в общем случае. Первыми приложениями этих функций Миттаг–
Леффлёра и Вимана были приложения в комплексном анализе (нетривиальные при-
меры целых функций с нецелыми порядками роста и обобщенные методы суммиро-
вания). В СССР эти функции стали в основном известны после публикации знаме-
нитой монографии М. М. Джрбашяна [21] (см. также его более позднюю моногра-
фию [22]). Наиболее известным применением функций Миттаг–Леффлёра в теории
интегро-дифференциальных уравнений и дробного исчисления является тот факт, что
4
резольвента дробного интеграла Римана–Лиувилля явно выражается через них в соот-
ветствии со знаменитой формулой Хилле–Тамаркина–Джрбашяна [23], стр. 78. Ввиду
многочисленных приложений к решению дифференциальных уравнений с дробными
производными эта функция была заслуженно названа в [24] была заслуженно названа
"Королевской функцией дробного исчисления".
Функция Фокса-Райта pΨq(z) для z ∈ C, al, bj ∈ C, αl, βj ∈ R, l = 1, ..., p;
j = 1, ..., q определяется рядом вида (см. [25,26])
pΨq(z) = pΨq
[
(al, αl)1,p
(bj, βj)1,q
∣∣∣∣∣ z
]
=
∞∑
k=0
p∏
l=1
Γ(al + αlk)
q∏
j=1
Γ(bj + βjk)
zk
k!
. (16)
При условии
q∑
j=1
βj −
p∑
l=1
αl > −1
ряд в (16) сходится для всех z ∈ C. Пусть
δ =
p∏
l=1
|αl|−αl
q∏
j=1
|βj|βj ,
µ =
q∑
j=1
bj −
p∑
l=1
al +
p− q
2
.
Если
q∑
j=1
βj −
p∑
l=1
αl = −1,
то ряд в (16) сходится абсолютно для |z| < δ и для |z| = δ, когда Reµ > 1
2
. Функция
Фокса-Райта для дробных степеней оператора Бесселя играет ту же роль, что функция
Миттаг-Леффлера для обыкновенного дробного исчисления.
Используя функцию Фокса-Райта (16), мы можем записать функцию Миттаг–
Леффлёра в виде
Eα,β(z) = 1Ψ1
[
(1, 1)
(β, α)
∣∣∣∣∣ z
]
. (17)
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2.2 Интегральные преобразования и оператор Пуассона
В этом пункте мы представляем интегральные преобразования Лапласа и Мейера и
их связь с оператором преобразования Пуассона.
Преобразование Лапласа функции f(t), определенной для всех вещественных
чисел t > 0, — это функция F (s), представимая равенством
L[f ](s) = F (s) =
∞∫
0
f(t)e−st dt, (18)
где s — комплексное число s = σ + iω, σ и ω — вещественные.
Пусть Ea, a ∈ R — пространство функций f : R → C, f ∈ Lloc1 (R), таких, что∞∫
0
|f(t)|e−atdt <∞ и f(t) обращается в нуль, если t < 0.
Пусть f ∈ Ea. Тогда интеграл Лапласа (18) сходится абсолютно и равномерно на
H¯a = {p : p ∈ C,Re p ≥ a}. Преобразование Лапласа функции f ∈ Ea ограничено на H¯a
и является аналитической функцией на Ha = {p : p ∈ C,Re p > a} (см. [27], стр. 28).
Пусть f ∈ Ea и гладкая на каждом интервале (a, b) ∈ R+. Тогда в точках t непре-
рывности этой функции определено обратное преобразование Лапласа:
L−1[F ](t) = f(t) = 1
2pii
c+i∞∫
c−i∞
F (s)etsds, c > a.
(см. [27], стр. 37).
Преобразование Лапласа функции Миттаг–Леффлера, умноженной на степенную
функцию имеет вид (см. [14], стр. 47, формула 1.9.13, где ρ = 1)
L[xβ−1Eα,β(λxα)](s) = s
α−β
sα − λ. (19)
Для функции f интегральное преобразование, содержащее функцию k γ−1
2
, γ ≥ 1 в
качестве ядра называется преобразованием Мейера. Оно определяется формулой
Kγ[f ](ξ) = F (ξ) =
∞∫
0
k γ−1
2
(xξ) f(x)xγ dx. (20)
Преобразование (20) — это модификация K–преобразования из [27], стр. 93, фор-
мула 1.8.48 и поэтому имеет те же свойства, но другое асимптотическое поведение.
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Пусть β такое число, что
β >
γ
2
− 2 если γ > 1 и β > −1 если γ = 1 и β > −1− γ
2
если 0 < γ < 1.
Определим класс функций
M aγ (R+) =
{
f ∈ Lloc1 (R+) : f(t) = o
(
tβ−
γ
2
)
при t→ +0 и f(t) = O(eat) при t→ +∞
}
.
Преобразование Мейера функции f ∈ M aγ (R+) существует почти всюду для Re ξ > a
(см. [27], стр. 94).
Если 0 < γ < 2 и F (ξ) — аналитическая на полуплоскости Ha = {p ∈ C : Re p ≥ a},
a ≤ 0 и s γ2−1F (ξ) → 0, |ξ| → +∞ равномерно по arg s, то для любого числа c, c > a
обратное K−1γ имеет вид (см. [27], стр. 94)
K−1γ [f̂ ](x) = f(x) =
1
pii
c+i∞∫
c−i∞
f̂(ξ)i γ−1
2
(xξ)ξγdξ. (21)
Формула обращения (21) не удобна для расчетов и имеет условие 0<γ<2. Здесь мы
представим другую формулу обращения с использованием оператора преобразования
Пуассона.
Пусть γ>0. Одномерный оператор Пуассона определен для интегрируемых функ-
ций f равенством
Pγxf(x) =
2C(γ)
xγ−1
x∫
0
(
x2 − t2) γ2−1 f(t) dt, C(γ) = Γ (γ+12 )√
pi Γ
(
γ
2
) . (22)
Постоянная C(γ) выбрана так, чтобы Pγx [1] = 1 (см. [28], стр. 50).
Левый обратный оператор для (22) при γ > 0 для функции H(x) определяется
формулой (см. [23])
(Pγx )−1H(x) =
2
√
pix
Γ
(
γ+1
2
)
Γ
(
n− γ
2
) ( d
2xdx
)n x∫
0
H(z)(x2 − z2)n− γ2−1zγdz, (23)
где n =
[
γ
2
]
+ 1.
Для того чтобы найти f(x) из равенства
Kγ[f ](ξ) = (LF (z))(ξ) = g(ξ)
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представим ядро преобразования (20) по формуле
Kα(xξ) =
Γ
(
1
2
)
Γ
(
α + 1
2
) (xξ
2
)α ∞∫
1
e−xξt(t2 − 1)α− 12dt = {xt = z} =
=
√
pi
Γ
(
α + 1
2
) ( ξ
2x
)α ∞∫
x
e−ξz(z2 − x2)α− 12dz
из [16], стр. 190, формула (4). Тогда
k γ−1
2
(xξ) =
2
1−γ
2
Γ
(
γ+1
2
)
(xξ)
γ−1
2
K γ−1
2
(xξ) =
=
2
1−γ
2
Γ
(
γ+1
2
)
(xξ)
γ−1
2
√
pi
Γ
(
γ
2
) ( ξ
2x
) γ−1
2
∞∫
x
e−ξz(z2 − x2) γ2−1dz =
=
21−γ
√
pi
xγ−1Γ
(
γ+1
2
)
Γ
(
γ
2
) ∞∫
x
e−ξz(z2 − x2) γ2−1dz.
Следовательно,
Kγ[f ](ξ) = f̂(ξ) =
∞∫
0
k γ−1
2
(xξ) f(x)xγ dx =
=
21−γ
√
pi
Γ
(
γ+1
2
)
Γ
(
γ
2
) ∞∫
0
f(x)x dx
∞∫
x
e−ξz(z2 − x2) γ2−1dz =
=
21−γ
√
pi
Γ
(
γ+1
2
)
Γ
(
γ
2
) ∞∫
0
e−ξzdz
z∫
0
f(x)(z2 − x2) γ2−1xdx.
Используя оператор Пуассона (22) и преобразование Лапласа (18), получим
Kγ[f ](ξ) =
∞∫
0
e−ξzF (z)dz = (LF (z))(ξ),
где
F (z) = Aγz
γ−1Pγz zf(z), Aγ =
pi
2γΓ2
(
γ+1
2
) .
Таким образом, для того чтобы найти f(x) из равенства
Kγ[f ](ξ) = (LAγzγ−1Pγz zf(z))(ξ) = g(ξ)
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мы должны сначала обратить преобразование Лапласа, а затем обратить оператор
Пуассона. Формула обращения для функции g, такой что (L−1g)(x) существует, имеет
вид
f(x) = K−1γ [g](x) =
1
Aγx
(Pγx )−1x1−γ(L−1g)(x), g = Kγ[f ], Aγ =
pi
2γΓ2
(
γ+1
2
) . (24)
3 Левосторонние дробные интегралы и производные
Бесселя на полуоси
3.1 Определения левосторонних дробных интегралов и произ-
водных Бесселя на полуоси
Пусть α > 0, γ > 0. Левосторонний дробный интеграл Бесселя на полуоси
B−αγ,0+ для f∈L[0,∞) определяется формулой
(B−αγ,0+f)(x) = (IB
α
γ,0+ f)(x) =
=
1
Γ(2α)
x∫
0
(y
x
)γ (x2−y2
2x
)2α−1
2F1
(
α+
γ−1
2
, α; 2α; 1−y
2
x2
)
f(y)dy. (25)
Для α < 0 формула (25) может быть продолжена аналитически, а(B0γ,0+f)(x) = f(x).
В [7] были представлены пространства, адаптированные для работы с операторами
вида Bαγ,0+, α ∈ R. Эти пространства имеют вид:
Fp =
{
ϕ ∈ C∞(0,∞) : xk d
kϕ
dxk
∈ Lp(0,∞) for k = 0, 1, 2, ...
}
, 1 ≤ p <∞,
F∞ =
{
ϕ ∈ C∞(0,∞) : xk d
kϕ
dxk
→ 0 asx→ 0 + and as x→∞ for k = 0, 1, 2, ...
}
и
Fp,µ =
{
ϕ : x−µϕ(x) ∈ Fp
}
, 1 ≤ p ≤ ∞, µ ∈ C.
Мы приведем здесь теорему, которая является частным случаем теорем из [7].
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Теорема 1. Пусть α∈R. Для всех p, µ и γ > 0 таких, что µ 6=1
p
−2m, γ 6=1
p
−µ−2m+1,
m=1, 2... оператор Bαγ,0+ является непрерывным линейным отображением из Fp, µ в
Fp,µ−2α. Если, кроме того, 2α 6= µ− 1p + 2m и γ − 2α 6= 1p − µ− 2m+ 1, m = 1, 2..., то
Bαγ,0+ гомеоморфизм из Fp, µ на Fp,µ−2α с обратным оператором B
−α
γ,0+.
Сравним дробный интеграл Бесселя B−αγ,0+ с известным дробным интегралом
Римана-Лиувилля I2α0+. Для этого положим γ = 0:
(B−α0,0+f)(x)=
1
Γ(2α)
x∫
a
(
x2 − y2
2x
)2α−1
2F1
(
α− 1
2
, α; 2α; 1− y
2
x2
)
f(y)dy=
=
1
Γ(2α)
x∫
0
(
x2 − y2
2x
)2α−1 [
2x
x+ y
]2α−1
f(y)dy =
=
1
Γ(2α)
x∫
0
(x− y)2α−1f(y)dy = (I2α0+f)(x).
Теперь выпишем явную формулу для дробной производной Бесселя Bαγ , α > 0. Для
приложений лучше использовать обобщение дробной производной Герасимова–Капуто
(3).
Определение 1. Пусть n=[α]+1, f∈L[0,∞), IBn−αγ,b−f, IBn−αγ,b−f∈C2nev (0,∞). Левосто-
ронняя дробная производная Бесселя на полуоси типа Герасимова-Капуто
определяется равенством
(Bαγ,0+f)(x) = (IBn−αγ,0+Bnγ f)(x). (26)
Легко видеть, что
(Bα0,0+f)(x)=( CD2α0+f)(x),
где ( GCD2α0+f)(x) определено формулой (3).
Следуя [1] и [7] приведем следующие результаты. Пусть Re (2η + µ) + 2 > 1/p, и
ϕ ∈ Fp,µ. Для Reα > 0, мы определим Iη,α2 ϕ формулой
Iη,α2 ϕ(x) =
2
Γ(α)
x−2η−2α
x∫
0
(x2 − u2)α−1u2η+1ϕ(u)du. (27)
Выражение Iη,α2 продолжается на значения Reα ≤ 0 по формуле
Iη,α2 ϕ = (η + α + 1)I
η,α+1
2 ϕ+
1
2
Iη,α+12 x
dϕ
dx
. (28)
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Теорема 2. Для (25) справедлива следующая факторизация
(B−αγ,0+ϕ)(x) =
(x
2
)2α
I
γ−1
2
,α
2 I
0,α
2 ϕ, (29)
где
I0,α2 ϕ(x) =
2
Γ(α)
x−2α
x∫
0
(x2 − u2)α−1uϕ(u)du,
I
γ−1
2
,α
2 ϕ(x) =
2
Γ(α)
x1−γ−2α
x∫
0
(x2 − u2)α−1uγϕ(u)du.
Доказательство. Имеем
(B−αγ,0+ϕ)(x) =
=
1
Γ(2α)
x∫
0
(u
x
)γ (x2 − u2
2x
)2α−1
2F1
(
α +
γ − 1
2
, α; 2α; 1− u
2
x2
)
ϕ(u)du =
= 2−2αx2αI
γ−1
2
,α
2 I
0,α
2 ϕ =
=
21−2αx2α
Γ(α)
I
γ−1
2
,α
2 y
−2α
y∫
0
(y2 − u2)α−1uϕ(u)du =
=
22−2αx2α
Γ2(α)
x−γ+1−2α
x∫
0
(x2 − y2)α−1yγ−2αdy
y∫
0
(y2 − u2)α−1uϕ(u)du =
=
22−2α
Γ2(α)
x1−γ
x∫
0
uϕ(u)du
x∫
u
(y2 − u2)α−1(x2 − y2)α−1yγ−2αdy.
Найдем
x∫
u
(y2 − u2)α−1(x2 − y2)α−1yγ−2αdy = {y2 = t} = 1
2
x2∫
u2
(t− u2)α−1(x2 − t)α−1t γ−12 −αdt =
=
√
piΓ(α)
22αΓ
(
α + 1
2
) (x2 − u2)2α−1 u−2α+γ−1 2F1(α + 1− γ
2
, α; 2α; 1− x
2
u2
)
.
Используя формулу (см. [20])
2F1(a, b; c; z) = (1− z)−a 2F1
(
a, c− b; c; z
z − 1
)
,
11
получим
2F1
(
α +
1− γ
2
, α; 2α; 1− x
2
u2
)
= 2F1
(
α, α +
1− γ
2
; 2α; 1− x
2
u2
)
=
=
(
x2
u2
)−α
2F1
(
α, α +
γ − 1
2
; 2α; 1− u
2
x2
)
=
=
(
x2
u2
)−α
2F1
(
α +
γ − 1
2
, α; 2α; 1− u
2
x2
)
и
x∫
u
(y2 − u2)α−1(x2 − y2)α−1yγ−2αdy =
√
piΓ(α)
22αΓ
(
α + 1
2
)×
× (x2 − u2)2α−1 u−2α+γ−1(x2
u2
)−α
2F1
(
α, α +
γ − 1
2
; 2α; 1− u
2
x2
)
=
=
√
piΓ(α)
22αΓ
(
α + 1
2
) (x2 − u2)2α−1 uγ−1x−2α 2F1(α, α + γ − 1
2
; 2α; 1− u
2
x2
)
.
Наконец,
(B−αγ,0+ϕ)(x) =
22(1−2α)
√
pi
Γ(α)Γ
(
α + 1
2
) x1−γ−2α×
×
x∫
0
(
x2 − u2)2α−1 uγ 2F1(α + γ − 1
2
, α; 2α; 1− u
2
x2
)
ϕ(u)du.
Применяя формулу удвоения вида
Γ(α)Γ
(
α +
1
2
)
= 21−2α
√
piΓ(2α),
получим
(B−αγ,0+ϕ)(x) =
21−2α
Γ(2α)
x1−γ−2α×
×
x∫
0
(
x2 − u2)2α−1 uγ 2F1(α + γ − 1
2
, α; 2α; 1− u
2
x2
)
ϕ(u)du =
=
1
Γ(2α)
x∫
0
(
x2 − u2
2x
)2α−1 (u
x
)γ
2F1
(
α +
γ − 1
2
, α; 2α; 1− u
2
x2
)
ϕ(u)du.
Что и дает (29). Доказательство закончено.
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3.2 Преобразование Мейера левосторонных дробных интегра-
лов и производных Бесселя на полуоси
В этом разделе мы применим преобразование Мейера к левосторонним дробным ин-
тегралам и производным Бесселя на полуоси, а затем, в разделе 4, мы будем исполь-
зовать эти результаты для построения явных решений линейного дифференциального
уравнения, включающего левостороннюю дробную производную Бесселя на полуоси
типа Герасимова–Капуто с постоянными коэффициентами.
Теорема 3. Пусть α > 0. Преобразование Мейера B−αγ,0+f ∈M aγ (R+) имеет вид
Kγ[(B−αγ,0+ϕ)(x)](ξ) = ξ−2αKγϕ(ξ). (30)
Доказательство. Начнем с (30). Пусть g(x) = I0,α2 ϕ(x). Используя факторизацию (29),
получим
Kγ[(B−αγ,0+ϕ)(x)](ξ) =
∞∫
0
k γ−1
2
(xξ) (B−αγ,0+ϕ)(x)x
γ dx =
=
1
22α
∞∫
0
k γ−1
2
(xξ) I
γ−1
2
,α
2 I
0,α
2 ϕ(x)x
2α+γ dx =
=
1
22α
∞∫
0
k γ−1
2
(xξ) I
γ−1
2
,α
2 g(x)x
2α+γ dx =
=
1
22α−1Γ(α)
∞∫
0
k γ−1
2
(xξ)x dx
x∫
0
(x2 − u2)α−1uγg(u)du =
=
1
22α−1Γ(α)
∞∫
0
uγg(u)du
∞∫
u
(x2 − u2)α−1k γ−1
2
(xξ)x dx.
Рассмотрим внутренний интеграл. Применяя формулу 2.16.3.7 из [31] вида
∞∫
a
x1±ρ(x2 − a2)β−1Kρ(cx)dx = 2β−1aβ±ρc−βΓ(β)Kρ±β(ac), a, c, β > 0 (31)
будем иметь
∞∫
u
(x2 − u2)α−1k γ−1
2
(xξ)x dx =
2
γ−1
2 Γ
(
γ+1
2
)
ξ
γ−1
2
∞∫
u
(x2 − u2)α−1K γ−1
2
(xξ)x1−
γ−1
2 dx =
13
=
2
γ−1
2 Γ
(
γ+1
2
)
ξ
γ−1
2
· 2α−1uα− γ−12 ξ−αΓ(α)K γ−1
2
−α(uξ)
и
Kγ[(B−αγ,0+ϕ)(x)](ξ) =
2
γ−1
2
−αΓ
(
γ+1
2
)
ξ
γ−1
2
+α
∞∫
0
uα+
γ+1
2 K γ−1
2
−α(uξ)g(u)du =
=
2
γ+1
2
−αΓ
(
γ+1
2
)
Γ(α)ξ
γ−1
2
+α
∞∫
0
u
γ+1
2
−αK γ−1
2
−α(uξ)du
u∫
0
(u2 − t2)α−1tϕ(t)dt =
=
2
γ+1
2
−αΓ
(
γ+1
2
)
Γ(α)ξ
γ−1
2
+α
∞∫
0
tϕ(t)dt
∞∫
t
(u2 − t2)α−1u γ+12 −αK γ−1
2
−α(uξ)du.
Используя снова (31), запишем
∞∫
t
(u2 − t2)α−1u γ+12 −αK γ−1
2
−α(uξ)du = 2
α−1t
γ−1
2 ξ−αΓ(α)K γ−1
2
(tξ)
и
Kγ[(B−αγ,0+ϕ)(x)](ξ) =
2
γ+1
2
−αΓ
(
γ+1
2
)
Γ(α)ξ
γ−1
2
+α
· 2α−1ξ−αΓ(α)
∞∫
0
ϕ(t)K γ−1
2
(tξ)t
γ+1
2 dt =
= ξ−2α
∞∫
0
ϕ(t)k γ−1
2
(tξ)tγdt = ξ−2αKγϕ.
Доказательство закончено.
Лемма 1. Пусть n ∈ N и Bnγ f ∈M aγ (R+), тогда для 0 ≤ γ < 1
Kγ[Bnγ f ](ξ) = ξ2nKγ[f ](ξ)−
−
n∑
k=1
ξ2k−1−γBn−kγ f(0+)−
Γ
(
1−γ
2
)
2γΓ
(
γ+1
2
) lim
x→0+
n∑
k=1
ξ2k−2xγ
d
dx
[Bn−kγ f(x)], (32)
для γ = 1
Kγ[Bnγ f ](ξ) = ξ2nKγ[f ](ξ)−
n∑
k=1
ξ2k−1−γBn−kγ f(0+) + lim
x→0+
n∑
k=1
ξ2k−2 lnxξ
d
dx
[Bn−kγ f(x)],
(33)
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для 1 < γ
Kγ[Bnγ f ](ξ) =
= ξ2nKγ[f ](ξ)−
n∑
k=1
ξ2k−1−γBn−kγ f(0+)−
1
γ − 1 limx→0+
n∑
k=1
ξ2k−1−γx
d
dx
[Bn−kγ f(x)], (34)
где
Bn−kγ f(0+) = lim
x→+0
Bn−kγ f(x).
Доказательство. Найдем Kγ[Bnγ f ](ξ):
Kγ[Bnγ f ](ξ) =
∞∫
0
k γ−1
2
(xξ) [Bnγ f(x)]x
γ dx =
∞∫
0
k γ−1
2
(xξ)
d
dx
xγ
d
dx
[Bn−1γ f(x)] dx =
= k γ−1
2
(xξ)xγ
d
dx
[Bn−1γ f(x)]
∣∣∣∣∞
x=0
−
∞∫
0
xγ
d
dx
k γ−1
2
(xξ)
d
dx
[Bn−1γ f(x)] dx =
= −k γ−1
2
(xξ)xγ
d
dx
[Bn−1γ f(x)]
∣∣∣∣
x=0
+
(
xγ
d
dx
k γ−1
2
(xξ)
)
[Bn−1γ f(x)]
∣∣∣∣
x=0
+
+
∞∫
0
[Bγk γ−1
2
(xξ)] [Bn−1γ f(x)]x
γ dx = −k γ−1
2
(xξ)xγ
d
dx
[Bn−1γ f(x)]
∣∣∣∣
x=0
+
+
(
xγ
d
dx
k γ−1
2
(xξ)
)
[Bn−1γ f(x)]
∣∣∣∣
x=0
+ ξ2
∞∫
0
k γ−1
2
(xξ) [Bn−1γ f(x)]x
γ dx = ...
... = ξ2n
∞∫
0
k γ−1
2
(xξ) f(x)xγ dx+
+
n−1∑
k=0
ξ2k
((
xγ
d
dx
k γ−1
2
(xξ)
)
[Bn−1−kγ f(x)]− k γ−1
2
(xξ)xγ
d
dx
[Bn−1−kγ f(x)]
)∣∣∣∣
x=0
.
Пусть 0 ≤ γ < 1, тогда используя (10), получим
lim
x→0+
k γ−1
2
(xξ)xγ
d
dx
[Bn−1−kγ f(x)] =
Γ
(
1−γ
2
)
2γΓ
(
γ+1
2
) lim
x→0+
xγ
d
dx
[Bn−1−kγ f(x)].
Для γ = 1, применяя (11), будем иметь
lim
x→0+
k0(xξ)
d
dx
[Bn−1−kγ f(x)] = − lim
x→0+
lnxξ
d
dx
[Bn−1−kγ f(x)].
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Когда 1 < γ, используя (12), получим
lim
x→0+
k γ−1
2
(xξ)xγ
d
dx
[Bn−1−kγ f(x)] =
1
γ − 1 limx→0+xξ
1−γ d
dx
[Bn−1−kγ f(x)].
Затем запишем
d
dx
k γ−1
2
(xξ) = −2
1−γ
2 ξ
3−γ
2 x
1−γ
2
Γ
(
γ+1
2
) K γ+1
2
(xξ)
и, применяя (8) для близких к нулю x, будем иметь
xγ
d
dx
k γ−1
2
(xξ) = − 2
1−γ
2
Γ
(
γ+1
2
)x γ+12 ξ 3−γ2 K γ+1
2
(xξ) ∼
∼ − 2
1−γ
2
Γ
(
γ+1
2
)x γ+12 ξ 3−γ2 Γ (γ+12 )
21−
γ+1
2
(ξx)−
γ+1
2 = −ξ1−γ, x→ 0+,
следовательно
lim
x→0+
(
xγ
d
dx
k γ−1
2
(xξ)
)
[Bn−1−kγ f(x)] = −ξ1−γBn−1−kγ f(0+)
и для 0 ≤ γ < 1
Kγ[Bnγ f ](ξ) = ξ2nKγ[f ](ξ)−
n−1∑
k=0
ξ2k+1−γBn−1−kγ f(0+)−
− Γ
(
1−γ
2
)
2γΓ
(
γ+1
2
) n−1∑
k=0
ξ2k lim
x→0+
xγ
d
dx
[Bn−1−kγ f(x)] =
= ξ2nKγ[f ](ξ)−
n∑
k=1
ξ2k−1−γBn−kγ f(0+)−
Γ
(
1−γ
2
)
2γΓ
(
γ+1
2
) lim
x→0+
n∑
k=1
ξ2k−2xγ
d
dx
[Bn−kγ f(x)],
для γ = 1
Kγ[Bnγ f ](ξ) = ξ2nKγ[f ](ξ)−
n∑
k=1
ξ2k−1−γBn−kγ f(0+) + lim
x→0+
n∑
k=1
ξ2k−2 lnxξ
d
dx
[Bn−kγ f(x)],
для 1 < γ
Kγ[Bnγ f ](ξ) =
= ξ2nKγ[f ](ξ)−
n∑
k=1
ξ2k−1−γBn−kγ f(0+)−
1
γ − 1 limx→0+
n∑
k=1
ξ2k−1−γx
d
dx
[Bn−kγ f(x)].
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Замечание 1. Пусть n ∈ N, d
dx
[Bn−kγ f(x)] ограничено и Bnγ f ∈ M aγ (R+) и γ 6= 1,
тогда
Kγ[Bnγ f ](ξ) = ξ2nKγ[f ](ξ)−
n∑
k=1
ξ2k−1−γBn−kγ f(0+). (35)
Если d
dx
[Bn−kγ f(x)] ∼ xη, η > 0 при x→ 0+, то (35) справедливо для γ = 1.
Замечание 2. Поскольку k− 1
2
(x) = e−x, то
K0[f ](ξ) = L[f ](ξ),
где L[f ] — преобразование Лапласа функции f . Известно, что
L[f ′′](ξ) = ξ2L[f ](ξ)− ξf(0)− f ′(0).
С другой стороны,
Γ
(
1−γ
2
)
2γΓ
(
γ+1
2
)∣∣∣∣
γ=0
= 1,
n∑
k=1
xγ
d
dx
[Bn−kγ f(x)]
∣∣∣∣
γ=0,n=1
= f ′(x)
и
K0[B0f ](ξ) = Lf ′′(ξ) = ξ2K0[f ](ξ)− ξf(0)− f ′(0) = L[f ′′](ξ).
Аналогичная ситуация справедлива и для K0[Bn0 f ](ξ).
Теорема 4. Пусть n = [α] + 1 для нецелого α и n = α для α ∈ N и Bαγ,0+f ∈M aγ (R+),
тогда
при 0 ≤ γ < 1
Kγ[Bαγ,0+f ](ξ) =
= ξ2αKγ[f ](ξ)−
n−1∑
k=0
ξ2α−2k−1−γBkγf(0+)−
Γ
(
1−γ
2
)
2γΓ
(
γ+1
2
) lim
x→0+
n−1∑
k=0
ξ2α−2k−2xγ
d
dx
[Bkγf(x)], (36)
при γ = 1
Kγ[Bαγ,0+f ](ξ)
= ξ2αKγ[f ](ξ)−
n−1∑
k=0
ξ2α−2k−1−γBkγf(0+) + lim
x→0+
n−1∑
k=0
ξ2α−2k−2 lnxξ
d
dx
[Bkγf(x)], (37)
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при 1 < γ
Kγ[Bαγ,0+f ](ξ) =
= ξ2αKγ[f ](ξ)−
n−1∑
k=0
ξ2α−2k−1−γBkγf(0+)−
1
γ − 1 limx→0+
n−1∑
k=0
ξ2α−2k−1−γx
d
dx
[Bkγf(x)], (38)
где
Bα−kγ,0+f(0+) = lim
x→+0
Bα−kγ,0+f(x).
Доказательство. Используя (30) и (35) для 0 ≤ γ < 1, получим
Kγ[Bαγ,0+f ](ξ) = Kγ[(IBn−αγ,0+Bnγ f)(x)](ξ) = ξ2α−2nKγ[Bnγ f ](ξ) = ξ2αKγ[f ](ξ)−
−
n∑
k=1
ξ2α−2n+2k−1−γBn−kγ f(0+)−
Γ
(
1−γ
2
)
2γΓ
(
γ+1
2
) lim
x→0+
n∑
k=1
ξ2α−2n+2k−2xγ
d
dx
[Bn−kγ f(x)] =
= ξ2αKγ[f ](ξ)−
n−1∑
k=0
ξ2α−2k−1−γBkγf(0+)−
Γ
(
1−γ
2
)
2γΓ
(
γ+1
2
) lim
x→0+
n−1∑
k=0
ξ2α−2k−2xγ
d
dx
[Bkγf(x)],
где
Bkγ,0+f(0+) = lim
x→+0
Bkγ,0+f(x).
Аналогично при γ = 1 будем иметь
Kγ[Bαγ,0+f ](ξ) = Kγ[(IBn−αγ,0+Bnγ f)(x)](ξ) = ξ2α−2nKγ[Bnγ f ](ξ) = ξ2αKγ[f ](ξ)−
−
n∑
k=1
ξ2α−2n+2k−1−γBn−kγ f(0+) + lim
x→0+
n∑
k=1
ξ2α−2n+2k−2 lnxξ
d
dx
[Bn−kγ f(x)] =
= ξ2αKγ[f ](ξ)−
n−1∑
k=0
ξ2α−2k−1−γBkγf(0+) + lim
x→0+
n−1∑
k=0
ξ2α−2k−2 lnxξ
d
dx
[Bkγf(x)]
и при γ > 1
Kγ[Bαγ,0+f ](ξ) = Kγ[(IBn−αγ,0+Bnγ f)(x)](ξ) = ξ2α−2nKγ[Bnγ f ](ξ) =
= ξ2αKγ[f ](ξ)−
n−1∑
k=0
ξ2α−2k−1−γBkγf(0+)−
1
γ − 1 limx→0+
n−1∑
k=0
ξ2α−2k−1−γx
d
dx
[Bkγf(x)].
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Замечание 3. Пусть k ∈ N, d
dx
[Bkγf(x)] ограничена, Bαγ,0+f ∈M aγ (R+) и γ 6= 1, тогда
Kγ[Bαγ,0+f ](ξ) = ξ2αKγ[f ](ξ)−
n−1∑
k=0
ξ2α−2k−1−γBkγf(0+). (39)
Если d
dx
[Bkγf(x)] ∼ xη, η > 0 при x→ 0+, то (39) справедливо и для γ = 1.
4 Метод преобразования Мейера для решения одно-
родного уравнения с левосторонней дробной про-
изводной Бесселя на полуоси типа Герасимова–
Капуто
4.1 Общий случай
Используя преобразование Мейера (общая схема применения интегральных преобра-
зований к уравнениям дробного порядка изложена в [29] и [30]) решим уравнение
(Bαγ,0+f)(x) = λf(x), α > 0, λ ∈ R (40)
с левосторонними дробными производными Бесселя на полуоси типа Герасимова–
Капуто с постоянным коэффициентом при γ 6= 1.
Пусть m−1
2
< α ≤ m
2
, m ∈ N. К уравнению (40) нужно добавить m условий, которые
для 0 ≤ γ < 1 имеют вид
(Bkγ,0+f)(0+) = a2k, lim
x→0+
xγ
d
dx
Bkγ,0+f(x) = a2k+1, a2k, a2k+1 ∈ R, (41)
а для γ > 1 условия примет вид
(Bkγ,0+f)(0+) = b2k, lim
x→0+
x
d
dx
Bkγ,0+f(x) = b2k+1, b2k, b2k+1 ∈ R, (42)
где k ∈ N ∪ {0}, такое, что выполняются неравенства
0 ≤ 2k ≤ m− 1, 1 ≤ 2k + 1 ≤ m− 2 если m — нечетное,
и
1 ≤ 2k + 1 ≤ m− 1, 0 ≤ 2k ≤ m− 2 если m — четное.
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Это означает, что для нечетного m последнее условие имеет вид (Bkγ,0+f)(0+)=am−1
или (Bkγ,0+f)(0+)=bm−1, а для четного m последнее условие имеет вид
lim
x→0+
xγ d
dx
Bkγ,0+f(x)=am−1 или lim
x→0+
x d
dx
Bkγ,0+f(x)=bm−1.
Пример 1. При m = 1 имеем, что k = 0 и при m = 1 к (40) добавляется только
одно условие
f(0+) = a0 при 0 ≤ γ < 1 и f(0+) = b0 при γ > 1.
При m = 2 также имеем, что k = 0, но к (40) добавляются два условия
f(0+) = a0, lim
x→0+
xγ
df
dx
= a1 при 0 ≤ γ < 1 и
f(0+) = b0, lim
x→0+
x
df
dx
= b1 при γ > 1.
Теорема 5. При 0 ≤ γ < 1 решение задачи (40)–(41)
в случае нечетного m имеет вид
f(x) =
2γΓ
(
γ+1
2
)
√
pi
m−1
2∑
k=0
a2k x
2k
2Ψ2
[ (
k + 1 + γ
2
, α
)
, (1, 1)
(k + 1, α) , (2k + γ + 1, 2α)
∣∣∣∣∣λx2α
]
+
+
Γ
(
1−γ
2
)
√
pi
m−3
2∑
k=0
a2k+1 x
2k+1−γ
2Ψ2
[ (
k + 3
2
, α
)
, (1, 1)(
k + 3−γ
2
, α
)
, (2k + 2, 2α)
∣∣∣∣∣λx2α
]
, (43)
где вторая сумма исчезает при m−3
2
< 0, то есть при m = 1,
в случае четного m имеет вид
f(x) =
2γΓ
(
γ+1
2
)
√
pi
m−2
2∑
k=0
a2k x
2k
2Ψ2
[ (
k + 1 + γ
2
, α
)
, (1, 1)
(k + 1, α) , (2k + γ + 1, 2α)
∣∣∣∣∣λx2α
]
+
+
Γ
(
1−γ
2
)
√
pi
m−2
2∑
k=0
a2k+1 x
2k+1−γ
2Ψ2
[ (
k + 3
2
, α
)
, (1, 1)(
k + 3−γ
2
, α
)
, (2k + 2, 2α)
∣∣∣∣∣λx2α
]
. (44)
Для γ > 1 решение (40)–(42)
20
в случае нечетного m имеет вид
f(x) =
2γΓ
(
γ+1
2
)
√
pi
m−1
2∑
k=0
b2k x
2k
2Ψ2
[ (
k + 1 + γ
2
, α
)
, (1, 1)
(k + 1, α) , (2k + γ + 1, 2α)
∣∣∣∣∣λx2α
]
+
+
2γΓ
(
γ+1
2
)
√
pi(γ − 1)
m−3
2∑
k=0
b2k+1 x
2k
2Ψ2
[ (
k + 1 + γ
2
, α
)
, (1, 1)
(k + 1, α) , (2k + γ + 1, 2α)
∣∣∣∣∣λx2α
]
, (45)
где вторая сумма исчезает при m−3
2
< 0, то есть при m = 1,
в случае четного m имеет вид
f(x) =
2γΓ
(
γ+1
2
)
√
pi
m−2
2∑
k=0
b2k x
2k
2Ψ2
[ (
k + 1 + γ
2
, α
)
, (1, 1)
(k + 1, α) , (2k + γ + 1, 2α)
∣∣∣∣∣λx2α
]
+
+
2γΓ
(
γ+1
2
)
√
pi(γ − 1)
m−2
2∑
k=0
b2k+1 x
2k
2Ψ2
[ (
k + 1 + γ
2
, α
)
, (1, 1)
(k + 1, α) , (2k + γ + 1, 2α)
∣∣∣∣∣λx2α
]
. (46)
Здесь pΨq(z) — функция Райта–Фокса (16).
Доказательство. Рассмотрим сначала случай 0 ≤ γ < 1. Применяя преобразование
Мейера (20) к обеим частям (40) и используя (36), получим
ξ2αKγ[f ](ξ)−
n−1∑
k=0
ξ2α−2k−1−γBkγf(0+)−
Γ
(
1−γ
2
)
2γΓ
(
γ+1
2
) lim
x→0+
n−1∑
k=0
ξ2α−2k−2xγ
d
dx
[Bkγf(x)] = λKγ[f ](ξ),
где n ∈ N, n− 1 < α ≤ n. Принимая во внимание условия (41), будем иметь
для случая нечетного m будем иметь
ξ2αKγ[f ](ξ)−
m−1
2∑
k=0
a2kξ
2α−2k−1−γ − Γ
(
1−γ
2
)
2γΓ
(
γ+1
2
) m−32∑
k=0
a2k+1ξ
2α−2k−2 = λKγ[f ](ξ),
где вторая сумма исчезает при m−3
2
< 0, то есть при m = 1,
для случая четного m будем иметь
ξ2αKγ[f ](ξ)−
m−2
2∑
k=0
a2kξ
2α−2k−1−γ − Γ
(
1−γ
2
)
2γΓ
(
γ+1
2
) m−22∑
k=0
a2k−1ξ2α−2k−2 = λKγ[f ](ξ).
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Следовательно,
для случая нечетного m будем иметь
f(x) =
m−1
2∑
k=0
a2kK−1γ
[
ξ2α−2k−1−γ
ξ2α − λ
]
(x) +
Γ
(
1−γ
2
)
2γΓ
(
γ+1
2
) m−32∑
k=0
a2k+1K−1γ
[
ξ2α−2k−2
ξ2α − λ
]
(x),
для случая четного m будем иметь
f(x) =
m−2
2∑
k=0
a2kK−1γ
[
ξ2α−2k−1−γ
ξ2α − λ
]
(x) +
Γ
(
1−γ
2
)
2γΓ
(
γ+1
2
) m−22∑
k=0
a2k+1K−1γ
[
ξ2α−2k−2
ξ2α − λ
]
(x).
Для того чтобы найти явное выражение для f , будем использовать формулу (24).
Итак, сначала найдем обратное преобразования Лапласа с учетом формулы (19):
L−1
[
ξ2α−2k−2
ξ2α − λ
]
(x) = x2k+1E2α,2k+2(λx
2α),
L−1
[
ξ2α−2k−1−γ
ξ2α − λ
]
(x) = x2k+γE2α,2k+γ+1(λx
2α).
Теперь найдем
(Pγx )−1xβ−γE2α,β(λx2α).
Используя (23), запишем
(Pγx )−1xβ−γE2α,β(λx2α) =
2
√
pix
Γ
(
γ+1
2
)
Γ
(
p− γ
2
) ( d
2xdx
)p x∫
0
zβE2α,β(λz
2α)(x2 − z2)p− γ2−1dz,
где
p =
[γ
2
]
+ 1.
Получим
E2α,β(λz
2α) =
∞∑
m=0
λmz2mα
Γ(2αm+ β)
и
x∫
0
zβE2α,β(λz
2α)(x2 − z2)p− γ2−1dz =
∞∑
m=0
λm
Γ(2αm+ β)
x∫
0
z2mα+β(x2 − z2)p− γ2−1dz =
=
∞∑
m=0
λm
Γ(2αm+ β)
Γ
(
mα + β+1
2
)
Γ
(
p− γ
2
)
2Γ
(
mα + p+ β−γ+1
2
) x2mα+2p+β−γ−1.
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Следовательно,
(Pγx )−1xβ−γE2α,β(λx2α) =
√
pix
Γ
(
γ+1
2
) ( d
2xdx
)p ∞∑
m=0
λm
Γ(2αm+ β)
Γ
(
mα + β+1
2
)
Γ
(
mα + p+ β−γ+1
2
)x2mα+2p+β−γ−1.
Используя формулу (
d
2xdx
)n
x2µ+2n =
Γ(µ+ n+ 1)
Γ(µ+ 1)
x2µ,
запишем
(Pγx )−1xβ−γE2α,β(λx2α) =
√
pixβ−γ
Γ
(
γ+1
2
) ∞∑
m=0
Γ
(
mα + β+1
2
)
Γ(2αm+ β)Γ
(
mα + β−γ+1
2
)(λx2α)m.
Принимая во внимание вид функции Фокса–Райта (16), мы можем записать
(Pγx )−1xβ−γE2α,β(λx2α) =
√
pixβ−γ
Γ
(
γ+1
2
) 2Ψ2 [ (β+12 , α) , (1, 1)(β−γ+1
2
, α
)
, (β, 2α)
∣∣∣∣∣λx2α
]
.
Тогда
K−1γ
[
ξ2α−2k−2
ξ2α − λ
]
(x) =
1
Aγx
(Pγx )−1x1−γ
(
L−1
[
ξ2α−2k−2
ξ2α − λ
])
(x) =
=
1
Aγx
(Pγx )−1x2k+2−γE2α,2k+2(λx2α) =
=
2γΓ
(
γ+1
2
)
√
pi
x2k+1−γ 2Ψ2
[ (
k + 3
2
, α
)
, (1, 1)(
k + 3−γ
2
, α
)
, (2k + 2, 2α)
∣∣∣∣∣λx2α
]
,
K−1γ
[
ξ2α−2k−1−γ
ξ2α − λ
]
(x) =
2γΓ
(
γ+1
2
)
√
pi
x2k 2Ψ2
[ (
k + 1 + γ
2
, α
)
, (1, 1)
(k + 1, α) , (2k + γ + 1, 2α)
∣∣∣∣∣λx2α
]
. (47)
Таким образом, для случая нечетного m получим (43), а для случая четного m — (44).
Для γ > 1, применяя преобразование Мейера (20) к обеим частям (40) и используя
(38), получим
ξ2αKγ[f ](ξ)−
n−1∑
k=0
ξ2α−2k−1−γBkγf(0+)−
1
γ − 1 limx→0+
n−1∑
k=0
ξ2α−2k−1−γx
d
dx
[Bkγf(x)] = λKγ[f ](ξ),
где n ∈ N, n− 1 < α ≤ n. Принимая во внимание условия (42), получим
для случая нечетного m будем иметь
f(x) =
m−1
2∑
k=0
b2kK−1γ
[
ξ2α−2k−1−γ
ξ2α − λ
]
(x) +
1
γ − 1
m−3
2∑
k=0
b2k+1K−1γ
[
ξ2α−2k−1−γ
ξ2α − λ
]
(x),
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для случая четного m будем иметь
f(x) =
m−2
2∑
k=0
b2kK−1γ
[
ξ2α−2k−1−γ
ξ2α − λ
]
(x) +
1
γ − 1
m−2
2∑
k=0
b2k+1K−1γ
[
ξ2α−2k−1−γ
ξ2α − λ
]
(x).
Следовательно, применяя (47), получим (45) и (46), соответственно.
4.2 Частные случаи и примеры
В этом разделе сначала рассмотрим уравнение (40), в случае, когда выполняются усло-
вия замечания 3. Затем приведем несколько примеров.
Теорема 6. Пусть m ∈ N, k ∈ N ∪ {0}, m−1
2
< α ≤ m
2
, d
dx
[Bkγf(x)] ограничена для
0 < γ, γ 6= 1 и d
dx
[Bkγf(x)] ∼ xβ, β > 0 при x → 0+ в случае γ = 1, тогда решение
уравнения
(Bαγ,0+f)(x) = λf(x), α > 0, λ ∈ R (48)
с m условиями для 0 ≤ γ < 1 вида
(Bkγ,0+f)(0+) = a2k, lim
x→0+
xγ
d
dx
Bkγ,0+f(x) = 0, (49)
с m условиями для γ = 1 вида
(Bkγ,0+f)(0+) = a2k, lim
x→0+
lnx
d
dx
[Bkγf(x)] = 0, (50)
с m условиями для γ > 1 вида
(Bkγ,0+f)(0+) = a2k, lim
x→0+
x
d
dx
Bkγ,0+f(x) = 0, (51)
где a2k ∈ R и k такие, что следующие неравенства верны
0 ≤ 2k ≤ m− 1, 1 ≤ 2k + 1 ≤ m− 2 если m — нечетное,
и
1 ≤ 2k + 1 ≤ m− 1, 0 ≤ 2k ≤ m− 2 если m — четное.
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Для случая нечетного m решение примет вид
f(x) =
2γΓ
(
γ+1
2
)
√
pi
m−1
2∑
k=0
a2k x
2k
2Ψ2
[ (
k + 1 + γ
2
, α
)
, (1, 1)
(k + 1, α) , (2k + γ + 1, 2α)
∣∣∣∣∣λx2α
]
, (52)
а для случая четного m решение примет вид
f(x) =
2γΓ
(
γ+1
2
)
√
pi
m−2
2∑
k=0
a2k x
2k
2Ψ2
[ (
k + 1 + γ
2
, α
)
, (1, 1)
(k + 1, α) , (2k + γ + 1, 2α)
∣∣∣∣∣λx2α
]
. (53)
Здесь pΨq(z) — функция Райта–Фокса (16).
Пример 2. Рассмотрим общий случай для задачи (40)–(41) при 0 < α ≤ 1
2
, 0 ≤ γ < 1.
В этом случае m = 1, 2k = 0 используя (43), получим, что решение задачи
(Bαγ,0+f)(x) = λf(x), α > 0, λ ∈ R,
f(0+) = a0, a1 ∈ R
имеет вид
f(x) =
2γΓ
(
γ+1
2
)
√
pi
a0 2Ψ2
[ (
1 + γ
2
, α
)
, (1, 1)
(1, α) , (γ + 1, 2α)
∣∣∣∣∣λx2α
]
. (54)
Легко видеть, что для γ > 1 и для 0 < α ≤ 1
2
решение имеет такой же вид. На
рисунке 1 представлен график f при γ = 1
3
и при γ = 5 когда α = 1
2
, λ = 1.
Когда γ = 0 мы получим
( GCD2α0+f)(x) = λf(x), 0 < 2α ≤ 1, λ ∈ R,
f(0+) = a1, a1 ∈ R
и, используя (17), запишем
f(x) = a0 2Ψ2
[
(1, α) , (1, 1)
(1, α) , (1, 2α)
∣∣∣∣∣λx2α
]
= a0 1Ψ1
[
(1, 1)
(1, 2α)
∣∣∣∣∣λx2α
]
= a0E2α,1(λx
2α),
что совпадает с (5) если l = 1 и 2α взято вместо α.
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Рис. 1: График решения (54) при γ = 1
3
и при γ = 5 когда α = 1
2
, λ = 1.
Пример 3. Рассмотрим случай, представленный в Теореме 6 при α = 1, b0 = 1,
λ = −1. В этом случае m = 2, 2k = 0, 2k + 1 = 1, что означает k = 0. Используя
(53), получим, что решение задачи
Bγf(x) = −f(x), λ ∈ R,
f(0+) = 1, f ′(0+) = 0
имеет вид
f(x) =
2γΓ
(
γ+1
2
)
√
pi
2Ψ2
[ (
1 + γ
2
, 1
)
, (1, 1)
(1, 1) , (γ + 1, 2)
∣∣∣∣∣− x2
]
=
2γΓ
(
γ+1
2
)
√
pi
2Ψ2
[ (
1 + γ
2
, 1
)
(γ + 1, 2)
∣∣∣∣∣− x2
]
=
=
2γΓ
(
γ+1
2
)
√
pi
∞∑
m=0
(−1)mΓ (1 + γ
2
+m
)
Γ (γ + 1 + 2m)
x2m
m!
.
Использование формулы удвоения Лежандра вида
Γ(2z) =
22z−1√
pi
Γ(z)Γ
(
z +
1
2
)
получим
f(x) = 2γΓ
(
γ + 1
2
) ∞∑
m=0
(−1)mΓ (1 + γ
2
+m
)
2γ+2mΓ
(
1 + γ
2
+m
)
Γ
(
γ+1
2
+m
) x2m
m!
=
26
=
2
γ−1
2 Γ
(
γ+1
2
)
x
γ−1
2
∞∑
m=0
(−1)m
Γ
(
γ+1
2
+m
) 1
m!
(x
2
)2m+ γ−1
2
= j γ−1
2
(x), (55)
где
jν(x) =
2νΓ(ν + 1)
xν
Jν(x).
Для j γ−1
2
(x) имеем
Bγj γ−1
2
(τx) = −τ 2j γ−1
2
(τx).
Следовательно, функция
2Ψ2
[ (
1 + γ
2
, α
)
, (1, 1)
(1, α) , (γ + 1, 2α)
∣∣∣∣∣λx2α
]
может быть рассмотрена как обобщение j γ−1
2
.
Пример 4. Легко видеть, что при γ = 1 оператор Бесселя есть двумерный оператор
Лапласа в полярных координатах x = r cosϕ, y = r sinϕ, действующий на радиальную
функцию f = f(r):
∆f =
∂2f
∂x2
+
∂2f
∂y2
=
d2f
dr2
+
1
r
df
dr
.
Тогда уравнение (40) примет вид(
d2
dr2
+
1
r
d
dr
)α
f(r) = λf(r), (56)
где
(
d2
dr2
+ 1
r
d
dr
)α
понимается в смысле определения 1.
Пусть m ∈ N, k ∈ N ∪ {0}, m−1
2
< α ≤ m
2
. Если d
dr
[Bk1f(r)] ∼ rβ, β > 0 при r → 0+,
то к (56) добавляются m условий
lim
r→0+
(
d2
dr2
+
1
r
d
dr
)k
f(r) = a2k, lim
r→0+
ln r
d
dr
[(
d2
dr2
+
1
r
d
dr
)k
f(r)
]
= 0, (57)
k ∈ N ∪ {0}, такие, что следующие неравенства верны
0 ≤ 2k ≤ m− 1, 1 ≤ 2k + 1 ≤ m− 2 если m — нечетное,
и
1 ≤ 2k + 1 ≤ m− 1, 0 ≤ 2k ≤ m− 2 если m — четное.
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При 0 < α ≤ 1
2
решение уравнения (56) при условии
lim
r→0+
f(r) = b0
имеет вид
f(r) =
2√
pi
b0 2Ψ2
[ (
1 + 1
2
, α
)
, (1, 1)
(1, α) , (2, 2α)
∣∣∣∣∣λr2α
]
. (58)
Решение для λ = 2, b0 = 1, α = 0, 1; 0, 3; 0, 5 представлены на рисунке 2
Рис. 2: График решения (58) при λ = 2, b0 = 1, α = 0, 1; 0, 3; 0, 5.
5 Заключение
В данной статье предлагается новый подход для решения обыкновенных дифферен-
циальных уравнений с левосторонней дробной производной Бесселя на полуоси типа
Герасимова–Капуто на основе метод интегрального преобразования Мейера. Также
приведено несколько иллюстративных примеров.
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