The failure of the information-based Akaike Information Criterion (AIC) in the context of singular models can be rectified by the definition of a Frequentist Information Criterion (FIC). FIC applies a frequentist approximation to the computation of the model complexity, which can be estimated analytically in many contexts. Like AIC, FIC can be understood as an unbiased estimator of the model predictive performance and is therefore identical to AIC for regular models in the large-observationnumber limit (N → ∞) . In the presence of unidentifiable parameters, the complexity exhibits a more general, non-AIC-like scaling ( N 0 ). For instance, both BIC-like (∝ log N ) and Hannan-Quinn-like (∝ log log N ) scaling with observation number N are observed. Unlike the Bayesian model selection approach, FIC is free from ad hoc prior probability distributions and appears to be widely applicable to model selection problems. Finally we demonstrate that FIC (information-based inference) is equivalent to frequentist inference for an important class of models.
I. INTRODUCTION
This paper describes a theory for model selection justified by a narrow definition of model predictivity: the ability of a model to predict a new observation generated by a stochastic process, after the model parameters have been fit to a finite number of previous observations.
The over parameterization of a model leads to a degradation in predictivity. The mechanism for this degradation is intuitive: predictivity depends on the accurate parameterization of the model but the precision of the fit of model parameters is reduced as the number of parameters increases [1] . Therefore there are two opposing imperatives: (i) to add parameters to the model in order to improve the fit while (ii) keeping the number of parameters to a minimum to specify each parameter with the highest precision. The optimization of the model with respect to these two competing qualitative goals is realized in an explicit quantitative mathematical form in the minimization of the Akaike Information Criterion (AIC) which is equivalent to maximizing the expected predictivity [1, 2] .
AIC relies upon a striking result: the loss of predictivity (as measured by information) is independent of the detailed mathematical form of the model. Although AIC succeeds in many contexts, it fails in some important modeling applications (e.g. [3] ). The presence of unidentifiable parameters is the key to understanding the failure of AIC. Such models are called singular since the Fisher Information Matrix has at least one approximately zero eigenvalue (e.g. [3] ). To address the failure of AIC, we introduce a new information criterion, the Frequentist In- * Electronic address: pwiggins@uw.edu; URL: http://mtshasta. phys.washington.edu/ formation Criterion (FIC), which is analogous to AIC, but more broadly applicable.
We have divided the description of this new information criterion as follows: This paper defines FIC and establishes the connection between information-based and frequentist inference. We describe the application of this approach in several papers. Reference [4] describes the application of FIC to a simplified model system. References [5, 6] describe the derivation and application of FIC to change-point analysis with applications to biophysics.
II. PRELIMINARIES
The model. Consider independent and identically distributed observations X ∼ p(·). The true probability distribution p : R D → R is unknown and it is this function we are attempting to approximate based on a finite number of observations: X N ≡ (X 1 , ..., X N ). The modeled probability distribution will be written q(x). We wish to be absolutely explicit about the model and therefore we will distinguish between q, which will represent the probability distribution for any model, the model parameterization values θ ∈ Θ, and a complexity index K ≡ dim θ which we use to denote the dimension of the model. In general there will be models of different complexity in model set Θ.
An important class of models is referred to as nested. Model A is said to be a nested model of model B if A is a special case of B: There exists a subset of model B parameter values that results in a probability distribution equal to that generated by model A.
The Shannon information. The Shannon information is defined:
h(X |θ, K) ≡ − log q(X |θ, K)/δq,
where δq ≡ δx −D is the measurement precision. In the interest of brevity, we will simply call this quantity information. The interpretation of this equations is as follows: h is the amount of information (the number of characters in a code ) required to specify X, given a model with parameters θ and complexity index K ≡ dim θ, to a precision δx −D . Neither the units of information (base) nor the precision have mathematical significance. Changes in the former result in a scaling and changes in the latter result in an offset. For mathematical convenience we will work in units such that δx D = 1 and information is always measured in units of nats (base-e).
The cross entropy. Information is of central importance since it is the natural measure of model performance [14] . The average information content of observation X is defined:
where the expectation is understood to be taken with respect to the true probability distribution p. In the second equality, we have written the expectation as a discrete sum to make the point that H is an entropy. H is called Shannon Cross Entropy since while q approximates p, they are not equal.
The determination of model parameters.
The true and Maximum Likelihood Estimators (MLE) of the model parameters are found by minimizing the cross entropy and information respectively:
where the hat denotes an MLE and the X subscript indicates that these parameters are a function of the observations X N . The true parameters are called true, not because they are the parameterization of the true probability distribution p, but rather because these parameter values would be those fit if an infinite number of observations could be collected.
III. FREQUENTIST INFORMATION CRITERION
Predictivity. Model selection from an informationbased perspective is performed by identifying the model (parameterized by the MLE parameters) with the minimum cross entropy [1, 2] . This process has three equivalent interpretations: (i) Maximizing the predictivity of the model, (ii) Minimizing the information loss due approximating the true probability distribution with the model [15] and (iii) the Cross-Validation Heuristic in which the model is selected by choosing the model with the best expected performance when crossvalidated against an independent dataset. To be clear, the mathematical realization of each of these interpretations is identical.
The key to understanding the information-based approach is the realization that when the models are compared, they are parameterized not by the true parameter values but by the MLE parameters. The information required to code N new observations Y N ∼ p(·) with the MLE model fit to the original dataset is:
which we will call the predictive information. We define predictivity as the average model predictive performance (negative information) measured against N new observations:
Remember that the true distribution p is unknown and that Y N are observations not yet observed. We shall therefore have to estimate predictivity since it cannot be computed from the data or prior knowledge of the system. A natural estimator is the biased performance estimator, defined:P
but this estimator clearly has a serious flaw: it is both trained (θ X ) and validated (X N ) against the same dataset (X). As a consequence the estimator is biased from above: it is an optimistic estimate of the model predictivity (on average). When validated against new observations, the failure of the MLE parameters to equal the true parameters leads to information loss (or a reduction in model predictivity) which increases with model complexity.
Clearly we must attempt to construct an unbiased estimator of model performance. Let us define the predictive model complexity as the bias of the performance estimator [16] :
The complexity K is positive since it requires more information on average to code independent observations Y N usingθ X than observations X N as a consequence of fitting the noise in the training dataset X N .
An unbiased performance estimatorP N for the predictivity P N can then be constructed:
which we call the performance estimator, where the complexity K is now understood to be a penalty which penalizes the performance by the model complexity. To be clear, the complexity (penalty) is rigorously defined as a bias in the estimator of predictivity.
The information criterion. From the information perspective, the unbiased estimator of the predictive information is simply the negative performance estimator:
and is called the Information Criterion (IC) for historical reasons [1] . To summarize, the information criterion is understood as an unbiased estimator of the predictive information, the information required to code N new observations.
The information-based approach to model selection. Although this approach would appear promising, there is a significant problem: We cannot compute the complexity in general since the true distribution p is unknown. We will discuss two different approximations for computing the complexity. The first of these is the method originally described by Akaike, which gives rise to the Akaike Information Criterion (AIC). But the information-based approach is more general than this particular approximation [17] .
The Akaike Information Criterion. Akaike's great insight was to realize that while the true distribution p might be unknown, in the large-observation-number limit of a regular model, the complexity only depends on the model dimension (complexity index K):
where K is the number of continuous parameters represented by θ and is often referred to as either the degrees of freedom or the dimension of the model. See the Appendix, Section B 1 for the derivation and a more detailed discussion. The meaning of the complexity K is now somewhat intuitive: as the number of parameters in the model increases, so does the complexity. In the special case of a regular model in the large-observationnumber limit, the complexity is exactly equal to the dimension of the model. Since we will introduce more than one approximation for the value of the true complexity K, we will adopt the convention that when K appears with a subscript, it is some particular approximation for the complexity whereas when it appears without a subscript, it is should be understood as the true complexity, the bias computed with respect to the true but unknown probability distribution p.
Inserting the complexity term into the definition of the information criterion results in the canonical Akaike Information Criterion (AIC):
where this expression is written in units of nats [18] [1, 2] . AIC is the unbiased estimator of the predictive information. The difference between the truncated and the full model represents the added information required to encode the message X using the model truncated at K parameters. The information for the MLE model is plotted in blue. The MLE information (blue) is always less than or equal to information for the true parameters (green) due to the information content of the MLE parameters themselves. Although the MLE parameters encode X more efficiently than the true parameters, they are less efficient encoding a new message Y (on average). AIC (red), the estimator of cross entropy, is the predicted average encoding information for a new message Y . AIC is minimized at K = 26 parameters. Smaller parameter number is predicted to lead to information loss by under-fitting (as a consequence of the decrease of AIC with K). Larger parameter numbers is predicted to lead to information loss by over-fitting (as a consequence of the increase of AIC with K).
The two terms in Eqn. 13 play opposing roles in determining the optimum model dimension K, which is illustrated in Figure 1 . The first term is the information required to encode dataset X using its own MLE parameters. The heuristic for this term is goodness-offit. As the dimension of the model (K) increases, this term is always decreases as a result of improvements to the fit. (The information is plotted in blue.) The second complexity term represents the information encoded in the model parameters [7] . This term clearly increases with the number of model parameters (K). The optimum model is the model that minimizes AIC, the unbiased estimator of the predictive information. (AIC is plotted in red.) In the example shown in Figure 1 , AIC is minimized for K = 26 parameters.
The information criterion is extremely powerful in that it can be used to compare two distinct models, regardless of differences in the model parameterization. The model with the smallest AIC value is expected to have smaller predictive information and therefore greater predictivity [1, 2] . model selection is successful in many contexts, it is also clear that it is less general than one might expect [19] . When analyzing simulated data, there is no ambiguity about the correct size of the true complexity since it can be computed exactly when the true probability distribution is known by evaluating Eqn. 9, without the need to invoke any approximations. For instance, simulations of Change-Point Analysis reveals that although AIC correctly predicts the complexity associated with model parameters that are clearly resolvable, it significantly underestimates the complexity associated with parameters that are not resolvable [5, 6] . Figure 2 shows an example of the deviation between the AIC estimate of the complexity (dotted line) and a direct numerical computation of the true complexity (points) for a change-point model. Clearly AIC can dramatically underestimate the true value of the complexity.
AIC fails in many important contexts. Although AIC
Unidentifiable parameters. On reflection, the reason for the failure of AIC is clear (e.g. [3] ): A key assumption in the AIC derivation is that the MLE parameters are asymptotically normally distributed about their true values. Clearly at finite N , the asymptotic result can fail gracefully as happens in the context of models which fit the variance using a small number of observations. A correction, named AIC C , has already been derived to account for this failure [8] . But AIC can also fail catastrophically in the sense that sensible and seemingly nonpathological models can be proposed for which AIC is expected to fail at any finite number of observations N . In our experience, models with this defect are often difficult to avoid and therefore proposing a modification to the information-based approach which can account for this defect is clearly an important objective in the context of information-based model selection [20] .
The Frequentist Information Criterion. In this section we will define the Frequentist Information Criterion (FIC) which, in analogy to AIC, is an approximation of the unbiased estimator for the predictive information. The true complexity is defined by Eqn. 9, and is computed by taking the expectation over two datasets drawn from the true probability distribution p. Remember that p is unknown and therefore we cannot compute the complexity directly. Instead, let us compute a complexity using the model q(·|θ, K) as an approximation of the true distribution p:
where we have written the complexity as a functional of the parameters θ and the model complexity index K. This approximation is analogous to frequentist hypothesis testing where the distribution of a test statistic is computed assuming a null hypothesis q(·|θ, K). To construct the model selection criterion, we use the estimated complexity (K FIC ) to construct an approximately unbiased estimator of the predictive information, which we will call the Frequentist Information Criterion in analogy to AIC:
where the complexity is evaluated at the MLE parameters. The model that minimizes FIC has the smallest expected predictive information and the largest expected predictivity.
The distinction between AIC and FIC. The FIC complexity is a different approximation for the true complexity from the AIC approximation. In short, to estimate the complexity, we assume the model of interest is correct and compute the true complexity for the assumed model. If the proposed model is a good approximation for the true model, the complexity is expected to be a good approximation for the true complexity. Notably, we make no asymptotic approximation about the dependence of the information on parameters but rather propose that the complexity be computed exactly or approximated analytically.
The FIC complexity decreases as parameters transition between unidentifiable and identifiable values. A generic feature of nested models is that model parameters are only unidentifiable in some limited region of the parameter space. The complexity associated with these variables is seen to transition from large complexities associated with unidentifiable regions to the AIC complexity when parameter is strongly identifiable. Figure  3 illustrates this transition. This observation is the motivation for the analytic approach described in the next section.
An analytic approach to computing the FIC complexity. Let us focus on the difference in the complexity on the addition of a set of nested parameters. Note that instead of representing model complexity with the complexity index K, it is now convenient to use the nesting index n since in general the nesting procedure will increase the complexity index K by an increment larger than one. We will therefore represent the model more abstractly as M n where the index n specifies the number of nesting levels. Let M n−1 be the (n−1)th nested model and M n be the nth nested model. The complexity difference between the models can then be written:
which we will call the nesting complexity (k) which is the slope of K with respect to n, the nesting index. Figure 3 shows the nesting complexity computed as a function of the true parameter θ 0 . The transition of parameters between the unidentifiable and identifiable values leads to a very significant reduction in the size of the complexity.
For simplicity consider two limiting cases: When the new parameters are clearly justified by the data (identifiable), let the nesting complexity be given by k + whereas when the new parameters are not justified by the data (unidentifiable), let the nesting complexity be given by k − . When the new parameters are clearly justified, we will assume there is no ambiguity [21] in the parameters, therefore we set
where ∆K is the number of harmonic parameters added to the model in the nesting procedure, as predicted by AIC [22] . The computation of k − is more complicated. We first note that in the absence of unidentifiable parameters, it is clearly equal to k + . In an important class of models with unidentifiable parameters, the ambiguity appears when the nested (n) model is essentially identical to the un-nested (n − 1) model. In this case we can approximate the nesting complexity as the expectation of the extremum of m chi-squared random variables, each with d degrees of freedom:
The dimension d is the number of harmonic degrees of freedom associated with the unidentifiable parameter(s) and m is the number of distinguishable parameter sets of these harmonic parameters. Model distinguishability is measured using the KL Divergence of the two models. A derivation and detailed discussion of this result is given in the Appendix, Section B 2. Note that analogous results arise in the context of neural networks [9] . The number of distinguishable models m can often be either deduced from context [4, 7] or derived more rigorously [5, 6] . Note that if m = 1 and there is essentially 
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The dependence of the FIC complexity on parameter values. We compute the exact nesting complexity and plotted it as a function of the N -observation cross entropy difference (evaluated at the true parameters θ0) for a model with a potentially unidentifiable parameter. We have chosen to make the x-axis of the plot the cross-entropy difference rather than the parameter since it is size of the cross-entropy difference which is critical to understanding the transition between the unidentifiable and identifiable regimes of the complexity. When the cross entropy difference is large, there is no ambiguity and the nesting complexity is predicted by AIC (k+). On-the-otherhand, when the cross entropy difference is small, the parameter becomes unidentifiable, resulting in nesting complexity well approximated by k−. The transition occurs in the vicinity of ∆H1 ≈ k−. The piecewise analytic approximation is shown in red.
no ambiguity, the expectation of χ 2 d is equal to the number of degrees of freedom d, consistent with AIC nesting complexity. Now let us consider the opposite limit of a large number of distinguishable models m. The asymptotic form of the mean extremum is well known (e.g. [10]):
where Γ is the gamma function. Watanabe has recently proposed a information criterion for singular models from a Bayesian perspective (WAIC and WBIC) [3] . It is important to note that while the expression he has proposed for WBIC has a similar functional form to that we describe here, the FIC and WBIC complexities are not equal and have different mathematical interpretations.
We propose the following piecewise approximation for evaluating the nesting complexity for arbitrary parameter values: Let the observed change in the MLE information for the nth nesting be
where n denotes the nth nesting of model M. We define the piecewise approximation of the nesting complexity:
where the complexity is implicitly dependent on ∆h n . (A comparison between the piecewise approximation and the FIC nesting complexity is shown in Figure 3 .) The reasoning is as follows: If −∆h n > k − , we accept the nesting procedure because it is statistically supported. In that case the M n is a better approximation of the true probability distribution and therefore the nesting complexity is better approximated by k + . Otherwise, M n−1 is a better approximation of the true model and the nesting complexity is better approximated by k − . Since the nesting complexity represents complexity differences, the complexity can be re-summed:
where the first term in the series, k 0 , is defined by the direct computation of the complexity from the parent model before nesting. This calculation is typically performed by using the AIC expression for the complexity.
Application of the FIC.
In the interest of brevity we provide explicit examples of the application of FIC elsewhere [5, 6] . We demonstrate that FIC can generate a diverse set of complexity scalings:
The key determinant of the scaling is the structure of the model.
IV. RELATION BETWEEN INFORMATION-BASED AND FREQUENTIST INFERENCE
Generalized Likelihood Ratio Test. To discuss the deep link between information-based and frequentist inference, we first review the principles involved in the Neyman-Pearson Hypothesis testing. Consider two alternative hypothesis: the null hypothesis H 0 and the alternative hypothesis H 1 . If these hypotheses are described by a set of models M Θ , we usually dentote the two hypothesis as subsets of this set of models Θ 0 ∈ Θ and Θ 1 ∈ Θ respectively. We now construct a log likelihood-ratio statistic U defined as follows:
where we apply a maximum likelihood approach to determining the optimal modeling parameters in the two subsets. For large values of U the null hypothesis is clearly favored whereas for small values of U the alternative hypothesis is favored. Consider the model nesting procedure. The null hypothesis is a model with nesting index n − 1 and the alternative hypothesis is a model with nesting index n. In direct analogy with out discussion of information-based model selection, U will always be greater than of equal to zero since extra parameter always improve the fit to the data. In fact, the test statistic has already been introduced:
where ∆h n was defined in Eqn. 20. The hypothesis test proceeds by selecting a limiting value of the test statistic U below which the null hypothesis is rejected:
In fact this equation has an identical form to the asymptotic information-based approach where u * = k − . In the frequentist approach, to select this value, we assume the null hypothesis is correct and generate the distribution of the random variable U (under the assumption of null hypothesis). We write the probability distribution and cumulative distribution
Given an upper bound on U , we can compute the cumulative probability of U being large:
where γ is the confidence level, defined as one minus the probability of a false positive acceptance of the alternative model α, assuming the null hypothesis. (α is the probability of a Type I error.) Usually the selection of the confidence level is ad hoc. There is no principled choice. Once the confidence level is chosen, the cutoff u * can be computed by inverting the cumulative distribution F U . Now let us write the expression for the U statistics explicitly:
where Y ∼ q(·|θ X , M n−1 ) are generated by the null hypothesis: model M n−1 with parameterizationθ X , which is the true simulated model. Since the model is nested, the true parameterization for the nested model M n has an identical distribution function to the unnested model M n−1 . We can therefore write:
where θ 0 is understood to be the true distribution in each model. To relate the test statistic to the complexity, we then take the expectation with respect to the true model θ 0 . It is clear that Eqn. 32 has a very similar form to the nesting complexity (Eqn. 16), only performance is measured with respect to the true model instead of cross-validation. In fact the Slope-Heuristic [11, 12] states that this quantity is expected to be half the nesting complexity. In this context, the Slope-Heuristic can be shown to hold asymptotically, as we demonstrate in the Appendix Sec. B 2 but has also been shown by Watanabe [3] . Therefore the mean test statistic and the nesting complexity are closely related:
Note that the information-based approach has supplied a principled method for choosing the confidence level:
with the interpretation that hypothesis testing using this confidence level results in inference with the largest expected predictivity.
V. DISCUSSION
FIC quantitatively approximates the true complexity. Information-based approaches to model selection depend on an approximation of the true complexity. The true complexity cannot be computed exactly since the true probability distribution is unknown in an experimental context. AIC provides one approximation which is sufficient in a regular model (in the absence of unidentifiable parameters). FIC provides a more generally applicable approximation that is accurate so long as the model is a sufficiently good approximation of the true probability distribution. FIC is equal to AIC for a regular model.
FIC unifies information-based and frequentist inference.
More generally, we conclude that the FIC information-based approach includes a canonical realization of frequentist statistics as an approximate limit. Since both information-based and frequentist approach to inference depend on the MLE of the likelihood, it was clear from the outset that both could be interpreted as tests of the statistic U . The unexpected result is rather that both approaches can be interpreted make use of the statistics of U explicitly in the asymptotic limit. Clearly FIC has some advantages over the traditional frequentist approach: For instance, the literal hypothesis test necessitates the selection of null hypothesis. In the example described above, it is intuitively clear how to assign the null hypothesis, but more generally, we may simply have a collection of models. Which model should represent the null hypothesis? The information-based approach clearly circumvents this ad hoc requirement of the frequentist theory. Furthermore, the informationbased approach specifies the confidence level automatically, whereas the orthodox frequentist hypothesis test requires an ad hoc confidence level to be specified. But, more importantly, these arguments suggest that both the information-based and frequentist approaches to inference can be reconciled at a fundamental level. This is an important realization that brings us closer to a common and widely-acceptable framework for inference.
Outlook. We describe two examples in which the FIC complexity can be approximated analytically [5, 6] , but more generally in the presence of unidentifiable parameters, the complexity must be computed by explicit simulation. In the simplest examples, the nesting complexity is (approximately) independent of the nesting level but this is not the case more generally. In fact, it may be necessary to simulate the nesting complexity for the specific values of the model parameters at each nesting level, which could result in a significant level of computation rivaling that required for explicit Bayesian model selection approaches. Additional work will be required to create a tractable numerical realization of such a computation. In spite of these difficulties, the FIC approach would be expected to increase the resolution of analysis beyond what is possible with a fully Bayesian approach with vague priors. In addition, as we have already noted, the FIC approach is free from ad hoc prior probability distributions and therefore offers a promising alternative to Bayesian model selection approaches in contexts where the existing informationbased approach fails. In short this is a consequence of the law of compound probability and our penchant for taking arithmetic rather than geometric averages. In short, the information of independent observations (or trials) adds while their probabilities multiply. The typical performance of a model should therefore be understood as either the geometric average of the probability or equivalently the arithmetic average of the negative information (a.k.a. the negative cross entropy). We give a more detailed explanation in the appendix, Section A Before we develop the theory in detail, we wish to discuss why we work principally with the information (h) and not the probability (p). Naïvely it might seem more intuitive to maximize the expectation of the probability itself. First we note that −log is a strictly decreasing function and therefore (in the absence of the expectation) minimizing the information or maximizing the probability would result in the same model.
To understand why one should take expectation of the information rather than the probability, consider testing a proposed model fit from dataset X using the Cross-Validation Heuristic. The probability of observing dataset Y given parametersθ X is
Assume instead of a single cross-validation, we performed n cross validations. The rule of compound probability states the the probability of observing these n independent trials is
but since it is more convenient to work with sums rather than products, we rewrite the probability:
In the large n limit, the law of large numbers states that we can replace the sum with n times the average:
Therefore the performance of the model, as measured by predictivity or the probability of observing a very large number of new observations, is most naturally measured by the mean information (or cross-entropy) H(θ X ).
The Kullback-Leibler Divergence
We motivated the minimization of the cross entropy by appealing to the principal of maximizing predictivity. A second mathematically equivalent motivation is to minimize the information loss on approximating the true probability distribution p(x) with the model probability distribution q( x|θ, M). The Kullback-Leibler Divergence measures the information loss when the true probability distribution p(x) is approximated by model probability distribution q( x |M) (e.g. [1] ):
where E is the expectation operator. Note that when the model is identical to the truth, the KL Divergence D KL is identically zero. For all other distributions, D KL is greater than zero and can be intuitively thought of as a distance [? ] . Since the true distribution p(x) is unknown but is independent of the model, it is convenient to drop the first term on the RHS of Equation A5 and compute relative information loss:
where the expectation is understood to be taken over the true distribution p(x). The model that minimizes relative information loss (∆D KL ) with respect to the the model M also minimizes absolute information loss (D KL ). This remaining term is simply the cross entropy defined in Eqn. 2, therefore maximizing predictivity and minimizing information loss are mathematically equivalent. Akaike's great insight was to realize that while the true distribution p(x) might be unknown, the likelihood of a significant number of observations is approximately a gaussian distribution in the model parameters about the MLE values:
andÎ is the observed Fisher Information Matrix, an estimator of the Fisher Information Matrix. By substituting this limiting expression for the probability into the expression for the bias, (Eqn. 9), one can compute the complexity:
In the large N limit, the MLE parameters are normally distributed about the true parameter values θ 0 :
where I is the Fisher Information. (This approximation is the so-called Laplace approximation, equivalent to steepest-descent methods.) Therefore the covariance matrix of MLE parameters can be written in terms of the inverse Fisher Information Matrix:
Datasets X and Y are independent and therefore all cross terms in Eqn. B2 canceling giving:
For the moment, we neglect any distinction between the Fisher Information and its estimator and approximate this product as the K dimensional unit matrix. The result is the AIC complexity:
where K is the dimension of the model M. Note that this result is independent of all the details of the model and depends only on the number of model parameters.
Computation of the complexity in the presence of unidentifiable parameters
In this section we will provide a detailed explanation of how the computation of the complexity is modified by the presence of unidentifiable parameters. We do not give a completely general derivation but rather one that is widely applicable to many problems of interest. Much of the derivation will be in close analogy to the AIC derivation.
The complexity is defined:
and the computation of K will be our goal. Consider the following problem: We execute a nesting operation starting from the model M − described by parameters α and information:
and the nested model M + with additional parameters β and λ. (We make a distinction between β and λ since λ will be degenerate.) The information for the M + is h + (X|α, β, λ).
