Abstract. (1) The Poincar e polynomials of the nite irreducible Coxeter groups and the Poincar e series of the a ne Coxeter groups on three generators are derived by an elementary combinatorial method avoiding the use of Lie theory and invariant theory. (2) Non-recursive methods for the computation of`standard reduced words' for (signed) permutations are described. The algebraic basis for both (1) and (2) is a simple partition property of the weak Bruhat order of Coxeter groups into isomorphic parts.
The combinatorial properties of weak Bruhat order of Coxeter groups, especially of the nite irreducible and a ne ones, have been investigated for quite a time (see for example BW, St] and the references therein). But the partitioning property of the weak Bruhat order of Coxeter groups into isomorphic parts as stated in Theorem 0.1 below | though probably known by the experts | has certainly not been fully exploited.
In the present paper we show the usefulness of this partition property by (1) giving a pictorial combinatorial derivation of the Poincar e polynomials and series for the nite irreducible Coxeter groups and the a ne Coxeter groups on three generators | results, which until now have been obtained by invariant theoretic or Lie theoretic methods (cf. B, Hu] ) | and by (2) deriving simple non-recursive schemes for the computation of standard reduced words for both unsigned and signed permutations. Some of the simplest pictures of the labeled Hasse diagrams in Section 1 have appeared also in connection with Verma modules and Schubert cells GM] and as a graphical device for calculating the homology of the most elementary Artin groups S] .
Below in the introduction we recall some well known facts about Coxeter groups, weak Bruhat order, and Poincar e series, and | since we are not aware of any citable source | prove the basic partitioning theorem about the weak Bruhat order of Coxeter groups into order-isomorphic parts. Sections 1 and 3 contain pictures of the labeled Hasse diagrams for those parts of nite Coxeter groups and a ne Coxeter groups on three generators, which are induced by the maximal parabolic subgroups with connected sub-Coxeter graphs. These pictures are derived directly from the group relations, and elementary calculations than yield the Poincar e polynomials or series for each of these Coxeter groups.
In case of the in nite families of type A, B, D the labeled Hasse diagrams of the isomorphic parts are chains or almost chains, which suggests the idea of`standard reduced words'. This has been (independently) observed by J.R. Stembridge in St, Sec.1.3] , but in Section 2 we go one step further and describe simple non-recursive methods, which yield these standard reduced words from the list form of (signed) permutations via codes of permutations. We discuss four kinds of standard reduced words in the case of ordinary permutations and two kinds in the case of signed permutations of type B and D, respectively (Propositions 2.4, 2.11, and 2.16). Moreover we show that in the special case of Grassmannian permutations there are only two instead of four standard reduced words (Rem.2.7), and we derive three variants of the Fomin-Stanley generating functions for Schubert polynomials (Rem.2.9). Possible further directions of research are indicated at the end of the paper.
A Coxeter system (W; S) is a group W together with a subset S W of generators (we write: W = hSi) subject only to relations of the form 8 s; s 0 2 S 9 m(s; s 0 ) 2 N f1g : (ss 0 ) m(s;s 0 ) = 1 ; where m(s; s) = 1 and m(s; s 0 ) 2 for s 6 = s 0 . We recall below some basic facts about Coxeter groups a full account of which can be found for example in the books B, Hu, Hi] .
For every I S let W I := hIi be the parabolic subgroup generated by I. Every w 2 W can be written as a product or word in the generators: w = s 1 : : : s r . Words of minimal length are called reduced words, the length of a reduced word for w 2 W is the length l(w) of w, and R(w) denotes the set of all reduced words for w. Usually the generators in S are numbered by some subset of the non-negative integers N 0 so that we can write w = s a 1 s a 2 : : : s ar s a 1 a 2 :::ar s a for a = a 1 a 2 : : : a r ; moreover, in a slight abuse of notation we write a 2 R(w) i s a 2 R(w) w w 0 :() 9s 2 S : w 0 = ws and l(w 0 ) = l(w) + 1 :
The above de ned partial order is called right order, because s acts on the right; if s is placed on the left in the de nition of the covering relation, one gets the left order, which is clearly order isomorphic to the right order under reading words backwards (cf. BW] which is the set of elements of minimal length in all cosets wW I . We are interested in the sets de ned very similarly as V I := fw 2 W j l(sw) > l(w) for all s 2 Ig :
Usually we think of the sets W I and V I without any further mentioning as partially ordered sets with respect to the right order. Since trivially P A 1 (t) = P S 2 (t) = 1 + t and A 2 = I 2 (3) it follows in both cases by induction that P An (t) = P A n?1 (t)hn + 1i = h2ih3i : : : hnihn + 1i.
B n (n 2) has degrees: 2; For I = f1; 2; 3g one has W I = H 3 and the following V I (re ected at the dotted line): Therefore the sequence of Whitney numbers for V I is 1 6 2 4 3 6 4 14 3 6 2 4 1 6 and hence P H 4 (t) = P H 3 (t) (1+t Therefore the sequence of Whitney numbers for V I is 1 3 2 3 2 4 5 3 6 2 5 3 4 3 2 2 1 3 and hence P E 6 (t) = P A 5 (t) (1 + t )h9i = h2ih6ih8ih5ih12ih9i. Notice that the LHD of V f1;2;4;5g relative to W = A 5 is embedded into V I between the edges`6' at the beginning and at the dotted line.
Alternatively Therefore the sequence of Whitney numbers for V I is 1 5 2 4 3 10 2 4 1 5 and hence P E 7 (t) = P E 6 (t) (1 + t For I = f1; : : : ; 7g one has W I = E 7 and the following V I (the two parts have to be pasted at the vertical lines marked with I, and the resulting LHD has to be re ected at the dotted line; the labels have to be`continued' to parallel edges in the obvious way): Therefore the sequence of Whitney numbers for V I is 1 6 2 4 3 2 4 4 5 2 6 4 7 6 8 2 7 6 6 4 5 2 4 4 3 2 2 4 1 6 and hence P E 8 (t) = P E 7 (t) (1 + t is embedded into V I between the edges`8' at the beginning and at the dotted line; similarly the LHD of V f1;:::;5g relative to W = E 6 is embedded symmetrically w.r.t. the dotted line of re ection.
2. Reduced words for signed and unsigned permutations Since the poset (partially ordered set) of parabolic subgroups for a given Coxeter system (W; S) ordered by the property`subgroup' is isomorphic to the Boolean lattice B(S) of subsets of S ordered by inclusion Hu, Thm.5.5], it is a natural idea to investigate the meaning of elementary order theoretic notions for B (S) in terms of parabolic subgroups. In the present section we investigate the notion of a`chain'.
Our Theorem shows that a step downward in B (S) 
The following proposition shows how the above de ned codes can be used to compute reduced words for arbitrary nite permutations. Since these reduced words correspond to the natural chains of left or right embeddings of the symmetric groups, we call them standard reduced words. Proposition 2.4. Let n 2 N, 2 S n+1 (`n + 1' for convenient formulas!), a for a 2 R( ), G( ) := g 1 : : : g n , and H( ) := h 1 : : : h n . Then: G G( ) := G (g 1 ) : : : G (g n ) with G (g j ) := j : : : j + 1 ? g j , if g j > 0, and := ;, if g j = 0, is the unique a 2 R( ), which is initial and necessarily G( ) -initial in a(G; n) 1 j 2 1 j 3 2 1 j : : : j n : : : 1 ; H H( ) := H (h 1 ) : : : H (h n ) with H (h j ) := n + 1 ? j : : : n ? j + h j , if h j > 0, and := ;, if h i?1 = 0, is the unique a 2 R( ), which is initial and necessarily H( ) -initial in a(H; n) n j n ? 1 n j : : : j 1 : : : n ; L L( ) := L (l n ) : : : L (l 1 ) with L (l j ) := n ? j + l j : : : n + 1 ? j, if l j > 0, and := ;, if l j = 0, is the unique a 2 R( ), which is terminal and necessarily L( )-terminal in a(L; n) n : : : 1 j n : : : 2 j : : : j n n ? 1 j n ; K K( ) := K (k n ) : : : K (k 1 ) with K (k j ) := j + 1 ? k j : : : j, if k j > 0, and := ;, if k j = 0, is the unique a 2 R( ), which is terminal and necessarily K( )-terminal in a(K; n) 1 : : : n j 1 : : : n ? 1 j : : : j 1 2 j 1 :
Proof. We rst investigate the sequence of left embeddings S 1 , ! S 2 , ! , ! S n+1 or equivalently the maximal chain (; )1 2 n in B(n). From the Theorem and the results of Section 1 it is immediate that every 2 S n+1 has a unique representation = a with a initial in 1 j 2 1 j 3 2 1 j : : : j n : : : 1. It remains to be shown that this a can be found as G G( ). Let j M be the subword of containing exactly the`letters' from the set M n + 1. Beginning with (1) := 1 1 2 : : : n n + 1 assume that the letters 1; : : : ; k have already the same order as in , i.e. j k has been generated as the initial subword of (k) := j k k+1 k+2 : : : n+1; then Similarly it is possible to investigate the sequence of right embeddings S n+1nn , ! , ! S n+1n1 , ! S n+1 or equivalently the maximal chain (; ) n n n ? 1 n n n ? 2 n in B(n). Now the starting point is (n) := 1, j fk+1;:::;n+1g is terminal in (k) := 1 2 : : : k j fk+1;:::;n+1g , and (k?1) = (k) k k+1 : : : k?1+h , where h is the number of letters greater than k to the left of the place of k in . In other words: h = h n+1?k and k k + 1 : : : k ? 1 + h = H (h n+1?k ).
The above considerations can be summarized as follows: assume that the letters 1; : : : ; k ?1 are ordered already as in , then the next step is the movement of the letter k from place k somewhere to the left, such that the letters 1; : : : ; k are ordered as in ; this is the case of G. If the letters n + 1; : : : ; k + 1 are ordered as in , then the next step is to move the letter k from place k to the right, such that the letters n + 1; : : : ; k are ordered as in ; this is the case of H.
Clearly one can proceed as well by moving (1) to place 1, (2) to place 2, etc. or by moving (n + 1) to place n + 1, (n) to place n, etc., which yields the cases L and K, respectively. (These cases have already appeared in W1] with other proofs adapted to the context of recursive structures for Schubert polynomials.) Example 2.5. Consider again = 3417625 2 S 7 from Ex.2.3 above (for clarity we have included the vertical sectioning bars):
Remark 2.6. Prop.2.4 can be interpreted in two ways: the obvious one is that it shows di erent possibilities to compute in a simple way reduced words for a given permutation; the other one is that it enables the easy reconstruction of the permutation from one of its codes, the latter appearing naturally in the context of Schubert polynomials (see W1]). If furthermore 2 S n and = a for some (not necessarily reduced) word a a 1 : : : a p .
Then
! n a ! n = a 0 with a 0 := (n ? a 1 ) : : : (n ? a p ), which can be seen easily by induction over p: for p = 0 the assertion follows from ! 2 n = 1. For p = 1 and a = i (i 2 f1; : : : ; n ? 1g) one easily veri es ! n i ! n = n?i = i 0, which also yields the induction step: assume the assertion to be true for all a = a 1 : : : a p?1 and let = a i 2 S n , then ! n ! n = ! n a ! n ! n i ! n = a 0 n?i = (ai) 0 :
The \Fourfold way" of the permutations ; ?1 ; ! !; ! ?1 ! or codes L; H; K; G or reduced words a; a ; a 0 ; (a 0 ) has been investigated further in W2, Sec.5], where it is proved that certain natural partial orders on the sets of reduced words for the permutations ; ?1 ; ! !; ! ?1 ! are isomorphic, respective anti-isomorphic, if is Grassmannian.
Remark 2.9. S. Fomin and R.P. Stanley have given a generating function for Schubert polynomials FS]: let A n denote the nilCoxeter algebra of type A n , generated by the variables u 1 ; : : : ; u n subjected to the same relations as the s i in A n except for u (2.5) With the above notations and S H;n (x) = h n (x n ) j h n?1 (x n?1 )h n (x n?1 ) j : : : j h 2 (x 2 ) : : : h n (x 2 ) j h 1 (x 1 ) : : : h n (x 1 ) ; S K;n (x) = h 1 (x 1 ) : : : h n (x 1 ) j h 1 (x 2 ) : : : h n?1 (x 2 ) j : : : jh 1 (x n?1 )h 2 (x n?1 ) j h 1 (x n ) ; S G;n (x) = h 1 (x n ) j h 2 (x n?1 )h 1 (x n?1 ) j : : : j h n?1 (x 2 ) : : : h 1 (x 2 ) j h n (x 1 ) : : : jh 1 (x 1 ) one has (! ! n+1 ) X ?1 = hS H;n (x); i ; X ! ! = hS K;n (x); i ; and X ! ?1 ! = hS G;n (x); i : (2.6) Proof. From Rem.2.8 it is immediate that a 2 R( ) () a 2 R( ?1 ) () a 0 2 R(! !); hence a(H; n) = a (L; n), a(K; n) = a 0 (L; n), and a(G; n) = a (K; n). By Prop.2.4 for every 2 S n+1 there exists a subword u of u a(L;n) with u 2 R( ). Let u be the`corresponding' subword in u a(H;n) : assume u has it's letters on places 1 i 1 < < i < < i l( ) N := ? n+1 2 = l(!), then u has its letters on places i = N + 1 ? i . Clearly u 2 R( ?1 ), so hS L;n (x); i = hS H;n (x); ?1 i implies X ?1 (3:2) = hS L;n (x); ?1 i = hS H;n (x); i. Similarly to every subword u of u a(L;n) with u 2 R( ) there is a corresponding subword u 0 of u a(K;n) with it's letters on the same places, such that u 0 2 R( 0 ) = R(! !) and hS L;n (x); i = hS K;n (x); ! !i implies X ! ! (3:2) = hS L;n (x); ! !i = hS K;n (x); i.
The remaining case follows by observing that the relation between G and K is the same as between H and L. as in , then the next step is to move the letter k from place k, such that the letters 1; : : : ; k are placed (and`bared') as in . If k has no bar in it moves at most k ? 1 places to the left as in the unsigned case; if k has a bar in it rst moves to place 1 and`gets its bar' by application of 0 , then it moves right to its place in j f1;:::;kg .
Similarly in the case of K one can produce by generating rst the number (n + 1) at place n + 1, then (n) at place n, etc. . (1) + u( ?1 (i s + 1)) + + u( ?1 (n + 1)) (mod 2) or u (is) (1) D(i s ) (mod 2). Now let 1 < s, and as desired.
We indicate nally some directions, which seem to be worthy of further research:
The above V I 's are all of the following form: take (semi)in nite chains of edges { corresponding to the factor (1 ? t) ?1 { and join them appropriately, such that for d = minfd i > 2g there starts a new chain on all levels (d ? 1)k; k 2 N 0 { giving a factor (1 ? t d?1 ) ?1 . By Bott's Theorem this approach should yield pictures of`generic 2-dim. slices' of the V I 's in the remaining a ne cases, too; it is also interesting to choose d 2 fd i > 2g arbitrarily.
The combinatorial study of the a ne Coxeter groups of type A is the subject of a recent paper by A. Bj orner and F. Brenti BB] , in which the list representation of permutations, inversion tables, and other combinatorial notions of the nite case are generalized. It should be possible to extend the results of Section 2.1 to these a ne permutations.
Hyperbolic Coxeter groups (cf. Hu, ) have the property that the Coxeter graphs obtained by the deletion of any vertex, say s 0 , are of nite type; moreover every Coxeter group on three generators not being nite or a ne is hyperbolic and admits a planar picture of LHD(V f1;2g ), which of course is not as nicely representable as in the a ne cases above (compare the book R], Chapter 7), but it should be possible to nd alternative ways to depict their labeled Hasse diagrams.
