Investigation into the utility of neural networks for recognizing different reflected electromagnetic spectra, An by Williams, Peter K.
T—403 0
AN INVESTIGATION INTO THE UTILITY OF NEURAL 






INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a com p le te  manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
uest
ProQuest 10783714
Published by ProQuest LLC(2018). Copyright of the Dissertation is held by the Author.
All rights reserved.
This work is protected against unauthorized copying under Title 17, United States C ode
Microform Edition © ProQuest LLC.
ProQuest LLC.
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 48106- 1346
T-4030
A thesis submitted to the Faculty and the Board of 
Trustees of the Colorado School of Mines in partial fulfill­







Date: £  /





To date there have been few computer programs which 
have the computational speed and effectiveness to allow 
automatic recognition of minerals using their reflected 
spectral characteristics, as recorded in current imaging 
spectrometers. Most perform poorly in the low signal to 
noise levels of the current imaging spectrometers. The 
multilayer back propagation algorithm (MBPN) has been demon­
strated to be able to distinguish different minerals down 
to, or below, the S/N levels of current spectrometers.
Training of the net, using MBPN, requires 
reflected electromagnetic spectra, measured in a laboratory, 
convolved to the resolution of the imaging spectrometer 
system that data is to be processed from. Only the absorp­
tion feature or features that are critical to the mineral 
being recognized are used. These constitute, in part, a 
training set, which is used by the MBPN algorithm, to learn 
a set of weights. The weights are part of the trained net. 
The trained net is then applied to the imaging spectrometer 
data and the output of the net indicates the likelihood of 
the presence or absence of the mineral that is mapped.
Preliminary testing on synthetic Gaussian absorption 
features using a three layer net indicated that connecting
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input to output layer directly and starting with a low 
initial maximum weight were important in speeding up the 
time for learning to occur. No change in the robustness of 
the net was observed. However presenting the training 
examples in a random versus sequential fashion greatly 
increased the performance of the net, but made little appre­
ciable difference in training time. Testing nets trained to 
recognize an absorption feature of a particular mineral, and 
distinguish that feature from other similar features, as a 
function of signal to noise gave results similar to a least 
squares fitting algorithm. An extension that allowed use of 
multiple absorption features for training, gave an order of 
magnitude increase in performance. It has also been shown 
that, when applied to airborne visible infrared imaging 
spectrometer (AVIRIS) data, the output of the MBPN trained 
net produces a map of calcite which is easily reconcilable 
with mapped geology.
This research was completed on a Toshiba 5200 and 
the measured speed of the algorithm indicates that process­
ing on a lap top personal computer can occur within an 
acceptable time frame. The results of this research are 
directly applicable to the mining, engineering and environ­
mental industries. All that is required is a MBPN algo­
iv
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rithm, a digital spectral database, which will soon be 
available from the U.S. Geological Survey, and a lap top 
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There are currently rapid advances in measuring the 
reflected and radiated electromagnetic spectra from the 
earth's surface (Vane and Goetz, 1988). The spectra are 
measured by a new generation of remote sensing hardware 
called imaging spectrometers (Goetz and Calvin, 1987). 
Specifications of the different imaging spectrometer and 
remote sensing systems are in Table 1. One exciting facet 
of these advances is the ability to record the spectrum at 
finer contiguous intervals than in the previous generation 
of instruments. This allows significantly greater resolu­
tion of critical features of the spectrum, which in turn 
makes surface mineral species identification possible (Fig­
ure 1). However, coupled with this advance in spectral 
resolution are increased volumes of recorded data. A cri­
tical aspect of the utility of the data is to be able to 
quickly and efficiently analyze or extract the spectral fea­
tures to facilitate mineral recognition. This has been the 
subject of many research projects (Green and Craig, 1985;
T—403 0 2
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Figure 1. Reflected spectrum for alunite as sampled by
the different remote sensing systems (from 







Yagamuchi et al. , 1986; Mazer et al., 1988; Torson, 1989; 
Clark et al., 1991b).
Recently the multilayer back propagation (MBPN) 
technique has been shown to be able to recognize subtle 
patterns in data sets which have low signal-to-noise (S/N) 
conditions (see, for example, Williams, 1989). Identifica­
tion of a mineral by its spectral features can be thought of 
as a pattern recognition problem. The primary objective of 
this dissertation is to investigate the thesis that the 
multilayer back propagation (MBPN) technique will offer an 
effective and computationally efficient algorithm for recog­
nizing different minerals by their reflected electromagnetic 
spectra. To accelerate the experimentation stage the Hecht- 
Nielsen Neurocomputers software package, ExploreNet 3 000, is 
used. A Toshiba 52 00 personal computer with 386 micropro­
cessor and math coprocessor is used for all computations.
Initially, imaging spectroscopy is reviewed 
in order to understand what the characteristic features of a 
spectrum are, and the processes giving rise to these fea­
tures. Also, attention is given to processes that can dis­
tort the spectra and which would hinder the use of particu­
lar spectral characteristics. The MBPN algorithm and the 
parameters relevant to the use of the algorithm are then 
discussed.
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Due to the lack of guidance in the literature in choos 
ing the parameters in the MBPN algorithm, a series of exper­
iments on synthetic Gaussian absorption features is de­
scribed, which provides some help in choosing the parameters 
for later experimentation. The algorithm is then applied to 
spectra measured in the laboratory and convolved to the 
resolution of the AVIRIS system, of selected minerals which 
commonly occur in soils. The application produces a net 
which is trained to recognize a particular mineral. Statis­
tical tests on the ability of the trained network to distin­
guish between minerals with similar spectral character are 
performed. The minerals used are muscovite, illite and 
montmorillonite; kaolinite and halloysite; and calcite and 
dolomite. A comparison is then made between these results 
and results produced from a recent spectral feature recogni­
tion program (Clark et al., 1991b). This algorithm, re­
ferred to as absorption band depth mapping (ABDM), deter­
mines a least squares fit to the continuum removed spectra, 
using reference spectra from the USGS spectral library.
Finally the trained network described above was applied 
to AVIRIS data collected over Canon City, Colorado, and maps 
are produced for calcite, illite, and montmorillonite.
These results were compared again with results produced from
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the algorithm of Clark et al. (1991b) and with mapped geolo­
gy-
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2. IMAGING SPECTROSCOPY AND IMAGING SPECTROMETERS
2.1 Electromagnetic radiation (EMR)
Electromagnetic radiation can be regarded somewhat 
abstractly as pure energy, consisting of oscillating elec­
tric and magnetic fields, transmitted in discrete packets or 
bundles known as quanta or photons. The oscillations can be 
described by sinusoidal waves, and the plane in which the 
electric field oscillates is orthogonal to the plane of the 
magnetic field. Concepts of wavelength and frequency thus 
apply.
The frequency of the EMR is related to the energy (E) 
of a quantum as expressed in Planck's law:
E = h * f
where: h = Planck's constant (6.62*10‘34 Js)
f = frequency of the oscillating fields.
Inspection of this equation reveals that the higher frequen­
cy EMR has higher energy, a point which will be used in 
later discussions. This dissertation is concerned with 
passive sources of EMR in the wavelength range between 0.4 
and 2.5 nm (Figure 2); this part of the electromagnetic 
spectrum is known as the visible and near infrared (NIR) 
range. The main passive source of EMR radiation is the sun. 
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the wide band imaging spectrometers, only reflection spectra 
are relevant within the visible and NIR window. This is most 
succinctly expressed by Wien's displacement law;
Wm = 2898/T
where: Wm = wavelength transmitting the maximum amount of
energy.
T = temperature in degrees Kelvin.
As the ambient temperature of the Earth is about 3 00 K, then 
the maximum emittance occurs at wavelengths between 9.0 and 
10.0 /xm, which are considerably longer than those within the 
visible and NIR window.
2.2 Mineral spectrum characteristics within the visible and 
NIR portion of the reflected EM spectrum
Commonly used features of the reflected spectrum are 
shown in Figure 3. The two major features are an absorption 
feature and the background gradient or continuum. The 
absorption feature is regarded as being potentially diagnos­
tic of a particular mineral species, whereas the continuum 
is considered less likely to be diagnostic of a mineral 
species. The absorption feature is a negative feature which 
is evidence of the preferential conversion of incident elec­
tromagnetic radiation into other forms of energy such as 










0 10 20 40 5030
Wavelength
Figure 3. Commonly used features of a reflected elec­
tromagnetic spectrum (FWHM=4, intensity = 
1.0,band position of minima=24, continu- 
um=0.0).
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this incident energy. Both the continuum and absorption 
features can be distorted by atmospheric effects.
In practical imaging spectroscopy the continuum is 
typically seen as more of a source of distraction than 
useful information in mineral identification. It is recog­
nized however that there are some cases where the continuum 
may provide additional information on the earth surface 
conditions which may aid in geological interpretation (e.g., 
lithological mapping). The absorption feature is described 
by several parameters or features which are intensity, full 
width at half maximum (FWHM), band center or position of the 
minima and symmetry (Figure 3).
This dissertation will only consider the visible and 
near infrared part of the total electromagnetic spectrum. 
There are two main reasons for this:
1. The spectral radiance within the visible and NIR 
part of the EM spectrum is stronger (Figure 4) 
than at longer wavelengths (eg., the mid-infra- 
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Figure 4. The wavelengths of features in the visible
and NIR spectra due to electronic transitions 
in ferrous ions in different ions (from 
Drury, 1987).
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2. The spectral resolution obtained by currently
available imaging spectrometers is only sufficient 
for critical spectral feature (related to differ­
ent minerals) definition within this part of the 
spectrum.
However it should be noted that the pattern recognition 
process described within this dissertation can also 
be extended to cover other diagnostic features derived from 
other parts of the spectrum (eg., thermal bands).
2.2.1 General properties of minerals which govern 
spectrum (visible and NIR^ characteristics. There are two 
major processes within a particulate mineral that determine 
the features observable in the reflected EM spectra within 
the visible and NIR window.
2.2.l.l. Electronic processes, which dominate the 
spectra at wavelengths less than (approximately) 1 /im (Fig­
ure 2). Two dominant processes are (Hunt, 1977; Hunt et 
al., 1979; Drury, 1987):
(a) Crystal field effects
Absorption or emission of EMR can occur in re­
sponse to changes or transitions in energy state of isolated 
atoms or ions. Atoms within a solid share their outer 
electrons, creating "energy bands of the solid" and resul-
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tant ions. These ions have quantized energy states, and the 
accessibility of the outer electron levels of these ions 
determines whether transitions in energy levels can be 
induced by neighboring ligands (dipolar groups) or anions. 
The electrostatic fields originating from these ligands or 
anions is termed the crystal field (Goodman, 1988). Crystal 
field effects thus refers to those energy transitions in­
duced by the presence of these charged particles.
Ions of the transition elements (eg. Fe, Cu, Mn, Ti,
Ni, Co, Cr) are particularly susceptible to crystal field 
effects because the accessible outermost electrons, which 
primarily determine the energy levels, can be easily in­
fluenced by crystal fields (Hunt, 1977). Iron is by far the 
most common transition element in the soils (Stucki et al., 
1988) producing the most frequently encountered feature in 
visible and NIR spectra (Hunt, 1977). The spectral features 
due to ferrous ions occur at different wavelengths for 
different minerals (Figure 5). The spectral features most 
firmly assigned to the ferric ion occurs near wavelengths of 
0.44 and 0.85 fim (Hunt,1977).
(b) Charge Transfer
This process can be thought of as being similar to 
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Figure 5. The positions of atmospheric windows in the EM spectra between 0 and 3.2 /m (from Drury, 
1987) .
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with the essential difference being that the electron trans­
ferred between charged particles (ligands or ions) remains 
localized in its new orbital position about the charged 
particle (Hunt, 1977; Drury, 1987). This transfer is in­
duced by narrow wavebands of EMR producing absorption fea­
tures whose intensities are 100 to 1000 times those produced 
by crystal field effects (Drury, 1987). If this process 
occurs between adjacent ions of the same metal (e.g., 
Fe++>Fe+++; Mn++>Mn+++; Ti+++>Ti++++) it is essentially photo­
chemical oxidation. Electrons transferring from iron to 
oxygen results in the Fe-O transfer bands which are respons­
ible for the commonly observed decrease in reflectance with 
decreasing wavelengths less than 0.55 ptm (Figure 6). Ab­
sorption features from this transfer band commonly occur at 
longer wavelengths for iron hydroxides than iron oxides 
(Figure 6). Other absorption features are due to conduction 
band transitions and "color centers" (Hunt, 1977).
2.2.1.2 Vibrational processes. Absorbed EMR can 
result in a system of vibrations having fundamental, over­
tone and combinational tones and corresponding frequencies 
unless this is forbidden by crystal symmetry (Hunt, 1980). 
The most important ion which produces measurable vibrations 
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Figure 6. Absorption features due to crystal field
effects and Fe-0 charge transfer in iron 
oxides and iron hydroxide minerals. Spectra 
are offset vertically. These same effects can 
be observed in clay minerals containing iron 
(from Drury, 1987).
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occurs in water molecules or bonded to cations within the 
crystal lattice.
The fundamental vibrational mode (at 2.74 fim) of water 
does not occur within the visible and NIR window, but over­
tones and combinations thereof, produce absorption features 
near 1.9, 1.4, 1.13 and 0.94 /Ltm (Hunt, 1977). The features 
at 1.9 and 1.4 /zm always appear when molecular water is 
present. Water may be physically or chemically absorbed on 
crystal surfaces or within the clay structure, occupy spe­
cific sites such as in hydrates, or be trapped within a 
mineral as fluid inclusions (Drury, 1987). Due to the 
sensitivity of the resultant absorption features to the 
geometry of the water within the mineral, the shape and 
exact location of the absorption features can provide useful 
information. For example, if the bands are sharp the water 
molecules are probably located in well defined ordered sites 
(eg. the 1.4 fim feature for pyrophyllite) , whereas if they 
are broad this could indicate unordered or several unequiva­
lent sites (Elachi, 1987). The locations of the bands occur 
at longer wavelengths for pyrophyllite and montmorillonite 
than for muscovite, emphasizing the importance of accurate 
band location.
Distinctive features from the first overtone of the 
hydroxyl ion can also be used to indicate different miner-
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als. These overtones combined with fundamentals from Mg-OH 
and A1-0H bending modes produce absorption features near 2.2 
to 2.3 nm which aid in mineral recognition (Hunt, 1977). As 
a rule of thumb, the presence of Al favors the shorter wave­
length feature as being more intense, whilst Mg-OH favors 
the longer wavelength features as being more intense (Figure 
7). Considering the 2.2 /m feature for example, pyrophyll­
ite again produces sharper features, muscovite and montmori­
llonite produces broader features, whilst kaolonite and 
alunite produce multiples. The multiple features generally 
indicate that the hydroxyl ion is in two slightly different 
positions or is attached to two different minerals.
Internal vibrations of carbonate ions also produce 
distinctive absorption features (Figure 8) due to stretching 
and bending of the C-0 bond (Drury, 1987).
2.2.2 Spectral properties of minerals used in this 
study. Eighteen (Table 2) spectrally-detectable, commonly- 
occurring soil minerals have been studied by Swayze et al., 
(1991) and are used in the training sets in this study. 
Absorption features within these spectra are due to the 
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Visible and NIR spectra for minerals showing 
absorption features due to harmonics and 
combinations thereof, of the hydroxyl group. 
Of special note are the absorption features 
occurring slightly less than 2.2 jum for Al-OH 
dominated minerals, muscovite and kaolinite, 
compared to those minerals containing hydrox­
yl groups (e.g., phlogopite and actinolite), 
which have similar features slightly above








W avelength  (|xm)
Figure 8. Vibrational transitions related to C-O bonds
cause absorption features in the visible and 
NIR range. The most pronounced are those at 
about 2.35 fMm, which can help distinguish 
carbonates from clays (from Drury, 1987).
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absorption features due to both electronic and vibrational 
processes (e.g., nontronite, jarosite, antigorite, chlorite 
and illite). All spectra were obtained using a custom 
modified Beckman 5270 double-grating, double beam spectrome­
ter at the US Geological Survey spectroscopy laboratory and 
are part of a much more extensive digital spectral library 
(Clark et al., 1990 1991a). The spectral purity of all but 
two samples have been verified by X-ray diffraction (XRD) 
and some also by X-ray fluorescence (XRF) analysis (King and 
Clark, 1989; Clark et al., 1990, 1991a).
The 18 minerals used are listed in Table 2, and their 
laboratory spectra are shown in Figure 9 and Appendix 1. 
These minerals can be grouped into classes according to 
their crystallinity and spectral properties in the visible 
and NIR. The two classification parameters are related.
The classes are also described in Table 2. Note that the 
classes are not pure in the sense that all micas occur in 
one group. For instance muscovite would appear to be spec­
trally more similar to some of the clay minerals and thus 
has been moved into the clay-dominated sheet silicate group. 
Thus the overriding factor in class definition has been 
spectral similarities. The following discussion is mainly 
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Reflectance spectra in the visible and NIR 
range for halloysite, calcite, dolomite, 
antigorite, FE (SMR-15) and Mg (SMR-13) end 
member chlorites. Measured in the USGS spec­




Classification of the 18 different minerals 
used in the laboratory spectra experiments.
Class Mineral name USGS code Comments Number of
Spectrum
A. mica/sheet chlorite SWR-13 Mg end member chlorite 15
silicates chlorite SMR-15 Fe end member chlorite 16
serpentine antigorite NMNH96917 common serpentine mineral 17
Mg rich
B. Carbonates calcite WS272 CaCO? 1
dolomite HS102.3B CaMgtCO^
C. Sheet silicate Kaolinite CM9 Well ordered. 3
clay/mica montmorillonite Saz-1 Ca end member. 4
montmorillonite Swy-1 Na end member. 5
Halloysite NMNH106236 Al clay, poorly ordered. 9
Paragonite GDS17 Na rich mica/sericite. 18
Muscovite HS146.3B Mica/sericite. 7
Illite Imt-1 K,Al clay. 6
Alunite HS295.3B K sulphate. 12
D. Sulfates alunite HS295.3B K sulphate. 12
gypsum HS333.3B Ca sulphate,water. 10
E. I ron r i ch
oxide hematite GDS27 14
hydroxide goethite US222 hydrated iron oxide 13
jarosite NMNH95074-1 natrojarosite 11
clay nontronite NG-1 Fe smectite 8
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the specific minerals which are to be recognized or mapped 
by the MBPN algorithm. A more complete description is given 
in Clark et al. (1990).
This study will concentrate on mapping carbonate 
and selected clay minerals. No effort will be made to map 
iron-related features, as this is considered a natural 
extension of the methodology outlined in this dissertation. 
Emphasis will be placed on teaching the MBPN algorithm to 
distinguish between spectrally similar minerals. Previous 
work showed that, if the algorithm can distinguish spectral­
ly similar minerals, it will also distinguish between spec­
trally dissimilar minerals (Williams, 1990). Discussion is 
thus directed towards subsets of the 18 minerals which are 
spectrally similar. This discussion of the spectral differ­
ences will only take into account those features which occur 
within the atmospheric windows (see previous discussion). 
Hence the discussion is about only those features occurring 
between 2.0 and 2.5 nm.
2.2.2.1 Kaolinite and hallovsite
Kaolinite and Halloysite are very similar spec­
trally in that both have multiple absorption features occur­
ring at 2.16 and 2.21 /xm (Appendix 1). All other features 
in the laboratory spectra have insufficient amplitude to be 
observable in the imaging spectrometer data sets. The
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degree of similarity for these absorption features can be 
best appreciated visually (Figure 10). The main differences 
are the relative amplitudes of the two absorption features, 
and a slight translation in the shape, but not the band 
center positions.
2.2.2.2 Calcite and dolomite
Both calcite and dolomite have intense absorption 
features at 2.3 and 2.5 /im and relatively low intensity 
absorption features at about 2.15 jum (Appendix 1). The fea­
tures at 2.15 are considered to be of too low an intensity 
to be reliably discerned in the currently available imaging 
spectrometers. The feature at 2.5 /tim is not resolved by the 
AVIRIS system (see Appendix 1). Thus the main differentiat­
ing feature is the absorption feature at 2.34 /xm. This 
feature has very similar shape, FWHM and amplitude for both 
minerals, with the main difference being a translation of 
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Figure 10. Comparison of the multiple absorption fea­
tures of kaolinite and halloysite between 
2.16 and 2.21 iim, at AVIRIS resolution (from 
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Figure 11. Comparison of the complex absorption fea­
tures of calcite and dolomite occurring be 
tween 2.2 and 2.4 nm, at AVIRIS resolution 
(from Swayze et al., 1991).
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2.2.2.3 Muscovite. Illite and MontmorilIonite
All of these minerals have relatively intense 
absorption features with band centers between 2.2 and 2.22 
/xm. This absorption feature has very similar shape, posi­
tion (only a difference of about 0.01 /xm in band center 
position can be seen), and FWHM, with the main difference 
being the intensity of the feature (Figure 12). Both musco­
vite and illite also have a relatively weaker absorption 
feature at about 2.32 /xm. This feature is not seen in the 
montmorilIonite spectrum, and clearly distinguishes montmor- 
illonite from muscovite and illite.
2.3 Distortions of the reflected spectrum as measured bv an 
Imaging Spectrometer
2.3.1 Atmospheric effects. The earth1s atmosphere 
contains nitrogen, oxygen, water vapor, ozone and carbon 
dioxide. EMR causes vibrational and rotational transitions 
in these elements producing distinct wavelength bands in 
which EMR energy is absorbed (Figure 4). The strongest 
atmospheric absorption features within the visible and NIR 
are due to water vapor causing absorption features at 1.4 
and 1.9 /xm. The presence of excessive water vapor will 
cause an increase in the intensity and FWHM of the atmo­
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Figure 12. Comparison of muscovite, montmorillonite and 
illite absorption features between 2.05 and 
2.5 pm (from Swayze et al., 1991).
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The width of the absorption bands increases with increasing 
wavelength. Outside of these bands, the parts of the EM 
spectrum within which there is little atmospheric absorp­
tion, are called atmospheric windows. As a result of the 
atmospheric absorption bands, 172 out of the 22 4 channels 
recorded by AVIRIS are usable for the purpose of mapping 
minerals on the earth's surface. The spectral radiant 
emittance also decreases with wavelength.
More temporal atmospheric effects are due to weather 
conditions (eg., humidity, dust, cloud, fog, temperature 
variations in the air producing changes in refractive index) 
and aerosols (Drury, 1987).
2.3.2 Spectral mixing. Spectral mixing is a concern 
in remote sensing applications due to the occurrence of two 
spectrally different minerals within one pixel area or 
instantaneous field of view (IFOV). There have been many 
studies on the spectral effects, in the visible and NIR part 
of the EM spectrum, of mixing two or more minerals together 
(Nash and Conel, 1974; Singer, 1981, 1982; Clark, 1983; 
Johnson et al., 1983; King and Clark, 1989). Perhaps not 
surprisingly, the results indicate that if two minerals are 
mixed whose spectral features do not overlap, such as pyro­
xene and plagioclase (Nash and Conel, 1974), then the resul­
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tant spectra will contain absorption features from both 
minerals. Work by Singer (1981) showed that characteristic 
features of olivine and pyroxenes were reduced but still 
recognizable when mixed with up to 50% iron oxides (Figures 
13 and 14). Adding a strongly absorbing mineral such as 
magnetite to olivine causes a drastic reduction in reflect­
ance level and spectral contrast, but absorption features 
due to olivine are still present with up to 50% magnetite 
(Figure 15). Other experiments with mixing montmorillonite 
and varying amounts of the iron minerals, hematite or goet- 
hite show that montmorillonite spectral features at wave­
lengths greater than 1.0 iim are still apparent with up to 
30% abundance of either iron mineral (Singer, 1982). Some 
reflectance and absorption features of the iron minerals are 
still apparent in abundances down to 1% (Figures 16 and 17).
More recent work by Clark (1983) has confirmed 
the non-linear nature of the relationship between absorption 
band depths, reflectance levels and weight fraction of 
opaques. None of the published studies, however, document a 
shift in the wavelength position of the absorption features 
from the individual minerals, but some studies suggest that 
superposition of two absorption features can mask the fact 
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Figure 13. Reflectance spectra of weight percentage
mixtures of olivine and limonite. The oliv­
ine absorption features at 0.9 jim and 1.3 jLtm 
can still be seen despite the strong masking 
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Figure 14. Reflectance spectra of weight percentage
mixtures of orthopyroxene and limonite. The 
broad absorption feature at 2.0 /m persists 
to a 50% limonite abundance. The shape of 
the 1.0 jLtm absorption band is modified from 
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Figure 15. Reflectance spectra of weight percentages of
olivine and magnetite. The presence of mag­
netite drastically reduces the overall re­
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Figure 16. Bidirectional reflectance spectra for finely
intermixed hematite and montmorillonite. A 
small amount of hematite has a pronounced 
effect for wavelengths less than 1.0 /xm, but 
does not modify the montmorillonite absorp­
tion features at wavelengths greater than 1.0 
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Figure 17. Bidirectional reflectance spectra for finely
intermixed goethite and montmorillonite. A 
small amount of goethite has a similar pro­
nounced effect on spectral features less than 
1.0 /xm, but exhibits very little masking 
effect of montmorillonite spectral features 
at wavelengths greater than 1.0 fim (from 
Singer, 1982).
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and the weaker at best appearing as a weak inflection on the 
flank of the stronger absorption feature.
2.3.3 Topographic effects. The effect of topography 
is obviously to change the geometry of the incident EMR 
radiation. Spectrally this results in a decrease in the 
intensity of the absorption features, but it does not change 
the wavelength at which the absorption features occur.
Thus, an effective spectral mineral recognition algorithm 
for use in areas of considerable topographic relief should 
be weighted more to the position of the absorption feature 
rather than its absolute intensity.
2.3.4 Grain size of the particulate mineral. A reduc­
tion in grain size implies a reduction in the optical path 
length of the EMR incident and reflected rays, and hence 
there is less absorption for a given quantum of EMR. It 
thus follows that the smaller-grain-sized mineral should 
have lower intensity absorption features and higher spectral 
reflectance than a larger-grain-sized mineral for a given 
particulate mineral; this was demonstrated by Clark (1983). 
However, for any particular mineral the intensity of an 
absorption band exhibits a more complex but predictable 
dependance on grain size (Clark and Lucey, 1984; Lucey and 
Clark, 1985). There is a critical grain size for any
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particular mineral at which the band depth or intensity of 
an absorption feature is maximum; this phenomena is known as 
saturation. For grain sizes smaller than the critical grain 
size the above noted dependance is observed. But for grain 
sizes larger than this critical grain size there is also a 
decrease in intensity. Accompanying this change in intensi­
ty is a change in fullwidth at half maximum (FWHM). No 
change in the position at which the absorption features 
occur are reported or predicted in the literature, which 
again suggests that greater emphasis should be put on the 
position rather than intensity of the absorption features.
It should be noted that the level of the continuum, however, 
is mostly dependant on viewing geometry, contamination by 
other materials and only weakly dependant on grain size.
2.3.5 Calibration of imaging spectrometer data. Cali­
bration of airborne imaging spectrometer data essentially 
consists of converting the digital numbers into reflectance 
values. This step is essential in attempting to understand 
the effects of the atmosphere on the measured spectra, and 
hence better identify and eliminate features or variables in 
the spectra which are not related to ground minerals.
A description and comparison of different techniques 
for calibration of airborne imaging spectrometer data is
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given by Roberts et al. (1986). The most commonly used 
calibration technique is to use ground reflectance measure­
ments over areas of spectral homogeneity (here homogeneity 
is defined relative to a spatial dimension of 3*3 pixels). 
Typically two areas are chosen which span a wide albedo 
range. In this technique, a linear regression is performed 
on the ground measured reflectance values and the measured 
digital numbers. A multiplicative and additive constant are 
thus derived for each band. The application of such a 
technique is described for geophysical environmental 
research imaging spectrometer (GERIS) data by Kruse et al. 
(1990) and for AVIRIS data by Clark et al. (1988, 1991b).
An additional product from this calibration are estimates of 
the S/N levels of the instrument/aircraft system. Studies 
involving this approach to atmospheric mapping are described 
by Conel et al. (1986) and Conel et al. (1988).
2.3.6 Feature extraction from measured or calibrated 
spectra for the purpose of mineral recognition The reflect­
ance spectra in the visible and NIR are composed of sharp 
absorption features superimposed on broader features. The 
broad features are not regarded as being reliable for the 
purposes of mineral recognition (Clark, pers. comm., 1990; 
Green and Craig, 1985). The sharper (non-atmospheric)
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absorption features contain the critical features enabling 
mineral recognition (see previous discussion). The broader 
features are therefore generally removed in airborne imaging 
spectrometer data.
It should be noted however that removal of the broader 
features assumes that the sharper features are adequately 
sampled (according to the well known Nyquist criterion).
This assumption is obviously not valid for thematic mapping 
(TM) data and is not valid for visible and NIR spectra from 
all minerals for airborne multispectral scanner, mark II 
(AMSII). For instance the absorption feature at about 2.3 
/xm for calcite is not fully resolved (see Appendix 1) in 
laboratory spectrum convolved to imitate AMSII spectral sam­
pling.
Although removal of the broader feature(s) can be 
accomplished by many different methods (eg. spectral ratioi- 
ng), the procedure of using a segmented upper hull as de­
scribed by Clark et al. (1987a) is in common use. This 
procedure is a logical extension of the convex upper hull as 
outlined by Green and Craig (1985). The main difference 
between the methods is that the segmented hull is an itera­
tive procedure that works on successive segments of the 
spectrum, as opposed to the entire spectrum, and makes no 
assumption on the overall shape about the broad feature(s)
T-4030 42
(Figure 18). This allows better definition of individual 
absorption features. It also has provision for handling 
noise in real imaging spectrometry data. However even with 
this capability, the segmented upper hull still has the 
potential to introduce distortion to an absorption feature, 
and in other cases introduce false absorption features 
(Figure 19). More recently work by Clark et al. (1991b) 
used a linear continuum which is specific to a particular 
mineral. The linear continuum is determined by fitting, in 
a least squares sense, a line based on the shoulder posi­
tions of a critical absorption feature of a particular 
mineral. This is part of the ADBM algorithm (Clark et al., 
1991b).
When the broader features (the continuum) are 
removed from the spectrum, the resultant spectrum is termed 
the continuum-removed spectrum. For the purpose of this 
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Figure 18. The "segmented upper hull" (SUH) is shown for
the second iteration (A, dotted line) com­
pared to the continuum removed first itera­
tion (A, solid line). The third iteration 
SUH is shown in B, but it overlies the con­
tinuum removed second iteration so when the 
third iteration SUH is divided into the data 
a straight line (C) is derived. Each itera­
tion analyzes finer structure associated with 
the complex absorption bands until the con­
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Figure 19. Comparison of a convolved laboratory spectrum
for kaolinite , with the SUH removed, and the 
same spectrum with noise added to it.
Gaussian noise has been added to create a S/N 
of 10, prior to continuum removal.
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2.4 Definition of the different imaging spectrometer sys­
tems.
Airborne imaging spectrometer systems provide a contig­
uous sampling of the reflected EM spectrum to allow defini­
tion of absorption features which are commonly diagnostic of 
minerals (Goetz et al., 1985). Such absorption features 
typically have FWHM of the order of 2 0 nm, and thus band 
widths must be less than 2 0 nm for these features to be 
sufficiently resolved. Landsat sensors (MSS or TM) have 
band widths of 100 to 3 00 nm, and hence do not allow resolu­
tion of such features.
The development of airborne imaging spectroscopy was 
facilitated by the development of a new generation of infra­
red detector arrays, in which over one thousand detector 
elements were compressed into a small chip (Vane and Goetz, 
1988). The basic hardware measurement components for the 
four main imaging spectrometer systems are shown in Figure 
20. The essential differences between the systems are 
described by Vane et al. (1988). From these systems there 
are two combinations that are commonly used. The Landsat 
system has a set of discrete detectors for each pixel, with 
a suitable pre-detector filter to restrict the incident EMR 
wavelengths. The system rapidly scans along a direction 

























d. IMAGING SPECTROMETRY WITH AREA 
ARRAYS
Figure 20. Imaging Spectrometer acquisition techniques.
(a) "whisk broom” imaging with discrete de­
tector elements (e.g., Landsat TM), (b)
"pushbroom” imaging with line detector arrays 
(e.g., SPOT), (C) "whisk broom" Imaging spec­
troscopy with line detector arrays (eg. 
AVIRIS, GERIS, AMSII) and (d) "pushbroom" 
imaging spectroscopy with area detector ar­
rays (e.g., AIS and HIRIS) (from Goetz et 
al., 1985)
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short dwell time for each pixel necessitates the larger 
band width to achieve a useful S/N ratio.
An alternative system employs a line array or two 
dimensional arrays of detectors (Figure 20 b,c,d). The 
AVIRIS, GERIS and AMSII systems all employ the system de­
picted in figure 20c, which operates in a similar manner to 
Landsat. Instead of a set of discrete detectors, there is a 
line array of detectors which measure the bands of EMR after 
passing through a dispersive element, which is typically a 
diffraction grating. A necessary feature of the total 
system is that the instruments be mounted in a airborne 
platform which flies at a sufficiently slow speed such that 
the read out time of the array elements is a small fraction 
of the integration time (Vane, 1983).
It is worth recounting the experience with the experi­
mental AIS system as a way of introducing a frame of refer­
ence for the concept of S/N in these systems. The initial 
experimentation with the AIS1 system showed that although a 
S/N ratio of 100/1 or better was to be expected based on 
laboratory and independent platform considerations, ratios 
of between 10/1 to 4 0/1 were actually measured in practice. 
Significant noise sources were categorized (Vane and Goetz, 
1988) as being due to:
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1. Electronic noise, such as from the analog to digi­
tal converter in the signal chain and aircraft 
grounding loops.
2. Non-uniformity of detector response causing verti­
cal or pixel striping. This was later found to be 
time and environment dependent.
3. Optical contamination of the signal due to vibra­
tion of the detector at the focus of the spectrom­
eter, causing spectral smearing and band striping. 
Additional contamination was from second order 
effects from the diffraction gratings, causing 
false spectral features at longer wavelengths.
Vane and Goetz further describe that subsequent hard­
ware modifications resulting in AIS2 effectively raised the 
S/N to between 40 and 110/1. Additionally, algorithmic 
approaches have also helped to alleviate undesirable instru­
mental effects in the data (Green and Craig, 1985; Hlavka, 
1986).
The spectral resolution of the systems in the visible 
and NIR are shown in Figure 21. Signal to noise character­
istics for AVIRIS (Figure 22) has been derived in a manner 
described by Clark et al., (1988). The S/N (see Appendix 2 
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Figure 22. The signal to noise derived from the Canon
City AVIRIS data is shown relative to a con­
stant reflectance at 50% at all wavelengths 
(from Clark et al., 1991b).
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pessimistic and Clark (personal communication) has estimated 
that they may be a factor of about 2.8 times higher, depend­
ing upon season and calibration procedure. These S/N levels 
have relevance to the amount of synthetic noise added to the 
convolved laboratory spectra in the evaluation stage of the 
spectral recognition program.
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3. THE MULTILAYER BACK PROPAGATION METHOD
3.1 Description of the multilayer back propagation algo­
rithm
The multilayer back propagation algorithm was first 
described by Werbos (1974). Subsequent descriptions of the 
algorithm have been published by Rummelhart et al. (1986) 
and Wasserman (1989).
The algorithm has a node (or neuron or processing 
element) as its most fundamental element (Figure 23). A 
simple node can have a number of inputs, which after multi­
plication by a unique weight for each respective input, are 
summed by the node; this sum is then passed through an 
activation or squashing function. The activation function 
should have the following properties:
1. It is everywhere differentiable.
2. It has a simple, easily calculatable derivative.
3. It compresses the output values such that they lie 
between 0 and 1 (and in so doing provides an ef­
fective automatic gain control).
A neural net is made of multiple nodes, each performing 
the above function (Figure 24). Nets used inititially in 
this study have a general architecture such that every node 
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highest) is connected to every node in the next lower layer, 
but to no other layer. A net so constructed is termed a 
layered net. This is not the only type of net that can be 
used, as input nodes can be connected directly to the output 
nodes (a modification used later) and nodes in a layer can 
also be connected (Wasserman, 1989). Other variations are 
also possible.
The first layer of input nodes, which do not perform 
summing, are referred to in this dissertation as "layer 1" 
or the "input layer." This is different from the terminol­
ogy of Wasserman (1989) who does not count this layer in 
describing the net. For example, in this report there are, 
typically, three-layer nets which consist of a layer of 
input nodes (governed by the number of input samples in each 
training pair), a second or hidden layer and an output 
layer. Wasserman would describe this as a two-layer net. 
This is merely terminology and does not imply a difference 
in net construction.
Training requires a matched set of inputs and desired 
outputs. For optimal net performance the input values 
should be normalized such that their ranges lie between 0 
and 1. The input values are then introduced into the net 
through the input nodes. If we consider a three layer net, 
then for each middle layer node, each input node value is
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multiplied by a respective weight value (generally initially 
set to some small random number) and the products summed (to
form the NET variable) which is then passed to an activation
function to form an output for that particular middle node. 
In mathematical notation
OUT . = 1/ (l+e'NETp'j)PiJ '
where NETp . — sum of the products of node values and
weight values for the layer of 
nodes immediately above. This is the 
net variable for node p in layer j .
OUTp j = output for node p in layer j .
This process (forward pass) is then repeated for all
nodes in the last layer, and thus an output value is derived 
for each output node. This value is then compared to the 
desired or target value (user defined) to derive an error, 
for each output node.
The error(s) are then back propagated (backward pass) 
up through the net. For each output node, the error value 
is multiplied by the derivative of the activation function 
using the NET value of the particular output node as the 
argument for the function, to obtain a delta weight value 
(Figure 25). The delta weight value is then multiplied by a
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Output layer weight adjustment
Input layer (i)
Hidden layer (j)
A c t i v a t i o n  F n , F  
W( pq ,k <n >) O U T ( p . J )
W ( p q , k « n * l » ) -  W ( p q . k < n > ) * D W ( p q , k )  
D W ( p q , k ) - L C « D ( q , k ) - O u t ( p . j )
U p d a t e  w e i g h t  
W e i g h t  c h a n g e
Output layer (k)
N e t ( q . k ) p ( q , k ) - D e l t a ( q , k ) - E ( q , k ) ' F ' | N e t ( q 1k ) l  D e l t a  c a l c u l a t i o n
O u t ( q . k )  a E ( q , k )  ■ E r r o r ( q , k ) - l T r n ( q , t > - O u t ( q , k ) ]
Tmfq.k)I } Train layer (t)
E r r o r  c a l c u l a t i o n
n(q,k)^
Figure 25. Output layer weight adjustment in a
multilayer back propagation network during 
training.
T-4030 58
learning coefficient, LC, (which is user defined and which 
can be different for different layers and for different 
nodes within layers if so desired) and then by the output 
value of an immediately above connecting node (Figure 25). 
The weight to be changed is only that weight that connects 
the particular hidden layer node to the particular output 
layer node, and it should be noted that this weight is 
termed the output weight. The product is the change that is 
to be added to the pre-existing weight value. This process 
is then performed for weights immediately above the output 
layer, thus modifying all weights between the output layer 
and the hidden layer for this example. In mathematical 
notation
OUTqJc (l-OUTq |c) * (TARGET-OUTq k)




the weight from neuron p in the hidden 
layer to q in the output layer (layer, 
k) at iteration n;
adjusted weight for the above connecting 
weight;
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output node q in layer k (output 
layer);
delta weight value or change in
weight from node p in the hidden
layer to node q in the output layer 
k;
output value for node q in layer k;
output value for node p in hidden
layer j;
learning rate coefficient.
For hidden layers, the adjustment of weights is a
little more complicated in the sense that there is no target
value for error calculation, and hence the delta value 
cannot be calculated in the manner described above. The
method of derivation of the delta value for a weight in a
hidden layer involves the summation of the delta values for 
each connected output node (Figure 26). The delta value is 
the product of the error for each output node and the deriv­
ative of the activation function for each output node again 
using the NET of the output node as the argument in the 
function. The delta value for each output node is then 














































































products are summed. The sum is then multiplied by the 
derivative of the activation function for the hidden layer 
node, using the NET value of the hidden layer node as the 
argument to the function. This delta value is then multi­
plied by the learning coefficient and the output of the 
connecting node in the above layer. In the case of a three 
layer network, this output would in fact be the normalized 
input value to the network.
Again, in mathematical notation
D . = OUT -(1-OUT .) ( E D . W «,(n))P.J P, J v P, J' vq q,k pqf k ' ' '
where:
Dp . = delta value for the p node in the j layer;
OUTp. j “ output of node p in layer j ;
Dqk = Delta calculated for the connecting output
node, Q, in layer K.
This forward and backward pass through the net con­
tinues, modifying weights until an acceptable error is 
obtained. The acceptable error level is user-defined. This 
sequence of iterations or presentations is termed "training" 
or "learning." A common error measure is the mean square 
error (MSE) which is the mean of the errors for each com­
plete pass through a training set.
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Once the network of weights has learned, then checks 
can be made on whether the net has learned effectively. For 
example, the input only of each training set can be present­
ed to the net, and the output then calculated. The output 
values should show excellent correspondence to the desired 
output values. Other checks can be made by presenting 
features that are considered to be important to the problem, 
to the net, and assessing the net output. Caudill (1987) 
has described assessments of the net by investigation of the 
weights of the net guided by the activity of different 
nodes.
3.2 General comments on the use of multilayer back propaga­
tion
3.2.1 Gradient descent techniques and the error sur­
face. The objective of the MBPN algorithm is to provide a 
mapping or transformation between an input vector and a 
desired output vector. This is achieved by determination of 
the set of weights which minimize the MSE between the actual 
output of the net and the desired output. It performs this 
task using a method called gradient descent. For each 
computed pattern, the error is calculated and each weight is 
adjusted or moved down the error gradient so as to minimize 
the error. This process potentially can result in entrap­
ment in a local minimum on the error or loss surface, and
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there is no guarantee that any single training session will 
result in the determination of a global minimum. The wide­
spread use of the back propagation algorithm and reported 
success of the applications suggest that although local 
minima can exist, that there may be fewer than one may 
expect for the typical application which has a large number 
of weights. McClelland and Rummelhart (1988, p. 132) sug­
gest similarly, that with many hidden nodes, that local 
minima may be quite rare, whilst with few hidden nodes, 
local minima are more common. The high dimensionality of 
the error surface may commonly provide a downhill path such 
that a local minimum does not exist.
The manner in which the algorithm traverses the error 
surface is in part controlled by the learning coefficient, 
and the range of values which the weights can adopt. The 
traverse across the error surface is not continuous but 
rather occurs as discrete steps. Large learning rates and 
weight ranges will result in larger steps across the error 
surface, whereas small learning coefficients and more re­
stricted smaller weight ranges will result in far smaller 
steps. The former can lead to more rapid determination of 
the global minimum, but can result in stepping over steep 
valleys in the error surface which may contain the global 
minimum. Conversely, if the steep valleys contain local
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minima and, by chance, the traverse should fall into such a 
valley, larger steps will aid in getting out of this situa­
tion. Thus, for a given problem, where we typically have 
very little intuitive feel for the nature of the error 
surface it is impossible to predict what are the optimal 
settings for these parameters. One can only be guided, at 
least at this stage of knowledge, by experimentation.
3.2.2 Learning rate versus robustness of the learned 
net. In discussing the performance of a multilayer back 
propagation algorithm relative to a particular application, 
it is important to recognize and to distinguish between two 
main processes:
1. The learning rate (or rate of convergence) or 
learning curve of a particular algorithm.
2. The effectiveness or robustness of the resultant 
net.
It is my belief that these should not be lumped togeth­
er but rather distinguished, for the simple reason that it 
does not necessarily follow that a net that learns rapidly 
will learn effectively or that the resultant net will be 
sufficiently robust. This dissertation will thus always 
attempt to distinguish between these two processes.
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3.2.3 The theory versus practice in design of MBPN 
networks. Given the widespread successful use of multilayer 
back propagation networks to vastly different application 
areas, using training data with greatly different proba­
bility distribution functions, it is obvious that the net­
works are generally useful. The mathematical theory that
forms the basis for the MBPN approach is remarkably simple
(see Rummelhart et al., 1986). Unfortunately it does not 
provide one with any clear basis or guidelines as to deter­
mining the values of the network parameters. The network 
parameters are listed below:
1. Number of layers.
2. Number of nodes in each layer.
3. Activation function (eg. sigmoidal, hyperbolic 
tangent).
4. Parameters of the activation function.
5. Connectivity of the network.
6. Learning rate.
7. Range of weight values.
These network parameters should be distinguished be­
tween parameters related to the input vector or data exam­
ples. These input parameters also effect network perfor­
mance, and are listed below:
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1. The order of presentation of training pairs to a 
net (e.g., should training pairs be presented se­
quentially or randomly, within a training set).
2. The amount of repetition of training pairs (e.g., 
if one wanted to train a net to recognize an ap­
ple, from a set of different fruit, how many repe­
titions of the apple should you have in the 
training set if any, for improved learning rate 
and increased robustness?)
3. The amount of variation of training pairs (e.g.,
if one wanted to recognize all apples from all
other fruits, how many different apple types do we 
have to put in, how many different apple sizes, 
shapes etc., would one have to include in the 
training set to get a sufficiently useful general­
ization) .
Another important and perhaps critical consideration is 
with regard to what is the optimal feature space of the 
input data. This is strongly dependent on the features one 
is trying to recognize in the data, as well as features one
is trying to suppress. What are the aspects or features of
the data which are critical to the problem, and in what 
feature or pattern space are these most clearly represented? 
For instance some features may be better defined in the
T-4030
frequency domain, whereas other features may be clearer 
after the input data has passed through a principal compo­
nent analysis program.
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4. INITIAL EXPERIMENTATION WITH SYNTHETIC GAUSSIAN
ABSORPTION FEATURES
The experiments described in this section were conduct­
ed on synthetic Gaussian absorption features which were 
calculated using the program GAUSS. A synthetic Gaussian 
absorption feature is shown in Figure 3. The parameters 
that describe a Gaussian absorption feature, using spectros­
copic terminology, are the intensity or amplitude, the full 
width at half maximum (FWHM), the position of the minima and 
the background gradient or continuum. Only a single 
Gaussian absorption feature was used as an object to be 
recognized, and training runs were conducted with the object 
being to try to determine
1. Guidelines for the construction of a training set, 
bearing in mind the input parameters described in 
the above example.
2. Guidelines for the values of the network parame­
ters for the application of MBPN.
The number of points to define the spectrum was fixed 
and made approximately equal to the number of bands that 
occur between 2.0 and 2.5 /*m, at AVIRIS resolution. For the 
purpose of consistency, these points which define the spec­
trum will be referred to as band positions or just bands. 
Strictly speaking the number of bands would be 50, but it
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was decided to adopt 48 as the standard, because successive 
halving of 48 would yield integer numbers or discrete band 
positions, down to value of 3. This could be convenient in 
some of the experiments.
The problem of training a net to recognize one absorp­
tion feature at a particular location with FWHM, intensity 
and continuum constant proved to be a linearly separable 
problem, negating the need for a hidden layer ( see Lippman, 
1987 for discussion on linear separability). This was not 
regarded as a particularly useful result, given that the 
total problem to be faced would not have the other parame­
ters held constant and what was needed was a net which could 
generalize. Thus a 3 layer network was adopted as a stan­
dard for experimentation.
4.1 Network parameter experimentation
These experiments were conducted using a fixed training 
set, with the object being to define some constraints on the 
network parameters. The training set consisted of a single 
Gaussian absorption feature (Figure 3) of FWHM of 4 bands, 
an intensity of 1.0, a flat continuum and minimum positioned 
at band 24. The desired output element from the net upon 
presentation of this spectrum was to be 1. The training set 
also consisted of similar identical spectra each of whose
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minima were positioned at equal 4 band intervals (Figure 
27). The desired output was to be zero for these spectra.
4.1.1 Learning rate coefficients. As the learning 
rate coefficients do not all have to be the same for a 
single training session, tests were completed to examine the 
significance of variation of the learning rate coefficients 
for different layers of the net. The 3 layer net was con­
structed using 48 input nodes, 4 hidden nodes and 1 output 
node. Prior testing had indicated that a fixed learning 
rate, for the whole net, between 0.5 and 0.25 was near opti­
mal, in regard to the time required to learn. The learning 
rate for each layer in the net was then changed systemati­
cally (in a 3 layer network, only the hidden and output 
layers have a learning rate parameter). The variations 
tested were:
a. hidden layer learning rate of 0.25, and output 
layer learning rate of 0.5,
b. hidden layer learning rate set equal to the output 
layer learning rate of 0.5,
c. hidden layer learning rate of 0.5, and output 










c o td <P P-H 0)
to e  x  tO G  -P g  p  otd -P O  O  G) 0) X! O  Q^-P •H 10 
■P *0<D 0) C  X  X  td -P -P G>i O' —to c  <u•H O  £ td O  P  
X  «P tO P  - 0) 10 M O' fl) P  c P <o •H D  T3c -p ̂  •h  <d Cd Q) T3 P  <P 0>
P  «p  -p
I*H p  
Q) 
Q* O  O  X  10 -P 0)
10 •H 




p  a  (d 0) a)■POP 
X I  X - H  
O' a> o 
-h  x  *h  +j
rl H  +) tt *H"-'id to o  <w -P
•o -h  o0) -P tdeHc
rl €
N  G•h a) c ,o0»*H
o
p  >1 td -PiH »H 
•H >E *H
a) a> u  to
o  a) a> P  p  td 0)
tr» o • c -h 'dH  4-> <1)c a) -P Otd -P G  P  Gx  -p >i a)
G  -H t—I O Ctd *H O' O -P O ■H ft O ftp 0) >1 O P -P IQx a)< td xi
r̂
CM
(I) td x»X  P  4-> «P O O a)ft G  a> (0 O
o■p
tO p  0)
rH x
-PoG
P  *H GQ) 4J 4JG *H
td
G•H
td eh to a) a>p■Po
O ipa G
■Pa0)oxa)
<d a of t M X - H  
tO 0) <P *P




Figure 28 shows the difference in the training rates 
using these parameters. Clearly the time required for 
training with an output layer learning rate half of the 
hidden layer learning rate, is less.
In order to test whether the net that trained faster is 
more robust than a net trained at a slower rate, each of the 
nets were tested with suites of noisy spectra. Each root 
spectrum had only one absorption feature. Each suite con­
sisted of 48 similar root spectra, with the only difference 
between the spectra being the position of the minimum of the 
absorption feature. Thus, each root spectrum represented 
one of the 48 possible minimum positions within the window 
of measurement. Otherwise, all spectra had a FWHM of 4, an 
intensity of 1.0, and a flat continuum. From each root 
spectrum, 32 permutations were derived by adding a fixed 
(fixed for a particular suite of spectra) amount of random 
noise to the root spectrum. These suites of spectra were 
generated from the program GAUSSRAN. Three suites were 
generated and used to test each trained net. The three 
suites had 10, 20 and 40 percent random noise added to their 
respective root spectra. These amounts of random noise 
correspond to signal to noise ratios of 10:1, 5:1 and 2.5:1 
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average and standard deviation of the output elements for 
each set of (i.e., 32) permutations of one root spectrum 
were calculated.
The results of these tests are plotted in Figures 29 
and 30. In these figures the x-axis is titled the "number 
of the spectrum". This number corresponds to the band 
number at which the minima of the absorption feature is 
located. Thus spectrum number one has a minimum at band 
one. Ideally these graphs should have zeroes everywhere 
except at spectrum number 24, where the output element 
should be 1.0. The important points shown in these graphs 
are:
1. All nets would appear to be relatively insensitive to
up to 4 0 % random noise.
2. Although there is a difference between the output
elements for the nets trained with different learning
rates, it can be regarded as only a minor difference.
In this case the net that took longer to reduce the 
mean square error to an acceptable level (i.e., train), 
was less effected by random noise.
This style of testing of trained nets will be repeated 
throughout this dissertation, and will henceforth be re­
ferred to as robustness tests.
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Figure 29. The output of the 3 layer net trained using a hidden layer learning coefficient of 0.5 and 
a output layer learning coefficient of 0.25. 
The net is trained to recognize spectrum 
number 4 by outputting 1.
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Figure 30. The robustness of the net trained with a
hidden layer learning coefficient of 0.25 and 
a output layer learning coefficient of 0.5. 
The graph has identical format to Figure 29.
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4.1.2 Maximum initial size of random weights. Four 
tests were run with different maximum initial random weight 
sizes, but with all other parameters kept constant. The 
hidden layer learning rate was 0.5 and the output layer 
learning rate was 0.25. A sigmoid activation function was 
used with steepness of 1.0 and range between 0 and 1.5. 
Input nodes were directly connected to output nodes. The 
tests involved maximum initial random weight sizes of 1.0, 
0.5, 0.25 and 0.1 and the learning curves are shown in 
Figure 31. The shape of the learning rate graph has three 
distinct regions. An initial rapid decrease in mean square 
error (MSE) is followed by a plateau (in which the MSE does 
not decrease markedly), and finally a gentle decrease in 
MSE. The number of passes over which these regions occur 
systematically decreases with decreases in the initial 
weight size. These systematic changes result in a distinct 
difference in the learning rate between the nets using 
maximum weights less than or equal to 0.5, compared to 1.0, 
with the former learning almost in half the time.
Limited testing on the robustness of the trained nets 
indicated that there was little difference between the 
recognition ability of a net as a function of random noise 
added to similar input spectra.
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Figure 31. Sensitivity of the learning rate of a 3 layer
MBPN network to the maximum initial size of 
the random weights in the network. The mean 
square error is calculated from the error 
from each training pair on a pass basis. One 
pass is one iteration through an entire 
training set.
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4.1.3 Steepness of the siamoid activation function. 
Three tests were run to assess if the steepness of the 
sigmoidal activation function was important. The net used 
was as above, except that the maximum weight size was fixed 
at 0.5. Slopes of 0.5, 1.0 and 1.5 were investigated (Fig­
ure 32). Again there was a large difference in the learning 
curves for each of these nets, with a steady decrease in the 
time for learning with decrease in the slope of the sigmoid. 
For example, a net trained using a sigmoidal slope of 1.5 
takes twice as long to learn as a net with a slope of 1.0. 
There appeared to be little difference between the trained 
nets in terms of robustness with respect to added random 
noise.
4.1.4 Input to output node connection. The same net 
as above (with the sigmoidal slope of 1.0) was employed to 
test whether connecting input to output nodes made a differ­
ence in learning rate or robustness of the net. The learn­
ing curve (Figure 33) shows clearly that connecting input to 
output nodes can greatly reduce the learning time, and if 
for example one was to use an mean sguare error level of
0.02 as acceptable, then the learning time would be halved 
using the input-output connection. No difference in the 
robustness of the trained nets was observed.
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Figure 32. Sensitivity of the learning rate of a 3 layer
network to the slope of the activation func­
tion.
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Figure 33. Sensitivity of the learning rate of a 3 layer
MBPN network to the connectivity between 
input and output nodes.
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4.1.5 Testing of the number of nodes in the middle 
laver. Using the above basic three layer net, and connect­
ing input nodes to output nodes, a limited study of the 
number of middle nodes was undertaken. There is little 
difference in the number of cycles required to learn (Figure 
34), but due to the increased number of hidden nodes there 
is a significant increase in the number of additions and 
multiplications for each cycle. For instance, there are 53 9 
multiplications and 538 additions for a one training pair 
presentation for the net with 48 input nodes, 10 hidden 
nodes and 1 output node compared to 245 multiplications and 
244 additions for a net with 48,4,1 node distribution. 
Depending upon the number of training pairs in the training 
set, this can mean an appreciable difference in central 
processing unit time. Again, testing each of the nets for 
robustness to random noise, there would appear to be little 
difference between the nets (Figures 35 and 3 6). Some 
observations that can be made are that the standard devia­
tion of the spectra not to be recognized, would appear to be 
on average, smaller for the net with 10 middle nodes. This 
is also true for the spectrum to be recognized (number 24). 
The spectra immediately adjacent to number 24 (i.e., 21, 22, 
23, 25, 26, and 27) show no consistent relationship.
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Figure 34. Sensitivity of the learning rate of a 3 layer
MBPN network to the number of nodes in the 
hidden layer.
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Number of the spectrum
Vary hidden nodes
48,2,1 —l— 48,4,1 48,10,1
Figure 35. The mean of the output of 3 layer MBPN
networks trained with different numbers of 
hidden layer nodes to random noise. All 
spectra have had 10% Gaussian random noise 
added to them before presentation to the net. 
Spectrum number 24 is to be recognized by a 
net output of 1.
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Num ber of the spectrum
Vary hidden nodes
48,2,1 — 48,4,1 48,10,1
Figure 36. The standard deviation of the output of 3
layer MBPN networks trained with different 
numbers of hidden layer nodes to random 
noise. All spectra have had 10 % Gaussian 
random noise added to them before presenta­
tion to the net. Spectrum number 24 is to be 
recognized by a net output of 1.
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4.2 Input parameter experimentation
The basic net parameters used in these experiments are;
1. Number of input nodes = 48
2. Number of hidden nodes = 4
3. Number of output nodes = 1
4. Hidden layer learning coefficient = 0.5
5. Output layer learning coefficient = 0.5
6. Maximum weight size = 0.5
7. Sigmoidal activation function range = 0 r1.5; slope
= 1 .0 .
The training data set is the same as used in the above 
network experimentation, except where changes are noted.
4.2.1 Random versus sequential input of training 
pairs. In previous experiments with multilayer back propa­
gation nets, it was apparent that the training time and ro­
bustness of the trained nets was extremely sensitive to the 
order in which training pairs were presented to the net 
(Williams, 1990). A factor of two difference in training 
cycles was observed. Results from these trained nets sug­
gested that the nets were learning different features when 
the same spectral training set was presented in different 
order. Thus an obvious experiment was to randomize the pre­
sentation order of the input training pairs and compare the
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results. Very little difference was noted with regard to 
training time on this different form of presentation (Figure 
37), but there was a tremendous difference in the trained 
net's ability to recognize the correct spectrum, as judged 
by the amplitude of the output element (Figure 38). In fact 
there is an order of magnitude difference in both the rela­
tive difference (between output elements for those spectra 
which are not to be recognized and the one to be recognized) 
and absolute value of the output element.
4.2.2 Repetition of elements to be recognized in the 
training set. The objective in this investigation was to 
determine whether the number of repetitions of a single 
vector to be recognized make any difference to the learning 
rate or the performance of the net. Figure 39 shows clearly 
that there is a marked and systematic decrease in the number 
of passes required for learning with increase in the number 
of repetitions. Taking into account the number of extra 
multiplications and additions because of the increased 
number of members in the training set, the time required for 
learning also decreases with increased repetition. Testing 
of the performance of the differently trained nets as a 
function of random noise demonstrated that there was very
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Sequential ~I—  Random
Figure 37. The sensitivity of learning rate of a 3 layer
MBPN network to the order in which the train­
ing pairs are presented to the network during 
training.
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Figure 38. The difference in the effectiveness of train­
ing of a 3 layer MBPN network as judged by 
absolute and relative amplitude of the output 
elements, for sequentially read training 
pairs versus randomly selected training 
pairs.
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Figure 39. The sensitivity of the learning rate to the
number of repetitions of the element to be 
identified in the training set.
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little difference in the ability of the net to recognize the 
spectrum (Figure 40).
4.3 Input feature or parameter experimentation
A set of experiments was performed to assess the prop­
erties of a net trained to recognize one absorption feature 
(that is one FWHM, one intensity, one continuum or gradient 
and one position), with respect to variation of the other 
parameters. The results from these experiments could help 
in offering guidelines as to what feature parameter varia­
tion is needed in the training set. All spectra used in the 
training had only one absorption feature. As the position 
of an absorption feature is the most critical element to be 
recognized, the training set used initially, had one absorp­
tion feature to be recognized at one position, and a number 
of similar absorption features at every odd numbered band 
position. The latter were not to be recognized. Only one 
output node was used, and this was trained to be 1.0 in the 
case of recognition, and 0.0 in the case of non recognition. 
The net parameters were as described for the input parameter 
experiments, and the training sets were presented randomly 
to the net.
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Figure 40. The mean value of the output of the nets in
Figure 39 to spectra with 5 percent random 
noise.
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4.3.1 Sensitivity to amplitude of the absorption fea­
ture. A net was trained to identify an absorption feature 
of amplitude 1.0, centered at band 24. Other spectra pos­
sessing similar characteristics apart from position were 
also in the training set, but were not to be identified.
The amplitudes of the different testing spectra ranged 
between 0.1 and 1.0, in increments of 0.1 (Figure 41).
There are clearly two linear relationships, the first for a 
drop in amplitude of the input spectra from 1.0 to 0.5, and 
the second between amplitudes of 0.5 to 0.1. In the first 
interval, a steeper decrease of 0.15 output element value 
per 0.1 amplitude change is observed, while in the second 
part there is a flatter change of 0.05 output element value 
per 0.1 change in amplitude of the input spectra. This 
result clearly shows that given that the net should be 
insensitive to amplitude change, a number of amplitude 
variations of the spectrum to be identified must be used in 
the training set. Alternatively the input data can always 
be normalized prior to presentation to the MBPN algorithm.
4.3.2 Sensitivity to linear background gradient or 
continuum. A similar sensitivity experiment as discussed 
above was repeated, with the difference being that the 
parameter to be changed was the linear continuum
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Figure 41. The sensitivity of a 3 layer MBPN network to
amplitude of the input spectra. All spectra 
presented for this experiment had the same 
position, continuum and FWHM as the spectrum 
to be recognized by the net, but differing 
amplitudes. The amplitude of spectrum 1 is
1.0 and for each increasing spectrum number, 
the amplitude is decreased by 0.1. Spectrum 
10 has an amplitude of 0.1.
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(Figure 42). The experiment was performed independently for 
continua with negative and positive slopes. The results 
(Figure 43) show that the net trained to recognize an ab­
sorption feature superimposed on a flat continuum is in fact 
insensitive to the slope of the continuum, up to a slope 
value of 0.02 reflectance units per band. This result 
suggests that there is no need to have an exhaustive suite 
of training examples with fine variations of the slope 
(either positive or negative) of the continuum. However it 
should be noted that the continuum forms the dominant part 
of the input elements. The absorption feature is defined by 
8 out of the 48 elements in the input vector.
4.3.3 Sensitivity to FWHM of the absorption feature. 
These experiments were performed with a net containing two 
middle layer nodes, but the results are considered to be 
generally applicable, and thus sufficiently informative in 
the context of this initial experimentation. A net was 
trained to recognize one spectrum with one absorption fea­
ture, and not recognize other spectra whose absorption 
features were at different positions but otherwise similar. 
The trained net was presented with a set of spectra with 
absorption features at the correct position, with the same 
amplitude and flat continuum but differing FWHM. The output
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Figure 42. The effect of different continua superimposed
on the spectrum. All spectra have 5 percent 
random noise added to them.
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Figure 43. Sensitivity to continuum for a 3 layer MBPN
network trained with only flat continuum.
The continua are all linear and have positive 
and negative gradients varying between 0.02 
and 0.004. Spectra 1, 2, 3, 4, and 5 have 
gradients of 0.0, 0.004, 0.007, 0.01 and 0.02 
respectively.
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elements showed that the net was insensitive to absorption 
features with greater FWHM, recognizing them as well as the 
identical spectrum it was trained to recognize. However 
the net is very sensitive to absorption features with small­
er FWHM (Figure 44).
The net was then presented with the range of spectra
with absorption features at all possible positions, for FWHM
of 4, 10 and 14. In fact, for each root spectrum there were 
32 permutations calculated with 5 percent random noise 
added. This was done to help establish statistical signif­
icance to the output elements for any root spectrum. When 
the output elements were graphed for each possible spectrum 
and each FWHM, the resultant graphs showed a remarkable 
property (Figure 45). The distribution of output elements 
plotted against spectrum number, had a near Gaussian distri­
bution, whose FWHM was almost exactly that of the root spec­
trum that was input to the trained net. For example, if the 
root spectrum for a particular test set had a FWHM of 10 
then the distribution of output elements plotted against
spectrum number had a Gaussian shape and FWHM of 10.
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Input spectrum  number
Figure 44. Sensitivity of a 3 layer MBPN network trained
on constant intensity (fixed at 1.0), FWHM 
and continuum, and position, to variation in 
FWHM in the testing spectra. All spectra 
used had the position of their minima fixed 
at 24, which is the position of the spectrum 
that the net was trained to recognize. Spec­
tra 1, 2, 3, 4, and 5 have FWHM*s of 14, 10, 
8, 4 and 2, respectively.
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Figure 45. The response of the 3 layer MBPN network to
variation in FWHM in spectra whose position 
of the minima varied. The number of the spec­
trum coincides with the band position of the 
minima. Five percent random noise was added 
to all spectra input to the net. For each 
root input spectrum there were 32 permuta­
tions presented to the net, hence the mean of 
the output element is the mean of each set of 
3 2 permutations.
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This lack of sensitivity to FWHM is of concern, as 
this is a feature which a useful net for mineral identifica­
tion should be sensitive to, and thus an addition to the 
training set is desired to overcome this.
4.4 The design of a training session based on the above 
experiments
The above described results suggest that the most 
critical elements in designing a network to perform a speci­
fied task, are the set of training vectors and the manner in 
which these training vectors are read by the MBPN program. 
The number of hidden layer nodes also appears to be critical 
but they probably determine the ability of a net to general­
ize. Otherwise, it can be seen that the network parameters 
would appear to have more relevance to the rate of conver­
gence. In practice, with large numbers of training pairs in 
a training set, the rate of convergence is of obvious prac­
tical concern.
Optimal network parameters would appear to be:
1. Learning rate coefficient of the output layer equal to
half the learning rate coefficient of the hidden layer.
The hidden layer learning coefficient set to 0.5.
2. Maximum size of the random weights set to 0.5 or less.
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3. Steepness of the sigmoidal function set to approxima­
tely 1.0 or less.
4. Input nodes connected directly to the output nodes.
It would also appear that there should be approximately the 
same number of training elements to be recognized, as not 
recognized. Clarification of this statement can best be 
achieved through the apple recognition analogy. If one is 
to train a net to recognize apples from other fruit it would 
appear that as many apple training pairs should be present 
in the training set as training pairs of other fruit. These 
parameter settings can only be regarded as a guide because 
of the limited testing. For improved learning performance 
(or robustness in the sense of this thesis), the training 
pairs should not be read into the MBPN program sequentially, 
but rather randomly for a given read cycle of the training 
set.
These experiments and the parameter sensitivity tests 
suggest a strategy for training a net using MBPN. Let us 
assume the goal of the training exercise is to recognize one 
suite of Gaussian spectra, all at one position, all having a 
fixed FWHM, but varying amplitude and continuum. In the 
ensuing description, use will be made of the terms positive 
and negative training pairs. A positive training pair 
consists of an input spectrum (to be identified) and a
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desired value of one (note that in all experiments, only one 
desired element has been used). A negative spectrum is the 
converse to this.
The training set consisted of:
1. Five positive training pairs, all with FWHM of 4, flat 
continua and minima centered at band 24. The five 
spectra each had different amplitudes: 1.0, 0.8, 0.6,
0.4, and 0.2. This was to help the net train to 
recognize spectra at the same position, but different 
amplitude. This group will be referred to as POSGROUP.
2. Two groups of five negative training pairs, specifical­
ly added to help sensitize the net to FWHM (see section 
4.3.3). The first group all had FWHM set to 10, but 
were otherwise identical to POSGROUP. The second group 
all had FWHM set to 14, but otherwise were also identi­
cal to POSGROUP.
3. To reduce the chance of misidentification of spectra 
with a minimum at any other position, a large group of 
training pairs were constructed. The group included 
spectra each with one minimum at all possible integer 
band positions in the measured window. Each spectrum 
had FWHM of 4, intensity of 1.0 and a flat continuum.
4. A second group similar to the above group, but with all 
spectra having amplitude of 0.2.
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The POSGROUP were repeated such that the number of 
positive training pairs equaled the number of negative 
training pairs. This resulted in a training group of 214 
training pairs. The network trained in approximately 21,400 
iterations or 100 cycles through the training set. As an 
initial test of the success of the training, the training 
set was input to the trained net. The output from this test 
is presented on Figures 46 and 47. It is interesting to 
note that the shape of the output elements for the different 
amplitude input spectra is almost identical, but obviously 
there is a large difference in the amplitude of the output 
elements (Figure 47). In the case of the input spectra 
having amplitude of 1, the net has recognized the correct 
spectra outputting a 1, and also recognizes the spectra with 
minima at 23 and 25, outputting 0.45.
Again a test of the robustness of the trained net was 
made. Three suites of spectra were input to the trained 
net. Each suite was constructed in a manner described in 
section 4.1.1. Each suite consisted of 48 different root 
spectra, with each spectrum having one absorption feature at 
a different integer band position. The FWHM for each group
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Figure 46. The value of the output elements from a
trained net, which is trained partly on these 
testing spectra. The net is a 3 layer MBPN, 
with 48 input, 10 hidden and one output node. 
All input spectra had amplitudes fixed at 1. 
The net was trained to recognize spectrum 
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Comparison of the response of the trained net 
trained to recognize spectrum number 24, 
which had an intensity of 1. The net has 
been presented with suites of testing spectra 
with intensities of either 0.2 or 1.
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was fixed, and set at 4, 10 and 14 for each different group. 
Five percent random noise was added to each root spectrum to 
make 32 different permutation spectra.
The results of the robustness test are shown in Figure 
48. The effect of random noise is to decrease the value of 
the output element for spectrum 24 to 0.85, but to increase 
the output value for spectra 23 and 25 to approximately 0.6. 
Figure 48 can be compared to figure 45, in order to appre­
ciate the differences between the trained nets. Clearly the 
new network is producing a far more acceptable result. The 
log-linear plot of Figure 48 better portrays the subtle 
variation of the output elements. The plots for spectra 
with FWHM of 4, has a distinct sombrero appearance. The 
plot for spectra with FWHM of 10, also have a sombrero 
shape, but with much reduced amplitude, as is obviously 
desired. The output elements for the spectra with FWHM of 
14 show no such sombrero shape but rather an approximate 
bowl shape, again which is what is desired. These experi­
ments demonstrate the importance of careful consideration of 
training set members.
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Figure 48. Output of a 3 layer MBPN trained net, trained
to recognize a spectrum with minimum, at band 
number 24, FWHM of 4, flat continuum but 
varying amplitude. The number of the spec­
trum corresponds to the band number at which 
the minimum of a given testing spectrum is 
located. The testing spectra have FWHM of 
4,10 or 14. Otherwise all parameters are the 
same.
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5. THE APPLICATION OF MBPN TO RECOGNIZING MINERALS BY THEIR
LABORATORY SPECTRAL CHARACTERISTICS
5.1 Summary of previous work
As stated previously, there has been no published 
work regarding the application of neural network paradigms 
to spectral mineral recognition. In fact there have been no 
publications at all on the application of neural networks to 
the higher dimensional imaging spectrometer data sets. 
However there has been research regarding the application of 
MBPN to remote sensing data. Benediktsson et al. (1990) 
demonstrated the use of MBPN to classify Landsat MSS and 
geographic data.
Previous work by Williams (1990) demonstrated 
that the MBPN network could be useful for recognizing miner­
als in laboratory spectra which has been convolved to AVIRIS 
resolution. However this research did not apply these 
trained nets to real imaging spectrometer data, and thus 
avoided any problems with continuum removal. Even though 
tests were performed to assess resilience to noise these 
tests were not truly representative of results to be gained 
with noisy data. The reason was that noise was added after 
continuum removal rather than before. In all experiments 
reported in this dissertation, noise has been added prior to 
continuum removal. Also, the entire recorded band numbers
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were used in these previous experiments, making no allowance 
for atmospheric absorption. Thus the research demonstrated 
that the MBPN is potentially useful for distinguishing 
laboratory spectra, but not necessarily imaging spectrometer 
data. The work also demonstrated an alternative approach to 
the classification problem on real data. Experiments using 
spectra representative of different alteration, measured by 
GERIS at the Cuprite mining district in Nevada, were used as 
part of a training set. The MBPN trained net was then able 
to map the distribution of silica, alunite and budding- 
tonite, producing results which agreed well with mapped 
geology and previous researchers work (Boardman, 1989).
This dissertation used some of the results of this previous 
research as a starting point.
5.2 Training using all bands between 2.0 and 2.5 microns 
Initially, experiments using those bands between 
2.0 and 2.5 microns (48 input nodes) were conducted, which, 
is that part of the spectrum containing the diagnostic 
information for clay minerals. The continuum was removed 
using the upper hull segmentation. Training sets were 
designed using previously-discussed strategies. Nets 
trained to recognize kaolinite and illite, were initially 
tested with the training set spectra and subsequently with
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noisy spectra from the 18 different minerals. Noise levels 
down to a S/N of 10 were added to the spectra, prior to 
continuum removal. This noise level is considered to be a 
lower limit for older and some current instrumentation. The 
training times for the nets were considered to be exces­
sively long, taking in excess of 24 hours on a Toshiba 5200. 
Although the evaluation of the net on the training set sug­
gested that it had learned the training set spectra (Figure 
49), when presented with the noisy spectra, the performance 
of the net was not considered encouraging (Figure 50). This 
was due to, in part, the method of continuum removal coupled 
with the S/N level. Due to all the above reasons further 
experimentation using this part of the spectrum was discon­
tinued. Instead a more focused approach as suggested by 
Clark et al. (1991b) was investigated. This approach had 
several advantages in that it used only that part of the 
spectrum which had critical information for a particular 
mineral, and that, in so doing, reduced the number of input 
nodes and hence computation. However, it should be realized 
that the above described approach will be valid for instru­
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Figure 49. Output elements for a net trained to recog­
nize illite (spectrum number 6). The number 
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Figure 50. Output elements for the same suite of mineral
spectra as described in Table 2. In this 
case Gaussian random noise has been added to 
the spectra (S/N=10) prior to the application 
of the SUH continuum removal.
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5.3 Training on a single absorption feature
In this approach all spectra were preconditioned 
by the following processing steps.
1. A least-squares-determined line was fitted for 
chosen bands which were on the shoulder of a critical ab­
sorption feature. These bands were derived from Swayze 
(written communication, 1990) and chosen to maximally re­
solve all absorption features for all 18 minerals. The 
bands used had wavelengths 2.137, 2.147, 2.296 and 2.3 96 /xm 
(corresponding to United States Geological Survey band 
numbers 192, 193, 208 and 209) for illite and muscovite, 
2.097, 2.107, 2.246 and 2.256 (corresponding to band numbers 
188, 189, 203 and 204) for kaolinite and halloysite and 
2.197, 2.207, 2.385 and 2.395 (corresponding to band numbers 
198, 199, 217 and 218) for calcite and dolomite.
2. This line was then used as a continuum which was 
removed by dividing the reflectance values by the continuum, 
for all points in the window of interest.
All training times given are elapsed times, and 
includes intermittent checks on the performance of a net. 
These checks took of the order of 5 minutes.
5.3.1 Kaolinite/Hallovsite distinction. A net was 
trained on only the kaolinite doublet at 2.16 and 2.21 /urn,
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using the above-described window. The network consisted of 
17 input nodes, 10 hidden and one output node. Input was 
connected to output, presentation of the training set was 
randomized, initial maximum weight was set to 0.5, and the 
sigmoidal activation function had a range from 0 to 1.5 and 
a slope of 1.0 at the origin. The training set included 5 
amplitude permutations (Figure 51), using the formulae
new DN = (old DN - x)/(l-x) 
and,
new DN = (old DN + x)/(l+x).
The former formula increases the amplitude of the absorption 
feature, whilst the latter decreases the amplitude. However 
the application of the formulas does not cause any change to 
the other properties (FWHM, shape) of an absorption feature. 
This group of amplitude variations were repeated five times 
in the training set. The training set also included six 
identical halloysite spectra. A total of 46 spectra were in 
the training set.
The net trained to a 99 percent average accuracy 
for the entire training set in four hours on a Toshiba 5200. 
The net was initially checked against the training set, 
which is standard procedure. No major inconsistencies 
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Figure 51. Amplitude permutations for the kaolinite
doublet formed by application of the formula 
newDN=(oldDN+x)/(1+x), and its counterpart, 
which substitutes -x for +x. The original 
spectrum is the middle spectrum.
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revealed. The net was then tested on a suite of laboratory 
spectra, convolved to AVIRIS resolution, provided by Gregg 
Swayze. The suite consisted of sets of spectra in which 
different levels of Gaussian random noise had been added to 
them. A summary of the contents of the sets are shown in 
Table 3. A linear continuum (Figure 52) was then removed 
using program C0NTIN1K, prior to presentation to the net.
The criterion used to determine the level of S/N at 
which two minerals are indistinguishable, is the overlapping 
of the variances of each set within the testing suite. The 
idea is best seen in Figure 53, which is testing the nets 
response to noisy kaolinite and halloysite spectra. This 
criterion is also used by Swayze et al. (1991) and thus 
direct comparisons can be made on the performance of the 
different algorithms. Using the above criterion the miner­
als kaolinite and halloysite are not distinguishable below a 
S/N ratio of 17. This is comparable to the ABDM algorithm, 
which can separate down to a S/N level of 18 , and is well 
within the range of S/N level of the AVIRIS instrument.
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Table 3
Details of the Suites of Noisy Spectra Used to 
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Figure 52. Demonstration of the stages of removal of the
linear continuum for the resolution of the 
kaolinite doublet.




1 10 100 1000
Signal to noise ratio
Mean of output value 
Kaolinite ■“B— Halloysite
Figure 53. The mean and standard deviations of the out­
put of a net trained to recognize kaolinite. 
Suites of spectra of kaolinite and halloysite 
have been presented, to which varying amounts 
of Gaussian random noise has been added. The 
noise has been added prior to continuum re­
moval. The thick lines represent the mean, 
and the enveloping thinner lines track the 
mean plus or minus one standard deviation.
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5.3.2 Dolomite/Calcite distinction. A net was
trained to recognize dolomite only, based on the absorption 
feature at 2.34 ;ra. A similar linear continuum removal 
process was applied before presentation to the net. The 
network topology was the same as that discussed above except 
for this net having 21 input nodes. The training session 
for dolomite recognition took on the order of 90 minutes on 
a Toshiba 5200, to achieve MSE per training set of 0.005 
percent. Checking the final trained net with the training 
set confirmed that training was successful (Figure 54). A 
similar check was performed on noisy spectra as detailed 
above, for comparison with the ABDM algorithm of Clark et 
al. (1991b). The results indicate that it is possible to 
distinguish between dolomite and calcite to a S/N of 8 
(Figure 55). This is slightly lower than the ABDM algorithm 
(Figure 56), which indicated resolvability down to a S/N 
level of 9. The difference is not considered significant, 
however it is significant that once again, the S/N level at 
which the minerals can be resolved is well below the S/N 
level of the AVIRIS instrument.
5.3.3 Muscovite/Illite distinction. The absorption 
feature at 2.21 jzm was used to attempt to distinguish be­
tween illite and muscovite (Figure 12). Similar training
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Figure 54. Output elements for a net trained to recog­
nize dolomite (spectrum number 2). The num­
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Figure 55. The mean and standard deviations of the out­
put of a net trained to recognize dolomite. 
Suites of spectra of calcite and dolomite 
have been presented, to which varying amounts 
of Gaussian random noise has been added. The 
noise has been added prior to continuum re­
moval. The thick lines represent the mean, 
and the enveloping thinner lines track the 
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Figure 56. A map of the S/N levels at which dolomite can
be distinguished from calcite at the resolu­
tions of the different imaging spectrometer 
systems. The criteria of separability is 
identical to that displayed in Figure 55 
(from Swayze et al., 1991).
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set strategies and network topology was employed. Two nets 
were trained in this set of experiments, one to recognize 
muscovite and the other to recognize illite. The training 
of the net to recognize muscovite was significantly longer, 
and the net was trained to an MSE per pass error level of 3 
percent. Interactive training times were on the order of 12 
hours. Testing of both nets with noisy spectra of illite 
and muscovite showed that it was possible to distinguish 
illite from muscovite down to a S/N level of 13 (Figure 57), 
for the net trained to recognize illite. However the net 
trained to recognize muscovite could distinguish between the 
two minerals only down to a S/N of 80 (Figure 58). This 
result is very similar to the results of Swayze et al.
(1991), whose respective S/N levels are 15 and 90 (Figure 
59) .
The poor performance of both algorithms to identi­
fy muscovite at levels of S/N below that of AVIRIS, prompted 
the development of a program CONTIN2S, which removes two 
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” Illite —1— Muscovite
Figure 57. The mean and standard deviations of the out­
put of a net trained to recognize illite. 
Suites of spectra of illite and muscovite 
have been presented to the net (to which 
varying amounts of Gaussian random noise has 
been added). The noise has been added prior 
to continuum removal. The thick lines repre­
sent the mean, and the enveloping thinner 
lines track the mean plus or minus one stan­
dard deviation.
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The mean and standard deviations of the out­
put of a net trained to recognize muscovite. 
Suites of spectra of illite and muscovite to 
the net have been presented (to which varying 
amounts of Gaussian random noise has been 
added). The noise has been added prior to 
continuum removal. The thick lines represent 
the mean, and the enveloping thinner lines 
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Figure 59. A map of the S/N levels at which illite can
be distinguished from muscovite at the reso­
lutions of the different imaging spectrometer 
systems. The criteria of separability is 
identical to that displayed in Figure 55 
(from Swayze et al., 1991).
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5.4 Training on two absorption features to identify musco­
vite.
Two different linear continuum were calculated using 
bands with wavelengths 2.137, 2.147, 2.286, 2.296, 2.385 and 
2.395 /Ltm (Figure 60). Although it is preferable to use 
bands with wavelengths 2.405 and 2.415 jLtm instead of 2.385 
and 2.405 /xm, the former bands are noisy in AVIRIS data and 
thus could not be used. The net trained to recognize musco­
vite in about 60 minutes, or 158 passes through the training 
set. Tests of the ability of the net to distinguish between 
noisy spectra of muscovite and illite (Figure 61) and noisy 
spectra of muscovite and montmorillonite (Figure 62) were 
performed.
The results from these tests show a dramatic improve­
ment over the results detailed in section 5.3.3. The net 
was able to distinguish between muscovite and illite to a 
S/N level of between 5 to 6 (Figure 62). This is an order of 
magnitude improvement, and is well below the S/N level of 
the AVIRIS system. As yet, the ABDM algorithm does not have 
the capability of working on multiple absorption features, 









Figure 60. The stages of removal of two linear continua
for muscovite. The absorption features are 
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Figure 61. The mean and standard deviations of the
output of a net trained to recognize musco­
vite, based on two features (2.21 and 2.35 /Lt- 
m ) • Suites of spectra of muscovite and 
illite to the net have been presented (to 
which varying amounts of Gaussian random 
noise has been added)• The noise has been 
added prior to continuum removal. The thick 
lines represent the mean, and the enveloping 
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Mean of output value 
Muscovite Montmorillonite
Figure 62. The mean and standard deviations of the
output of a net trained to recognize musco­
vite, based on two features (2.21 and 2.35 
/im) . Suites of spectra of muscovite and 
montmorillonite to the net been presented (to 
which varying amounts of Gaussian random 
noise has been added). The noise has been 
added prior to continuum removal. The thick 
lines represent the mean, and the enveloping 
thinner lines track the mean plus or minus 
one standard deviation.
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5.5 Application of the trained nets to real AVIRIS data 
near Canon Citv.Colorado
For the purpose of testing the utility of the net 
trained on laboratory spectra convolved to AVIRIS resolu­
tion, a 100 by 100 pixel subset of a more extensive data set 
was processed. The area is within Fremont county, in the 
Canon City quadrangle (Figure 63). The AVIRIS data were 
collected on September 24, 1989 at 1 pm MDT time (Clark et 
al., 1991b). The raw data was calibrated to ground reflect­
ance using measurements from a hand held spectrometer (Clark 
et al., 1991b). The ground measurements were made over 
large areas of uniform spectral response. The S/N level of 
AVIRIS for this flight was determined by Clark (et al., 
1991b), and is shown as Figure 22. The average albedo for 
the scene is about 0.25, which means that the data has a S/N 
level of approximately 15 for the 2.0 to 2.5 /zm range.
5.5.1 Geology of the mapped area. The area has been 
mapped by Scott (1977); a portion of Scott's map is repro­
duced as Figure 63. The formation symbols used in the map 
for the different lithologies are included in parentheses in 
the description below. The area is cut by a southwest 
gently plunging anticline. The northeast section of the 























Figure 63. Geological map of the area for which a subset
of the AVIRIS data was processed (after 
Scottt 1977). Location of map shown in in­
set. See text for explanations of formation 
symbols.
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sandstone. The unit consists of dominantly fine-grained 
light yellow-brown sandstones. Weathering has altered the 
feldspars to clays, but the degree of alteration of this 
unit is not uniform within the mapped area. This formation 
is overlain to the southeast by the Upper Cretaceous, gener­
ally calcareous, Carlile shale (Kc), Greenhorn limestone 
(Kgh) and Graneros shale (Kg) units. Overlying this is the 
Fort Hayes limestone member (Knf), which is a hard gray 
limestone, forming a persistent ledge. These calcareous 
units form a north west trending band through the central 
portion of the mapped area.
The Smoky Hill shale member (Kns) overlies these 
calcareous units, which grades from a dark yellow-orange 
chalky shale at the top to more calcareous yellow-gray 
shales, and in some places, gray limestone units at the 
base. The Upper Cretaceous Pierre shale (K) outcrops mainly 
in the flank of topographic highs, and consists of olive- 
gray clayey, silty and sandy shale, which contains bentonite 
beds. Further to the south east, the area is dominated 
topographically by the Pleistocene Verdos alluvium (Qv), 
which is interpreted to be, in part at least, a product of 
the Yarmouth or Kansan glaciation. The alluvium consists of 
well sorted, well rounded yellow brown gavels which have 
some calcium carbonate cementing. The alluvium forms more
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resistant, topographic highs rising 50 to 100 feet above the 
plain. The Piney Creek alluvium dominates the plains sur­
rounding the base of these highs and this consists of a dark 
gray-brown humus-rich silts and, rarely, gravels within the 
mapped area. The area is cut by an anticline gently plung­
ing to the south west.
The southeastern half of the area is covered 
mainly by grasses, and the outcrop exposure level is in the 
range from 3 0 to 40 percent. To the north, grass is less 
abundant, and the dominant covering is Juniper and Pinon 
pines. There are some swaths of grass-dominant vegetation 
in the north, following geological trends. Where the trees 
are dominant the outcrop exposure is more variable, ranging 
between 30 and 60 percent.
5.5.2 Application of the trained net. The 100 by 100 
pixel subset was presented to the trained nets and images 
produced for muscovite, illite, kaolinite, dolomite, calcite 
and montmorillonite. The elapsed time taken for the trained 
net to process 10,000 pixels on a Toshiba 5200 (with math 
coprocessor) was of the order of 120 seconds. A composite 
map of calcite, montmorillonite (Saz-1) and illite was 
produced (Figure 64). Comparison with the images for the
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Figure 64. A map of the output elements of nets trained
to recognize calcite (yellow), montmoril­
lonite (Ca) (red) and illite (blue). One 
pixel is about 20 meters by 20 meters.
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same minerals produced by the ABDM algorithm of Clark et 
al., (1991b) show a reasonable degree of similarity (see 
Figure 65). The distribution of mapped minerals also agrees 
well with the mapped geology.
The easiest mineral to reconcile with mapped geology is 
calcite, whose interpreted distribution which agrees well 
with the north-west-trending calcareous-rich units in the 
upper central part of the image. An example of a continuum 
removed spectra which the net has recognised as calcite is 
included as Figure 66. Recalling that the net can distin­
guish between calcite and the next most similar mineral, 
dolomite, to a S/N level of 8, and that the S/N level of the 
data is about 15, this is supportive evidence of the correct 
performance of the trained net. The reconciliation of the 
mapped distribution of montmorillonite and illite, with 
mapped geology requires comprehensive ground spectrometry, 
which is planned in the future. Preliminary spectroscopy 
results on samples collected by the author and Greg Swayze, 
indicate that illite and montmorillonite are present in the 
mapped area. It would seem from these preliminary results 
that outcrops of the Smokey Hill shale at least contain some 
montmorillonite.
Figure 65. A map of the interpreted distribution of cal­
cite (green), dolomite (red) and montmoril­
lonite (blue) derived from ABDM algorithm of 
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— Calci te spectra AVIRIS Spectrum
Figure 66. A continuum removed AVIRIS spectrum which has
been recognized by the net (trained to rec­
ognize calcite) by an output value of 0.92. 
The other spectra are amplitude permutations 
used in the training set.
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6.0 CONCLUSIONS
A review of imaging spectrometry has concluded that the 
position and shape of absorption features measured in the
reflected electromagnetic spectra are the most useful fea­
tures by which to identify a mineral. Amplitude or intensi­
ty of an absorption feature is less diagnostic, being influ­
enced by topography, atmospheric effects and grain size. 
Preliminary experimentation, using Gaussian absorption 
features, has demonstrated that the training time of a MBPN 
net which has fixed learning coefficients is greatly reduced 
by:
1. having the learning coefficient of the output 
layer half that of the hidden layer,
2. using a maximum initial weight value of 0.5 or
less,
3. directly connecting input and output nodes.
These parameters do not appear to effect the resilience or 
robustness of the net in terms of its ability to recognize a 
Gaussian absorption feature in decreasing S/N conditions. 
However it appears critical that the training vectors or 
examples are presented in a random fashion. This does not 
noticeably effect the training time, but rather the perfor­
mance of the trained net. It is also important to have a 
number of representative examples of the pattern to be
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recognized. Rather simple experiments suggest that, as a 
rule of thumb, the number of examples of the spectra for the 
net to recognize should be approximately equal to the number 
of examples not to be recognized. It has also been demon­
strated that careful consideration of the training set 
members also greatly affects net performance.
The work in this dissertation has demonstrated 
that the nets trained by the MBPN algorithm can be applied 
to mapping minerals using their spectral characteristics at 
the resolution of AVIRIS, in the visible and NIR range. The 
nets have been trained using laboratory spectra convolved to 
AVIRIS resolution, and then applied to AVIRIS data collected 
in 1989 over a mapped area located slightly east of Canon 
City, Colorado. The time taken to train a net to recognize 
the different minerals ranged from approximately 1 to 12 
hours elapsed time on a Toshiba 5200, with math coprocessor. 
This training time was measured with a reasonable amount of 
output to screen, and using a research version of the MBPN 
algorithm. The research version allowed for many different 
options, which would have substantially increased the time 
taken for training. Preliminary experimentation with a 
modified production mode MBPN algorithm, has indicated that 
reduction in training times of a factor of ten on these are 
possible. The trained net processed the AVIRIS data in
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approximately 120 seconds, again on a Toshiba 5200 with math 
coprocessor.
A linear continuum (Clark, et al., 1991b) has been used 
to define single absorption features, rather than using an 
upper segmented hull. This has been prompted by the low 
signal to noise levels that exist in current AVIRIS data.
The trained nets can distinguish between kaolinite and 
halloysite down to a S/N level of 17 and calcite and dolo­
mite down to S/N of 8. A net trained to recognize illite 
can distinguish illite from muscovite down to S/N of 13, but 
when trained to recognize muscovite, can only discriminate 
between these minerals to a S/N level of 80. This perfor­
mance is similar to those reported by Swayze et al. (1991). 
The latter result prompted an extension of this process, so 
that two critical absorption features were used for train­
ing. A different linear continuum was determined in a least 
squares sense, based on bands determined by Swayze, for 
critical absorption features at 2.21 and 2.35 /jlm. These 
features are critical to the recognition of muscovite, 
illite and montmorillonites. Training a net on these two 
absorption features, decreased the S/N level at which a net, 
trained to recognize muscovite, can distinguish muscovite 
from illite, to between 5 to 6. This net can also distin­
guish montmorillonite from muscovite to a similar level.
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Clark et al. (1991b) have reported S/N levels of 
approximately 15 for the AVIRIS data suite. This indicates 
that the nets should be able to distinguish between these 
minerals using this data set. Calcite, montmorillonite and 
illite maps have been produced for the Canon City data 
subset. A single absorption feature at 2.34 /xm has been 
used to map carbonate, whilst two absorption features at 
2.21 and 2.34 /xm have been used to map illite and montmoril­
lonite. The distribution of calcite mapped by the trained 
net is similar to that mapped by the ABDM algorithm of Clark 
et al. (1991b). Both mapped distributions are easily recon­
cilable with mapped geology. The distributions of mont­
morillonite and illite for the trained nets and the ABDM 
algorithm both agree reasonably well, but require ground 
spectrometer work before reconciliation with mapped geology.
It has thus been proven that the MBPN algorithm train­
ing on single critical absorption features is computation­
ally effective in distinguishing between certain spectrally 
similar minerals. Results show that the algorithm can 
distinguish between these minerals down to S/N levels compa­
rable with the ABDM algorithm, and certainly down to current 
S/N levels of AVIRIS. Training on two absorption features 
has shown an order of magnitude decrease in the S/N level at 
which muscovite and illite can be distinguished. The proce-
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dure can be easily extended to train on more than two ab­
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All laboratory spectra used in this dissertation were 
measured at the United States Geological Survey spectroscopy 
laboratory in Denver, Colorado. A thorough description of 
the measuring apparatus and procedures is given by Clark et 
al. (1990). This description is a summary of Clark*s de­
scription. These spectral measurements are a small subset 
of the United States Geological Surveys digital spectral 
library, which should be released to the public in 1991 
(Clark et al., 1991a).
All measurements were made with a custom modified 
Beckman 5270 double-grating, double beam instrument spec­
trometer. The spectrometer was modified so that all func­
tions were interfaced to an IBM-PC, which to a large degree 
controlled the instrumental settings, and enabled a digital 
output signal. Coarse wavelength positioning accuracy is of 
the order of +/“ 0.004 /xm and fine positioning accuracy of 
the order of +/- 0.00002 /xm within a 0.064 /xm segment. A 
measuring cycle includes alternate measurements (at a chosen 
wavelength) of dark, reference, second dark and sample 
signals, with integration for each signal taking 33 ms. The 
measuring cycle repeats at a frequency of 5-Hz. The mea­
surement cycle continues until a user defined signal to 
noise ratio or maximum number of cycles are reached. The IBM 
PC is further interfaced with a Hewlett Packard 9000 comput-
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er, which allows real time monitoring of the measurement 
cycle. The FWHM of the spectrometer for the wavelengths 
between 0.5 and 2.5 jxm varies between 0.01 and 0.12 /xm.
The reflectance standard used for all reflectance 
measurements is Halon. The purity of the samples used was 
determined by X ray diffraction analysis using a Siemens D- 
500 X ray diffractometer. Additional checking on some 
samples was performed using electron microprobe, scanning 
electron microscope, X ray flourescence and visible-light 
microscopic examinations.
The laboratory spectra were used to derive the response 
of the AVIRIS, AMSII and GERIS imaging spectrometers and 
Landsat Tm instruments. The derivation was performed using 
SPECPR (spectral processing programs) which is available 
from the United States Geological Survey. The derivation 
consists of a number of integrations, one for each channel 
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Figure 67. Laboratory spectrum for alunite convolved to
the resolution of the AVIRIS, GERIS, AMSII
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Figure 6 8 . Laboratory spectrum for nontronite convolved
to the resolution of the AVIRIS, GERIS, AMSII
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Figure 69. Laboratory spectrum for antigorite convolved
to the resolution of the AVIRIS, GERIS, AMSII
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Figure 70. Laboratory spectrum for calcite convolved to
the resolution of the AVIRIS, GERIS, AMSII
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Figure 71. Laboratory spectrum for chlorite (Mg)
convolved to the resolution of the AVIRIS,
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Figure 72. Laboratory spectrum for chlorite (Fe)
convolved to the resolution of the AVIRIS,
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Figure 73. Laboratory spectrum for dolomite convolved to
the resolution of the AVIRIS, GERIS, AMSII
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Figure 74. Laboratory spectrum for goethite convolved to
the resolution of the AVIRIS, GERIS, AMSII
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Figure 75. Laboratory spectrum for gypsum convolved to
the resolution of the AVIRIS, GERIS, AMSII
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Figure 76. Laboratory spectrum for halloysite convolved
to the resolution of the AVIRIS, GERIS, AMSII
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Figure 77. Laboratory spectrum for hematite convolved to
the resolution of the AVIRIS, GERIS, AMSII
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Figure 78. Laboratory spectrum for illite convolved to
the resolution of the AVIRIS, GERIS, AMSII
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79. Laboratory spectrum for jarosite convolve
the resolution of the AVIRIS, GERIS, AMS3
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Figure 80. Laboratory spectrum for kaolinite convolved
to theresolution of the AVIRIS, GERIS, AMSII
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Figure 81. Laboratory spectrum for montmorilIonite (Ca)
convolved to the resolution of the AVIRIS,
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Figure 82. Laboratory spectrum for montmorilIonite (Na)
convolved to the resolution of the AVIRIS,
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Figure 83. Laboratory spectrum for muscovite convolved
to the resolution of the AVIRIS, GERIS, AMSII
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Figure 84. Laboratory spectrum for paragonite convolved
to the resolution of the AVIRIS, GERIS, AMSII
and Landsat TM instruments.
APPENDIX
T—4030 178
All noise levels used in the synthetic experiments were 
generated using function RANO from the Numerical Recipes 
book (Press et al., 1989). The signal to noise ratio mea­
surement can best be explained with the use of a diagram 
(Figure 85). If we consider the meaning of a signal to 
noise ratio of 10, at 50 percent reflectance, then we assign 
the reflectance (or signal) a value of 0.5. The noise level 
needed is such that the range of the noise or numbers from 
the above function, lies between 0 and 0.1. This range is 
adjusted by subtraction of 0.05, such that the range is now 
between -0.05 and 0.05. This noise amplitude is regarded to 
be 0.05. Therefore the signal to noise ratio is 0.5/0.05 or 
10.
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