ABSTRACT. Our objective in this paper is to define and study the Rényi entropy and the Rényi divergence in the intuitionistic fuzzy case. We define the Rényi entropy of order of intuitionistic fuzzy experiments (which are modeled by IF-partitions) and its conditional version and we examine their properties. It is shown that the suggested concepts are consistent, in the case of the limit of q going to 1, with the Shannon entropy of IF-partitions. In addition, we introduce and study the concept of Rényi divergence in the intuitionistic fuzzy case. Specifically, relationships between the Rényi divergence and Kullback-Leibler divergence and between the Rényi divergence and the Rényi entropy in the intuitionistic fuzzy case are studied. The results are illustrated with several numerical examples.
Introduction
The Shannon entropy [31] and Kullback-Leibler divergence [22] are among the most important quantities in information theory [17] and its applications. Because of their success, many attempts have been made to generalize these concepts. As is known, the Rényi entropy and Rényi divergence [26] represent their significant generalizations. These quantities have important applications in ecology, in statistics, and they are also important in quantum information.
If we consider a probability space (X, S, P ) and a finite measurable partition A = {E 1 , . . . , E n } of (X, S, P ) with probabilities p i = P (E i ), i = 1, 2, . . . , n, then the Shannon entropy of A is defined as the number H(A) = − n i=1 p i · log p i . If A = {E 1 , . . . , E n } and B = {F 1 , . . . , F m } are two finite measurable partitions of (X, S, P ), then the conditional Shannon entropy of A assuming a realization of B is defined as the number
It is assumed in the definitions above that 0 · log 0 x = 0 if x ≥ 0. The Rényi entropy of order q, where q > 0 and q = 1, of A is defined as the number H q (A) = It is known that there is no generally accepted definition of conditional Rényi entropy. In [33] , three definitions of conditional Rényi entropy are described, which can be found in the literature. In [16] , an overview of various approaches to defining the conditional Rényi entropy can be found, and moreover, a new definition of conditional Rényi entropy has been suggested. In [20] , the authors suggested a general type of conditional Rényi entropy that includes previously defined conditional Rényi entropies as special cases. The suggested concepts have been successfully used in time series analysis [21] , in information theory [1] and in cryptographic applications [25] . None of the proposed generalizations, however, fulfills all the basic properties of Shannon conditional entropy, so the choice of the definition depends on the purpose of use.
The present article is devoted to the study of Rényi entropy and Rényi divergence in the intuitionistic fuzzy case. The intuitionistic fuzzy sets theory [2, 3, 5] was introduced by A t a n a s s o v as an extension of the Zadeh fuzzy set theory [34] . Recall that while a fuzzy set is a mapping f A : X → [0, 1] (where the considered fuzzy set is identified with its membership function f A ), the Atanassov intuitionistic fuzzy set (shortly IF-set) is a pair A = (f A , g A ) : X → [0, 1] × [0, 1] of fuzzy sets for which the condition f A (x) + g A (x) ≤ 1, for every x ∈ X, is satisfied. The functions f A and g A define the degree of membership and the degree of non-membership of the element x ∈ X to the considered IF-set A, respectively. It is obvious that every fuzzy set f A : X → [0, 1] can be considered as an IF-set A = (f A , 1 − f A ). All results that apply to IF-sets are also valid in the fuzzy case. Naturally, the opposite implication is not true; the intuitionistic fuzzy sets theory is a nontrivial generalization of the fuzzy set theory. This means that the IF-sets provide opportunities for modeling a larger class of real situations. In the last three decades, many authors have dealt with the theory of IF-sets, which has been successfully applied in various mathematical disciplines and has also important practical applications. We refer the interested reader to the article [19] , which contains an overview of highly cited intuitionistic fuzzy publications and provides their characteristics. Of course, many papers (see, e.g., [7, 9, 10, 14, 15, 23, 24, 32, 35] ) are devoted also to study of entropy in the intuitionistic fuzzy case.
In [24] , we introduced the concepts of Shannon entropy and Kullback-Leibler divergence in the intuitionistic fuzzy case. Instead of measurable partitions, we considered so-called intuitionistic fuzzy partitions (IF-partitions, for brevity) that can be useful for modeling experiments with inaccurate IF-information. The aim of the present paper is to extend our study concerning the Shannon entropy and Kullback-Leibler divergence in the intuitionistic fuzzy case to the case of Rényi entropy and Rényi divergence.
The rest of the paper is structured as follows. In the following section we provide basic definitions, notations and facts used in the article. Our main results are discussed in Sections 3-5. In Section 3, we define the Rényi entropy of an IFpartition and examine its properties. It is shown that for q → 1 the Rényi entropy of order q converges to the Shannon entropy of an IF-partition. In Section 4, we introduce the concept of Rényi conditional entropy of IF-partitions and study its properties. It is shown that the suggested definition of the conditional Rényi entropy is consistent, in the case of the limit of q going to 1, with the conditional Shannon entropy of IF-partitions, and it satisfies the property of monotonicity and a weak chain rule. Section 5 is devoted to the study of Rényi divergence in the intuitionistic fuzzy case. The results are explained with several examples to illustrate the theory developed in the article. The final section provides a brief summary.
Preliminaries
In this section, we provide basic definitions, notations and facts used in the paper.
Ò Ø ÓÒ 1º Let X be a non-empty set. By an intuitionistic fuzzy set (IF-set for short) we will understand a pair
Analogously as in the fuzzy set theory, there are many possibilities to define operations over intuitionistic fuzzy sets (cf. [4, 6, 13, 29, 30] ). We will use the partial binary operation ⊕ and the binary operation · defined as follows. If A = (f A , g A ), and B = (f B , g B ) are two IF-sets, then we define
It can be verified that for any IF-sets A, B, C, the following conditions are satisfied:
In the class of all IF-sets we define the partial order relation ≤ in the following
It is easy to see that 0 ≤ A ≤ 1 for any IF-set A. In [18] G u t i e r r e z G a r c i a and R o d a b a u g h have proved that intuitionistic fuzzy sets ordering and topology are reduced to the ordering and topology of fuzzy sets. Another situation is in measure theory where the intuitionistic fuzzy case cannot be reduced to the fuzzy one (cf. [8] ). We note that a probability theory for the intuitionistic fuzzy case was developed in [28] , see also [12] . In what follows we shall denote by the symbol F any family of IF-sets satisfying the following two conditions:
Any IF-set from the family F is interpreted as an intuitionistic fuzzy event. The IF-set 0 = (0 X , 1 X ) is considered as an impossible event; the IF-set 1 = (1 X , 0 X ) as a certain event. In an analogous way as in [23] , we define the state on the family F . It plays the role of a probability measure on the family F of IF-events. 
Example 2. Let us consider a classical probability space (X, S, P ) and put . . . , B ) are two measurable IF-partitions of (1 X , 0 X ), then it can be shown that the r-tuple α ∨β is also a measurable IF-partition of (1 X , 0 X ). The proof can be found in [23] . 
two measurable IF-partitions of (1 X , 0 X ) with respect to s, then we define the conditional Shannon entropy of α given B j ∈ β by
where
The conditional entropy of α assuming a realization of experiment β is defined by the formula
Evidently, formula (2) may be written in the following equivalent form:
It is assumed (based on continuity arguments) that 0 · log
The base of the logarithm can be any positive number, but as a rule one takes logarithms to the base 2. The entropy is then expressed in bits. It can be shown that the Shannon entropy of IF-partitions satisfies the properties analogous to properties of Shannon entropy of classical measurable partitions.
Example 3. Let (X, S, P ) be a probability space. Consider the family F of all S-measurable IF-sets, i.e., the family
Then it can be verified that the mapping s :
is a state.
Remark 1º
We note that any continuous state s defined on the family F of all S-measurable IF-events (i.e., a state s :
) has the form (4); for more details, see [11, 27] . The entropy theory of Shannon type for the case of the class F of all S-measurable IF-events was constructed byĎ u r i c a in [14] . We remark that while an IF-partition considered byĎurica is a set
, the model studied in [23, 24] as well as the model studied in this paper is more general.
In [24] , the concept of Kullback-Leibler divergence for the intuitionistic fuzzy case was introduced as follows.
Ò Ø ÓÒ 6º Let s, t be two states on F and α = (A 1 , . . . , A n ) be a measurable IF-partition of (1 X , 0 X ) with respect to s and t. Then we define the KullbackLeibler divergence d α (s t) as the number
In the succeeding sections we will use the known Jensen inequality: for a real convex function F real numbers x 1 , x 2 , . . . , x n in its domain and nonnegative real numbers a 1 , a 2 , . . . , a n such that
and the inequality is reversed if F is a real concave function. The equality applies if and only if
Further, we recall the following notions.
Ò Ø ÓÒ 7º Let D be an arbitrary non-empty set and f : D → R be a real function defined on it. Then the support of f is defined by
We define the q-norm, for a ≤ q < ∞, or q-quasinorm, for 0 < q < 1, of f as
The Rényi entropy of IF-partitions
In this section we define the Rényi entropy of IF-partitions and examine its properties. In the following, we assume that s :
with respect to s. Then we define the Rényi entropy of order q, where q > 0, q = 1, of α by the formula
Remark 2º In accordance with the classical theory the log is to the base 2 and the Rényi entropy is expressed in bits. For simplicity, we write s(
, and formula (6) can be expressed in the following equivalent form
Remark 3º Let α = (A 1 , . . . , A n ) be a measurable IF-partition of (1 X , 0 X ) with respect to a state s. Let us assume that the state s is uniform over α, i.e., 
On the other hand, for q > 1
In this case we have 
with respect to s and q 1 , q 2 be positive real numbers,
This inequality follows by applying the Jensen inequality to the function F defined by
RÉNYI ENTROPY AND RÉNYI DIVERGENCE IN THE INTUITIONISTIC FUZZY CASE
Therefore, we get
The case of q 1 , q 2 ∈ (0, 1) is obtained by similar arguments. Finally, the case q 1 ∈ (1, ∞) and q 2 ∈ (0, 1) follows by transitivity.
Example 6. Consider the following family F of Borel measurable IF-events: 
P r o o f. In the proof we use L'Hôpital's rule lim q→1
q , and g(q) = 1 − q, for every q ∈ (0, ∞).
, and the functions f, g are differentiable. Evidently, lim q→1 g(q) = 0, and we have also
Using L'Hôpital's rule, this yields lim
, under the assumption that the right-hand side exists. Therefore, we have
which is the Shannon entropy of α defined by formula (1).
Ì ÓÖ Ñ 3º Let α and β be measurable IF-partitions of (1 X , 0 X ) with respect
Then there exists a partition {I (1), . . . , I(n)} of the set {1, 2, . . . , m} such that it holds
Consider the case of q > 1. Then s(
q , for i = 1, 2, . . . , n, and consequently,
In this case 1 1−q < 0, hence, we obtain
Consider the case when 0 < q < 1. Then
and consequently,
In this case
ÓÖÓÐÐ ÖÝ 1º Let α and β be measurable IF-partitions of (1 X , 0 X ) with respect
Ì ÓÖ Ñ 4º If measurable IF-partitions α and β are statistically independent
with the respect to s, then
Therefore, we have
and consequently
Hence, we get
The conditional Rényi entropy of IF-partitions
In this section, we introduce the concept of conditional Rényi entropy of IF--partitions and examine its properties. Let α = (A 1 , . . . , A n ), and β = (B 1 , . . . , B m ) be IF-partitions of F . If we consider the function s α|B j : α → R, defined by s α|B j (A i ) = s(A i |B j ), for every A i ∈ α, then we have
. . , A n ) and β = (B 1 , . . . , B m ) be measurable IF-partitions of (1 X , 0 X ) with respect to s. We define the conditional Rényi entropy of order q, where q > 0, q = 1, of α given β by the formula
Remark 5º
In the same way as in the unconditional case of Rényi entropy H 
P r o o f. The claim (i) is proved in [23] . If B ∈ F such that s(B) > 0, then using the previous equality, we get 
P r o o f. We can write
where f a g are continuous functions defined, for every q ∈ (0, ∞), in the following way:
The functions f and g are differentiable and lim q→1 g(q) = 0. If we put δ = {j; s(B j ) > 0} then, using Proposition 1, we get
We have
h(q) ln 2 , where h is the continuous function defined, for every q ∈ (0, ∞), by the formula
with continuous derivative h for which we have
RÉNYI ENTROPY AND RÉNYI DIVERGENCE IN THE INTUITIONISTIC FUZZY CASE
From this we see that
Using L'Hopital's rule, we get that
, under the assumption that the right-hand side exists. It follows
which is the conditional Shannon entropy of α given β defined by Equation (3). 
Ì ÓÖ Ñ 7 (monotonicity)º Let α and β be measurable
For the case where 0 < q < 1, we put r = 1 q . By writing the Rényi entropy in terms of the 1 q -norm and using the triangle inequality for the 1 q -norm, we get 
Ì ÓÖ Ñ 9º Let α and β be measurable IF-partitions of (1 X , 0 X ) with respect to s and q 1 , q 2 be two positive real numbers,
Then the claim is equivalent to the inequality ⎛
We prove this inequality by applying twice the Jensen inequality for concave functions. First, we apply the Jensen inequality for the function F 1 defined by
. Now, we apply the Jensen inequality for the function F 2 defined by
By combining the previous results, we obtain the required inequality. Analogously, we can prove the case where and q 1 , q 2 ∈ (0, 1). Finally, the case where q 1 ∈ (1, ∞) and q 2 ∈ (0, 1) follows by transitivity.
In the following theorem, a weak chain rule for Rényi entropy of IF-partitions is given. α = (A 1 , . . . , A n ), β = (B 1 , . . . , B m ) be measurable IF--partitions of (1 X , 0 X ) with respect to s. If we denote
Ì ÓÖ Ñ 10º Let
P r o o f. The assertion follows by applying the Jensen inequality to the function
Let 0 < q < 1. Then the function F is concave, and therefore, we get ⎛
It follows
Consider now the case where q > 1. The function F is in this case convex, and therefore, we have ⎛
Since 1 − q < 0, we get
The claim is a direct consequence of Theorems 6 and 8.
The Rényi divergence in the intuitionistic fuzzy case
In this section, we define the concept of the Rényi divergence in the intuitionistic fuzzy case. We will prove basic properties of this quantity, and for illustration, we provide some numerical examples.
Ò Ø ÓÒ 11º Let s, t be two states on F and let α = (A 1 , . . . , A n ) be a measurable IF-partition of (1 X , 0 X ) with respect to s and t such that t(A i ) > 0, for i = 1, . . . , n. Then we define the Rényi divergence of order q where q > 0, q = 1, of the state s from the state t with respect to α as the number 
From this follows the claim. 
Let us consider the case q > 1. Then 1 − q < 0, therefore, the function F is convex. By the Jensen inequality we obtain
Let 0 < q < 1. Then the function F is concave, therefore, we get
The equality in (9) 
and q = 2, we obtain: 
, we can write:
where f, g are continuous functions defined, for every q ∈ (0, ∞), in the following way
By continuity of the functions f, g, we have lim q→1 g(q) = g(1) = 0, and
, under the assumption that the right-hand side exists. Since
where 
P r o o f. By using the Jensen inequality for the concave function F defined by F (x) = log x, for x ∈ (0, ∞), and putting a i = s(A i ),
, for i = 1, 2, . . . , n, we get
Let 0 < q < 1. Then 1 q−1 < 0, and therefore, we have
Let us consider the case of q > 1. Since 
Conclusion
The aim of this paper was to extend the study concerning the Shannon entropy and Kullback-Leibler divergence in the intuitionistic fuzzy case to the case of Rényi entropy and Rényi divergence. The results are contained in Sections 3-5. In Section 3, we have introduced the concept of Rényi entropy of IF-partitions and we examined properties of this entropy measure. Specifically, it was shown that the Rényi entropy H s q (α) is monotonically decreasing in q. In Section 4, we have defined the Rényi conditional entropy of IF-partitions. It was shown that the suggested concepts are consistent with the Shannon entropy of IF-partitions defined and studied by the authors in [24] . Section 5 was devoted to the study of Rényi divergence in the intuitionistic fuzzy case. We have proved that the Kullback-Leibler divergence of states on a family of IF-events can be derived from their Rényi divergence as the limiting case for q going to 1. Theorem 13 enables the interpretation of Rényi divergence as a measure of the distance between two states over the same IF-partition. In addition, we have investigated the relationship between the Rényi divergence and the Rényi entropy of IFpartitions (Theorem 12) as well as the relationship between the Rényi divergence and Kullback-Leibler divergence in the intuitionistic fuzzy case (Theorem 15).
In the proofs we used L'Hôpital's rule, the triangle inequality of q-norm and the Jensen inequality. To illustrate the results, we have provided several numerical examples.
