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ABSTRACT
When an oil refining company is drilling for oil, much of the oil gets left behind after
the first drilling. Enhanced oil recovery techniques can be used to recover more of that oil,
but these methods are quite expensive. When a company is deciding if it is worth their
time and money to use enhanced oil recovery methods, simulations can be used to model
oil flow, showing the behavior and location of the oil. While methods do exist to model
this flow, these methods are often very slow and inaccurate due to a large domain and wide
variance in coefficients. In this paper we investigate the application of Multi-Point Flux
Approximation (MPFA) methods and upscaling (or coarsening) grid techniques to these
simulations. Specifically, the O-Method, a working MPFA method, is combined with local
upscaling in order to solve for the pressure and flux values, bypassing the need to solve the
given permeability field to obtain those values.
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NOTATION AND GLOSSARY

General Usage and Terminology
The notation used in this text represents fairly standard mathematical and computational
usage. In many cases these fields tend to use different preferred notation to indicate the same
concept, and these have been reconciled to the extent possible, given the interdisciplinary
nature of the material. In particular, the notation for partial derivatives varies extensively,
and the notation used is chosen for stylistic convenience based on the application. While it
would be convenient to utilize a standard nomenclature for this important symbol, the many
alternatives currently in the published literature will continue to be utilized.
The blackboard fonts are used to denote standard sets of numbers: R for the field of real
numbers, C for the complex field, Z for the integers, and Q for the rationals. The capital
letters, A, B, · · · are used to denote matrices, including capital greek letters, e.g., Λ for a
diagnonal matrix. Functions which are denoted in boldface type typically represent vector
valued functions, and real valued functions usually are set in lower case roman or greek
letters. Caligraphic letters, e.g., V, are used to denote spaces such as V denoting a vector
space, H denoting a Hilbert space, or F denoting a general function space. Lower case
letters such as i, j, k, l, m, n and sometimes p and d are used to denote indices.
Vectors are typset in square brackets, e.g., [·], and matrices are typeset in parenthesese,
e.g., (·). In general the norms are typeset using double pairs of lines, e.g., || · ||, and the
abolute value of numbers is denoted using a single pairs of lines, e.g., | · |. Single pairs of
lines around matrices indicates the determinant of the matrix.

vii

Chapter 1
Background

1.1

Introduction

Few industries have had a stronger impact on the world’s economy than the oil and gas
industry. This makes the problem of oil recovery one of the most practical applications in
mathematics today. Oil leaves its mark everywhere, from the ever-changing gas station price
signs, to the oil wells dotting the rural South Mississippi landscape. These wells play a large
role in the first step in oil recovery, aptly called primary oil recovery. During this step in the
process, oil wells (or pumps) use gravity and pressure to pump the crude oil to the surface
of the underground reservoir.

Figure 1.1: An oil well
Surprisingly, the oil recovered in this step represents only approximately one tenth of the
total oil in the reservoir [6]. This has led many mathematicians and petroleum engineers to
search for a more efficient oil recovery process. Their work has created what is now known
as Enhanced Oil Recovery (EOR) methods. These are secondary methods used in the oil
recovery process to attempt to capture a portion of the crude oil left behind during primary
1

oil recovery. Perhaps the most popular EOR method is that of a CO2 injection. During this
process, CO2 is injected into the reservoir, and bonds with the oil molecules, pushing the
oil to the surface. However, most EORs (including the CO2 injection process) tend to be
quite expensive. Thus, it is important that oil refining companies have enough information
to decide whether using an EOR is worth the time and money that it takes. That is, they
need to know if there is enough accessible oil left in the reservoir to justify using an EOR
method.
To do this, computer simulations are designed to model the flow of the oil based on
certain parameters such as rock permeability, pressure, etc. The goal of these simulations is
to answer the following questions:
• How long will the CO2 injection process take?
• How much oil can we expect to recover?
The math behind the curtain of these simulation packages involves solving very complex
partial differential equations (PDEs). Simply put, the simulation relies on Darcy’s Law
to model single-phase flow. The system is usually solved with a finite-volume approach.
Below we show an oversimplified version of the system of equations to be solved:
(
u = −K∇p,
∇ · (K∇p) = 0

(1.1)

where K represents the rock permeability and p represents pressure. It follows that we have
the sum of the face fluxes to be 0, with the flux across a given face defined as:
Flux = −T (∆p)

(1.2)

where T is the transmissibility.
Unfortunately, the coefficients in these equations vary considerably in magnitude. This
is due in part to the large spatial domain (the size of the oil reservoir) and the time domain,
which can span several years. Thus, simply overlaying this large domain with a grid
and using a small ∆x, y, z (as shown in the figure below) will create such a fine scale
resolution that the simulation would take months to run, even when harnessing the power of
a supercomputer.

2

Figure 1.2: A simulation using a large domain with a fine scale grid like this one would take
far too long to run
Since these simulations require a massive amount of processing power, they are expensive
and often slow. Much time and effort has been put into increasing the speed and accuracy
of the simulation models. One technique designed to increase the speed of a simulation is
known as upscaling. Simply put, upscaling is the process of using fewer and larger grid
blocks to reduce the computational expense of an oil reservoir simulation. This technique
will be outlined in detail in the next chapter. In this paper, we will attempt to improve on
current simulation processes by using a combination of two existing techniques.
1.2

Modeling Oil Flow

Before outlining our new approach, it is necessary to examine the standard process of
modeling oil flow. In order to ensure the accuracy of a simulation, many factors must be
accounted for. For example, the high variance in rock permeability has a strong effect on the
behavior of oil flow, so it must be included in the simulation. Also, the heterogeneous nature
of the flow itself must taken into consideration. Of course, in order for the simulation to be
a realistic depiction of the flow, it is necessary for the model to contain realistic conditions,
3

which can significantly complicate the model.
One of the most important variables in creating a simulation model is the flow of the
oil, also known as the flux. There are two major classes of methods for finding flux, TwoPoint Flux Approximation (TPFA) methods, and Multi-Point Flux Approximation (MPFA)
methods. In a TPFA approach, only the two pressure values from the cells that make up one
face are used to compute the flux across that face. While TPFA methods are attractive due
to their simplicity, two points are often not enough to accurately capture the oil flow. In an
MPFA method, more than two points are used to obtain the flux, which typically gives a
more accurate representation of the flow than a TPFA method. However, if a large number
of points is used, the computational expense will increase significantly. Thus, caution must
be used in deciding how many and which points are necessary to accurately capture the
flow. To avoid spurious oscillations, a numerical method must meet the discrete maximum
principle; a method that meets this principle is called monotone. In this paper, we will be
considering a two-dimensional interaction region of four adjacent grid cells [1]. We will also
be pairing an existing MPFA method, the O Method, with upscaling, as explained in Chapter
Three. We have chosen to consider the O Method because, unlike most MPFA methods, it
has been proven to converge, and has been shown to be monotone for most permeability
cases [2] [3].
1.3

Outline

In Chapter Two of this paper, we will investigate the O Method in its present form, including
the history of the method and an outline of the derivation of its equations.
In Chapter Three, we will examine the process of local upscaling, and then show our
new combined O Method and local upscaling approach.
Chapter Four demonstrates the numerical results obtained from the combined approach.
This section includes graphs comparing the coarse scale results to the fine scale solution,
details our conclusions, and discuss areas for further research.
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Chapter 2
The O Method

2.1

Origins of the O Method

The O Method was developed by Dr. Ivar Aavatsmark et al. in the early 1990s, being first
published in the 1995 paper, “Discretization on Non-Orthogonal, Quadrilateral Grids for
Inhomogeneous, Anisotropic Media.”[2] This method uses an interaction region of four,
two-dimensional adjacent grid cells as shown in Figure 2.1. Each cell edge has a midpoint
x̄i , and a cell center xk . The dashed line passes through the vertex of each cell, creating the
interaction region. Each cell can be a part of four different interaction regions, depending
on where it lies in the domain. Since the area bounded by the interaction region resembles
an O, this method became known as the O Method.
Within each interaction region, there exist four half edges of a cell. We can assume
that the flux through an entire cell edge is comprised of the sum of the fluxes through the
two half edges that make up that cell edge. We will also assume that each of the half edge
fluxes is continuous. The O Method proceeds by first calculating the flux through each half
edge and then summing those half fluxes to find the flux through each entire edge. That
is, first you find the flux expression for all of the half edges, then the two flux expressions
that comprise a single edge can be added to obtain the flux through that entire edge. This
process is then repeated for every cell in the domain of the grid.

Figure 2.1: The interaction volume, from [1].
5

The process of finding the flux through the half edges via the O Method begins with the
pressure u. The value of u at a cell center will be used to obtain the values of the coefficients
for both the flux through the half edges, as well as the value of u for the half edges of that
cell. Like the half edge fluxes, we assume that the potential values at the midpoints of the
half edges are continuous. Thus, we now have a system of eight equations in eight unknowns
to solve for the coefficients. In the next section, we will show how to solve this system for
the transmissibility coefficients. The equations in Section 2.2 are derived in more detail by
Dr. Aavatsmark et. al in [2] and explored further in [1].
2.2

Derivation of Equations

Figure 2.2: The Flux Stencil [1].
Let each grid cell have index k, with cell center x k , as shown in the figure above. We
(k)

refer to the flux through a half edge i as fi , where the flux is considered from cell k. Then,
the fluxes associated with cell k can be written
"

#


(k)
f1
Γ1 n T1
(k) = − Γ n T K k grad(u)
2 2
f2

 h
i u¯ − u 
−1 Γ1 n T1
1
k
(k)
(k)
=
Kk ν1 ν2
u¯2 − uk
2Fk Γ2 n T2
(k)

(2.1)

(2.2)

where 2Fk is the area of cell k and νi is the local normal between the midpoint and center
of cell k, n i is the global unit normal, and Γi is the length of half edge i. To simplify, we
now define
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#
"
−1 Γ1 n T1 K k ν 1(k) Γ1 n T1 K k ν (k)
2
Gk =
2Fk Γ2 n T2 K k ν 1(k) Γ2 n T2 K k ν (k)
2

(2.3)

which means that we can now rewrite equation (2.1) as
"
#


(k)
u¯1 − uk
f1
(k) = − G k u¯ − u
2
k
f2

(2.4)

Recall that we can obtain the flux across the edge of a cell by summing the half edge
fluxes across that cell. Thus, we will have a total of eight fluxes for each interaction region.
Therefore, we will need to use Equation (2.4) four times to obtain all the necessary half
fluxes:
"

#


 " (3) #

(1)
f1
u¯1 − u1
f2
u¯2 − u3
(1) = − G 1 u¯ − u ,
(3) = − G 3 u − u¯
3
1
3
3
f3
f3
"
#
"
#




(2)
(4)
u4 − u¯2
f1
u2 − u¯1
f2
(2) = − G 2 u¯ − u ,
(4) = − G 4 u − u¯
4
2
4
4
f4
f4

(2.5)

The key distinction between the original O-method and this new method is in the
computation of these G k matrices. Without upscaling, O Method computes them directly
from the permeability, as in Equation (2.5). By using upscaling, you don’t have K at the
coarse scale, which is why we use the local fine scale solves to solve for G k indirectly
through the local pressure averages and fluxes, by forming Equation (2.4) with two boundary
conditions–effectively computing coarse scale transmissibility rather than permeability.
(1)

Note that since we are assuming that the fluxes are continuous, the flux calculations for f1 ,
(2)

f1 , etc. will be equivalent. Thus we can say that,
(1)

(1)

(2)

(2)

f1 = −g1,1 (u¯1 − u1 ) − g1,2 (u¯3 − u1 ) = g1,1 (u¯1 − u2 ) − g1,2 (u4 − u2 )
(4)

(4)

(3)

(3)

(3)

(3)

(1)

(1)

(4)

(4)

f2 = −g1,1 (u¯2 − u4 ) − g1,2 (u¯4 − u4 ) = −g1,1 (u¯2 − u3 ) − g1,2 (u¯3 − u3 )

(2.6)

f3 = −g2,1 (u¯2 − u3 ) − g2,2 (u¯3 − u3 ) = −g2,1 (u¯1 − u1 ) − g2,2 (u¯3 − u1 )
(2)

(2)

f4 = −g2,1 (u¯1 − u2 ) − g2,2 (u¯4 − u2 ) = g2,1 (u¯2 − u4 ) − g2,2 (u¯4 − u4 )
Let f = [ f1 , f2 , f3 , f4 ], u = [u1 , u2 , u3 , u4 ], v = [u¯1 , u¯2 , u¯3 , u¯4 ]. Then we can rewrite equation
(2.6) as
f = Cv + F u
(2.7)
Consider the right side of Equation (2.6). If we rearrange it to move all of the potential
values at the midpoints to the left side and all of the potential values at the cell centers on
7

the right, we can rewrite it as
Av = Bu

(2.8)

Next, we can simplify the above equation by substituting v = A −1 B u into the equation and
then solving for v , which leaves us with
f =Tu

(2.9)

We now have in equation (2.9) an expression for the flux through the half edges of a cell,
where T is a matrix containing the transmissibility coefficients defined as
T = C A −1 B + F

(2.10)

To summarize, the O Method uses a system of equations in eight unknowns to first find
the fluxes across the half edges of each cell in the interaction region. Next, those half fluxes
are summed appropriately to obtain the flux across each entire edge. These “full fluxes” are
then used to solve for the transmissibility coefficients.
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Chapter 3
The O Method and Upscaling

3.1

Local Upscaling

In Section 1.1, we mentioned that the large size of the oil reservoir makes it impractical
to use a very large fine scale grid in the simulation. We will now explain the concept
of upscaling the grid cells in order to make the computational demands more feasible.
Upscaling involves finding new representative coefficients to relate the flux between coarse
grid cells to the pressure of the cells adjacent to the faces of those coarse cells [4] [5] [8].
Upscaling techniques can be generally classified as local, global, or some combination of
the two (usually referred to as quasi-local or quasi-global). In local upscaling, smaller grid
blocks are used near the “important” areas of the domain (that is, the areas of most interest
to the simulation), and larger grid blocks are used in the “less important” areas, away from
the focus area [7]. In global upscaling, as you might expect, the global fine scale region
is used to compute the coarse scale parameters. In this paper, we will be using the local
upscaling technique which is briefly explained below. Figure 3.1 demonstrates the end result
of local upscaling: the small grid blocks represent fine cells, while the large blocks represent
coarse cells. For reference, the arrows show the direction of flux across a cell face.
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Figure 3.1: Fine and coarse grid cells
In local upscaling, generic flow solutions on a fine scale grid are used to obtain the
upscaled transmissibility coefficients. The region of the fine scale grid is centered around
the cell face. For a purely local upscaling method, only the parts of the coarse grid blocks
that share the face are used. If the region is extended to include other adjacent grid blocks,
the method becomes an extended local method [4]. We chose to consider local upscaling
because it is simpler to implement that most global methods, and has low computational
costs compared to global upscaling.
The question now arises, why do we need to use upscaling with the O Method? If the
O Method is an established, usable method, why “complicate” it? As mentioned above,
large fine scale grids lead to computational expense; the approach introduced in this paper
will instead create a coarse scale grid using a similar stencil to the O Method’s. That is,
our approach will allow us to derive the pressure and flux from the local grid, instead of
solving at the global fine scale. The goal of this project is not to get a more accurate result by
going to a coarser scale, but to obtain a “good enough” result more efficiently. The greater
efficiency comes from being able to re-use the coarse-scale model with other boundary
10

conditions, which saves time and processing power. What we seek to demonstrate is that
even at the coarse scale, essential features of the pressure field are still resolved.
3.2

Defining the Interaction Regions

In this section, we will demonstrate how the O Method can be combined with local upscaling
to get a flux calculation with a five-point stencil. This flux calculation can then be used to
solve for the pressure, as was shown in Chapter Two. In other words, we are solving a local
fine scale problem to obtain the fluxes which can then be used to solve a global problem at
the coarse scale.
To begin, let us reconsider the interaction region diagram introduced in Chapter Two. We
must first define the interaction regions (also called the interaction volumes) over which the
problem will be solved. Each of these regions consists of up to four global cells, depending
on where the region lies on the domain. For example, a region that lies entirely within
the interior of the domain would contain four global cells. However, if the region under
consideration bordered the boundary of the domain, it would consist of fewer cells, because
the rest of its associated interaction region lies outside the boundary of the domain.

Figure 3.2: The interaction volume [1].

3.3

The Combined Approach

We will now examine the combined process of using the O Method with local upscaling.
There are five major steps in this approach:
• Step 1: Solve the region at the global fine scale
• Step 2: Construct the interaction regions
11

• Step 3: Use the interaction regions for the local problems
• Step 4: Build stencils from local fine scale
• Step 5: Compare baseline fine scale results to coarse scale results
In Step One, we first solved the region using a global fine scale stencil in order to have a
baseline to compare the coarse scale results to. To do this, a function stencil.m was created
using MATLAB to obtain a two-point flux calculation with 5-point stencil for the pressure
equation. For more information on this step in the process, please refer to the MATLAB
code found in Appendix A.
The next step was to create the interaction regions for the coarse scale problem. As part
of this step, another MATLAB function, cellindex.m was created. This function takes as
input the number of interaction regions and number of coarse cells desired, how many fine
cells make a coarse cell, and the permeability K. The function cellindex.m can also be found
in Appendix A.
Recall that each interaction region consists of up to 4 global cells, as was mentioned in a
previous section. However, there will be variance depending on where the cell sits on the
domain. Each boundary case must be considered separately, in addition to the interior case.
Thus, there will be a total of nine cases: one case for the cells that lie completely inside the
interior and an additional eight cases, one for each of the boundary possibilities. The first
type of boundary case is the situation in which only one side of the cell borders any of the
four boundaries: left, right, top, and bottom. In addition, we must account for the second
type of boundary case, the situation in which a cell borders more than one boundary; that is,
the cell is sitting on one of the four corners. Each of these nine cases will need to be handled
differently.
Next, the function cellindex.m solves the local problems over these interaction regions,
and then uses the process detailed in Section 2.2 to obtain the coarse pressure values. Briefly,
to get the coarse scale pressure for each interaction region we first solve the pressure equation
over the fine cells in the region. From the interior pressure values, we can then get the
pressure values in the boundary cells. With this information, we can then compute the
fluxes in the x and y directions. Next, we sum the half fluxes across the fine scale faces that
compose each coarse-scale half edge to get coarse-scale fluxes across the half edges.
Once we have the fine scale pressure values, we average them to get the coarse scale
pressure values. Now that we have the coarse scale fluxes and pressure values, we can solve
for the G k matrix associated with each flux as shown in Equation (2.5). Once each G k
matrix is found, the appropriate values of the matrix can be used to find the matrices C, F, A,
12

and B by using Equation (2.7) and Equation (2.8). Then, Equation (2.10) can be used to
solve for the transmissibility matrix T. For each interior coarse cell i, we can then use T to
assemble the flux stencil.
Finally, we can solve the problem Ax = b to get the pressure, and then compare the
results to the pressure and fluxes obtained in the fine scale results.
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Chapter 4
Numerical Results

4.1

Test Parameters

In this section we will compare our coarse scale results to the fine scale pressure and flux
values. For the numerical results outlined below, two 256x64 permeability matrices K were
used, each tested in 3 different cases. For each each case, the same matrix is used, but with
different values of m,n,b, and c. Each case was tested for both bc = 1 and bc = 2. Recall that
b and c determine the number of fine cells that make a coarse cell. Thus, as b and c decrease,
the coarse scale solution should converge to the fine scale solution. To examine the accuracy
of the coarse scale solution, the accuracy of total flow was determined, as shown in [4],
where the fine scale total flow for the two boundary conditions is Qxf, Qyf; the coarse scale
total flow is Qxc, Qyc; and the relative error in the x and y directions is err1, err2.
For the first case, m=128;b=2;n=32;c=2, where K is the 256x64 matrix shown below:
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4.2

Results for Test Matrix One

The figure above on the left demonstrates the coarse scale results for pressure with bc =1,
for the following parameters: m = b = 16, c=n=8. These results give Qxf =0.3689, Qyf
=64.8063, Qxc =0.2558, Qyc =58.2472, err1 =0.3067, err2 =0.1012. The figure on the right
represents the fine scale results.

The figure above on the left demonstrates the coarse scale results for pressure with bc =
2. The figure on the right represents the fine scale results.

15

The figure above on the left demonstrates the coarse scale results for pressure with bc =1,
for the following parameters: m=64, b=4, n=16, c=4, with Qxf =0.3689, Qyf =64.8063, Qxc
= -0.0687, Qyc =59.2203, err1 =1.1862, err2 = 0.0862. The figure on the right represents
the fine scale results.

The figure above on the left demonstrates the coarse scale results for pressure with bc =
2. The figure on the right represents the fine scale results.

The figure above on the left demonstrates the coarse scale results of the pressure for
bc=1, with the following parameters: m=128, b=2, n=32, c=2, with Qxf =0.3689, Qyf
=64.8063, Qxc = 0.0932, Qyc =62.4450, err1 =0.7474, err2 =0.0364. The figure on the left
represents the fine scale results.
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The figure above on the left demonstrates the coarse scale results of the pressure for
bc=2. The figure on the left represents the fine scale results.
4.3

Results for Test Matrix Two

The numerical results below were obtained using this 256x64 permeability matrix K:

The figure above on the left demonstrates the coarse scale results of the pressure for
bc = 1, with m=16, b=16, n=8, c=8, where Qxf =24.9736, Qyf =131.2947, Qxc =21.9964,
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Qyc =14.4172, err1 =0.1192, err2 =.1285. The figure on the right represents the fine scale
results.

The figure above on the left demonstrates the coarse scale results of the pressure for bc
= 2. The figure on the right represents the fine scale results.

The figure above on the left demonstrates the coarse scale results of the pressure for bc
= 1, with m=64, b=4, n=16, c=4, with Qxf = 24.9736, Qyf = 131.2947, Qxc = 20.2381, Qyc
= 124.6473, err1 =0.1896, err2 =0.0506. The figure on the right represents the fine scale
results.
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The figure above on the left demonstrates the coarse scale results of the pressure for bc
= 2. The figure on the right represents the fine scale results.

The figure above on the left demonstrates the coarse scale results of the pressure for bc
= 1, with m=128, b=2, n=32. c=2, with Qxf =24.9736, Qyf =131.2947, Qxc =22.2193, Qyc
=114.4869, err1 = 0.1103, err2 = 0.1280 The figure on the right represents the fine scale
results.

The figure above on the left demonstrates the coarse scale results of the pressure for bc
= 2. The figure on the right represents the fine scale results.
4.4

Conclusions

From the results in the previous sections, we can see that as b and c get smaller, the coarse
scale flow seems to be converging to the fine scale solution. While the error for each case
is reasonable, there is room for improvement. The code results show that a few individual
matrix entries are the wrong sign, but that is common in MPFA methods, and only seen in a
very small percentage of the entries. The accuracy in the total flow could be better, but the
main goal of this project was to improve efficiency, not accuracy.
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In a future project, the accuracy of total flow could be improved. To do this, alternate
methods for averaging pressure values should be investigated. There are many ways to take
an average; we chose to use a “straight-line” average, but another averaging method may
result in more accurate coarse pressure values. Also, the use of extended-local upscaling
instead of purely local upscaling may improve accuracy as well.
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Appendix A
COMPUTER RESULTS

A.1

MATLAB code

The function stencil.m creates a two-point flux calculation with 5-point stencil for the
pressure equation.
The function cellindex.m is an index of fine cells to global. That is, it answers the
question: “Where does the local cell fit in the big picture?” This function takes the following
paramters:
• m = number rows (the number of interaction regions)
• n = number of course cells
• b,c: how many fine cells make a coarse cell
• K = permeability
% Two-point flux calculation with 5-point stencil for the pressure equation:
function [P, Tx,Ty] =stencil(K,bc)
%Find dimensions of matrix:
[m,n] = size(K);
%Preallocate matrix:
A = zeros(m*n,m*n);
%Preallocate b as column vector:
q = zeros(m*n,1);
%Delta x,y (constant):
dx = 1;
dy = 1;
%Model thickness:
h = 1;
%Embed K into larger (m+2 x n+2) matrix W:
%Create W
W = zeros(m+2,n+2);
W(2:end-1,2:end-1) = K;
%Copy outside rows and columns of k into W:
%First row:
W(1,2:end-1) = K(1,:);
%First row:
W(2:end-1, 1) = K(:,1);
%last row:
W(end,2:end-1) = K(end,:);
%last col:
W(2:end-1, end) = K(:,end);
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%Preallocate Tx and Ty:
Tx = zeros(m+1,n);
Ty= zeros(m,n+1);
%Preallocate Kx, Ky:
Kx = zeros(m+1,n);
Ky = zeros(m,n+1);
for i = 2:m
for j = 1:n
%Interface permeability x (equation 6):
Kx(i,j) = ((2*dx)*(W(i,j+1))*W(i+1,j+1))/(dx*W(i,j+1) + dx*W(i+1, j+1));
%Transmissibility in the x direction (equation 5):
Tx(i,j) = (2*Kx(i,j)*(dy*h))/(2*dx);
end
end
for i = 1:m
for j = 2:n
%Interface permeability y:
Ky(i,j) = ((2*dy)*(W(i+1,j))*W(i+1,j+1))/(dy*W(i+1,j) + dy*W(i+1, j+1));
%Transmissibility in the y direction:
Ty(i,j) = (2*Ky(i,j)*(dy*h))/(2*dy);
end
end
%Handle BCs:
for j = 1:n
%Interface permeability x (equation 6):
Kx(1,j) = ((2*dx)*(W(1,j+1))*W(2,j+1))/(dx*W(1,j+1) + dx*W(2, j+1));
%Transmissibility in the x direction (equation 5):
Tx(1,j) = (2*Kx(1,j)*(dy*h))/(dx);
end
for j = 1:n
%Interface permeability x (equation 6):
Kx(m+1,j) = ((2*dx)*(W(m+1,j+1))*W(m+2,j+1))/(dx*W(m+1,j+1) + dx*W(m+2, j+1));
%Transmissibility in the x direction (equation 5):
Tx(m+1,j) = (2*Kx(m+1,j)*(dy*h))/dx;
end
for i = 1:m
%Interface permeability y:
Ky(i,1) = ((2*dy)*(W(i+1,1))*W(i+1,2))/(dy*W(i+1,1) + dy*W(i+1, 2));
%Transmissibility in the y direction:
Ty(i,1) = (2*Ky(i,1)*(dx*h))/dy;
end
for i = 1:m
%Interface permeability y:
Ky(i,n+1) = ((2*dy)*(W(i+1,n+1))*W(i+1,n+2))/(dy*W(i+1,n+1) + dy*W(i+1, n+2));
%Transmissibility in the y direction:
Ty(i,n+1) = (2*Ky(i,n+1)*(dx*h))/dy;
end
%Solve for the pressure:
%Need to map (i,j) to a single index: matrix[ i ][ j ] = array[ i*m + j ]
for i =1:m
for j = 1:n
%Create new index a for convience:
a = (j-1)*m +i;
if i == 1
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end

end

%On the left boundary:
if bc == 1
q(a) = -Tx(i,j);
A(a,a) = A(a,a)-Tx(i,j);
end
else
%Left diagonal of A:
A(a,a) = A(a,a)-Tx(i,j);
%Left off diagonal of A:
b= (j-1)*m +i-1;
A(a,b) = A(a,b) + Tx(i,j);
end
%Right Boundary:
if i == m
if bc == 1
A(a,a) = A(a,a) - Tx(i+1,j);
end
else
%Right diagonal:
A(a,a) = A(a,a) - Tx(i+1,j);
%Right off diagonal:
d = (j-1)*m +i+1;
A(a,d) = A(a,d) + Tx(i+1,j);
end
%Top Boundary:
if j == n
if bc == 2
A(a,a) = A(a,a) - Ty(i,j+1);
end
else
%Top diagonal:
A(a,a) = A(a,a) - Ty(i,j+1);
%Top off diagonal:
c = (j)*m+i;
A(a,c) = A(a,c) + Ty(i,j+1);
end
%Bottom Boundary:
if j == 1
if bc == 2
q(a) = -Ty(i,j);
A(a,a) = A(a,a) - Ty(i,j);
end
else
%Bottom Diagonal:
A(a,a) = A(a,a) - Ty(i,j);
%Bottom off diagonal:
e = (j-2)*m +i;
A(a,e) = A(a,e) + Ty(i,j);
end

A= sparse(A);
%Solve Ax = b:
p = A\q;
%Return vector p as mxn matrix:
P = reshape(p,[m,n]);
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%Embed P in a (m+2) x (n+2) matrix:
newP = zeros(m+2, n+2);
newP(2:end-1, 2:end-1) = P;
P = newP;
%Fill in boundary values based on bcs:
if bc ==2
P(:,1) = 1;
P(:,end) = 0;
P(1,:) = P(2, :);
P(end,:) = P(end-1, :);
elseif bc == 1
P(:,1) = P(:,2);
P(:, end) = P(:,end-1);
P(1,:) = 1;
P(end, :) = 0;
end
%===================================================
%===================================================
%This function is an index of fine cells to global;
%Where does the local cell fit in the big picture?
function [P,Index, Q] =cellindex(m,n,b,c, K, bc)
%Number rows = the number of interaction volumes
%n = number of course cells
%b,c: how many fine cells make a coarse cell
%K = permeability
%===================================================
%Pre allocate "data structure" matrix:
Index = zeros((m+1)*(n+1),8);
%preallocate Ts:
Ts = zeros(4,4,(m+1)*(n+1));
%Set counter variable:
L=1;
%Define all the interaction volumes:
%Each volume consists of up to 4 global cells
%===================================================
%Case 1, the interior case:
for i = 2:m
for j = 2:n
%Map local cell to global cell
%Local cell i,j = global cell a
%For column 1:
%map (i,j) to a single index a?:
a = (j-1)*(m+2) +i;
Index(L,1)= a;
%For column 2:
d= (j)*(m+2) +i;
Index(L,2) = d;
%For column 3:
f = (j)*(m+2) +(i+1);
Index(L,3) = f;
%For column 4:
g=(j-1)*(m+2) +(i+1);
Index(L,4)= g;
%Column 5, xmin:
h = (i-2)*b + 2;
Index(L,5) = h;
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%Column 6, xmax:
o = b*i + 1;
Index(L,6) = o;
%Column 7, ymin: Previously this was (L,8)
p = (j-2)*c +2;
Index(L,7) = p;
%Column 7, ymax:
q = c*j + 1;
Index(L, 8) = q;
%Update iteration index:
L = L+1;

end
end
%===================================================
%Exterior cases:
%Case 2: On the left boundary;
i=1;
for j = 2:n
%Column 1:
a = (j-1)*(m+2) +i;
Index(L,1)= a;
%Column 2:
d= (j)*(m+2) +i;
Index(L,2) = d;
%Column 3:
f = (j)*(m+2) +(i+1);
Index(L,3) = f;
%Column 4:
g=(j-1)*(m+2) +(i+1);
Index(L,4)= g;
%Column 5, xmin:
h = 1;
Index(L,5) = h;
%Column 6, xmax:
o = b+1;
Index(L,6) = o;
%Column 7, ymin:
p = (j-2)*c +2;
Index(L,7) = p;
%Column 8, ymax:
q = j*c + 1;
Index(L,8) = q;
%Update iteration index:
L = L+1;
end
%Case 3: On the right boundary:
i = m+1;
for j = 2:n
%Column 1:
a = (j-1)*(m+2) +i;
Index(L,1)= a;
%Column 2:
d= j*(m+2) + i;
Index(L,2) = d;
%Column 3:
f = j*(m+2) + (i+1);
Index(L,3) = f;
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end

%Column 4:
g=(j-1)*(m+2) + (i+1);
Index(L,4)= g;
%Column 5, xmin:
h = m*b + 2 - b;
Index(L,5) = h;
%Column 6, xmax:
o = m*b + 2;
Index(L,6) = o;
%Column 7, ymin:
p = (j-2)*c +2;
Index(L,7) = p;
%Column 8, ymax:
q = j*c + 1;
Index(L,8) = q;
%Update iteration index:
L = L+1;

%Case 4: On the top boundary:
j = n+1;
for i = 2:m
%Column 1:
a = (j-1)*(m+2) +i;
Index(L,1)= a;
%Column 2:
d= j*(m+2) +i;
Index(L,2) = d;
%Column 3:
f = j*(m+2) +(i+1);
Index(L,3) = f;
%Column 4:
g=(j-1)*(m+2) +(i+1);
Index(L,4)= g;
%Column 5, xmin:
h = (i-2)*b + 2;
Index(L,5) = h;
%Column 6, xmax:
o = i*b + 1;
Index(L,6) = o;
%Column 7, ymin:
p = n*c + 2 - c;
Index(L,7) = p;
%Column 8, ymax:
q = n*c + 2;
Index(L,8) = q;
%Update iteration index:
L = L+1;
end
%Case 5: On the bottom boundary:
j = 1;
for i = 2:m
%Column 1:
a = (j-1)*(m+2) +i;
Index(L,1)= a;
%Column 2:
d= (j)*(m+2) +i;
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Index(L,2) = d;
%Column 3:
f = (j)*(m+2) +(i+1);
Index(L,3) = f;
%Column 4:
g=(j-1)*(m+2) +(i+1);
Index(L,4)= g;
%Column 5, xmin:
h = (i-2)*b + 2;
Index(L,5) = h;
%Column 6, xmax:
o = i*b + 1;
Index(L,6) = o;
%Column 7, ymin:
p = 1;
Index(L,7) = p;
%Column 8, ymax:
q = c + 1;
Index(L, 8) = q;
%Update iteration index:
L = L+1;

end
%=====================================================
%Corners:
%Case 6, the bottom left corner:
j = 1;
i = 1;
%Column 1:
a = (j-1)*(m+2) +i;
Index(L,1)= a;
%Column 2:
d= (j)*(m+2) +i;
Index(L,2) = d;
%Column 3:
f = (j)*(m+2) +(i+1);
Index(L,3) = f;
%Column 4:
g=(j-1)*(m+2) +(i+1);
Index(L,4)= g;
%Column 5, xmin:
h = 1;
Index(L,5) = h;
%Column 6, xmax:
o = b+1;
Index(L,6) = o;
%Column 7, ymin:
p = 1;
Index(L,7) = p;
%Column 8, ymax:
q = c+1;
Index(L,8) = q;
L = L+1;
%Case 7, the bottom right corner:
j = 1;
i = m+1;
%Column 1:
a = (j-1)*(m+2) +i;
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Index(L,1)= a;
%Column 2:
d= j*(m+2) +i;
Index(L,2) = d;
%Column 3:
f = (j)*(m+2) +(i+1);
Index(L,3) = f;
%Column 4:
g=(j-1)*(m+2) +(i+1);
Index(L,4)= g;
%Column 5, xmin:
h = m*b - b + 2;
Index(L,5) = h;
%Column 6, xmax:
o = m*b + 2;
Index(L,6) = o;
%Column 7, ymin:
p = 1;
Index(L,7) = p;
%Column 8, ymax:
q = c + 1;
Index(L,8) = q;
L = L +1;
%Case 8, the top right corner:
j = n+1;
i = m+1;
%Column 1:
a = (j-1)*(m+2) + i;
Index(L,1)= a;
%Column 2:
d= j*(m+2) + i;
Index(L,2) = d;
%Column 3:
f = j*(m+2) +(i+1);
Index(L,3) = f;
%Column 4:
g=(j-1)*(m+2) + (i+1);
Index(L,4)= g;
%Column 5, xmin:
h = m*b + 2 - b;
Index(L,5) = h;
%Column 6, xmax:
o = m*b + 2;
Index(L,6) = o;
%Column 7, ymin:
p = n*c - c + 2;
Index(L,7) = p;
%Column 8, ymax:
q = n*c + 2;
Index(L,8) = q;
L = L +1;
%Case 9, the top left corner:
j = n+1;
i = 1;
%Column 1:
a = (j-1)*(m+2) +i;
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Index(L,1)= a;
%Column 2:
d= j*(m+2) +i;
Index(L,2) = d;
%Column 3:
f = j*(m+2) +(i+1);
Index(L,3) = f;
%Column 4:
g=(j-1)*(m+2) + (i+1);
Index(L,4)= g;
%Column 5, xmin:
h = 1;
Index(L,5) = h;
%Column 6, xmax:
o = b + 1;
Index(L,6) = o;
%Column 7, ymin:
p = n*c+ 2 - c;
Index(L,7) = p;
%Column 8, ymax:
q = n*c + 2;
Index(L,8) = q;
L = L + 1;
%==================================================
%For each interaction region, extract appropriate submatrix of the
%permeability matrix (both boundary conditions):
for i=1:size(Index,1)
%Interior:
Ki = K(max([1 Index(i,5)-1]): min([m*b Index(i,6)-1]), max([1 Index(i,7)-1]): min([n*c Index(i,8)-1]));
[P1, Tx, Ty] = stencil(Ki,1);
P2 = stencil(Ki,2);
diffp1= diff(P1,1,1);
diffp12 = diff(P1,1,2);
diffp2 = diff(P2,1,1);
diffp22 = diff(P2,1,2);
%Flux, bc = 1
Fx1 = -Tx.*diffp1(:,2:end-1);
Fy1 = -Ty.*diffp12(2:end-1,:);
%Flux, bc = 2
Fx2 = -Tx.*diffp2(:, 2:end-1);
Fy2 = -Ty.*diffp22(2:end-1,:);
%Create matrices to account for smaller spacing on boundary:
fudge1=eye(2);
fudge2=eye(2);
fudge3=eye(2);
fudge4=eye(2);
%Sum the fluxes in the middle row:
%Preallocate matrix to hold flux values; first 2 entries in a column
%are Fx1 and Fx2, the second 2 entries are Fy1 and Fy2. Column 1
%holds the flux values for bc=1, column 2 holds the fluxes for bc=2.
F = zeros(4,2);
V1 = zeros(1,4);
U1 = zeros(1,4);
V2 = zeros(1,4);
U2 = zeros(1,4);
if Index(i,8) == n*c+2 %On the top boundary
if Index(i,6) == m*b+2 % Top right corner
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fudge2(1,1)=2*b;
fudge3(2,2)=2*c;
fudge4(1,1)=2*b;
fudge4(2,2)=2*c;
fudge1(2,2)=2*c/(2*c-1);
fudge2(2,2)=2*c/(2*c-1);
fudge1(1,1)=2*b/(2*b-1);
fudge3(1,1)=2*b/(2*b-1);
%Sum the fluxes:
%bc 1 1/2 edge 1
F(1,1) = sum(Fx1(end, c/2+1:end));
%bc 1 1/2 edge 2
F(1,2) = 0;
%bc 1 1/2 edge 3
F(1,3) = 0;
%bc 1 1/2 edge 4
F(1,4) = 0;
%bc 2 1/2 edge 1
F(2,1) = 0;
%bc 2 1/2 edge 2
F(2,2) = 0;
%bc 2 1/2 edge 3
F(2,3) = sum(Fy2(b/2+1:end,end));
%bc 2 1/2 edge 4
F(2,4) = 0;
%Average the pressure values:
V1(1) = mean(mean(P1(end-1:end,2:c+1)));
V1(2) = mean(mean(P1(end-1:end,end)));
V1(3) = mean(mean(P1(2:b+1,end-1:end)));
V1(4) = mean(mean(P1(end,end-1:end)));
V2(1)
V2(2)
V2(3)
V2(4)

=
=
=
=

mean(mean(P2(end-1:end,2:c+1)));
mean(mean(P2(end-1:end,end)));
mean(mean(P2(2:b+1,end-1:end)));
mean(mean(P2(end,end-1:end)));

U1(1)
U1(2)
U1(3)
U1(4)

=
=
=
=

mean(mean(P1(2:b+1,2:c+1)));
mean(mean (P1(end,2:c+1)));
mean(mean(P1(2:b+1,end)));
0;

U2(1)
U2(2)
U2(3)
U2(4)

=
=
=
=

mean(mean(P2(2:b+1,2:c+1)));
mean(mean (P2(end,2:c+1)));
mean(mean(P2(2:b+1,end)));
0;

elseif Index(i,5) == 1 %Top left corner
fudge3(2,2)=2*c;
fudge4(2,2)=2*c;
fudge1(1,1)=2*b;
fudge3(1,1)=2*b;
fudge1(2,2)=2*c/(2*c-1);
fudge2(2,2)=2*c/(2*c-1);
fudge2(1,1)=2*b/(2*b-1);
fudge4(1,1)=2*b/(2*b-1);
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F(1,1)
F(1,2)
F(1,3)
F(1,4)

=
=
=
=

sum(Fx1(1,c/2+1:end));
0;
0;
sum(Fy1(1:(b/2), end));

F(2,1)
F(2,2)
F(2,3)
F(2,4)

=
=
=
=

sum(Fx2(1,c/2+1:end));
0;
0;
sum(Fy2(1:(b/2), end));

U1(1)
U1(2)
U1(3)
U1(4)

=
=
=
=

mean(mean(P1(1,2:c+1)));
mean(mean (P1(2:b+1,2:c+1)));
1;
mean(mean(P1(2:b+1, end)));

U2(1)
U2(2)
U2(3)
U2(4)

=
=
=
=

mean(mean(P2(1,2:c+1)));
mean(mean (P2(2:b+1,2:c+1)));
0;
mean(mean(P2(2:b+1, end)));

V1(1)
V1(2)
V1(3)
V1(4)

=
=
=
=

mean(mean(P1(1:2,2:c+1)));
mean(mean(P1(1:2,end)));
mean(mean(P1(1,end-1:end)));
mean(mean(P1(2:b+1,end-1:end)));

V2(1) = mean(mean(P2(1:2,2:c+1)));
V2(2) = mean(mean(P2(1:2,end)));
V2(3) = mean(mean(P2(1,end-1:end)));
V2(4) = mean(mean(P2(2:b+1,end-1:end)));
else %Only on the top boundary
fudge3(2,2)=2*c;
fudge4(2,2)=2*c;
fudge1(2,2)=2*c/(2*c-1);
fudge2(2,2)=2*c/(2*c-1);
F(1,1) = sum(Fx1(b+1, c/2 +1: c));
F(1,2) = 0;
F(1,3) = sum(Fy1(b/2 +1: b, end));
F(1,4) = sum(Fy1((b+1):(3*b)/2, end));
F(2,1)
F(2,2)
F(2,3)
F(2,4)

=
=
=
=

sum(Fx2(b+1, c/2 +1: c));
0;
sum(Fy2(b/2 +1: b, end));
sum(Fy2((b+1):(3*b)/2, end));

V1(1)
V1(2)
V1(3)
V1(4)

=
=
=
=

mean(mean((P1(b/2+2: (3*b)/2+1, 2:c+1))));
mean(mean((P1(b/2+2: (3*b)/2+1, end))));
mean(mean((P1(2:b+1, end-1:end))));
mean(mean((P1((b+2):2*b+1,end-1:end))));

V2(1)
V2(2)
V2(3)
V2(4)

=
=
=
=

mean(mean((P2(b/2+2: (3*b)/2+1, 2:c+1))));
mean(mean((P2(b/2+2: (3*b)/2+1, end))));
mean(mean((P2(2:b+1, end-1:end))));
mean(mean((P2((b+2):2*b+1,end-1:end))));

U1(1)
U1(2)
U1(3)
U1(4)

=
=
=
=

mean(mean(P1(2:b+1, 2:c+1)));
mean(mean(P1((b+2):(2*b+1), 2:c+1)));
mean(mean(P1(2:b+1, end)));
mean(mean(P1((b+2):(2*b+1), end)));
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U2(1)
U2(2)
U2(3)
U2(4)

=
=
=
=

mean(mean(P2(2:b+1, 2:c+1)));
mean(mean(P2((b+2):(2*b+1), 2:c+1)));
mean(mean(P2(2:b+1, end)));
mean(mean(P2((b+2):(2*b+1), end)));

end
elseif Index(i,7) == 1 %On the bottom boundary
if Index(i,6) == m*b+2 %Bottom right corner
fudge1(2,2)=2*c;
fudge2(2,2)=2*c;
fudge2(1,1)=2*b;
fudge4(1,1)=2*b;
fudge3(2,2)=2*c/(2*c-1);
fudge4(2,2)=2*c/(2*c-1);
fudge1(1,1)=2*b/(2*b-1);
fudge3(1,1)=2*b/(2*b-1);
F(1,1)
F(1,2)
F(1,3)
F(1,4)

=
=
=
=

0;
sum(Fx1(end,1:c/2));
sum(Fy1((b/2+1):b, 1));
0;

F(2,1)
F(2,2)
F(2,3)
F(2,4)

=
=
=
=

0;
sum(Fx2(end,1:c/2));
sum(Fy2((b/2+1):b, 1));
0;

V1(1)
V1(2)
V1(3)
V1(4)

=
=
=
=

mean(mean(P1(end-1:end,1)));
mean(mean(P1(end-1:end,2:c+1)));
mean(mean(P1(2:b+1,1:2)));
mean(mean(P1(end,1:2)));

V2(1)
V2(2)
V2(3)
V2(4)

=
=
=
=

mean(mean(P2(end-1:end,1)));
mean(mean(P2(end-1:end,2:c+1)));
mean(mean(P2(2:b+1,1:2)));
mean(mean(P2(end,1:2)));

U1(1)
U1(2)
U1(3)
U1(4)

=
=
=
=

mean(mean(P1(2:b+1, 1)));
0;
mean(mean(P1(2:b+1, 2:c+1)));
mean(mean(P1(end, 2:c+1)));

U2(1) = mean(mean(P2(2:b+1, 1)));
U2(2) = 1;
U2(3) = mean(mean(P2(2:b+1, 2:c+1)));
U2(4) = mean(mean(P2(end, 2:c+1)));
elseif Index(i,5) == 1 %Bottom left corner
fudge1(2,2)=2*c;
fudge2(2,2)=2*c;
fudge1(1,1)=2*b;
fudge3(1,1)=2*b;
fudge3(2,2)=2*c/(2*c-1);
fudge4(2,2)=2*c/(2*c-1);
fudge2(1,1)=2*b/(2*b-1);
fudge4(1,1)=2*b/(2*b-1);
F(1,1) = 0;
F(1,2) = sum(Fx1(1,1:c/2));
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F(1,3) = 0;
F(1,4) = sum(Fy1(1:(b/2), 1));
F(2,1)
F(2,2)
F(2,3)
F(2,4)

=
=
=
=

0;
sum(Fx2(1,1:c/2));
0;
sum(Fy2(1:(b/2), 1));

U1(1)
U1(2)
U1(3)
U1(4)

=
=
=
=

1;
mean(mean (P1(2:b+1,1)));
mean(mean(P1(1, 2:c+1)));
mean(mean(P1(2:b+1, 2:c+1)));

U2(1)
U2(2)
U2(3)
U2(4)

=
=
=
=

1;
mean(mean(P2(2:b+1,1)));
mean(mean(P2(1, 2:c+1)));
mean(mean(P1(2:b+1, 2:c+1)));

V1(1)
V1(2)
V1(3)
V1(4)

=
=
=
=

mean(mean(P1(1:2,1)));
mean(mean(P1(1:2,2:c+1)));
mean(mean(P1(1,1:2)));
mean(mean(P1(2:b+1,1:2)));

V2(1) = mean(mean(P2(1:2,1)));
V2(2) = mean(mean(P2(1:2,2:c+1)));
V2(3) = mean(mean(P2(1,1:2)));
V2(4) = mean(mean(P2(2:b+1,1:2)));
else %Only on the bottom boundary
fudge1(2,2)=2*c;
fudge2(2,2)=2*c;
fudge3(2,2)=2*c/(2*c-1);
fudge4(2,2)=2*c/(2*c-1);
F(1,1)
F(1,2)
F(1,3)
F(1,4)

=
=
=
=

0;
sum(Fx1(b+1,2:c/2+1));
sum(Fy1(b/2+1:b,1));
sum(Fy1(b+1:(3*b)/2,1));

F(2,1)
F(2,2)
F(2,3)
F(2,4)

=
=
=
=

0;
sum(Fx2(b+1,2:c/2+1));
sum(Fy2(b/2+1:b,1));
sum(Fy2(b+1:(3*b)/2,1));

V1(1)
V1(2)
V1(3)
V1(4)

=
=
=
=

mean(mean((P1(b/2+2:(3*b)/2+1, 1))));
mean(mean((P1(b/2+2:(3*b)/2+1, 2:c+1))));
mean(mean((P1(2:b+1, 1:2))));
mean(mean((P1((b+2):2*b+1,1:2))));

V2(1)
V2(2)
V2(3)
V2(4)

=
=
=
=

mean(mean((P2(b/2+2:(3*b)/2+1, 1))));
mean(mean((P2(b/2+2:(3*b)/2+1, 2:c+1))));
mean(mean((P2(2:b+1, 1:2))));
mean(mean((P2((b+2):2*b+1,1:2))));

U1(1)
U1(2)
U1(3)
U1(4)

=
=
=
=

mean(mean((P1(2:b+1, 1))));
mean(mean(P1((b+2):(2*b+1), 1)));
mean(mean(P1(2:b+1, 2:c+1)));
mean(mean(P1((b+2):(2*b+1), 2:c+1)));
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U2(1)
U2(2)
U2(3)
U2(4)

=
=
=
=

mean(mean((P2(2:b+1, 1))));
mean(mean(P2((b+2):(2*b+1), 1)));
mean(mean(P2(2:b+1, 2:c+1)));
mean(mean(P2((b+2):(2*b+1), 2:c+1)));

end
elseif Index(i,6) == m*b+2 %On the right boundary
fudge2(1,1)=2*b;
fudge4(1,1)=2*b;
fudge1(1,1)=2*b/(2*b-1);
fudge3(1,1)=2*b/(2*b-1);
F(1,1)
F(1,2)
F(1,3)
F(1,4)

=
=
=
=

sum(Fx1(end,c/2+1:c));
sum(Fx1(end,c+1:(3*c)/2));
sum(Fy1(b/2+1:b,end));
0;

F(2,1)
F(2,2)
F(2,3)
F(2,4)

=
=
=
=

sum(Fx2(end,c/2+1:c));
sum(Fx2(end,c+1:(3*c)/2));
sum(Fy2(b/2+1:b,end));
0;

V1(1)
V1(2)
V1(3)
V1(4)

=
=
=
=

mean(mean((P1(end-1:end,2:c+1))));
mean(mean((P1(end-1:end,c+2:2*c+1))));
mean(mean((P1(2:b+1, (c/2 +2):(3*c)/2+1))));
mean(mean((P1(end,(c/2+2):(3*c)/2+1))));

V2(1)
V2(2)
V2(3)
V2(4)

=
=
=
=

mean(mean((P2(end-1:end,2:c+1))));
mean(mean((P2(end-1:end,c+2:2*c+1))));
mean(mean((P2(2:b+1, (c/2 +2):(3*c)/2+1))));
mean(mean((P2(end,(c/2+2):(3*c)/2+1))));

U1(1)
U1(2)
U1(3)
U1(4)

=
=
=
=

mean(mean((P1(2:b+1,2:c+1))));
mean(mean(P1(end,2:c+1)));
mean(mean(P1(2:b+1,c+2:2*c+1)));
mean(mean(P1(end,c+2:2*c+1)));

U2(1)
U2(2)
U2(3)
U2(4)

=
=
=
=

mean(mean((P2(2:b+1,2:c+1))));
mean(mean(P2(end,2:c+1)));
mean(mean(P2(2:b+1,c+2:2*c+1)));
mean(mean(P2(end,c+2:2*c+1)));

elseif Index(i,5) == 1 %On the left boundary
fudge1(1,1)=2*b;
fudge3(1,1)=2*b;
fudge2(1,1)=2*b/(2*b-1);
fudge4(1,1)=2*b/(2*b-1);
F(1,1)
F(1,2)
F(1,3)
F(1,4)

=
=
=
=

sum(Fx1(1,c/2+1:c));
sum(Fx1(1,c+1:(3*c)/2));
0;
sum(Fy1(1:b/2,c+1));

F(2,1)
F(2,2)
F(2,3)
F(2,4)

=
=
=
=

sum(Fx2(1,c/2+1:c));
sum(Fx2(1,c+1:(3*c)/2));
0;
sum(Fy2(1:b/2,c+1));

V1(1) = mean(mean((P1(1:2,2:c+1))));
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V1(2) = mean(mean((P1(1:2,c+2:2*c+1))));
V1(3) = mean(mean((P1(1, (c/2 +2):(3*c)/2+1))));
V1(4) = mean(mean((P1(2:b+1,(c/2+2):(3*c)/2+1))));
V2(1)
V2(2)
V2(3)
V2(4)

=
=
=
=

mean(mean((P2(1:2,2:c+1))));
mean(mean((P2(1:2,c+2:2*c+1))));
mean(mean((P2(1, (c/2 +2):(3*c)/2+1))));
mean(mean((P2(2:b+1,(c/2+2):(3*c)/2+1))));

U1(1)
U1(2)
U1(3)
U1(4)

=
=
=
=

mean(mean((P1(1, 2:c+1))));
mean(mean(P1(2:b+1, 2:c+1)));
mean(mean(P1(1,(c+2):(2*c+1))));
mean(mean(P1(2:b+1,(c+2):(2*c+1))));

U2(1) = mean(mean((P2(1, 2:c+1))));
U2(2) = mean(mean(P2(2:b+1, 2:c+1)));
U2(3) = mean(mean(P2(1,(c+2):(2*c+1))));
U2(4) = mean(mean(P2(2:b+1,(c+2):2*c+1)));
else %In the interior
F(1,1) = sum(Fx1(b+1, c/2 +1: c));
F(1,2) = sum(Fx1(b+1,c+1:(3*c/2)));
F(1,3) = sum(Fy1(b/2 +1: b, c+1));
F(1,4) = sum(Fy1((b+1):(3*b)/2, c+1));
F(2,1)
F(2,2)
F(2,3)
F(2,4)

=
=
=
=

sum(Fx2(b+1, c/2 +1: c));
sum(Fx2(b+1,c+1:(3*c/2)));
sum(Fy2(b/2 +1: b, c+1));
sum(Fy2((b+1):(3*b)/2, c+1));

%Average the pressure values:
V1(1) = mean(mean((P1(b/2+2: (3*b)/2+1,2:c+1))));
V1(2) = mean(mean((P1(b/2+2: (3*b)/2+1,c+2:2*c+1))));
V1(3) = mean(mean((P1(2:b+1, (c/2 +2):(3*c)/2+1))));
V1(4) = mean(mean((P1((b+2):2*b+1,(c/2+2):(3*c)/2+1))));

end

V2(1)
V2(2)
V2(3)
V2(4)

=
=
=
=

mean(mean((P2(b/2+2: (3*b)/2+1,2:c+1))));
mean(mean((P2(b/2+2: (3*b)/2+1,c+2:2*c+1))));
mean(mean((P2(2:b+1, (c/2 +2):(3*c)/2+1))));
mean(mean((P2((b+2):2*b+1,(c/2+2):(3*c)/2+1))));

U1(1)
U1(2)
U1(3)
U1(4)

=
=
=
=

mean(mean((P1(2:b+1, 2:c+1))));
mean(mean(P1((b+2):(2*b+1), 2:c+1)));
mean(mean(P1(2:b+1, (c+2):(2*c+1))));
mean(mean(P1((b+2):(2*b+1), (c+2):2*c+1)));

U2(1)
U2(2)
U2(3)
U2(4)

=
=
=
=

mean(mean(P2(2:b+1, 2:c+1)));
mean(mean(P2((b+2):(2*b+1), 2:c+1)));
mean(mean(P2(2:b+1, (c+2):(2*c+1))));
mean(mean(P2((b+2):(2*b+1), (c+2):2*c+1)));

%Get G matrices:
temp = fudge1*[(V1(1) - U1(1)) (V2(1) - U2(1)); (V1(3) - U1(1)) (V2(3) - U2(1))];
G1 = -[F(1,1) F(2,1); F(1,3) F(2,3)]*(inv(temp));
temp = fudge2*[(U1(2) - V1(1)) (U2(2) - V2(1)); (V1(4)-U1(2)) (V2(4) -U2(2))];
G2 = -[F(1,1) F(2,1); F(1,4) F(2,4)]*(inv(temp));
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temp = fudge3*[(V1(2)-U1(3)) (V2(2)-U2(3)); (U1(3) - V1(3)) (U2(3) -V2(3))];
G3 = -[F(1,2) F(2,2); F(1,3) F(2,3)]*(inv(temp));
temp = fudge4*[(U1(4) - V1(2)) (U2(4) - V2(2)); (U1(4) - V1(4)) (U2(4) - V2(4))];
G4 = -[F(1,2) F(2,2); F(1,4) F(2,4)]*(inv(temp));
%Find C, F and use them to find A & B:
C = zeros(4);
C(1,1) = -G1(1,1);
C(1,3) = -G1(1,2);
C(2,2) = G4(1,1);
C(2,4) = G4(1,2);
C(3,2) = -G3(2,1);
C(3,3) = G3(2,2);
C(4,1) = G2(2,1);
C(4,4) = -G2(2,2);
F = zeros(4);
F(1,1) = G1(1,1) + G1(1,2);
F(2,4) = -G4(1,2) - G4(1,1);
F(3,3) = G3(2,1) - G3(2,2);
F(4,2) = G2(2,2) - G2(2,1);
A = [(-G1(1,1)-G2(1,1)) 0 -G1(1,2) G2(1,2); 0 (G4(1,1) + G3(1,1)) -G3(1,2) G4(1,2);
G1(2,1) -G3(2,1) (G3(2,2)+ G1(2,2)) 0;
G2(2,1) -G4(2,1) 0 (-G2(2,2) - G4(2,2))];
B = [(-G1(1,1)-G1(1,2)) (-G2(1,1) + G2(1,2)) 0 0;
0 0 (G3(1,1)-G3(1,2)) (G4(1,1)+G4(1,2));
(G1(2,1) + G1(2,2)) 0 (-G3(2,1) + G3(2,2)) 0;
0 (G2(2,1)-G2(2,2)) 0 (-G4(2,1)-G4(2,2))];
%Solve for T:
T = C*pinv(A)*B + F;
Ts(:,:,i) = T;

end
A = sparse(m*n,m*n);
B = zeros(m*n,1);
for i =1:m
for j = 1:n
for L = 1:size(Index,1)
%Create new index a for convience:
r = (j-1)*m +i;
rt = j*(m+2)+ i+1;
qt1 = Index(L,1);
q1 = mod(qt1 -1,m+2) + m*(floor((qt1-1)/(m+2))-1);
qt2 = Index(L,4);
q2 = mod(qt2 -1,m+2) + m*(floor((qt2-1)/(m+2))-1);
qt3 = Index(L,2);
q3 = mod(qt3 -1,m+2) + m*(floor((qt3-1)/(m+2))-1);
qt4 = Index(L,3);
q4 = mod(qt4 -1,m+2) + m*(floor((qt4-1)/(m+2))-1);
%==================================================================
%If on lower left region of K:
if Index(L,1) == rt
%Check to see if right neighboring cell is on the boundary:)
if Index(L,6) == m*b+2
if bc ==1
A(r,r) = A(r,r) + Ts(1,1,L);
if Index(L,8) == n*c+2
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end

A(r,r) = A(r,r) + Ts(1,3,L);
else
A(r,q3) = A(r,q3) + Ts(1,3,L);
end
elseif bc ==2 %No flow; do nothing
end
else %On the interior
A(r,r) = A(r,r) + Ts(1,1,L);
A(r,q2) = A(r,q2) + Ts(1,2,L);
if Index(L,8) == n*c+2
if bc==1
A(r,r) = A(r,r) + Ts(1,3,L);
A(r,q2) = A(r,q2) + Ts(1,4,L);
end
else
A(r,q3) = A(r,q3) + Ts(1,3,L);
A(r,q4) = A(r,q4) + Ts(1,4,L);
end
end
%Check to see if top neighboring cell is on the boundary:
if Index(L,8) == n*c +2
if bc==2
A(r,r) = A(r,r) + Ts(3,1,L);
if Index(L,6) == m*b+2
A(r,r) = A(r,r) +Ts(3,2,L);
else
A(r,q2) = A(r,q2) + Ts(3,2,L);
end
end
else
A(r,r) = A(r,r) + Ts(3,1,L);
A(r,q3) = A(r,q3) + Ts(3,3,L);
if Index(L,6) == m*b+2
if bc ==2
A(r,r) = A(r,r) + Ts(3,2,L);
A(r,q3) = A(r,q3) + Ts(3,4,L);
end
else %on the interior
A(r,q2) = A(r,q2) + Ts(3,2,L);
A(r,q4) = A(r,q4) + Ts(3,4,L);
end
end

%==================================================================
%If on lower right region of K:
if Index(L,4) == rt
%Check left neigbor for boundary:
if Index(L,5) == 1
if bc == 1
A(r,r) = A(r,r) - Ts(1,2,L);
B(r) = B(r) + Ts(1,1,L);
if Index(L,8) == n*c+2
A(r,r) = A(r,r) - Ts(1,4,L);
else
A(r,q4) = A(r,q4) - Ts(1,4,L);
end
elseif bc ==2
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%do nothing
end
else %Interior
A(r,r) = A(r,r) - Ts(1,2,L);
A(r,q1) = A(r,q1) - Ts(1,1,L);
if Index(L,8) == n*c+2
if bc == 1
A(r,q1) = A(r,q1) - Ts(1,3,L);
A(r,r) = A(r,r) - Ts(1,4,L);
end
else
A(r,q3) = A(r,q3) - Ts(1,3,L);
A(r,q4) = A(r,q4) - Ts(1,4,L);
end
end

end

%Check top neigbor for boundary:
if Index(L,8) == n*c +2
if bc==2
A(r,r) = A(r,r) + Ts(4,2,L);
if Index(L,5) == 1
A(r,r) = A(r,r) + Ts(4,1,L);
else
A(r,q1) = A(r,q1) + Ts(4,1,L);
end
elseif bc ==1
end
else %on the interior
A(r,r) = A(r,r) + Ts(4,2,L);
A(r,q4) = A(r,q4) + Ts(4,4,L);
if Index(L,5)==1
if bc==2
A(r,r) = A(r,r) + Ts(4,1,L);
A(r,q4) = A(r,q4) + Ts(4,3,L);
end
else
A(r,q1) = A(r,q1) + Ts(4,1,L);
A(r,q3) = A(r,q3) + Ts(4,3,L);
end
end

%==================================================================
%If on upper right region of K:
if Index(L,3) == rt
%Check bottom neighbor for boundary:
if Index(L,7) == 1
if bc == 2
A(r,r) = A(r,r) - Ts(4,4,L);
B(r) = B(r) + Ts(4,2,L);
if Index(L,5) == 1
A(r,r) = A(r,r) - Ts(4,3,L);
else
A(r,q3) = A(r,q3) - Ts(4,3,L);
end
elseif bc ==1
%do nothing
end
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else %Interior
A(r,r) = A(r,r) - Ts(4,4,L);
A(r,q2) = A(r,q2) - Ts(4,2,L);
if Index(L,5) == 1
if bc == 2
A(r,r) = A(r,r) - Ts(4,3,L);
A(r,q2) = A(r,q2) - Ts(4,1,L);
end
else
A(r,q1) = A(r,q1) - Ts(4,1,L);
A(r,q3) = A(r,q3) - Ts(4,3,L);
end
end
%Check the left neighbor for boundary
if Index(L,5) == 1
if bc == 1
A(r,r) = A(r,r) - Ts(2,4,L);
B(r) = B(r) + Ts(2,3,L);
if Index(L,7) ==1
A(r,r) = A(r,r) - Ts(2,2,L);
else
A(r,q2) = A(r,q2) - Ts(2,2,L);
end
elseif bc == 2
end
else %Interior
A(r,r) = A(r,r) - Ts(2,4,L);
A(r,q3) = A(r,q3) - Ts(2,3,L);
if Index(L,7) == 1
if bc == 1
A(r,r) = A(r,r) - Ts(2,2,L);
A(r,q3) = A(r,q3) - Ts(2,1,L);
end
else
A(r,q1) = A(r,q1) - Ts(2,1,L);
A(r,q2) = A(r,q2) - Ts(2,2,L);
end
end

end
%==================================================================
%If on upper left region of K:
if Index(L,2) == rt
%Check the bottom neighbor for boundary:
if Index(L,7) == 1
if bc == 2
A(r,r) = A(r,r) - Ts(3,3,L);
B(r) = B(r) + Ts(3,1,L);
if Index(L,6) == m*b+2
A(r,r) = A(r,r) - Ts(3,4,L);
else
A(r,q4) = A(r,q4) - Ts(3,4,L);
end
elseif bc ==1
%do nothing
end
else %Interior
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A(r,r) = A(r,r) - Ts(3,3,L);
A(r,q1) = A(r,q1) - Ts(3,1,L);
if Index(L,6) == m*b+2
if bc == 2
A(r,r) = A(r,r) - Ts(3,4,L);
A(r,q1) = A(r,q1) - Ts(3,2,L);
end
else
A(r,q2) = A(r,q2) - Ts(3,2,L);
A(r,q4) = A(r,q4) - Ts(3,4,L);
end

end
%Check the right neighbor for the boundary

if Index(L,6) == m*b+2
if bc ==1
A(r,r) = A(r,r) + Ts(2,3,L);
if Index(L,7) == 1
A(r,r) = A(r,r) + Ts(2,1,L);
else
A(r,q1) = A(r,q1) + Ts(2,1,L);
end
elseif bc ==2 %No flow; do nothing
end
else %Interior
A(r,r) = A(r,r) + Ts(2,3,L);
A(r,q4) = A(r,q4) + Ts(2,4,L);
if Index(L,7) == 1
if bc == 1
A(r,r) = A(r,r) + Ts(2,1,L);
A(r,q4) = A(r,q4) + Ts(2,2,L);
end

end

end

end

end

else
A(r,q1) = A(r,q1) + Ts(2,1,L);
A(r,q2) = A(r,q2) + Ts(2,2,L);
end

end
%Solve for P:
p = A\B;
%Display P as a surface:
P = reshape(p,[m,n]);
surf(P')
shading flat
%Embed P in a (m+2) x (n+2) matrix:
newP = zeros(m+2, n+2);
newP(2:end-1, 2:end-1) = P;
P = newP;
%Fill in boundary values based on bcs:
if bc ==2
P(:,1) = 1;
P(:,end) = 0;
P(1,:) = P(2, :);
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P(end,:) = P(end-1, :);
elseif bc == 1
P(:,1) = P(:,2);
P(:, end) = P(:,end-1);
P(1,:) = 1;
P(end, :) = 0;
end
Pvec=reshape(P,numel(P),1);
Q=0;
for i=1:size(Index,1)
if bc==1
if Index(i,5)==1 || Index(i,6)==m*b+2
Q=Q+Ts(1,:,i)*Pvec(Index(i,[ 1 4 2
Q=Q+Ts(2,:,i)*Pvec(Index(i,[ 1 4 2
end
else
if Index(i,7)==1 || Index(i,8)==n*c+2
Q=Q+Ts(3,:,i)*Pvec(Index(i,[ 1 4 2
Q=Q+Ts(4,:,i)*Pvec(Index(i,[ 1 4 2
end
end
end
Q=Q/2;

3 ]));
3 ]));

3 ]));
3 ]));
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