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Abstract: In this study, functional near-infrared spectroscopy (fNIRS) and the graph theory 
approach were used to access the functional connectivity (FC) of the prefrontal cortex (PFC) 
in a resting state and during increased mental workload. For this very purpose, a pattern 
recognition-based test was developed, which elicited a strong response throughout the PFC 
during the test condition. FC parameters obtained during stimulation were found increased 
compared to those in a resting state after correlation based signal improvement (CBSI), which 
can attenuate those components of fNIRS signals which are unrelated to neural activity. These 
results indicate that the cognitive challenge increased the FC in the PFC and suggests a great 
potential in investigating FC in various cognitive states. 
© 2017 Optical Society of America 
OCIS codes: (170.2655) Functional monitoring and imaging; (170.5380) Physiology; (170.3880) Medical and 
biological imaging. 
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1. Introduction 
Neural activity elicits a local hemodynamic response through neurovascular coupling, which 
results in regional blood influx [1]. The latter is associated with changes in oxygenated (HbO) 
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and deoxygenated (HbR) hemoglobin concentrations that can be detected with continuous 
wave functional near-infrared spectroscopy (fNIRS). Therefore, by monitoring regional 
chromophore concentration changes in the brain, neural activity can be investigated. 
Functional magnetic resonance imaging (fMRI) – despite of its moderate temporal 
resolution, high-expense and need for delicate measurement conditions – mainly due to its 
high spatial resolution became the gold standard in non-invasive functional brain imaging. In 
contrast, fNIRS is a portable, low-cost method offering excellent temporal and moderate 
spatial resolution, which makes it an emerging brain imaging technology [2, 3]. Despite the 
good penetration of near-infrared light, remittance mode fNIRS is suitable to monitor cortical 
regions only. Nevertheless, fNIRS is a useful tool in a wide array of applications such as 
bedside monitoring of cerebral oxygenation or in studies characterizing rest-to-task transients 
in processes involving the brain cortex. 
A bulk of earlier studies using fNIRS imaging investigated the neural response to specific 
stimuli over various regions of the brain [4–9]. Given its easy access and significance in 
cognitive functions, the prefrontal cortex (PFC) was often the choice for fNIRS measurement. 
Among the experimental paradigms are commonly found the n-back or anagram based tasks 
[10–14] and visual tests, which require intensive concentration and effort [15, 16]. Pattern 
recognition is also a type of visual tests, in which the procedure requires complex problem 
solving thus beyond the visual cortex involving the PFC, too. While pattern recognition is not 
yet a widely used method in PFC studies, its simplicity and no need for verbal communication 
favors its acceptance. 
The fact that the brain is an immensely complex network of spatially distinct but 
functionally cooperating subunits was recognized in the past decades. Accordingly, graph 
theory and connectivity became leading concepts in neuroscience to reveal its network 
properties [17–19]. The tenet underlying this advance of the graph theory approach is that in 
various network metrics, it offers a quantitative description of the complex, holistic qualities 
of functional brain organization. Since the pioneering work of Friston et al. [20] and Biswal et 
al. [21], functional connectivity between regions of the brain can be captured as the temporal 
correlation of pair-wisely recorded fluctuating neurophysiological events, or in between the 
hemodynamic fluctuations they elicit. 
Despite of the wide-spread use of fMRI-BOLD in investigating functional connectivity, a 
number of recent studies demonstrated that fNIRS can be considered as one of its reasonable 
alternatives in this capacity [22–28]. The fNIRS technique - due to its high temporal 
resolution - appears as an adequate choice to assess not only resting state functional 
connectivity, but also to map changes in these networks related to task; the latter which has 
been recently receiving increasing attention [29, 30]. 
For this very purpose, we developed a new approach based on fNIRS imaging, pattern 
recognition and graph theory to study complex problem solving as manifested in the 
prefrontal cortex (PFC). We hypothesized, that functional connectivity associated with 
cognitive stimulation differs from those in resting state. Therefore, we compared graph 
theory-based connectivity metrics obtained in the resting state to those during pattern 
recognition task to determine if network metrics were significantly elevated during cognitive 
stimulation than at rest, which would indicate that the increased mental workload required 
denser intraregional functional connectivity in the prefrontal cortex. 
2. Materials and methods 
2.1 Participants 
For this study, fifteen young, healthy adults (8 female) with no reported history of 
neurological diseases were recruited. The average age was 23 ± 2 years. The subjects were 
split into control (n = 8) and test (n = 7) groups. Three of them were later excluded from 
further analysis due to poor probe contact or signal quality, resulting in a final number of 6-6 
subjects in the two groups (3-3 female). The study was approved by the Semmelweis 
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University Regional and Institutional Committee of Science and Research Ethics. All 
participants provided written informed consent. 
2.2 Experimental protocol 
During the experiment, subjects were seated in a dark room in a comfortable armchair facing 
a computer display and were instructed to stay still. Subjects in the control group (i.e. resting 
state) were gazing at a blank grey screen for thirty minutes. Experiments in the test group 
started with three minutes of resting-state measurement to acquire baseline activity, and then 
the subjects performed the pattern recognition test requiring identifying a small piece of a 
larger random-pattern image (Fig. 1(A)). Task presentation (‘trial’) lasted 10 seconds, during 
which the subjects were asked to put maximal effort into solving the task. To avoid 
habituation, a set of very different visual patterns was used taken from a wide array of natural 
phenomena. Trials were followed by 30 second inter-trial intervals, during which subjects 
were shown a blank grey screen and were asked to relax. This design yielding a 40 second 
long ‘stimulation block’ allowed for the functional hyperemia to complete with a return to 
baseline level. To acquire an adequate signal-to-noise ratio (SNR), each subject had to 
perform the task eighteen times. This number of stimulation blocks was determined by 
numerical simulation, where signals representing the expected response were mixed with 
resting state fNIRS data, and then regained through averaging over different number of 
repetitions. The minimum number of stimulation blocks needed to recover the embedded 
response turned out to be 18. 
2.3 Experimental setup 
In this study, measurements were performed by a continuous-wave fNIRS system designed 
by Prof. Britton Chance (NIM Inc., University of Pennsylvania, USA). The system consisted 
of 4 LED diodes emitting light at three different wavelengths (730, 805 and 850 nm [31]) and 
10 photodiodes, all arranged in an imaging roster with 8 x 2 = 16 channels in total (Fig. 1(B)). 
The probe was kept on the forehead by Velcro, covering approximately the anterior PFC, as 
well as parts of the dorsolateral and ventrolateral PFC (Fig. 1(C)). The source-detector 
distance for each channel was 2.5 cm, providing an approximate 1.25 cm penetration depth, 
and the sampling frequency was set to 3 Hz. Concentration changes of HbO and HbR were 
obtained, according to the modified Beer-Lambert law [31, 32]. Total hemoglobin (HbT) was 
calculated as the sum of HbO and HbR. Detailed specifications and testing of this instrument 
can be found elsewhere [33]. 
 
Fig. 1. Concept and experimental design. The cognitive task consists of locating a subset 
within a larger visual pattern (A). View of the 16-channel fNIRS imaging setup with optode in 
the middle, control box on the left, and laptop computer on the right (B). Position of the 16- 
channel fNIRS optode over the frontal lobe with red and blue circles indicating light sources 
and detectors respectively (C). 
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2.4 Data preprocessing 
Systemic spontaneous oscillations, such as heart pulsation were decomposed by a continuous 
wavelet transformation performed on the raw data with the fourth derivative of the Gaussian 
function. If these oscillations could be seen clearly across all channels, the contact of the 
probe to the forehead was regarded firm, assuming the proper detection of the reflected light 
from the PFC. Subjects with asynchronous oscillations were excluded from further analysis 
due to poor probe contact [10]. The remaining raw time courses (Fig. 2(A)) were band-pass 
filtered between 0.02 and 0.4 Hz [10] to remove long-term baseline drifts and high frequency 
cardiac pulsations (Fig. 2(B)). Furthermore, for the connectivity analysis, correlation based 
signal improvement (CBSI) [34] was applied to the HbO and HbR time series (Fig. 2(D)). 
While some hemodynamic effects (i.e. motion artefacts, venous outflow perturbed by 
coughing, etc.) are positively correlated as they change both HbO and HbR concentrations in 
the same direction, hemodynamic response induced by neuronal activity affects the HbO and 
HbR compartments in an anticorrelated way, as predicted by the so called Balloon model and 
also demonstrated on experimental data [34–36]. On this ground, CBSI can enhance the 
representation of neural activity in the fNIRS signal by suppressing maximally correlated 
changes in HbO and HbR in the registered hemodynamic fluctuations as being unrelated to 
neuronal activity [37]. 
 
Fig. 2. fNIRS data preprocessing. Raw HbO and HbR time series (A) were bandpass filtered 
with cutoff frequencies 0.02 and 0.4 (B), then averaged over the stimulation blocks to increase 
signal-to-noise ratio (C). For the connectivity analysis, CBSI was performed on the band-pass 
filtered data first (D), and then the acquired data was averaged over the stimulation blocks (E). 
2.5 Data analysis 
To reduce the disturbance of physiological oscillations, thus increase signal-to-noise ratio, 
data averaging was done along the stimulation blocks for each individual subjects, while for 
the control subjects 18 randomly selected data sets with a length of 40 seconds were selected 
and averaged (Fig. 2(C, E)). Then group level analyses were performed to (i) describe the 
hemodynamic response evoked by the pattern recognition task, (ii) to assess the effect of 
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altered neuronal activity on the correlation of the HbO and HbR compartments (rHb), and (iii) 
to investigate the differences in functional connectivity measures between the two states. 
For each subject, HbO and HbR data sets were grand averaged across channels and time 
points, and significantly different values from the baseline were identified. For spatial 
characterization, the maximum amplitude defined as the difference between the minimal and 
maximal relative HbO concentrations in each channels were mapped [10]. 
A sliding window correlation analysis [34] of the HbO and HbR signals were performed 
with a window length of 6 seconds on all channels. The Pearson correlation coefficient of the 
HbO and HbR data in all given windows were calculated, yielding a 34 second long data set 
of cross correlation coefficients (rHb) for each channel, where also time points with 
significantly different rHb values from the baseline were identified after grand averaging. 
Network analysis were performed on HbT time series [22, 26], both before and after CBSI 
treatment of the signals (Fig. 3(A)). The strength of functional connection between pairs of 
brain regions were characterized in terms of temporal correlation of regional hemodynamics. 
Thus symmetric correlation matrices were obtained from the Pearson correlation coefficients 
of all pairwise combinations of the channels, for each subject (Fig. 3(B)). The rows and 
columns of these matrices represent the channels, while cells of the matrix contain the 
correlation coefficient of the corresponding channels. Weak and non-significant links can 
represent spurious connections, so they should be discarded by weight thresholding [38]. This 
way, only coefficients greater or equal to the chosen threshold value are kept as connections 
to consider with a value of 1 assigned. Otherwise the coefficient is replaced with a 0, thus 
creating a binary adjacency matrix. To avoid the arbitrary determination of the threshold 
value, all networks were characterized across a range from 0.05 to 0.85, with increments of 
0.05, and graph theory parameters were analyzed as the function of threshold (Fig. 3(C)). 
According to matrix representation of graphs, each matrix exactly defines a binary, undirected 
graph (Fig. 3(D)). 
 
Fig. 3. Constructing a binary functional connection network from fNIRS-data. 16 channel total 
hemoglobin (HbT) time series - before and after CBSI (not shown) as well - were token as the 
sum of HbO and HbR data (A). Pearson correlation coefficients were calculated for all 
pairwise combination of channels, resulting in a symmetrical crosscorrelation matrix (B). 
Binary adjacency matrices were obtained by weight-thresholding along 17 different threshold 
values (C). Network metrics density, clustering coefficient and efficiency were calculated on 
the functional connection networks described by the adjacency matrices (D). 
                                                                              Vol. 8, No. 8 | 1 Aug 2017 | BIOMEDICAL OPTICS EXPRESS 3848 
For the characterization of networks, the most commonly used global network metrics 
were calculated: the connection density (D), the global clustering coefficient (C) and the 
global efficiency (E). The connection density of a network is the fraction of the existing edges 
to all possible edges, and it calculates as 
 ( )
1
2 1 iji n j n
D a
n n ∈ ∈
=
−
  (1) 
where n is the number of nodes in the network, and aij equals 1 if there is a link between 
nodes i and j, 0 otherwise. Density mainly refers to the overall ’wiring cost’ of the given 
network. For an individual node, the clustering coefficient defines the fraction of its 
neighbors which are also neighbors of each other [39], or in other terms the number of 
triangles around the given node [38]. The global/mean clustering coefficient therefore can be 
calculated as 
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where ki is the degree of node i, hence C reflects, how the neighboring nodes in the network 
form connected groups. Another important measure of network structure is the average 
shortest path length [39]. The efficiency is the average inverse shortest path length between 
all pairs of nodes [40], which is primarily influenced by short paths, thus much more efficient 















   (3) 
where dij is the shortest path between nodes i and j. Efficiency describe the effectiveness of 
information transfer between distinct nodes of the given network, thus can reflect the quality 
of communication and information processing in the network. 
Data preprocessing and data analysis were performed with MATLAB 2012a (Mathworks, 
Inc., Natick, MA). Functions for calculating the graph theory metrics were obtained from the 
Brain Connectivity Toolbox [36]. Statistics were performed with StatSoft Statistica 13.2 with 
differences considered significant in case of p<0.05. 
3. Results 
3.1 Hemodynamic response 
For each group, average of the HbO and HbR data were taken channel-wise to analyze the 
overall response of the prefrontal cortex. Repeated measures ANOVA tests were performed 
to identify if there were any time, when the HbO and HbR concentrations differed 
significantly from the baseline level, with Dunnett post-hoc tests performed to identify the 
precise moments. A decrease in HbO concentration and increase in the HbR concentration 
appeared in the test subjects shortly after the onset of the task, while neither the HbO or HbR 
levels differed significantly from the baseline in the control group (Fig. 4(A, B)). In fact, the 
observed changes in the test group suggest a neural deactivation response in the presumably 
stimulated regions [10]. The rHb time series were analyzed in the same fashion as the HbO 
and HbR data, and showed a significant decrease from the baseline (with a tendency towards 
−1) in a time period approximately coincident with HbO and HbR changes, while no 
significant change occurred in resting state (Fig. 4(A, B)). The implication is that local neural 
activity altered in response to the cognitive challenge as the changes in HbO and HbR 
concentrations became more anticorrelated. On the topographical maps of the maximal HbO 
amplitudes (Fig. 4(C, D)), large-amplitude perturbations in HbO are seen in contrast with the 
small-amplitude random fluctuations across the PFC found in resting state)). The most 
affected areas during cognitive stimulation include the lateral areas of the PFC (channels 1, 
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14 and 16), although a clearly visible and equally strong response also appeared in the central 
regions (channels 6 and 8). 
 
Fig. 4. The grand-averaged temporal profiles of ΔHbR (blue curves), ΔHbO (red curves) and 
rHb (black curves) time series with the topographic projection of the maximal HbO 
amplitudes. Resting state data shows only random fluctuations with no significant deviation 
from baseline (A). On the other hand, an increase in HbR, and decrease in HbO and rHb can be 
seen during and after task performing (indicated by the grey area) with * symbols marking 
significant difference from the baseline. Topographical projection of the maximal HbO 
amplitudes shows only small-amplitude random fluctuation in resting-state (C), while it shows 
increased activity throughout the whole PFC with maximal amplitude in the lateral and central 
regions (D). 
3.2 Graph theory analysis 
Graph theory metrics were calculated on HbT signals at 17 different threshold values, 
describing the behavior of the parameters as a function of threshold. The results for each 
threshold value were treated individually as independent cases, and two sample t-tests or 
Mann-Whitney U-tests (depending on the normality of the data) were performed to 
distinguish the two states. Power analysis was performed to justify sample size. Statistical 
power exceeded 0.9 in 71%, while 0.6 in 93% of all cases. As expected and reported in 
previous studies [20], there was an inverse relationship between the parameters and the 
threshold: an increase in the threshold decreased the number of existing edges in the network. 
Interestingly, D was significantly higher in the resting state for 4 threshold values, but was 
seen only under a threshold of 0.2, which could be the result of persisting ’connection noise’ 
in the lower coefficients caused by false connections. Apart from this, the two conditions did 
not differ significantly in any of the variables (Fig. 5, left). 
Based on the hypothesis that removing fluctuation events unrelated to neuronal activity 
should improve the performance of functional connectivity metrics, we performed correlation 
based signal improvement on the HbO and HbR time series, and repeated the analysis on the 
resulting CBSI-HbT signals obtained as the sum of CBSI-HbO and CBSI-HbR. The CBSI 
                                                                              Vol. 8, No. 8 | 1 Aug 2017 | BIOMEDICAL OPTICS EXPRESS 3850 
method had marked effect on the network parameters, increasing them in both groups, 
especially those in the test group (Fig. 5, right). D and E became significantly higher in the 
test group at almost all thresholds mostly above 0.1. This is in further support of the 
hypothesis that there was a significant amount of spurious connections in the low correlation 
range. D was significantly higher in stimulated networks over 0.1 in all cases except for 
threshold equal to 0.7. Above that, D was still significantly higher in the test group, but the 
difference was only marginal (p = 0.0411, p = 0.0384), mainly because the networks in both 
groups became too sparse and thus hard to differentiate in the high threshold range. E kept 
being higher in the test group from threshold of 0.2 all the way up to 0.85. This implies that 
the network topology in the two states were still different regarding short connections, even 
when the differences in node degrees became indistinguishable. C proved to be less sensitive 
in distinguishing the two conditions, as it only showed significant difference between 
thresholds of 0.05 and 0.5, and over 0.75, though these differences were also of marginal 
significance (p = 0.0470, p = 0.0489). C was higher, although insignificantly, in the 
remaining cases indicating that the clustered connection structure of the network got 
strengthened. The size of the network (which largely limits the maximum number of possible 
triangles around an individual node) and the relatively high density – even in resting state – 
could have contributed to the slightly weaker performance of C. 
 
Fig. 5. Results of density (D), clustering coefficient (C) and efficiency (E) as a function of 
threshold. Before CBSI was applied (left, circle markers) the only significant differences 
between the control (blue) and test (red) groups occurred in D between threshold 0.05 and 0.2 
(marked by * symbols). Connectivity analysis performed on data after CBSI (right, square 
markers) revealed robust increase in D, C and E due to cognitive stimulation, along most of the 
threshold values (significant differences marked by * symbols). 
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3.3 The effect of CBSI 
We found that the CBSI method greatly improved the sensitivity of the connectivity analysis. 
To quantify this effect, we investigated the influence of CBSI on the network parameters both 
on resting-state and stimulation data. We compared the network parameters calculated before 
and after CBSI was performed for both states with similar statistical methods as described 
before. Statistical power exceeded 0.9 in 90%, while 0.6 in 96% of all cases. Although CBSI 
slightly increased D in the resting state (Fig. 6, left), this effect was not significant at neither 
threshold. However, CBSI had a very prominent effect on D calculated on test data, as it 
markedly increased the values of D excessively for all threshold values. This effect on C is 
slightly less prominent, as C increased in resting state at threshold of 0.7, and did so on 
stimulation data for all threshold values except that of 0.4. As for stimulation data (Fig. 6, 
right), CBSI had the same effect on E dramatically increasing it for all threshold values. In 
resting state, the CBSI method was able to increase E between threshold 0.3 and 0.5. 
 
Fig. 6. The effect of CBSI. The effect of CBSI was marginal on resting-state data (left, blue 
lines), significantly increasing C and E for only a few threshold values (marked by * symbols). 
The method had an extensive effect on data registered during task performing (right, red 
curves), as it increased D, C and E significantly in every case (marked by * symbols) 
4. Discussion 
In this study, we investigated the effect of cognitive stimulation on functional connectivity in 
the prefrontal cortex. For this purpose, we developed a simple but effective visual cognitive 
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test that affected wide areas of PFC. These areas corresponded mainly to Brodmann area 46 
with functions including working memory and maintenance of attention [41]. Damage of this 
region impairs the ability of comparing two visual items recalled from short-time memory 
[42], which was the main challenge in our pattern recognition test, i.e. finding a part of an 
image within the whole. The anterior PFC sampled by the central optode channels mainly 
corresponds to Brodmann area 10. The exact functions of this region are still not fully 
understood. Baddeley’s model of working memory [43] suggests its involvement in 
synchronizing engagements in multiple tasks or subtasks. The involvement of central regions 
implicates that the pattern recognition test indeed required complex problem solving and 
synchronization of multiple cognitive functions as they emerge from lower-level processing 
along the dorsal and ventral visual pathways dealing with the „where?” and „what?” aspects 
of the observed object, respectively [44, 45]. Interestingly, in this study instead of the 
activation response expectable for the aforementioned PFC areas, we observed deactivation. 
Previous studies using the same anagram solving tests found both activation as reported by 
Tachtsidis et al. [46] and deactivation of the PFC as shown by Tian et al. [10], employing an 
interoptode distance (IoD) of 4 and 2.5 cm, respectively. Prefrontal cortex deactivation was 
also shown by Ruocco et al. [47] during complex problem solving at an IoD of 2.5 cm. It is 
the differing interoptode distances, which could offer an explanation for the opposite effects, 
since a device with a smaller IoD samples more superficial layers of the brain cortex: as 
demonstrated by Firbank et al. [48] over the occipital region of the human head, a 2 cm 
interoptode distance can be regarded the smallest at which the superficial layer of the brain 
cortex can be reached, while at 4 cm both superficial and deeper layers do contribute to the 
fNIRS signal. The 2.5 cm IoD was deliberately chosen as a design principle of the fNIRS 
instrument used in this study to achieve a needed spatial resolution of 16 channels for the 
human forehead with the acceptable compromise of a shallower penetration depth thus over 
representing the contribution of superficial layers of the cortex in the fNIRS signal. Although 
this question requires a more in depth investigation, it is presumable, that the observed 
superficial deactivation signal is in fact concomitant with the activation of deeper layers 
within a given region. Nevertheless, it should be noted that the nature of this device/layer-
specific cognitive response does not invalidate our observations on increased connectivity as 
the network analyses applied depend only on temporal coincidence in the fluctuating fNIRS 
signals, not on their functional character (i.e. deactivation vs. activation). 
When the functional connection networks in the PFC were reconstructed from only 
bandpass-filtered fNIRS signals, in most of the cases connectivity parameters did not show 
significant difference between the two experimental conditions. Moreover the results showed 
a tendency of the resting-state network density and inverse shortest path length being even 
higher. However when the component unrelated to neural activity was removed from the 
bandpass-filtered signal by CBSI, an increase of PFC network connectivity was robustly 
demonstrated in response to the cognitive challenge. This implies that increased mental 
workload is associated with significantly higher network metrics, however, several other 
important aspects of increased cognitive load must be considered. 
Originally, correlation based signal improvement was introduced by Cui et al. [34] to 
eliminate motion artifacts remaining in the signal after basic filtering, and still this remains 
the main application of the method [49, 50]. A different approach with a very similar purpose 
presented by Yamada et al. [51] aims at a direct separation of the fNIRS signal into its 
functional and systemic components. This approach along with CBSI are mentioned by 
Scholkmann et al. [37] as methods simultaneously reducing motion artifacts as well as 
separating the ’functional’ part of the signal from the systemic component. In our study – 
where head movement was minimized –, CBSI proved even more effective in eliminating 
hemodynamic components with a correlating impact on HbO and HbR signals. However, it 
has been shown that various means of cognitive stimulation, such as mental arithmetic [52, 
53] or anagram based tests [46], speech tasks [54]– but in fact, even simple motor tasks such 
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as finger opposition [55]– can elicit not only regional but systemic response as well. These 
changes in heart rate, mean arterial pressure or partial pressure of CO2, by altering cerebral 
blood flow, can affect HbO and HbR concentrations in an anticorrelating manner albeit with 
smaller amplitude [14]. The brief task presentation time, the block average design and the 
smaller amplitude in aforementioned fluctuations of systemic origin however make it unlikely 
that the systemic signal component would be dominant in the HbO and HbR responses 
enhanced by CBSI. The decrease in rHb and the increase in connectivity metrics indicate that 
the ‘functional’ signal component acquired by CBSI is indeed more closely related to neural 
activity than the raw band-pass filtered data. Nevertheless, as the relative contribution of true 
functional and systemic influences of regional HbO and HbR levels is a matter of continuing 
debate in the fNIRS field [56], excessive caution in the interpretation is called for. Although 
CBSI is not yet an established component of signal preprocessing in fNIRS studies 
investigating functional connectivity, our results suggest that it should be considered as a 
valuable tool of signal enhancement in future fNIRS studies. 
The network metrics used in this study were chosen as to reflect upon the three basic 
aspects of functional network organization [38, 39]: D for the mean node degree, which refers 
to the overall wiring cost of the network, C for the segregation of the network, which mainly 
describes the ability of the network to form subunits to facilitate performing parts of the task 
separately, and E for the integration of the network, which characterizes the overall 
effectiveness of rapid information transfer between nodes of the network. These three 
parameters – with larger networks, the average shortest path length, L being used instead of E 
– are the most commonly used graph theory metrics to describe functional connectivity in the 
brain. The size of the networks investigated in this study did not allow for a more in-depth 
analysis of network structure, where parameters such as centrality or modularity could have 
been assessed as well. Nevertheless the information in the network metrics we obtained could 
be enhanced by their topological distribution. Accordingly, we concluded that not only the 
number of interregional connections increased as captured in D, but the test elicited the new 
connections in such a way that they shortened the connection paths between different regions, 
while contributing to forming local clusters, too. 
The most important and promising perspective of graph theory-based functional 
connectivity studies – apart from the deeper understanding of brain function – is that they 
could provide new biomarkers in basic and clinical studies as well. Despite their relatively 
short past as part of neuroscience, these studies already showed promising results and 
findings [57]. The most promising fields of interest of connectivity approach are psychiatric 
disorders [58, 59], neurodegenerative disorders [60, 61] and different types of dementias [62–
64], especially Alzheimer’s Disease [65–67], which is often mentioned in the literature as a 
’disconnection syndrome’ as it causes a massive decrease in density and clustering coefficient 
[68]. These studies proved that functional connectivity parameters can be used as valid 
biomarkers not just in basic research but in the clinical field as well, although they mostly 
focused only on resting state functional connectivity. It has also been shown in previous 
studies, that functional connectivity alters during task performing [29, 30, 69, 70], and that 
sustaining increased cognitive load can lead to permanent alterations in resting state 
connectivity [71]. However, no previous study investigated the acute effects of cognitive 
stimulation in a quantitative manner, using graph theory metrics. The network metrics 
selected in our study – D, C and E – proved to be sensitive in discriminating states of resting 
state from that of cognitive stimulation, even in relatively small networks. 
5. Conclusions 
Our results demonstrated that functional connectivity properties of the prefrontal cortex under 
cognitive stimulation differ from those of resting-state. Our new, pattern recognition-based 
test elicited strong response throughout the PFC as captured by fNIRS. Thus it can be a 
valuable tool of future studies focusing on prefrontal cortex activity. We described functional 
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connectivity through the most widely used network metrics – density, clustering coefficient 
and efficiency – to get a basic but comprehensive description of PFC connectivity. These 
metrics proved to be effective and sensitive even on small networks in distinguishing resting 
state from increased mental workload, as all three metrics increased during acute cognitive 
stimulation indicating increased functional connectivity in the PFC. In this study, we also 
demonstrated that CBSI can be an effective tool in separating components of hemodynamic 
signals unrelated to neural activity, offering needed means for signal enhancement in fNIRS-
based studies investigating dynamics in brain function. As the vast majority of functional 
connectivity studies focus only on resting-state connectivity or its alterations due to long-time 
effects, it is essential to emphasize that network metrics are also effective in distinguishing 
acutely altered mental conditions as well thus providing a new tool and set of biomarkers. Our 
findings can open new perspectives in – either basic or clinical – connectivity studies, shifting 
the focus from resting-state connectivity to investigate the change in connection patterns or 
even network response to cognitive stimulation in different physiological and pathological 
conditions. 
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