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RESUMO
RIBAS, Oeslei T. CLASSIFICAC¸A˜O DE SITES A PARTIR DAS ANA´LISES ESTRUTURAL
E TEXTUAL. 126 f. Dissertac¸a˜o – Programa de Po´s-Graduac¸a˜o em Computac¸a˜o Aplicada,
Universidade Tecnolo´gica Federal do Parana´. Curitiba, 2013.
Com a ampla utilizac¸a˜o da web nos dias atuais e tambe´m com o seu crescimento constante, a
tarefa de classificac¸a˜o automa´tica de sı´tios web teˆm adquirido importaˆncia crescente, pois em
diversas ocasio˜es e´ necessa´rio bloquear o acesso a sı´tios especı´ficos, como por exemplo no caso
do acesso a sı´tios de conteu´do adulto em escolas elementares e secunda´rias. Na literatura dife-
rentes trabalhos teˆm surgido propondo novos me´todos de classificac¸a˜o de sı´tios, com o objetivo
de aumentar o ı´ndice de pa´ginas corretamente categorizadas. Este trabalho tem por objetivo
contribuir com os me´todos atuais de classificac¸a˜o atrave´s de comparac¸o˜es de quatro aspectos
envolvidos no processo de classificac¸a˜o: algoritmos de classificac¸a˜o, dimensionalidade (nu´mero
de atributos considerados), me´tricas de avaliac¸a˜o de atributos e selec¸a˜o de atributos textuais e
estruturais presentes nas pa´ginas web. Utiliza-se o modelo vetorial para o tratamento de textos
e uma abordagem de aprendizagem de ma´quina cla´ssica considerando a tarefa de classificac¸a˜o.
Diversas me´tricas sa˜o utilizadas para fazer a selec¸a˜o dos termos mais relevantes, e algoritmos
de classificac¸a˜o de diferentes paradigmas sa˜o comparados: probabilista (Naı¨ve Bayes), a´rvores
de decisa˜o (C4.5), aprendizado baseado em instaˆncias (KNN - K vizinhos mais pro´ximos) e
Ma´quinas de Vetores de Suporte (SVM). Os experimentos foram realizados em um conjunto
de dados contendo sı´tios de dois idiomas, Portugueˆs e Ingleˆs. Os resultados demonstram que
e´ possı´vel obter um classificador com bons ı´ndices de acerto utilizando apenas as informac¸o˜es
do texto aˆncora dos hyperlinks. Nos experimentos o classificador baseado nessas informac¸o˜es
atingiu uma Medida-F de 99.59%.
Palavras-chave: classificac¸a˜o de textos, classificac¸a˜o de sı´tios web, aprendizagem de ma´quina.
ABSTRACT
RIBAS, Oeslei T. WEBSITE CLASSIFICATION USING STRUCTURAL AND TEXTUAL
ANALYSIS. 126 f. Dissertac¸a˜o – Programa de Po´s-Graduac¸a˜o em Computac¸a˜o Aplicada,
Universidade Tecnolo´gica Federal do Parana´. Curitiba, 2013.
With the wide use of the web nowadays, also with its constant growth, task of automatic clas-
sification of websites has gained increasing importance. In many occasions it is necessary to
block access to specific sites, such as in the case of access to adult content sites in elementary
and secondary schools. In the literature different studies has appeared proposing new methods
for classification of sites, with the goal of increasing the rate of pages correctly categorized.
This work aims to contribute to the current methods of classification by comparing four aspects
involved in the classification process: classification algorithms, dimensionality (amount of se-
lected attributes), attributes evaluation metrics and selection of textual and structural attributes
present in webpages. We use the vector model to treat text and an machine learning classical
approach according to the classification task. Several metrics are used to make the selection of
the most relevant terms, and classification algorithms from different paradigms are compared:
probabilistic (Naı¨ve Bayes), decision tree (C4.5), instance-based learning (KNN - K-Nearest
Neighbor) and support vector machine (SVM). The experiments were performed on a dataset
containing two languages, English and Portuguese. The results show that it is possible to obtain
a classifier with good success indexes using only the information from the anchor text in hy-
perlinks, in the experiments the classifier based on this information achieved 99.59% F-measure
Keywords: text classification, website classification, machine learning.
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1 INTRODUC¸A˜O
O nu´mero de pa´ginas disponı´veis na internet aumenta a cada dia. Um estudo realizado
por Gulli e Signorini (2005) informa que existem mais de 1010 pa´ginas indexadas pelos me-
canismos de buscas. Uma estimativa, com metodologia diferente, e´ realizada diariamente pelo
projeto WorldWideWebSize.com, que informa que a quantidade de pa´ginas da web indexa´vel ja´
ultrapassou o valor de 8×109 (WORLDWIDEWEBSIZE, 2012). Ja´ segundo a Google (2008)
o nu´mero de pa´ginas u´nicas indexadas ultrapassou a marca de 1012, e diariamente surgem mais
de 109 pa´ginas novas. O crescimento da internet implica no aumento no nu´mero de pa´ginas com
conteu´do inadequado para determinados pu´blicos, como as de conteu´do adulto para crianc¸as e
adolescentes.
Devido a esses fatores surge a necessidade de soluc¸o˜es automa´ticas que possibilitem
controlar ou ate´ mesmo negar o acesso a certos geˆneros de sites. Pore´m, restringir o acesso a
esses sites sem interferir no acesso aos demais sites na˜o e´ uma tarefa simples de ser realizada.
Para tentar resolver este problema diversas soluc¸o˜es teˆm sido propostas. Essas soluc¸o˜es sa˜o os
filtros de conteu´do que, com base em algum mecanismo, definem se um acesso pode ou na˜o ser
realizado.
Um dos mecanismos de filtragem mais simples e´ a chamada “lista branca”. Esse me-
canismo consiste em criar manualmente uma lista de sites autorizados. Somente e´ permitido
o acesso a sites que estejam nessa lista, e o acesso aos enderec¸os que na˜o esta˜o na lista e´ blo-
queado. O problema desta soluc¸a˜o e´ a existeˆncia de falsos positivos, que ocorrem quando o
acesso a um site de conteu´do inofensivo e´ negado devido a na˜o constar na relac¸a˜o de enderec¸os
permitidos (LEE et al., 2005).
Um mecanismo de funcionamento oposto a “lista branca” e´ a chamada “lista negra”.
Consiste em criar uma lista de sites na˜o autorizados, aqueles que possuem conteu´do que deve ser
bloqueado. Todo o acesso e´ liberado, sendo bloqueado apenas o acesso aos sites que compo˜em
a lista. A limitac¸a˜o dessa soluc¸a˜o e´ a ocorreˆncia de falso negativo, que acontecem quando e´
permitido o acesso a um enderec¸o de conteu´do inadequado devido a ele na˜o constar na relac¸a˜o
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de bloqueio (HAMMAMI et al., 2006).
Ambas as soluc¸o˜es “lista branca” e “lista negra” sofrem do mesmo problema, que e´
manter a lista atualizada. A manutenc¸a˜o dessas listas atrave´s de um trabalho manual e´ impra-
tica´vel e ineficiente, devido ao tamanho da internet e tambe´m pelo fato de milho˜es de pa´ginas
surgirem e desaparecerem todo dia.
Um terceiro mecanismo tambe´m utilizado e´ o bloqueio por palavras. Consiste em
criar um lista de palavras que sa˜o comumente encontradas nos sites que se deseja bloquear. Ao
receber uma requisic¸a˜o de acesso se faz uma verificac¸a˜o de todo o conteu´do da pa´gina solicitada,
procurando por palavras que esta˜o na lista: caso seja encontrada alguma palavra enta˜o o acesso
e´ negado; caso contra´rio o acesso e´ liberado. A limitac¸a˜o desta soluc¸a˜o e´ que na˜o se leva em
considerac¸a˜o o contexto da palavra. Deste modo, sites autorizados que contenham uma u´nica
palavra da lista tem o seu acesso negado, enquanto sites que deveriam ser bloqueados mas na˜o
possuem nenhuma palavra na lista tem o seu acesso autorizado. Assim, o bloqueio por palavras
sofre do problema de ocorreˆncias de falsos positivos e falsos negativos (CAULKINS et al.,
2006).
Uma soluc¸a˜o de bloqueio de conteu´do inadequado mais eficiente que as apresentadas
anteriormente e´ a classificac¸a˜o automa´tica de sites indesejados, que pode ser vista como uma
instaˆncia do problema de categorizac¸a˜o de sites. A categorizac¸a˜o de site consiste em realizar
uma ana´lise do conteu´do das pa´ginas e com base nesta ana´lise atribuir um ro´tulo pre´-definido
ao site (QI; DAVISON, 2009).
Na literatura va´rios trabalhos teˆm sido propostos para melhorar o ı´ndice de acerto
dos atuais me´todos de classificac¸a˜o automa´tica de sites. Esses trabalhos, em geral, utilizam
as informac¸o˜es do conteu´do textual da pa´gina usando te´cnicas de Processamento de Lingua-
gem Natural. Entende-se por conteu´do textual aquele que e´ visualmente disponibilizado para o
usua´rio. Os autores, em sua maioria, propo˜em novos me´todos de classificac¸a˜o que consistem na
combinac¸a˜o de um mais algoritmos de aprendizado de ma´quina, ou enta˜o pequenas alterac¸o˜es
nesses algoritmos para obter uma performance melhor nesse cena´rio de uso. Entretanto poucos
trabalhos se preocupam com os atributos utilizados para a classificac¸a˜o.
As pa´ginas de internet, diferentemente dos textos comuns, possuem va´rias informac¸o˜es
que podem ser utilizadas na classificac¸a˜o, como os marcadores da linguagem HTML (HyperText
Markup Language) e os Hyperlinks. Essas informac¸o˜es, que representam o conteu´do estrutural
da pa´gina, se adequadamente selecionadas podem ajudar a aumentar o ı´ndice de sı´tios correta-
mente classificadas pelo me´todos atuais, elevando os ı´ndices de acertos para valores aceita´veis
para o problema proposto.
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Embora existam va´rias informac¸o˜es contidas nos sı´tios da internet, nem todas contri-
buem positivamente para a classificac¸a˜o, algumas podem ter um efeito contra´rio prejudicando
o classificador. Outro aspecto que pode prejudicar o desempenho e´ a dimensionalidade, que e´ o
nu´mero total de atributos utilizados pelo classificador. Deste modo, se faz necessa´rio um estudo
que demonstre quais sa˜o essas informac¸o˜es - atributos e dimensionalidade - que podem auxiliar
o classificador, bem como quais classificadores podem melhor aproveita´-las.
Neste trabalho e´ realizado um estudo empı´rico envolvendo classificadores, dimensio-
nalidade, me´tricas para avaliac¸a˜o de atributos, e selec¸a˜o de atributos textuais e estruturais. O
objetivo deste estudo e´ encontrar uma combinac¸a˜o desses quatro elementos que permita atingir
ı´ndices maiores de instaˆncias corretamente classificadas, sem que seja necessa´rio alterac¸o˜es nos
atuais algoritmos de aprendizado de ma´quina. Este trabalho pretende contribuir com os estudos
na a´rea de classificac¸a˜o automa´tica de conteu´do web.
1.1 MOTIVAC¸A˜O
Com a popularizac¸a˜o da internet, e o livre acesso a informac¸a˜o que ela proporciona,
tornou-se um dos problemas atuais de nossa sociedade a questa˜o da visualizac¸a˜o de pa´ginas
de conteu´do impro´prio por crianc¸as e adolescentes. O fato de conteu´do adulto poder ser aces-
sado facilmente pelas crianc¸as e´ preocupante para muitos pais. Todavia, na˜o apenas os pais
se preocupam com este fato, empregadores tambe´m na˜o gostam de pensar que este conteu´do
inadequado pode ser acessado por seus funciona´rios durante o hora´rio de trabalho.
Ale´m disso, e´ preocupante o fato de sites com conteu´do adulto serem utilizados como
vetor para propagac¸a˜o de programas maliciosos, como vı´rus e programas espio˜es. Segundo
dados do relato´rio produzido pela Symantec (2010), fabricante de soluc¸o˜es de anti-vı´rus, os sites
com conteu´do pornogra´fico sa˜o responsa´veis por 49% das infecc¸o˜es que ocorrem ao navegar na
internet. Segundo a empresa, os atacantes estariam utilizando esses sites devido ao grande
volume de acesso que eles possuem.
Todos esses fatores evidenciam a necessidade de soluc¸o˜es que possibilitem identifi-
car e coibir o acesso a sites de conteu´do pornogra´ficos. Na literatura inu´meros trabalhos de
classificac¸a˜o de conteu´do web teˆm sido propostos para atingir esse objetivo. Entretanto, esses
trabalhos na˜o apresentam estudos envolvendo os diferentes classificadores, atributos, dimensi-
onalidade e me´trica de avaliac¸a˜o de atributos. O trabalho segue o me´todo empı´rico, ou seja, os
diversos elementos de um sistema de classificac¸a˜o - algoritmo, atributos, dimenso˜es e me´trica
de avaliac¸a˜o - sa˜o testados sobre uma base de sites.
15
O procedimento utilizado para classificac¸a˜o de conteu´do atualmente encontra-se em
fase de implantac¸a˜o, e devera´ ser empregado para a filtragem de sı´tios acessados a partir das
escolas pu´blicas do Estado do Parana´, cujo acesso e´ responsabilidade da Companhia de Tec-
nologia da Informac¸a˜o e Comunicac¸a˜o do Parana´ (CELEPAR). Esta rede e´ composta por la-
borato´rios de informa´tica em mais de 2.000 escolas pu´blicas de ensino prima´rio e secunda´rio.
Embora esteja sendo aplicado para esta situac¸a˜o, o me´todo e´ gene´rico o suficiente para ser
utilizado em outros ambientes ou para a classificac¸a˜o de pa´ginas de modo geral.
1.2 OBJETIVO GERAL
Este trabalho tem por objetivo contribuir para a soluc¸a˜o do problema da classificac¸a˜o
automa´tica de sites - que pode ser entendido como um problema de classificac¸a˜o de textos - com
base em experimentos empı´ricos envolvendo classificadores, me´tricas de selec¸a˜o de atributos,
dimensionalidade e selec¸a˜o de atributos textuais e estruturais.
1.3 OBJETIVOS ESPECI´FICOS
Os objetivos especı´ficos deste trabalho sa˜o:
• Avaliar o desempenho dos classificadores usando atributos selecionados por diferentes
me´tricas e tambe´m em dimenso˜es distintas.
• Comparar os me´todos de classificac¸a˜o em dois idiomas distintos, Portugueˆs e Ingleˆs.
• Comparar no problema proposto o ı´ndice de classificac¸a˜o de diversos algoritmos de
classificac¸a˜o que seguem diferentes paradigmas: probabilista (Naı¨ve-Bayes), a´rvores de
decisa˜o (C4.5), K vizinhos mais pro´ximos (KNN), redes neurais artificiais (MLP) e Ma´quinas
de Vetores de Suporte (SVM).
• Avaliar o desempenho dos classificadores usando diferentes atributos estruturais do HTML
(HyperText Markup Language).
• Encontrar a dimensionalidade (nu´mero de atributos a considerar) ideal a ser utilizada
neste geˆnero de classificac¸a˜o.
1.4 CONTRIBUIC¸O˜ES DO TRABALHO
O presente trabalho apresenta contribuic¸o˜es relacionadas aos seguintes aspectos:
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• Realizac¸a˜o de experimentos relacionados a classificac¸a˜o de conteu´do web segundo a
variac¸a˜o de quatro dimenso˜es: algoritmos de classificac¸a˜o, atributos, dimensionalidade
(total de atributos a considerar) e me´trica de avaliac¸a˜o de qualidade dos atributos. Os
resultados mostram que com a escolha adequada desses quatro elementos e´ possı´vel se
obter um classificador com um ı´ndice alto de acertos para o problema em questa˜o.
• Construc¸a˜o de uma base de dados de pa´ginas da internet que pode ser utilizado em pesqui-
sas futuras sobre classificac¸a˜o de sites. Uma das dificuldades enfrentadas pelos pesquisa-
dores e´ a falta de conjunto de dados pu´blicos e amplamente utilizado pela comunidade o
que acaba desestimulando a realizac¸a˜o de pesquisas na a´rea e o avanc¸o das te´cnicas atu-
ais. Com a disponibilizac¸a˜o dessas informac¸o˜es pretende-se estimular o desenvolvimento
de novas pesquisas.
• Desenvolvimento de um classificador confia´vel que sera´ utilizado em um mecanismo de
filtragem de acesso a sı´tios pelas escolas pu´blicas do Estado do Parana´. O classificador
desenvolvido e´ gene´rico o suficiente para ser implantado em outros ambientes para outras
finalidades.
Os resultados obtidos na primeira parte dos experimentos foram publicados na forma
de um artigo cientı´fico no IV International Workshop on Web and Text Intelligence (WTI) (RI-
BAS; KAESTNER, 2012), o qual mostra um comparativo do desempenho dos classificadores,
dimensionalidade e me´trica de avaliac¸a˜o de atributos utilizando apenas as informac¸o˜es textuais
das pa´ginas, sem utilizar as informac¸o˜es estruturais. Tais comparativos tambe´m sa˜o incluı´dos
nesta dissertac¸a˜o.
1.5 ESTRUTURA DO TRABALHO
O Capı´tulo 2 mostra alguns conceitos relacionados a` classificac¸a˜o automa´tica de textos,
explicando assuntos como pre´-processamento e selec¸a˜o de atributos textuais e estruturais. Em
seguida, sa˜o apresentados os algoritmos de classificac¸a˜o utilizados neste trabalho e as me´tricas
usadas para avaliac¸a˜o desses algoritmos. Por fim, e´ abordado especificamente a questa˜o de
classificadores aplicados a categorizac¸a˜o de conteu´do web.
O Capı´tulo 3 aborda a metodologia adotada, e as etapas para o desenvolvimento desta
pesquisa. Neste Capı´tulo tambe´m e´ especificado o ambiente computacional utilizado para
execuc¸a˜o dos experimentos.
O conjunto de dados construı´do para execuc¸a˜o dos experimentos e´ abordado no Capı´tulo
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4. Sa˜o detalhados o processo de construc¸a˜o desse conjunto e tambe´m estatı´sticas sobre os dados
nele presentes. Ale´m disso sa˜o apresentadas informac¸o˜es sobre o conjunto de dados utilizados
por outros pesquisadores.
Os experimentos realizados neste trabalho e a ana´lise dessas informac¸o˜es sa˜o detalha-
das no Capı´tulo 5. O primeiro grupo de experimentos utiliza-se apenas das informac¸o˜es textuais
presentes na pa´gina. O segundo grupo de experimentos analisa o desempenho dos classifica-
dos utilizando as informac¸o˜es textuais e estruturais da pa´gina. O resultado de cada um dos
experimentos e´ analisado individualmente.
Por fim, o Capı´tulo 6 apresenta a conclusa˜o sobre o trabalho realizado e as perspectivas
de trabalhos futuros.
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2 CLASSIFICAC¸A˜O AUTOMA´TICA DE SI´TIOS WEB
Neste Capı´tulo sera˜o apresentados os to´picos relacionados a` classificac¸a˜o de textos.
Primeiramente e´ apresentado o conceito de classificac¸a˜o automa´tica de textos, depois disso
e´ abordada a classificac¸a˜o automa´tica de conteu´dos web. Na sessa˜o seguinte sa˜o apresenta-
dos os atributos estruturais e metadados e em seguida e´ explicado como e´ realizado o pre´-
processamento de texto e a selec¸a˜o dos atributos textuais. Um exemplo de classificac¸a˜o usando
os atributos estruturais e textuais e´ apresentado. Em seguida, sa˜o abordados os algoritmos de
classificac¸a˜o utilizados para a tarefa de categorizac¸a˜o de conteu´do, e apresentadas as me´tricas
para avaliac¸a˜o desses algoritmos. Por fim, e´ apresentado o estado da arte no que diz respeito a
categorizac¸a˜o de sites e por u´ltimo as considerac¸o˜es finais.
2.1 CLASSIFICAC¸A˜O AUTOMA´TICA DE TEXTOS
Classificac¸a˜o de textos, tambe´m chamada de categorizac¸a˜o de textos, e´ a tarefa de or-
ganizar automaticamente um grupo de documentos dentro de categorias previamente definidas.
Essa tarefa envolve to´picos relacionados a`s a´reas de RI (Recuperac¸a˜o de Informac¸a˜o) e AM
(Aprendizado de Ma´quina) (YANG, 1999).
Na maioria dos casos a tarefa de aferir ro´tulos a um conjunto de documentos e´ uma
tarefa simples para um humano, pore´m para um computador e´ uma tarefa complexa. No caso
do uso de procedimentos automa´ticos de classificac¸a˜o, a tarefa e´ complexa devido ao fato de
estar relacionada a ana´lise do conteu´do dos documentos (BORKO; BERNICK, 1963).
Segundo Sebastiani (2002) a categorizac¸a˜o de texto pode ser formalizada como a tarefa
de aproximar uma func¸a˜o alvo desconhecida F : D×C→ {V,F} (V = verdadeiro e F = falso)
que descreve como os documentos devem ser classificados, de acordo com o conhecimento
de um especialista. Essa func¸a˜o e´ chamada de classificador, na qual C = {c1, ...,c|c|} e´ um
conjunto finito de categorias e D e´ um conjunto finito de documentos. Caso F(d j,ci) = V ,
enta˜o d j e´ chamado de exemplo positivo de ci, enquanto F(d j,ci) = F e´ chamado de exemplo
negativo de ci.
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Sebastiani (2002) tambe´m afirma que dependendo da aplicac¸a˜o, a classificac¸a˜o de tex-
tos pode ser tanto uma tarefa de atribuir um u´nico ro´tulo ao documento ou de atribuir mu´ltiplos
ro´tulos. No caso de atribuir um u´nico ro´tulo, apenas um ci ∈ C deve ser designado para cada
d j ∈ D. No caso de atribuic¸a˜o de mu´ltiplos ro´tulos, qualquer nu´mero n em que 0 ≤ n ≤ |C|
de categorias pode ser designado para um documento d j ∈ D. O problema de classificac¸a˜o
com mais de um ro´tulo geralmente e´ tratado como um problema de classificac¸a˜o com |C| clas-
sificadores bina´rios independentes. Neste caso, o classificador consiste da composic¸a˜o de |C|
classificadores bina´rios.
Um classificador ci e´ gerado automaticamente por um processo indutivo, no qual ape-
nas observando as caracterı´sticas de um conjunto de documentos previamente classificados
como pertencentes a ci e´ capaz de descobrir a classe de um documento na˜o conhecido ante-
riormente. Para realizar a construc¸a˜o do classificador e´ necessa´rio um conjunto de documentos
S em que o valor de cada F(d j,ci) seja conhecido para cada (d j,ci) ∈ S×C, ou seja, uma base
rotulada de treinamento. Geralmente o conjunto de documentos S e´ dividido em treˆs subconjun-
tos: Tr (conjunto de treinamento), Va (conjunto de validac¸a˜o) e Te (conjunto de teste). O Tr e´ o
conjunto no qual o classificador ira´ realizar as observac¸o˜es necessa´rias para o seu aprendizado.
O Va e´ utilizado pelo engenheiro para testar os ajustes do classificador. Por fim, a performance
do classificador e´ finalmente avaliada no Te (SEBASTIANI, 2002).
Alguns algoritmos de classificac¸a˜o podem levar horas ou dias para serem treinados.
Apo´s treinados o tempo de classificac¸a˜o de um conjunto de novas instaˆncias e´ ra´pido comparado
com o tempo de treinamento. Em algumas situac¸o˜es o tempo de download de uma pa´gina
web, ou seja, o tempo que o servidor web demora para enviar o conteu´do da pa´gina ao cliente
(browser), pode ser superior ao tempo de sua classificac¸a˜o propriamente dito.
2.2 CLASSIFICAC¸A˜O AUTOMA´TICA DE PA´GINAS WEB
A classificac¸a˜o automa´tica de pa´ginas da internet, tambe´m conhecida por categorizac¸a˜o
de pa´ginas web, pode ser definida como o processo de designar a uma pa´gina web um ou mais
ro´tulos previamente definidos (MITCHELL, 1997).
A classificac¸a˜o de pa´ginasweb pode ser feita de acordo diversos objetivos: classificac¸a˜o
por assunto, classificac¸a˜o funcional, classificac¸a˜o por sentimento entre outros geˆneros existen-
tes de classificac¸a˜o. A classificac¸a˜o por assunto tem por objetivo encontrar qual e´ o assunto
ou tema principal abordado pela pa´gina, por exemplo: julgar se uma pa´gina e´ sobre “Artes”,
“esportes” ou “economia”. A classificac¸a˜o funcional esta´ preocupada em localizar qual e´ a
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func¸a˜o da pa´gina, por exemplo: “pa´gina pessoal” ou “pa´gina de curso”. Ja´ a classificac¸a˜o por
sentimento esta´ focada na opinia˜o do autor sobre o assunto tratado na pa´gina (QI; DAVISON,
2009).
Este trabalho esta´ focado na classificac¸a˜o por assunto e os demais geˆneros de classificac¸a˜o
na˜o sera˜o abordados ao longo desta dissertac¸a˜o. Sera´ pesquisada a classificac¸a˜o por assunto por
esta permitir a categorizac¸a˜o de pa´ginas de acordo com o seu tema, desta forma, possibilitando
o desenvolvimento de um classificador capaz de atuar em um filtro de conteu´do web.
Comparada com a classificac¸a˜o normal de texto a classificac¸a˜o de pa´ginas web e´ dife-
rente em va´rios aspectos. Primeiro, a classificac¸a˜o tradicional de texto tipicamente e´ executada
em uma estrutura textual bem definida pelo estilo do autor, enquanto uma colec¸a˜o de pa´ginas
web na˜o possui essa caracterı´stica. Segundo, pa´ginas web sa˜o documento semi-estruturados
em HTML (HyperText Markup Language), elas necessitam serem renderizadas para poderem
ser visualizadas pelos usua´rios. Finalmente, em documentos web existem hyperlinks que o
conectam para outros documentos; embora na˜o seja uma caracterı´stica exclusiva da web ela
e´ a principal diferenc¸a para um documento de texto comum. Devido a esses aspectos pode-
mos considerar que a classificac¸a˜o de documentos web e´ um problema diferente em relac¸a˜o a
classificac¸a˜o tradicional de textos (QI; DAVISON, 2009).
As informac¸o˜es existentes nas pa´ginas web como o conteu´do estrutural e hyperlinks
podem ser utilizadas pelo classificador, embora o seu uso na˜o seja obrigato´rio em todas as
situac¸o˜es. Essas informac¸o˜es em alguns casos podem contribuir para uma melhora na eficieˆncia
do algoritmo de classificac¸a˜o.
A sessa˜o 2.3 apresenta quais sa˜o os atributos estruturais que podem ser utilizados para
realizar a classificac¸a˜o de um documento web, enquanto a sessa˜o 2.4 apresenta os atributos
textuais que sa˜o utilizados para a classificac¸a˜o tradicional de textos e que tambe´m podem ser
utilizados para a classificac¸a˜o de pa´ginas da web.
2.3 ATRIBUTOS ESTRUTURAIS E METADADOS
Um documentoweb conforme mostrado na sessa˜o 2.2 apresenta algumas caracterı´sticas
que o diferenciam de um documento de texto comum. Entre essas caracterı´sticas esta˜o os mar-
cadores HTML (HyperText Markup Language). Um marcador HTML e´ um elemento textual
na˜o visual definido entre pareˆnteses angulares (“<” e “>”). Esses marcadores realizam a func¸a˜o
de formatac¸a˜o da linguagem.
A Tabela 1 apresenta alguns marcadores que sa˜o comuns em um documento web. Al-
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guns marcadores possuem atributos que podem ser utilizados para representar informac¸o˜es adi-
cionais sobre eles (W3C, 1999).
Tabela 1: Elementos HTML
Elemento Atributo Descric¸a˜o do Elemento
<title> Tı´tulo da pa´gina
<meta> Metadados da pa´gina
<meta> description Descric¸a˜o do conteu´do da pa´gina
<meta> keywords Palavras chaves sobre o conteu´do
<h1>, <h2>,... <h6> Tı´tulo de sessa˜o em va´rios tamanhos
<b> Texto em negrito
<i> Texto em ita´lico
<u> Texto sublinhado
<s> Texto tachado
<strong> Texto realc¸ado
<em> Texto enfatizado
<img> Inclui uma imagem na pa´gina
<img> alt, title Descric¸a˜o da imagem
<a> Link para outro local
<a> alt, title Descric¸a˜o do link
Com base nas informac¸o˜es do HTML e nos textos das pa´ginas e´ possı´vel extrair outras
informac¸o˜es que tambe´m podem ser utilizadas pelo classificador, como os metadados e dados
de formato de apresentac¸a˜o da pa´gina. Abaixo consta a relac¸a˜o de algumas das informac¸o˜es
que podem ser obtidas:
• Tamanho do texto: Total de palavras encontradas na pa´gina.
• Palavras em destaques: Total de palavras que esta˜o entre marcadores de tı´tulo ou em
negrito.
• Link para pa´ginas: Total de links para outras pa´ginas ou outros sites
• Link para imagens ou vı´deos: Total de links para arquivos de imagens ou de vı´deos
• Total de imagens: Total de imagens presentes na pa´gina
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Outra forma de extrac¸a˜o de caracterı´sticas sa˜o as me´tricas obtidas a partir de listas
de palavras relacionadas ao to´pico desejado. Nesse modelo e´ criado uma lista de palavras
usuais sobre a classe que sera´ classificada, por exemplo, caso deseja´ssemos classificar pa´ginas
como pertencendo a duas classes: “Esporte” e “Na˜o Esporte”, seria possı´vel criar uma lista
de palavras comuns encontradas em sites de esportes, tais como: “futebol”, “automobilismo”,
“teˆnis”, “basquete”, “campeonato”. A partir da lista de palavras e´ possı´vel obter os seguintes
atributos:
• Description: Total ou percentual de palavras da lista que esta˜o presentes no atributo des-
cription do HTML
• Keywords: Total ou percentual de palavras da lista que esta˜o presentes no atributoKeywords
do HTML
• Title: Total ou percentual de palavras da lista que esta˜o presentes no elemento title do
HTML
• Links: Total ou percentual de palavras da lista que esta˜o presentes em textos dos links
• Imagens: Total ou percentual de palavras da lista que esta˜o presentes em textos descritivos
das imagens
• Total palavras: Total ou percentual de palavras da lista que esta˜o presentes nos textos da
pa´gina, excluindo os textos dos elementos HTML.
No caso excepcional da pa´gina na˜o possuir determinado marcador HTML, por exem-
plo Keywords, os atributos nu´mericos relacionados a esse marcador recebem o valor zero.
Ale´m das informac¸o˜es estruturais e textuais que podem ser obtidas da pa´gina web exis-
tem as informac¸o˜es que podem ser obtidas do protocolo HTTP (Hypertext Transfer Protocol).
O protocolo HTTP e´ o protocolo utilizado na comunicac¸a˜o entre os navegadores e os servi-
dores web. Entre outras definic¸o˜es do protocolo esta´ a utilizac¸a˜o da URL (Uniform Resource
Locator), onde podem constar informac¸o˜es u´teis ao classificador (FIELDING et al., 1999).
Uma URL e´ formada pela concatenac¸a˜o de va´rias informac¸o˜es, algumas das informac¸o˜es
sa˜o obrigato´rias e outras sa˜o opcionais. Uma URL deve possuir o seguinte formato: URL =
“protocolo:” “//” host [ “:” porta ] [ caminho [ “?” query ]] , no qual:
• protocolo : Define o protocolo a ser utilizado na comunicac¸a˜o, por exemplo HTTP.
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• host: Domı´nio ou IP (Internet Protocol) do site
• porta: Porta TCP (Transmission Control Protocol) utilizada para comunicac¸a˜o, quando
na˜o informado e´ utilizada a porta padra˜o, porta 80.
• caminho: Localizac¸a˜o no host do recurso solicitado.
• query: Dados passados para o recurso solicitado, geralmente no formato chave/valor.
Os me´todos de classificac¸a˜o que utilizam exclusivamente informac¸o˜es do protocolo
HTTP possuem algumas vantagens em relac¸a˜o aos demais. Como a quantidade de caracteres
em uma URL na˜o e´ grande, o tempo de extrac¸a˜o das informac¸o˜es e´ pequeno, o que faz com que
esses me´todos sejam ra´pidos (KAN; THI, 2005). Ale´m disso, como na˜o utilizam informac¸o˜es
do protocolo HTML na˜o e´ necessa´rio que se tenha acesso ao co´digo fonte da pa´gina para clas-
sifica´-la: e´ possı´vel categoriza´-la mesmo sem ter acesso ao seu conteu´do (KAN, 2004).
2.4 PRE´-PROCESSAMENTO DE TEXTO E SELEC¸A˜O DE ATRIBUTOS TEXTUAIS
Em tarefas de processamento de texto normalmente se emprega um modelo padra˜o
para a representac¸a˜o dos documentos. Esse modelo de representac¸a˜o denominado de Vec-
tor Space Model, tambe´m chamado de modelo “bag-of-words”, foi proposto por Salton et al.
(1975). De acordo com esse modelo cada documento di ∈ D e´ composto por um conjunto de
termos indexados. Em toda a colec¸a˜o de documento D, o conjunto de termos e´ representado
como T = T1, ...,TN , no qual, N e´ o total de diferentes termos da colec¸a˜o. Assim, cada docu-
mento di corresponde a um vetor N-dimensional, ou di = [wi1,wi2, ...,wiN ], aonde wi j e´ o peso
do termo t j no documento di.
Existem va´rias formas para definir o peso wi j, ou seja, o peso do termo t j no documento
di. A forma mais simples e´ a atribuic¸a˜o de pesos booleanos, em que wi j= 1 se o termo t j aparece
no documento di, caso contra´rio recebe valor zero (BAEZA-YATES; RIBEIRO-NETO, 1999).
Antes de realizar o treinamento do classificador propriamente dito, deve-se executar
alguns processos que visam transformar o documento de forma que o mesmo possa ser tratado
pelo algoritmo de classificac¸a˜o. Esses processos sa˜o o pre´-processamento do texto e a selec¸a˜o
de atributos.
O pre´-processamento de texto pode ser definido como uma sequeˆncia de passos que
objetivam deixar o conteu´do textual na forma de uma sequeˆncia de termos. Esses passos sa˜o
(SOARES et al., 2009):
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• Tokenization: neste passo e´ realizada a quebra do fluxo de caracteres em palavras, tambe´m
chamadas de tokens. Nesse momento e´ realizado a remoc¸a˜o de alguns caracteres, tais
como caracteres especiais, nu´meros, sinais de pontuac¸a˜o e separac¸a˜o sila´bica. Tambe´m
e´ realizado a conversa˜o de todos os caracteres para minu´sculo (ou maiu´sculo), assim e´
possı´vel agrupar palavras ideˆnticas. No caso de pa´ginas web nessa fase tambe´m ocorre a
remoc¸a˜o dos marcadores HTML (BAEZA-YATES; RIBEIRO-NETO, 1999).
• Remoc¸a˜o de Stopwords: palavras que sa˜o muito comuns em determinado idioma sa˜o
chamadas de stopwords. Elas na˜o ajudam na classificac¸a˜o de textos devido a estarem
presentes em va´rios documentos e carregarem pouco conteu´do semaˆntico, e por isso de-
vem ser removidas. Essas palavras incluem pronomes, artigos, adve´rbios, preposic¸o˜es,
conjunc¸o˜es e qualquer palavra que possua ate´ dois caracteres (BAEZA-YATES; RIBEIRO-
NETO, 1999).
• Stemming: e´ o processo que realiza a transformac¸a˜o de cada termo para o radical corres-
pondente, por meio da remoc¸a˜o de prefixos e sufixos dos termos. Algoritmos de stemming
teˆm desempenhos diferentes de acordo com o idioma do documento; assim algoritmos
escritos para o idioma Ingleˆs dificilmente tera˜o bons resultados para o Portugueˆs. Esse
passo e´ opcional podendo na˜o ser aplicado em determinadas situac¸o˜es (BAEZA-YATES;
RIBEIRO-NETO, 1999).
• N-Grams: nesta etapa todo o texto e´ analisado e agrupado em sequeˆncias contı´nuas de
N caracteres. Um N-gram com N igual a 1 e´ chamado de unigrama; com N igual a 2
e´ denominado bigrama; com N igual a 3 e´ chamado de trigrama; com N maior que 3
e´ chamado por 4-gram, 5-gram e assim por diante (CAVNAR; TRENKLE, 1994). A
conversa˜o em N-grams tambe´m e´ uma etapa opcional, e seu uso depende da aplicac¸a˜o.
Ao final do pre´-processamento os documentos passam a serem representados por uma
sequeˆncia de termos ou palavras, chamado de vetor de termos. O passo seguinte e´ a construc¸a˜o
de um diciona´rio, no qual cada termo e´ representado por um valor nume´rico. O tamanho do di-
ciona´rio e´ igual a` quantidade de termos u´nicos encontrados nos documentos. O pro´ximo passo e´
a obtenc¸a˜o de um documento codificado onde cada termo e´ substituı´do pelo seu correspondente
valor no diciona´rio. A Figura 1 mostra um exemplo de pre´-processamento de texto.
Apo´s a conversa˜o dos termos por valores nume´ricos, os documentos esta˜o prontos para
que seja realizada a selec¸a˜o dos atributos que sera˜o utilizados pelo algoritmo de classificac¸a˜o.
Inicialmente todos os termos poderiam ser considerados na representac¸a˜o de um documento,
cada um deles correspondendo a um atributo a ser empregado pelo classificador. A selec¸a˜o
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consiste em escolher determinados termos para que eles passem a representar todo o conjunto de
documentos. Este e´ um processo de reduc¸a˜o de dimensionalidade, visando diminuir o nu´mero
de atributos utilizados pelo classificador (PORTER, 1980), (SOARES et al., 2009), (FORMAN,
2003).
Atenção com o exemplo! temos 1 exemplo de pré-processamentoTexto Original:
atenção com o exemplo temos exemplo de pré processamentoEncontrar os Tokens:
atenção exemplo temos exemplo processamento
aten exempl ter exempl processRealizar Stemming:
Substituição dos termos:    1        2       3       2          4
Dicionário
aten:
exempl:
ter:
process:
1
2
3
4
Remover Stopwords:
1°
2°
3°
4°
Figura 1: Exemplo de Pre´-Processamento de Texto
A selec¸a˜o de atributos possui va´rios benefı´cios potenciais, entre os quais: facilitar
a visualizac¸a˜o e entendimento dos dados, reduzir os custos com armazenamento, diminuir
o tempo de treinamento e aumentar a taxa de acerto do classificador (SEBASTIANI, 2002),
(GUYON; ELISSEEFF, 2003).
A forma mais simples de selec¸a˜o de atributos consiste na abordagem filtro, onde se
utiliza uma me´trica para estimar a qualidade do atributo. Uma me´trica de avaliac¸a˜o e´ aplicada
individualmente a cada atributo, gerando um ı´ndice de qualidade para cada um dos atributos
em seguida e´ criado uma lista L de atributos ordenados pelo ı´ndice de qualidade. Sa˜o selecio-
nados os N primeiros atributos da lista L formando o conjunto de atributos que sera´ empregado
pelo classificador (FORMAN, 2003). As me´tricas comumente utilizadas para estimativa de
qualidade de atributos sa˜o: TF (Term Frequency), TFIDF (Term Frequency Inverse Document
Frequency) e Ganho de Informac¸a˜o.
O TF mede a quantidade de vezes que um termo ocorre em determinado documento
ou t f (t,d) = f req(t,d) para um termo t e um documento d. Assim nesta me´trica a qualidade
do atributo e´ proporcional a sua frequeˆncia nos documentos, quanto maior a frequeˆncia maior a
qualidade. Para calcular a qualidade do atributo utiliza-se a fo´rmula 1, na qual: Qi representa a
qualidade do atributo ti e N e´ o total de documentos da colec¸a˜o (SALTON; BUCKLEY, 1988),
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(YANG; PEDERSEN, 1997).
Qi =
N
∑
j=0
t f (ti,d j) (1)
A me´trica TFIDF tambe´m mede a frequeˆncia de termos nos documentos, pore´m nesta
medida os termos que aparecem na maioria dos documentos possuem um peso menor. Nesta
me´trica a qualidade do atributo e´ maior quando ele possuir alta frequeˆncia em um documento
pore´m na˜o for comum no conjunto de documentos. As equac¸o˜es 3 e 2 demonstram como e´
realizado o ca´lculo, conforme pode-se ver o IDF (Inverse Document Frequency) e´ inversamente
proporcional ao logaritmo do total de documentos em que o termo aparece, sendo N o total de
documentos da colec¸a˜o e d(t) o total de documentos em que o termo t esta´ presente (SALTON;
BUCKLEY, 1988), (YANG; PEDERSEN, 1997).
id f (t) = log(
N
d(t)
) (2)
Qi =
N
∑
j=0
t f (ti,d j)× id f (ti,N) (3)
O Ganho de informac¸a˜o, mede a quantidade de partic¸o˜es de informac¸a˜o obtidas para a
predic¸a˜o da categoria atrave´s da presenc¸a ou auseˆncia de um termo no documento. A qualidade
atribuı´da por esta me´trica sera´ maior quanto maior for a capacidade do atributo conseguir sepa-
rar um conjunto de exemplos em categorias. Esta me´trica e´ utilizada no campo de aprendiza-
gem de ma´quina, como por exemplo na construc¸a˜o de a´rvores e regras de decisa˜o (QUINLAN,
1986). As equac¸o˜es 4, 5 e 6 apresentam como e´ realizado o ca´lculo.
O ganho mede o quanto um atributo e´ capaz de separar um conjunto de exemplos em
categorias.
GanhoIn f o(F) = A+B (4)
A= P(W )×P(W )∑
i
P(Ci|W )× log P(Ci|W )P(Ci) (5)
B= P(W¯ )×P(W )∑
i
P(Ci|W¯ )× log P(Ci|W¯ )P(Ci) (6)
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Nestas fo´rmulas: GanhoIn f o(F) e´ o ganho de informac¸a˜o da caracterı´stica F ; F e´ a
caracterı´stica que representa a palavraW ; P(W ) e´ a probabilidade de ocorrer a palavraW ; P(W¯ )
e´ a probabilidade de na˜o ocorrer a palavra W ; P(Ci) e´ a probabilidade de ocorreˆncia da i-e´sima
classe; P(Ci|W ) e´ a probabilidade condicional de ocorrer a i-e´sima classe dado a palavra W ;
P(Ci|W¯ ) e´ a probabilidade condicional de ocorrer a i-e´sima classe dado a na˜o ocorreˆncia da
palavra W (YANG; PEDERSEN, 1997). Nas aplicac¸o˜es as probabilidades acima indicadas sa˜o
estimadas de acordo com as frequeˆncias correspondentes.
Por fim, apo´s selecionados os atributos e definido os pesos, a colec¸a˜o de documentos
passa a ser representada por uma matriz de dimensa˜o M×N, na qual M e´ o total de documentos
e N o total de atributos (termos). A matriz serve como informac¸a˜o de entrada dos algoritmos de
aprendizado de ma´quina.
2.5 EXEMPLO DE CLASSIFICAC¸A˜O DE UMA PA´GINA WEB
A sessa˜o 2.3 mostrou os atributos estruturais e metadados que podem ser utilizados na
classificac¸a˜o de sites, enquanto a sessa˜o 2.4 abordou o pre´-processamento de texto e a selec¸a˜o
de atributos textuais. Nesta sessa˜o sera´ apresentado um exemplo de obtenc¸a˜o destes atributos
de uma pa´gina web.
Em um exemplo hipote´tico considere um classificador que tenha como objetivo encon-
trar sites na internet que falem sobre assuntos relacionados a Copa do Mundo de 2014. Para o
classificador em questa˜o foi definido a utilizac¸a˜o de lista de palavras chaves, apo´s uma pesquisa
em sites relacionados ao tema. Foram escolhidas as seguintes palavras para compor a lista:
“copa”, “mundo”, “2014” ,“brasil”,“futebol”.
A pa´gina hipote´tica: www.portaldacopadomundo.gov.br possui o co´digo HTML que
consta na Figura 2. Apo´s renderizada pelo navegador esta pa´gina produz uma imagem similar
a da Figura 3.
Com base no co´digo HTML da pa´gina (Figura 2) podem-se obter diversos atributos
estruturais e metadados que podera˜o ser utilizados pelo classificador. A Tabela 2 apresenta
atributos que foram extraı´dos da pa´gina de exemplo.
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<html>
<head>
 <meta name="description" content="Portal da Copa do mundo de 2014. Site com
  informações
  sobre estádios e hotéis das cidades-sede">
 <meta name="keywords" content="portal, copa, mundo, 2014, brasil, sedes, estádios,
  hotéis">
 <title>Portal da Copa do Mundo</title>
 <style type="text/css">
     p {color: green; }
     a {text-decoration: none; color: #01F; font-weight: bold; }  
  </style>
<head>
<body>
<center>
 <img src="copa.jpg" title="Emblema da Copa do Mundo de 2014"> 
</center>
<p> A Copa do Mundo da <a href="http://pt.ﬁfa.com/" title="Site da FIFA" > FIFA </a> é um 
dos maiores eventos esportivos do planeta. Em 2014, o Brasil será novamente sede do 
torneio. A vigésima Copa do Mundo da FIFA ocorrerá 64 anos depois da edição em que a <a 
href="http://www.cbf.com.br/" title="Site da CBF"> seleção </a> nacional se sagrou vice-
campeã mundial em pleno Maracanã. </p>
<p> Neste site você encontra todas as informações sobre o maior evento esportivo do 
futebol mundial. Conheça as cidades-sede, os estádios e acompanhe as últimas notícias 
sobre a copa. </p>
<body>
<html>
Figura 2: Co´digo HTML da Pa´gina de Exemplo
Tabela 2: Atributos Extraı´dos do Co´digo HTML da Pa´gina de Exemplo
Atributo Valor
Total de palavras do texto 76
Total de links para pa´ginas 2
Total de links para imagens 0
Total de imagens na pa´gina 1
Total de termos da lista presentes no atributo description 3
Total de termos da lista presentes no atributo keywords 4
Total de termos da lista presentes no atributo title 2
Total de termos da lista presentes em textos dos links 0
Total de termos da lista presentes em textos descritivos da imagens 3
Total de termos da lista presentes no texto da pa´gina 8
Total de termos da lista presentes na URL 2
Ale´m dos atributos extraı´dos do co´digo HTML e´ possı´vel extrair atributos textuais que
tambe´m podem ser utilizados pelo classificador. A Figura 4 apresenta o processo de extrac¸a˜o
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Figura 3: Renderizac¸a˜o pelo Navegador da Pa´gina de Exemplo
dos atributos textuais da pa´gina de exemplo (Figura 3). Nesse exemplo foi aplicado o algoritmo
de stemming proposto por Soares et al. (2009). No diciona´rio ao lado do termo e´ apresentando
o valor do TF (Term Frequency) que representa a frequeˆncia com que ocorre o termo no texto.
2.6 ALGORITMOS DE CLASSIFICAC¸A˜O
Nesta sessa˜o sera´ apresentada uma breve descric¸a˜o dos algoritmos de classificac¸a˜o
utilizados neste trabalho. Conforme explicado na sessa˜o 2.1 um classificador e´ uma func¸a˜o ma-
tema´tica que mapeia dados de entrada em um conjunto finito de categorias. Primeiramente sera´
abordado o classificador probabilı´stico Naı¨ve Bayes. As redes neurais artificias do tipo MLP
(multilayer perceptron) sa˜o abordadas na sequeˆncia. Em seguida, explica-se o funcionamento
dos algoritmos de a´rvore de decisa˜o ID3 e C4.5, e em seguida do classificador KNN (K vizi-
nhos mais pro´ximos) que e´ um classificador fundamentado no me´todo de aprendizado baseado
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esportivos do planeta. Em 2014, o Brasil será novamente 
sede do torneio. A vigésima Copa do Mundo da FIFA 
ocorrerá 64 anos depois da edição em que a  seleção  
nacional se sagrou vice-campeã mundial em pleno 
Maracanã. 
Neste site você encontra todas as informações sobre o 
maior evento esportivo do futebol mundial. Conheça as 
cidades-sede, os estádios e acompanhe as últimas 
notícias sobre a copa. 
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Texto Original
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Texto após realizado a substituição dos Termos
Figura 4: Representac¸a˜o do Processo de Extrac¸a˜o de Atributos Textuais da Pa´gina de Exemplo
em instaˆncias. Por fim, aborda-se o SVM (Ma´quinas de Vetores de Suporte), constituı´do por
um classificador obtido a partir de um processo de otimizac¸a˜o que visa maximizar as margens
existentes entre os componentes das classes mais pro´ximos da superfı´cie de separac¸a˜o.
2.6.1 NAI¨VE BAYES
O classificador Naı¨ve Bayes e´ um classificador probabilı´stico baseado na aplicac¸a˜o do
teorema de Bayes que relaciona a probabilidade de uma hipo´tese dada a observac¸a˜o de uma
evideˆncia e a probabilidade da evideˆncia dada pela hipo´tese. Uma caracterı´stica importante
desse classificador e´ que ele parte do princı´pio que todos os atributos sa˜o independentes. Em
outras palavras, o classificador Naı¨ve Bayes acredita que a` presenc¸a ou a auseˆncia de uma
determinada caracterı´stica da classe na˜o esta´ relacionada a presenc¸a ou auseˆncia de nenhuma
outra caracterı´stica desta classe; daı´ vem o nome Naı¨ve (ingeˆnuo) do algoritmo (MITCHELL,
1997).
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O ca´lculo de probabilidade utilizada por esse classificador e´ fundamentado pelo teo-
rema de Bayes, representado pela equac¸a˜o 7 (DUDA; HART, 1973).
P(h|D) = P(D|h)P(h)
P(D)
(7)
Na qual:
• P(h) A probabilidade a priori da hipo´tese h antes da observac¸a˜o do exemplo de trei-
namento D que reflete o conhecimento de fundo sobre h. Caso na˜o se disponha deste
conhecimento deve-se considerar que todas as hipo´teses sa˜o equiprova´veis.
• P(D) A probabilidade inicial ou probabilidade a priori do exemplo de treinamento D, ou
seja, a probabilidade do exemplo D ser observado sem que o conhecimento sobre qual
hipo´tese h e´ verdadeira para D.
• P(D|h) A probabilidade de D condicional a h, ou seja, a probabilidade de D ocorrer
sabendo-se que h e´ verdadeira.
• P(h|D) A probabilidade a posteriori de h dado D, ou seja, a probabilidade da hipo´tese h
ser verdadeira face a ocorreˆncia do exemplo de treinamento D.
A abordagem utilizada pelo classificador Bayesiano para categorizar uma nova instaˆncia
consiste em classifica´-la com o valor mais prova´vel, Ys, dado os valores de atributos de entrada
< x1,x2, ...,xn > que o descrevem e um conjunto de prova´veis valores Y . A fo´rmula para o
ca´lculo de Ys e´ mostrada na Equac¸a˜o 8 (DUDA; HART, 1973).
Ys = argmax
y j∈Y
P(y j)
n
∏
i=1
P(xi|y j) (8)
O Naı¨ve Bayes conhecido por sua simplicidade e eficieˆncia, possui uma estrutura
fixa e paraˆmetros ajusta´veis. Embora o princı´pio da independeˆncia de varia´veis seja uma
simplificac¸a˜o, em muitos casos os resultados obtidos sa˜o satisfato´rios (MCCALLUM; NIGAM,
1998).
2.6.2 PERCEPTRONS MULTICAMADAS
A Multilayer Perceptron (MLP), ou perceptron multicamadas, e´ uma classe de redes
neurais artificiais (RNA) cuja propagac¸a˜o dos ca´lculos ocorre num u´nico sentido, ou “para a
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frente” (feedforward) sem a ocorreˆncia de lac¸os. Esse modelo de rede e´ composto: por uma
camada de entrada; por uma ou mais camadas intermedia´rias, tambe´m chamadas de camadas
ocultas e por uma camada de saı´da, responsa´vel diretamente pelos valores de saı´da da MLP. Os
no´s dessa rede sa˜o constituı´dos por neuroˆnios simples ou perceptrons, que sa˜o conectados da
seguinte forma: as saı´das dos neuroˆnios de uma camada formam a entrada dos neuroˆnios da
camada seguinte (MITCHELL, 1997).
A MLP pode ser vista como uma modificac¸a˜o no algoritmo perceptron possibilitando
que seja realizado a classificac¸a˜o de dados que na˜o sa˜o linearmente separa´veis, os quais na˜o
poderiam ser corretamente categorizados pelo algoritmo original (MINSKY; PAPERT, 1969).
Neste tipo de rede o sinal de entrada propaga-se para a frente, camada por camada,
desde a camada de entrada ate´ a camada de saı´da. As MLPs teˆm sido aplicadas com sucesso
em diversos problemas de reconhecimento de padro˜es. Um dos motivos do sucesso da MLP
e´ o seu algoritmo de aprendizado, fundamentado na retropropagac¸a˜o do erro durante a fase de
treinamento da rede (backpropagation) (HECHT-NIELSEN, 1989).
A aprendizagem por retro propagac¸a˜o de erro e´ realizada em duas etapas. Na primeira
etapa o vetor de entrada e´ aplicado aos neuroˆnios da primeira camada, propagando o seu efeito
para a frente, atrave´s da rede camada a camada, usando pesos sina´pticos fixos inicialmente, um
elemento de compensac¸a˜o ou bias e uma func¸a˜o de ativac¸a˜o para os neuroˆnios. Apo´s propagar-
se pela camada de saı´da tem-se a resposta da rede ao vetor apresentado na camada de entrada.
Na segunda etapa e´ aplicado uma regra para ca´lculo de erro. Levando-se em considerac¸a˜o a
diferenc¸a entre a resposta produzida pela rede e a desejada, reajustam-se os pesos sina´pticos e
repete-se o processo de propagac¸a˜o, pore´m, dessa vez para tra´s. Este processo e´ executado ite-
rativamente ate´ que a resposta produzida pela rede apresente erro pro´ximo a limiares aceita´veis
para a tarefa (HORNIK et al., 1989).
A Figura 5 apresenta um grafo estrutural de um perceptron de mu´ltiplas camadas com
duas camadas ocultas (PAL; MITRA, 1992). Nessa Figura, temos: o vetor de entrada que possui
tamanho m, sendo representado pelas varia´veis xi; a indicac¸a˜o das camadas ocultas representa-
das pela letra k; a camada de saı´da representada por y. Nota-se que a quantidade de neuroˆnios
na camada de saı´da na˜o precisa necessariamente coincidir com a quantidade de neuroˆnios nas
camadas ocultas.
Considerando um problema de classificac¸a˜o com apenas duas classes, podemos trata´-lo
utilizando uma rede MLP com uma camada oculta, um dado vetor de entrada x=(x1,x2, ...,xd)T
e um neuroˆnio na camada de saı´da. Esse problema hipote´tico pode ser tratado por uma rede
MLP que utiliza as equac¸o˜es 9 e 10 (MITCHELL, 1997).
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Figura 5: Grafo Arquitetural de um Perceptron Multicamadas com Duas Camadas Ocultas
z j = gt(
D
∑
d=1
w jdxd+w j0) (9)
f = ht(
J
∑
j=1
v jz j+ v0) (10)
Nas quais:
• z j, j=1, 2, ..., J representam as ativac¸o˜es de no´s computacionais na camada oculta,
• w jd sa˜o os pesos entre a camada de entrada e a camada oculta,
• v j sa˜o os pesos entre a camada oculta e a camada de saı´da f,
• w j0,v0 sa˜o os biases para as camadas oculta e de saı´da, respectivamente.
• ht e gt sa˜o func¸o˜es de ativac¸a˜o de cada neuroˆnio da rede. Em geral sa˜o utilizadas func¸o˜es
na forma tanh(t) ou 1/(1+ e−t).
A MLP e´ uma rede neural que utiliza aprendizado supervisionado. Existem outras
redes neurais que utilizam te´cnicas de aprendizado na˜o supervisionado, por exemplo: (a) Self-
OrganizingMap (SOM) proposta por Kohonen (1982) que apo´s treinada produz uma representac¸a˜o
dos dados em uma dimensa˜o menor, sendo u´teis para visualizac¸a˜o de dados que esta˜o em alta
dimensa˜o (FLEXER, 2001); (b) Fuzzy ART que implementa lo´gica fuzzy para reconhecimento
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de padro˜es usando a teoria ART (Adaptive Resonance Theory. A teoria ART foi introduzida
por Grossberg (1976) para explicar como ocorre o processamento de informac¸o˜es pelo ce´rebro
humano. O classificador Fuzzy usando esse conceito foi proposto por Carpenter et al. (1991),
possuindo como uma de suas principais caracterı´stica a velocidade de treinamento.
2.6.3 A´RVORES DE DECISA˜O
A´rvores de decisa˜o (AD) sa˜o me´todos para aproximac¸a˜o de func¸o˜es-alvo baseadas em
valores. A representac¸a˜o desta func¸a˜o ocorre atrave´s de uma a´rvore de regras se-enta˜o, na qual
cada no´ representa um teste de atributo e as folhas representam o conceito-alvo (MITCHELL,
1997).
A Figura 6 apresenta um exemplo de uma AD que utiliza informac¸o˜es clima´ticas para
a infereˆncia se sera´ possı´vel jogar teˆnis durante um determinado dia (MITCHELL, 1997). Na
figura cada no´ - representado por um retaˆngulo - e´ um teste sobre um atributo e os ramos que
o seguem imediatamente sa˜o os possı´veis valores que este atributo pode assumir. Os atributos
que constam na a´rvore sa˜o: Previsa˜o, Umidade e Vento. O processo de classificac¸a˜o tem inı´cio
com a apresentac¸a˜o de uma instaˆncia de valores de atributos para a a´rvore, o primeiro teste do
no´ raiz e´ enta˜o efetuado (Previsa˜o). Apo´s isso, o ramo correspondente ao valor do atributo na
instaˆncia conduzira´ o fluxo de avaliac¸a˜o para o no´ seguinte, e assim sucessivamente ate´ que um
valor (sim ou na˜o) seja obtido.
Retornando ao exemplo da Figura 6, uma instaˆncia com os seguintes valores de atri-
butos: Previsa˜o=Ensolarado, Umidade=Alta e Vento=Forte produzira´ como classificac¸a˜o Jo-
garTeˆnis=Na˜o.
A´rvores de decisa˜o representam conceitos na forma de disjunc¸o˜es (cla´usulas OU ∪)
e conjunc¸o˜es (cla´usulas E ∩) de restric¸o˜es sobre os valores dos atributos. Por exemplo, se o
tempo estiver ensolarado e o ı´ndice de umidade estiver normal, as condic¸o˜es estara˜o propı´cias
para se jogar teˆnis. Usando conjunc¸o˜es e disjunc¸o˜es pode-se representar a regra pela equac¸a˜o
11.
Tempo= Ensolarado∩Umidade= normal⇒ JogarTenis= Sim (11)
Os algoritmos que geram a´rvores de decisa˜o, como o ID3 desenvolvido por Quinlan
(1986) e o C4.5 (QUINLAN, 1993), promovem uma busca pelo espac¸o de hipo´teses pela me-
lhor hipo´tese (a´rvore) para a representac¸a˜o do conceito-alvo. No C4.5, por exemplo, a busca
pela hipo´tese inicia-se pela escolha do primeiro atributo a ser testado, ou seja, o atributo raiz da
35
Previsão
Umidade Vento
Ensolarado Nublado Chuvoso
Alta Normal Forte Fraco
Não Sim Não Sim
Sim
Figura 6: Exemplo de A´rvore de Decisa˜o
a´rvore. Uma avaliac¸a˜o sobre o conjunto de treinamento busca identificar o atributo que isola-
damente possui o maior poder de segmentac¸a˜o entre as classes. A avaliac¸a˜o e´ conduzida sobre
uma propriedade estatı´stica denominada ganho de informac¸a˜o (information gain).
Para definir o ganho de informac¸a˜o primeiramente e´ necessa´rio entender o conceito
de Entropia. Entropia caracteriza a impureza dos dados de uma colec¸a˜o e pode ser calculada
usando a Equac¸a˜o 12.
Entropia(S) =−P⊕ logP⊕−P	 logP	 (12)
No qual, P⊕ e´ a proporc¸a˜o de exemplos positivos em S e P	 a de exemplos negativos.
A Entropia sera´ mı´nima, igual a 0, quando todos os exemplos do conjunto S pertencem a` mesma
classe. Por outro lado, a Entropia sera´ ma´xima, igual a 1, quando o conjunto de dados for
heterogeˆneo, ou seja, quando a quantidade de exemplos positivos em S for igual a de negativos.
No caso do nu´mero de exemplo positivos e negativos serem desiguais a entropia sera´ um valor
entre 0 e 1.
Quando o conjunto de dados S possui c classes distintas a Entropia dele pode ser
calculada pela Equac¸a˜o 13, na qual: pi e´ a proporc¸a˜o de dados em S que pertencem a` classe i;
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c e´ o total de classes.
Entropia(S) =
c
∑
i=1
−pi log2 pi (13)
Uma vez entendido o conceito de Entropia pode-se explicar a sua relac¸a˜o com o ganho
de informac¸a˜o. O atributo de maior ganho e´ definido a partir de entropia como simplesmente a
reduc¸a˜o esperada na entropia causada pelo particionamento dos exemplos por este atributo. A
Equac¸a˜o 14 explica como realizar o ca´lculo do ganho de informac¸a˜o.
Ganho(S,A) = Entropia(S)−
n
∑
x∈P(A)
Sx
S
Entropia(Sx) (14)
Na qual:
• P(A): um conjunto dos valores que A pode assumir.
• n: o total de elementos do conjunto P(A).
• x: um elemento do conjunto P(A).
• Sx: o subconjunto de S formado pelos dados em que A= x.
Um problema enfrentado pelas te´cnicas de AD e´ o superajustamento da hipo´tese aos
dados, o que faz com que o algoritmo tenha uma queda significativa no seu desempenho predi-
tivo. Para evitar que isso ocorra, alguns mecanismos podem ser utilizados como a pre´-poda e a
po´s-poda. A pre´-poda tem por objetivo controlar o superajustamento durante a fase de treina-
mento, o que pode ser feito, por exemplo, por meio do descarte do alguns exemplos. A po´s-poda
consiste em tratar do superajustamento apo´s a induc¸a˜o do modelo de classificac¸a˜o, isso pode
ser feito por meio de corte de alguns dos ramos da AD (MITCHELL, 1997).
2.6.4 K VIZINHOS MAIS PRO´XIMOS
O KNN (do ingleˆs K-Nearest Neighbor), ou K vizinhos mais pro´ximos, e´ um me´todo
de classificac¸a˜o que utiliza o paradigma do aprendizado baseado em instaˆncias. O paradigma
tem como pressuposto que se duas instaˆncias sa˜o similares, enta˜o elas pertencem a` mesma
classe. Deste modo, quando uma nova instaˆncia e´ similar a uma instaˆncia conhecida, a classe
desta e´ atribuı´da a nova instaˆncia (MITCHELL, 1997).
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O KNN na˜o gera um modelo explı´cito a partir do conjunto de dados de treinamento,
em contraposic¸a˜o com me´todos de classificac¸a˜o de outros paradigmas, que durante a fase de
treinamento geram um modelo explı´cito de classificac¸a˜o e depois disso podem descartar os
dados de treinamento. Devido a isso e´ denominado de lazy (preguic¸oso).
O algoritmo KNN relaciona cada uma das instaˆncias a um ponto em uma espac¸o m-
dimensional, sendo que m e´ o nu´mero de atributos de entrada que descrevem o conjunto de
dados. Assim, quando um novo exemplo necessita ser classificado, a similaridade com os
exemplos ja´ conhecidos e´ calculada por meio da distaˆncia de tais instaˆncias em relac¸a˜o a nova
instaˆncia.
Diversas medidas de distaˆncias podem ser utilizadas. Para que a medida de distaˆncia
seja considerada uma me´trica va´lida ela deve satisfazer as seguintes condic¸o˜es:
• d(x,y)≥ 0
• d(x,y) = 0, se e somente se x= y
• d(x,y) = d(y,x)
• d(x,z)≤ d(x,y)+d(y,z)
Onde x,y,z sa˜o instaˆncias e d(x,y) a distaˆncia entre as instaˆncias x e y.
Uma das distaˆncia que pode ser utilizada no ca´lculo de similaridade e´ a distaˆncia eu-
clidiana. Para o ca´lculo desta distaˆncia e´ considerado os valores dos atributos de cada instaˆncia.
Considerando x =< x1,x2,x3, ...,xm > e y =< y1,y2,y3, ...,ym > sendo as instaˆncia com seus
respectivos vetores de atributos, a distaˆncia entre os dois exemplos x e y pode ser ca´lcula pela
Equac¸a˜o 15.
d(x,y) =
√
m
∑
i=1
(xi− yi)2 (15)
Ale´m da distaˆncia euclidiana outras me´tricas podem ser utilizadas, por exemplo: a
distaˆncia de Manhattan representada pela Equac¸a˜o 16; a distaˆncia ma´xima expressada pela
Equac¸a˜o 17; a distaˆncia de Minkowski calculada pela fo´rmula 18. Usando a distaˆncia de Min-
kowski e´ possı´vel obter a distaˆncia euclidiana, para isso basta definir q= 2 e wi = 1. A distaˆncia
de Manhattan tambe´m pode ser obtida definido o q = 1 e wi = 1 na fo´rmula de Minkowski
(JAIN; DUBES, 1988).
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d(x,y) =
m
∑
i=1
|xi− yi| (16)
d(x,y) =
m
max
i=1
|xi− yi| (17)
d(x,y) = q
√
m
∑
i=1
wi|xi− yi|q (18)
Apo´s realizado o ca´lculo da distaˆncia deve-se definir o valor de k. Quando k e´ igual a
1, a classe do novo exemplo sera´ igual a` classe do exemplo com a menor distaˆncia em relac¸a˜o
a ele. No caso de k ser maior que 1, e´ formada uma lista contendo os k vizinhos mais pro´ximos
ao novo exemplo. Apo´s formada a lista e´ utilizado a Equac¸a˜o 19 para determinar a classe a qual
o novo exemplo pertence.
Y = argmax
v
∑
(Ti,Yi)∈Dz
f (v= Yi) (19)
Na Equac¸a˜o 19, v representa um ro´tulo, (Ti,Yi) sa˜o exemplos pertencentes a` lista dos
k vizinhos mais pro´ximos (Dz); f () e´ uma func¸a˜o que retorna o valor 1 se v = Yi e 0 caso
contra´rio. De modo geral, a Equac¸a˜o 19 encontra o ro´tulo que estiver mais presente na lista dos
vizinhos mais pro´ximos (COVER; HART, 1967).
A Figura 7 apresenta duas classes dispostas em um espac¸o bidimensional, a classe das
estrelas e a classe dos retaˆngulos, um novo elemento (o circulo) deve ser classificado como per-
tencente a uma das duas classes. Usando o classificador KNN, com a distaˆncia euclidiana como
me´trica de similaridade, podemos classificar o novo elemento de acordo com os elementos mais
pro´ximos. Quando o k e´ igual a 1, o elemento mais pro´ximo pertence a classe dos retaˆngulos e
esta classe sera´ atribuı´da ao circulo. Usando um k igual a 3 sera˜o utilizados os treˆs elementos
mais pro´ximos, todos esta˜o dentro do circulo tracejado, nesta situac¸a˜o um elemento pertecence
a classe dos triaˆngulos e dois elementos pertencem a classe dos retaˆngulos sendo enta˜o esta
classe designada ao novo elemento (COVER; HART, 1967).
Ainda sobre o classificador KNN, um problema que afeta o seu funcionando, na˜o
apenas o seu funcionamento mas tambe´m os dos demais classificadores, e´ o aumento da di-
mensionalidade. A dimensionalidade aumenta na mesma proporc¸a˜o do aumento do total de
atributos utilizados. Em espac¸os com muitas dimenso˜es as amostram se tornam esparsas e pou-
cos similares. Assim tem-se um nu´mero maior de objetos distantes um dos outros e tambe´m a
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ocorreˆncia de objetos equidistantes entre si. Nesse cena´rio a capacidade de predic¸a˜o do classifi-
cador e´ diminuı´da, tendo como consequeˆncia uma diminuic¸a˜o do ı´ndice de acerto do algoritmo
de aprendizagem.
0.0 1.0 2.0 3.0 4.0 5.0 6.0- 1.0- 2.0- 3.0- 4.0- 5.0- 6.0
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- 4.0
- 5.0
- 6.0
K=1
K=3
Class A
Class B
Unknown
Figura 7: Exemplo de Classificac¸a˜o Utilizando o Me´todo KNN
2.6.5 MA´QUINAS DE VETORES DE SUPORTE
As Ma´quinas de Vetores de Suporte, ou Support Vector Machine (SVM) sa˜o um con-
junto de algoritmos supervisionados que normalmente sa˜o utilizadas para a obtenc¸a˜o de clas-
sificadores lineares e bina´rios, ou seja, classificadores que separam exemplos em duas classes,
geralmente denominadas de classe positiva e classe negativa (CORTES; VAPNIK, 1995). O
uso de SVM para classificac¸a˜o de textos foi inicialmente proposto por Joachims (1998), que
realizou um estudo empı´rico mostrando as vantagens do uso desse classificador em relac¸a˜o aos
demais.
O algoritmo de aprendizado baseado em SVM tem por objetivo a separac¸a˜o o´tima de
classes. Para tanto utiliza-se um processo de otimizac¸a˜o. O objetivo e´ maximizar a “margem”,
ou distaˆncia entre um hiperplano de separac¸a˜o e os pontos (vetores de suporte) mais pro´ximos
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a` regia˜o de separac¸a˜o entre as classes (CRISTIANINI; SHAWE-TAYLOR, 2000).
A Figura 8 mostra dois possı´veis separadores lineares de classes. Diante de diversas
possibilidades para obtenc¸a˜o de uma func¸a˜o separadora de classes, deve-se avaliar qual e´ a
func¸a˜o que faz a melhor distinc¸a˜o entre duas categorias diferentes de dados. A func¸a˜o de
decisa˜o que faz a melhor separac¸a˜o e´ aquela que apresenta a maior margem entre as duas classes
analisadas. A margem pode ser definida como a soma das distaˆncias entre os pontos de ambas
as classes que sa˜o mais pro´ximos a func¸a˜o de separac¸a˜o. Para facilitar o entendimento do
conceito de margem, introduz-se o conceito de Support Vectors, que da˜o nome ao algoritmo
(CRISTIANINI; SHAWE-TAYLOR, 2000).
Margem Estreita Margem Larga
Figura 8: Exemplo de Dois Separadores de Classes e suas Margens
Vetores de Suporte (ou Support Vectors) sa˜o os pontos de ambas as classes que esta˜o
mais pro´ximos do separador de classes. A determinac¸a˜o destes Vetores de Suporte e´ fundamen-
tal para o estabelecimento da func¸a˜o separadora das classes, pois o algoritmo faz uso destes
dados para gerar a classificac¸a˜o. Na Figura 8 verifica-se, portanto, que o classificador da direita
e´ o mais adequado, pois o separador o´timo de classes apresenta a maior margem entre a func¸a˜o
de separac¸a˜o e os Vetores de Suporte.
A func¸a˜o de separac¸a˜o das classes tambe´m e´ chamada de hiperplano de separac¸a˜o.
No caso dos atributos do espac¸o amostral estarem distribuı´dos em um espac¸o bidimensional o
hiperplano de separac¸a˜o sera´ uma reta, de dimensa˜o u´nica. O hiperplano de separac¸a˜o o´tima e´
conhecido como Optimal Separating Hyperplane (OSH) (BURGES, 1998).
O treinamento de uma SVM pode ser visto como a resoluc¸a˜o de um problema de
otimizac¸a˜o. Considere um conjunto de dados de treinamento linearmente separa´vel com N
41
instaˆncias rotuladas (x1,y1), ...,(xn,yn). Cada elemento do conjunto tem o ro´tulo da classe igual
a+1 para classe positiva e a−1 para classe negativa. A func¸a˜o de classificac¸a˜o e´ um hiperplano,
f (x) = wx+b, capaz de separar linearmente as classes, na qual os paraˆmetros w e b podem ser
otimizados durante o treinamento SVM de modo a maximizar a separac¸a˜o entre as classes.
Assim as equac¸o˜es 20 e 21 resolvem o problema de otimizac¸a˜o:
Minimizar : ww (20)
Sujeito a : yi(wxi+b)≥ 1, i= 1, ...,N (21)
Esse problema de otimizac¸a˜o e´ denominado forma primal. Geralmente a forma primal
e´ transformada em um outro problema, chamado de dual, que e´ expressada pelas equac¸o˜es 22 e
23.
Maximizar Q(a) =
N
∑
i=1
ai− 12
N
∑
i=1
N
∑
j=1
aia jyiy j(xi× x j) (22)
Sujeito a :
N
∑
i=1
aiyi = 0;ai ≥ 0; i= 1, ...,N (23)
Uma modificac¸a˜o chamada de soft margin SVM possibilita encontrar um hiperplano
de separac¸a˜o para conjuntos de dados na˜o linearmente separa´veis por conta de algum erro de
rotulac¸a˜o, de ruı´dos nos dados ou mesmo pela natureza intrı´nseca dos dados. O trade-off entre
maximizar a margem e permitir erros no conjunto de treinamentos e´ expresso por uma constante
C > 0. A func¸a˜o a ser otimizada permanece a mesma, pore´m e´ adicionada ao problema dual a
restric¸a˜o ai ≤C (BOSER et al., 1992).
Para resolver o problema da na˜o linearidade do espac¸o amostral, foi proposta uma
projec¸a˜o dos dados amostrais em um espac¸o dimensional maior atrave´s de func¸o˜es Kernel,
sendo que a partir deste novo espac¸o amostral o algoritmo de classificac¸a˜o SVM e´ utilizado.
Na Figura 9 e´ mostrado os dados em um espac¸o bidimensional sendo projetados em um espac¸o
tridimensional atrave´s de uma func¸a˜o Kernel (CRISTIANINI; SHAWE-TAYLOR, 2000).
Um Kernel corresponde a um produto escalar que normalmente encontra-se em espac¸o
dimensional superior a qual os atributos foram inferidos. Neste novo espac¸o dimensional
espera-se que os pontos mapeados passem a ser linearmente separa´veis. A aplicac¸a˜o de func¸o˜es
Kernel otimiza a atuac¸a˜o da func¸a˜o de separac¸a˜o de classes.
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Função 
Kernel
Figura 9: Exemplo de Dados de Entrada Coletados em um Espac¸o 2D sendo Redistribuı´dos em
um Espac¸o 3D por Aplicac¸a˜o de uma Func¸a˜o Kernel
Existem va´rios algoritmos para resolver o problema de otimizac¸a˜o quadra´tico que
surge das SVMs, a maioria deles utilizando a heurı´stica para quebrar o problema em pedac¸os
menores e mais gerencia´veis. Um me´todo comum para resolver este problema e´ o Sequential
Minimal Optimization (SMO) (PLATT, 1999). O SMO e´ um algoritmo interativo para resolver
o problema de otimizac¸a˜o que surge durante o treinamento das SVMs. O SMO e´ utilizado por
ferramentas populares de aprendizado de ma´quinas, como a LIBSVM (CHANG; LIN, 2011) e
WEKA (HALL et al., 2009).
Na literatura, diversas aplicac¸o˜es foram feitas utilizando SVM. No reconhecimento de
padro˜es, por exemplo, aplicac¸o˜es deste algoritmo no reconhecimento de letras escritas a` ma˜o,
reconhecimento de objetos e categorizac¸a˜o de documentos (JOACHIMS, 1998). Os resultados
da aplicac¸a˜o desta te´cnica sa˜o compara´veis aos obtidos por outros algoritmos de aprendizado,
como as RNA (Redes Neurais Artificiais) e, em inu´meras tarefas, teˆm se mostrado superiores.
2.7 ME´TRICAS PARA AVALIAC¸A˜O DE CLASSIFICADORES
Segundo Sebastiani (2002) um classificador pode ser avaliado por treˆs me´tricas: (a)
eficieˆncia no treinamento, baseada no tempo levado para realizar o treinamento; (b) eficieˆncia
da classificac¸a˜o, trata-se do tempo requerido para classificar um elemento e (c) efetividade,
me´trica que mede a taxa de acerto do classificador. Para a tarefa de classificac¸a˜o de textos a
efetividade costuma ser o crite´rio mais utilizado pois e´ o crite´rio utilizado para calcular o ı´ndice
de instaˆncias corretamente classificadas. Nesta sessa˜o se apresenta como ela pode ser calculada.
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Considere o problema de classificac¸a˜o que envolva apenas duas classes, chamadas P
e N, Positiva e Negativa respectivamente. Pode-se obter quatro situac¸o˜es possı´veis para um
classificador, sa˜o elas:
• (a) VP (Verdadeiro Positivo): Ocorre quando a instaˆncia e´ Positiva sendo classificada
como tal.
• (b) FN (Falso Negativo): Ocorre quando a instaˆncia e´ Positiva pore´m e´ classificada como
Negativa.
• (c) VN(Verdadeiro Negativo): Ocorre quando e´ Negativa sendo classificada como tal.
• (d) FP (Falso Positivo) : Ocorre quando a instaˆncia e´ Negativa pore´m e´ classificada como
Positiva.
Desta forma, com um classificador bina´rio e um conjunto de instaˆncias pode-se cons-
truir uma matriz de confusa˜o de dimensa˜o dois. A Figura 10 mostra uma matriz de confusa˜o
gerada por duas classes. Com base nessas informac¸o˜es sa˜o obtidas as me´tricas para avaliac¸a˜o
de classificadores, descritas abaixo (FAWCETT, 2006), (BAEZA-YATES; RIBEIRO-NETO,
1999):
• Cobertura tambe´m conhecido como Recall, TPrate: e´ calculado pela equac¸a˜o 24, na qual
VP e´ o total de Verdadeiro Positivo e FN e´ o total de Falso Negativo.
Cobertura=
VP
(VP+FN)
(24)
• Taxa de falsos positivos ou FPrate: obtida pela equac¸a˜o 25, na qual FP e´ o total de Falso
Positivo e VN o total de Verdadeiro Negativo.
FPrate=
FP
(FP+VN)
(25)
• Acura´cia expressada pela equac¸a˜o 26. Sendo: VP o total de Verdadeiro Positivo; VN
o total de Verdadeiro Negativo; P o total de instaˆncias Positivas; N o total de instaˆncias
Negativas.
Acuracia=
(VP+VN)
(P+N)
(26)
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• Precisa˜o calculado pela equac¸a˜o 27. Sendo VP o total de Verdadeiro Positivo e FP o total
de Falso Positivo.
Precisa˜o=
VP
(VP+FP)
(27)
• Medida-F conhecida tambe´m como F-measure, F1-score ou F-score: calculada atrave´s
da me´dia harmoˆnica entre Precisa˜o e Cobertura, conforme equac¸a˜o 28. Sendo a Precisa˜o
definida pela equac¸a˜o 27 e Cobertura definida pela equac¸a˜o 24.
Medida-F= 2
(Precisa˜o×Cobertura)
(Precisa˜o+Cobertura)
(28)
Classe Verdadeira
Verdadeiro
Positivo
Falso
Positivo
Falso
Negativo
Verdadeiro
Negativo
Classificada
     como 
Total P N
p n
p
n
Figura 10: Matriz de Confusa˜o
Embora alguns trabalhos utilizem a acura´cia como principal me´trica, ela na˜o e´ a mais
adequada. Caso a distribuic¸a˜o de classes esteja desbalanceada o resultado da acura´cia e´ ten-
dencioso. Cobertura e Precisa˜o sa˜o boas me´tricas, pore´m os classificadores podem ser arbitra-
riamente ajustados para enfatizar o Cobertura ao custo de diminuir a Precisa˜o, ou o contra´rio.
Deste modo, apenas uma combinac¸a˜o entre Precisa˜o e Cobertura pode apresentar resultados
relevantes. Essa combinac¸a˜o pode ser obtida pelo uso da me´trica Medida-F, que combina em
um u´nico valor Precisa˜o e Cobertura (SEBASTIANI, 2002).
2.8 ABORDAGENS UTILIZADAS PARA A CLASSIFICAC¸A˜O DE SITES
Nesta sessa˜o sa˜o apresentadas diferentes abordagens para resoluc¸a˜o do problema de
categorizac¸a˜o automa´tica de sites, e em particular aquelas que empregam aprendizagem de
ma´quina.
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Kim e Nam (2006) propuseram um sistema de classificac¸a˜o hiera´rquico. Ao todo exis-
tem quatro nı´veis, sendo o nı´vel zero atribuı´do as pa´ginas que na˜o possuem conteu´do adulto, os
nı´veis de 1 ao 3 sa˜o designados as pa´ginas que apresentam material pornogra´fico. Quanto menor
o nı´vel menor e´ a quantidade de pornografia presente na pa´gina. O processo de categorizac¸a˜o
e´ realizado em dois passos. No primeiro passo sa˜o removidos todos os marcadores HTML per-
manecendo apenas o conteu´do textual. O texto presente na pa´gina e´ enta˜o comparado com um
diciona´rio de palavras indesejadas, caso na˜o seja encontrada nenhuma palavra do diciona´rio a
pa´gina e´ classificada como nı´vel zero, caso contra´rio e´ executado o segundo passo. No segundo
passo e´ realizada a categorizac¸a˜o como nı´vel 1, 2 ou 3. Isto e´ realizado pelo algoritmo de apren-
dizado de ma´quina SVM (support vector machine) (CORTES; VAPNIK, 1995). O modelo e´
gerado utilizando-se de atributos textuais extraı´dos, dos documentos, pelo me´todo TF/IDF (term
frequency inverse document frequency). Os autores utilizaram em seu trabalho uma base con-
tendo 20.000 pa´ginas coletadas da internet, com conteu´dos em Ingleˆs e Coreano. Aplicando o
modelo proposto, na base de teste, foi atingido a acura´cia de 87,07%.
O trabalho de Gao et al. (2008) propo˜e a utilizac¸a˜o de KNN (k-nearest neighbor)
com SVM (CORTES; VAPNIK, 1995) para a categorizac¸a˜o dos sites. No trabalho propo˜e-
se a eliminac¸a˜o das etiquetas do HTML durante a fase de pre´-processamento, o texto resultante
e´ colocado em um vetor de palavras, sem a realizac¸a˜o de stemming. Em seguida, utiliza-se o
algoritmo KNN para classificac¸a˜o dos exemplos de treinamento. Durante a fase de treinamento
os exemplos que sa˜o incorretamente classificados pelo KNN sa˜o eliminados, os exemplos rema-
nescentes sa˜o utilizados para a construc¸a˜o do classificador SVM. Os experimentos demonstra-
ram que a execuc¸a˜o em conjunto dos dois classificadores resulta em uma taxa de acerto maior
do que a execuc¸a˜o isolada de um u´nico classificador. Nos experimentos foi utilizada uma base
de dados contendo 1400 pa´ginas em Ingleˆs e 1400 em Chineˆs. A acura´cia, nos experimentos,
foi de 96,5% para pa´ginas em Ingleˆs e de 91,0% para as pa´ginas em Chineˆs.
O trabalho de Polpinij et al. (2006) apresenta um estudo comparativo dos algoritmos
de aprendizado de ma´quina Naı¨ve Bayes e SVM (CORTES; VAPNIK, 1995) para o problema
de categorizac¸a˜o de pa´ginas web. O pre´-processamento realizado nos textos segue o mesmo
me´todo utilizado por Gao et al. (2008), remove-se os marcadores do HTML e as palavras re-
sultantes sa˜o colocadas em um vetor, te´cnica conhecida como bag-of-words. Com o vetor de
palavras o autor realizou dois experimentos. No primeiro experimento foi utilizado mais de
6.000 elementos do vetor. No segundo experimento foi aplicado a te´cnica de N-Gram para
formar um vetor de palavras com bigramas depois disso, foram selecionados pouco menos de
200 elementos do vetor. Nos dois experimentos a performance do SVM foi superior ao Naı¨ve
Bayes. O SVM apresentou a mesma performance, independente do tamanho de vetor utilizado,
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o mesmo na˜o aconteceu com Naı¨ve Bayes que teve performance pior quando o nu´mero de ele-
mentos do vetor era menor. A base utilizada para os testes era constituı´da de 1400 pa´ginas
em Ingleˆs e 1400 pa´ginas em tailandeˆs. A acura´cia do SVM atingiu ı´ndices de 100,00% para
conteu´do em Ingleˆs e 97,5% para tailandeˆs, enquanto o Naı¨ve Bayes atingiu 100,00% e 89,67%,
respectivamente para documentos em Ingleˆs e Tailandeˆs.
Lee e Luh (2008) desenvolveu um me´todo de classificac¸a˜o de conteu´do web, usando o
me´todo estatı´stico do qui-quadrado invertido, para gerac¸a˜o de lista de sites de conteu´do adulto.
O trabalho tambe´m propoˆs um mecanismo de atualizac¸a˜o automa´tica da lista de sites. Para que
ocorra a classificac¸a˜o e´ criada uma lista de palavras, na qual palavras que constem frequen-
temente em sites adultos recebem peso positivo, enquanto as demais palavras recebem pesos
negativos. Todo o conteu´do HTML e´ removido, apo´s isso, os termos dos textos sa˜o comparados
com a lista. Depois disso, um me´todo de ca´lculo recebe a informac¸a˜o dos termos dos textos que
esta˜o presentes na lista e de seus respectivos pesos. O resultado do ca´lculo classifica a pa´gina
em treˆs possı´veis classes: “Pornogra´fica”, “Na˜o Pornogra´fica” e “Incerta”. As pa´ginas clas-
sificadas como “Pornogra´fica” sa˜o colocadas na lista de sites adultos, periodicamente os sites
da lista sa˜o visitados procurando links para sites que ainda na˜o foram classificados. O modelo
proposto foi aplicado a um conjunto de 5.000 pa´ginas, nos idiomas Ingleˆs e Chineˆs. A acura´cia
da classificac¸a˜o foi de 96,88% para conteu´dos em Chineˆs e de 96,58% para o Ingleˆs.
A classificac¸a˜o baseada em atributos do HTML e´ proposta no trabalho de Lee et al.
(2005). No me´todo proposto primeiro e´ criado uma lista de palavras comuns, encontradas
nas classes que deseja-se classificar. Apo´s isso, sa˜o extraı´das quatro informac¸o˜es das pa´ginas:
conteu´do textual, tı´tulo da pa´gina, conteu´do descritivo das imagens e cabec¸alho da pa´gina,
composto pelas informac¸o˜es description e keywords. Para extrair essas informac¸o˜es sa˜o utili-
zados os marcadores HTML: title, description, keywords e img. Em seguida, sa˜o calculadas
me´tricas baseadas na presenc¸a ou auseˆncia dos termos da lista nas informac¸o˜es extraı´das. Por
fim, as me´tricas geradas sa˜o repassadas para duas redes neurais que va˜o gerar o modelo de
classificac¸a˜o. Uma das redes utilizadas foi do tipo Fuzzy ART (Adaptive Resonance Theory) e
a outra foi do tipo SOM (Self-Organizing Map). Para execuc¸a˜o dos experimentos foi construı´da
uma base de dados contendo 4.786 pa´ginas em Ingleˆs e 1.464 em Chineˆs. O melhor resultado
obtido foi com a rede neural do tipo SOM que obteve uma acura´cia, na base de teste, de 95,00%.
Wu et al. (2009) utilizaram uma abordagem de classificac¸a˜o fundamentada em pesos
para alguns marcadores do HTML. Os marcadores utilizados no trabalho foram title, H1, H2,
H3, H4, H5, H6, B, U e I. Na fase de pre´-processamento e´ realizada a extrac¸a˜o desses marca-
dores, os demais sa˜o descartados e os termos restantes sa˜o considerados como texto da pa´gina.
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A selec¸a˜o dos atributos textuais e´ realizada com base na teoria Rough Set desenvolvida por Pa-
wlak (1982) e Pawlak (2002). Apo´s selecionados os atributos e´ executado um algoritmo Naı¨ve
Bayes de classificac¸a˜o. Esse algoritmo e´ adaptado para atribuir pesos diferentes de acordo com
a etiqueta HTML em que o atributo esta´ presente. O resultado dos experimentos demonstra
que o uso da teoria Rough Set proporciona um ı´ndice de classificac¸a˜o melhor do que quando
e´ utilizado os me´todos TF, IDF ou TFIDF. Nos experimentos realizados foi feito uso de uma
base de dados pro´pria, em chineˆs, contendo 600 documentos. O classificador com uso de pesos
obteve uma acura´cia, nos experimentos, de 84,4%.
Caulkins et al. (2006) desenvolveram um me´todo estatı´stico para a categorizac¸a˜o de
sites na internet. No me´todo criado o conteu´do da pa´gina e´ dividido em duas partes: cabec¸alho
e corpo. O cabec¸alho consiste de todo o texto presente dentro do elemento <head> do HTML,
enquanto o corpo consiste do texto presente dentro do elemento <body>. Apo´s realizada a
divisa˜o ocorre a delec¸a˜o de todas as tags do HTML, permanecendo apenas o conteu´do textual.
Com as informac¸o˜es textuais e´ criada uma lista de palavras para cada classe, essa lista e´ formada
pelos termos mais comuns encontrados nas pa´ginas que pertencem a classe em questa˜o. Por
fim, me´tricas estatı´sticas sa˜o geradas usando as informac¸o˜es das listas e do local em que o
termo ocorre, corpo ou cabec¸alho. As me´tricas sa˜o utilizadas como entrada de uma func¸a˜o que
determina a qual classe pertence a pa´gina. A categorizac¸a˜o da pa´gina e´ realizada pelo me´todo
estatı´stico desenvolvido pelo pro´prios pesquisadores, na˜o e´ utilizado algoritmo de aprendizado
de ma´quina. O trabalho usou para testes uma base contendo 930 documentos em Ingleˆs, nesta
base obteve-se uma Cobertura de 90,00%.
No trabalho de Hu et al. (2007) e´ proposto a ana´lise das imagens para identificar sites
pornogra´ficos. O algoritmo de a´rvore de decisa˜o C4.5 (QUINLAN, 1993) e´ utilizado para divi-
dir as pa´ginas, de acordo com o seu conteu´do, em treˆs grupos: pa´ginas com textos contı´nuos,
pa´ginas com textos na˜o contı´nuos e pa´ginas com imagens. Os textos contı´nuos sa˜o aquelas
em que existe uma relac¸a˜o semaˆntica e lo´gica entre as palavras, ja´ textos na˜o contı´nuos na˜o
apresentam essas propriedades. Cada um dos grupos e´ enta˜o analisado por um classificador es-
pecı´fico. Os textos contı´nuos sa˜o analisados por uma Cellular neural networks (CNN) proposta
por Chua e Yang (1988b) e Chua e Yang (1988a). A aplicac¸a˜o de CNN tem por objetivo en-
contrar a relac¸a˜o semaˆntica entre as palavras. Os textos na˜o contı´nuos sa˜o processados por um
classificador Naı¨ve Bayes, que calcula a probabilidade do texto ser pornogra´fico. As pa´ginas
com imagens sa˜o classificadas por um algoritmo que analisa o contorno dos objetos. Por u´ltimo,
a teoria do Bayes e´ utilizada para combinar o resultado dos classificadores de texto e imagem.
Os classificadores na˜o utilizam as informac¸o˜es estruturais das pa´ginas, apenas as informac¸o˜es
textuais. Os autores realizaram os testes em uma base de dados contendo 1500 pa´ginas em
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Ingleˆs. No experimento mais completo foi atingido a acura´cia de 93,50%.
Hammami et al. (2006) propuseram um classificador com base em ana´lise de ima-
gem, ana´lise textual e informac¸o˜es estruturais. O classificador proposto utiliza duas listas, uma
“lista negra” de sites e outra “lista negra” de palavras. O conteu´do textual e´ comparado com
o conteu´do da lista de palavras, dessa comparac¸a˜o e´ extraı´da a informac¸a˜o de quantas palavras
da lista constam no texto na pa´gina. Das informac¸o˜es estruturais e´ comparado o texto presente
nos marcadores HTML <a> <img> keywords e URL ( Uniform Resource Locator) com o
conteu´do da lista de palavras, ale´m dessas informac¸o˜es, tambe´m e´ verificado quantos links dire-
cionam para a “lista negra” de sites. A ana´lise de imagens procura identificar quantas imagens
do site sa˜o pornogra´ficas. As me´tricas geradas por todas essas ana´lises sa˜o enta˜o processadas
por um conjunto de algoritmos de a´rvore de decisa˜o, incluindo o ID3 (QUINLAN, 1986) e o
C4.5 (QUINLAN, 1993). Por fim, uma equac¸a˜o pondera o peso da cada algoritmo e fornece a
classificac¸a˜o final para o site. Nos experimentos foram utilizadas duas bases de dados, uma de-
las com 400 sites e outra 12.311 sites pornogra´ficos. Os sites escolhidos possuem conteu´do nos
idiomas Ingleˆs, Franceˆs, Alema˜o, Espanhol e Italiano. A acura´cia do sistema de classificac¸a˜o
foi de 97,40% na base menor e de 95,62% na base maior.
Um classificador especializado em detectar pa´ginas de conteu´do adulto foi proposto
por Ahmadi et al. (2011). Os autores propo˜em a classificac¸a˜o das pa´ginas em treˆs categorias:
permitida, imoral e pornogra´fica. As pa´ginas categorizadas como imoral sa˜o aquelas que apre-
sentam conteu´do ofensivo, como palavras de baixo cala˜o. Para cada categoria e´ criada uma
lista de termos comuns, ale´m disso, tambe´m e´ criada uma “lista negra” com URLs de sites
pornogra´ficos. A classificac¸a˜o e´ realizada usando atributos extraı´dos dos conteu´dos textuais,
estruturais e visuais. O conteu´do textual e´ comparado com as listas de palavras, o mesmo
procedimento e´ realizado para o conteu´do estrutural presente nas tags HTML <a>, <img>,
description e keywords. Ainda durante a ana´lise do conteu´do estrutural e´ contabilizado quantos
links da pa´gina direcionam para URLs da “lista negra”. As imagens sa˜o processadas por uma
rede neural MLP (Multilayer Perceptron) que tem por objetivo encontrar figuras pornogra´ficas.
As me´tricas extraı´das das informac¸o˜es textuais e estruturais sa˜o processadas por uma a´rvore de
decisa˜o ID3 (QUINLAN, 1986). O resultado dos algoritmos MLP e ID3 servem como entrada
de um algoritmo que determinara´ a classe da pa´gina. O me´todo proposto foi testado em uma
base com 5.000 pa´ginas nos idiomas Ingleˆs e Persa, a acura´cia atingida foi de 92,00%.
Outros trabalhos relacionados ao tema sa˜o: (a) Chen e Wu (2010) que propuseram
um modelo de extrac¸a˜o de atributos textuais para classificac¸a˜o de sites; (b) Zhong et al. (2010)
os quais desenvolveram um me´todo de descoberta automa´tica de novos atributos textuais para
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categorizac¸a˜o de sites pornogra´ficos; (c) Weitzner (2007) que apresentou um estudo sobre as di-
ferentes propostas existentes na sociedade para identificac¸a˜o e bloqueio de conteu´do impro´prio
para crianc¸as; (d) Zhou et al. (2005) que criaram uma metodologia, usando conteu´do textual
e Hyperlinks, para localizac¸a˜o de sites de grupos extremistas e grupos de intoleraˆncia; (e)
Agarwal et al. (2006) propuseram um sistema de bloqueio de conteu´do inadequado baseado
em informac¸o˜es da URL e o do co´digo HTML; (f) Sam et al. (2007) realizam um estudo de
categorizac¸a˜o de sites comparando o desempenho de algoritmos de ICA (Independent Compo-
nent Analysis) (COMON, 1994) e PCA (Principal Component Analysis) (PEARSON, 1901);
(g) Santos et al. (2013) propuseram um classificador que utiliza algoritmos de compressa˜o para
representac¸a˜o dos dados ao inve´s do modelo VSM (Vector Space Model); (h) Ling et al. (2008)
desenvolveram um classificador independente da linguagem, possibilitando que o treinamento
seja realizado em um idioma e aplicado em outro e (i) Ho e Watters (2005) realizaram um estudo
estatı´stico visando identificar as caracterı´sticas das pa´ginas de conteu´do adulto.
A Tabela 3 apresenta um resumo dos resultados obtidos pelos trabalhos apresentados
nesta sessa˜o. A acura´cia informada na tabela refere-se ao experimento que obteve o melhor
resultado. No caso dos autores que realizaram testes em mais de um idioma, foi escolhido
apenas o idioma que atingiu o maior ı´ndice de instaˆncias corretamente classificadas.
Tabela 3: Relac¸a˜o de Trabalhos Relacionados a Classificac¸a˜o de Sites
Trabalho Atributos Atributos Imagens Classificador Acura´cia
Textuais Estruturais
Kim e Nam (2006) Sim Na˜o Na˜o SVM 87,07%
Gao et al. (2008) Sim Na˜o Na˜o KNN e SVM 96,5%
Polpinij et al. (2006) Sim Na˜o Na˜o Naı¨ve Bayes e SVM 100,00%
Lee e Luh (2008) Sim Na˜o Na˜o Me´todo Qui-quadrado 96.88%
Lee et al. (2005) Sim Sim Na˜o Rede Neural 95,00%
Wu et al. (2009) Sim Sim Na˜o Bayesiano 84,4%
Caulkins et al. (2006) Sim Sim Na˜o Me´todo pro´prio 90,00%
Hu et al. (2007) Sim Na˜o Sim C4.5, Rede Neural e Naı¨ve Bayes 93,50%
Hammami et al. (2006) Sim Sim Sim A´rvore de Decisa˜o 97,40%
Ahmadi et al. (2011) Sim Sim Sim Rede Neural e A´rvore de Decisa˜o 92,00%
A Tabela 5 conte´m informac¸o˜es do idioma e tamanho dos conjuntos de dados utilizados
pelos autores dos trabalhos relacionados. Todas essas bases sa˜o bases pro´prias construı´das pelos
pro´prios autores dificultando assim comparac¸o˜es entre os trabalhos.
Analisando os trabalhos apresentados nesta sessa˜o alguns fatos podem ser observados:
• Conforme os dados da Tabela 3 existem va´rios trabalhos que utilizaram me´todos pare-
cidos, pore´m obtiveram resultados distintos. Esse fato ocorre devido aos me´todos na˜o
terem sido aplicados na mesma base de dados. A performance do classificador e´ sensı´vel
aos dados de treinamento e teste. Um classificador tera´ uma performance melhor quando
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Tabela 4: Conjuntos de Dados Utilizados nos Trabalhos Relacionados
Trabalho Idioma Quant. de pa´ginas
Kim e Nam (2006) Ingleˆs e Coreano 20.000
Gao et al. (2008) Ingleˆs 1.400
Gao et al. (2008) Chineˆs 1.400
Polpinij et al. (2006) Ingleˆs 1.400
Polpinij et al. (2006) Tailandeˆs 1.400
Lee e Luh (2008) Ingleˆs e Chineˆs 5.000
Lee et al. (2005) Ingleˆs 4.786
Lee et al. (2005) Chineˆs 1.464
Wu et al. (2009) Chineˆs 600
Caulkins et al. (2006) Ingleˆs 930
Hu et al. (2007) Ingleˆs 1.500
Hammami et al. (2006) Ingleˆs, Franceˆs, Alema˜o, Espanhol e Italiano 400
Hammami et al. (2006) Ingleˆs, Franceˆs, Alema˜o, Espanhol e Italiano 12.311
Ahmadi et al. (2011) Ingleˆs e Persa 5.000
as classes de testes possuı´rem atributos semelhantes entre si e diferentes em relac¸a˜o as
outras classes.
• Alguns autores propuseram a ana´lise das imagens para detectar sites pornogra´ficos. Em
geral, os algoritmos utilizados realizam essa detecc¸a˜o procurando tons de pele nas ima-
gens. Essa abordagem apresenta bons resultados na identificac¸a˜o de conteu´do adulto,
pore´m, dificilmente tera´ os mesmos resultados caso o objetivo seja localizar sites relacio-
nados a outros assuntos, como por exemplo: economia ou polı´tica. Assim essa abordagem
na˜o e´ recomendada para um classificador que tenha como propo´sito ser gene´rico.
• As propostas que utilizam informac¸o˜es apenas do conteu´do textual deixam de utilizar
informac¸o˜es u´teis presentes no co´digo HTML da pa´gina. Essas informac¸o˜es quando fo-
ram utilizadas nos outros trabalhos apresentaram uma melhora no ı´ndice de classificac¸a˜o.
• Os trabalhos utilizam diferentes algoritmos de aprendizado de ma´quina para realizar a
classificac¸a˜o, como SVM, redes neurais, Naı¨ve Bayes, algoritmos de agrupamento e
a´rvores de decisa˜o. Pore´m nenhum dos trabalhos apresenta experimentos que justifi-
quem o porque foi escolhido determinado classificador e na˜o outro. Acredita-se que tais
experimentos sejam relevantes, pois os classificadores utilizados sa˜o bem distintos o que
pode interferir nos resultados.
• Os estudos que realizam classificac¸a˜o utilizando algum me´todo de selec¸a˜o de atributos
textuais na˜o apresentam comparac¸o˜es envolvendo as diferentes me´tricas existentes na
literatura para selec¸a˜o de atributos, ale´m disso na˜o informam de que forma foi deter-
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minado o total de atributos a serem selecionados. Esses dois paraˆmetros: me´trica de
selec¸a˜o e dimensionalidade sa˜o muito importantes pois podem influenciar nos ı´ndices de
classificac¸a˜o.
• O resultado do classificador depende do idioma do conteu´do, isso fica evidenciado pelos
trabalhos que realizam experimentos em bases com mais de um idioma. Esse fato esta´
relacionado a fatores linguı´sticos que influenciam no pre´-processamento de texto. Na˜o
foi encontrado na literatura experimentos especı´ficos para o idioma Portugueˆs.
• Os trabalhos que fazem uso das informac¸o˜es estruturais na˜o apresentam comparac¸o˜es so-
bre os atributos selecionados. Desta forma, na˜o e´ evidenciado se um determinado atributo
contribui positivamente para a construc¸a˜o do modelo de classificac¸a˜o.
2.9 CONSIDERAC¸O˜ES FINAIS
Este Capı´tulo apresentou to´picos relacionados a classificac¸a˜o automa´tica de conteu´do
web. Embora a categorizac¸a˜o de pa´ginas web possa ser vista com uma forma de classificac¸a˜o au-
toma´tica de textos ela difere em alguns pontos. Um documento HTML apresenta uma estrutura
diferente de um documento comum de texto. Ela e´ composto por marcadores, hiperligac¸o˜es,
conteu´do multimı´dia, entre outros. Essa estrutura, rica em informac¸o˜es, fornece uma gama
enorme de possibilidade de construc¸a˜o de classificadores.
O conteu´do estrutural pode auxiliar o trabalho do classificador, possibilitando que a
pa´gina seja categorizada com base na ana´lise de parte de seu conteu´do. A diversidade de mar-
cadores e outras informac¸o˜es presentes nos sı´tios web propicia o surgimento de inu´meras pro-
postas para categorizac¸a˜o. Assim torna-se relevante a elaborac¸a˜o de estudos que apresentem
comparac¸o˜es do desempenho dos classificadores com uso de diferentes marcadores.
Ale´m dos marcadores, um aspecto tambe´m importante sa˜o as me´tricas de avaliac¸a˜o de
atributos. Essas me´tricas sa˜o as responsa´veis por estimar a qualidade que determinado atributo
pode possuir no que diz respeito a classificac¸a˜o. Cada uma dessas me´tricas possui requisitos
diferentes de avaliac¸a˜o. Deste modo e´ importante que sejam realizados estudos que apresentem
quais me´tricas melhor se adaptam a este geˆnero de classificac¸a˜o.
As me´tricas de avaliac¸a˜o ponderam a qualidade dos atributos, enquanto a dimensio-
nalidade representa quantos desses atributos sera˜o efetivamente utilizados na classificac¸a˜o. A
quantidade de atributos tambe´m pode afetar os resultados atingidos pelo classificador. Portanto,
tambe´m e´ importante a realizac¸a˜o de estudos que demonstrem qual e´ a dimensionalidade ideal
para o problema proposto.
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Na sessa˜o anterior foram apresentadas diferentes abordagens para a resoluc¸a˜o do pro-
blema de categorizac¸a˜o de conteu´do web. Pode-se observar nesses trabalhos o uso de algoritmos
de classificac¸a˜o de paradigmas distintos. Poucos sa˜o os trabalhos que apresentam estudos que
justificam a escolha de determinado paradigma em detrimento de outrem.
Para aferir a qualidade dos resultados apresentados pelos algoritmos de categorizac¸a˜o
inu´meras me´tricas podem ser utilizadas. Segundo Sebastiani (2002) a Medida-F e´ a me´trica
ideal para uso em trabalhos relacionados a classificac¸a˜o de textos. Pore´m, conforme observado
nos trabalhos apresentados na sessa˜o 2.8 a Acura´cia e´ a me´trica mais utilizada nos trabalhos
relacionados.
Devido a todos os pontos acima expostos identificam-se que continuam abertas algu-
mas questo˜es relacionadas a classificac¸a˜o automa´tica de sı´tios web. Este trabalho visa contribuir
para a a´rea com a apresentac¸a˜o de estudos empı´ricos que objetivam respondem algumas dessas
questo˜es.
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3 METODOLOGIA
Neste Capı´tulo sera´ apresentada e detalhada a metodologia utilizada para o desenvol-
vimento deste trabalho, com alguma eˆnfase aos requisitos tecnolo´gicos necessa´rios a` efetiva
implantac¸a˜o de proposta em um ambiente real. A sessa˜o 3.1 relata a necessidade de proposic¸a˜o
de um ambiente para implantac¸a˜o do classificador proposto. Na sessa˜o 3.2 e´ abordada a questa˜o
do conjunto de dados utilizados nos experimentos. Ja´ as sesso˜es 3.3 e 3.4 abordam respecti-
vamente assuntos relacionados ao pre´-processamento de texto e algoritmos de classificac¸a˜o e
selec¸a˜o de atributos utilizados neste trabalho. Por fim, a sessa˜o 3.5 comenta como sera´ feita a
ana´lise dos resultados.
3.1 AMBIENTE PARA IMPLANTAC¸A˜O
O foco deste trabalho esta´ na classificac¸a˜o automa´tica de sites e tem como um dos seus
objetivos a aplicac¸a˜o desta classificac¸a˜o no controle de acesso a sites indesejados. Desta forma,
e´ necessa´rio que o me´todo de classificac¸a˜o proposto possa ser implementado em um ambiente
de rede de computadores que propicie o bloqueio de sites categorizados como inadequados.
Alguns me´todos de classificac¸a˜o, como os que analisam o conteu´do presente em vı´deos,
podem levar muito tempo para realizar a classificac¸a˜o de um sı´tio como um todo. Outros
me´todos que podem na˜o ser eficientes em relac¸a˜o ao tempo de classificac¸a˜o sa˜o aqueles que
utilizem informac¸o˜es de sites ancestrais e descendentes em relac¸a˜o ao site que esta sendo clas-
sificado.
Portanto e´ necessa´rio que o classificador desejado possa trabalhar adequadamente em
ambientes tempo-real. A classificac¸a˜o de um nova instaˆncia deve ocorrer em poucos segundos
para que na˜o comprometa a navegac¸a˜o do usua´rio.
Em relac¸a˜o ao ambiente de rede para implantac¸a˜o do classificador e´ deseja´vel que seja
robusto, escala´vel e ao mesmo tempo de performance adequada para que na˜o cause demasiado
atraso na navegac¸a˜o web. O sı´tio acessado pelo usua´rio pode na˜o ter sido classificado ainda, o
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ambiente proposto deve tratar desta situac¸a˜o permitindo que o usua´rio possa navegar pelo sı´tio
ate´ que seja realizada a classificac¸a˜o ou enta˜o esperar ate´ que a classificac¸a˜o ocorra, dependendo
da polı´tica de acesso adotada pela instituic¸a˜o.
Assim, ambiente de implantac¸a˜o e me´todo de classificac¸a˜o devem ser compatı´veis
para que a soluc¸a˜o de filtro de conteu´do funcione apropriadamente. Devido a isto, uma das
primeiras atividades realizadas foi a elaborac¸a˜o de um ambiente para implantac¸a˜o do algoritmo
de classificac¸a˜o que esta´ sendo proposto. No Apeˆndice A e´ apresentado o ambiente sugerido
para uso do me´todo de classificac¸a˜o proposto.
3.2 AQUISIC¸A˜O DO CONJUNTO DE DADOS
Visto que este trabalho propo˜e um sistema de categorizac¸a˜o baseado em aprendiza-
gem supervisionada e´ necessa´rio um conjunto de dados rotulados para treinamento do clas-
sificador. Os dados devem ser compostos por pa´ginas web de duas classes, pornogra´ficas e
na˜o pornogra´ficas. Ale´m da questa˜o das classes as pa´ginas devem possuir conteu´do nos idio-
mas Portugueˆs e Ingleˆs. Os idiomas distintos sa˜o necessa´rios para mensurar o desempenho do
me´todo proposto em lı´nguas diferentes, uma vez que o desempenho do classificador pode variar
devido a peculiaridades de cada idioma.
Outro requisito importante para o conjunto de dados e´ que as pa´ginas estejam dis-
ponı´veis em seu formato HTML (HyperText Markup Language). Desta forma, e´ possı´vel extrair
e avaliar o conteu´do individual de cada etiqueta (tag) HTML. Com isso pode-se, por exemplo,
avaliar o desempenho do classificador usando como dado de entrada a combinac¸a˜o de duas ou
mais etiquetas da linguagem HTML.
Para efeitos de comparac¸a˜o com outros trabalhos da literatura o ideal seria utilizar
uma mesma base de dados ja´ utilizada por outros pesquisadores. Visando encontrar um base
de dados pu´blica para o domı´nio do problema foi realizado uma busca em diferentes locais.
Entretanto na˜o foi encontrada nenhuma base de dados, disponı´veis para uso e comparac¸a˜o com
outros trabalhos, que atendesse os requisitos necessa´rios.
Conforme ja´ diagnosticado por Qi e Davison (2009) a inexisteˆncia de um conjunto
de dados padra˜o e´ uma significativa desvantagem as pesquisas relacionadas a classificac¸a˜o de
conteu´do na web. Por este motivo constatou-se a necessidade da construc¸a˜o de um conjunto
de dados que possuı´sse as caracterı´sticas para a execuc¸a˜o dos experimentos deste trabalho. O
Capı´tulo 4 aborda a construc¸a˜o deste conjunto de dados, explicando a metodologia utilizada e
o resultado atingido.
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3.3 PRE´-PROCESSAMENTO
Neste trabalho esta sendo realizado a categorizac¸a˜o de pa´ginas web. Como os da-
dos a serem pre´-processados sa˜o pa´ginas de internet o fluxo e´ um pouco diferente do pre´-
processamento de um texto comum.
Um dos primeiros problemas enfrentados para o pre´-processamento de pa´ginas web
e´ a questa˜o da codificac¸a˜o dos caracteres. Apesar da existeˆncia de uma RFC (Request for
Comments), produzida pela IETF (Internet Engineering Task Force), recomendando que os
protocolos de comunicac¸a˜o da internet suportem a codificac¸a˜o Unicode UTF-8 (YERGEAU,
2003) ainda e´ comum encontrar servidores web que na˜o suportam essa codificac¸a˜o. A falta de
uma codificac¸a˜o de caracteres do alfabeto latino adotada como padra˜o dificulta a ana´lise das
pa´ginas.
Tanto o protocolo HTTP (FIELDING et al., 1999) quanto o protocolo HTML (W3C,
1999) especificam maneiras para que seja informado qual e´ a codificac¸a˜o adotada no documento
que esta sendo transmitido. Pore´m, e´ comum encontrar servidores em que esses dados na˜o sa˜o
informados, ou documentos HTML que na˜o apresentam tais informac¸o˜es. Outro problema
que ocorre e´ quando a codificac¸a˜o informada na˜o corresponde com a utilizada, por exemplo,
o HTML informa que o conteu´do do documento esta´ em UTF-8 pore´m o documento foi gra-
vado usando a codificac¸a˜o ISO-8859-1. Caso a codificac¸a˜o na˜o seja corretamente descoberta a
ana´lise do documento fica comprometida, principalmente para o caso de palavras acentuadas.
Todos esses fatores fazem com que seja necessa´rio realizar testes heurı´stico para descobrir a
codificac¸a˜o correta.
Uma particularidade do pre´-processamento de documentos da internet sa˜o as etiquetas
do HTML. O padra˜o (W3C, 1999) define os requisitos para que um documento HTML seja
considerado va´lido. Contudo, sa˜o poucos sites que seguem as regras definidas pelo padra˜o. Os
navegadores (browsers) conseguem interpretar e exibir o conteu´do de um documento HTML
mesmo que ele na˜o seja um documento va´lido, isso faz com que os desenvolvedores na˜o se
preocupem em corrigir os documentos e deixa´-los aderentes as normas. Devido a este fato,
durante o pre´-processamento e´ necessa´rio que o programa utilizado para extrair as informac¸o˜es
das pa´ginas consiga obter os dados mesmo em um documento que na˜o siga as especificac¸o˜es
do protocolo.
Apo´s superados esses dois problemas, codificac¸a˜o e desrespeito as normas do proto-
colo HTML, teve inı´cio o pre´-processamento da base propriamente dito. Foram executadas as
seguintes fases:
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• Tokenization: consiste na quebra do fluxo de caracteres em palavras, tambe´m chamadas
de tokens. Neste trabalho os tokens foram separados por caracteres na˜o alfabe´ticos, tais
como: nu´meros, sı´mbolos e caracteres especiais.
• Remoc¸a˜o de Stopwords: remoc¸a˜o de palavras comuns do idioma. Neste trabalho foi
utilizado uma lista de palavras, construı´da por Soares et al. (2008).
• Stemming: processo que transforma cada termo para o radical que o originou.
Para o processo de stemming nos textos em Ingleˆs foi utilizado o algoritmo proposto
por Porter (1980). Ja´ para o Portugueˆs foi utilizado o algoritmo proposto por Soares et al.
(2009), que e´ uma adaptac¸a˜o do algoritmo do Porter (1980) para este idioma.
Por fim, os textos analisados esta˜o prontos para a selec¸a˜o de atributos e posteriormente
serem processadas pelos algoritmos de aprendizagem de ma´quina, essas tarefas sa˜o melhores
descritas na sessa˜o seguinte 3.4.
3.4 SELEC¸A˜O DE ATRIBUTOS E CLASSIFICADORES
Uma vez os dados preprocessados, conforme descrito na sessa˜o 3.3, teve inı´cio o pro-
cesso de selec¸a˜o de atributos textuais. A selec¸a˜o de atributos e´ um dos pontos determinantes
para o resultado do classificador. Embora algumas vezes na˜o seja realizada corretamente, esse
e´ um ponto fundamental que pode impactar positivamente ou negativamente no resultado da
classificac¸a˜o.
A Figura 11 apresenta o processo para que as informac¸o˜es da pa´gina HTML possam
ser processadas pelos algoritmos de classificac¸a˜o. Na primeira etapa o conjunto de documentos
HTML passa por um processo que separa os termos presentes em va´rias tags do HTML, em
seguida e´ realizado o pre´-processamento de cada um desses conjuntos de tags. Na segunda etapa
sa˜o aplicadas as me´tricas de avaliac¸a˜o de atributos a estes conjuntos de termos (separados por
tags). Na terceira etapa e´ feita a selec¸a˜o de N atributos. Por u´ltimo, sa˜o utilizados os atributos
selecionados para gerac¸a˜o dos arquivos a serem processados pelos algoritmos de classificac¸a˜o.
As me´tricas de avaliac¸a˜o de atributos utilizadas foram: TF (Term Frequency), TFIDF
(Term Frequency Inverse Document Frequency) e Ganho de Informac¸a˜o. A sessa˜o 2.4 detalha
seu funcionamento.
Utilizou-se uma abordagem filtro, na qual os atributos sa˜o selecionados a priori, de
forma independente do algoritmo de classificac¸a˜o. Esta abordagem foi considerada adequada
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Figura 11: Fluxo para Gerac¸a˜o dos Arquivos de Atributos
para este problema devido aos requisitos de performance (tempo real) exigidos. Essa abordagem
funciona da seguinte forma: os atributos (termos) avaliados individualmente pela me´trica de
avaliac¸a˜o sa˜o colocados em uma lista L. A lista e´ ordenada de acordo com o ı´ndice de qualidade
de cada atributo; sa˜o selecionados os N primeiros atributos da lista L formando uma nova lista
que sera´ utilizada pelos algoritmos de classificac¸a˜o. Neste trabalho foi utilizado um valor de N
variando entre 5 e 1000.
Apo´s utilizar a abordagem filtro, foi usado o modelo “bag-of-words” para representac¸a˜o
das pa´ginas HTML do conjunto de dados D. Usando os atributos selecionados pelo filtro, te-
mos T = T1, ...,TN , no qual, N e´ o total de diferentes atributos (termos) selecionados. As-
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sim, cada pa´gina HTML di, na qual di ∈ D, corresponde a um vetor N-dimensional, ou di =
[wi1,wi2, ...,wiN ], aonde wi j e´ o peso do termo t j no documento di. Atribuiu-se pesos booleanos
para cada elemento wi j, em que wi j = 1 se o termo t j aparece no documento di ou wi j = 0 caso
na˜o conste.
Os arquivos gerados para os classificadores, quarta etapa do processo mostrado na
Figura 11, esta˜o no formato ARFF (Attribute-Relation File Format). O formato ARFF e´ um
arquivo de texto codificados em ASCII (American Standard Code for Information Interchange)
que descreve uma lista de instaˆncias que possuem um conjunto de atributos. Foi utilizado
este formato devido a sua facilidade de compreensa˜o e compatibilidade com o software Weka
(HALL et al., 2009).
A escolha dos classificadores utilizados nos experimentos foi embasada no estudo de-
senvolvido por Wu et al. (2008) e tambe´m na pesquisa realizada nos trabalhos relacionados,
descrita na sessa˜o 2.8. Os requisitos para escolha foram: ser um algoritmo de aprendizagem
supervisionada; ser amplamente utilizado pela comunidade cientı´fica; possuir bons resultados
na classificac¸a˜o de pa´ginas web ou de texto.
Com base nessa pesquisa e nos requisitos definidos foram selecionados os seguintes
algoritmos de classificac¸a˜o:
(a) O probabilı´stico Naı¨ve Bayes.
(b) O algoritmo baseado em instaˆncias KNN, com K=1.
(c) O classificador baseado em a´rvores de decisa˜o C4.5.
(d) O classificador SVM, utilizando a implementac¸a˜o SMO (Sequential Minimal Op-
timization) empregando uma func¸a˜o de nu´cleo (kernel) polinomial.
(e) O algoritmo de redes neurais MLP (Multilayer Perceptron).
Na execuc¸a˜o dos experimentos foi utilizado o software Weka (HALL et al., 2009)
devido a ele possuir uma base abrangente de algoritmos de aprendizagem de ma´quina, ale´m
de ser amplamente utilizada no meio acadeˆmico. Outra vantagem do software e´ a sua API
(Application Programming Interface) que possibilita a execuc¸a˜o automa´tica de experimentos.
3.5 ANA´LISE DOS RESULTADOS
Apo´s selecionados os algoritmos de aprendizagem de ma´quina teve inı´cio a fase de
execuc¸a˜o dos experimentos. Para avaliac¸a˜o dos resultados foi utilizada a me´trica Me´dida-F.
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Conforme explicado por Sebastiani (2002) a Medida-F e´ ideal para mensurar a qualidade de um
classificador de texto.
Inicialmente foi definido quais classificadores seriam testados, bem como quais me´tricas
de avaliac¸a˜o de atributos seriam utilizadas, faltando apenas a definic¸a˜o do total de atributos a ser
utilizado. O total de atributos ou dimensionalidade e´ um aspecto importante para a classificac¸a˜o,
pois, um nu´mero muito pequeno ou muito grande pode dificultar o aprendizado do classifica-
dor. Para definir qual seria o intervalo abrangido pelos experimentos foram realizados testes
empı´ricos aumentando a dimensionalidade ate´ o momento em que constatou-se uma tendeˆncia
de estabilizac¸a˜o dos resultados.
Os experimentos realizados abrangeram testes envolvendo a selec¸a˜o de 5 a 1000 atri-
butos. Conforme ja´ esperado, alguns classificadores tiveram uma tendeˆncia de diminuic¸a˜o da
Medida-F com o aumento da dimensionalidade, enquanto outros apresentaram uma tendeˆncia
de estabilizac¸a˜o.
No Capı´tulo 5 sa˜o apresentados os resultados detalhados dos experimentos. Nesse
mesmo Capı´tulo sa˜o apresentadas informac¸o˜es sobre: qual classificador apresentou os melhores
resultados; a melhor me´trica de selec¸a˜o de atributos textuais para o problema em questa˜o; a
quantidade ideal de atributos textuais; o desempenho do algoritmo de classificac¸a˜o para as
pa´ginas em Portugueˆs em relac¸a˜o a pa´ginas em Ingleˆs.
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4 BASE DE DADOS
Este trabalho utiliza algoritmos de aprendizagem supervisionada. Este paradigma de
aprendizagem necessita que existam dados previamente rotulados para que se possa aplicar o
algoritmo de aprendizado. Esta sessa˜o apresentara´ informac¸o˜es relacionadas aos dados que fo-
ram utilizados para execuc¸a˜o dos experimentos. Ja´ a sessa˜o 4.2 aborda os detalhes relacionados
a construc¸a˜o da base de dados pro´pria, necessa´ria para execuc¸a˜o dos experimentos. Por fim, a
sessa˜o 4.3 mostra algumas estatı´sticas relacionadas a essa base.
4.1 AUSEˆNCIA DE BASE DE DADOS PADRA˜O
Nos trabalhos relacionados na˜o foi encontrado uma base u´nica utilizada por todos os
pesquisadores, conforme pode-se constatar pelas descric¸o˜es presentes na sessa˜o 2.8. Este pro-
blema de auseˆncia de um conjunto de dados padronizados disponı´vel para uso tambe´m foi
diagnosticado no trabalho de Ahmadi et al. (2011). Segundo o autor, na˜o existe uma base
u´nica utilizada pelos pesquisadores desta a´rea, os trabalhos publicados neste campo, em geral,
sa˜o baseados em conjuntos de dados especı´ficos, os quais geralmente na˜o esta˜o disponı´veis ao
pu´blico.
Segundo Qi e Davison (2009) a auseˆncia de um conjunto de dados padra˜o, que repre-
sente a web, e´ uma significante desvantagem para as pequisas de classificac¸a˜o de conteu´do da
internet. Os autores tambe´m afirmam que a inexisteˆncia de dados apropriados tem atrasado o
progresso das pesquisas relacionados a categorizac¸a˜o de pa´ginas.
Os trabalhos relacionados descritos na sessa˜o 2.8 na˜o utilizam uma base u´nica, cada
pesquisador utilizou um base diferente. Todas as bases utilizadas foram construı´das pelos
pro´prios pesquisadores com crite´rios e metodologias pro´prias. Em geral, as bases foram cons-
truı´das com informac¸o˜es extraı´das por pesquisas realizadas na internet. A Tabela 5 apresenta
informac¸o˜es a respeito desses conjuntos de dados.
Devido a na˜o ter sido encontrado um conjunto de dados que atendesse os requisitos
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Tabela 5: Tamanho dos Conjuntos de Dados Usados nos Trabalhos Relacionados
Trabalho Idioma Qtde de pa´ginas
(KIM; NAM, 2006) Ingleˆs e Coreano 20.000
(GAO et al., 2008) Ingleˆs 1.400
(GAO et al., 2008) Chineˆs 1.400
(POLPINIJ et al., 2006) Ingleˆs 1.400
(POLPINIJ et al., 2006) Tailandeˆs 1.400
(LEE; LUH, 2008) Ingleˆs e Chineˆs 5.000
(LEE et al., 2005) Ingleˆs 4.786
(LEE et al., 2005) Chineˆs 1.464
(WU et al., 2009) Chineˆs 600
(CAULKINS et al., 2006) Ingleˆs 930
(HU et al., 2007) Ingleˆs 1.500
(HAMMAMI et al., 2006) Ingleˆs, Franceˆs, Alema˜o, Espanhol e Italiano 400
(HAMMAMI et al., 2006) Ingleˆs, Franceˆs, Alema˜o, Espanhol e Italiano 12.311
(AHMADI et al., 2011) Ingleˆs e Persa 5.000
julgou-se necessa´rio a construc¸a˜o de uma base de dados. Mesmo os conjunto de dados listados
na Tabela 5, caso fossem pu´blicos, na˜o poderiam ser utilizados devido a na˜o possuı´rem algumas
caracterı´sticas requiridas.
Conforme pode-se observar pela Tabela 5 a relac¸a˜o de bases utilizadas pelos traba-
lhos apresentados na sessa˜o 2.8 na˜o contemplam dados no idioma Portugueˆs. Com isso na˜o
seria possı´vel realizar experimentos para esse idioma, comprometendo um dos objetivos deste
trabalho que e´ a execuc¸a˜o de experimentos de classificac¸a˜o de conteu´do no idioma Portugueˆs.
Outro requisito para o conjunto de dados e´ que as pa´ginas estejam em seu formato
HTML (HyperText Markup Language) da mesma forma que as pa´ginas originais disponı´veis
na internet. Isso e´ importante para que seja possı´vel extrair e analisar o conteu´do de cada
marcador HTML individualmente. Deste modo, pode-se avaliar o desempenho de diferentes
classificadores usando combinac¸o˜es desses marcadores. Algumas bases utilizadas nos trabalhos
relacionados na˜o possuem dados neste formato. Deste modo, mesmo que essas bases fossem
pu´blicas na˜o seria possı´vel a sua utilizac¸a˜o, devido a na˜o possuı´rem as informac¸o˜es necessa´rias
para execuc¸a˜o dos experimentos.
4.2 CONSTRUC¸A˜O DA BASE DE DADOS.
Conforme exposto anteriormente na sessa˜o 4.1 foi necessa´rio criar um novo conjunto
de dados para a execuc¸a˜o dos experimentos. A base construı´da possui sı´tios em dois idiomas,
Ingleˆs e Portugueˆs. O idioma Ingleˆs foi escolhido devido a ser o mais utilizado na internet, pos-
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suindo o maior nu´mero de pa´ginas disponı´veis na web (GREFENSTETTE; NIOCHE, 2000).
Ja´ o idioma Portugueˆs foi escolhido devido a ser a lı´ngua oficial do Brasil e tambe´m por na˜o ter
sido encontrado na literatura trabalhos neste idioma. A escolha de dois idiomas e´ importante
pois a classificac¸a˜o de textos e´ sensı´vel a`s peculiaridades da lı´ngua. Desta forma, um classifica-
dor treinado usando pa´ginas de determinado idioma dificilmente vai ter a mesma performance
quando for aplicado em um segundo idioma.
Em relac¸a˜o as classes consideradas no problema, foi definido que a base seria cons-
tituı´da de pa´ginas de duas classes, pornogra´ficas e na˜o pornogra´ficas. As pa´ginas de conteu´do
pornogra´fico sa˜o aquelas que possuem conteu´do sexuais, na˜o recomendado para menores de
idade, de acordo com os objetivos da aplicac¸a˜o. Ja´ a classe na˜o pornogra´ficas e´ composta pe-
las demais pa´ginas, tais como pa´ginas de notı´cias, esportes, economia, entre outras. Assim, o
classificador deve ser capaz de identificar corretamente as pa´ginas de conteu´do pornogra´fico,
possibilitando o bloqueio a sites com tais conteu´do.
Ao todo foram selecionadas 4.000 pa´ginas. As pa´ginas foram extraı´das de duas fontes
de informac¸o˜es. A primeira fonte de dados foi um relato´rio de acesso de um conjunto de proxys
utilizados por diversas escolas de ensino fundamental e me´dio, essa lista foi essencial para a
descoberta de pa´ginas em Portugueˆs, e ligado diretamente a` aplicac¸a˜o desejada do projeto. A
segunda fonte foi a lista dos sites de maior audieˆncia do mundo, produzida pela empresa Alexa
que possui uma rede de sensores coletando informac¸o˜es de acesso dos usua´rios (ALEXA, 2012).
A lista produzida pela Alexa (2012) foi essencial para a descoberta de sites no idioma Ingleˆs.
Assim, foi utilizado as pa´ginas que possuı´am o maior nu´mero de acessos no conjunto de proxys
e tambe´m as pa´ginas com a maior posic¸a˜o no ranking produzido pela empresa Alexa.
Todas as pa´ginas foram enta˜o classificadas manualmente, pelo pesquisador, em uma
das duas categorias: pornogra´fica e na˜o pornogra´fica. Nesse processo de classificac¸a˜o foi utili-
zado uma abordagem conservadora, caso a pa´gina apresentasse um u´nico elemento pornogra´fico
ela era enta˜o categorizada como pornogra´fica. Ale´m disso na˜o foram utilizadas pa´ginas em que
o conteu´do na˜o fosse bem definido, e que pudessem apresentar du´vidas sobre qual deveria ser a
sua classe.
As pa´ginas selecionadas pertencem a uma lista de 400 sites, em me´dia foi utilizado
10 pa´ginas de cada site. Para definic¸a˜o do total de pa´ginas selecionadas foi utilizado como
refereˆncia o tamanho das bases utilizadas nos trabalhos relacionados, conforme dados apresen-
tados na Tabela 5.
A Tabela 6 apresenta informac¸o˜es sumarizadas sobre o conjunto de dados, tais como o
total de pa´ginas e tambe´m a distribuic¸a˜o entre as classes.
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Tabela 6: Conjunto de Dados Construı´do para os Experimentos
Classe Pa´ginas em Portugueˆs Pa´ginas em Ingleˆs
Pornogra´fica 1.000 1.000
Na˜o Pornogra´fica 1.000 1.000
4.3 ESTATI´STICAS SOBRE A BASE DE DADOS
Esta subsessa˜o apresenta algumas estatı´sticas da base de sı´tios utilizada.
A Tabela 7 conteˆm informac¸o˜es sobre o total de tokens do conjunto de dados antes do
pre´-processamento. A Tabela apresenta os totais agrupados por idioma (Portugueˆs e Ingleˆs) e
por classe (pornogra´fica, na˜o pornogra´fica). A coluna Tokens mostra o total encontrado em cada
um dos grupos. A coluna seguinte mostra o total de tokens u´nicos encontrados nos respectivos
conjuntos de dados. A u´ltima coluna da Tabela apresenta a relac¸a˜o de tokens u´nicos em relac¸a˜o
ao total de tokens encontrados.
Tabela 7: Total de Tokens do Conjunto de Dados Antes do Pre´-Processamento
Idioma Classe Tokens Tokens U´nicos % de Tokens U´nicos
Portugueˆs Pornogra´fica 1.165.382 35.756 3,07%
Portugueˆs Na˜o Pornogra´fica 2.374.449 130.982 5,52%
Portugueˆs Todas 3.539.831 152.548 4,31%
Ingleˆs Pornogra´fica 2.106.265 71.694 3,40%
Ingleˆs Na˜o Pornogra´fica 2.048.679 107.097 5,23%
Ingleˆs Todas 4.154.944 157.106 3,78%
O total de termos apo´s realizado o pre´-processamento e´ mostrado na Tabela 8. As
etapas utilizadas no pre´-processamento sa˜o descritas na sessa˜o 2.4. A estrutura da Tabela 8 e
a semaˆntica das colunas e´ semelhante a utilizada na Tabela 7, na qual: a primeira e a segunda
coluna mostram a informac¸a˜o do idioma e classe respectivamente; a terceira coluna mostra o
total de termos; a quarta coluna mostra o total de termos u´nicos e a u´ltima coluna da Tabela
apresenta a relac¸a˜o de termos u´nicos em relac¸a˜o ao total de termos encontrados.
Conforme os dados das Tabelas 7 e 8 pode-se observar que a classe pornogra´fica e´ a
que possui o menor percentual de termos e tokens u´nicos, o que pode ser explicado devido as
pa´ginas da outra classe serem de assuntos variados, na˜o concentrados no mesmo tema.
Ainda analisando os dados apresentados por essas Tabelas pode-se observar que ocor-
reu um decre´scimo significativo do percentual de termos u´nicos apo´s o pre´-processamento. Isso
ocorreu principalmente devido a aplicac¸a˜o do algoritmo de stemming que visa transformar cada
token para o seu radical. Com os nu´meros apresentados e´ possı´vel avaliar a eficieˆncia do algo-
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ritmo de stemming.
Tabela 8: Total de Termos do Conjunto de Dados Apo´s o Pre´-Processamento
Idioma Classe Termos Termos U´nicos % de Termos U´nicos
Portugueˆs Pornogra´fica 772.476 10.359 1,34%
Portugueˆs Na˜o Pornogra´fica 1.492.443 47.696 3,20%
Portugueˆs Todas 2.264.919 51.236 2,26%
Ingleˆs Pornogra´fica 1438249 27.941 1,94%
Ingleˆs Na˜o Pornogra´fica 1353743 44.609 3,30%
Ingleˆs Todas 2791992 59.676 2,14%
Os percentuais de reduc¸a˜o do texto apo´s o pre´-processamento sa˜o apresentados na
Tabela 9. Conforme os dados e´ possı´vel constatar que a tendeˆncia de reduc¸a˜o do total de termos
e´ a mesma entre os grupos, variando entre 31,72% e 37,15%. O total de termos u´nicos tambe´m
apresenta uma tendeˆncia de reduc¸a˜o, pore´m maior, variando de 58,35% a` 71,03%.
Tabela 9: Percentual de Reduc¸a˜o de Termos Apo´s o Pre´-Processamento
Idioma Classe % de Reduc¸a˜o do % de Reduc¸a˜o do
Total de Termos Total de Termos U´nicos
Portugueˆs Pornogra´fica 33,71% 71,03%
Portugueˆs Na˜o Pornogra´fica 37,15% 63,59%
Portugueˆs Todas 36,02% 66,41%
Ingleˆs Pornogra´fica 31,72% 61,03%
Ingleˆs Na˜o Pornogra´fica 33,92% 58,35%
Ingleˆs Todas 32,80% 62,02%
A Tabela 10 mostra os percentuais de presenc¸a dos marcadores HTML (HyperText
Markup Language) nas pa´ginas do conjunto de dados. As colunas da Tabela apresentam as
informac¸o˜es de cada idioma e classe, enquanto as linhas representam os marcadores ou conjunto
de marcadores. A sessa˜o 2.3 apresenta uma relac¸a˜o dos principais marcadores utilizados pela
linguagem e seus respectivos significados.
Abaixo uma breve explicac¸a˜o de cada marcador ou conjunto de marcadores utilizados
na Tabela 10:
• Aˆncora: Conte´m o texto presente entre os sı´mbolos <a> e </a> do marcador HTML
<a>.
• Description: Possui o texto do elemento content do marcador description.
• Destaque: Representa a junc¸a˜o dos textos presentes nos marcadores utilizados para desta-
que de informac¸o˜es da pa´gina web, sa˜o eles: <b>, <i>, <u>, <s>, <em> e <strong>.
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• Imagem: Conteˆm os textos dos atributos alt e title do marcador <img>.
• Keyword: Possui o texto do elemento content do marcador keyword.
• Link: Conteˆm os textos dos atributos alt e title do marcador <a>.
• Title: Conte´m o texto presente no marcador <title>, localizado no cabec¸alho da pa´gina.
• Tı´tulo: Representa a junc¸a˜o dos textos presentes nos marcadores utilizados para simboli-
zar tı´tulos de textos, sa˜o eles: <h1>, <h2>, <h3>, <h4>, <h5> e <h6>.
Tabela 10: Percentual de Uso dos Marcadores HTML no Conjunto de Dados
Marcador Portugueˆs Portugueˆs Ingleˆs Ingleˆs
Na˜o Pornogra´fica Pornogra´fica Na˜o Pornogra´fica Pornogra´fica
Aˆncora 99,90% 99,90% 100,00% 99,80%
Description 72,00% 66,80% 75,50% 85,30%
Destaque 86,70% 86,70% 77,50% 81,00%
Imagem 91,90% 96,50% 92,90% 89,90%
Keyword 62,60% 63,40% 57,60% 72,70%
Link 80,90% 88,60% 76,50% 76,50%
Title 100,00% 99,80% 99,40% 99,60%
Tı´tulo 82,90% 81,10% 93,30% 74,10%
Os dados presentes na Tabela 10 mostram que os elementos HTML mais populares
nas pa´ginas sa˜o os marcadores title e <a>, o u´ltimo referenciado na Tabela como Aˆncora.
Esses atributos esta˜o presentes em praticamente todas as pa´ginas do conjunto de dados. O alto
percentual de uso desses marcadores fazem deles bons candidatos de fonte de informac¸o˜es para
os classificadores.
O atributo Imagem tambe´m possui alto percentual de presenc¸a, variando de 89,90% a
96,50%. O valor elevado deste marcador indica que a maioria das pa´ginas do conjunto de dados
possuem figuras e na˜o apenas informac¸o˜es textuais.
A Tabela 10 tambe´m mostra que os marcadores de metadados Description e Keyword
na˜o sa˜o ta˜o populares quanto os demais, principalmente o marcador Keyword. Esses marcado-
res representam metadados da pa´gina HTML, sa˜o utilizados para sumarizar as informac¸o˜es ali
presentes. Pore´m, a baixa frequeˆncia com que esta˜o presentes prejudica o desempenho de um
classificador que vier a utiliza´-los como u´nica fonte de dados para categorizac¸a˜o.
Estudos desenvolvidos por outros pesquisadores ja´ discutiram a pouca utilidade de
determinados marcadores, a citar:
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(a) Pierre (2000) descreveu como uma das dificuldades para a categorizac¸a˜o de pa´ginas
o pouco uso de alguns atributos como Description e Keyword;
(b) Pierre (2001) realizou um estudo que mostra que os marcadores Description e
Keyword sa˜o os mais auseˆntes nas pa´ginas da internet;
(c) Alimohammadi (2004) desenvolveu um estudo sobre a web iraniana, os resultados
da pesquisa evidenciam que os marcadores de metadados sa˜o pouco usados nos sı´tios daquele
paı´s;
(d) Craven (2004) pesquisou o uso do marcador Description em pa´ginas de diferentes
idiomas, os resultados mostram que o percentual de uso varia de acordo com o idioma, pore´m
sa˜o sempre percentuais menores comparados com o de outros atributos;
(e) Shen et al. (2003) compararam o desempenho de classificadores com o uso de dife-
rentes marcadores. Os resultados obtidos demonstram que classificadores baseados apenas em
informac¸o˜es dos atributos Description e Keyword possuem um desempenho inferior comparado
a classificadores que fazem uso de outros atributos. Um dos motivos para o baixo desempenho
e´ a quantidade de atributos faltantes quando se utiliza informac¸o˜es desses dois marcadores.
As pesquisas citadas acima demonstraram que alguns marcadores sa˜o menos populares
que outros. As informac¸o˜es presentes na Tabela 10 complementam essas pesquisas mostrando
os percentuais de uso de alguns marcadores na˜o abordados nos estudos anteriores, ale´m disso,
mostram informac¸o˜es segmentadas por idioma e classe.
Um fator que pode explicar porque os marcadores de metadadosDescription eKeyword
esta˜o sendo pouco utilizados e´ que alguns mecanismos de busca na˜o mais utilizam as informac¸o˜es
presentes em tais elementos (GOOGLE, 2009). Antigamente as informac¸o˜es presentes nesses
marcadores eram utilizadas pelos algoritmos de busca para definir se a pa´gina seria exibida ou
na˜o quando um usua´rio procurasse determinado termo, ale´m de definir a posic¸a˜o da pa´gina na
ordem dos resultados. Alguns sı´tios estavam manipulando as informac¸o˜es desses metadados
com o objetivo de ganhar posic¸o˜es nos resultados das buscas. Devido a isso algumas empresas
de buscas passaram a na˜o mais utilizar esses marcadores.
Ale´m das informac¸o˜es apresentadas na Tabela 10 tambe´m foi realizado um estudo a
respeito dos sites ligados por meio de Hyperlinks ao conjunto de dados construı´do. Esse estudo
visava identificar a classe a qual pertenciam os sites pais e filhos das pa´ginas pertencentes ao
conjunto de dados.
Site pai pode ser definido como um site que possui uma ou mais hiperligac¸o˜es para a
pa´gina que esta´ sendo classificada, geralmente expressadas pelo marcador HTML <a>. En-
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quanto um site filho pode ser definido como um site referenciado pela pa´gina que esta´ sendo
classificada. A Figura 12 mostra um exemplo de site pai e site filho, mostrando a sua relac¸a˜o
com a pa´gina em ana´lise (QI; DAVISON, 2009).
Os sites filhos foram identificados apenas com a ana´lise do conteu´do HTML das pa´ginas
da base de dados. Ja´ a descoberta de sites pais foi realizada com uso de mecanismos de busca na
internet. As ferramentas de busca procuram apenas as pa´ginas por elas indexadas, deste modo,
acredita-se que a quantidade real de sites pais existentes seja superior ao identificado por essas
ferramentas.
Páginas em 
classiﬁcação
Site
Site
Site
Sites 
Pais
Site
Site
Site
Sites
Filhos
Figura 12: Exemplo de Sites Pais e Filhos
O percentual de pa´ginas que possuem sites pais com conteu´do pornogra´fico e´ mostrado
na Tabela 11. Os dados esta˜o agrupados por idioma e classe. Conforme pode-se observar as
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pa´ginas da classe na˜o pornogra´ficas sa˜o as que possuem o maior nu´mero de sites pais. Merece
destaque as pa´ginas pornogra´fica em Portugueˆs que apresentam o menor nu´mero de sites pais,
apenas 67,00%.
Continuando a ana´lise dos dados da Tabela 11 pode-se constatar uma alta relac¸a˜o da
classe dos sites pais com a classe da pa´gina em ana´lise, principalmente para a classe por-
nogra´fica. No idioma Portugueˆs 67,00% das pa´ginas pornogra´ficas possuem sites pais, sendo
que 60,00% sa˜o sites pais com conteu´do pornogra´fico. A tendeˆncia e´ a mesma para o idioma
Ingleˆs, 92,00% das pa´ginas possuem sites pais, sendo que 82,00% possuem pais pornogra´ficos.
Esse percentual de pa´ginas que possuem sites pais pornogra´ficos correspondem a um percentual
sobre o total de pa´ginas existentes nos referidos idiomas e classes.
Tabela 11: Percentual de Pa´ginas do Conjunto de Dados que Possuem Sites Pais com Conteu´do
Pornogra´fico
Idioma Classe % de Pa´ginas que % de Pa´ginas que
Possuem Sites Possuem Sites
Pais Pais Pornogra´ficos
Portugueˆs Na˜o Pornogra´fica 98,00% 10,00%
Portugueˆs Pornogra´fica 67,00% 60,00%
Ingleˆs Na˜o Pornogra´fica 100,00% 17,00%
Ingleˆs Pornogra´fica 92,00% 82,00%
A Tabela 12 apresenta o percentual de pa´ginas que possuem sites filhos. Os dados
tambe´m esta˜o agrupados por idioma e classe. Chama a atenc¸a˜o o fato de 100% das pa´ginas de
todos os grupos possuı´rem pa´ginas filhas. Esse alto percentual ja´ era esperado, pois conforme
os dados da Tabela 10 aproximadamente todas as pa´ginas do conjunto de dados possuem texto
aˆncora.
Nos dados apresentados pela Tabela 12 fica evidente a relac¸a˜o existente entre a classe
da pa´gina em ana´lise e a classe dos sites filhos. No idioma Ingleˆs a relac¸a˜o ficou pro´xima de
100,00%, de todos os sites filhos 99,00% eram pornogra´ficos. Igualmente alta foi a relac¸a˜o para
as pa´ginas pornogra´ficas em Portugueˆs, nas quais 97,00% dos sites filhos eram pornogra´ficos.
Alguns trabalhos anteriores ja´ demonstraram a existeˆncia de uma relac¸a˜o entre a classe
das pa´ginas e suas hiperligac¸o˜es. Entre eles esta˜o:
(a) Shen et al. (2006) propuseram um classificador que usava um me´todo de obtenc¸a˜o
de informac¸o˜es implı´citas de ligac¸o˜es entre as pa´ginas, os resultados atingidos demonstram que
tais informac¸o˜es contribuem para a classificac¸a˜o;
(b) Riboni (2002) apresentou um classificador baseado em informac¸o˜es presentes nas
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Tabela 12: Percentual de Pa´ginas do Conjunto de Dados que Possuem Sites Filhos com Conteu´do
Pornogra´fico
Idioma Classe % de Pa´ginas que % de Pa´ginas que
Possuem Sites Possuem Sites
Filhos Filhos Pornogra´ficos
Portugueˆs Na˜o Pornogra´fica 100,00% 1,00%
Portugueˆs Pornogra´fica 100,00% 97,00%
Ingleˆs Na˜o Pornogra´fica 100,00% 2,00%
Ingleˆs Pornogra´fica 100,00% 99,00%
hiperligac¸o˜es entre as pa´ginas (marcador aˆncora);
(c) Chakrabarti et al. (2002) estudaram a estrutura de ligac¸o˜es entre os sı´tios, os dados
apresentados demonstram que as pa´ginas tendem a serem ligadas a outros pa´ginas que possuam
o mesmo tema;
(d) Menczer (2005) realizou um estudo que mostra a relac¸a˜o entre as ligac¸o˜es e o
conteu´do das pa´ginas ligadas.
Os estudos apresentados acima ja´ demonstravam uma relac¸a˜o entre as pa´ginas e suas
ligac¸o˜es, sites pais e sites filhos. Os dados apresentados nas Tabelas 11 e 12 ajudam a comprovar
tal suposic¸a˜o, ale´m disso, demonstram que a relac¸a˜o e´ mais forte para determinadas classes em
detrimento a outras.
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5 EXPERIMENTOS E ANA´LISE DOS RESULTADOS
Neste Capı´tulo sera˜o apresentados os resultados dos experimentos realizados e tambe´m
uma ana´lise desses resultados.
Todos os os experimentos foram executados em um computador com processador Intel
Xeon 3.00GHz, 2GB de memo´ria RAM, sistema operacional GNU/Linux Debian kernel 2.6.32
em uma arquitetura de 32 bits. Na execuc¸a˜o foi utilizado o conjunto de dados descrito na sessa˜o
4, sendo que 50% dos registros foram reservados para treinamento e os outros 50% para testes.
A sessa˜o 5.1 apresenta os experimentos que comparam as me´tricas de avaliac¸a˜o de
atributos. Na sessa˜o 5.2 sa˜o apresentados os experimentos envolvendo testes relacionados
ao nu´mero total de atributos utilizados na classificac¸a˜o, denominada aqui de dimensionali-
dade. Em seguida, a sessa˜o 5.3 realiza uma comparac¸a˜o de performance entre os algoritmos
de classificac¸a˜o. Na sequeˆncia a sessa˜o 5.4 apresenta comparac¸o˜es entre os atributos estruturais
presentes nas pa´ginas web. Por fim, a sessa˜o 5.5 apresenta as considerac¸o˜es finais a respeito
dos resultados dos experimentos.
5.1 ME´TRICAS DE AVALIAC¸A˜O DE ATRIBUTOS
Nesta sessa˜o sera˜o detalhados os experimentos realizados com as me´tricas de avaliac¸a˜o
de atributos. As me´tricas de avaliac¸a˜o de atributos utilizadas na selec¸a˜o foram: TF, TFIDF e
Ganho de informac¸a˜o. O funcionamento dessas me´tricas esta´ detalhado na sessa˜o 2.4.
Os experimentos foram realizados utilizando algoritmos de aprendizado de ma´quina
de diferentes paradigmas; ao todo cinco algoritmos foram testados. A quantidade de atributos
textuais selecionados, ou dimensionalidade, variou de 10 atributos ate´ 200 atributos. Na selec¸a˜o
foi utilizado apenas o conteu´do textual das pa´ginas HTML e na˜o foram utilizados os textos
presentes dentro dos marcadores da linguagem.
A Tabela 13 conte´m os resultados dos experimentos no conjunto de dados em Por-
tugueˆs. Na primeira coluna da tabela consta a informac¸a˜o sobre a dimensionalidade utilizada,
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as demais colunas apresentam o resultado da Medida-F para cada uma das me´tricas de avaliac¸a˜o
de atributos usando os diferentes classificadores.
Tabela 13: Medida-F na Base em Portugueˆs: Experimento com Me´tricas de Avaliac¸a˜o de Atributos
Qtde TF TFIDF Ganho de Informac¸a˜o
Atributos C4.5 KNN MLP Naive SMO C4.5 KNN MLP Naive SMO C4.5 KNN MLP Naive SMO
10 0.9439 0.9559 0.9459 0.9189 0.9379 0.93 0.9289 0.9299 0.9179 0.9148 0.9709 0.9829 0.9779 0.9709 0.9739
20 0.9489 0.9799 0.9689 0.9439 0.9559 0.9459 0.9749 0.9709 0.9499 0.9509 0.9739 0.9859 0.9829 0.9579 0.9799
30 0.9519 0.9769 0.9699 0.9579 0.974 0.9479 0.9799 0.9759 0.9559 0.9569 0.9659 0.9879 0.9869 0.9639 0.9869
40 0.9549 0.9769 0.9799 0.9649 0.9779 0.9509 0.9789 0.9719 0.9649 0.9719 0.9609 0.9869 0.9849 0.9689 0.9859
50 0.9579 0.9909 0.9829 0.9679 0.9799 0.9499 0.9879 0.9719 0.9599 0.9759 0.9529 0.9849 0.9849 0.9669 0.9869
60 0.9689 0.9899 0.9819 0.9699 0.9749 0.9549 0.9869 0.9809 0.9649 0.9769 0.9689 0.9909 0.9899 0.9689 0.9939
70 0.9499 0.9879 0.9849 0.9749 0.9869 0.9549 0.9799 0.9799 0.9659 0.9839 0.9529 0.9909 0.9859 0.9679 0.9919
80 0.9499 0.9889 0.9849 0.9749 0.9849 0.9549 0.9819 0.9839 0.9719 0.9839 0.9599 0.9899 0.9849 0.9759 0.9869
90 0.9599 0.9869 0.9889 0.9809 0.9909 0.9549 0.9759 0.9799 0.9769 0.9839 0.9599 0.9909 0.9839 0.9779 0.9879
100 0.9599 0.9819 0.9869 0.9799 0.9889 0.9549 0.9749 0.9789 0.9759 0.9779 0.9599 0.9899 0.9839 0.9779 0.9849
110 0.9699 0.9869 0.9939 0.9839 0.9959 0.9549 0.9789 0.9849 0.9849 0.9789 0.9599 0.9849 0.9859 0.9799 0.9839
120 0.9679 0.9869 0.9939 0.9859 0.9979 0.9529 0.9749 0.9839 0.9829 0.9849 0.9599 0.9879 0.9869 0.9789 0.9829
130 0.9679 0.9859 0.9969 0.9829 0.9979 0.9479 0.9739 0.9819 0.9849 0.9799 0.9599 0.9859 0.9849 0.9789 0.9879
140 0.9599 0.9859 0.9969 0.9849 0.9969 0.9479 0.9789 0.9839 0.9849 0.9819 0.9609 0.9829 0.9879 0.9829 0.9879
150 0.9669 0.9869 0.9979 0.9839 0.996 0.9509 0.9829 0.9859 0.9869 0.9849 0.9609 0.9809 0.9859 0.9829 0.9869
160 0.9669 0.9859 0.9959 0.9839 0.996 0.9509 0.9809 0.9859 0.9839 0.9859 0.9609 0.9789 0.9859 0.9849 0.9879
170 0.9669 0.9849 0.9959 0.9829 0.996 0.9509 0.9829 0.9819 0.9829 0.9859 0.9609 0.9809 0.9869 0.9859 0.9879
180 0.9569 0.9879 0.9959 0.9849 0.996 0.9509 0.9819 0.9859 0.9849 0.9869 0.9609 0.9839 0.9859 0.9869 0.9879
190 0.9569 0.9869 0.9949 0.9869 0.996 0.9509 0.9809 0.9869 0.9849 0.9839 0.9619 0.9839 0.9879 0.9879 0.9889
200 0.9559 0.9859 0.9939 0.9849 0.9969 0.9509 0.9819 0.9859 0.9869 0.9859 0.9619 0.9849 0.9899 0.9879 0.9899
A Tabela 14 mostra os resultados dos experimentos no conjunto de dados em Ingleˆs.
A sequeˆncia das informac¸o˜es apresentadas e´ a mesma da utilizada na Tabela 13.
Tabela 14: Medida-F na Base em Ingleˆs: Experimento com Me´tricas de Avaliac¸a˜o de Atributos
Qtde TF TFIDF Ganho de Informac¸a˜o
Atributos C4.5 KNN MLP Naive SMO C4.5 KNN MLP Naive SMO C4.5 KNN MLP Naive SMO
10 0.8764 0.8837 0.8898 0.8371 0.8622 0.8555 0.8576 0.8650 0.8556 0.8660 0.8745 0.8937 0.9044 0.8992 0.8943
20 0.8928 0.8998 0.8939 0.8660 0.8803 0.8800 0.8814 0.9015 0.8809 0.8951 0.8863 0.9185 0.9216 0.8981 0.9228
30 0.9268 0.9329 0.9379 0.8900 0.9197 0.8828 0.8849 0.9089 0.8830 0.9136 0.9004 0.9125 0.9268 0.9042 0.9146
40 0.9279 0.9409 0.9479 0.8962 0.9278 0.8982 0.8949 0.9128 0.8930 0.9257 0.8972 0.9105 0.9218 0.8991 0.9207
50 0.9399 0.9539 0.9479 0.9043 0.9368 0.9168 0.9369 0.9529 0.9001 0.9308 0.9207 0.9439 0.9409 0.8990 0.9449
60 0.9259 0.9669 0.9579 0.9103 0.9359 0.9229 0.9519 0.9589 0.9012 0.9308 0.9359 0.9469 0.9489 0.8969 0.9489
70 0.9429 0.9679 0.9539 0.9083 0.9329 0.9188 0.9389 0.9669 0.9083 0.9338 0.9359 0.9589 0.9489 0.8980 0.9549
80 0.9389 0.9719 0.9589 0.9073 0.9389 0.9259 0.9469 0.9629 0.9042 0.9308 0.9299 0.9579 0.9499 0.8969 0.9479
90 0.9258 0.9749 0.9659 0.9073 0.9509 0.9289 0.9559 0.9609 0.9032 0.9418 0.9319 0.9669 0.9549 0.8980 0.9559
100 0.9389 0.9789 0.9689 0.9093 0.9539 0.9329 0.9449 0.9469 0.9073 0.9469 0.9429 0.9669 0.9649 0.8990 0.9619
110 0.9509 0.9769 0.9689 0.9042 0.9529 0.9319 0.9569 0.9529 0.9113 0.9519 0.9429 0.9549 0.9539 0.9000 0.9579
120 0.9529 0.9789 0.9729 0.9042 0.9649 0.9269 0.9689 0.9669 0.9144 0.9559 0.9429 0.9629 0.9519 0.9000 0.9599
130 0.9519 0.9789 0.9669 0.9093 0.9609 0.9239 0.9709 0.9639 0.9164 0.9589 0.9469 0.9799 0.9659 0.9021 0.9689
140 0.9429 0.9789 0.9689 0.9114 0.9599 0.9219 0.9689 0.9609 0.9175 0.9559 0.9639 0.9789 0.9739 0.9031 0.9749
150 0.9329 0.9809 0.9689 0.9114 0.9629 0.9249 0.9689 0.9629 0.9175 0.9579 0.9639 0.9799 0.9769 0.9021 0.9719
160 0.9349 0.9829 0.9649 0.9134 0.9659 0.9289 0.9709 0.9609 0.9144 0.9509 0.9559 0.9789 0.9789 0.9041 0.9769
170 0.9349 0.9779 0.9659 0.9144 0.9619 0.9359 0.9719 0.9639 0.9144 0.9489 0.9569 0.9739 0.9779 0.9011 0.9779
180 0.9549 0.9779 0.9709 0.9134 0.9629 0.9469 0.9749 0.9639 0.9174 0.9619 0.9579 0.9749 0.9809 0.9052 0.9809
190 0.9459 0.9789 0.9809 0.9154 0.9679 0.9459 0.9769 0.9699 0.9174 0.9649 0.9579 0.9789 0.9839 0.9042 0.9809
200 0.9459 0.9769 0.9809 0.9144 0.9639 0.9419 0.9779 0.9729 0.9194 0.9659 0.9579 0.9789 0.982 0.9031 0.9819
A Figura 13 apresenta um gra´fico comparando os resultados das treˆs me´tricas de
avaliac¸a˜o de atributos utilizando o classificador baseado em a´rvore de decisa˜o C4.5, a versa˜o
disponı´vel no Weka para o algoritmo C4.5. Conforme o gra´fico e´ possı´vel constatar que no
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geral os melhores resultados foram obtidos pela me´trica TF. A me´trica Ganho de Informac¸a˜o
tambe´m apresentou bons resultados, principalmente no idioma Portugueˆs.
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Figura 13: Desempenho do Classificador C4.5 Utilizando Diferentes Me´tricas na Selec¸a˜o de ate´
200 Atributos
Os resultados das me´tricas de avaliac¸a˜o de atributos usando o classificador KNN e´
mostrado pelo gra´fico presente na Figura 14. O desempenho das treˆs me´tricas ficou muito
pro´ximo quando a quantidade de atributos era superior a 130, principalmente no idioma Por-
tugueˆs. No geral o desempenho da me´trica TF foi superior, sendo mais visı´vel essa diferenc¸a
no idioma Ingleˆs
0.86
0.88
0.9
0.92
0.94
0.96
0.98
1
10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190 200
Me
did
a-
F
Quantidade de Atributos Textuais
EN-TF
EN-TFIDF
EN-Ganho
PT-TF
PT-TFIDF
PT-Ganho
Figura 14: Desempenho do Classificador KNN Utilizando Diferentes Me´tricas na Selec¸a˜o de ate´
200 Atributos
O desempenho das me´tricas utilizando o classificador MLP e´ apresentado na Figura
15. Para o idioma Portugueˆs os melhores resultados foram atingidos usando a me´trica TF, o
mesmo na˜o se repetiu com o idioma Ingleˆs o qual obteve os melhores resultados com a me´trica
Ganho de Informac¸a˜o.
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Figura 15: Desempenho do Classificador MLP Utilizando Diferentes Me´tricas na Selec¸a˜o de ate´
200 Atributos
A Figura 16 mostra um gra´fico comparando os resultados das me´tricas utilizando o
classificador Naı¨ve Bayes. As diferenc¸a dos resultados das treˆs me´tricas no idioma Portugueˆs
foram pequenas, algumas vezes imperceptı´veis visualmente. Ja´ no conjunto de dados em Ingleˆs
fica evidente que a TFIDF obteve os melhores resultados, tambe´m fica evidente que o Ganho de
Informac¸a˜o apresentou os piores resultados.
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Figura 16: Desempenho do Classificador Naı¨ve Bayes Utilizando Diferentes Me´tricas na Selec¸a˜o
de ate´ 200 Atributos
Por u´ltimo, a Figura 17 apresenta um gra´fico de desempenho das me´tricas de avaliac¸a˜o
de atributos usando o classificador SMO (implementac¸a˜o disponı´vel no Weka para o SVM).
O desempenho das me´tricas usando o classificador SMO foi bem semelhante ao desempenho
utilizando o classificador MLP. Os melhores desempenhos para Portugueˆs foram obtidos com a
me´trica TF, enquanto no Ingleˆs os melhores resultados foram obtidos com a me´trica Ganho de
Informac¸a˜o.
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Figura 17: Desempenho do Classificador SMO Utilizando Diferentes Me´tricas na Selec¸a˜o de ate´
200 Atributos
De acordo com os dados apresentados nas Tabelas 13 e 14 alguns pontos podem ser
destacados:
(a) A TFIDF apresentou os piores resultados comparado com as demais me´tricas,
sendo melhor apenas quando foi utilizado o algoritmo Naı¨ve Bayes no conjunto de dados em
Ingleˆs.
(b) No geral a me´trica TF obteve os melhores resultados nos experimentos realiza-
dos. O Ganho de Informac¸a˜o tambe´m apresentou bons resultados, alguns deles pro´ximos aos
atingidos pela TF.
(c) Usando os classificadores MLP e SMO no conjunto de dados em Ingleˆs os melhores
resultados foram atingidos pela me´trica Ganho de Informac¸a˜o, pore´m conforme gra´ficos dos
respectivos classificadores e´ possı´vel verificar uma tendeˆncia de aumento da performance da
me´trica TF conforme a dimensionalidade aumenta.
(d) Em algumas situac¸o˜es os resultados dos classificadores usando diferentes me´tricas
foi imperceptı´vel, por exemplo: no caso do classificador Naı¨ve Bayes no idioma Portugueˆs.
5.2 ANA´LISE RELACIONADA A` DIMENSIONALIDADE
Nesta sessa˜o sera˜o considerados experimentos que levam em conta uma dimensionali-
dade - nu´mero de atributos - maior do que o considerado na sessa˜o anterior. Nos experimentos
desta sessa˜o sera´ utilizada uma dimensionalidade variando de 100 atributos ate´ 1000 atributos.
O objetivo desses experimentos e´ verificar quais sera˜o os resultados dos classificadores
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e das me´tricas de avaliac¸a˜o de atributos em uma dimensionalidade maior, visando identificar
qual e´ a dimensionalidade ideal para cada um dos classificadores nesse geˆnero de classificac¸a˜o
textual.
Nos testes foram analisados treˆs me´tricas de avaliac¸a˜o de atributos - TF, TFIDF e
Ganho de Informac¸a˜o - e cinco algoritmos de classificac¸a˜o. Os atributos textuais selecionados
pertenciam apenas ao conteu´do textual das pa´ginas HTML, na˜o foram utilizadas as informac¸o˜es
presentes nos marcadores da linguagem.
A Tabela 15 conte´m os resultados dos experimentos no conjunto de dados em Ingleˆs.
Na primeira coluna da tabela consta a informac¸a˜o da dimensionalidade utilizada no experi-
mento, as demais colunas apresentam o resultado da Medida-F para cada uma das me´tricas de
avaliac¸a˜o de atributos utiliza pelos respectivos classificadores.
Tabela 15: Medida-F na Base em Ingleˆs: Experimento Envolvendo Dimensionalidade
Qtde TF TFIDF Ganho de Informac¸a˜o
Atributos C4.5 KNN MLP Naive SMO C4.5 KNN MLP Naive SMO C4.5 KNN MLP Naive SMO
100 0.9389 0.9789 0.9689 0.9093 0.9539 0.9329 0.9449 0.9469 0.9073 0.9469 0.9429 0.9669 0.9649 0.8990 0.9619
200 0.9459 0.9769 0.9809 0.9144 0.9639 0.9419 0.9779 0.9729 0.9194 0.9659 0.9579 0.9789 0.982 0.9031 0.9819
300 0.9489 0.9789 0.9849 0.9245 0.9819 0.9489 0.9749 0.9839 0.9306 0.9809 0.9629 0.9859 0.9849 0.9154 0.9839
400 0.9489 0.9819 0.9889 0.9397 0.9879 0.9569 0.9739 0.9899 0.9407 0.9839 0.9639 0.9849 0.9739 0.9144 0.9769
500 0.9429 0.9799 0.9909 0.9418 0.9859 0.9549 0.9759 0.9909 0.9367 0.9849 0.9629 0.9839 0.9799 0.9174 0.978
600 0.9429 0.9789 0.9879 0.9539 0.9879 0.9509 0.9809 0.9919 0.9428 0.9869 0.9639 0.9769 0.9799 0.9235 0.9789
700 0.9489 0.9789 0.992 0.9549 0.9849 0.9489 0.9799 0.9869 0.9468 0.9869 0.9639 0.9769 0.9839 0.9256 0.9799
800 0.9449 0.9769 0.9899 0.9519 0.9859 0.9389 0.9789 0.9879 0.9488 0.9879 0.9639 0.9689 0.9879 0.9347 0.9809
900 0.9449 0.9769 0.9949 0.9539 0.9879 0.9389 0.9759 0.9909 0.9469 0.9869 0.9639 0.9679 0.9869 0.9448 0.9809
1000 0.9449 0.9749 0.9879 0.9529 0.9889 0.9429 0.9749 0.9909 0.9489 0.9879 0.9629 0.9649 0.9849 0.9438 0.9839
A Tabela 16 apresenta os resultados dos experimentos no conjunto de dados em Por-
tugueˆs. A sequeˆncia das informac¸o˜es apresentadas e´ a mesma da Tabela 15, sendo a primeira
coluna contendo a dimensionalidade e as demais contendo os resultados para cada me´trica de
avaliac¸a˜o de atributos.
Tabela 16: Medida-F na Base em Portugueˆs: Experimento Envolvendo Dimensionalidade
Qtde TF TFIDF Ganho de Informac¸a˜o
Atributos C4.5 KNN MLP Naive SMO C4.5 KNN MLP Naive SMO C4.5 KNN MLP Naive SMO
100 0.9599 0.9819 0.9869 0.9799 0.9889 0.9549 0.9749 0.9789 0.9759 0.9779 0.9599 0.9899 0.9839 0.9779 0.9849
200 0.9559 0.9859 0.9939 0.9849 0.9969 0.9509 0.9819 0.9859 0.9869 0.9859 0.9619 0.9849 0.9899 0.9879 0.9899
300 0.9559 0.9859 0.9949 0.9889 0.9989 0.962 0.9839 0.9929 0.9879 0.9989 0.9629 0.9809 0.9979 0.9919 0.9949
400 0.9559 0.9819 0.998 0.9869 0.9979 0.9679 0.9819 0.9959 0.986 0.998 0.9609 0.9779 0.9969 0.9919 0.9939
500 0.9559 0.9769 0.9969 0.9889 0.9969 0.9559 0.9799 0.9969 0.9879 0.998 0.9579 0.9789 0.9969 0.9899 0.9939
600 0.9539 0.9769 0.9969 0.9899 0.998 0.9559 0.9789 0.9969 0.9879 0.998 0.9579 0.9799 0.998 0.988 0.9929
700 0.9539 0.9759 0.9989 0.9889 0.998 0.9539 0.9769 0.998 0.9899 0.9959 0.9579 0.9759 0.9969 0.9869 0.9929
800 0.9539 0.9789 0.9989 0.9879 0.9989 0.9539 0.9729 0.998 0.9889 0.998 0.9549 0.9739 0.9969 0.9869 0.9919
900 0.9569 0.9719 0.998 0.9879 0.998 0.9539 0.9709 0.998 0.9869 0.9969 0.9549 0.9719 0.998 0.988 0.9939
1000 0.9589 0.9689 0.998 0.9889 0.998 0.9559 0.9679 0.9949 0.9869 0.9959 0.9549 0.9709 0.9969 0.9869 0.9929
A Figura 18 apresenta um gra´fico comparando o desempenho do classificador C4.5 em
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diferentes dimensionalidades. Conforme o gra´fico e´ possı´vel verificar que no geral ocorre uma
tendeˆncia de estabilizac¸a˜o dos resultados. Tanto para o idioma Portugueˆs quanto para o Ingleˆs
os melhores ı´ndices foram obtidos com a me´trica Ganho de Informac¸a˜o.
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Figura 18: Desempenho do Classificador C4.5 Utilizando Diferentes Me´tricas na Selec¸a˜o de ate´
1000 Atributos
Os resultados com diferentes dimensionalidades do classificador KNN sa˜o mostrados
pelo gra´fico presente na Figura 19. O classificador apresentou uma tendeˆncia de queda dos
resultados, para os dois idiomas, conforme o nu´mero de atributos aumentava. O resultado das
me´tricas foram pro´ximas, em geral bons resultados foram atingidos entre 200 a 300 atributos.
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Figura 19: Desempenho do Classificador KNN Utilizando Diferentes Me´tricas na Selec¸a˜o de ate´
1000 Atributos
O desempenho com diferentes quantidades de atributos utilizando o classificador MLP
e´ apresentado na Figura 20. Conforme o gra´fico e´ possı´vel constatar uma tendeˆncia de aumento
da Medida-F conforme aumentava a quantidade de atributos. Os resultados atingidos pelas
77
diferentes me´tricas foram bem pro´ximos, principalmente para o idioma Portugueˆs. Acima de
400 atributos ja´ foi possı´vel atingir uma Medida-F superior a 0.99 para ambos os idiomas.
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Figura 20: Desempenho do Classificador MLP Utilizando Diferentes Me´tricas na Selec¸a˜o de ate´
1000 Atributos
A Figura 21 mostra um gra´fico comparando os resultados de diferentes quantidades de
atributos usando o classificador Naı¨ve Bayes. Para o idioma Portugueˆs os melhores resultados
foram atingidos com uma quantidade entre 300 e 400 atributos, apo´s atingido o a´pice os resul-
tados ficaram oscilando. Ja´ para o idioma Ingleˆs ocorreu uma tendeˆncia inicial de aumento da
Medida-F e logo apo´s uma estabilizac¸a˜o dos resultados, nesse idioma os melhores resultados
foram apresentados com a me´trica TF.
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Figura 21: Desempenho do Classificador Naı¨ve Bayes Utilizando Diferentes Me´tricas na Selec¸a˜o
de ate´ 1000 Atributos
Por u´ltimo, a Figura 22 apresenta um gra´fico de desempenho de diferentes dimensio-
nalidades usando o classificador SMO. Nesse classificador as me´tricas de avaliac¸a˜o de atributos
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apresentaram resultados bem similares, sendo que inicialmente ocorreu uma tendeˆncia de au-
mento da Medida-F e logo apo´s uma estabilizac¸a˜o. O melhor resultado no idioma Portugueˆs
foi atingido com 300 atributos, enquanto para o idioma Ingleˆs a Medida-F mais alta foi atingida
com 1000 atributos.
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Figura 22: Desempenho do Classificador SMO Utilizando Diferentes Me´tricas na Selec¸a˜o de ate´
1000 Atributos
Com base nos dados apresentados nas Tabelas 15 e 16 pode-se constatar os seguintes
fatos:
(a) O classificador KNN apresentou uma tendeˆncia de diminuic¸a˜o da Medida-F con-
forme a dimensionalidade aumentava, o que demonstra que existe uma dimensionalidade ideal
para esse classificador, apo´s determinado ponto os resultados tendem a piorar ao inve´s de me-
lhorar. Esse tipo de comportamento ja´ era esperado para o classificador KNN devido a maneira
que ocorre o seu aprendizado.
(b) Os demais classificados apresentaram uma tendeˆncia de aumento inicial da Medida-
F de acordo com o aumento da quantidade de atributos, em seguida apresentaram uma tendeˆncia
de estabilizac¸a˜o dos resultados. Assim, aumentar a quantidade de atributos depois de certo
ponto mostrou-se ineficaz no que diz respeito a melhora nos resultados do classificador.
(c) Com o aumento da dimensionalidade as diferentes me´tricas de avaliac¸a˜o de atribu-
tos apresentaram resultados bem similares, o que demonstra que a me´trica de avaliac¸a˜o apre-
senta uma influeˆncia maior nos resultados quando a dimensionalidade e´ menor. Um dos motivos
que pode explicar esse fato e´ que quando a dimensionalidade e´ alta existe uma probabilidade
maior que mesmo diferentes me´tricas acabem por escolherem os mesmos atributos.
(d) Os resultados apresentados pelos classificadores SMO e MLP foram bem similares,
ambos demonstram a mesma tendeˆncia de acordo com a quantidade de atributos.
79
5.3 DESEMPENHO DOS CLASSIFICADORES
Esta sessa˜o apresentara´ os resultados dos experimentos que comparam o desempenho
dos classificadores. Os classificadores selecionados para os experimentos foram:
(a) O probabilı´stico Naı¨ve Bayes.
(b) O algoritmo baseado em instaˆncias KNN, com K=1.
(c) O classificador baseado em a´rvores de decisa˜o C4.5.
(d) O classificador SVM, utilizando a implementac¸a˜o SMO (Sequential Minimal Op-
timization) empregando uma func¸a˜o de nu´cleo (kernel) polinomial.
(e) O algoritmo de redes neurais MLP (Multilayer Perceptron).
O primeiro experimento realizado visava identificar o tempo de treinamento de cada
um dos algoritmos de classificac¸a˜o. Nesse experimento foi utilizado apenas a base em Ingleˆs
usando somente a informac¸a˜o contida no marcador <title> da linguagem HTML. A me´trica
usada no processo de selec¸a˜o de atributos foi o Ganho de Informac¸a˜o, com dimensionalidade
de 10 ate´ 1000 atributos.
A Tabela 17 apresenta os resultados desse primeiro experimento. A primeira coluna
mostra o total de atributos utilizados e as demais os tempos de treinamento de cada um dos
respectivos classificadores.
A Figura 23 mostra um gra´fico com os tempos de treinamento de cada classificador.
Conforme os dados desse gra´fico e tambe´m da Tabela 17 e´ possı´vel constatar que os algorit-
mos C4.5, KNN, Naı¨ve Bayes e SMO possuem um tempo de treinamento de poucos segundos
enquanto o classificador MLP pode levar algumas horas na fase de treinamento, dependendo
da quantidade de atributos. Esses resultados sa˜o importantes para mensurar o tempo necessa´rio
para a realizac¸a˜o de testes futuros com os algoritmos.
O segundo experimento realizado visava comparar a eficieˆncia na classificac¸a˜o de cada
um dos algoritmos de aprendizagem de ma´quina. Para medir essa eficieˆncia da classificac¸a˜o foi
utilizada a Medida-F. Nos testes foram utilizados apenas o conteu´do textual das pa´ginas web,
na˜o foi utilizado o conteu´do presente nos marcadores do HTML.
Os resultados desses experimentos constam nas Tabelas 13 e 14 da sessa˜o 5.1. Os
gra´ficos desses resultados sera˜o apresentados nesta sessa˜o comparando o desempenho indivi-
dual de cada classificador.
A Figura 24 mostra o desempenho dos classificadores utilizando a me´trica Ganho de
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Tabela 17: Tempo de Treinamento dos Classificadores
Qtde Atributos C4.5 KNN MLP Naı¨ve Bayes SMO
10 0h 0m 0s 64ms 0h 0m 0s 548ms 0h 0m 2s 942ms 0h 0m 0s 60ms 0h 0m 0s 113ms
20 0h 0m 0s 67ms 0h 0m 0s 825ms 0h 0m 6s 698ms 0h 0m 0s 56ms 0h 0m 0s 87ms
30 0h 0m 0s 84ms 0h 0m 1s 4ms 0h 0m 12s 6ms 0h 0m 0s 80ms 0h 0m 0s 153ms
40 0h 0m 0s 111ms 0h 0m 1s 214ms 0h 0m 19s 4ms 0h 0m 0s 106ms 0h 0m 0s 258ms
50 0h 0m 0s 138ms 0h 0m 1s 388ms 0h 0m 27s 82ms 0h 0m 0s 133ms 0h 0m 0s 249ms
60 0h 0m 0s 165ms 0h 0m 1s 606ms 0h 0m 36s 851ms 0h 0m 0s 158ms 0h 0m 0s 255ms
70 0h 0m 0s 190ms 0h 0m 1s 767ms 0h 0m 48s 433ms 0h 0m 0s 189ms 0h 0m 0s 275ms
80 0h 0m 0s 193ms 0h 0m 1s 958ms 0h 1m 2s 468ms 0h 0m 0s 212ms 0h 0m 0s 431ms
90 0h 0m 0s 415ms 0h 0m 2s 322ms 0h 1m 17s 512ms 0h 0m 0s 253ms 0h 0m 0s 423ms
100 0h 0m 0s 263ms 0h 0m 2s 368ms 0h 1m 33s 401ms 0h 0m 0s 266ms 0h 0m 0s 468ms
110 0h 0m 0s 287ms 0h 0m 2s 610ms 0h 1m 51s 347ms 0h 0m 0s 291ms 0h 0m 0s 445ms
120 0h 0m 0s 314ms 0h 0m 2s 822ms 0h 2m 11s 743ms 0h 0m 0s 312ms 0h 0m 0s 485ms
130 0h 0m 0s 341ms 0h 0m 2s 995ms 0h 2m 34s 176ms 0h 0m 0s 344ms 0h 0m 0s 495ms
140 0h 0m 0s 371ms 0h 0m 3s 206ms 0h 2m 58s 747ms 0h 0m 0s 369ms 0h 0m 0s 480ms
150 0h 0m 0s 395ms 0h 0m 3s 389ms 0h 3m 26s 306ms 0h 0m 0s 397ms 0h 0m 0s 603ms
160 0h 0m 0s 424ms 0h 0m 3s 574ms 0h 3m 58s 925ms 0h 0m 0s 425ms 0h 0m 0s 561ms
170 0h 0m 0s 449ms 0h 0m 3s 765ms 0h 4m 39s 568ms 0h 0m 0s 448ms 0h 0m 0s 568ms
180 0h 0m 0s 478ms 0h 0m 3s 898ms 0h 5m 29s 491ms 0h 0m 0s 478ms 0h 0m 0s 592ms
190 0h 0m 0s 507ms 0h 0m 4s 160ms 0h 6m 1s 451ms 0h 0m 0s 502ms 0h 0m 0s 754ms
200 0h 0m 0s 522ms 0h 0m 4s 336ms 0h 6m 41s 559ms 0h 0m 0s 585ms 0h 0m 0s 733ms
300 0h 0m 0s 819ms 0h 0m 6s 554ms 0h 18m 15s 241ms 0h 0m 0s 810ms 0h 0m 1s 30ms
400 0h 0m 1s 111ms 0h 0m 8s 359ms 0h 32m 7s 644ms 0h 0m 1s 72ms 0h 0m 1s 358ms
500 0h 0m 1s 411ms 0h 0m 10s 13ms 1h 3m 0s 869ms 0h 0m 1s 335ms 0h 0m 1s 860ms
600 0h 0m 2s 739ms 0h 0m 11s 282ms 1h 13m 8s 542ms 0h 0m 1s 696ms 0h 0m 2s 198ms
700 0h 0m 4s 358ms 0h 0m 11s 898ms 1h 54m 45s 466ms 0h 0m 2s 112ms 0h 0m 2s 482ms
800 0h 0m 3s 63ms 0h 0m 12s 743ms 2h 55m 35s 672ms 0h 0m 2s 319ms 0h 0m 2s 688ms
900 0h 0m 3s 106ms 0h 0m 13s 396ms 2h 43m 42s 228ms 0h 0m 2s 533ms 0h 0m 3s 197ms
1000 0h 0m 4s 18ms 0h 0m 13s 955ms 3h 23m 14s 642ms 0h 0m 3s 132ms 0h 0m 3s 430ms
Tempo total 0h 0m 26s 403ms 0h 2m 17s 955ms 14h 50m 10s 14ms 0h 0m 20s 673ms 0h 0m 26s 671ms
0
2000
4000
6000
8000
10000
12000
100 200 300 400 500 600 700 800 900 1000
Te
m
po
 e
m
 se
gu
nd
os
Quantidade de Atributos Textuais
C4.5
KNN
MLP
Naive
SMO
Figura 23: Tempo de Treinamento dos Classificadores
Informac¸a˜o no idioma Ingleˆs. Conforme o gra´fico, e´ possı´vel verificar que os classificadores
C4.5 e Naı¨ve Bayes tiveram os piores resultados, principalmente o classificador Naı¨ve Bayes,
os demais classificadores apresentaram resultados bem similares.
O desempenho dos classificadores usando a me´trica de avaliac¸a˜o de atributos TF no
conjunto de dados em Ingleˆs e´ mostrado na Figura 25. De acordo com o gra´fico os piores
resultados foram obtidos pelo classificador C4.5 e Naı¨ve Bayes. Os melhores resultados foram
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Figura 24: Desempenho dos Classificadores Usando a Me´trica Ganho de Informac¸a˜o no Conjunto
de Dados em Ingleˆs
conquistados pelo classificador KNN, em seguida MLP e SMO.
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Figura 25: Desempenho dos Classificadores Usando a Me´trica TF no Conjunto de Dados em Ingleˆs
A Figura 26 apresenta o resultado dos classificadores utilizando atributos selecionados
pela me´trica TFIDF nas pa´ginas em Ingleˆs. Nesse experimento o classificador Naı¨ve Bayes
obteve o pior resultado, da mesma forma o C4.5 tambe´m na˜o obteve bons resultados. Ja´ o KNN
atingiu os melhores ı´ndices, enquanto MLP e SMO apresentaram resultados similares.
O resultado dos classificadores usando os atributos selecionados pela me´trica Ganho
de Informac¸a˜o na base em Portugueˆs e´ mostrado na Figura 27. Nesse experimento todos os
algoritmos de aprendizagem de ma´quina atingiram resultados similares, com excec¸a˜o do C4.5
que ficou abaixo dos resultados atingidos pelos demais.
O desempenho dos algoritmos de classificac¸a˜o na base em Portugueˆs utilizando a
me´trica de avaliac¸a˜o de atributos TF e´ apresentado na Figura 28. Conforme o gra´fico o classifi-
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Figura 26: Desempenho dos Classificadores Usando a Me´trica TFIDF no Conjunto de Dados em
Ingleˆs
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Figura 27: Desempenho dos Classificadores Usando a Me´trica Ganho de Informac¸a˜o no Conjunto
de Dados em Portugueˆs
cador C4.5 obteve o pior resultado, ja´ KNN e Naı¨ve Bayes apresentaram resultados similares e
intermedia´rios. Os melhores resultados foram obtidos pelos classificadores MLP e SMO.
A Figura 29 mostra o resultado dos classificadores na base em Portugueˆs usando para
selec¸a˜o de atributos a me´trica TFIDF. De acordo com o gra´fico o pior resultado foi do classifi-
cador C4.5, os demais apresentaram resultados bem pro´ximos quando a dimensionalidade era
superior a 100 atributos.
Analisando as informac¸o˜es apresentadas a respeito dos classificadores pode-se notar
os seguintes fatos:
(a) Os classificadores MLP e SMO obtiveram os melhores resultados da Medida-F,
apresentando bons resultados em todos os cena´rios de testes. A Medida-F de ambos os classifi-
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Figura 29: Desempenho dos Classificadores Usando a Me´trica TFIDF no Conjunto de Dados em
Portugueˆs
cadores foi similar, principalmente quando a dimensionalidade era superior a 100 atributos.
(b) O algoritmo de aprendizagem de ma´quina KNN tambe´m obteve bons resultados,
um pouco inferior, pore´m ainda pro´ximos aos resultados obtidos pelos algoritmos MLP e SMO.
(c) O classificar Naı¨ve Bayes conseguiu bons resultados apenas no idioma Portugueˆs,
para o idioma Ingleˆs os resultados foram inferiores aos demais classificadores.
(d) O algoritmo C4.5 apresentou resultados ruins em todos os cena´rios de testes, sem-
pre inferior a me´dia de resultados obtidos pelos demais algoritmos de aprendizagem.
(e) Em geral os classificadores apresentaram piores resultados para o conjunto de da-
dos em Ingleˆs quando comparado com os dados em Portugueˆs. Esse fato ocorreu independen-
temente da me´trica de avaliac¸a˜o de atributos utilizada. Um motivo que pode explicar esse fato
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e´ que o nu´mero de termos u´nicos do conjunto de dados em Ingleˆs e´ muito maior do que os
existentes para o Portugueˆs, conforme os dados apresentados na sessa˜o 4.3.
5.4 ATRIBUTOS ESTRUTURAIS
Nas sesso˜es anteriores foram apresentados experimentos com me´tricas de avaliac¸a˜o de
qualidade de atributos, dimensionalidade e tambe´m classificadores. Em todos esses experimen-
tos foram utilizados apenas os textos presentes dentro do elemento <body> do HTML, na˜o foi
utilizado o texto presente nos demais elementos. O texto localizado no interior do marcador
<body> e´ aquele apresentado ao usua´rio ao acessar a pa´gina web.
Nesta sessa˜o sera˜o mostrados experimentos que avaliam o desempenho do classifi-
cador utilizando diferentes atributos do HTML. O objetivo desses experimentos e´ verificar o
quanto cada marcador do HTML pode contribuir para a correta categorizac¸a˜o da pa´gina.
Para avaliar os marcadores do HTML foi utilizado a me´trica de avaliac¸a˜o de atributos
TF e o classificador SMO. A TF foi escolhida devido a ter apresentado bons resultados, con-
forme dados da sessa˜o 5.1. Do mesmo modo o classificador SMO foi selecionado devido aos
seus resultados nos experimentos anteriores, mostrados na sessa˜o 5.3.
Esta sessa˜o analisara´ apenas os resultados dos algoritmos de aprendizagem de ma´quina
SMO, entretanto tambe´m foram realizados experimentos com os demais algoritmos abordados
neste trabalho. Os resultados dos experimentos com os demais algoritmos constam no Apeˆndice
B.
Os textos dos seguintes marcadores foram avaliados:
(1) title: Texto do elemento <title>, representa o tı´tulo da pa´gina HTML.
(2) description: Texto presente no atributo description do elemento <meta>, locali-
zado no cabec¸alho da pa´gina. Possui a func¸a˜o de descrever o conteu´do da pa´gina.
(3) keyword: Texto presente no atributo keyword do elemento <meta>, localizado
no cabec¸alho da pa´gina. Reservado para inserir palavras chaves relacionadas ao conteu´do da
pa´gina.
(4) aˆncora: Conteu´do textual entre os elementos de Hyperlinks <a> e </a>. O
conteu´do entre esses elementos geralmente e´ destacado para representar a ligac¸a˜o entre duas
pa´ginas.
(5) imagem: Conteu´do dos marcadores alt e title do elemento <img>. Esses textos
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sa˜o utilizados para descrever o conteu´do das imagens contidas na pa´gina.
(6) link: Conteu´do dos marcadores alt e title do elemento de Hyperlinks <a>. Esses
textos sa˜o utilizados para descrever os Hyperlinks presentes na pa´gina.
(7) tı´tulo: Conteu´do textual dos elementos de tı´tulos <h1>, <h2>, <h3>, <h4>,
<h5> e <h6>. Esses elementos sa˜o utilizados para definir tı´tulos dos textos presentes na
pa´gina.
A sessa˜o 2.3 apresenta informac¸o˜es a respeito da func¸a˜o estrutural de cada um desses
marcadores utilizados na avaliac¸a˜o.
Ale´m do conteu´do individual dos marcadores tambe´m foram realizados experimentos
com combinac¸o˜es deles. O conteu´do dos marcadores foram combinados entre eles e tambe´m
com o conteu´do textual da pa´gina, que e´ aquele conteu´do na˜o presente nos marcadores estrutu-
rais. Os conjuntos de combinac¸o˜es realizadas foram:
Conjunto A: Combinac¸a˜o dos textos presentes em todos os elementos do cabec¸alho da
pa´gina (title, description e keyword).
Conjunto B: Combinac¸a˜o de todos os elementos localizados no elemento <body> do
HTML (aˆncora, imagem, link, tı´tulo e elementos de destaque de texto).
Conjunto C: Junc¸a˜o do conteu´do de todos os elementos de destaque de texto (<b>,
<i>, <u>, <s>, <em> e <strong>).
Conjunto D: Unia˜o do conteu´do do Conjunto A com o conteu´do textual da pa´gina.
Conjunto E: Combinac¸a˜o do Conjunto A e Conjunto B com o conteu´do textual da
pa´gina.
Conjunto F: Combinac¸a˜o do Conjunto B com o conteu´do textual da pa´gina.
Conjunto G: Combinac¸a˜o do Conjunto A com o Conjunto B.
A Tabela 18 apresenta os resultados dos experimentos no conjunto de dados em Por-
tugueˆs. A primeira coluna mostra a quantidade de atributos selecionados para o experimento,
a segunda coluna mostra o resultado do experimento utilizando apenas o conteu´do textual da
pa´gina, a coluna 3 ate´ a coluna 9 apresenta os resultados utilizando conjunto de marcadores,
por fim as colunas 10 ate´ 16 conteˆm os resultados quando e´ utilizado marcadores individuais.
Na Tabela 19 sa˜o apresentados os resultados dos experimentos no conjunto de dados
em Ingleˆs. A distribuic¸a˜o das informac¸o˜es nessa Tabela e´ a mesma da utilizada na Tabela 18,
sendo que na primeira coluna e´ mostrado a quantidade de atributos, na segunda o resultado
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Tabela 18: Medida-F na Base em Portugueˆs: Experimento com Atributos Estruturais
Qtde Texto Conjunto de Marcadores Marcadores
Atributos A B C D E F G 1 2 3 4 5 6 7
10 0.9379 0.9438 0.9359 0.7705 0.9529 0.9639 0.9539 0.9599 0.9186 0.7524 0.7386 0.9239 0.8419 0.8608 0.7939
20 0.9559 0.9629 0.948 0.7859 0.9609 0.9659 0.9539 0.9669 0.9408 0.7632 0.7440 0.9499 0.8525 0.8650 0.8171
30 0.974 0.9649 0.9579 0.8022 0.9739 0.9709 0.9669 0.9759 0.9519 0.7734 0.7548 0.9639 0.8546 0.8744 0.8364
40 0.9779 0.9639 0.9639 0.8076 0.9829 0.9799 0.9759 0.9839 0.9559 0.7780 0.7606 0.9689 0.8566 0.9012 0.8454
50 0.9799 0.9649 0.9689 0.8099 0.9849 0.9799 0.9769 0.9869 0.9549 0.7768 0.7690 0.9859 0.8716 0.9062 0.8503
60 0.9749 0.9639 0.9769 0.8132 0.9909 0.9829 0.9769 0.9859 0.9549 0.7730 0.7713 0.996 0.8778 0.9042 0.8513
70 0.9869 0.9659 0.9769 0.8141 0.9949 0.9909 0.9799 0.9919 0.9569 0.7776 0.7636 0.994 0.8761 0.9103 0.8545
80 0.9849 0.9639 0.9789 0.8174 0.9959 0.9909 0.9809 0.9949 0.9539 0.7776 0.7657 0.9919 0.8780 0.9103 0.8535
90 0.9909 0.9649 0.9929 0.8085 0.9949 0.9949 0.9819 0.9949 0.9539 0.7799 0.7747 0.9959 0.8770 0.9063 0.8536
100 0.9889 0.9629 0.9939 0.8085 0.9949 0.9969 0.9859 0.996 0.9549 0.7831 0.7747 0.9959 0.8852 0.9125 0.8556
110 0.9959 0.9629 0.9959 0.8134 0.9989 0.998 0.9959 0.996 0.9559 0.7829 0.7759 0.9959 0.8872 0.9135 0.8525
120 0.9979 0.9649 0.9959 0.8182 0.9989 0.998 0.996 0.998 0.9559 0.7839 0.7747 0.9939 0.8882 0.9094 0.8556
130 0.9979 0.9669 0.9949 0.8225 0.9989 0.998 0.9969 0.998 0.9559 0.7839 0.7724 0.9939 0.8871 0.9104 0.8546
140 0.9969 0.9649 0.9979 0.8239 0.9989 0.998 0.9969 0.9969 0.9559 0.7861 0.7736 0.9949 0.9095 0.9136 0.8546
150 0.996 0.9639 0.9989 0.8209 0.9989 0.998 0.9949 0.9969 0.9559 0.7888 0.7736 0.9939 0.9085 0.9145 0.8547
160 0.996 0.9649 0.9969 0.8171 0.9969 0.998 0.9949 0.9969 0.9559 0.7891 0.7724 0.9939 0.9206 0.9156 0.8548
170 0.996 0.9639 0.9969 0.8119 0.9969 0.9969 0.9959 0.9989 0.9559 0.7891 0.7726 0.9939 0.9206 0.9166 0.8620
180 0.996 0.9659 0.9979 0.8223 0.9969 0.9949 0.9959 0.9989 0.9559 0.7872 0.7726 0.9939 0.9226 0.9165 0.8559
190 0.996 0.9669 0.9979 0.8275 0.9959 0.9959 0.9969 0.9989 0.9569 0.7853 0.7726 0.9939 0.9246 0.9135 0.8560
200 0.9969 0.9659 0.9979 0.8336 0.9959 0.9959 0.9969 0.9989 0.9579 0.7853 0.7717 0.9949 0.9246 0.9145 0.8590
dos experimentos utilizando o conteu´do textual da pa´gina, as colunas 3 ate´ 9 apresentam os
resultados quando e´ utilizado conjunto de marcadores e nas colunas seguintes a Medida-F para
quando e´ feito uso de marcadores individuais.
Tabela 19: Medida-F na Base em Ingleˆs: Experimento com Atributos Estruturais
Qtde Texto Conjunto de Marcadores Marcadores
Atributos A B C D E F G 1 2 3 4 5 6 7
10 0.8622 0.8830 0.8785 0.5702 0.8877 0.9008 0.8775 0.9038 0.8071 0.8107 0.7687 0.8445 0.7599 0.7428 0.6673
20 0.8803 0.9155 0.9077 0.5491 0.8996 0.9279 0.9127 0.9299 0.8350 0.8139 0.8088 0.8803 0.7767 0.7590 0.6827
30 0.9197 0.9186 0.9187 0.6328 0.9478 0.9539 0.9419 0.9529 0.8448 0.8461 0.8077 0.9216 0.7855 0.7783 0.7073
40 0.9278 0.9247 0.9318 0.6302 0.9429 0.9629 0.9358 0.9639 0.8514 0.8526 0.8121 0.9236 0.7827 0.7787 0.7202
50 0.9368 0.9307 0.9398 0.6173 0.9559 0.9649 0.9459 0.9619 0.8562 0.8597 0.8188 0.9308 0.7816 0.7839 0.7430
60 0.9359 0.9398 0.9469 0.6438 0.9529 0.9649 0.9529 0.9649 0.8586 0.8629 0.8211 0.9459 0.7830 0.7859 0.7475
70 0.9329 0.9428 0.9529 0.6420 0.9489 0.9619 0.9529 0.9659 0.8654 0.8599 0.8179 0.9489 0.7830 0.7977 0.7441
80 0.9389 0.9418 0.9559 0.6636 0.9629 0.9619 0.9459 0.9659 0.8695 0.8600 0.8211 0.9709 0.7832 0.8015 0.7515
90 0.9509 0.9418 0.9569 0.6666 0.9669 0.9649 0.9539 0.9659 0.8746 0.8663 0.8211 0.9699 0.7837 0.7991 0.7536
100 0.9539 0.9368 0.9629 0.6682 0.9709 0.9639 0.9559 0.9769 0.8736 0.8673 0.8222 0.9629 0.7810 0.8021 0.7911
110 0.9529 0.9469 0.9649 0.6703 0.9769 0.9709 0.9519 0.9789 0.8859 0.8703 0.8232 0.9639 0.7770 0.8031 0.7893
120 0.9649 0.9459 0.9699 0.6712 0.9809 0.9729 0.9619 0.9829 0.8858 0.8685 0.8232 0.9649 0.7823 0.8040 0.7936
130 0.9609 0.9459 0.9759 0.6823 0.9769 0.9729 0.9699 0.9829 0.8910 0.8671 0.8232 0.9689 0.7812 0.8054 0.7898
140 0.9599 0.9429 0.9749 0.6877 0.9739 0.9759 0.9629 0.9819 0.8972 0.8683 0.8243 0.9749 0.7922 0.7998 0.8004
150 0.9629 0.9429 0.9809 0.6950 0.9779 0.9769 0.9609 0.9859 0.8921 0.8673 0.8243 0.9699 0.7853 0.8069 0.8002
160 0.9659 0.9439 0.9829 0.7049 0.9759 0.9769 0.9619 0.9869 0.8941 0.8673 0.8243 0.9689 0.7899 0.8110 0.8061
170 0.9619 0.9449 0.9739 0.7130 0.9759 0.9749 0.9669 0.9879 0.8962 0.8663 0.8254 0.9679 0.7922 0.8081 0.8186
180 0.9629 0.9429 0.9819 0.7145 0.976 0.974 0.9659 0.9869 0.9003 0.8684 0.8254 0.9719 0.7952 0.8139 0.8220
190 0.9679 0.9469 0.9829 0.7198 0.9769 0.9779 0.9689 0.9889 0.9053 0.8704 0.8244 0.9749 0.7963 0.8160 0.8204
200 0.9639 0.9449 0.9839 0.7191 0.9749 0.9799 0.9719 0.9899 0.9084 0.8714 0.8255 0.9789 0.7948 0.8056 0.8387
Os resultados das Tabelas 18 e 19 sera˜o comparados entre si, utilizando como base os
valores atingidos pela classificac¸a˜o que usou apenas a parte textual, informac¸a˜o que consta na
segunda coluna das tabelas. Para facilitar a visualizac¸a˜o dos dados foram criados quatro grupos
de comparac¸o˜es para cada idioma, em cada grupo os dados sa˜o comparados com os valores
atingidos pelo classificador base.
87
A Figura 30 apresenta os resultados do grupo de comparac¸o˜es 1 para o idioma Ingleˆs,
ja´ a Figura 31 mostra os resultados do mesmo grupo pore´m para o idioma Portugueˆs. Conforme
os dados apresentados pelos dois gra´ficos pode-se constatar que o Conjunto C - composto pelos
marcadores de destaque de texto - obteve os piores resultados do grupo. Enquanto o Conjunto
A - composto pelos marcadores do cabec¸alho da pa´gina - atingiu resultados pro´ximos aos atin-
gidos pelo classificador que utilizou apenas as informac¸o˜es textuais da pa´gina. O Conjunto B
que e´ formado pelas informac¸o˜es dos marcadores de aˆncora, imagem, link, tı´tulo e destaque
obteve bons resultados, no idioma Portugueˆs os valores foram similares aos atingidos pelo clas-
sificador utilizado como base das comparac¸o˜es e para o Ingleˆs os resultados foram superiores a
esse classificador.
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Figura 30: Desempenho do Classificador SMO no Conjunto de Dados em Ingleˆs: Grupo de
Comparac¸o˜es 1
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Figura 31: Desempenho do Classificador SMO no Conjunto de Dados em Portugueˆs: Grupo de
Comparac¸o˜es 1
Os resultados da Medida-F para o grupo de comparac¸a˜o 2 sa˜o exibidos nas Figuras
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32 e 33, respectivamente resultados nos idiomas Ingleˆs e Portugueˆs. Nesse segundo grupo de
comparac¸o˜es os resultados ficaram mais pro´ximos entre os conjuntos avaliados, ficando um
pouco mais distante no idioma Ingleˆs e similares no idioma Portugueˆs. O Conjunto G - com-
posto pelas informac¸o˜es dos marcadores do cabec¸alho da pa´gina e tambe´m dos marcadores
aˆncora, imagem, link, tı´tulo e destaque - obteve os melhores resultados, superiores ate´ mesmo
ao classificador utilizado como base das comparac¸o˜es. Os demais conjuntos (D, E, F) atingiram
resultados similares, principalmente para o Portugueˆs.
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Figura 32: Desempenho do Classificador SMO no Conjunto de Dados em Ingleˆs: Grupo de
Comparac¸o˜es 2
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Figura 33: Desempenho do Classificador SMO no Conjunto de Dados em Portugueˆs: Grupo de
Comparac¸o˜es 2
Os resultados para o terceiro grupo de comparac¸o˜es sa˜o mostrados nas Figuras 34 e
35, respectivamente usando conjunto de dados nos idiomas Ingleˆs e Portugueˆs. Nenhum dos
atributos avaliados atingiu um resultado superior aos atingidos pelo classificador base que uti-
lizava apenas informac¸o˜es textuais. Os piores resultados foram obtidos pelo classificador que
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usou apenas as informac¸o˜es do marcador keyword. Os resultados dos classificadores baseados
em informac¸o˜es dos marcadores title e description foram intermedia´rios em relac¸a˜o aos demais
marcadores, sendo que o primeiro obteve resultados melhores que o segundo. O baixo desem-
penho dos classificadores que usaram os marcadores title e description pode ser explicado pelas
estatı´sticas do conjunto de dados (sessa˜o 4.3), as quais mostram que esses marcadores na˜o sa˜o
utilizados em todas as pa´ginas.
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Figura 34: Desempenho do Classificador SMO no Conjunto de Dados em Ingleˆs: Grupo de
Comparac¸o˜es 3
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Figura 35: Desempenho do Classificador SMO no Conjunto de Dados em Portugueˆs: Grupo de
Comparac¸o˜es 3
Na Figura 36 e´ apresentado os resultados do u´ltimo grupo de comparac¸a˜o, o grupo 4,
enquanto a Figura 37 mostra os resultados do mesmo grupo pore´m para o idioma Portugueˆs. De
acordo com os dados apresentados pelos gra´ficos e´ possı´vel observar que os marcadores link e
imagem obtiveram resultados inferiores ao classificador base. Resultado semelhante foi obtido
pelo classificador que utilizava as informac¸o˜es dos marcadores de tı´tulo. Ja´ o classificador que
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usava as informac¸o˜es do marcador aˆncora atingiu resultados superiores ao classificador base no
idioma Ingleˆs e resultados similares no idioma Portugueˆs.
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Figura 36: Desempenho do Classificador SMO no Conjunto de Dados em Ingleˆs: Grupo de
Comparac¸o˜es 4
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Figura 37: Desempenho do Classificador SMO no Conjunto de Dados em Portugueˆs: Grupo de
Comparac¸o˜es 4
Analisando as informac¸o˜es apresentadas pelas Tabelas 18 e 19 e tambe´m pelos gra´ficos
apresentados neste Capı´tulo alguns fatos podem ser notados:
(a) O classificador que utilizou informac¸o˜es provenientes do marcador aˆncora obteve
os melhores resultados comparado com outros classificadores que utilizaram informac¸o˜es pro-
venientes de um u´nico marcador. Os resultados no idioma Ingleˆs foram superiores ate´ mesmo
ao classificador utilizado como base nas comparac¸o˜es, que e´ o classificador baseado apenas
nas informac¸o˜es textuais. No idioma Portugueˆs os resultados do classificador que utilizou as
informac¸o˜es do texto aˆncora foram similares ao classificador utilizado como base.
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(b) Os demais marcadores, a excec¸a˜o do aˆncora, na˜o atingiram resultados da Medida-F
superiores aos atingidos pelo classificador base. Um dos motivos que explica esse fato e´ que
alguns desses marcadores como description e keyword na˜o esta˜o presentes em todas as pa´ginas
do conjunto de dados. A sessa˜o 4.3 exibe uma Tabela que conte´m informac¸o˜es sobre o uso de
cada um desses marcadores de acordo com o idioma e classe da pa´gina.
(c) Em relac¸a˜o aos experimentos com conjuntos de marcadores, observa-se que os
Conjuntos B e G conquistaram resultados melhores que o classificador base. Esses dois con-
juntos sa˜o compostos por informac¸o˜es provenientes do marcador aˆncora, assim, acredita-se que
o bom desempenho ocorreu devido a esse uso.
(d) Os conjuntos D, E e F tambe´m apresentaram resultados melhores que o classifica-
dor base, sendo mais visı´vel essa melhora no idioma Ingleˆs. Esses conjuntos sa˜o compostos por
informac¸o˜es do marcador aˆncora e/ou das informac¸o˜es utilizadas pelo classificador base.
(e) Os u´nicos conjuntos que tiveram resultados inferiores ao classificador base foram
os conjunto A e C. Na˜o por acaso tambe´m sa˜o os u´nicos conjuntos que na˜o utilizam informac¸o˜es
provenientes do marcador aˆncora ou informac¸o˜es utilizadas pelo classificador base.
5.5 CONSIDERAC¸O˜ES FINAIS
Este Capı´tulo mostrou o resultado de experimentos envolvendo classificadores, me´tricas
de avaliac¸a˜o de atributos, dimensionalidade e atributos estruturais do HTML.
Em todos os experimentos os resultados para o conjunto de dados em Portugueˆs foram
melhores que os resultados atingidos no conjunto de dados em Ingleˆs. Acredita-se que esse
fato tenha ocorrido devido a base em Portugueˆs possuir um nu´mero menor de termos u´nicos
principalmente para uma de suas classes, conforme dados apresentados na sessa˜o 4.3.
Outro fato observado e´ que a Medida-F atingida nos experimentos foi superior ao que
era esperado para um problema de classificac¸a˜o textual. Um dos motivos que contribui para
esse ı´ndice e´ o fato da base conter textos de duas categorias com vocabula´rios bem distintos.
A categoria pornogra´fica possui termos que, em geral, na˜o sa˜o utilizados pela outra categoria
presente na base.
Foi constatado que os classificadores que usaram apenas informac¸o˜es textuais atingi-
ram bons ı´ndices de instaˆncias corretamente classificadas. Na base em Portugueˆs foi atingido
uma Medida-F de 99.79% e Acura´cia de 99.8%, ja´ na base em Ingleˆs a Medida-F atingida foi
de 96.79% e Acura´cia de 96.8%. Os valores conquistados na base em Portugueˆs sa˜o melhores
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que os resultados de nove dos dez trabalhos apresentados no Capı´tulo 2, cujo os resultados esta˜o
sumarizados na Tabela 3. Utilizando como base os resultados na base em Ingleˆs temos que a
Acura´cia atingida foi superior a sete dos dez trabalhos referenciados na Tabela 3.
Notou-se ainda que utilizando uma dimensionalidade entre 200 a 300 atributos e´ possı´vel
atingir bons ı´ndices de acerto na categorizac¸a˜o. Quando utilizado uma dimensionalidade maior
na˜o ocorreu um aumento proporcional na Medida-F, por outro lado ocorreu um aumento no
tempo para treinamento dos algoritmos de aprendizado de ma´quina.
Por fim, com relac¸a˜o aos atributos estruturais constatou-se que as informac¸o˜es dos
hyperlinks, mais especificamente do texto aˆncora, contribuı´ram de maneira significativa na
construc¸a˜o de um classificador mais eficiente no que diz respeito ao ı´ndice de instaˆncias cor-
retamente classificadas. Conforme os experimentos realizados e´ possı´vel afirmar que um clas-
sificador que utilize apenas as informac¸o˜es do texto aˆncora atinge uma Medida-F superior a
um classificador que utilize qualquer outro marcador HTML. Os resultados de um classificador
baseado exclusivamente no texto aˆncora tambe´m sa˜o iguais ou superiores a classificadores que
utilizem outras informac¸o˜es textuais presentes na pa´gina.
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6 CONCLUSO˜ES E PERSPECTIVAS
Neste trabalho foi apresentado um estudo empı´rico sobre me´todos de classificac¸a˜o au-
toma´tica de pa´ginas web. O estudo realizado teve como objetivo contribuir com os me´todos
atuais de classificac¸a˜o atrave´s de experimentos com quatro aspectos envolvidos no processo
de categorizac¸a˜o: algoritmos de aprendizagem de ma´quina, dimensionalidade (total de atribu-
tos utilizados pelo classificador), me´tricas de avaliac¸a˜o de qualidade de atributos e selec¸a˜o de
atributos textuais e estruturais presentes nas pa´ginas HTML.
Inicialmente identificou-se a necessidade da construc¸a˜o de um conjunto de dados para
que os experimentos fossem via´veis. Esse conjunto foi elaborado com sı´tios de dois idiomas -
Portugueˆs e Ingleˆs - com um total de 4.000 pa´ginas web. Apo´s isso foram extraı´das algumas
informac¸o˜es sobre esses dados, informac¸o˜es essas importantes para a interpretac¸a˜o dos resul-
tados de alguns me´todos de classificac¸a˜o. Destacam-se entre essas informac¸o˜es: o percentual
que mostra a baixa utilizac¸a˜o dos marcadores description e keyword comparado ao uso dos de-
mais marcadores; a quantidade menor de tokens u´nicos para o idioma Portugueˆs em relac¸a˜o ao
Ingleˆs; a alta relac¸a˜o existente entre a categoria das pa´ginas e de seus sites pais e sites filhos.
Visando possibilitar a execuc¸a˜o da classificac¸a˜o em tempo real, impedindo o acesso a
sites de categorias na˜o permitidas, foi sugerido no Apeˆndice A um ambiente de rede de com-
putadores para implementac¸a˜o dos me´todos de categorizac¸a˜o abordados neste trabalho. Ale´m
disso foram realizados experimentos mostrando o tempo necessa´rio para o treinamento de cada
um dos classificadores, sabe-se que o tempo para predic¸a˜o de uma instaˆncia e´ significativa-
mente menor que o tempo de treinamento, assim e´ possı´vel afirmar que todos os classificadores
abordados neste trabalho podem ser utilizados no ambiente sugerido.
Sobre os resultados dos experimentos observou-se uma grande variac¸a˜o da Medida-F
conforme os me´todos utilizados. Em geral, obteve-se bons resultados utilizando: o classificador
SMO, a me´trica TF, dimensionalidade inferior a 200 atributos e informac¸o˜es textuais presentes
na pa´gina. Usando esses elementos foi possı´vel atingir uma Medida-F de 99,79% na base de
dados em Portugueˆs e de 96,79% no conjunto de dados em Ingleˆs. Valores iguais e algumas
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vezes um pouco superiores a esses tambe´m foram atingidos por outras combinac¸o˜es, pore´m de
modo geral essa combinac¸a˜o de elementos foi a que apresentou os melhores ı´ndices.
Ainda sobre a variac¸a˜o dos resultados, em uma dimensionalidade de ate´ 200 atributos
e utilizando apenas as informac¸o˜es textuais tem-se uma variac¸a˜o de 91,48% a 99,79% para o
Portugueˆs e de 83,71% a 98,39% para o Ingleˆs. Uma oscilac¸a˜o de 8,31% e de 14,68% respecti-
vamente para os idiomas Portugueˆs e Ingleˆs. Essa variac¸a˜o demostra a importaˆncia da escolha
correta dos classificadores, me´tricas de avaliac¸a˜o de atributos e dimensionalidade a ser utili-
zada na construc¸a˜o do classificador para o problema em questa˜o, bem como da importaˆncia da
realizac¸a˜o de experimentos envolvendo esses elementos.
Nos experimentos envolvendo as me´tricas de avaliac¸a˜o de qualidade de atributos a TF
(Term Frequency), no geral, obteve os melhores resultados. A me´trica Ganho de Informac¸a˜o
conquistou bons resultados, alguns deles pro´ximos ou um pouco superiores a TF. Enquanto a
TFIDF (Term Frequency Inverse Document Frequency) teve o pior desempenho comparada as
demais me´tricas. Deste modo a TF foi a que proporcionou uma melhor reduc¸a˜o de dimensio-
nalidade sem comprometer os ı´ndices de acerto dos classificadores.
Com relac¸a˜o ao aumento da dimensionalidade observou-se que os algoritmos de apren-
dizagem de ma´quina tiveram um comportamento distinto. O algoritmo KNN apresentou um
tendeˆncia de queda da Medida-F quando a quantidade de atributos foi superior a determinado
patamar, os demais algoritmos apresentaram uma tendeˆncia de estabilizac¸a˜o. Assim, aumentar
a dimensionalidade depois de certo ponto na˜o teve como consequeˆncia uma melhora nos re-
sultados do classificador, em alguns casos ocorreu justamente o oposto. Notou-se tambe´m que
conforme a dimensionalidade aumentava as diferentes me´tricas de avaliac¸a˜o de atributos passa-
ram a atingir resultados similares, isso demostra que quanto menor a dimensionalidade maior e´
a influeˆncia das me´tricas nos resultados dos classificadores.
Acerca dos classificadores, MLP e SMO obtiveram os melhores resultados nos conjun-
tos de testes realizados, apresentando resultados semelhantes entre eles. O classificador KNN
tambe´m obteve bons resultados, alguns deles pro´ximos aos atingidos pelo MLP e SMO. Ja´ o
classificador Naı¨ve Bayes apresentou um bom desempenho apenas nas pa´ginas em Portugueˆs,
enquanto o classificador C4.5 apresentou desempenho inferior aos demais classificadores inde-
pendente da me´trica de avaliac¸a˜o de atributos utilizada ou idioma.
Os experimentos com atributos estruturais mostraram que a excec¸a˜o do texto aˆncora
nenhum outro marcador individual obteve desempenho superior ao classificador base. O clas-
sificador utilizado como base utilizava apenas informac¸o˜es textuais, desconsiderando aquelas
presentes nos marcadores estruturais. Marcadores localizados no cabec¸alho da pa´gina como
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keyword e description atingiram uma Medida-F inferior a 80.00% na base em Portugueˆs, ı´ndice
esse bem abaixo do registrado pelo classificador base que foi de 99.79%. Ale´m desses expe-
rimentos com atributos individuais tambe´m foram feitas comparac¸o˜es envolvendo o uso com-
binado de dois ou mais marcadores individuais, nessas comparac¸o˜es os u´nicos conjuntos que
atingiram um ı´ndice de classificac¸a˜o melhor que o classificador base foram aqueles que eram
compostos por informac¸o˜es do texto aˆncora.
O texto aˆncora presente no marcador de hyperlink e´ utilizado para sinalizar a ligac¸a˜o de
um documento HTML com outro, esse texto segundo os experimentos realizados demonstrou-
se ser de grande valia para a tarefa de categorizac¸a˜o de pa´ginas web. No conjunto de dados em
Portugueˆs o classificador que utilizou exclusivamente essas informac¸o˜es atingiu uma Medida-F
de 99.59% enquanto o classificador base atingiu o ı´ndice de 99.79%. Nas pa´ginas em Ingleˆs esse
classificador obteve uma Medida-F de 97.89%, ı´ndice superior ao atingido pelo classificador
base que foi de 96.79%. Os resultados dos experimentos demonstram que e´ possı´vel construir
um classificador com alto ı´ndice de acerto utilizando apenas as informac¸o˜es do texto aˆncora,
sem o uso das demais informac¸o˜es da pa´gina.
Ale´m dos bons ı´ndices de acerto o uso do texto aˆncora possui outra vantagem que e´
o tempo de pre´-processamento da pa´gina. O pre´-processamento apenas dessas informac¸o˜es e´
mais ra´pido do que ter que processar todas as informac¸o˜es textuais existentes no documento.
Para uma aplicac¸a˜o de classificac¸a˜o em tempo real essa caracterı´sticas e´ uma grande vantagem.
Devido aos resultados apresentados ao longo dos experimentos, levando em considerac¸a˜o
a questa˜o do tempo de processamento e o percentual de acerto do me´todo utilizado, decidiu-
se por construir um classificador com os seguintes elementos: algoritmo de aprendizagem de
ma´quina SMO; me´trica de avaliac¸a˜o de atributos TF; dimensionalidade de duzentos atributos e
informac¸o˜es textuais apenas do texto aˆncora. Esse classificador foi implantado em uma rede de
computadores utilizada para prover acesso a internet.
O classificador construı´do foi implantado, com sucesso, utilizando o ambiente de redes
sugerido no Apeˆndice A. As ana´lises sequentes a implantac¸a˜o evidenciaram a viabilidade da
soluc¸a˜o proposta, bem como a eficieˆncia do me´todo desenvolvido. O classificador manteve um
bom ı´ndice de acerto, pro´ximo ao atingido na base de testes.
Os resultados apresentados encorajam o desenvolvimento de outros trabalhos que abor-
dem a classificac¸a˜o com classes diferentes das que foram aqui utilizadas, por exemplo, trabalhos
que auxiliem na identificac¸a˜o de sı´tios maliciosos, como os utilizados por criminosos para cap-
tura de informac¸o˜es pessoais dos usua´rios.
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Outra possibilidade de estudo e´ a elaborac¸a˜o de propostas de classificadores para
pa´ginas que na˜o possuem textos, apenas conteu´do multimı´dia. Para esses casos um classifica-
dor que utiliza apenas informac¸o˜es textuais e´ ineficiente. Um dos fatores que pode ser utilizado
nessas situac¸o˜es e´ a informac¸a˜o da classe dos sı´tios pais e filhos, as estatı´sticas do conjunto de
dados demonstraram que existe uma relac¸a˜o da classe da pa´gina com a classe dos sı´tios que
esta˜o conectados a ela. Assim um classificador que utilize essas informac¸o˜es tende a apre-
sentar bons resultados. Neste trabalho na˜o foi utilizado essa informac¸a˜o devido aos resultados
atingidos serem satisfato´rios, entretanto para outros cena´rios isso pode vir a ser u´til.
Igualmente interessante e´ o desenvolvimento de estudos que tratem da questa˜o do
aprendizado contı´nuo do classificador, como manter o mesmo ı´ndice de acerto da categorizac¸a˜o
em um ambiente ta˜o dinaˆmico como a internet. Uma das possibilidades a ser estudada e´
atualizac¸a˜o perio´dica do conjunto de dados com as informac¸o˜es atuais das pa´ginas web, se-
guida do treinamento do classificador com tais dados.
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APEˆNDICE A -- AMBIENTE
Conforme diagnosticado na sessa˜o 3.1 e´ necessa´rio que exista um ambiente de rede de
computadores que proporcione a implantac¸a˜o do me´todo de classificac¸a˜o proposto neste traba-
lho. O ambiente de rede sugerido para implantac¸a˜o do mecanismo de classificac¸a˜o proposto
pode ser visualizado na Figura 38. Nesse ambiente existem treˆs elementos que sa˜o essenciais,
sa˜o eles: um servidor de proxy, um servidor de avisos e um servidor de filtro de conteu´do.
INTERNET
PROXY
CLIENTE
SERVIDOR 
DE AVISOS
FILTRO DE
CONTEÚDO CLASSIFICADOR
BASE
DNS
HTTP
HTTP
HTTP
DNS
Figura 38: Ambiente para Implantac¸a˜o do Classificador
O servidor proxy e´ o responsa´vel por receber todas as requisic¸o˜es de pa´ginas web
solicitadas pelos clientes (estac¸o˜es dos usua´rios), o proxy recebe as requisic¸o˜es via protocolo
HTTP e encaminha as respostas aos solicitantes. O filtro de conteu´do analisa as requisic¸o˜es,
105
verificando se o sı´tio que o cliente deseja acessar pertence a uma categoria de acesso permitido.
A comunicac¸a˜o entre o servidor proxy e o filtro de conteu´do ocorre via protocolo DNS (Domain
Name System), o filtro de conteu´do possui uma base de dados de sites ja´ classificados, caso o
site solicitado ainda na˜o tenha sido classificado e´ executado o classificador. Por u´ltimo tem-se o
servidor de avisos que trata-se de um servidor HTTP que tem por objetivo fornecer uma pa´gina
HTML que informa o usua´rio que o acesso a determinado sı´tio na˜o e´ permitido. O servidor de
avisos comunica-se com o proxy via protocolo HTTP.
O proxy e´ o elemento central do ambiente, responsa´vel por comunicar-se com os de-
mais elementos e por intermediar o acesso do usua´rio ao sı´tio da internet caso o acesso seja
autorizado. Ja´ o filtro de conteu´do e´ responsa´vel pela execuc¸a˜o do algoritmo de aprendizagem
de ma´quina (classificador), pela atualizac¸a˜o e consulta a base de sites classificados e tambe´m
por realizar a resoluc¸a˜o de nomes utilizando o protocolo DNS.
O filtro de conteu´do ao receber, do proxy, uma requisic¸a˜o de resoluc¸a˜o de nome (DNS)
para um site pertencente a uma categoria permitida fornece ao proxy o IP (Internet Protocol)
verdadeiro do sı´tio. Caso a solicitac¸a˜o seja para um site de categoria na˜o autorizada o filtro
de conteu´do retorna o IP do servidor de avisos, o qual ira´ envia uma pa´gina HTML com uma
mensagem advertindo o usua´rio que na˜o e´ permitido o acesso ao sı´tio solicitado.
A Figura 39 apresenta o diagrama de atividades do ambiente de rede, mostrando como
ocorre a interac¸a˜o entre os diferentes componentes do ambiente.
Conforme o diagrama no caso de um sı´tio na˜o ter sido classificado e´ autorizado o seu
acesso ate´ que ocorra a sua classificac¸a˜o, uma vez classificado o acesso somente sera´ autorizado
caso a categoria a qual pertence o sı´tio esteja autorizada. Isso e´ possı´vel atrave´s da manipulac¸a˜o
do campo TTL (Time to Live) da resposta do DNS. O uso desse mecanismo permite o usua´rio
acessar o sı´tio ate´ que ocorra a classificac¸a˜o, sem perceber a ac¸a˜o do filtro de conteu´do.
Ainda e´ possı´vel mudar o comportamento do filtro de conteu´do negando todos os aces-
sos a sı´tios ainda na˜o categorizados. Enquanto o usua´rio espera que ocorra a classificac¸a˜o do
sı´tio e´ possı´vel, por exemplo, enviar uma pa´gina HTML informando-o que esta sendo executado
a classificac¸a˜o e solicitar que seja aguardado um tempo pre´-determinado. A polı´tica de acesso
a sites ainda na˜o categorizadas pode ser definida pela instituic¸a˜o e implementada no filtro de
conteu´do, na˜o sendo necessa´rio mudanc¸as no ambiente de rede.
O ambiente sugerido viabiliza o uso do mecanismos de classificac¸a˜o automa´tica de
sites, possibilitando a sua implantac¸a˜o desde de uma rede pequena ate´ uma rede com milhares
de usua´rios simultaˆneos. A sua implantac¸a˜o ocorre com apenas treˆs componentes. Esses com-
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Figura 39: Diagrama de Atividades do Ambiente
ponentes podem estar localizados no mesmo servidor no caso de uma rede pequena ou enta˜o
em diversas ma´quinas no caso de uma rede de grande porte. Isso torna a arquitetura de rede es-
cala´vel pois novos componentes podem ser adicionados de acordo com a demanda. O ambiente
pode ser dimensionado de acordo com o volume de acesso dos usua´rios.
Ale´m disso, o ambiente sugerido tambe´m cria um ponto central de controle de acesso.
E´ possı´vel criar polı´ticas que proı´bam ou liberem o acesso a uma determinada categoria de
sites, por exemplo sites de conteu´do adulto. Essa polı´tica pode ser aplicada para toda a rede
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sem que seja necessa´rio alterac¸o˜es nas estac¸o˜es dos usua´rios ou mesmo instalac¸a˜o de softwares
adicionais.
A Figura 40 mostra as etapas que envolvem a classificac¸a˜o de uma pa´gina. Ao todo
sa˜o seis etapas e cada uma delas sera´ brevemente descritas abaixo:
•(A) Download da pa´gina: nessa etapa e´ realizado o download da pa´gina a ser classificada,
dependendo do link de rede essa etapa e´ a que consome o maior tempo para ser realizada.
Nessa etapa tambe´m e´ identificado a codificac¸a˜o de caracteres utilizada pela pa´gina.
•(B) Identificar marcadores HTML: nesse momento e´ identificado o texto pertencente a
cada marcador da linguagem HTML utilizada pela pa´gina.
•(C) Determinar idioma: a determinac¸a˜o do idioma e´ feita usando a te´cnica de contagem
de stopword. Com base nessa te´cnica sera´ atribuido ao documento o idiomar que tiver o
maior nu´mero de stopword presentes.
•(D) Pre´-processamento: nesse momento e´ executado todas as etapas do pre´-processamento
apresentadas na sessa˜o 2.4.
•(E) Extrac¸a˜o de atributos: nessa etapa sa˜o extraı´dos os atributos que sera˜o utilizados pelo
classificador.
•(F) Classificac¸a˜o: nessa etapa e´ executado o algoritmo de aprendizagem de ma´quina
usando os atributos extraı´dos pela etapa anterior. Ao final desta etapa o classificador
atribui um ro´tulo a pa´gina.
A Figura 40 apresenta as etapas da classificac¸a˜o de uma pa´gina, enquanto a Figura 41
mostra como ocorre a predic¸a˜o de uma pa´gina nova, bem como o processo de treinamento do
classificador. Conforme pode-se ver na Figura sa˜o dois processos distintos: o treinamento do
classificador e a predic¸a˜o de uma pa´gina de classe desconhecida.
O treinamento e´ a primeira etapa a ser concluı´da, anterior a predic¸a˜o, ocorre em um
conjunto de dados previamente pre´-processados e rotulados. O tempo de treinamento depende
de va´rios fatores como o algoritmo de aprendizagem (classificador), quantidade de atributos e
total de instaˆncias. Como produtos do treinamento temos o modelo de selec¸a˜o de atributos e o
modelo classificador, ambos sera˜o utilizados na etapa de predic¸a˜o.
A predic¸a˜o de uma pa´gina e´ um processo posterior ao treinamento. O tempo gasto com
a predic¸a˜o e´ extremamente baixo se comparado ao tempo necessa´rio para o treinamento. Em
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(B) Identificar marcadores HTML
(C) Determinar Idioma
(D) Pré-processamento
(F) Classificação
(E) Extração de Atributos
(A) Download da página
Figura 40: Etapas Envolvendo a Classificac¸a˜o
Figura 41: Predic¸a˜o de uma Nova Pa´gina
geral o processo de predic¸a˜o ocorre em milissegundos. Nesta etapa sa˜o utilizados os modelos
produzidos durante o treinamento e no final do processo e´ designado um rotulo a instaˆncia que
esta sendo classificada.
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APEˆNDICE B -- DESEMPENHO DOS ALGORITMOS DE CLASSIFICAC¸A˜O
Neste apeˆndice esta˜o os resultados dos experimentos dos algoritmos de aprendizagem
de ma´quina com diferentes atributos estruturais. Em todos os experimentos foi utilizado a
me´trica de avaliac¸a˜o de qualidade de atributos TF (Term Frequency), essa me´trica foi escolhida
devido aos bons resultados apresentados nos experimentos anteriores (sessa˜o 5.1).
Os atributos estruturais avaliados nos experimentos esta˜o melhores descritos na sessa˜o
5.4. A notac¸a˜o utilizada para simbolizar os atributos nas Tabelas deste apeˆndice tambe´m e´ a
mesma da utilizada na sessa˜o 5.4.
As Tabelas deste apeˆndice utilizam a seguinte ordem das informac¸o˜es: primeira co-
luna informa o total de atributos selecionados para o experimento; segunda coluna mostra os
resultados quando o classificador utilizou apenas informac¸o˜es textuais desconsiderando aquelas
informac¸o˜es presentes nos atributos estruturais; coluna 3 ate´ coluna 9 apresenta os resultados
quando utilizado conjunto de marcados, composto por informac¸o˜es de va´rios marcadores; co-
luna 10 ate´ 16 conteˆm os resultados quando e´ utilizado marcadores individuais.
Os resultados apresentados nas Tabelas deste apeˆndice tambe´m esta˜o dispostos em
forma de gra´ficos, apresentados na sequeˆncia das Tabelas. Cada um dos Gra´ficos mostra
informac¸o˜es de um experimento realizado para um determinado algoritmo de aprendizagem
de ma´quina, idioma e grupo de quatro ou cinco atributos ou conjunto de atributos estruturais.
Os resultados apresentados sa˜o sempre comparados com o resultado do classificador base, o
qual na˜o utilizou informac¸o˜es dos atributos estruturais.
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Tabela 20: Experimento com Atributos Estruturais na Base em Portugueˆs Utilizando o Classifica-
dor Naı¨ve Bayes
Qtde Texto Conjunto de Marcadores Marcadores
Atributos A B C D E F G 1 2 3 4 5 6 7
10 0.9189 0.9298 0.9299 0.7612 0.9469 0.9559 0.9479 0.9479 0.9028 0.7288 0.7133 0.9179 0.8242 0.8537 0.7785
20 0.9439 0.9115 0.9439 0.7805 0.9579 0.9579 0.9489 0.9519 0.9178 0.7361 0.7389 0.9369 0.8344 0.8576 0.8171
30 0.9579 0.9124 0.9449 0.7889 0.9609 0.9629 0.9539 0.9549 0.9188 0.7500 0.7454 0.9429 0.8401 0.8597 0.8291
40 0.9649 0.9134 0.9499 0.7999 0.9679 0.9629 0.9559 0.9639 0.9178 0.7543 0.7498 0.9408 0.8520 0.8641 0.8337
50 0.9679 0.9216 0.9569 0.7955 0.9679 0.9639 0.9589 0.9679 0.9208 0.7578 0.7528 0.9469 0.8518 0.8681 0.8356
60 0.9699 0.9216 0.9599 0.8003 0.9709 0.9669 0.9669 0.9659 0.9228 0.7691 0.7540 0.9529 0.8548 0.8679 0.8354
70 0.9749 0.9195 0.9609 0.7939 0.9759 0.9649 0.9639 0.9749 0.9238 0.7695 0.7531 0.9559 0.8333 0.8700 0.8386
80 0.9749 0.9195 0.9659 0.7983 0.9749 0.9679 0.9619 0.9759 0.9268 0.7712 0.7531 0.9589 0.8436 0.8700 0.8379
90 0.9809 0.9195 0.9689 0.8106 0.9779 0.9689 0.9679 0.9719 0.9268 0.7723 0.7563 0.9559 0.8358 0.8720 0.8378
100 0.9799 0.9195 0.9689 0.8095 0.9829 0.9719 0.9699 0.9739 0.9268 0.7723 0.7572 0.9619 0.8339 0.8720 0.8357
110 0.9839 0.9205 0.9709 0.8095 0.9869 0.9759 0.9749 0.9769 0.9268 0.7723 0.7572 0.9659 0.8361 0.8720 0.8441
120 0.9859 0.9185 0.9739 0.8066 0.9869 0.9739 0.9789 0.9769 0.9268 0.7723 0.7572 0.9669 0.8382 0.8710 0.8452
130 0.9829 0.9195 0.9729 0.8057 0.9869 0.9789 0.9789 0.9809 0.9268 0.7723 0.7648 0.9659 0.8380 0.8700 0.8463
140 0.9849 0.9205 0.9729 0.8107 0.9849 0.9799 0.9809 0.9809 0.9268 0.7723 0.7648 0.9749 0.8390 0.8709 0.8424
150 0.9839 0.9215 0.9739 0.8096 0.9849 0.9809 0.9809 0.9829 0.9268 0.7723 0.7659 0.9749 0.8590 0.8741 0.8414
160 0.9839 0.9215 0.9749 0.8107 0.9869 0.9829 0.9809 0.9809 0.9268 0.7723 0.7659 0.9759 0.8643 0.8751 0.8444
170 0.9829 0.9215 0.9769 0.8087 0.9859 0.9869 0.9809 0.9839 0.9268 0.7723 0.7659 0.9759 0.8654 0.8741 0.8444
180 0.9849 0.9215 0.9759 0.8109 0.9859 0.9859 0.9809 0.9809 0.9268 0.7723 0.7659 0.9769 0.8673 0.8709 0.8444
190 0.9869 0.9215 0.9759 0.8109 0.9879 0.9859 0.9819 0.9829 0.9268 0.7723 0.7659 0.9769 0.8610 0.8719 0.8464
200 0.9849 0.9215 0.9759 0.8118 0.9879 0.9849 0.9839 0.9819 0.9268 0.7723 0.7659 0.9769 0.8610 0.8719 0.8495
Tabela 21: Experimento com Atributos Estruturais na Base em Ingleˆs Utilizando o Classificador
Naı¨ve Bayes
Qtde Texto Conjunto de Marcadores Marcadores
Atributos A B C D E F G 1 2 3 4 5 6 7
10 0.8371 0.8821 0.8454 0.5827 0.8636 0.8778 0.8496 0.8777 0.8087 0.8198 0.7649 0.8073 0.7421 0.7284 0.6675
20 0.8660 0.8982 0.8636 0.5827 0.9047 0.9066 0.8782 0.8965 0.8122 0.8167 0.7813 0.8452 0.7261 0.7361 0.6945
30 0.8900 0.8870 0.8785 0.6165 0.9206 0.9206 0.8932 0.9063 0.8173 0.8295 0.7894 0.8606 0.7260 0.7321 0.7098
40 0.8962 0.9044 0.8713 0.6309 0.9227 0.9185 0.9083 0.9114 0.8193 0.8315 0.7966 0.8701 0.7271 0.7316 0.7216
50 0.9043 0.9053 0.8763 0.6484 0.9286 0.9236 0.9062 0.9103 0.8193 0.8441 0.8070 0.8701 0.7246 0.7221 0.7199
60 0.9103 0.9114 0.8783 0.6482 0.9297 0.9225 0.9052 0.9113 0.8193 0.8461 0.8070 0.8754 0.7204 0.7220 0.7194
70 0.9083 0.9053 0.8814 0.6439 0.9307 0.9225 0.9062 0.9103 0.8193 0.8471 0.8081 0.8690 0.7201 0.7250 0.7208
80 0.9073 0.9114 0.8763 0.6600 0.9337 0.9215 0.9063 0.9093 0.8193 0.8482 0.8091 0.8740 0.7053 0.7221 0.7181
90 0.9073 0.9104 0.8773 0.6520 0.9317 0.9215 0.9011 0.9113 0.8193 0.8501 0.8091 0.8751 0.7025 0.7234 0.7232
100 0.9093 0.9135 0.8794 0.6655 0.9357 0.9236 0.9031 0.9154 0.8193 0.8511 0.8091 0.8782 0.7001 0.7208 0.7238
110 0.9042 0.9125 0.8803 0.6728 0.9357 0.9276 0.9031 0.9154 0.8193 0.8511 0.8091 0.8782 0.7025 0.7192 0.7217
120 0.9042 0.9155 0.8793 0.6956 0.9367 0.9317 0.9083 0.9144 0.8203 0.8520 0.8068 0.8762 0.7025 0.7225 0.7128
130 0.9093 0.9165 0.8814 0.6922 0.9388 0.9327 0.9093 0.9144 0.8203 0.8510 0.8068 0.8783 0.7040 0.7278 0.7152
140 0.9114 0.9165 0.8814 0.6908 0.9367 0.9327 0.9103 0.9164 0.8203 0.8510 0.8079 0.8824 0.7086 0.7244 0.7183
150 0.9114 0.9165 0.8814 0.6936 0.9367 0.9317 0.9113 0.9144 0.8203 0.8510 0.8079 0.8824 0.7053 0.7262 0.7165
160 0.9134 0.9175 0.8834 0.6906 0.9337 0.9307 0.9103 0.9123 0.8203 0.8520 0.8079 0.8793 0.7037 0.7137 0.7132
170 0.9144 0.9185 0.8844 0.6933 0.9367 0.9306 0.9092 0.9133 0.8203 0.8520 0.8079 0.8814 0.7047 0.7158 0.7241
180 0.9134 0.9185 0.8803 0.6910 0.9377 0.9276 0.9092 0.9164 0.8203 0.8520 0.8079 0.8845 0.6968 0.7167 0.7241
190 0.9154 0.9185 0.8814 0.6919 0.9388 0.9276 0.9103 0.9184 0.8213 0.8520 0.8079 0.8866 0.6946 0.7140 0.7250
200 0.9144 0.9185 0.8824 0.6917 0.9388 0.9296 0.9103 0.9195 0.8213 0.8520 0.8079 0.8866 0.6940 0.7201 0.7279
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Tabela 22: Experimento com Atributos Estruturais na Base em Portugueˆs Utilizando o Classifica-
dor KNN
Qtde Texto Conjunto de Marcadores Marcadores
Atributos A B C D E F G 1 2 3 4 5 6 7
10 0.9559 0.9418 0.9429 0.7630 0.9669 0.9679 0.9579 0.9619 0.9176 0.7636 0.7434 0.9439 0.8429 0.8644 0.7879
20 0.9799 0.9599 0.9829 0.7832 0.9849 0.9919 0.9859 0.9909 0.9509 0.7590 0.7515 0.9819 0.8544 0.8776 0.8368
30 0.9769 0.9649 0.9899 0.8060 0.9879 0.992 0.9859 0.9969 0.9529 0.7668 0.7608 0.9889 0.8553 0.8837 0.8425
40 0.9769 0.9639 0.9869 0.8045 0.9929 0.9939 0.9909 0.9969 0.9519 0.7677 0.7632 0.9869 0.8584 0.9104 0.8462
50 0.9909 0.9559 0.9899 0.8116 0.9859 0.9969 0.9919 0.9969 0.9549 0.7691 0.7641 0.9899 0.8806 0.9135 0.8543
60 0.9899 0.9559 0.9939 0.8109 0.9939 0.9969 0.9939 0.9959 0.9549 0.7647 0.7667 0.9919 0.8892 0.9155 0.8597
70 0.9879 0.9619 0.9899 0.8096 0.9929 0.9939 0.9909 0.9969 0.9559 0.7628 0.7676 0.9899 0.8901 0.9154 0.8629
80 0.9889 0.9619 0.9889 0.8146 0.9909 0.9929 0.9899 0.9939 0.9559 0.7626 0.7688 0.9889 0.8911 0.9155 0.8608
90 0.9869 0.9619 0.9879 0.8336 0.9909 0.9929 0.9899 0.9939 0.9569 0.7649 0.7678 0.9889 0.8961 0.9185 0.8599
100 0.9819 0.9609 0.9859 0.8347 0.9889 0.9939 0.9889 0.9929 0.9569 0.7685 0.7678 0.9879 0.9033 0.9185 0.8582
110 0.9869 0.9619 0.9859 0.8340 0.9899 0.9899 0.9849 0.9899 0.9579 0.7683 0.7620 0.9879 0.9023 0.9205 0.8603
120 0.9869 0.9639 0.9889 0.8381 0.9919 0.9909 0.9879 0.9899 0.9478 0.7693 0.7620 0.9869 0.8974 0.9205 0.8582
130 0.9859 0.9639 0.9849 0.8443 0.9909 0.9929 0.9899 0.9899 0.9559 0.7298 0.7671 0.9869 0.8975 0.9116 0.8633
140 0.9859 0.9629 0.9879 0.8399 0.9889 0.9929 0.9889 0.9939 0.9499 0.7305 0.7671 0.9879 0.9207 0.9126 0.8652
150 0.9869 0.9619 0.9869 0.8399 0.9879 0.9929 0.9889 0.9919 0.9499 0.7461 0.7671 0.9879 0.9227 0.9126 0.8704
160 0.9859 0.9619 0.9869 0.8370 0.9889 0.9929 0.9909 0.9879 0.9509 0.7370 0.7671 0.9889 0.9327 0.9126 0.8693
170 0.9849 0.9589 0.9849 0.8409 0.9889 0.9899 0.9879 0.9879 0.9489 0.7374 0.7671 0.9889 0.9307 0.9155 0.8674
180 0.9879 0.9609 0.9859 0.8380 0.9899 0.9899 0.9879 0.9869 0.9489 0.7385 0.7671 0.9859 0.9307 0.9145 0.8685
190 0.9869 0.9609 0.9849 0.8443 0.9909 0.9889 0.9879 0.9899 0.9499 0.7244 0.7671 0.9859 0.9338 0.9145 0.8239
200 0.9859 0.9549 0.9849 0.8443 0.9899 0.9889 0.9879 0.9899 0.9509 0.7180 0.7671 0.9859 0.9308 0.9135 0.8687
Tabela 23: Experimento com Atributos Estruturais na Base em Ingleˆs Utilizando o Classificador
KNN
Qtde Texto Conjunto de Marcadores Marcadores
Atributos A B C D E F G 1 2 3 4 5 6 7
10 0.8837 0.8878 0.8847 0.5885 0.9098 0.9189 0.8926 0.9249 0.8054 0.8213 0.7661 0.8547 0.7605 0.7461 0.6714
20 0.8998 0.9165 0.9087 0.6095 0.9349 0.9399 0.9147 0.9529 0.8380 0.8232 0.7977 0.8883 0.7602 0.7719 0.6963
30 0.9329 0.9146 0.9068 0.6327 0.9609 0.9489 0.9189 0.9479 0.8596 0.8422 0.8083 0.9228 0.7742 0.7827 0.7110
40 0.9409 0.9195 0.9308 0.6472 0.9649 0.9639 0.9409 0.9629 0.8588 0.8429 0.8102 0.9309 0.7707 0.7962 0.7086
50 0.9539 0.9196 0.9459 0.6709 0.9589 0.9669 0.9469 0.9759 0.8639 0.8412 0.8147 0.9539 0.7627 0.8030 0.7442
60 0.9669 0.9236 0.9609 0.6687 0.9729 0.9709 0.9559 0.9779 0.8589 0.8491 0.8167 0.9679 0.7664 0.8008 0.7440
70 0.9679 0.9236 0.9709 0.6837 0.9759 0.9799 0.9749 0.9839 0.8578 0.8522 0.8177 0.9709 0.7690 0.8075 0.7530
80 0.9719 0.9277 0.9729 0.6966 0.9789 0.9809 0.9719 0.9809 0.8600 0.8573 0.8177 0.9729 0.7815 0.8050 0.7625
90 0.9749 0.9349 0.9729 0.7019 0.9829 0.9849 0.9799 0.9829 0.8613 0.8592 0.8177 0.9719 0.7736 0.8070 0.7685
100 0.9789 0.9309 0.9739 0.7078 0.9839 0.9839 0.9819 0.9819 0.8704 0.8517 0.8199 0.9749 0.7660 0.8028 0.7862
110 0.9769 0.9358 0.9729 0.7115 0.9859 0.9829 0.9789 0.9829 0.8695 0.8518 0.8188 0.9749 0.7648 0.8047 0.7886
120 0.9789 0.9368 0.9739 0.7359 0.9859 0.9839 0.9809 0.9849 0.8770 0.8506 0.8209 0.9749 0.7885 0.8050 0.7951
130 0.9789 0.9328 0.9829 0.7290 0.9829 0.9869 0.9799 0.9859 0.8750 0.8496 0.8209 0.9769 0.7829 0.8047 0.8069
140 0.9789 0.9308 0.9839 0.7365 0.9849 0.9879 0.9789 0.9879 0.8802 0.8475 0.8201 0.9739 0.7852 0.8088 0.8111
150 0.9809 0.9328 0.9819 0.7401 0.9879 0.9859 0.9819 0.9859 0.8801 0.8517 0.8211 0.9749 0.7910 0.8076 0.8138
160 0.9829 0.9328 0.9819 0.7406 0.9859 0.9859 0.9809 0.9889 0.8802 0.8498 0.8221 0.9739 0.7914 0.8064 0.8107
170 0.9779 0.9308 0.9829 0.7429 0.9829 0.9859 0.9809 0.9899 0.8822 0.8498 0.8232 0.9769 0.7855 0.8085 0.8167
180 0.9779 0.9308 0.9849 0.7408 0.9829 0.9819 0.9809 0.9889 0.8884 0.8447 0.8232 0.9849 0.7856 0.8143 0.8352
190 0.9789 0.9358 0.9849 0.7389 0.9829 0.9839 0.9819 0.9889 0.8843 0.8495 0.8232 0.984 0.7814 0.8133 0.8407
200 0.9769 0.9378 0.9799 0.7391 0.9849 0.9849 0.9849 0.9889 0.8894 0.8485 0.8233 0.9869 0.7807 0.8165 0.8473
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Tabela 24: Experimento com Atributos Estruturais na Base em Portugueˆs Utilizando o Classifica-
dor C4.5
Qtde Texto Conjunto de Marcadores Marcadores
Atributos A B C D E F G 1 2 3 4 5 6 7
10 0.9439 0.9053 0.9369 0.7630 0.9629 0.9589 0.9499 0.9589 0.8928 0.7421 0.7173 0.9359 0.8232 0.8477 0.7961
20 0.9489 0.9092 0.9429 0.7635 0.9659 0.9839 0.9559 0.9629 0.8928 0.7541 0.7264 0.9449 0.8286 0.8580 0.8073
30 0.9519 0.8996 0.9509 0.7616 0.9679 0.9699 0.9619 0.9759 0.8928 0.7447 0.7264 0.9539 0.8286 0.8650 0.8143
40 0.9549 0.9057 0.9559 0.7662 0.9779 0.9879 0.9569 0.9759 0.8928 0.7447 0.7264 0.9669 0.8232 0.8941 0.8299
50 0.9579 0.9146 0.9509 0.7719 0.9729 0.9819 0.9659 0.9749 0.8928 0.7519 0.7273 0.9659 0.8232 0.8872 0.8231
60 0.9689 0.9186 0.9649 0.7710 0.9759 0.9699 0.9549 0.9749 0.8928 0.7594 0.7273 0.9859 0.8297 0.8872 0.8223
70 0.9499 0.9186 0.9649 0.7701 0.9829 0.9819 0.9589 0.9779 0.8928 0.7594 0.7273 0.9859 0.8321 0.8871 0.8241
80 0.9499 0.9186 0.9699 0.7745 0.9839 0.9829 0.9589 0.9859 0.8928 0.7594 0.7273 0.9849 0.8321 0.8841 0.8241
90 0.9599 0.9186 0.968 0.7682 0.9789 0.9829 0.9589 0.9749 0.8928 0.7594 0.7273 0.9809 0.8374 0.8870 0.8241
100 0.9599 0.9186 0.9619 0.7682 0.9739 0.9809 0.9589 0.9749 0.8928 0.7594 0.7273 0.9839 0.8496 0.8973 0.8166
110 0.9699 0.9186 0.9619 0.7682 0.988 0.9809 0.9589 0.9749 0.8928 0.7594 0.7273 0.9799 0.8496 0.8962 0.8175
120 0.9679 0.9186 0.9589 0.7738 0.9899 0.9889 0.9649 0.9839 0.8928 0.7594 0.7273 0.9799 0.8496 0.8962 0.8175
130 0.9679 0.9186 0.9689 0.7738 0.9899 0.992 0.9699 0.9829 0.8928 0.7594 0.7347 0.9799 0.8496 0.8962 0.8182
140 0.9599 0.9186 0.976 0.7738 0.988 0.992 0.9699 0.992 0.8928 0.7594 0.7347 0.9769 0.8687 0.8972 0.8182
150 0.9669 0.9186 0.976 0.7738 0.988 0.992 0.9699 0.992 0.8928 0.7594 0.7347 0.9769 0.8677 0.8972 0.8182
160 0.9669 0.9186 0.9679 0.7738 0.9859 0.992 0.9699 0.992 0.8928 0.7594 0.7347 0.9779 0.8677 0.8972 0.8182
170 0.9669 0.9186 0.9679 0.7738 0.9859 0.9779 0.9649 0.992 0.8928 0.7594 0.7347 0.9779 0.8677 0.8972 0.8182
180 0.9569 0.9186 0.968 0.7738 0.9859 0.9779 0.9649 0.992 0.8928 0.7594 0.7347 0.9779 0.8677 0.8972 0.8182
190 0.9569 0.9186 0.968 0.7738 0.9859 0.9779 0.9519 0.992 0.8928 0.7594 0.7347 0.9869 0.8677 0.8972 0.8182
200 0.9559 0.9186 0.968 0.7738 0.9759 0.9779 0.9519 0.992 0.8928 0.7594 0.7347 0.9869 0.8677 0.8972 0.8182
Tabela 25: Experimento com Atributos Estruturais na Base em Ingleˆs Utilizando o Classificador
C4.5
Qtde Texto Conjunto de Marcadores Marcadores
Atributos A B C D E F G 1 2 3 4 5 6 7
10 0.8764 0.8701 0.8912 0.5585 0.9005 0.9096 0.8883 0.9077 0.7896 0.7912 0.7487 0.8531 0.7344 0.7376 0.6492
20 0.8928 0.9002 0.9036 0.5757 0.9198 0.9258 0.9098 0.9268 0.7896 0.7833 0.7717 0.8702 0.7594 0.7580 0.6562
30 0.9268 0.9066 0.9129 0.6151 0.9539 0.9429 0.9149 0.9389 0.7896 0.8029 0.7696 0.9197 0.7601 0.7674 0.6963
40 0.9279 0.9076 0.9229 0.616 0.9499 0.9459 0.9219 0.9559 0.7907 0.8114 0.7744 0.9309 0.7430 0.7723 0.7058
50 0.9399 0.9076 0.9399 0.6339 0.9419 0.9429 0.9258 0.9559 0.7918 0.8064 0.7744 0.9499 0.7430 0.7729 0.6934
60 0.9259 0.9086 0.9459 0.6345 0.9469 0.9439 0.9338 0.9529 0.7941 0.8103 0.7744 0.9639 0.7430 0.7729 0.7091
70 0.9429 0.9086 0.9389 0.6362 0.9489 0.9459 0.9358 0.9569 0.7941 0.8103 0.7744 0.9679 0.7430 0.7808 0.7091
80 0.9389 0.9086 0.9449 0.6454 0.9499 0.9439 0.9328 0.9639 0.7941 0.8103 0.7744 0.9649 0.7426 0.7819 0.7091
90 0.9258 0.9055 0.9489 0.6454 0.9529 0.9419 0.9349 0.9689 0.7941 0.8114 0.7744 0.9549 0.7430 0.7717 0.7046
100 0.9389 0.9055 0.9529 0.6447 0.9559 0.9459 0.9469 0.9719 0.7941 0.8114 0.7744 0.9619 0.7440 0.7717 0.7164
110 0.9509 0.9117 0.9429 0.6425 0.9559 0.9559 0.9439 0.9739 0.7941 0.8114 0.7744 0.9619 0.7575 0.7727 0.7175
120 0.9529 0.9117 0.9269 0.6460 0.9579 0.9599 0.9549 0.9759 0.7941 0.8114 0.7744 0.9619 0.7579 0.7728 0.7175
130 0.9519 0.9117 0.9569 0.6460 0.9579 0.9599 0.9549 0.9759 0.7884 0.8114 0.7744 0.9609 0.7579 0.7728 0.7216
140 0.9429 0.9117 0.9519 0.6460 0.9569 0.9629 0.9489 0.9749 0.7884 0.8114 0.7744 0.9609 0.7588 0.7728 0.7439
150 0.9329 0.9117 0.9519 0.6460 0.9599 0.9629 0.9479 0.9749 0.7884 0.8114 0.7744 0.9609 0.7579 0.7728 0.7454
160 0.9349 0.9117 0.9409 0.6478 0.9599 0.9629 0.9499 0.974 0.7941 0.8114 0.7744 0.9609 0.7579 0.7662 0.7503
170 0.9349 0.9117 0.9409 0.6456 0.9599 0.9629 0.9499 0.974 0.7884 0.8114 0.7744 0.9609 0.7587 0.7651 0.7584
180 0.9549 0.9117 0.9539 0.6456 0.9619 0.9619 0.9489 0.9669 0.7884 0.8114 0.7744 0.9629 0.7575 0.7651 0.7584
190 0.9459 0.9117 0.9539 0.6456 0.9569 0.9619 0.9619 0.9669 0.7940 0.8114 0.7744 0.9639 0.7575 0.7690 0.7584
200 0.9459 0.9117 0.9669 0.6460 0.9569 0.9619 0.9619 0.9719 0.7940 0.8114 0.7744 0.9609 0.7575 0.7700 0.7619
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Tabela 26: Experimento com Atributos Estruturais na Base em Portugueˆs Utilizando o Classifica-
dor MLP
Qtde Texto Conjunto de Marcadores Marcadores
Atributos A B C D E F G 1 2 3 4 5 6 7
10 0.9459 0.9428 0.9449 0.7609 0.9609 0.9629 0.9619 0.9649 0.9186 0.7636 0.7425 0.944 0.8429 0.8634 0.7920
20 0.9689 0.9599 0.9789 0.7917 0.9749 0.9879 0.9719 0.9809 0.9539 0.7617 0.7526 0.9649 0.8554 0.8777 0.8339
30 0.9699 0.9609 0.9809 0.8026 0.9849 0.9869 0.9719 0.9769 0.9549 0.7649 0.7653 0.9749 0.8565 0.8786 0.8477
40 0.9799 0.9629 0.9719 0.8099 0.9789 0.9909 0.9839 0.9849 0.9529 0.7713 0.7699 0.9809 0.8575 0.9134 0.8525
50 0.9829 0.9629 0.9819 0.8147 0.9829 0.9809 0.9799 0.9859 0.9529 0.7784 0.7701 0.9899 0.8764 0.9074 0.8545
60 0.9819 0.9599 0.9909 0.8135 0.9839 0.9789 0.9769 0.99 0.9509 0.7746 0.7722 0.9929 0.8909 0.9134 0.8566
70 0.9849 0.9629 0.9929 0.8100 0.9909 0.9819 0.9809 0.9819 0.9539 0.7748 0.7713 0.9929 0.8920 0.9144 0.8588
80 0.9849 0.9639 0.9929 0.8170 0.9959 0.9899 0.9829 0.9919 0.9559 0.7772 0.7722 0.9929 0.8941 0.9175 0.8557
90 0.9889 0.9639 0.9929 0.8365 0.9929 0.9889 0.9829 0.9929 0.9539 0.7792 0.7701 0.9909 0.8960 0.9186 0.8589
100 0.9869 0.9649 0.9939 0.8333 0.9949 0.9969 0.9879 0.9939 0.9539 0.7813 0.7722 0.9969 0.9043 0.9185 0.8538
110 0.9939 0.9639 0.9929 0.8345 0.9969 0.9929 0.9929 0.9959 0.9569 0.7839 0.7734 0.9959 0.9063 0.9215 0.8608
120 0.9939 0.9669 0.9929 0.8311 0.9979 0.9949 0.9979 0.9959 0.9549 0.7869 0.7713 0.9959 0.9042 0.9225 0.8620
130 0.9969 0.9639 0.9949 0.8356 0.9979 0.996 0.9979 0.996 0.9549 0.7426 0.7726 0.9949 0.9033 0.9126 0.8686
140 0.9969 0.9629 0.9959 0.8405 0.9989 0.996 0.9969 0.998 0.9559 0.7536 0.7717 0.9949 0.9256 0.9156 0.8592
150 0.9979 0.9619 0.9969 0.8394 0.9959 0.996 0.9949 0.998 0.9549 0.7626 0.7717 0.9899 0.9277 0.9155 0.8703
160 0.9959 0.9619 0.9969 0.8366 0.9969 0.9929 0.9929 0.9989 0.9599 0.7442 0.7738 0.9919 0.9398 0.9195 0.8671
170 0.9959 0.9579 0.9969 0.8423 0.9959 0.9939 0.9949 0.9989 0.9579 0.7649 0.7726 0.9939 0.9408 0.9164 0.8681
180 0.9959 0.9649 0.9959 0.8359 0.9969 0.9939 0.9939 0.998 0.9579 0.7489 0.7728 0.9919 0.9398 0.9206 0.8682
190 0.9949 0.9639 0.9959 0.8421 0.9969 0.9939 0.9929 0.998 0.9569 0.7519 0.7738 0.9919 0.9408 0.9166 0.8671
200 0.9939 0.9639 0.9959 0.8430 0.9969 0.9909 0.9929 0.9989 0.9579 0.7503 0.7726 0.9939 0.9327 0.9144 0.8774
Tabela 27: Experimento com Atributos Estruturais na Base em Ingleˆs Utilizando o Classificador
MLP
Qtde Texto Conjunto de Marcadores Marcadores
Atributos A B C D E F G 1 2 3 4 5 6 7
10 0.8898 0.8899 0.8915 0.5832 0.9139 0.9189 0.8813 0.9239 0.8074 0.8153 0.7646 0.8552 0.7613 0.7470 0.6744
20 0.8939 0.9135 0.9166 0.5802 0.9229 0.9399 0.9259 0.9469 0.8328 0.8165 0.7990 0.8985 0.7721 0.7708 0.7010
30 0.9379 0.9216 0.9279 0.6142 0.9649 0.9629 0.9329 0.9579 0.8469 0.8493 0.8135 0.9348 0.7759 0.7864 0.7235
40 0.9479 0.9297 0.9469 0.6174 0.9599 0.9649 0.9469 0.9659 0.8544 0.8513 0.8132 0.9399 0.7832 0.7848 0.7250
50 0.9479 0.9307 0.9399 0.6566 0.9659 0.9709 0.9499 0.9689 0.8618 0.8521 0.8199 0.9549 0.7823 0.8050 0.7462
60 0.9579 0.9337 0.9659 0.6647 0.9689 0.9679 0.9549 0.9769 0.8671 0.8518 0.8210 0.9609 0.7755 0.8034 0.7426
70 0.9539 0.9327 0.9639 0.6705 0.9679 0.9699 0.9519 0.97 0.8682 0.8571 0.8221 0.9649 0.7843 0.8048 0.7494
80 0.9589 0.9388 0.9679 0.6865 0.9729 0.9659 0.9559 0.9769 0.8703 0.8603 0.8231 0.9719 0.7877 0.8097 0.7393
90 0.9659 0.9399 0.9669 0.6856 0.9739 0.9689 0.9599 0.9719 0.8747 0.8632 0.8231 0.9759 0.7711 0.8104 0.7472
100 0.9689 0.9278 0.9669 0.7037 0.9729 0.9729 0.9639 0.9739 0.8839 0.8623 0.8231 0.9779 0.7759 0.8065 0.7619
110 0.9689 0.9368 0.9739 0.7298 0.9769 0.9749 0.9599 0.9779 0.8859 0.8663 0.8240 0.9789 0.7704 0.8076 0.7952
120 0.9729 0.9408 0.9759 0.7434 0.9819 0.9699 0.9649 0.9819 0.8921 0.8652 0.8240 0.9789 0.7730 0.8127 0.7599
130 0.9669 0.9418 0.9869 0.7356 0.9759 0.9769 0.9679 0.9809 0.8712 0.8673 0.8231 0.9779 0.7820 0.8059 0.8032
140 0.9689 0.9428 0.9829 0.7487 0.9749 0.9789 0.9639 0.9849 0.8849 0.8703 0.8240 0.9819 0.7389 0.8146 0.7582
150 0.9689 0.9398 0.9839 0.7394 0.9809 0.9779 0.9679 0.9859 0.8982 0.8672 0.8262 0.9769 0.7995 0.8211 0.7426
160 0.9649 0.9398 0.9849 0.7434 0.9729 0.9809 0.9689 0.9889 0.8942 0.8703 0.8251 0.9779 0.7631 0.8233 0.7558
170 0.9659 0.9429 0.9819 0.7367 0.9779 0.9799 0.9719 0.9879 0.8828 0.8693 0.8240 0.9759 0.7683 0.8077 0.7477
180 0.9709 0.9429 0.9869 0.6393 0.9839 0.9819 0.9729 0.9879 0.8913 0.8662 0.8219 0.9799 0.7721 0.8146 0.6496
190 0.9809 0.9257 0.9839 0.6934 0.9849 0.9819 0.9769 0.9879 0.9055 0.8661 0.8230 0.9789 0.7731 0.8144 0.7472
200 0.9809 0.9398 0.9809 0.6036 0.9859 0.9849 0.9789 0.9899 0.9032 0.8723 0.8219 0.9799 0.7874 0.8194 0.7553
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Figura 44: Desempenho do Classificador Naı¨ve Bayes no Conjunto de Dados em Ingleˆs: Grupo de
Comparac¸o˜es 2
115
0.93
0.94
0.95
0.96
0.97
0.98
0.99
1
10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190 200
Me
did
a-
F
Quantidade de Atributos Textuais
Texto
Conjunto D
Conjunto E
Conjunto F
Conjunto G
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Figura 51: Desempenho do Classificador KNN no Conjunto de Dados em Portugueˆs: Grupo de
Comparac¸o˜es 1
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Figura 54: Desempenho do Classificador KNN no Conjunto de Dados em Ingleˆs: Grupo de
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Figura 59: Desempenho do Classificador C4.5 no Conjunto de Dados em Portugueˆs: Grupo de
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Figura 60: Desempenho do Classificador C4.5 no Conjunto de Dados em Ingleˆs: Grupo de
Comparac¸o˜es 2
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Figura 70: Desempenho do Classificador MLP no Conjunto de Dados em Ingleˆs: Grupo de
Comparac¸o˜es 3
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