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GEODESIC RESTRICTIONS OF ARITHMETIC EIGENFUNCTIONS
SIMON MARSHALL
Abstract. Let X be an arithmetic hyperbolic surface, ψ a Hecke-Maass form, and ℓ a
geodesic segment on X . We obtain a power saving over the local bound of Burq-Ge´rard-
Tzvetkov for the L2 norm of ψ restricted to ℓ, by extending the technique of arithmetic
amplification developed by Iwaniec and Sarnak. We also improve the local bounds for
various Fourier coefficients of ψ along ℓ.
1. Introduction
If X is a compact Riemannian manifold and ψ is a Laplace eigenfunction on X satisfying
∆ψ = λ2ψ, it is an interesting problem to study the extent to which ψ can concentrate on
small subsets of X . Two well studied formulations of this problem are to normalise ψ by
‖ψ‖2 = 1, and either bound ‖ψ‖p for 2 ≤ p ≤ ∞ or bound the Lp norms of ψ restricted to
some submanifold. We shall be interested in both of these problems in the case where X is
two dimensional and the submanifold we restrict to is a geodesic segment ℓ. The basic upper
bound for ‖ψ‖p in this case was proven by Sogge [20] (see also Avakumovic´ [1] and Levitan
[14] when p =∞), and is
(1) ‖ψ‖p ≪ λδ(p)
where δ(p) is given by
δ(p) =
{
1/2− 2/p p ≥ 6
1/4− 1/2p 2 ≤ p ≤ 6.
The standard bound for ‖ψ|ℓ‖p is due to Burq, Ge´rard and Tzvetkov [7], and is
(2) ‖ψ|ℓ‖p ≪ λδ′(p)
where δ′(p) is given by
δ′(p) =
{
1/2− 1/p p ≥ 4
1/4 2 ≤ p ≤ 4.
Both of these bounds are sharp when X is the round 2-sphere, but can be strengthened under
extra geometric assumptions on X such as negative curvature, see for instance [21, 22, 23].
It should be noted that all such improvements in the negatively curved case are by at most
a power of log λ.
We now let X be a compact arithmetic hyperbolic surface and ψ a Hecke-Maass cusp form
on X , which we shall always assume to be L2-normalised. In this case, Iwaniec and Sarnak
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[13] have shown that the bound ‖ψ‖∞ ≪ λ1/2 given by (1) may be strengthened by a power
to ‖ψ‖∞ ≪ǫ λ5/12+ǫ. Their approach, known as arithmetic amplification, is to construct
a projection operator onto ψ using the Hecke operators as well as the wave group. It has
been adapted by other authors to study the pointwise norms of arithmetic eigenfunctions in
various aspects, see for instance [5, 12, 24] as well as the alternative approach taken in [3]. In
this paper we apply amplification to a new kind of semiclassical problem, namely improving
the exponent in the bound (2) for ‖ψ|ℓ‖2. Our main result is as follows.
Theorem 1.1. Let ψ be a Hecke-Maass eigenfunction on X with spectral parameter t. For
any geodesic segment ℓ of unit length we have
(3) ‖ψ|ℓ‖2 ≪ǫ t3/14+ǫ,
where the implied constant is independent of ℓ.
We may combine Theorem 1.1 with a theorem of Bourgain [6] to give an improvement
over the local bound ‖ψ‖4 ≪ t1/8.
Corollary 1.2. We have ‖ψ‖4 ≪ǫ t1/8−1/112+ǫ.
Corollary 1.2 is much weaker than the bound ‖ψ‖4 ≪ǫ tǫ announced by Sarnak and Watson
([18], Theorem 3), although their result may be conditional on the Ramanujan conjecture.
See also [4] for results in the case of holomorphic eigenforms. Note that Bourgain’s theorem
actually gives an equivalence (up to factors of tǫ) between a sub-local bound for ‖ψ‖4 and
one for ‖ψ|ℓ‖2 that is uniform in ℓ, and so the bound of Sarnak and Watson implies Theorem
1.1 with an exponent of 1/8. However, we feel that our method is of interest as it does not
rely on special value identities or summation formulas, and we hope to apply it to restriction
problems on other groups by combining it with the techniques of [15].
The methods we use to prove Theorem 1.1 also allow us to prove bounds for periods of ψ
along ℓ. We let ℓ : [0, 1] → X be an arc length parametrisation of ℓ, and let b ∈ C∞0 (R) be
a function with supp(b) ⊂ [0, 1]. For 1/2 > δ > 0, let Iδ = [−1 + δ,−δ] ∪ [δ, 1− δ].
Theorem 1.3. For λ ∈ R, denote the integral∫ ∞
−∞
eiλxb(x)ψ(ℓ(x))dx
by 〈ψ, beiλx〉.
(a) If λ = 0 we have 〈ψ, beiλx〉 ≪ǫ t−1/12+ǫ.
(b) If 1/2 > δ > 0 and λ/t ∈ Iδ, we have 〈ψ, beiλx〉 ≪ǫ t−1/18+ǫ.
(c) Define β = min |λ± t|. If β ≤ t2/3, we have 〈ψ, beiλx〉 ≪ǫ t5/24+ǫ(1 + β)1/24.
All of these bounds are uniform in λ and ℓ.
Remark. The bound β ≤ t2/3 in Theorem 1.3 could be replaced with t1−δ for any δ > 0,
however when β ≥ t1/7+ǫ the bound 〈ψ, beiλx〉 ≪ǫ t5/24+ǫ(1 + β)1/24 is weaker than the local
bound of Proposition 4.2.
When ℓ is a closed geodesic instead of a segment, cases (a) and (b) of Theorem 1.3 may
be compared with the local bound 〈ψ, beiλx〉 ≪ 1 given in [17, 26], and the improvement
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〈ψ, b〉 = o(1) given in [8] in the case of negative curvature. These cases should correspond
via a formula of Waldspurger [25] to a subconvex bound for certain L-values of the form
L(1/2, ψ ⊗ θχ), where χ is a Grossencharacter of a real quadratic field and θχ is the associ-
ated theta series on GL2.
As in [13], Theorems 1.1 and 1.3 can both be strengthened under the assumption that the
Fourier coefficients of ψ are not small. In the case of Theorem 1.1 and case (c) of Theorem
1.3, this assumption allows us to employ an amplifier of sufficient length that it becomes
profitable to estimate the Hecke recurrence using spectral methods, rather than the standard
diophantine ones. Let λ(n) be the automorphically normalised Hecke eigenvalues of ψ, and
assume that they satisfy the bounds
(4)
∑
N≤p≤2N
|λ(p)| ≫ǫ N1−ǫ
for all N ≥ 2 and
(5) |λ(p)| ≤ 2pθ
for some θ < 1/2 and p prime. Note that (5) is known with θ = 7/64, see [2]. We then prove
Theorem 1.4. If the normalised Hecke eigenvalues λ(n) satisfy (4) and (5) we have
‖ψ|ℓ‖2 ≪ǫ t1/(8−8θ)+ǫ,
while if β = min |λ± t| and β ≤ t2/3 we have
(6) 〈ψ, beiλx〉 ≪ǫ tθ/2+ǫ(1 + β)1/4−θ/2,
uniformly in λ and ℓ.
In particular, Theorem 1.4 gives 〈ψ, beiλx〉 ≪ǫ tǫ when |λ− t| ≪ tǫ under the assumption
that θ = 0. We note that (6) becomes weaker than the local bound of Proposition 4.2 when
β ≥ t1/2+ǫ.
Acknowledgements. We would like to thank Xiaoqing Li, Peter Sarnak, Christopher Sogge,
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2. Notation
For simplicity, we shall restrict attention toX that arise from a quaternion division algebra
A = (a,b
Q
) over Q. Here a, b ∈ Z are square free and we will assume that a > 0. We choose
a basis 1, ω,Ω, ωΩ for A over Q that satisfies ω2 = a, Ω2 = b and ωΩ+ Ωω = 0. We denote
the norm and trace by N(α) = αα and tr(α) = α + α. We let R be a maximal order in A
(or more generally an Eichler order, see [9]), and for m ≥ 1 let
R(m) = {α ∈ R|N(α) = m}.
R(1) is the group of elements of norm 1; it acts on R(m) by multiplication on the left and
R(1)\R(m) is known to be finite [9]. Fix an embedding φ : A→M2(F ), the 2× 2 matrices
with entries in F = Q(
√
a) by
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φ(α) =
(
ξ η
bη ξ
)
where
α = x0 + x1ω + (x2 + x3ω)Ω = ξ + ηΩ.
We define the lattice Γ = φ(R(1)) ⊂ SL(2,R), which is co-compact as we assumed A to be
a division algebra, and let X = Γ\H. We define the Hecke operators Tn : L2(X) → L2(X),
n ≥ 1, by
Tnf(z) =
∑
α∈R(1)\R(n)
f(φ(α)z).
There is a positive integer q (depending on R) such that for (n, q) = 1, Tn has the following
properties (see [9]):
Tn = T
∗
n , that is Tn is self-adjoint,
TnTm =
∑
d|(n,m)
dTnm/d2 .
We let λ(n) be the normalised Hecke eigenvalues of ψ and t be its spectral parameter, so
that
Tnψ = λ(n)n
1/2ψ,
∆ψ = (1/4 + t2)ψ.
We let K, A, and N be the standard subgroups of PSL2(R), with parametrisations
k(θ) =
(
cos θ/2 sin θ/2
− sin θ/2 cos θ/2
)
, a(y) =
(
ey 0
0 1
)
, n(x) =
(
1 x
0 1
)
.
In particular, k(θ) represents an anticlockwise rotation by θ about the point i. We denote
the Lie algebra of PSL2(R) by g, and equip g with the norm
(7) ‖ · ‖ :
(
X1 X2
X3 −X1
)
7→
√
X21 +X
2
2 +X
2
3 .
This norm defines a left-invariant metric on PSL2(R), which we denote by dG. We denote
the Lie algebras of K, A, and N by k, a, and n, and write the Iwasawa decomposition as
(8) g = n(g) exp(A(g))k(g) = exp(N(g)) exp(A(g))k(g).
We define
(9) H =
(
1/2 0
0 −1/2
)
∈ a, Xn =
(
0 1
0 0
)
∈ n, Xk =
(
0 1/2
−1/2 0
)
.
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We identify a ≃ R under the map H 7→ 1, and consider A(g) as a function A : PSL2(R)→ R
under this identification, and likewise for n andN(g). We let ϕs denote the standard spherical
function with spectral parameter s on H or PSL2(R), depending on the context.
Throughout the paper, the notation A≪ B will mean that there is a positive constant C
such that |A| ≤ CB, and A ∼ B will mean that there are positive constants C1 and C2 such
that C1B ≤ A ≤ C2B.
3. Amplification of geodesic periods
We now prove cases (a) and (b) of Theorem 1.3. As we may assume that ψ is real, we may
also assume that λ ≥ 0. We shall fix 1/2 > δ > 0, and assume that either λ/t ∈ [δ, 1− δ] or
λ = 0.
Let h ∈ S(R) be a real-valued function of Payley-Wiener type that is positive, even, and
≥ 1 in the interval [−1, 1]. Define ht by ht(s) = h(s− t) + h(−s− t), and let k0t be the K-
biinvariant function on H with Harish-Chandra transform ht (see [11] or [19] for definitions).
The Payley-Wiener theorem of Gangolli [10] implies that k0t is of compact support that may
be chosen arbitrarily small. Let K0t be the point-pair invariant on H associated to k
0
t , which
is real-valued and satisfies K0t (x, y) = K
0
t (y, x). Let A
0
t the operator on X with integral
kernel
A0t (x, y) =
∑
γ∈Γ
K0t (x, γy).
It follows that A0t is a self-adjoint approximate spectral projector onto the eigenfunctions
in L2(X) with spectral parameter near t. Let kt be the K-biinvariant function on H with
Harisch-Chandra transform h2t , and let Kt and At be associated to kt in the same way. It
follows that At = (A
0
t )
2.
Let ℓ ⊂ H be a unit length geodesic segment. By abuse of notation, we also let ℓ : [0, 1]→
H be an arc length parametrisation of ℓ. Let b ∈ C∞0 (R) be a function with supp(b) ⊂ [0, 1],
and let λ ∈ R. Let N ≥ 1 be an integer, and let αn, n ≤ N , be a sequence of complex
numbers. We define T to be the Hecke operator
T =
∑
1≤n≤N
αn√
n
Tn.
We shall estimate 〈ψ, beiλx〉 by estimating 〈T A0tψ, beiλx〉. We first take adjoints to obtain
〈T A0tψ, beiλx〉 = 〈ψ, T ∗A0t beiλx〉, where A0t beiλx is the function on X given by
A0t be
iλx(y) =
∫ ∞
−∞
A0t (y, ℓ(x))b(x)e
iλxdx.
We then apply Cauchy-Schwarz to obtain
|〈ψ, T ∗A0t beiλx〉| ≤ 〈T ∗A0t beiλx, T ∗A0t beiλx〉1/2
= 〈beiλx, T T ∗Atbeiλx〉.
We have
5
T T ∗ =
∑
m,n≤N
αnαm
∑
d|(n,m)
d√
mn
Tnm/d2 ,
and so
T T ∗Atbeiλx(y) =
∑
m,n≤N
αnαm
∑
d|(n,m)
d√
mn
∑
γ∈R(nm/d2)
∫ ∞
−∞
Kt(y, γℓ(x))b(x)e
iλxdx.
If ℓ1 and ℓ2 are a pair of unit geodesic segments in H with parametrisations ℓi : [0, 1] → H,
we define
I(t, λ, ℓ1, ℓ2) =
∫∫ ∞
−∞
b(x1)b(x2)e
iλ(x1−x2)Kt(ℓ1(x1), ℓ2(x2))dx1dx2.
With this notation, we have
(10) 〈beiλx, T T ∗Atbeiλx〉 =
∑
m,n≤N
αnαm
∑
d|(n,m)
d√
mn
∑
γ∈R(nm/d2)
I(t, λ, ℓ, γℓ).
To estimate the integrals I(t, λ, ℓ, γℓ), we introduce two distance functions on pairs of unit
geodesics. Let ℓ0 be the upwards pointing unit geodesic based at i, and let ℓ1 = g1ℓ0 and
ℓ2 = g2ℓ0. We define
d(ℓ1, ℓ2) = inf{d(p, q)|p ∈ ℓ1, q ∈ ℓ2},
where d(p, q) is the hyperbolic distance between points. We also define
n(ℓ1, ℓ2) = inf{dG(g−11 g2, a)|a ∈ A}.
In particular, n(ℓ1, ℓ2) = 0 iff the infinite extensions of ℓ1 and ℓ2 coincide and have the
same orientation. We assume that kt is supported in a ball of radius 1 about i, so that
I(t, λ, ℓ1, ℓ2) = 0 unless d(ℓ1, ℓ2) ≤ 1. We shall prove the following bounds for I(t, λ, ℓ1, ℓ2).
Proposition 3.1. Suppose d(ℓ1, ℓ2) ≤ 1. If λ/t ∈ [δ, 1− δ], we have
I(t, λ, ℓ1, ℓ2)≪
{
(1 + tn(ℓ1, ℓ2))
−1/2 n(ℓ1, ℓ2) ≤ t−1/3
t−1/3 n(ℓ1, ℓ2) ≥ t−1/3.
If λ = 0, we have
I(t, λ, ℓ1, ℓ2)≪ (1 + tn(ℓ1, ℓ2))−1/2.
The second result we shall need is a bound for the counting function
M(ℓ, n, κ) = |{γ ∈ R(n)|d(γℓ, ℓ) ≤ 1, n(ℓ, γℓ) < κ}|.
Lemma 3.2. We have the bound
M(ℓ, n, κ)≪ǫ (κ2 + κ1/2)n1+ǫ + nǫ
uniformly in ℓ.
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Proof. This may be proven in exactly the same way as the corresponding Lemma 1.3 of [13].
The only differences are that we must consider the quadratic form [α, β, γ] associated to ℓ
with
β2 − 4αγ = 1,
and the subgroup Kℓ generated by translation along ℓ which may be parametrized as
Kℓ =
{[
t− βu −2γu
2αu t + βu
]
|t2 − u2 = 1
}
.
As Γ was cocompact, we may assume that ℓ lies in a fixed compact set. If d(ℓ, γℓ) ≤ 1, we
have
n(ℓ, γℓ) < κ→ γ = z +O(κ) with z ∈ Kℓ.
If we write γ as
γ =
1√
n
[
x0 − x1√a x2 + x3√a
bx2 − bx3
√
a x0 + x1
√
a
]
then x0 and x1 must satisfy the equations∣∣x20 − aβ2x21 − n∣∣≪ nκ, |x0| ≪ √n, |x1| ≪ √n,
where the last two conditions come from the fact that the entries of γ must be bounded.
The proof now proceeds exactly as in [13], with the difference that we must count ideals of
a given norm in real quadratic fields rather than imaginary ones, and the presence of units
intorduces an extra factor of nǫ into our counting which we may ignore.

With these results, we are ready to estimate the sum (10). We first consider the case in
which λ/t ∈ [δ, 1 − δ]. If we assume that d(ℓ, γℓ) ≤ 1 then we have n(ℓ, γℓ) ∈ [0, 2], and
we cover [0, 2] with the intervals I0 = [0, t
−1], Ik = [e
k−1t−1, ekt−1] for 1 ≤ k ≤ 2
3
log t, and
I∞ = [e
−1t−1/3, 2]. When n(ℓ, γℓ) ∈ I0 we apply the bounds
|I(t, λ, ℓ1, ℓ2)| ≪ 1
M(ℓ, n, t−1)≪ t−1/2n1+ǫ + nǫ
from Proposition 3.1 and Lemma 3.2 to obtain
∑
m,n≤N
αnαm
∑
d|(n,m)
d√
mn
∑
γ∈R(nm/d2),
n(ℓ,γℓ)∈I0
I(t, λ, ℓ, γℓ)≪ N ǫtǫ
∑
m,n≤N
αnαm
∑
d|(n,m)
d√
mn
(
t−1/2
nm
d2
+ 1
)
≪ N ǫtǫ
∑
m,n≤N
αnαm
∑
d|(n,m)
√
mn
d
t−1/2 +
d√
mn
.
When n(ℓ, γℓ) ∈ Ik we have
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|I(t, λ, ℓ1, ℓ2)| ≪ e−k/2
M(ℓ, n, ekt−1)≪ t−1/2ek/2n1+ǫ + nǫ,
which gives
∑
m,n≤N
αnαm
∑
d|(n,m)
d√
mn
∑
γ∈R(nm/d2),
n(ℓ,γℓ)∈Ik
I(t, λ, ℓ, γℓ)≪ N ǫtǫ
∑
m,n≤N
αnαm
∑
d|(n,m)
d√
mn
(
t−1/2
nm
d2
+ e−k/2
)
≪ N ǫtǫ
∑
m,n≤N
αnαm
∑
d|(n,m)
√
mn
d
t−1/2 +
d√
mn
e−k/2.
When n(ℓ, γℓ) ∈ I∞ we have
|I(t, λ, ℓ1, ℓ2)| ≪ t−1/3
M(ℓ, n, 10)≪ n1+ǫ,
so that
∑
m,n≤N
αnαm
∑
d|(n,m)
d√
mn
∑
γ∈R(nm/d2),
n(ℓ,γℓ)∈I∞
I(t, λ, ℓ, γℓ)≪ N ǫtǫ
∑
m,n≤N
αnαm
∑
d|(n,m)
√
mn
d
t−1/3.
Combining these, and noting that we are summing over ≪ log t values of k, we obtain
(11) 〈beiλx, T T ∗Atbeiλx〉 ≪ N ǫtǫ
∑
m,n≤N
αnαm
∑
d|(n,m)
√
mn
d
t−1/3 +
d√
mn
.
As in [13], p. 310, we have
(12)
∑
m,n≤N
∑
d|(n,m)
√
nm
d
|αnαm| ≤ N1+ǫ
(∑
n≤N
|αn|
)2
,
and
(13)
∑
m,n≤N
∑
d|(m,n)
d√
mn
|αnαm| ≪ N ǫ
∑
n≤N
|αn|2.
Combining (11) with (12) and (13) gives
〈beiλx, T T ∗Atbeiλx〉 ≪ N ǫtǫ
∑
n≤N
|αn|2 +Nt−1/3
(∑
n≤N
|αn|
)2 .
If we choose {αn} to be the amplifier used in [13], it follows as on p. 311 there that
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|〈ψ, beiλx〉|2 ≪ N ǫtǫ(N−1/2 +Nt−1/3),
and choosing N = t2/9 completes the proof.
The proof in the case λ = 0 is almost identical. We again perform a dyadic sum over
n(ℓ, γℓ) and simplify to obtain
〈b, T T ∗Atb〉 ≪ N ǫtǫ
∑
n≤N
|αn|2 +Nt−1/2
(∑
n≤N
|αn|
)2 ,
and the result follows by using the same amplifier with N = t1/3.
4. Bounds for L2 norms
To prove Theorem 1.1, it suffices to bound the L2 norm of b(x)ψ(ℓ(x)) ∈ L2(R) for
b ∈ C∞0 (R) with supp(b) ⊆ [0, 1], provided the bound is uniform in ℓ. If f ∈ C∞0 (R), define
its Fourier transform f̂ by
f̂(ξ) =
∫ ∞
−∞
f(x)e−iξxdx,
and extend this to an operator on L2(R). Let β be a parameter satisfying 1 ≤ β ≤ t2/3. Define
H+β , H
−
β ⊂ L2(R) to be the spaces of functions whose Fourier support lies in [±t−β,±t+β],
and define Hβ = H
+
β +H
−
β . Let Πβ be the orthogonal projection onto Hβ, and likewise for
Π±β and H
±
β . We shall bound Πβbψ and (1−Πβ)bψ separately, by applying amplification to
the former and a local bound to the latter, and as ψ is real-valued it suffices to bound Π+β bψ.
The results we are obtain are the following.
Proposition 4.1. We have ‖Π+β bψ‖2 ≪ǫ t5/24+ǫβ1/24, uniformly in β and ℓ.
Proposition 4.2. We have ‖(1− Πβ)bψ‖2 ≪ǫ t1/4+ǫβ−1/4, uniformly in β and ℓ.
Combining these two results with β = t1/7 gives Theorem 1.1. Note that we expect Propo-
sition 4.2 to be sharp on the round sphere.
4.1. Amplification of geodesic periods with λ ∼ t. We shall prove Proposition 4.1 using
the method of Section 3. As before, it suffices to estimate 〈ψ, bφ〉 for φ ∈ H+β with ‖φ‖2 = 1,
and we have
|〈T A0tψ, bφ〉|1/2 ≤ 〈bφ, T T ∗Atbφ〉.
If ℓ1 and ℓ2 are a pair of unit geodesic segments in H with parametrisations ℓi : [0, 1] → H,
we define
I(t, φ, ℓ1, ℓ2) =
∫∫ ∞
−∞
b(x1)b(x2)φ(x1)φ(x2)Kt(ℓ1(x1), ℓ2(x2))dx1dx2.
With this notation, we again have
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(14) 〈bφ, T T ∗Atbφ〉 =
∑
m,n≤N
αnαm
∑
d|(n,m)
d√
mn
∑
γ∈R(nm/d2)
I(t, φ, ℓ, γℓ).
We let the geodesic distance functions d(ℓ1, ℓ2) and n(ℓ1, ℓ2) be as in Section 3. The
estimate for I(t, φ, ℓ1, ℓ2) corresponding to Proposition 3.1 in this case is as follows.
Proposition 4.3. Suppse d(ℓ1, ℓ2) ≤ 1. We have
(15) |I(t, φ, ℓ1, ℓ2)| ≪ t1/2
for all ℓ1 and ℓ2, while if n(ℓ1, ℓ2) ≥ t−1/2+ǫβ1/2 we have
(16) |I(t, φ, ℓ1, ℓ2)| ≪ǫ,A t−A.
The implied constants in both bounds are independent of φ and β.
We shall prove Proposition 4.3 in Section 5. Proposition 4.3 implies that we only need to
consider the terms in (14) with d(ℓ, γℓ) ≤ 1 and n(ℓ, γℓ) ≤ t−1/2+ǫβ1/2. Lemma 3.2 gives
M(ℓ, n, t−1/2+ǫβ1/2)≪ǫ t−1/4+ǫβ1/4n1+ǫ + nǫ,
and so we have
∑
m,n≤N
αnαm
∑
d|(n,m)
d√
mn
∑
γ∈R(nm/d2)
I(t, φ, ℓ, γℓ)≪ N ǫtǫ
∑
m,n≤N
αnαm
∑
d|(n,m)
d√
mn
t1/2M(ℓ, n, t−1/2+ǫβ1/2)
≪ N ǫtǫ
∑
m,n≤N
αnαm
∑
d|(n,m)
√
mn
d
t1/4β1/4 +
d√
mn
t1/2.(17)
Combining (17) with (12) and (13) gives
〈bφ, T T ∗Atbφ〉 ≪ N ǫtǫ
t1/2 ∑
n≤N
|αn|2 +Nt1/4β1/4
(∑
n≤N
|αn|
)2 ,
and Proposition 4.1 now follows as in Section 3 by choosing N = t1/6β−1/6.
4.2. Bounds Away from the Spectrum. We now give the proof of Proposition 4.2. We
are free to assume that β ≥ 2tǫ, as otherwise the result follows from the bound (2) of Burq-
Ge´rard-Tzvetkov. As we will not be using Hecke operators, we are free to replace Γ by a
finite index sublattice with inj rad(X) ≥ 10. It suffices to estimate 〈ψ, bφ〉 for φ ∈ H⊥β with
‖φ‖2 = 1. Let kt, Kt and At be as in Section 3. It follows as before that
|〈A0tψ, bφ〉| ≤ 〈bφ, Atbφ〉1/2,
where
〈bφ, Atbφ〉 =
∫∫ ∞
−∞
b(x1)b(x2)φ(x1)φ(x2)
∑
γ∈Γ
Kt(ℓ(x1), γℓ(x2))dx1dx2.
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Our assumptions that inj rad(X) ≥ 10 and kt is supported in a ball of radius 1 imply that
only the term γ = e makes a contribution to the inner sum, so that
〈bφ, Atbφ〉 =
∫∫ ∞
−∞
b(x1)b(x2)φ(x1)φ(x2)Kt(ℓ(x1), ℓ(x2))dx1dx2.
We have Kt(ℓ(x1), ℓ(x2)) = kt(a(x1−x2)). Therefore, if we define pt(x) = kt(a(x)) and let Pt
be the operator on R with integral kernel Pt(x, y) = pt(x−y), we have 〈bφ, Atbφ〉 = 〈bφ, Ptbφ〉.
Define
Iβ = [−t− β/2,−t+ β/2] ∪ [t− β/2, t+ β/2],
and write bφ = φ1 + φ2, where the Fourier transform of φ2 is supported on Iβ and the
transform of φ1 is supported on R \ Iβ . Because b was a fixed smooth function, we have
‖φ2‖2 ≪A β−A ≪ǫ,A t−A. Because the kernel of Pt is translation invariant, we have
〈bφ, Ptbφ〉 = 〈φ1, Ptφ1〉+ 〈φ2, Ptφ2〉
≤ sup
λ/∈Iβ
|p̂t(λ)|+Oǫ,A(t−A)‖p̂t‖∞.
By Lemma 2.6 of [15] (see also Lemma 4.1 of [7]) we have
(18) pt(x)≪ t(1 + tx)−1/2,
and this imples that ‖p̂t‖∞ ≪ t1/2. It therefore suffices to prove the following estimate.
Lemma 4.4. We have |p̂t(λ)| ≪ǫ t1/2+ǫβ−1/2 for λ /∈ Iβ.
Proof. Let b1 ∈ C∞0 (R) be a cutoff function that is equal to 1 on [−1, 1] and zero outside
[−2, 2]. We wish to estimate the integral∫ ∞
−∞
pt(x)e
iλxdx =
∫ ∞
−∞
b1(x)kt(a(x))e
iλxdx
for λ /∈ Iβ. Inverting the Harish-Chandra transform gives∫ ∞
−∞
b1(x)kt(a(x))e
iλxdx =
1
2π
∫ ∞
−∞
∫ ∞
0
b1(x)ϕs(a(x))e
iλxh2t (s)s tanh(πs)dsdx,
see for instance [19]. If s ∈ [0,∞) \ [t − β/4, t+ β/4], our assumption that β ≥ 2tǫ implies
that (1 + |s|)ht(s)≪ǫ,A t−A. As s tanh(πs)≪ 1 + |s|, this gives∫ ∞
−∞
b1(x)kt(a(x))e
iλxdx =
1
2π
∫ ∞
−∞
∫ t+β/4
t−β/4
b1(x)ϕs(a(x))e
iλxh2t (s)s tanh(πs)dsdx+O(t
−A).
It therefore suffices to prove the bound∫ ∞
−∞
b1(x)ϕs(a(x))e
iλxdx≪ǫ t−1/2+ǫβ−1/2
uniformly for λ /∈ Iβ and s ∈ [t− β/4, t+ β/4]. We decompose the integral as
11
∫ ∞
−∞
b1(s
−ǫβx)ϕs(a(x))e
iλxdx+
∫ ∞
−∞
(b1(x)− b1(s−ǫβx))ϕs(a(x))eiλxdx.
Our assumption that β ≥ 2tǫ implies that s−ǫβ ≥ 1 for t suficiently large. Theorem 1.3 of
[15] gives the bound ϕs(a(x)) ≪ (1 + sx)−1/2 for x ∈ [−2, 2], and this implies that the first
integral is ≪ǫ t−1/2+ǫβ−1/2. To bound the second integral, by combining Proposition 4.12 of
[15] with either Lemma 6.4 below or Proposition 4.13 of [15] and applying stationary phase,
we may prove that
(19) ϕs(a(x)) = c1(x)e
isx(sx)−1/2 + c2(x)e
−isx(sx)−1/2 +O((sx)−3/2),
where ci ∈ C∞(R) and the error term is uniform for x ∈ [−2, 2] \ {0}. As we have∫ 1
s−1
(xs)−3/2dx≪ s−1 ≪ t−1/2+ǫβ−1/2,
we may ignore the contribution to the second integral coming from the error term in (19).
The two main terms in the asymptotic are identical, and so we shall treat the second one by
estimating the integral∫ ∞
−∞
(b1(x)− b1(s−ǫβx))ei(λ−s)xc2(x)(sx)−1/2dx.
After changing variable from x to s−ǫβx, this becomes
s−1/2+ǫβ−1/2
∫ ∞
−∞
(b1(s
−ǫβx)− b1(x))ei(λ−s)sǫβ−1xc2(sǫβ−1x)x−1/2dx.
As s−ǫβ ≥ 1, all derivatives of b1(s−ǫβx)− b1(x) and c2(sǫβ−1x) are bounded. Moreover, all
derivatives of x−1/2 are bounded on the support of b1(s
−ǫβx)− b1(x). As |λ− s|sǫβ−1 ≫ tǫ,
repeated integration by parts implies that this integral is ≪ǫ,A t−A as required.

5. Spectral estimation of Hecke returns
We now prove Theorem 1.4 by improving the amplifier used in Proposition 4.1. Our new
ingredient is a spectral method for estimating the number of times the Hecke operators map
ℓ close to itself, which allows us to prove the following result.
Proposition 5.1. Assume that ψ satisfies (4) and (5). We have the bound
‖Πβbψ‖2 ≪ǫ tθ/2+ǫβ1/4−θ/2.
Theorem 1.4 follows by choosing β = t(1−2θ)/(2−2θ) and combining this with Proposition
4.2. We maintain the notations of Section 3. Let ǫ > 0 be given, and let N be an integer of
size roughly t1/2+ǫβ−1/2. Define T1 to be the operator
T1 =
∑
N/2<p<N
λ(p)√
p
Tp.
12
It again suffices to bound the inner product 〈bφ, T1T ∗1 Atbφ〉. After reducing T1T ∗1 using the
Hecke relations, we have
(20) 〈bφ, T1T ∗1 Atbφ〉 =
∑
N/2<p<N
I(t, ℓ, ℓ)+
∑
N/2<p1,p2<N
λ(p1)λ(p2)
1√
p1p2
∑
γ∈R(p1p2)
I(t, φ, ℓ, γℓ).
The key difference between the proof of Proposition 4.1 and Proposition 5.1 is that we
shall now estimate the recurrences of ℓ under a large collection of Hecke operators Tn at
once using spectral methods, rather than individually. This is carried out in the following
proposition.
Proposition 5.2. If M and 1 > δ > 0 satisfy M ≥ δ−2−ǫ, we have∑
M/2<m<M
(m,q)=1
1√
m
M(ℓ,m, δ)≪ǫ δ2M3/2,
where q is the integer defined in Section 2.
Proof. Let b ∈ C∞0 (g) be a real non-negative function that is supported in the ball of radius
2 about the origin with respect to the norm ‖ · ‖ defined in (7), and equal to 1 on the
ball of radius 1. Let C1 > 0 be a constant to be chosen later. Define bδ ∈ C∞0 (g) by
bδ(X) = b(δ
−1C1X), and let b˜δ ∈ C∞0 (PSL2(R)) be the pushforward of bδ under exp.
Let ℓ˜ ⊂ PSL2(R) be the set obtained by extending ℓ by three times its length in both
directions and lifting to PSL2(R). Let δℓ˜ be the length measure on ℓ˜, and let f = δ
−2b˜δ ∗ δℓ˜.
If we choose C1 to be small enough, the conditions d(ℓ, gℓ) ≤ 1 and n(ℓ, gℓ) ≤ δ imply
that 〈f, gf〉 ≫ 1, where the implied constant is independent of δ and ℓ. If we define
f ∈ L2(Γ\PSL2(R)) by
f(g) =
∑
γ∈Γ
f(γg),
then ‖f‖2 ∼ 1 in L2(Γ\PSL2(R)).
Choose g ∈ C∞0 (0,∞) to be real, positive, and satisfy g(x) = 1 for 1/2 ≤ x ≤ 1. If we
define
S =
∑
(m,q)=1
g(m/M)√
m
Tm,
then we have
∑
M/2<m<M
(m,q)=1
1√
m
M(ℓ,m, δ)≪
∑
(m,q)=1
g(m/M)√
m
∑
γ∈R(m)
〈f, γf〉 = 〈f,Sf〉
and we may estimate the RHS spectrally. Expand f with respect to a decomposition of
L2(Γ\PSL2(R)) into automorphic representations as
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f =
∑
i
αiψi,
where ψi is an L
2 normalised vector in an automorphic representation with eigenvalue µi
under the Casimir operator C. We have
‖Cnf‖2 ≪n δ−2n.
Integration by parts then gives
〈f, ψi〉 = µ−ni 〈f, Cnψi〉
= µ−ni 〈Cnf, ψi〉
≪n |µi|−nδ−2n,
which implies that
f = 〈f, 1〉+
∑′
|µi|≤δ−2−ǫ/2
αiψi +OA,ǫ(δ
A).
Note that we have normalised the volume of Γ\PSL2(R) to be 1, and Σ′ denotes the sum
over the nontrivial representations. Substituting this into 〈f,Sf〉 gives
〈f,Sf〉 = 〈f, 1〉2
∑
(m,q)=1
g(m/M)
√
m+
∑
|µi|≤δ−2−ǫ
|αi|2
∑
(m,q)=1
g(m/M)λi(m) +OA,ǫ(M
3/2δA),
where λi(m) are the Hecke eigenvalues of ψi. The result now follows from Lemma 5.3
below, and the asymptotic 〈f, 1〉 ≪ δ. (Note that our assumptions that M ≥ δ−2−ǫ and
|µi| ≤ δ−2−ǫ/2 guarantee that the hypothesis of the Lemma is satisfied.)

Lemma 5.3. If M ≥ |µi|1+ǫ, we have∑
(m,q)=1
g(m/M)λi(m)≪A,ǫ M−A,
where the implied constant is uniform in ψi.
Proof. We shall drop the subscript i, and assume that ψ is a vector in a principal series
representation as the discrete series case is similar. We first consider the case q = 1.
Let r be the spectral parameter of ψ, so that µ = 1/4 + r2. By applying the functional
equation and Stirling’s formula, we see that the L-function L(s, ψ) satisfies the estimate
(21) L(−A + it, ψ)≪A,ǫ (t2 + r2 + 1)A+1/2+ǫ
for A sufficiently large. If we let ĝ(s) be the Mellin transform of g, which is entire and decays
rapidly in vertical strips, we obtain∑
m
g(m/M)λ(m) =
∫
(2)
L(s, ψ)ĝ(s)Msds.
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If we shift the line of integration to σ = −A, and apply (21) and the rapid decay of ĝ, we
have ∑
m
g(m/M)λi(m)≪A,ǫ′ M−A(1 + r2)A+1/2+ǫ′
≪A,ǫ′ M−AµA+1/2+ǫ′
≪A,ǫ′ M−AM (1−ǫ)(A+1/2+ǫ′)
≪B,ǫ M−B
as required. In the case when q > 1, we apply the same argument to the incomplete L-
function obtained by removing the local factors at primes dividing q from L(s, ψ).

With these results, we are ready to estimate the RHS of (20). We begin by applying the
trivial bound of Proposition 4.3 to the first sum, and our assumption that |λ(p)| ≤ 2pθ to
the second, which gives
〈bφ, T1T ∗1 Atbφ〉 ≪ Nt1/2 +N2θ
∑
N/2<p1,p2<N
1√
p1p2
∑
γ∈R(p1p2)
|I(t, ℓ, γℓ)|.
Enlarging the sum to one over all N2/4 < n < N2 with (n, q) = 1 gives
(22) 〈bφ, T1T ∗1 Atbφ〉 ≪ Nt1/2 +N2θ
∑
n∼N2
(n,q)=1
1√
n
∑
γ∈R(n)
|I(t, ℓ, γℓ)|.
By Proposition 4.3, we only need to consider the terms in the second sum with d(ℓ, gℓ) ≤ 1
and n(ℓ, gℓ) ≤ t−1/2+ǫβ1/2, which gives∑
n∼N2
(n,q)=1
1√
n
∑
γ∈R(n)
|I(t, ℓ, γℓ)| ≪
∑
n∼N2
(n,q)=1
t1/2√
n
M(ℓ, n, t−1/2+ǫβ1/2).
The assumption that N ∼ t1/2+ǫβ−1/2 implies that we may choose δ = t−1/2+ǫβ1/2 and
M = N2 in Proposition 5.2, so that
∑
n∼N2
(n,q)=1
t1/2√
n
M(ℓ, n, t−1/2+ǫβ1/2)≪ N3t−1+ǫβ.
Substituting this into (22) gives
|〈T1A0tψ, bφ〉|2 ≤ 〈bφ, T1T ∗1 Atbφ〉 ≪ Nt1/2 +N3+2θt−1/2+ǫβ.
If we estimate the action of T1 on ψ using our assumption (4) and substitute N ∼ t1/2+ǫβ−1/2,
we obtain
|〈ψ, bφ〉| ≪ǫ tθ/2+ǫβ1/4−θ/2
as required.
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Remark. The method we have used of estimating Hecke recurrences spectrally is unlikely
to work in other situations. It requires us to choose an amplifier that makes the sums of
eigenvalues in Proposition 5.2 longer than the relevant analytic conductors, and in other
cases (such as higher rank or when using the operators Tp2 on GL2 to give an unconditional
theorem) this gives the amplifier so much mass that the ‘off-diagonal’ term is worse than
the trivial bound. The method also depends on the exponent of κ in Proposition 4.3 being
small, and fails to improve the L∞ bound of [13] under the assumption (4) because the
corresponding exponent in that case is larger.
6. Oscillatory Integrals When λ ∼ t
In this section, we prove Proposition 4.3 by building up the integral I(t, φ, ℓ1, ℓ2) in several
steps. We begin with two calculations that we shall use repeatedly in this section and in
Section 7.
Lemma 6.1. Fix g ∈ PSL2(R), and define σ : R/2πZ → R/2πZ by k(θ)g ∈ NAk(σ(θ)).
Then σ is a diffeomorphism.
Proof. By using the Cartan decomposition, we may reduce to the case where g = a(y).
Taking inverses gives a(−y)k(−θ) ∈ k(−σ(θ))AN , and applying both sides to the point at
infinity gives
(23) e−y cot(θ/2) = cot(σ(θ)/2).
This proves that σ is a bijection, and a diffeomorphism everywhere except at θ = 0. Rewriting
the equation as ey tan(θ/2) = tan(σ(θ)/2) proves it at θ = 0 also.

Lemma 6.2. Let g ∈ PSL2(R) have Iwasawa decomposition g = nak(θ). Then
∂
∂t
A(ga(t))
∣∣∣
t=0
= cos θ.
Proof. If H is as in (9), we have
A(ga(t)) = A(a) + A(k(θ) exp(tH)k(−θ))
= A(a) + A(exp(tAd(k(θ))H)),
and therefore
∂
∂t
A(ga(t))
∣∣∣
t=0
= H∗(Ad(k(θ))H)
= cos θ.

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6.1. Uniformisation results. We shall need the following two uniformisation lemmas for
the function A.
Lemma 6.3. Let D > 0. There exists δ > 0, σ > 0, and a real analytic function ξ :
(−δ, δ)× (−D,D)2 → R such that
∂
∂y
A(k(θ)n(x)a(y)) = 1− θ2ξ(θ, x, y)
and
|ξ(θ, x, y)| ≥ σ(24) ∣∣∣∣∂nξ∂yn (θ, x, y)
∣∣∣∣≪n 1
for (θ, x, y) ∈ (−δ, δ)× (−D,D)2.
Proof. Define the function α(θ, x, y) : R/2πZ× (−2D, 2D)2 → R/2πZ by requiring that
k(θ)n(x)a(y) ∈ NAk(α(θ, x, y)).
The analyticity of the Iwasawa decomposition implies that α is analytic as a function of
(θ, x, y). Lemma 6.2 implies that
1− ∂
∂y
A(k(θ)n(x)a(y)) = 1− cosα
= 2 sin2(α/2).
We choose δ such that sin(α/2) vanishes on (−2δ, 2δ) × (−2D, 2D)2 iff θ = 0. Lemma 6.1
implies that ∂α/∂θ never vanishes on {0}×(−2D, 2D)2, and so because α was analytic we see
that there is a real analytic function ξ0 on (−2δ, 2δ)× (−2D, 2D)2 such that sin(α/2) = θξ0.
Defining ξ = 2ξ20 and restricting the domain to (−δ, δ)× (−D,D)2 gives the result.

Lemma 6.4. If I ⊂ R is a bounded open interval, there exists δ > 0 and a function ξ :
I × (−δ, δ)→ R such that ξ(y, 0) = 0 for all y ∈ I,
(25) A(k(θ)a(y)) = y − yξ2(y, θ),
and the map Ξ : (y, θ) 7→ (y, ξ(y, θ)) gives a real-analytic diffeomorphism Ξ : I × (−δ, δ) ≃
U ⊂ R2.
Proof. This follows in the same way as Lemma 6.3 above, or Theorem 4.6 of [15].

6.2. Constituent integrals of I(t, φ, ℓ1, ℓ2). We now estimate two one-dimensional inte-
grals that appear in I(t, φ, ℓ1, ℓ2).
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Proposition 6.5. Let C, D and ǫ be positive constants, and let b ∈ C∞0 (R) be a function
supported in [0, 1]. If x, y ∈ [−D,D] and
(26) |θ| ≥ Cs−1/2+ǫβ1/2 and |λ− s| ≤ β
for some s and β satisfying 1 ≤ β ≪ s2/3, then
(27)
∫ ∞
−∞
b(z) exp(iλz − isA(k(θ)n(x)a(y + z)))dz ≪A s−A
uniformly in λ and β.
Proof. By applying Lemma 6.3, we see that there is some δ > 0 and a nonvanishing real
analytic function ξ on (−δ, δ)× (−D − 2, D + 2)2 such that
∂
∂z
A(k(θ)n(x)a(y + z)) = 1− θ2ξ(θ, x, y + z)
when θ ∈ (−δ, δ), x, y ∈ [−D,D] and z ∈ [0, 1]. If Z(θ, x, y) is an antiderivative of ξ with
respect to y, we may integrate this to obtain
A(k(θ)n(x)a(y)) = y − θ2Z(θ, x, y) + c(x, θ).
If θ ∈ (−δ, δ), we may use this to rewrite the integral (27) as∫ ∞
−∞
b(z) exp(iλz − isA(k(θ)n(x)a(y + z)))dy = eic(θ,x)−isy
∫ ∞
−∞
b(z) exp(i(λ− s)z + isθ2Z(θ, x, y + z))dz
= eic(θ,x)−isy
∫ ∞
−∞
b(z) exp(isθ2Ψ(z))dz,(28)
where we define Ψ(z) = Z(θ, x, y + z) + s−1θ−2(s− λ)z.
Our assumption (26) implies that
|s−1θ−2(s− λ)| ≤ s−1θ−2β ≪ s−2ǫ,
so that
(29) Ψ = Z(θ, x, y + z) +O(s−2ǫ)z, and
∂Ψ
∂z
= ξ(θ, x, y + z) +O(s−2ǫ).
It follows from (24) and (29) that for s sufficiently large, |∂Ψ/∂z| > σ/2 for all θ ∈ (−δ, δ),
x, y ∈ [−D,D] and z ∈ [0, 1]. As (26) implies that sθ2 ≫ s2ǫβ ≥ s2ǫ, the bound (27) follows
by integration by parts in (28).
In the case where θ /∈ (−δ, δ), Lemma 6.2 implies that (∂/∂z)A(k(θ)n(x)a(y+z)) ≤ 1− c1
for some c1 > 0 depending only on δ, which gives
∂
∂z
(iλs−1z −A(k(θ)n(x)a(y + z))≫ 1.
The result now follows by integration by parts.
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The second one-dimensional integral that we shall estimate is as follows.
Proposition 6.6. Let C, D and ǫ be positive constants, and let b ∈ C∞0 (R) be a function
supported in [0, 1]. If x, y ∈ [−D,D] and
(30) |x| ≥ Cs−1/2+ǫβ1/2 and |λ− s| ≤ β
for some s and β satisfying 1 ≤ β ≪ s2/3, then
(31)
∫ ∞
−∞
b(z)eiλzϕ−s(n(x)a(y + z))dz ≪A s−A
uniformly in λ and β.
Proof. If we substitute the formula for ϕ−s as an integral of plane waves into the LHS of
(31), it becomes∫ ∞
−∞
∫ 2π
0
b(z) exp(iλz + (1/2− is)A(k(θ)n(x)a(y + z)))dθdz.
Let f(x) ∈ C∞0 (R) be a function with supp(f) ⊆ [−2, 2] and f(x) = 1 on [−1, 1]. Let C1
be a positive constant to be chosen later. Define b1 by b1(x) = f(C
−1
1 s
1/2−ǫβ−1/2x) and set
b2 = 1− b1, so that 1 = b1(θ) + b2(θ) is a smooth partition of unity on R/2πZ with
supp(b1) ⊆ [−2C1s−1/2+ǫβ1/2, 2C1s−1/2+ǫβ1/2],
supp(b2) ⊆ R/2πZ \ [−C1s−1/2+ǫβ1/2, C1s−1/2+ǫβ1/2].
Proposition 6.5 implies that∫ ∞
−∞
∫ 2π
0
b2(θ)b(z) exp(iλz + (1/2− is)A(k(θ)n(x)a(y + z)))dθdz ≪A s−A,
so that it suffices to estimate∫ ∞
−∞
∫ 2π
0
b1(θ)b(z) exp(iλz + (1/2− is)A(k(θ)n(x)a(y + z)))dθdz.
We shall do this by estimating the integrals
(32)
∫ 2π
0
b1(θ) exp(−isA(k(θ)n(x)a(y)))dθ
in θ, where now y ∈ [−D,D + 1].
If X ∈ g, we let X∗ be the vector field on H whose value at p is ∂
∂t
exp(tX)p|t=0. It may
be shown that these vector fields satisfy [X∗, Y ∗] = −[X, Y ]∗, where the first Lie bracket is
on H and the second is in g. We recall the vectors Xn and Xk defined in (9). It may be
easily seen that the subset of H where X∗k A vanishes is exactly A, and the following lemma
implies that it vanishes to first order there.
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Lemma 6.7. We have X∗nX
∗
kA(a(y)) = e
y for all y.
Proof. We have
X∗nX
∗
kA = X
∗
kX
∗
nA+ [X
∗
n , X
∗
k ]A.
It may be seen that the first term vanishes, and we have
[X∗n , X
∗
k ] = −[Xn, Xk]∗ = H∗
which implies the lemma.

Lemma 6.7 implies that there exist σ, δ > 0 such that if |x| < σ and y ∈ [−D − 1, D + 2]
then we have |XkA(n(x)a(y))| ≥ δ|x|. Define
B = {n(x)a(y)| |x| ≤ σ/2, y ∈ [−D,D + 1]},
B′ = {n(x)a(y)| |x| < σ, y ∈ [−D − 1, D + 2]}.
Let p ∈ B and assume that |N(p)| ≥ Cs−1/2+ǫβ1/2, where N(p) is as in (8). If s is suffi-
ciently large and C1 sufficiently small, and |θ| ≤ 2C1s−1/2+ǫβ1/2, we have k(θ)p ∈ B′ and
|N(k(θ)p)| ≫ s−1/2+ǫβ1/2. It follows that∣∣∣ ∂
∂θ′
A(k(θ′)p)
∣∣∣
θ′=θ
∣∣∣ = |X∗kA(k(θ)p)| ≥ δ|N(k(θ)p)| ≫ s−1/2+ǫβ1/2
when |θ| ≤ 2C1s−1/2+ǫβ1/2. The proposition now follows by integration by parts.
If p = n(x)a(y) with x ∈ [−D,D] and y ∈ [−D,D + 1] and p /∈ B, then we have
|X∗kA(k(θ)p)| ≥ δ when |θ| ≤ 2C1s−1/2+ǫβ1/2 and s is sufficiently large. The proposition
again follows by integration by parts.

6.3. Proof of Proposition 4.3. We now combine Propositions 6.5 and 6.6 to bound the
integral (33) below, which will imply Proposition 4.3 after integrating in the various spectral
parameters.
Proposition 6.8. Let ℓ ⊂ H be a unit geodesic segment with parametrisation ℓ : [0, 1] → H.
Let D ⊂ PSL2(R) be a compact set, let b1, b2 ∈ C∞0 (R) be functions supported in [0, 1], and
let ǫ > 0 be given. If g ∈ D and λ1, λ2 ∈ R satisfy
n(ℓ, gℓ) ≥ s−1/2+ǫβ1/2 and λi ∈ [s− β, s+ β]
for some s and 1 ≤ β ≪ s2/3, then
(33)
∫∫ ∞
−∞
b1(x1)b2(x2)e
i(λ1x1−λ2x2)ϕ−s(ℓ(x1), gℓ(x2))dx1dx2 ≪A,ǫ s−A
uniformly in λi and β.
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Proof. We begin by expressing ϕ−s as an integral of plane waves. For y, z ∈ H we have
ϕs(y, z) =
∫ 2π
0
exp((1/2− is)(A(kz(σ)y)−A(kz(σ)z))dσ,
where Kz is the stabilizer of z and kz : R/2πZ → Kz is a parametrisation. Define the
function θ : R/2πZ→ R/2πZ by
kz(σ) ∈ NAk(θ(σ)).
Lemma 6.1 implies that θ is a diffeomorphism. Because A(kz(σ)y)−A(kz(σ)z) = A(k(θ(σ))y)−
A(k(θ(σ))z), we have
(34) ϕs(y, z) =
∫
exp((1/2− is)(A(k(θ)y)−A(k(θ)z))dσ
dθ
dθ.
We may assume that ℓ is the segment with one endpoint at i and pointing upwards, so that
ℓ(x) = a(x)i. Substituting (34) into (33) gives
(35)
∫∫ ∞
−∞
b1(x1)b2(x2)e
i(λ1x1−λ2x2)ϕ−s(ℓ(x1), gℓ(x2))dx1dx2 =∫∫ ∞
−∞
∫ 2π
0
b1(x1)b2(x2)e
i(λ1x1−λ2x2) exp((1/2−is)(A(k(θ)a(x1))−A(k(θ)ga(x2)))dσ
dθ
dθdx1dx2.
Let g = k(θ′)n(x′)a(y′), where x′ and y′ are bounded in terms of D. We then have
k(θ)ga(x2) = k(θ+θ
′)n(x′)a(y+y′). We integrate the RHS of (35) with respect to x1 and x2
with θ fixed. Choose a constant C > 0. If θ /∈ [−Cs−1/2+ǫβ1/2, Cs−1/2+ǫβ1/2], then Proposi-
tion 6.5 implies that the integral is≪ s−A, and likewise if θ+θ′ /∈ [−Cs−1/2+ǫβ1/2, Cs−1/2+ǫβ1/2].
Combining these, we see that (35) will be ≪ s−A unless |θ′| ≤ 2Cs−1/2+ǫβ1/2.
If C is chosen sufficiently small, the condition |θ′| ≤ 2Cs−1/2+ǫβ1/2 and our assumption
that n(ℓ, gℓ) ≥ s−1/2+ǫβ1/2 imply that ℓ and gℓ are separated in the sense that there is a
C1 > 0 such that
d(p, gℓ) ≥ C1s−1/2+ǫβ1/2
for all p ∈ ℓ. The result now follows by applying Proposition 6.6 to the integral of the LHS
of (35) over x2 for each fixed x1.

Corollary 6.9. Let ℓ ⊂ H be a unit geodesic segment with parametrisation ℓ : [0, 1]→ H. Let
D ⊂ PSL2(R) be a compact set, and let b1, b2 ∈ C∞0 (R) be functions supported in [0, 1]. Let
ǫ > 0, s > 0, and 1 ≤ β ≪ s2/3 be given. Let φ ∈ L2(R) be a function with ‖φ‖2 = 1 and
such that
supp(φ̂) ⊆ [s− β, s+ β].
If g ∈ D and n(ℓ, gℓ) ≥ s−1/2+ǫβ1/2, then∫∫ ∞
−∞
b1(x1)b2(x2)φ(x1)φ(x2)ϕ−s(ℓ(x1), gℓ(x2))dx1dx2 ≪A,ǫ s−A,
21
where the implied constant is independent of φ and β.
Proof. This follows immediately from Proposition 6.8 after inverting the Fourier transform
of φ and noting that ‖φ̂‖1 ≤ ‖φ̂‖2(2β)1/2 = (2π)1/2(2β)1/2.

Proof of Proposition 4.3. To prove the bound (15), observe that equation (18) implies that∫ ∞
−∞
|Kt(ℓ1(x), p)|2dx≪ t
uniformly for p ∈ H. It follows that Kt(ℓ1(x1), ℓ2(x2)) has norm ≪ t1/2 as an element of
L2(R2), and the result follows by Cauchy-Schwarz.
We now prove (16). Fix a unit geodesic segment ℓ. We may assume without loss of
generality that ℓ1 = ℓ, and we choose g ∈ PSL2(R) so that gℓ = ℓ2. The assumption that
d(ℓ1, ℓ2) ≤ 1 implies that g lies in the compact set D := {g ∈ PSL2(R)|d(ℓ, gℓ) ≤ 1}. We
have
I(t, φ, ℓ, gℓ) =
∫∫ ∞
−∞
b(x1)b(x2)φ(x1)φ(x2)Kt(ℓ(x1), gℓ(x2))dx1dx2.
Inverting the Harish-Chandra transform of kt gives
I(t, φ, ℓ, gℓ) =
1
2π
∫∫ ∞
−∞
∫ ∞
0
b(x1)b(x2)φ(x1)φ(x2)h
2
t (s)ϕ−s(ℓ(x1), gℓ(x2))s tanh(πs)dsdx1dx2.
If we assume without loss of generality that β > tǫ, then we may restrict the domain of the
Harish-Chandra transform to [t− β, t+ β] as in Section 4.2 to obtain
I(t, φ, ℓ, gℓ) =
1
2π
∫∫ ∞
−∞
∫ t+β
t−β
b(x1)b(x2)φ(x1)φ(x2)
h2t (s)ϕ−s(ℓ(x1), gℓ(x2))s tanh(πs)dsdx1dx2 +O(t
−A).
Applying Corollary 6.9 with 2β in place of β completes the proof.

7. Oscillatory Integrals When λ < t
We now prove Proposition 3.1. In this section, we assume that all geodesics we consider
carry an orientation. When we refer to the unit tangent vector to a geodesic at a point,
we shall always mean in the direction of its orientation. If ℓ1 and ℓ2 are two intersecting
geodesics, we shall denote by ∠(ℓ1, ℓ2) the angle between their unit tangent vectors at the
point of intersection measured in the counterclockwise direction from ℓ1 to ℓ2.
Let ℓ be the vertical geodesic through i. By slight abuse of notation, we take a : R → ℓ
to be a parametrisation of ℓ, and define ℓ0 = a([0, 1]) which is a unit segment contained
in ℓ. We give the geodesic ℓ the upwards-pointing orientation, which we transfer to gℓ for
g ∈ PSL2(R). As in the proof of Proposition 4.3, it suffices to bound the integral
I(s, λ, g) =
∫∫ ∞
−∞
eiλ(x1−x2)b1(x1)b2(x2)ϕ−s(ℓ(x1), gℓ(x2))dx1dx2.
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After substituting the expression (34) for ϕ−s(ℓ(x1), gℓ(x2)), we obtain an oscillatory integral
in the variables θ, x1, and x2 with phase function
φ(x1, x2, θ, g, ρ) = ρ(x1 − x2)−A(k(θ)ℓ(x1)) + A(k(θ)gℓ(x2)),
where ρ = λ/s ≥ 0. We first assume that ρ ∈ [δ, 1 − δ] for some 1/2 > δ > 0. Define
α ∈ [0, π/2] to be the solution to cosα = ρ, which is bounded away from 0 and π/2. We
shall study the critical points of φ in Sections 7.1 to 7.4, before deriving a bound for I(s, λ, g)
from our results in Section 7.5. We shall write φ(x1, x2, θ) when g and ρ are not varying.
7.1. The critical points of φ.
Lemma 7.1. The phase function φ has a critical point at (x1, x2, θ, g, ρ) exactly when k(θ)ℓ(x1)
and k(θ)gℓ(x2) lie on the same vertical geodesic v, which we give the upwards-pointing ori-
entation, and we have ∠(v, k(θ)ℓ),∠(v, k(θ)gℓ) ∈ {±α}.
Proof. Suppose that (x′1, x
′
2, θ
′) is a critical point of φ. Define the functions x(θ), y(θ) and
β(θ) by
k(θ)a(x′1) = n(x(θ))a(y(θ))k(β(θ)),
and let n′ = n(x(θ′)) and β ′ = β(θ′). It may be seen that v := n(x′)ℓ is the upwards-
pointing geodesic through k(θ′)ℓ(x′1), and that β
′ = ∠(v, k(θ′)ℓ). Lemma 6.2 then implies
that β ′ = ±α. The calculation in the case of ∂/∂x2 is identical.
We have
A(k(θ)a(x′1))− A(k(θ)ga(x′2)) = A(k(θ)a(x′1))−A(k(θ)a(x′1)a(x′1)−1ga(x′2))
= y(θ)−A(a(y(θ))k(β(θ))a(x′1)−1ga(x′2))
= −A(k(β(θ))a(x′1)−1ga(x′2))
and so
∂φ
∂θ
(x′1, x
′
2, θ
′) =
∂
∂θ
A(k(β(θ))a(x′1)
−1ga(x′2))
∣∣∣
θ=θ′
=
∂β
∂θ
(θ′)
∂
∂β
A(k(β)a(x′1)
−1ga(x′2))
∣∣∣
β=β′
.(36)
Because ∂β/∂θ does not vanish by Lemma 6.1, and
∂
∂θ
A(k(θ)g)
∣∣∣
θ=0
= 0
iff g ∈ AK, we have ∂φ/∂θ = 0 iff k(β ′)a(x′1)−1ga(x′2) ∈ AK, i.e. k(β ′)a(x′1)−1ga(x′2)i lies
on the vertical geodesic through the origin. Because k(β ′)a(x1)
−1 = a′−1n′−1k(θ′), this is
equivalent to the condition that k(θ′)ga(x′2) ∈ n′AK, or that k(θ′)gℓ(x′2) lies on the vertical
geodesic v passing through k(θ′)ℓ(x′1).
We finish with an observation that will be useful in calculating the Hessian of φ. We have
k(β ′)a(x′1)
−1ga(x′2) ∈ a(h)K for some h ∈ R, and it may be seen that k(θ′)ℓ(x′1) ∈ n′a′K
and k(θ′)gℓ(x′2) ∈ n′a′a(h)K, so that h is the signed distance from k(θ′)ℓ(x′1) to k(θ′)gℓ(x′2)
along v.
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Given a pair of geodesics ℓ1 and ℓ2, we say that a geodesic j is a critical geodesic for (ℓ1, ℓ2)
if j meets ℓ1 and ℓ2 at angles of ±α. We may therefore rephrase Lemma 7.1 as saying that
(x1, x2, θ, g, ρ) is a critical point of φ exactly when (ℓ, gℓ) has a critical geodesic j, ℓ(x1) and
gℓ(x2) both lie on j, and k(θ)j is vertical. As in Lemma 7.1, we define the aperture of a
critical point to be the signed distance from ℓ(x1) to gℓ(x2) on the geodesic j.
We shall now calculate the Hessian of φ at its critical points. Let (x′1, x
′
2, θ
′) be a critical
point of φ, and define functions βi(θ) by
(37) k(θ)a(x′1) ∈ NAk(β1(θ)), k(θ)ga(x′2) ∈ NAk(β2(θ)).
We let β ′i = βi(θ
′). It follows from Lemma 7.1 that β ′i ∈ {±α}. Let h be the aperture of the
critical point, so that
k(β ′1)a(x
′
1)
−1ga(x′2) ∈
(
eh 0
0 1
)
K.
We define κ = ∂β1
∂θ
(θ′), which is nonzero by Lemma 6.1. The Hessian of φ at (x′1, x
′
2, θ
′) is
given by the following proposition.
Proposition 7.2. The Hessian of φ at (x′1, x
′
2, θ
′) with respect to the co-ordinates (x1, x2, θ) is
D =
 12 sin2 α 0 κ sin β ′10 −1
2
sin2 α −κeh sin β ′2
κ sin β ′1 −κeh sin β ′2 κ2(1− e2h)/2

The determinant of D is
|D| = 3
8
κ2 sin4 α(1− e2h),
which is nonzero unless h = 0, i.e. the points ℓ(x′1) and gℓ(x
′
2) coincide in H.
Proof. It is clear that ∂2φ/∂x1∂x2 is identically 0. To calculate ∂
2φ/∂x21, define γ : R →
R/2πZ by the condition that k(θ′)a(x′1 + t) ∈ NAk(γ(t)). Our assumption that we are at a
critical point implies that γ(0) = β ′1 = ±α. Lemma 6.2 gives
∂
∂t
φ(x′1 + t, x
′
2, θ
′) = ρ− cos γ(t),
and
(38)
∂2φ
∂x21
(x′1, x
′
2, θ
′) = sin β ′1
∂γ
∂t
(0).
We have
k(θ′)a(x′1 + t) ∈ NAk(γ(t))
NAk(β ′1)a(t) = NAk(γ(t))
k(β ′1)a(t) ∈ NAk(γ(t)).
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Equation (23) then gives tan(γ(t)/2) = et tan(β ′1/2), so that
∂γ
∂t
sec2(γ(t)/2) = et tan(β ′1/2)
∂γ
∂t
(0) = cos2(β ′1/2) tan(β
′
1/2)
=
1
2
sin β ′1.
Substituting this into (38) gives
∂2φ
∂x21
(x′1, x
′
2, θ
′) =
1
2
sin2 β ′1 =
1
2
sin2 α.
The calculation of ∂2φ/∂x22 is identical, with the exception of a change in sign.
To calculate ∂2φ/∂θ∂x1, we again have
∂φ
∂x1
(x′1, x
′
2, θ) = ρ− cos β1(θ),
and
∂2φ
∂θ∂x1
(x′1, x
′
2, θ
′) = sin β ′1
∂β1
∂θ
(θ′) = κ sin β ′1.
We likewise have
∂2φ
∂θ∂x2
φ(x′1, x
′
2, θ
′) = − sin β ′2
∂β2
∂θ
(θ′),
and we shall express ∂β2
∂θ
(θ′) in terms of κ and h. We recall that
k(β ′1)a(x
′
1)
−1ga(x′2) = a(h)k(θ0)
for some θ0, and so
k(θ)a(x′1)k(−β ′1)a(h)k(θ0) = k(θ)ga(x′2).
Substituting both parts of (37) into this gives
NAk(β1(θ))k(−β ′1)a(h)k(θ0) = NAk(β2(θ))
k(β1(θ)− β ′1)a(h) ∈ NAk(β2(θ)− θ0).
By setting θ = θ′ we see that θ0 = β
′
1. Equation (23) then gives
eh tan((β1(θ)− β ′1)/2) = tan((β2(θ)− β ′2)/2),
and differentiating both sides with respect to θ and evaluating at θ = θ′ gives
∂β2
∂θ
(θ′) = κeh.
It follows that
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∂2φ
∂θ∂x2
φ(x′1, x
′
2, θ
′) = −κeh sin β ′2.
To calculate ∂2φ/∂θ2, we have as in (36) that
∂φ
∂θ
(x′1, x
′
2, θ) =
∂β1
∂θ
∂
∂β
A(k(β)a(x′1)
−1ga(x′2))
∣∣∣
β=β1(θ)
.
Because
∂
∂β
A(k(β)a(x′1)
−1ga(x′2))
∣∣∣
β=β′
1
= 0,
we have
∂2φ
∂θ2
(x′1, x
′
2, θ
′) = κ2
∂2
∂β2
A(k(β)a(x′1)
−1ga(x′2))
∣∣∣
β=β′
1
= κ2
∂2
∂β2
A(k(β − β ′1)a(h))
∣∣∣
β=β′
1
.
It is a standard calculation (see for instance Proposition 4.4 of [15]) that
∂2
∂β2
A(k(β)a(h))
∣∣∣
β=0
= (1− e2h)/2,
and this completes the proof.

7.2. The function ψ. Define P = R/2πZ× PSL2(R)× [δ, 1 − δ], and define S ⊂ P to be
the set where one of the geodesics k(θ)ℓ and k(θ)gℓ is vertical. Note that S is closed, and
contains at most 4 values of θ for each fixed (g, ρ). We may define functions
ξ1, ξ2 : P \ S → R
by requiring that k(θ)a(ξ1(θ, g, ρ)) is the unique point on k(θ)ℓ at which the tangent vector to
the geodesic makes an angle of α with the upward pointing vector, and likewise for ξ2(θ, g, ρ)
and k(θ)gℓ. As ξ1 does not depend on g, we will omit this argument of the function. We
have
(39) k(θ)a(ξ1(θ, ρ)) ∈ NAk(ǫ1α), k(θ)ga(ξ2(θ, g, ρ)) ∈ NAk(ǫ2α)
for ǫi ∈ {±1}, and so equation (23) gives
eξ1(θ,ρ) tan(θ/2) = tan(ǫ1α/2), e
ξ2(θ,g,ρ) tan(θ/2) = tan(ǫ2α/2).
Moreover, it may be seen that ǫ1 = 1 iff the geodesic k(θ)ℓ runs from right to left in the
upper half plane model of H, which is equivalent to θ ∈ (0, π), and likewise for ǫ2.
It follows from Lemma 6.2 that ξ1(θ, ρ) and ξ2(θ, g, ρ) may also be characterised as the
unique functions such that
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(40)
∂φ
∂x1
(ξ1(θ, ρ), x2, θ) =
∂φ
∂x2
(x1, ξ2(θ, g, ρ), θ) = 0.
We define
ψ : P \ S → R
ψ(θ, g, ρ) = φ(ξ1(θ, ρ), ξ2(θ, g, ρ), θ, g, ρ).
Lemma 7.3. (θ′, g′, ρ′) is a critical point of ψ exactly when (ξ1(θ
′), ξ2(θ
′), θ′, g′, ρ′) is a critical
point of φ. If (θ′, g′, ρ′) is a critical point of ψ, let κ and h be the values associated to the
corresponding critical point of φ. We then have
∂2ψ
∂θ2
(θ′, g′, ρ′) = −3
2
κ2(1− e2h).
Proof. We shall fix g and ρ, and omit them from the arguments of φ and ψ. Let D be the
Hessian of φ calculated in Proposition 7.2. If we apply the chain rule to ψ and substitute
θ = θ′, we obtain
∂2ψ
∂θ2
(θ′) = (∂ξ1
∂θ
(θ′), ∂ξ2
∂θ
(θ′), 1)D(∂ξ1
∂θ
(θ′), ∂ξ2
∂θ
(θ′), 1)t.
To calculate ∂ξ1
∂θ
(θ′) and ∂ξ2
∂θ
(θ′), we differentiate (40) with respect to θ and set θ = θ′ to
obtain
(41)
∂2φ
∂θ∂x1
(ξ1(θ
′), ξ2(θ
′), θ′) +
∂ξ1
∂θ
(θ′)
∂2φ
∂x21
(ξ1(θ
′), ξ2(θ
′), θ′) = 0.
Substituting the second partial derivatives of φ calculated in Proposition 7.2 gives
∂ξ1
∂θ
(θ′) =
−2κ
sin β ′1
,
and likewise
∂ξ2
∂θ
(θ′) =
−2κeh
sin β ′2
.
The lemma follows on substituting these into equation (41).

It follows that the set of (g, ρ) for which the function ψ(θ, g, ρ) has a degenerate criti-
cal point are exactly those for which either ℓ = gℓ or ∠(ℓ, gℓ) = ±2α. Note that these
two cases are distinct, as α ∈ (0, π/2). In the first case the function ψ(θ, g, ρ) vanishes
identically. In the second case, ψ(θ, g, ρ) has only a single degenerate critical point, as no
oriented geodesic can cross ℓ and gℓ making an angle of α with both except at their point
of intersection. To determine this critical point, the condition that ∠(ℓ, gℓ) = ±2α implies
that g ∈ a(y)k(±2α)A for some y ∈ R, so that ℓ ∩ gℓ = a(y)i. The angle bisector of the
two geodesics at the point a(y)i is a(y)k(±α)ℓ, and the critical point of ψ(θ, g, ρ) is the θ
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such that the positive endpoint of k(θ)a(y)k(±α)ℓ is i∞. This is equivalent to the condition
k(θ)a(y)k(±α) ∈ NA, and equation (23) then gives cot θ/2 = ∓ey cotα/2.
We define
D1 = {(θ, g, ρ) ∈ P \ S|g ∈ A}
D±2 = {(θ, g, ρ) ∈ P \ S|g ∈ a(y)k(±2α)A, cot θ/2 = ∓ey cotα/2}
to be the three sets on which ψ has a degenerate critical point. We also define P = PSL2(R)×
[δ, 1− δ], and define
D1 = A× [δ, 1− δ]
D±2 = {(g, ρ) ∈ P|g ∈ Ak(±2α)A}
to be the projections of D1 and D±2 to P.
7.3. The degenerate set D1. As ψ(θ, g, ρ) = ψ(θ, ga, ρ) for a ∈ A, we may study the
degeneracy of ψ near D1 by differentiating ψ(θ, exp(X), ρ) at X = 0 as in the following
proposition.
Proposition 7.4. If X =
(
0 X1
X2 0
)
∈ g, then
(42)
∂
∂t
ψ(θ, exp(tX), ρ)
∣∣∣
t=0
= ǫ sinα(e−ξ2(θ,e,ρ)X1 + e
ξ2(θ,e,ρ)X2),
where ǫ is 1 if θ ∈ (0, π) and −1 otherwise. In particular, ∂ψ/∂t(θ, exp(tX), ρ)|t=0 has no
degenerate critical points unless X = 0.
Proof. Let x′1 = ξ1(θ, ρ) and x
′
2 = x2(θ, e, ρ). We have
∂
∂t
ψ(θ, exp(tX), ρ)
∣∣∣
t=0
=
∂
∂t
φ(ξ1(θ, ρ), ξ2(θ, exp(tX), ρ), θ, exp(tX), ρ)
∣∣∣
t=0
=
∂φ
∂x2
(ξ1(θ, ρ), ξ2(θ, e, ρ), θ, e, ρ)
∂
∂t
ξ2(θ, exp(tX), ρ)
∣∣∣
t=0
+
∂
∂t
φ(ξ1(θ, ρ), ξ2(θ, e, ρ), θ, exp(tX), ρ)
∣∣∣
t=0
.
The first term vanishes by (40), so we are left with
∂
∂t
ψ(θ, exp(tX), ρ)
∣∣∣
t=0
=
∂
∂t
φ(ξ1(θ, ρ), ξ2(θ, e, ρ), θ, exp(tX), ρ)
∣∣∣
t=0
=
∂
∂t
A(k(θ) exp(tX)a(ξ2(θ, e, ρ)))
∣∣∣
t=0
.
We shall abbreviate ξ2(θ, e, ρ) to ξ2(θ) for the remainder of the proof. Write the first order
approximation to the Iwasawa decomposition of k(θ) exp(tX)a(ξ2(θ)) as
k(θ) exp(tX)a(ξ2(θ)) = n exp(tXN +O(t
2))a exp(tXA +O(t
2))k exp(tXK +O(t
2)),
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where XN ∈ n, XA ∈ a, and XK ∈ k. As in equation (39), we have k = k(α) if θ ∈ (0, π)
and k = k(−α) if θ ∈ (−π, 0). We first assume that θ ∈ (0, π). Rearranging and equating
first order terms gives
X = Ad(a(ξ2(θ))k(α)
−1a−1)XN +Ad(a(ξ2(θ))k(α)
−1)XA +Ad(a(ξ2(θ)))XK
Ad(k(α)a(ξ2(θ))
−1)X = Ad(a−1)XN +XA +Ad(k(α))XK
As Ad(a−1)XN and Ad(k(α))XK lie in a
⊥ ⊂ g, we see that XA is the orthogonal projection
of Ad(k(α)a(ξ2(θ))
−1)X to a. A calculation gives
XA = sinα(e
−ξ2(θ)X1 + e
ξ2(θ)X2)
(
1/2 0
0 −1/2
)
,
so that
∂
∂t
A(k(θ) exp(tX)a(ξ2(θ)))
∣∣∣
t=0
= sinα(e−ξ2(θ)X1 + e
ξ2(θ)X2).
This proves (42) when θ ∈ (0, π), and the other case is identical.
We now prove that ∂ψ/∂t(θ, exp(tX), ρ)|t=0 has no degenerate critical points if X 6= 0 and
θ ∈ (0, π). We define f(x) = sinα(X1e−x +X2ex), so that
∂
∂t
A(k(θ) exp(tX)a(ξ2(θ)))
∣∣∣
t=0
= f(ξ2(θ)).
Differentiating equation (23) gives
∂ξ2
∂θ
= −1
2
e−ξ2(θ) tan(α/2) csc2(θ/2),
so that ∂ξ2/∂θ is always nonzero. Suppose that X 6= 0, and that θ is a degenerate critical
point of ∂ψ/∂t(θ, exp(tX), ρ)|t=0. We then have
0 =
∂2
∂θ∂t
A(k(θ) exp(tX)a(ξ2(θ)))
∣∣∣
t=0
= f ′(ξ2(θ))
∂ξ2
∂θ
= f ′(ξ2(θ)).
Differentiating again with respect to θ gives
0 =
∂3
∂2θ∂t
A(k(θ) exp(tX)a(ξ2(θ)))
∣∣∣
t=0
= f ′′(ξ2(θ))
(
∂ξ2
∂θ
)2
= f ′′(ξ2(θ)),
but this is a contradiction as it may be easily checked that f has no degenerate critical points
unless X = 0. The case of θ ∈ (−π, 0) is identical.

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Define P = R/2πZ× a⊥ × [δ, 1− δ], and define S = {(θ,X, ρ) ∈ P |(θ, exp(X), ρ) ∈ S}. S
is again closed, and contains at most 4 values of θ for each fixed (X, ρ).
Lemma 7.5. There is an open neighbourhood 0 ∈ U ⊂ a⊥ such that for all X ∈ U and all
b ∈ C∞0 (P \ S) we have∫
b(θ,X, ρ)eisψ(θ,exp(X),ρ)dθ≪ (1 + s‖X‖)−1/2,
where ‖X‖ is as in (7).
Proof. Define the map X : R× R/2πZ→ a⊥ by
X(r, γ) =
(
0 r sin γ
r cos γ 0
)
.
We define
P˜ = R/2πZ× R× R/2πZ× [δ, 1− δ]
and
S˜ = {(θ, r, γ, ρ) ⊂ P˜ |(θ,X(r, γ), ρ) ∈ S}.
We define b˜(θ, r, γ, ρ) ∈ C∞0 (P˜ \ S˜) and ψ˜(θ, r, γ, ρ) ∈ C∞(P˜ \ S˜) to be the pullbacks of b
and ψ under X . We know that ψ˜ vanishes when r = 0, and as ψ˜ is smooth (in fact, real
analytic) we have that ψ˜/r is again a smooth function. Proposition 7.4 implies that ψ˜/r has
no degenerate critical points when r = 0, and so there is some ǫ > 0 such that it also has no
degenerate critical points on the set supp(˜b) ∩ (R/2πZ× [−ǫ, ǫ]× R/2πZ× [δ, 1− δ]). If we
define U = X((−ǫ, ǫ)× R/2πZ), the result now follows from stationary phase.

Corollary 7.6. If (a′, ρ′) ∈ D1, there is an open neighbourhood (a′, ρ′) ∈ U ⊂ P such that for
all b ∈ C∞0 (P \ S) and all (g, ρ) ∈ U , we have∫ 2π
0
b(θ, g, ρ)eisψ(θ,g,ρ)dθ ≪ (1 + sn(ℓ0, gℓ0))−1/2.
Proof. Let UX ⊂ a⊥ be as in Lemma 7.5. If g = exp(X)a′ for X ∈ UX , we have n(ℓ0, gℓ0) ∼
‖X‖, where the implied constants depend on a′. As ψ(θ, ga, ρ) = ψ(θ, g, ρ) for a ∈ A, the
result follows from Lemma 7.5.

7.4. The degenerate set D±2 . The next proposition proves that ψ has a cubic degeneracy
on D±2 .
Proposition 7.7. If (θ′, g′, ρ′) ∈ D±2 , we have ∂3ψ/∂θ3(θ′, g′, ρ′) 6= 0.
Proof. Suppose g′ = a(y)k(2α)a2. Define g = a(y)k(2α+ ǫ)a2 for some ǫ > 0. If ǫ is chosen
sufficiently small, the pair (ℓ, gℓ) will have exactly two critical geodesics ℓ1 and ℓ2 as shown in
Figure 1. The triangles AB1C1 and AB2C2 both have angular defect, and hence area, ǫ. Our
assumption that α was bounded away from 0 and π/2 then implies that AB1 = AB2 ∼ ǫ1/2
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Figure 1. Two degenerating critical geodesics.
and B1C1 = B2C2 ∼ ǫ1/2, where the implied constants depends only on δ. The critical points
θi corresponding to ℓi are the solutions to
cot θ1/2 = −ey+AB1 cotα/2, cot θ2/2 = −ey−AB1 cotα/2.
It follows that 0 > θ1 > −α > θ2 > −π, and also that θ1− θ2 ∼ ǫ1/2. The apertures hi of the
critical points θi are given by h1 = −B1C1 ∼ −ǫ1/2 and h2 = B2C2 ∼ ǫ1/2, so that Lemma
7.3 gives
∂2ψ
∂θ2
(θ1, g, ρ
′) ∼ −ǫ1/2, ∂
2ψ
∂θ2
(θ2, g, ρ
′) ∼ ǫ1/2.
It follows that there is θ0 ∈ [θ2, θ1] at which
∂3ψ
∂θ3
(θ0, g, ρ
′) =
∂2ψ
∂θ2
(θ2, g, ρ
′)− ∂2ψ
∂θ2
(θ1, g, ρ
′)
θ2 − θ1 ∼ −1,
and shrinking ǫ to 0 gives the result. The case g′ ∈ Ak(−2α)A is identical.

Corollary 7.8. If (g′, ρ′) ∈ D±2 , there is an open neighbourhood (g′, ρ′) ∈ U ⊂ P such that for
all b ∈ C∞0 (P \ S) and all (g, ρ) ∈ U , we have∫ 2π
0
b(θ, g, ρ)eisψ(θ,g,ρ)dθ≪ s−1/3.
Proof. By Proposition 7.7, there exists a neighbourhood Uθ of θ
′ and U of (g′, ρ′) such that
(Uθ×U)∩S = ∅, and |∂3ψ/∂θ3| ≥ σ > 0 on Uθ×U . As ψ(θ, g′, ρ′) only has a critical point at
θ′, by shrinking U we may also assume that ψ has no critical points on (R/2πZ\Uθ)×U \S.
The result then follows from Proposition 2, Section 1.2, Chapter VIII of [16].

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7.5. Bounds for I(t, λ, ℓ1, ℓ2). We shall use the results of the previous sections to prove the
follwing proposition, which implies Proposition 3.1 in the case λ/t ∈ [δ, 1− δ] after inverting
the Harish-Chandra transform.
Proposition 7.9. Let D ⊂ PSL2(R) be a compact set, let b1, b2 ∈ C∞0 (R) be functions sup-
ported in [0, 1], and let 1/2 > δ > 0. For g ∈ PSL2(R) and λ, s ∈ R, define
(43) I(s, λ, g) =
∫∫ ∞
−∞
eiλ(x1−x2)b1(x1)b2(x2)ϕ−s(ℓ(x1), gℓ(x2))dx1dx2.
If g ∈ D and λ/s ∈ [δ, 1− δ], we have
I(s, λ, g)≪
{
s−1(1 + sn(ℓ0, gℓ0))
−1/2 when n(ℓ0, gℓ0) ≤ s−1/3
s−4/3 when n(ℓ0, gℓ0) ≥ s−1/3.
Proof. If we substitute the expression (34) into (43), we obtain∫ 2π
0
∫∫ ∞
−∞
b1(x1)b2(x2)e
iλ(x1−x2) exp((1/2− is)(A(k(θ)a(x1))−A(k(θ)ga(x2)))dσ
dθ
dx1dx2dθ.
We let b ∈ C∞0 (PSL2(R)) be a function that is equal to 1 on D, and introduce a factor of
b(g) into the integral. When g ∈ D we then have
I(s, λ, g) =
∫ 2π
0
∫∫ ∞
−∞
eisφ(x1,x2,θ,g,ρ)c(x1, x2, θ, g, ρ)dx1dx2dθ,
where c ∈ C∞0 (R2 × P) is the combination of all of the amplitude factors. The following
lemma eliminates the variables x1 and x2.
Lemma 7.10. There is a function c1 ∈ C∞0 (P \ S) such that for all (g, ρ) ∈ D× [δ, 1− δ] we
have
I(s, λ, g) = s−1
∫ 2π
0
eisψ(θ,g,ρ)c1(θ, g, ρ)dθ +O(s
−2).
Proof. We shall apply stationary phase in the xi variables. For fixed (θ, g, ρ), the function
φ(x1, x2) has one critical point at (ξ1(θ, ρ), ξ2(θ, g, ρ)) if (θ, g, ρ) /∈ S, and none otherwise.
Moreover, it may be shown in the same way as the proof of Proposition 7.2 that the Hessian
at this critical point is
D =
(
1
2
sin2 α 0
0 −1
2
sin2 α
)
,
so that the critical point is uniformly nondegenerate.
Define
P0 = {(θ, g, ρ) ∈ P \ S|(ξ1(θ, ρ), ξ2(θ, g, ρ), θ, g, ρ) ∈ supp(c)},
so that P0 is compact and P0 ∩ S = ∅. If we define c1 ∈ C∞0 (P \ S) by
c1(θ, g, ρ) =
2π
sin2 α
c(ξ1(θ, ρ), ξ2(θ, g, ρ), θ, g, ρ),
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then we have supp(c1) ⊆ P0, and stationary phase gives
(44)
∫∫ ∞
−∞
eisφ(x1,x2,θ)c(x1, x2, θ, g, ρ)dx1dx2 = e
isψ(θ,g,ρ)s−1c1(θ, g, ρ) +O(s
−2)
locally uniformly on P \ S. We also have∫∫ ∞
−∞
eisφ(x1,x2,θ)c(x1, x2, θ, g, ρ)dx1dx2 ≪A s−A
locally uniformly on P \ P0. Therefore, if we extend c1 to a function in C∞(P) by making
it 0 on S, then (44) holds locally uniformly on P and the lemma follows.

We now apply Corollaries 7.6 and 7.8. Corollary 7.6 implies that there is an open neigh-
bourhood U1 of D1 ∩ (D × [δ, 1− δ]) in P such that
I(s, λ, g)≪ s−1(1 + sn(ℓ0, gℓ0))−1/2
when (g, ρ) ∈ U1 ∩ (D × [δ, 1− δ]), and Corollary 7.8 implies that there is a neighbourhood
U2 of D±2 ∩ (D× [δ, 1− δ]) such that I(s, λ, g)≪ s−4/3 when (g, ρ) ∈ U2∩ (D× [δ, 1− δ]). As
ψ has no degenerate critical points outside D1 ∪ D±2 , we also have I(s, λ, g) ≪ s−3/2 when
(g, ρ) ∈ (D× [δ, 1− δ])\ (U1 ∪U2). As the bound in Proposition 7.9 is the maximum of these
three bounds, this completes the proof.

It remains to discuss the case when λ = 0, so that α = π/2. The proof proceeds as before,
until the analysis of the degenerate critical points of ψ. These degeneracies now occur when
g ∈ A ∪
(
0 1
−1 0
)
A,
and the function ψ vanishes identically at these points. These degeneracies may be treated
in exactly the same way as D1 in Section 7.3, which gives the bound
I(s, 0, g)≪ s−1(1 + sn(ℓ0, gℓ0))−1/2.
Inverting the Harish-Chandra transform completes the proof.
References
[1] G. V. Avakumovic´: U¨ber die Eigenfunktionen auf geschlossenen Riemannschen Mannigfaltigkeiten, Math.
Z. 65 (1956), 327-344.
[2] V. Blomer, F. Brumley: On the Ramanujan conjecture over number fields, Ann. of Math. (1) 174 (2011),
581-605.
[3] V. Blomer, R. Holowinsky: Bounding sup-norms of cusp forms of large level, Invent. Math. 179 (2010),
no. 3, 645-681.
[4] V. Blomer, R. Khan, M. Young: Mass distribution of holomorphic cusp forms, arXiv:1203.2573.
[5] V. Blomer, Ph. Michel: Sup-norms of eigenfunctions on arithmetic ellipsoids, Int. Math. Res. Not. 2011
no. 21 (2011), 4934-4966.
[6] J. Bourgain: Geodesic restrictions and Lp estimates for eigenfunctions of Riemannian surfaces, Linear
and Complex Analysis: Dedicated to V. P. Havin on the Occasion of His 75th Birthday, American Math.
Soc. Transl., Advances in the Mathematical Sciences (2009), 27-35.
33
[7] N. Burq, P. Ge´rard, N. Tzvetkov: Restrictions of the Laplace-Beltrami eigenfunctions to submanifolds,
Duke Math. J. 138 no. 3 (2007), 445-486.
[8] X. Chen, C. Sogge: On integrals of eigenfunctions over geodesics, preprint.
[9] M. Eichler: Lectures on modular correspondences, Tata Inst. 9 (1955).
[10] R. Gangolli: On the plancherel formula and the Paley-Wiener theorem for spherical functions on
semisimple Lie groups, Ann. of Math. (1) 93 (1971), 105-165.
[11] R. Gangolli, V. S. Varadarajan: Harmonic analysis of spherical functions on real reductive groups,
Ergebnisse der Mathematik und inhrer Grenzgebiete, 101. Springer-Verlag, Berlin, 1988. xiv+365 pp.
[12] G. Harcos, N. Templier: On the sup-norm of Maass cusp forms of large level. II, Int. Math. Res. Not.
(2011).
[13] H. Iwaniec, P. Sarnak: L∞ norms of eigenfunctions of arithmetic surfaces, Ann. of Math. (2) 141
(1995), 301-320.
[14] B. M. Levitan: On the asymptoptic behavior of the spectral function of a self-adjoint differential equation
of second order, Isv. Akad. Nauk SSSR Ser. Mat. 16 (1952), 325-352.
[15] S. Marshall: Lp bounds for higher rank eigenfunctions and asymptotics of spherical functions,
arXiv:1106.0534.
[16] T. Murphy, E. Stein: Hamonic Analysis: Real-Variable Methods, Orthogonality, and Oscillatory Inte-
grals. Princeton University Press, 1993.
[17] A. Reznikov: A uniform bound for geodesic periods of eigenfunctions on hyperbolic surfaces, Forum
Math., to appear.
[18] P. Sarnak: Spectra of hyperbolic surfaces, Bull. Amer. Math. Soc. 40 (2003), 441-478.
[19] A. Selberg: Harmonic analysis and discontinuous groups in weakly symmetric Riemannian spaces, with
applications to Dirichlet series. In: Atle Selberg, Collected Papers Volume 1, Springer-Verlag, 1989.
[20] C. Sogge: Concerning the Lp norm of spectral clusters of second order elliptic operators on a compact
manifold, J. Funct. Anal. 77 (1988), 123-138.
[21] C. Sogge, J. Toth, S. Zelditch: About the blowup of quasimodes on Riemannian manifolds, J. Geom.
Anal. 21 no. 1 (2009), 150-173.
[22] C. Sogge, S. Zelditch: Riemannian manifolds with maximal eigenfunction growth, Duke Math. J. 114
(2002), no. 3, 387-437.
[23] C. Sogge, S. Zelditch: On eigenfunction restriction estimates and L4 bounds for compact surfaces with
nonpositive curvature, arXiv:1108.2726.
[24] N. Templier: On the sup-norm of Maass cusp forms of large level, Selecta Math. 16 vol. 3 (2010),
501-531.
[25] J.-L. Waldspurger: Sur les valeurs de fonctions L-automorphes en leur centre de syme´trie, Comp. Math.
54 (1985), 173-242.
[26] S. Zelditch: Kuznecov sum formulae and Szego¨ limit formulae on manifolds, Comm. Partial Differential
Equations 17 (1992), 221-260.
Department of Mathematics, Northwestern University, 2033 Sheridan Road, Evanston,
IL 60208, USA
E-mail address : slm@math.northwestern.edu
34
