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Abstract. We describe a framework for constructing the Ricci-flat metrics on the total
space of the canonical bundle over CP2#CP2 (the del Pezzo surface of rank one). We
construct explicitly the first-order deformation of the so-called ‘orthotoric metric’ on this
manifold. We also show that the deformation of the corresponding conformal Killing-Yano
form does not exist.
LMU-ASC 76/17
Whereas Ricci-flat metrics on compact Calabi-Yau manifolds are difficult to construct,
there exist many explicitly known Ricci-flat metrics on noncompact Calabi-Yau manifolds
(the first examples being [1], [2], [3]). The reason is that these latter metrics possess
sufficiently many isometries. The role of these metrics is that they describe the geometry
of the compact Calabi-Yau manifold in the vicinity of a singularity, after it has been
resolved.
One particular type of singularity that can occur for a complex Calabi-Yau threefold is
that of a complex cone over a complex surface. In this article we will be dealing with a
particular case, when the surface is the del Pezzo surface of rank one (also known as a
Hirzebruch surface F1) — the blow-up of CP
2 at one point. Topologically, the blow-up
of CP2 at one point is the same as the connected sum CP2#CP2 [4], where CP2 means
CP2 with inverted orientation. In fact, one explicit Ricci-flat metric on
Y :“ Total space of the canonical bundle over CP2#CP2 (1)
is known [5] – it is a metric that can be obtained by the so-called ‘orthotoric ansatz’ [6] and
later will be referred to as the orthotoric metric. This ansatz follows from the requirement
that the corresponding metric possesses a conformal Killing-Yano form of type p1, 1q with
respect to the Hodge decomposition [6, 7]. The main results of the present paper concern
the study of the first-order deformation of the orthotoric metric:
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Proposition 1. There exists a first-order Ricci-flat deformation δg of the or-
thotoric metric on Y . This deformation corresponds to a change δω of the
Ka¨hler class of the metric that lies in the compactly supported cohomology
group δω P H2c pY,Rq. The metric, before and after the deformation, is asymp-
totic to the metric cone over the Sasaki-Einstein manifold Y 2,1.
Proposition 2. There does not exist a deformation of the conformal Killing-
Yano tensor, corresponding to the deformation of the metric.
The structure of the paper is as follows.
In § 1 for completeness of the exposition we recall the salient aspects of toric differential
geometry, which are well-known but necessary for the foregoing discussion. Most impor-
tantly, we introduce the ‘master’ function that determines the metric on a toric Ka¨hler
manifold – the so-called symplectic potential G.
In § 2 we introduce the manifold Y as a toric manifold.
In § 3 we write out a Ricci-flatness equation for the metric on Y . In § 3.1 we introduce the
moment polytope for a Up1q3 action on Y . We explain that most of the information is in
fact encoded in a two-dimensional slice of this polytope, which is an unbounded polygon.
We describe its topological properties and, in particular, determine the normal bundles
of the two CP1’s embedded in the corners of the polygon.
In § 4.1 we review a particular solution of the Ricci-flatness equation – it has the form of
a metric cone, i.e. it defines a metric of the type ds2 “ dr2 ` r2 Ăds2. The expression forĂds2 can be found explicitly and leads to the Sasakian manifolds Y p,q. In § 4.2 we show
how the topology of the underlying del Pezzo cone fixes the Sasakian manifold to be Y 2,1.
In § 5 we prove that the solution of the Ricci-flatness equation is unique, once the moment
polytope is specified. This is similar in spirit to the proof of [8], the main difference being
in the analysis of the behavior at infinity – the issue arises due to the non-compactness of
the cone. The key technical result is the lower bound for the first non-zero eigenvalue of
the Laplacian on Y 2,1, which is the subject of Lemma 3. The result of this section implies
that the only potential moduli of the metric are the moduli of the moment polytope.
In oder to introduce the known metric on Y – the orthotoric metric – we come in § 6
to the discussion of conformal Killing-Yano forms (CKYF), with particular emphasis on
such forms on Calabi-Yau manifolds. In § 6.1.1 we show that the p2, 0q part of such a
form is highly constrained – we show that a vector ‘dual’ to the p2, 0q part of a conformal
Killing-Yano form has to be a zero-vector of the Riemann tensor (Proposition 5). If one
insists that the p2, 0q part is zero, i.e. the form is of type p1, 1q, one arrives at an object
termed twistor form or Hamiltonian 2-form1, and the existence of such an object severely
constrains the metric [6]. We review the calculations of [6] in § 6.2, the main results
summarized in Lemmas 5-8. The expression for the orthotoric metric (which is the metric
that admits a Hamiltonian 2-form) is given in § 6.3.
In [9], [10] a claim was put forward that the Calabi-Yau theorem holds for asymptotically-
1These are not exactly the same but related to each other in a simple way [7].
2
conical non-compact Ricci-flat manifolds, of which Y is an example. This is a general-
ization of the asymptotically-locally-Euclidean (ALE) case previously considered in [11].
Since we have the explicit orthotoric metric at hand, we may test the proposal directly,
by deforming the metric. In § 7 we construct a first-order deformation of the ortho-
toric metric, compatible with the topological properties of Y . We show that the corre-
sponding variation of the Ka¨hler form belongs to the compactly-supported cohomology
group H2c pY,Rq.
The next question to be answered is whether the deformed metric as well admits a con-
formal Killing-Yano form. For that to be the case, the p2, 0q-part of the deformed form
would have to be non-zero, as the CKYF of type p1, 1q completely fixes the metric to be
of orthotoric form. As we proved earlier in § 6.1.1, however, that would imply that the
Riemann tensor of the orthotoric metric has a zero-vector. In § 7.3 we show that this is
not the case. Therefore the deformed metric does not admit a conformal Killing-Yano
form.
The question of whether the first-order deformation of the metric may be extended to
a finite one could, at least in principle, also be answered with the help of our methods.
An affirmative answer would then constitute (at least locally in Ka¨hler moduli space) an
alternative proof to the Calabi-Yau theorem for the manifold Y . To this end, one should
recall that the first-order deformation can be extended to a finite one by means of an
inverse function argument. It turns out, however, that in the language we use – the one
of a symplectic potential G defined on a domain, which is the moment polytope of Y ,
– the linearized equation is a degenerate elliptic equation (the corresponding quadratic
form degenerates at the boundary of the moment polytope), and there does not seem to
be a readily available answer to the question of whether this operator may be inverted in
the relevant weighted Banach spaces (despite a long history of the subject of boundary-
degenerate problems, which started with the seminal work [12]).
There are several appendices:
A. We present an explicit derivation of the metric (59).
B. We find a canonical form for the vector fields generating Up2q ˆ Up1q action on a
three-dimensional (complex) manifold.
C. Contains some technical results pertaining to § 4.2.
D. We find a rational parametrization for the space of polynomials of the form x3´ 3
2
x3`
d, d P R, encountered in the Ricci-flat metrics built using the orthotoric ansatz.
E. Contains the derivation of a one-parametric generalization of the ‘unresolved’ solution
(with a conical singularity), discussed in § 4.1.
F. We show how the Ricci-flatness equation for a Ka¨hler metric with the relevant symme-
tries may be obtained from a variational problem, akin to the one of optimal transport
theory.
G. We review the formal definition of a conformal Killing-Yano tensor (form).
H. At the example of Taub-NUT we discuss the possibility of having non-holomorphic
Killing vector fields on Calabi-Yau twofolds.
3
1. Aspects of toric differential geometry
Most of the statements in this section may be easily generalized to an arbitrary number
of dimensions, but for concreteness we will limit ourselves to complex threefolds. On a
toric threefold we may choose the complex coordinates pu1, u2, u3q in such a way that
the torus Up1q3 acts simply by shifts of these coordinates: uk Ñ uk ` i βk (βk P R), i.e.
the holomorphic Killing vector fields are Kj “ Re
´
i BBuj
¯
. The Ka¨hler potential that is
preserved under these shifts has the form
K “ Kpu1 ` u¯1
:“x1
, u2 ` u¯2
:“x2
, u3 ` u¯3
:“x3
q . (2)
The moment maps are µj “ BKBxj . It is convenient to introduce the dual symplectic potential
G – the Legendre dual of K:
Gpµ1, µ2, µ3q “
3ÿ
j“1
µj xj ´Kpx1, x2, x3q . (3)
In terms of G, the metric corresponding to the Ka¨hler potential (2) has the form (here
φi “ Imui)
ds2 “ 1
4
Gijdµ
idµj ` pG´1qijdφidφj . (4)
The Ka¨hler form is gK “
3ř
k“1
dµk ^ dφk. The potential G for flat space C3 is
Gflat “
3ÿ
k“1
µk plog µk ´ 1q . (5)
On a Ka¨hler manifold the only non-zero Christoffel symbols are Γijk and Γ
i¯
j¯k¯
. The only
non-zero components of the Riemann tensor are, accordingly,
Rijkn¯ “ ´Bn¯Γijk (6)
and their complex conjugates. The Ka¨hler metric, Christoffel symbols and the curvature
tensor (6) of a toric manifold have a particularly simple expression in the moment map
variables:
gij¯ “ B
2K
BxiBxj , Γ
i
jk “
BG´1jk
Bµi , R
i
jkn¯ “ ´
ÿ
s
G´1ns
B2G´1jk
BµsBµi . (7)
Here G´1jk means the jk-component of the matrix inverse to the Hessian of G. It is also
useful to write out the expression for the Riemann tensor with all lower indices:
Rm¯jkn¯ “ ´
ÿ
s,t
G´1ns
B2G´1jk
BµsBµt G
´1
tm. (8)
One can check directly that it has all the correct symmetry properties of the Riemann
tensor2. A useful immediate check is the verification that the curvature vanishes for the
symplectic potential (5) of flat space C3.
2Note also the following additional symmetry property. Since the Riemann tensor is real in real
coordinates, one has, in general, R˚m¯jkn¯ “ Rj¯mnk¯. In the particular toric coordinates that we are using,
however, the Hermitian components (8) of the Riemann tensor are real as well, therefore we have the
symmetry property Rm¯jkn¯ “ Rj¯mnk¯, i.e. a symmetry under the simultaneous exchange m Ø j, k Ø n.
It is not immediately obvious from the expression (8) but can be checked directly.
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The Ricci tensor of the metric (4) is obtained from (7) by contracting indices:
Rij¯ “
ÿ
p,s
G´1js
B
Bµs
ˆ
G´1ip
B
Bµp log Det HessG
˙
. (9)
The Ricci-flatness equation Rij¯ “ 0 may be integrated to give
Det HessG “ a e
ř
k
bk BGBµk (10)
One of the benefits of using the symplectic potential G in place of the Ka¨hler potential K
is that the domain in µ-space, on which G is defined, is the moment polytope of the toric
manifold. From the perspective of the equation (10), it is the singularities of the function
G that determine the polytope. It is known [13] that in the simplest case of a (generally
non-Ricci-flat) metric induced by a Ka¨hler quotient of flat space with respect to an action
of a complex torus, the potential G takes the form of a superposition of ‘hyperplanes’:
Gtoric “
Mÿ
i“1
`i plog `i ´ 1q with `i “
ÿ
k
cik µk ` di . (11)
In general, a potential G satisfying (58) will not have this form. However, we will assume
that it has the corresponding asymptotic behavior at the faces of the moment polytope.
More exactly, when we approach an arbitrary face `i, i.e. when `i Ñ 0, we impose the
asymptotic condition
G “ `i plog `i ´ 1q ` . . . as `i Ñ 0, (12)
where the ellipsis indicates terms regular at `i Ñ 0. Despite being subleading, they are
important for the equation (58) to be consistent even in the limit `i Ñ 0.
Moment polytopes of toric symplectic manifolds are rather constrained – they must possess
Delzant properties [14]:
• They are simple: at every vertex exactly N faces meet, 2N being the dimension of
the manifold. In our case N “ 3.
• The normals to the faces cik are integer-valued: cik P Z.
Moreover, the normals to the three faces meeting at each vertex form a basis of Z3.
Let us consider a vertex of the polytope and label the three hyperplanes meeting at this
vertex as `1 “ 0, `2 “ 0, `3 “ 0. Then, in the notations of (11) the second Delzant property
means that
3ř
i“1
fji cik “ δjk, where fji P Z. Therefore c, f P GLp3,Zq. In other words, the
inverse of the matrix c is integer-valued as well. The meaning of the condition of integrality
of the normal vectors may be understood by analyzing the metric (4) in the vicinity of an
angle of the moment polytope, defined by `1 “ `2 “ `3 “ 0. According to (12), near such
an angle the potential is asymptotically approximated by G “
3ř
k“1
`k plog `k ´ 1q ` . . . We
may now make a linear change of variables from pµ1, µ2, µ3q to p`1, `2, `3q. The metric (4)
then reads
ds2 “
3ÿ
i“1
ˆ
d`2i
4 `i
` `i drφ2i˙` . . . where rφi “ÿ
j
fji φj . (13)
5
B A
β
α
β
2α=
β=α
β η= 32/
β= α- -η1
- /
η2
23
+
Figure 1: The pα, βq section of
the moment polytope of Y . The
marked points have coordinates
A “ pη2
3
, η2
3
q, B “ pη2
3
´ η1, η23 q.
The moment polytope of Y has
five faces whenever the projection
has three edges. This happens
when the two conditions in (19)
are satisfied.
The metric in brackets is the metric of flat space, if rφi have periodicity 2pi. Otherwise the
metric has a conical singularity. The map φ Ñ rφ is an automorphism of the torus T3 if
and only if c P GLp3,Zq, which is precisely the second Delzant condition.
2. The resolved cone over the del Pezzo surface
In this paper we will be constructing Ricci-flat metrics on the manifold Y introduced
in (1). The manifold CP2#CP2 is diffeomorphic to the del Pezzo surface of rank one (or,
equivalently, of degree 8) [4] – the blow-up of CP2 at one point. This surface is further
denoted by dP1, and we will mostly use this abbreviation in what follows. It is a compact
simply-connected Ka¨hler manifold of complex dimension 2, such that H2pdP1,Zq “ Z2,
and the intersection pairing on H2pdP1,Zq has the form
ˆ
1 0
0 ´1
˙
. Denoting the cor-
responding de-Rham generators of H2pY,Rq » H2pdP1,Rq by ω1, ω´1, we may write the
Ka¨hler class Ω “ rgKs of the metric g on Y as follows:
Ω “ aω1 ` b ω´1 , a, b P R . (14)
The space Y has a representation in terms of a GIT quotient (see [15], Table 1):
Y “ C5{pC˚q2, (15)
with the charge vectors given by
~v1 “ p0, 0, 1, 1,´2q, ~v2 “ p1, 1, 1, 0,´3q (16)
Y is a toric Ka¨hler manifold, and the representation (15)-(16) allows to build the associ-
ated moment polytope 4:
4 “tµ3 ` µ4 ´ 2µ5 “ η1, (17)
µ1 ` µ2 ` µ3 ´ 3µ5 “ η2u Ă R5` “ tµi ě 0u
Clearly, the equations in figure brackets define a three-dimensional space, which we will
parametrize by means of the coordinates α, β, γ. These are related to µk as follows:
µ1 “ α ` β ` γ, µ2 “ β ´ γ, µ3 “ β ´ α,
µ4 “ η1 ´ 2 η23 ` β ` α, µ5 “ ´η23 ` β (18)
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The inequalities defining the polytope are now µk ě 0, k “ 1 . . . 5. In the pα, βq projection
we have the following inequalities:
µ1 ` µ2 “ 2β ` α ě 0, µ3 “ β ´ α ě 0,
µ4 “ η1 ´ 2 η23 ` β ` α ě 0, µ5 “ ´η23 ` β ě 0
The relevant chamber in the pη1, η2q-space is where the polytope has five faces – this
chamber is defined by (see Fig. 1)
0 ă η1 ă η2 . (19)
The parameters η1, η2 are related to the cohomological parameters a, b of (14). Speaking
more invariantly, the Ka¨hler moduli are moduli of the moment polytope. To find the
relation, we can build a Ka¨hler quotient metric on Y . The corresponding Ka¨hler form is
Ω “ dα ^ dϕ1 ` dβ ^ dϕ2 ` dγ ^ dϕ3, (20)
where pϕ1, ϕ2, ϕ3q are global angular variables associated to the moment map variables
pα, β, γq.
In section 3.1 we will find that, as generators of H2pY,Rq one can take the two spheres,
which are the edges of the moment polytope lying at points A and B orthogonal to the
section shown in Fig. 1. Under the isomorphism H2pY,Rq » H2pY,Rq, the corresponding
generators are the forms ω1, ω´1 from (14), obeying the following relations:
ˆ
CP1A
ω1 “ 1,
ˆ
CP1B
ω´1 “ 1,
ˆ
CP1B
ω1 “ 0,
ˆ
CP1A
ω´1 “ 0. (21)
Therefore we see from (14) that a and b are integrals of the Ka¨hler form over the corre-
sponding cycles:
a “
ˆ
CP1A
Ω, b “
ˆ
CP1B
Ω (22)
Let us calculate, for instance, the integral over CP1A. The corresponding edge of the
polytope is defined by µ3 “ µ5 “ 0. Since on CP1A we have dα “ dβ “ 0, the integral is
a “ 2pi
µ2“0ˆ
µ1“0
dγ “ 2pi
η2
3ˆ
´2η2
3
dγ “ 2pi η2 (23)
Analogously
b “ 2pi pη2 ´ η1q , (24)
hence we have a ą 0, b ą 0 and the ratio b
a
is bounded as follows:
0 ă b
a
ă 1 . (25)
The bound (25), together with (14), define the Ka¨hler cone of Y .
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§ 2.1. Compactly supported cohomology
An interesting refined description of the cohomology of Y may be found in [16]. To explain
it, we will have to slightly jump ahead in our exposition and accept the fact (explained
in subsequent sections) that, at infinity, the metric on Y has the form of a Riemannian
cone over a Sasaki-Einstein manifold S (for the particular case that we are considering we
will have S “ Y 2,1, see § 4.1 and § 4.2 for definitions, as well as [17] for a comprehensive
review of Sasaki-Einstein manifolds), i.e. the metric at infinity is of the form
pds2q8 “ dr2 ` r2 pĂds2qS . (26)
Here r is a certain function on Y . In particular, this function has the property that, for
r0 sufficiently large, the set Yr0 :“ tr ď r0 Ă Y u is a compact manifold with boundary
S, i.e. BYr0 » S. One can then consider the relative cohomology H2pYr0 , S,Rq, which,
by definition, is the compactly supported cohomology H2c pY q :“ H2pYr0 , S,Rq. Using
the long exact sequence for relative cohomology and certain facts about Y and S, one
derives [16] that the following sequence is exact:
0 Ñ H2c pY,Rq Ñ H2pY,Rq Ñ H2pS,Rq Ñ 0 . (27)
As we will see below, in the case of interest we have S “ Y 2,1, and topologically Y 2,1 »
S2 ˆ S3, hence H2pS,Rq » R. Since, as we discussed above, H2pY,Rq “ R2, we deduce
that H2c pY,Rq “ R.
One way to distinguish a compactly supported two-form $ is by its decay rate at infinity
(r Ñ 8). Indeed, let g0 be the conical metric, i.e. pds2qg0 “ dr2 ` r2 pĂds2qS. Then we
have the following result:
Lemma 1. [16] Suppose }$}g0 “ Opr´αq for α ą 2. Then $ P H2c pY q.
Proof.
According to (27), a two-form $ lies in H2c pY q whenever it is in the kernel of the map
H2pY,Rq Ñ H2pS,Rq. This map, in turn, is the ‘restriction to the boundary’ map.
Therefore to check whether $ P H2c pY q, we need to check whether its restriction $
ˇˇ
S
is
trivial in H2pS,Rq. On the other hand, $ˇˇ
S
is trivial if for any three-form Λ P H3pS,Rq
one has
´
S
$
ˇˇ
S
^ Λ “ 0. Now, here by $ˇˇ
S
we actually mean the restriction $
ˇˇ
r“r1 for
some sufficiently large r1. We may now extend the form $
ˇˇ
r“r1 ^ Λ, defined on S, to a
form $^Λ defined on S ˆ Ir, where Ir is a segment with coordinate r: Ir “ rr1, r2s. The
form Λ P H3pS,Rq is extended trivially, and the form $ is closed on S ˆ Ir, since it was
closed from the start. Therefore, by Stokes theorem,
´
$
ˇˇ
r“r1 ^ Λ “
´
$
ˇˇ
r“r2 ^ Λ. We
may now use the decay rate of $ to calculate the integral in the limit r2 Ñ 8. Since
$
ˇˇ
r“r2 ^ Λ “ p$, ˚Λq is a (point-wise) scalar product between two-forms on S, we may
use the Cauchy inequalityˇˇ ˆ
$
ˇˇ
r“r2 ^ Λ
ˇˇ ď ˆ
S“BYr2
}$}g˜ ¨ } ˚ Λ}g˜ ¨ volS , (28)
where g˜ is the metric on S, entering the formula (26) above, and the Hodge star ˚ again
refers to g˜. Note that the metric g˜ does not depend on r2. On the other hand, we
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have the bound for }$}g0 , rather than }$}g˜, but we can easily relate the two. Clearly,
}$}2g0 “ gαβ0 gµν0 $αµ$βν ě 1r4 }$}2g˜, hence }$}g˜ ď r2 }$}g0 ď const.r´pα´2q . Substituting this in
(28) above, we obtain ˇˇ ˆ
$
ˇˇ
r“r2 ^ Λ
ˇˇ ď const.
r
´pα´2q
2
ˆ
S
} ˚ Λ}g˜ ¨ volS , (29)
Supposing α ą 2 and sending r2 Ñ 8, we find that
´
$
ˇˇ
S“BYr0 ^ Λ “ 0 for all Λ P
H3pS,Rq. As a result, we find that r$ˇˇ
S“BYr0 s “ 0 P H
2pS,Rq, which, as explained
earlier, implies $ P H2c pY,Rq. 
Another view at the compactly supported cohomology group is via Poincare´ duality. In
fact, this can be described more clearly if we slightly generalize the setup. Let Y be the
total space of a vector bundle V of rank m over a surface X. The surface is embedded
in Y as the zero section, i : X ãÑ Y . Using Poincare´ duality, we can construct the dual
compactly-supported form ripXqs_ P Hmc pY,Rq. It is a classic fact that the restriction
of this form to the zero section is the Euler class of the bundle: ripXqs_ ˇˇ
ipXq “ eupV q
(see [18], Propositions 6.24 (b) and 6.41). In the case that V is a complex vector bundle,
eupV q “ cmpV q. Returning back to our case, we have m “ 1, and moreover V “ KX – the
canonical bundle of X. Therefore we have the result ripXqs_ ˇˇ
ipXq “ c1pKXq “ ´c1pXq.
Apart from that, one has H2c pY,Rq » H4pY,Rq » R, since the homology of Y is the same
as that of the base of the bundle, the surface X, for which we have of course H4pX,Rq » R.
Therefore, as H2c pY,Rq is one-dimensional, ripXqs_
ˇˇ
ipXq P H2c pY,Rq is its generator over
the real numbers. Summarizing, to find out whether a given two-form $ belongs to
H2c pY,Rq, we may restrict it to X and check whether it is proportional to c1pXq. To
facilitate future use, let us express c1pXq in terms of the generators ω˘1 featuring in (14):
c1pXq “ ´3ω1 ´ ω´1 . (30)
Here by ω˘1 we mean, again, the restrictions of these forms to X. This is essentially the
formula K “ ´3H`E, where K is the canonical divisor, H is the hyperplane divisor and
E the exceptional divisor of the blow-up (the (´1)-curve). The relative sign in front of
ω´1 is due to our normalizations (21). The result of this discussion may be reformulated
as follows: for a form $ to belong to H2c pY,Rq, one should have´
CP1A
$|X
´
CP1B
$|X “ 3 . (31)
The theory that we have reviewed was used in [9] to formulate a version of the Calabi-Yau
theorem relevant for the case of asymptotically-conical manifolds:
Proposition 3. [9], [10] Let Y0 be the manifold with a conical singularity,
equipped with the metric (26), that we will denote g0. Let pi : Y Ñ Y0 be
the Ricci-flat resolution of the conical singularity. Then in every Ka¨hler class
in H2c pY,Rq Ă H2pY,Rq there is a unique Ricci-flat Ka¨hler metric g asymptotic
to g0 as follows
|pi˚g ´ g0|g0 “ O
ˆ
1
r6
˙
for r Ñ 8 . (32)
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Furthermore, in every Ka¨hler class in H2pY,RqzH2c pY,Rq there is a Ricci-flat
metric g asymptotic to g0 with the following decay estimate:
|pi˚g ´ g0|g0 “ O
ˆ
1
r2
˙
for r Ñ 8 . (33)
In both cases the derivatives of the metric decay appropriately.
The decay estimates of the type above were introduced in [11] in a proof of an analogous
Calabi-Yau type theorem for asymptotically locally-Euclidean spaces. The Proposition
above is a generalization thereof for asymptotically-conical manifolds. A significant part
of the present paper will be dedicated to certain explicit checks and illustrations for the
statements contained in the Proposition.
§ 2.2. Example. The total space of the canonical bundle over
CP1 ˆ CP1.
A simple example where most of the above assertions may be checked directly is that of a
cone over the surface X0 :“ CP1 ˆ CP1. The explicit Ricci-flat metric on such manifold
was constructed in [19] by means of the same ansatz that was used earlier in [3]. The
ansatz for the Ka¨hler potential has the form:
K “ a logp1` |z|2q `K0
˜
|u|2p1` |z|2qp1` |w|2q
:“x
¸
, (34)
where a is a certain parameter (Ka¨hler modulus) whose meaning will be clarified later.
The vector fields k1 “ Re
`
i z BBz
˘
, k2 “ Re
`
i w BBw
˘
and k3 “ Re
`
i u BBu
˘
, generating
phase rotations for the local complex variables z, w, u, are clearly Killing. If we denote
|z|2 “ et, |w|2 “ es, |u|2 “ ev, the moment maps are simply derivatives of the Ka¨hler
potential w.r.t. the corresponding real variables:
µ1 “ BKBt “
et
1` et pa` xK
1
0q , µ2 “ BKBs “
es
1` es xK
1
0, µ “ BKBv “ xK
1
0 . (35)
The Ricci-flatness equation is most conveniently expressed in terms of the function µpxq:
µ pa` µqµ1 “ β x, β “ const., (36)
which may be integrated to give
µ3
3
` a µ
2
2
“ β x
2
2
´ κ
3
. (37)
The K0-part of the Ka¨hler potential may be then obtained from the definition (35):
K0 “
ˆ
µ
x
dx “
ˆ
µ2 pa` µq
β x2
dµ “ using p37q “ 3
2
ˆ
µ2 pa` µq dµ
µ3 ` 3a
2
µ2 ` κ (38)
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Upon taking the integral, we obtain the following expression for the symplectic potential
G (» means ‘up to a linear function’, which is irrelevant):
G :“ µ v ` µ1 t` µ2 s´K » (39)
» 1
2
3ÿ
i“1
pµ´ λiq logpµ´ λiq ´ µ log µ´ pµ` aq logpµ` aq `
`µ1 log µ1 ` µ2 log µ2 ` pµ´ µ2q logpµ´ µ2q ` pµ´ µ1 ` aq logpµ´ µ1 ` aq ,
where λi, i “ 1, 2, 3 are the roots of the polynomial
fpµq “ µ3 ` 3a
2
µ2 ` κ , (40)
which enters the denominator of the integrand in (38). We choose the ordering λ3 ě λ2 ě
λ1 if all roots are real, otherwise λ3 denotes the real root.
The region in the parameter space, which corresponds to the manifold being the total
space of the canonical bundle over CP1 ˆ CP1, is the following:
λ3 ą 0, a` λ3 ą 0 . (41)
Indeed, in this case the metric on the underlying surface CP1 ˆ CP1 may be recovered
from (34) by taking the limit x Ñ 0. This corresponds to sending µ Ñ λ3, see (37).
Since µ “ xK 10, in the limit xÑ 0 we have K0 » λ3 log x` . . ., therefore the full Ka¨hler
potential reduces to3
K » pa` λ3q logp1` |z|2q ` λ3 logp1` |w|2q ` . . . (42)
We see that λ3 and a ` λ3 are the squared radii of the two spheres and therefore have
to be positive, leading to (41). Note in passing, that once this bound is established, the
equations defining the moment polytope may be read off from (39):
µ ě λ3, µ` a ě µ1 ě 0, µ ě µ2 ě 0 . (43)
In particular, going to infinity corresponds to sending µ Ñ 8 with the ratios µ1
µ
, µ2
µ
bounded. In the formula (39) a and λ3 are the resolution parameters, and in the limit the
are effectively set to zero4. The limiting function will be denoted by G0. One can show
that this is the symplectic potential defining a metric cone over T 1,1 :“ SUp2qˆSUp2q
Up1q – the
manifold introduced in [20].
For the bounds (32)-(33) to make sense, the difference pi˚G´G0 should be non-singular at
infinity in the first place. The potential singularity is at µ “ µ1. The hyperplane µ “ µ1
lies outside the moment polytope for a ă 0. Let us first analyze this case. Since λ3 is a
root of the polynomial fpµq from (40), in the limit λ3 Ñ 0, aÑ 0 the other two roots of
3Omitting the contribution λ3 log |u|2, which does not affect the metric.
4Note that the parameter κ may be related to λ3 but it is more convenient to treat λ3 as the inde-
pendent parameter.
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the polynomial vanish as well, λ1, λ2 Ñ 0. Therefore we may expand (39) to first order
in λ1, λ2, λ3, a as follows
G´G0 » ´1
2
˜
3ÿ
i“1
µi
¸
log µ´ a log µ` a logpµ´ µ1q ` . . . “
“ ´a
4
log µ` a logpµ´ µ1q ` . . . (44)
When passing to the second line, we used the expression
3ř
i“1
µi “ ´3a2 for the sum of
roots, which follows from (40). Let us denote by g0 the metric given by the symplectic
potential G0. It is now easy to check that
}g ´ g0}g0 “ O
ˆ
a
µ
˙
“ O
´ a
r2
¯
for r Ñ 8 and a ‰ 0 . (45)
The case a ą 0 may be analyzed similarly, if one makes the change of variables µÑ µ´a
in the function G, before comparing it to G0 (this corresponds to a choice of map pi
in the Proposition). In this case the moment polytope is defined by the inequalities
µ ě λ3 ` a, µ ě µ1 ě 0, µ ´ a ě µ2 ě 0 . The potential singularity is now at µ “ µ2
and lies outside of the moment polytope, and the analysis above can be carried through.
Note also that, from the point of view of the polynomial fpµq, the replacement µÑ µ´a
amounts to a redefinition of κ and the required flip of the sign aÑ ´a.
The remaining interesting case to be considered is a “ 0. In this case λ3 “ p´κq1{3, and
we have from (39):
G´G0 “ λ
3
3
4µ2
` . . . , (46)
and one easily obtains
}g ´ g0}g0 “ O
ˆ
λ33
µ3
˙
“ O
ˆ
λ33
r6
˙
for r Ñ 8 and a “ 0 . (47)
According to the Proposition, the decay estimates (45) for a ‰ 0 and (47) for a “ 0
correspond to the Ka¨hler form being in H2pY,RqzH2c pY,Rq and in H2c pY,Rq respectively.
In the case a “ 0 the two spheres at the base of the cone (i.e. the zero section) have equal
radii, and therefore the induced metric on the zero section is Ka¨hler-Einstein, meaning
that its Ka¨hler class is indeed proportional to c1pCP1 ˆ CP1q.
3. The equation of Ricci-flatness
In the previous section we introduced the variety Y as a Ka¨hler quotient of flat space.
This definition allows constructing a Ka¨hler metric on Y . However, this metric is by no
means Ricci-flat. In the remainder of the paper we will be looking for a Ricci-flat metric
on Y . To this end, we will start with the most general Ka¨hler potential compatible with
the symmetries of the problem, and then solve the Ricci-flatness equation that this Ka¨hler
potential has to satisfy.
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We mentioned above that the del Pezzo surface of rank one dP1 may be thought of as
the blow-up of one point on CP2. Without loss of generality let us choose this point to
be p0 : 0 : 1q P CP2. The choice of a distinguished point reduces the automorphism group
PGLp3,Cq of CP2 to the automorphism group of dP1:
AutpdP1q “ P
$&%G P GLp3,Cq : G “
¨˝ ‚ ‚ 0
‚ ‚ 0
‚ ‚ ‚
‚˛,.- , (48)
The linear part of the group of automorphisms of the affine cone over dP1 (w.r.t. the
anti-canonical embedding) is the maximal parabolic subgroup H Ă GLp3,Cq defined by
matrices of the form (48) (forgetting the projectivization) (see [21], in particular Propo-
sition 2.15 and Theorem 1.5). The resolved cone inherits these automorphisms as well, as
the equation of the blow-up is linear in the embedding coordinates.
We will be looking for a Ka¨hler metric on Y with the isometry group being the maximal
compact subgroup of H:
IsompY q “ Up2q ˆ Up1q (49)
We will choose local coordinates z1, z2, u, in which the up2q ‘ up1q action uniformizes, i.e.
the holomorphic vector fields generating this action have the form
v
rup2qs
0 “ iz1 BBz1 ` iz2 BBz2 , v
rup2qs
1 “ z1 BBz2 ` z2 BBz1 , (50)
v
rup2qs
2 “ iz1 BBz2 ´ iz2 BBz1 , v
rup2qs
3 “ iz1 BBz1 ´ iz2 BBz2 , vrup1qs “ u BBu .
This is always possible: see Appendix B. The Up2q ˆ Up1q-invariant Ka¨hler potential
depends on the two combinations of these variables:
K “ Kp|z1|2 ` |z2|2, |u|2q (51)
The corresponding Ka¨hler form is Ω “ iBB¯K and the metric is gij¯ “ BiB¯jK. Since the Ricci
tensor is related to the metric of a Ka¨hler manifold as Rij¯ “ ´BiB¯j log det g, the Ricci-
flatness (Calabi-Yau) condition Rij¯ “ 0 implies that the determinant of the Hermitian
metric g has to factorize in a holomorphic and conjugate antiholomorphic pieces: det g “
|fpz1, z2, uq|2. As det g is Up2q ˆ Up1q-invariant, it means that det g “ a |u|2l for some
constants a, l. On the other hand, a direct calculation of det g for a metric arising from
the Ka¨hler potential (51) gives
det g “ 8 e´t´s Kt
`
KttKss ´K2ts
˘
, (52)
where
e
t
2 “ |z1|2 ` |z2|2 and es “ |u|2. (53)
The Ricci-flatness condition is reduced to the following equation:
Kt
`
KttKss ´K2ts
˘ “ a
8
et`pl`1q s (54)
It turns out useful to perform a Legendre transform, passing from the variables tt, su to
the new independent variables
µ “ BKBt , ν “
BK
Bs (55)
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and from the Ka¨hler potential Kpt, sq to the dual potential Gpµ, νq:
G “ µ t` ν s´K (56)
The usefulness of the new variables (55) to a large extent relies on the fact that they have
a transparent geometric meaning – these are the moment maps for the following two up1q
actions on Y :
up1qµ : δz1 “ i 1 z1, δz2 “ i 1 z2, up1qν : δu “ i 2 u . (57)
In this paper we will leave aside the case l`1 “ 0 (l is the parameter entering the exponent
in (54)) and assume that l ` 1 ‰ 0. In this case we can get rid of the l dependence by
a rescaling ν Ñ pl ` 1q ν, so in what follows we effectively set l “ 0. Then we obtain
from (54) a Monge-Ampere equation for the dual potential G – a function of two variables
µ, ν – of the following form:
e
BG
Bµ` BGBν
˜
B2G
Bµ2
B2G
Bν2 ´
ˆ B2G
BµBν
˙2¸
“ a˜ µ (58)
Denoting pµ, νq by pµ1, µ2q, we can recover the metric from the dual potential G [22] using
the formula (see also Appendix A)
ds2 “ µ gCP1 ` 1
4
2ÿ
i,j“1
B2G
BµiBµj dµi dµj `
2ÿ
i,j“1
ˆB2G
Bµ2
˙´1
ij
pdφi ´ 2Aiq pdφj ´ 2Ajq , (59)
where gCP1 is the standard round metric on CP
1 of volume 2pi (i.e. gCP1 “ 2 dw dw¯p1`}w}2q2 ),
A2 “ 0 and A1 is the ‘Ka¨hler current’ of CP1, i.e. a connection, whose curvature is the
Fubini-Study form of CP1: dA1 “ i dw^dw¯p1`}w}2q2 .
Comment 1. Note that the parameter a˜ in (58) is irrelevant, since one can effectively
set a˜ “ 1 by a linear redefinition of the potential G, i.e. G Ñ G ` ν log pa˜q. Such
a linear redefinition does not affect the metric (59), which depends only on the second
derivatives of G. The only requirement is that a˜ ą 0, since this is necessary for the
positive-definitiveness of the metric (59).
Comment 2. There is a group of motions in the pµ, νq-plane, under which the equation (58)
is invariant. It is generated by the transformations
ν Ñ ν ` δ, (60)
µÑ σµ, ν Ñ σν, GÑ σ G` ν log pσ3q, (61)
δ “ const., 0 ‰ σ “ const.
The metrics, which differ by the transformation (60), are isometric, whereas the ones,
which differ by (61), are related by an overall rescaling.
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§ 3.1. The moment ‘biangle’
Since pµ, νq are moment maps for the up1q2 action, they define a map to R2. The domain
in R2 on which the potential Gpµ, νq is defined is the moment polygon for this up1q2
action. In addition, there is yet another up1q action given by
δz1 “ i 3 z1, δz2 “ ´i 3 z2 . (62)
μ
ν
μ3
⊕O(1) O(-3)
⊕O(-1) O(-1)
dP1
1
2
3
Figure 2: The moment polytope of Y . The blue polygon is the moment polygon of the
del Pezzo surface – it may be obtained from the moment polygon of CP2 (the triangle)
by ‘cutting a corner’.
Denoting the dual moment map by µ3, we obtain:
µ3 “ BBτ Kpe
τ |z1|2 ` e´τ |z2|2, |u|2q
ˇˇ
τ“0 “
|z1|2 ´ |z2|2
|z1|2 ` |z2|2 µ , (63)
therefore ´µ ď µ3 ď µ .
The full three-dimensional moment polytope is shown in Fig. 2. The two-dimensional
pµ, νq-section, shown in red, is an unbounded domain with two vertices that we will call
a ‘biangle’. The points in Y mapping to a generic point of the biangle – a point in the
interior – constitute a CP1 ˆ T2. The third Up1q action (62) corresponds to the rotation
of the sphere CP1 around its axis. Now, the points in Y mapping to a point at the edge
of the biangle constitute a CP1 ˆ S1, and, finally, the points mapping to one of the two
corners constitute a CP1. These two CP1’s, which map to the corners of the biangle,
will be crucial in the foregoing discussion. We will see shortly that their normal bundles
fully determine the topology of the moment polytope (i.e. its Delzant properties). For
this reason we will not attempt to preserve explicitly the integrality of the normals to the
facets of the polytope. The pµ, νq variables, which we are working with, are related to the
moment map coordinates, in which the normals are integral, by a linear transformation.
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This is the reason that the moment biangle shown in Fig. 2 in red color is only congruent
to the (integral) one shown in Fig. 1. As we just stated, the integrality properties will be
automatically accounted for, once we make sure the normal bundles to the spheres at the
corners of the polytope are the right ones.
Let us analyze what constraint the behavior (12) of G at a facet of the polytope and
the Ricci-flatness equation (58) impose on the facet itself. Suppose the facet is given by
`i “ hiµ` kiν ` pi “ 0. We have the following lemma:
Lemma 2. The ‘slope’ of the facet is constrained to satisfy hi ` ki “ 1.
Proof.
Indeed, let G “ `plog ` ´ 1q ` fp˜`, `q in the vicinity of a facet ` “ 0, where ˜` is another
linear combination of µ, ν such that d` ^ d˜`‰ 0, and f is a smooth function at ` Ñ 0.
Substituting G in (58), one obtains in the limit ` Ñ 0: `hi`k1´1 B2fB ˜`2
ˇˇ
`“0 „ µp˜`q
ˇˇ
`“0. The
non-degeneracy of the induced metric on the facet implies B
2f
B ˜`2
ˇˇ
`“0 ‰ 0. We assume
µ|`“0 ı 0, which leads to hi ` ki “ 1. 
We will now demonstrate how the angles of the moment polytope are detemined by the
normal bundles to the two CP1’s ‘located’ at the corners.
A corner of the moment polytope may be given by the equations
`1 “ 0, `2 “ 0, (64)
where
`i “ hiµ` kiν ` pi, i “ 1, 2 (65)
are two linear forms. Moreover, according to the discussion above we assume that the
behavior of the potential G near the corner is as follows:
G “ `1plog `1 ´ 1q ` `2plog `2 ´ 1q ` . . . , (66)
where . . . denotes less singular terms. Compatibility with the Ricci-flatness condition (58)
implies
hi ` ki “ 1, i “ 1, 2 (67)
We wish to determine what the behavior (66) implies for the metric near a given embed-
ded CP1. To this end we will insert the asymptotic form (66) of the symplectic potential
(omitting the subleading terms denoted by the ellipsis) into the expression for the met-
ric (59). To simplify the calculation, it will be useful to pass to the new ‘moment map’
coordinates `1, `2 instead of µ, ν. The Hessian
B2G
Bµ2 then undergoes the standard trans-
formation B2GBµ2 “ ST B
2G
B`2 S, where S “ B`Bµ “
ˆ
h1 k1
h2 k2
˙
. The virtue of this change of
variables, clearly, is that B2GB`2 is a diagonal matrix:
B2G
B`2 “
ˆ
1
`1
0
0 1
`2
˙
. The metric (59)
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acquires the form
ds2 “ µp`1, `2q gCP1 `
ˆ
d`21
4`1
` d`
2
2
4`2
˙
` `1A21 ` `2A22 (68)ˆ A1
A2
˙
“ pSTq´1 ˝
ˆ
dφ1 ´ A1
dφ2
˙
(69)
µp`1, `2q “ `1k2 ´ `2k1
k2 ´ k1 `
p2k1 ´ p1k2
k2 ´ k1 (70)
Introducing the angular variables
ϕ1 “ k2φ1 ´ h2φ2
k2 ´ k1 , ϕ2 “
h1φ2 ´ k1φ1
k2 ´ k1 , (71)
we can write the metric as
ds2 “ µp`1, `2q gCP1 `
ˆ
d`21
4`1
` d`
2
2
4`2
˙
` `1pdϕ1 ´ nA1q2 ` `2pdϕ2 ´mA1q2, (72)
where
n “ 2k2
k2 ´ k1 , m “ ´
2k1
k2 ´ k1 , (73)
In appropriate coordinates the Ka¨hler potential of the above metric is
K “ κ log `1` |w|2˘` `1` |w|2˘n |x|2 ` `1` |w|2˘m |y|2, κ “ p2k1 ´ p1k2
k2 ´ k1 . (74)
For κ ą 0 the formulas (72) or (74) imply that the normal bundle NCP1 to the CP1
parametrized by the inhomogeneous coordinate w and located in a given corner of the
moment polytope is5
NCP1 “ Op´nq ‘ Op´mq, n`m “ 2 (75)
Note that n`m “ 2 is essentially a consequence of the Calabi-Yau condition
detNCP1 “ the canonical class of CP1 “ Op´2q (76)
In the del Pezzo cone case the two corners of the moment biangle in the pµ, νq-plane
correspond to the two bases of the trapezium representing the moment polygon of the
del Pezzo surface itself, which serves as the base of the cone. This is emphasized in Fig. 2,
where the moment polygon of the del Pezzo surface is shown in blue. The two bases of
the trapezium correspond to the two CP1’s embedded in the del Pezzo surface:
• One CP1 is inherited from CP2, i.e. it is the standard embedding CP1 ãÑ CP2,
hence the normal bundle inside dP1 is N “ Op1q. This implies that the normal
bundle inside the cone over dP1 is N “ Op1q ‘ Op´3q
5See [23] for a detailed discussion of how the Ka¨hler potential encodes the normal bundle to a CP1 in
the analogous situation, when the CP1 is embedded in a complex surface.
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• The second CP1 is the exceptional divisor of the blow-up and is embedded with
normal bundleN “ Op´1q. The normal bundle inside the cone over dP1 is therefore
N “ Op´1q ‘ Op´1q.
These two spheres generate the second homology group of the del Pezzo surface, and their
intersection matrix is
ˆ
1 0
0 ´1
˙
. The diagonal ˘1 entries encode the normal bundles to
the spheres.
4. The ‘three-line’ solution
§ 4.1. The metric cone
We start by solving the equation (58) at infinity. We are looking for solutions, which
asymptotically have the form of a metric cone:
pds2q8 “ dr2 ` r2 Ăds2 as r Ñ 8, (77)
where Ăds2 is a Sasakian metric on a 5-manifold. From the point of view of the function G,
this behavior translates to the following one:
G8 “ 3 ν plog ν ´ 1q ` ν P0pξq, where ξ “ µ
ν
(78)
This leads to a metric with the following ‘radial’ part (r “ 2?3ν):“
ds2
‰
µ
:“ B
2G8
BµiBµj dµidµj “ 3
dν2
ν
` ν P 20 pξq dξ2 “ dr2 ` r2 P
2
0
12
dξ2 (79)
In particular, we see that positivity of the metric requires P 20 ą 0.
Substituting (78) in (58), we obtain the ordinary differential equation
P 20 “ a3 ξ e
pξ´1qP 10´P0 , (80)
which has the solution
P0pξq “ log
´a
9
¯
´
2ÿ
i“0
ξ ´ ξi
ξi ´ 1 log |ξ ´ ξi|, (81)
where ξi are the roots of the polynomial
Qpξq “ ξ3 ´ 3
2
ξ2 ` d, (82)
and d is a constant of integration, which plays a crucial geometric role that we will reveal
in the next section.
The singular case ξ1 “ 1 (and hence ξ2 “ 1) corresponds to the situation, when the
physical region shown in Fig. 3 shrinks to zero (see next section). We will therefore omit
it in our discussion.
Comment. In Appendix E we construct a one-parametric generalization of the solution
(78), (81). The virtue of this generalization is that its isothermal coordinates may be
related in a simple way to the ‘orthotoric variables’ that follow from the existence of a
conformal Killing-Yano tensor (see § 6 and in particular § 6.3).
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§ 4.2. Topological considerations
The potential (78) may as well be written in the original pµ, νq variables (up to a linear
function, which does not affect the metric):
G8 “
2ÿ
i“0
µ´ ξi ν
1´ ξi plog |µ´ ξi ν| ´ 1q (83)
One sees that the slopes of the three lines involved are defined by the roots ξi:
Slopei “
´µ
ν
¯
i
“ ξi (84)
It is important to mention that the three lines appearing in (83) are not the three edges
of the pµ, νq moment polytope depicted in Fig. 2 in red. (Otherwise we would have
already constructed the desired metric.) In fact, two of the lines, associated with the
roots ξ1, ξ2, do correspond to the two semi-infinite edges of the red polygon, however
the line associated with the root ξ0 is auxiliary and does not have a direct geometric
interpretation.
In the notations (65) of the moment polytope, which we used before, one has
ξ1 “ ´ k1
1´ k1 and ξ2 “ ´
k2
1´ k2 (85)
On the other hand, k1 and k2 are both related to k3 (the indices 1, 2, 3 correspond to the
numbering of lines in Fig. 2) through the normal bundle formulas (73), which therefore
implies that there is a relation between ξ1 and ξ2. This geometric relation fixes the
parameter d of the polynomial Qpξq.
ξ
ξ
Q(  )
ξ ξ ξ0 1 2
Figure 3: Yellow shading indicates the
physical interval ξ P pξ1, ξ2q.
Indeed, from the normal bundle formulas (73)
and Fig. 2 it follows that
1´ k2
k3
“ ´2, 1´ k1
k3
“ 2 (86)
Hence k2
k1
“ ´3. This implies the following re-
lation for ξ1, ξ2:
´ ξ2
1´ ξ2 “
3ξ1
1´ ξ1 (87)
One can show (see Appendix C) that it has
two solutions: pξp1q1 , ξp1q2 q, pξp2q1 , ξp2q2 q. However,
for ξ P pξp2q1 , ξp2q2 q one has P 20 ă 0 and for
ξ P pξp1q1 , ξp1q2 q one has P 20 ą 0, so the positivity
of the metric requires that we choose the first solution. It corresponds to
d “ 16`
?
13
64
. (88)
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The third root of Qpξq “ 0, which we will denote ξ0, is smaller than the two other roots
(see Fig. 3).
One can check directly that the Sasakian metric Ăds2 in (77), which may be reconstructed
from (78), (81) with the value of the parameter d given in (88), defines the Sasaki-Einstein
manifold Y 2,1, which is one of a family of manifolds found in [24] and termed Y p,q. The
fact that the Y p,q manifolds are the only compact simply-connected Sasaki-Einstein five-
manifolds of cohomogeneity one with respect to the action of the isometry group was
proven in [25].
In what follows we will denote the roots of Qpξq by ξ0, ξ1, ξ2 so that Qpξq “
2ś
i“0
pξ ´ ξiq
and we will take into account that the ‘physical’ region corresponds to ξ P pξ1, ξ2q.
5. Uniqueness for a fixed polytope
The goal of this section is to prove the following proposition:
Proposition 4. The solution of equation (58) with the behavior (12) at the
edges of the moment polytope and asymptotic to a real cone over Y 2,1 at
infinity cannot be smoothly deformed.
Proof.
First we consider a more general equation det HessG “ fpµ, νq e∇aG, where a P R2 is
a constant vector. Suppose G0 is a solution with the correct asymptotic properties.
Construct a first order deformation G “ G0 ` H. The linearized equation has the form
Gij0 BiBjH “ ∇aH (89)
We can rewrite it as
Bi
`
Gij0 BjH
˘ “ `BipGij0 q ` aj˘ BjH (90)
We will now use the identity BiGij0 “ ´Gjm0 Bm log detG0, which is valid if pG0qij “ BiBjG0.
Since log detG0 “ logpfpµ, νqq ` aiBiG0 and a is a constant vector, we have BipGij0 q “
´Gjm0 Bm logpfpµ, νqq´Gjm0 pG0qmiai “ ´Gjm0 Bm logpfpµ, νqq´aj. Therefore the linearized
equation acquires the form Bi
`
Gij0 BjH
˘ “ ´Gjm0 Bm logpfpµ, νqqBjH, which can also be
rewritten in divergence form:
B
Bµi
ˆ
fpµ, νqGij0 BHBµj
˙
“ 0 (91)
It is rather nontrivial that the linearized equation has the self-adjoint form, and this relies
on the fact that the r.h.s. of the original equation is an exponential of a linear combination
of the derivatives of G with constant coefficients.
Multiplying (91) by H and integrating over the moment polygon, we obtain upon inte-
gration by parts:
0 “ ´
ˆ
dµ dν fpµ, νq}∇H}2G0 ` boundary terms (92)
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We will now show that, once the asymptotic conditions for G0 are satisfied and H is
smooth, the boundary terms vanish. Clearly, the boundary consists of four segments:
three edges of the polygon and ‘a segment at infinity’. First, consider the boundary term
for each of the edges. Near such an edge one can make a linear change of coordinates
pµ, νq Ñ p`, ˜`q, such that the edge is at ` “ 0 (same as in the proof of Lemma 3.1).
Therefore the relevant boundary term is
B
ˇˇ
`“0 “ fpµ, νq
ˆ
G``0
BH
B` ` G
`˜`
0
BH
B ˜`
˙ ˇˇ
`“0 (93)
Since the asymptotic form of G0 is G0 “ `plog `´ 1q `Greg0 p`, ˜`q, one finds
G``0 “ ` p1` . . .q and G`˜`0 “ `
ˆ
´pG
reg
0 q`˜`
pGreg0 q ˜``˜ ` . . .
˙
. (94)
In particular, both vanish at the boundary. Since we have assumed that H is regular at
the boundary, it follows that
B
ˇˇ
`“0 “ 0 (95)
Let us now have a look at the boundary term, corresponding to the boundary segment γ
at infinity, B8:
B8 “
ˆ
γ
dl µH niG
ij
0
BH
Bµj , pfpµ, νq “ µq , (96)
where ~n is the unit vector, normal to γ, and dl is the infinitesimal length element along γ.
In order to estimate the value of B8, one needs to know the behavior of H at infinity.
Therefore we will start by solving the equation (91) at infinity. To this end we need to
recall the asymptotic behavior of the solution G0 at infinity, discussed in 4.2:
G8 “
2ÿ
i“0
µ´ ξiν
1´ ξi plog |µ´ ξiν| ´ 1q (97)
One checks that the equation (91), with G0 replaced by its asymptotic value G8, takes
the form
B
Bµi
ˆ
fpµ, νq pG8qij BHBµj
˙
“ 1
3
„
´ BBξ
ˆ
Qpξq BHBξ
˙
` ξ
ν
B
Bν
ˆ
ν3
BH
Bν
˙
“ 0 (98)
Clearly, the variables separate, so one can use the asymptotic ansatz H “ ν´m hpξq
to obtain
´ d
dξ
ˆ
Qpξq dh
dξ
˙
`mpm´ 2q ξ hpξq “ 0 (99)
Multiplying by hpξq and integrating over the interval ξ P pξ1, ξ2q, one obtains, upon
integration by parts
ξ2ˆ
ξ1
dξ
˜
Qpξq
ˆ
dh
dξ
˙2
`mpm´ 2q ξ hpξq2
¸
“ 0 (100)
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In the chosen segment Qpξq ă 0, so (100) leads to the condition
mpm´ 2q ą 0 . (101)
Assuming that the metric defined by G0 is subleading to the conical metric defined by G8
at infinity (i.e. |HessG0 ´ HessG8|G8 Ñ 0), we wish that G0 ` H is subleading to G8
as well. This implies |HessH|G8 Ñ 0, and we have two possibilities:
‚ I. m ą 2 or ‚ II. ´1 ă m ă 0
Case I.
It is easy to see that the boundary contribution (96) vanishes, as
|B8| ă A
ν2m´2
for ν Ñ 8 (102)
Here by ν we mean the average value of ν on the boundary γ. To arrive at (102) one
should take into account that pG80 qij „ ν and the length of γ behaves as
´
γ
dl „ ν.
Case II.
We will show that in this case the equation (99) cannot have a solution, real analytic at
the two singular points in question, ξ1 and ξ2. This is a result of the following lemma:
Lemma 3. The smallest non-zero eigenvalue λ of the Laplacian4ξ “ ´ ddξ
´
Qpξq dh
dξ
¯
,
entering the equation 4ξh` λ ξ h “ 0, is λ “ 3.
Proof.
The fact that λ “ 0 and λ “ 3 are eigenvalues of the Laplacian is almost obvious, since
one can write out the corresponding eigenfunctions directly: for λ “ 0 one has h “ 1, and
for λ “ 3 one has h “ ξ ´ 1 .
The equation at hand is a Heun equation – a Fuchsian ODE with four regular singular
points: the three roots of the polynomial Qpξq and the point at infinity. In order to make
a more canonical ‘centering’ of the Heun equation we make a change of variables
ξ Ñ ξ1 ` ξ2
2
´ ξ2 ´ ξ1
2
ξ, (103)
bringing the equation to the canonical form
d
dξ
ˆ
p1´ ξ2qpξ ´ tqdh
dξ
˙
´ λ ps´ ξqh “ 0 (104)
with
t “ ξ1 ` ξ2 ´ 2 ξ0
ξ2 ´ ξ1 and s “
ξ2 ` ξ1
ξ2 ´ ξ1 (105)
We will use the method of solving the eigenvalue problem for the Heun equation using
an expansion in hypergeometric (Jacobi) polynomials, which goes back to Svartholm [26]
(see also [27] as a general reference on Heun’s equations). In our case, since the exponents
of the corresponding singular points are zero, the Jacobi polynomials reduce to Legendre
polynomials. We expand h in the Legendre polynomials
h “
8ÿ
k“0
ak Lkpξq. (106)
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For a function hpξq, analytic on the closed segment ξ P r´1, 1s, the expansion (106) is
convergent in an ellipse having ˘1 as its foci ([28], p. 245; [29], p. 322). Note that the
shape of the ellipse depends on the nearest singularities of hpξq.
Substituting the expansion (106) in the equation (104), obtain the recurrence relation
gk ak`1 ´ fk ak ` jk ak´1 “ 0 (107)
with
gk “ pk ` 1q ppk ` 1q
2 ´ λ´ 1q
2k ` 3 (108)
fk “ t kpk ` 1q ´ s λ (109)
jk “ k pk
2 ´ λ´ 1q
2k ´ 1 (110)
Introducing the new variable τk “ ak´1ak , we can rewrite the recurrence relation (107) as
follows:
gk
τk`1
` jkτk ´ fk “ 0 (111)
and take
τ0 “ 0 (112)
as the initial condition for our recursion.
It is easy to solve the recurrence relation in the limit k Ñ 8. Indeed, in this case we
obtain a quadratic equation for τ8:
τ 28 ´ 2tτ8 ` 1 “ 0, (113)
which has the solutions
pτ8q˘ “ t˘
?
t2 ´ 1 (114)
The solution of the recurrence relation (107) therefore behaves at large k as
ak „ s`
ˆ
1
pτ8q`
˙k
` s´
ˆ
1
pτ8q´
˙k
(115)
It is easy to check, using (105), that t ą 1, therefore pτ8q´ ă 1 and pτ8q` ą 1. Looking
back at the expansion (106), and taking into account that Lkp1q “ 1, Lkp´1q “ p´1qk, we
see that the requirement of regularity of the function h at the points ξ “ 0, 1 is equivalent
to the condition s´ “ 0. We will prove below that this is not so, i.e. that the solution in
fact grows as ak „
´
1
pτ8q´
¯k
, where 1pτ8q´ ą 1. The proof is by induction: assuming that
0 ă τk ă a for a suitable constant a, we will show that 0 ă τk`1 ă a. If one can take
a ă 1, this is sufficient to prove that the sequence taku is exponentially growing.
The key technical inequality that we will need to prove is the following:
fk ´ ajk ´ 1
a
gk ą 0 for all k ě 2 and some a : 0 ă a ă 1 , (116)
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where fk, jk, gk have been defined in (108)-(110). The relevant values of s and t are
s “ 4`
?
13
3
and t “ ?13 . (117)
Once we have proven (116), suppose 0 ă τk ă a. Then
τk`1 “ gk
fk ´ jkτk ą 0, (118)
since jk ą 0 and gk ą 0 for k ą 2 ě
?
λ` 1, and it follows from (116) that fk
jk
ą a ą τk.
Besides, since, according to (116), fk ´ τkjk ą fk ´ ajk ą 1agk, (118) implies
τk`1 ă a. (119)
In order to prove (116), first of all we make some elementary estimates:
gk ă 1
2
`pk ` 1q2 ´ λ´ 1˘ (120)
jk ă
ˆ
1
2
` 
˙
pk2 ´ λ´ 1q ă `pk ` 1q2 ´ λ´ 1˘ , 0 ă  ! 1, (121)
hence
fk ´ ajk ´ 1
a
gk ą t kpk ` 1q ´ s λ´ b ppk ` 1q2 ´ λ´ 1q :“ φk (122)
with
b “ a` 1
2a
, pb ě ?2q . (123)
φk, defined in (122), is a quadratic function of k, so in order to prove that φk ą 0 for
k ě 2 we will show that φ2 ą 0 and φ1k ą 0 for k ą 0. First of all,
φ2 “ 6 t´ s λ´ b p8´ λq (124)
Since we are interested in the segment λ P p0, 3q, and φ2 is a linear function of λ, it suffices
to require that the values of φ2 at the ends of the segment are positive: φ2
ˇˇ
λ“0 “ 6 t´8 b ą
0 and φ2
ˇˇ
λ“3 “ 6 t´ 3 s´ 5 b ą 0. Therefore we need to take b ă min
`
3 t
4
, 6 t´3 s
5
˘ “ 3 t
4
for
the values of t and s given in (117). To ensure that φk is a growing parabola we require
b ă t and, since φ1k “ p2k ` 1q t´ 2b pk ` 1q, for b ă 12t the bottom of the parabola lies at
k ă 0. Therefore for b ă 1
2
t we have φk ą 0 for k ě 2, implying
fk ´ ajk ´ 1
a
hk ą 0. (125)
Now, the requirement b ă 1
2
t means that
a2 ´ t
2
a` 1
2
ă 0 (126)
This is easily satisfied for a “ 1
2
, since t “ ?13 ą 3. What remains to be checked is
that τ2 ă a “ 12 . This is true, since τ1 “ 13s and τ2 “ 25 1s´ 1
3s
ă 1
2
. Therefore we have
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proven that τk ă 12 , so that akak´1 ą 2, which implies in particular limkÑ8
ak
ak´1 ą 1. The
expansion (106) is thus divergent at the two singular points of interest: ξ “ 0, ξ “ 1.
This completes the proof of the Lemma 
In equation (99) one has λ “ mpm ´ 2q. Case II corresponds to the range ´1 ă m ă 0,
which is equivalent to 0 ă λ ă 3. It follows from the lemma that there are no eigenvalues
of 4ξ lying in this range. This completes the proof of Proposition 4 
Comment. Proposition 3 implies that the equation (58) does not require the specification
of any boundary values, apart from (12) and the condition that the metric is asymptotic
to a real cone over Y 2,1. This is related to the singular nature of the boundary condi-
tion (12). A Monge-Ampere equation with a similar boundary behavior of the solution
was considered in [30].
6. The Killing-Yano forms
Now that we have proven that the solution is unique, once the moment polytope has been
specified, we may ask if a solution exists. It turns out that there is a closed expression for
G, and hence for the metric, in the case of a particularly chosen moment polytope — this is
the metric obtained in [5], as well as in [31], and it has the so-called ‘orthotoric’ form [6].
This form of metric arises naturally from the requirement of existence of a conformal
Killing-Yano form of type p1, 1q on the manifold. We therefore start by reviewing the
concept of conformal Killing-Yano forms on Ka¨hler manifolds. For a general review of
Killing and Killing-Yano tensors the reader is referred to [32], [33].
§ 6.1. Conformal Killing-Yano forms on a Calabi-Yau threefold
First we consider a manifold M of arbitrary dimension D. By definition, a conformal
Killing-Yano form (CKYF) is a 2-form ωjk on M satisfying an equation of the form (see
the derivation in Appendix G)
rDω “ 0, where (127)
p rDωqijk :“ ∇iωjk ´ 1
3
Tijk ` 1
D ´ 1 pgik g
mn∇mωnj ´ gijgmn∇mωnkq (128)
and Tijk “ ∇iωjk `∇kωij ´∇jωik . (129)
The tensor T here, which is anti-symmetric in all pairs of indices, is proportional to the
exterior derivative of ω, i.e. T 9 dω.
Let us now specialize to the case of a Calabi-Yau manifold M of complex dimension 3,
i.e. D “ 6. Since M is Calabi-Yau, its volume form may be decomposed as
volM “ iΩ^ sΩ , (130)
where Ω is a holomorphic non-vanishing 3-form
Ω :“ Ωabcpzq dza ^ dzb ^ dzc . (131)
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It also follows from the above two equalities that Ω is covariantly constant:
∇mΩ “ 0, ∇m¯Ω “ 0 . (132)
Let us introduce a poly-vector rΩabc by raising the indices of the form Ω. This poly-vector
is ‘inverse’ to Ω in the following sense:
rΩijkΩi1j1k “ δii1 δjj1 ´ δij1 δji1 , rΩi¯j¯k¯Ωi¯1j¯1k¯ “ δ i¯i¯1 δj¯j¯1 ´ δ i¯j¯1 δj¯i¯1 , (133)rΩijkΩi1jk “ 2 δii1 , rΩi¯j¯k¯Ωi¯1j¯k¯ “ 2 δ i¯i¯1 . (134)
To see that this is the case, we write Ω in components as Ωijk “ ijk qpzq, where |q|2 “
Detpgq. Analogously, Ωi¯j¯k¯ “ i¯j¯k¯ q¯pz¯q. Therefore the dual poly-vector rΩijk “ ijk pqpzqq´1
is holomorphic, and rΩi¯j¯k¯ “ i¯j¯k¯ pq¯pz¯qq´1 is anti-holomorphic.
Using the form Ω and its inverse rΩ, we can dualize vectors to forms and vice versa, for
example we can view rΩ as a map
rΩ : pT ˚qp1,0q ^ pT ˚qp1,0q Ñ T p1,0q (135)
On the other hand, on a Ka¨hler manifold, the Killing-Yano form may be disassembled
into its Hodge components:
ω “ ωp2,0q ‘ ωp1,1q ‘ ωp0,2q . (136)
We will be denoting the vector of type p1, 0q, dual to ωp2,0q, by the same letter ω:
ωs :“ rΩsjkωjk . (137)
The goal of the following paragraphs §§ 6.1.1 and 6.1.2 will be in proving the following
proposition:
Proposition 5. Let M be a Ricci-flat complex manifold, dimCM “ 3, without
parallel vector fields. Then the vector ωm BBzm of type p1, 0q, dual to the p2, 0q-
part ωp2,0q of a conformal Killing-Yano two-form on M, satisfies the following
equation:
Rnmjk¯ ω
m “ 0 . (138)
§§ 6.1.1. The p2, 0q-part of the Killing-Yano form
We first concentrate on the p2, 0q component of the Killing-Yano form. The equation (128)
with all indices holomorphic gives
∇iωjk “ 1
3
Tijk (139)
Here T is a totally skew-symmetric tensor of type p3, 0q.
I. T has to be proportional to the Calabi-Yau 3-form:
T “ f ¨ Ω, (140)
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where f is a scalar function onM. Dualizing the eq. (139) in the pj, kq indices and using
the notation (137), we obtain
∇iωs “ 2
3
f ¨ δsi . (141)
Since on a Ka¨hler manifold the holomorphic covariant derivatives commute, r∇i,∇js “ 0,
we obtain a consistency condition
Bjf δsi ´ Bif δsj “ 0 ñ Bjf “ 0 , (142)
i.e. f “ fpz¯q is anti-holomorphic.
II. To proceed further let us introduce the one-form
λ˜ :“ gst¯∇t¯ωjs dzj ` gts¯∇tωj¯s¯ dz¯j (143)
and the dual vector field
λ “ ∇t¯ω˜j¯t¯ BBz¯j `∇tω˜
jt B
Bzj . (144)
Let us now act on (139) by ∇j¯, contract the equation with gjj¯ and commute the covariant
derivatives to obtain an equation for the divergence of ω, i.e. for λ:
gjj¯∇j¯∇iωjk “ gjj¯ Rpjj¯i ωpk ` gjj¯ Rpkj¯i ωjp ´∇iλ˜k “
1
3
gjj¯Bj¯fpz¯q ¨ Ωijk (145)
Both terms involving the Riemann tensor are zero. The first one is zero since it is pro-
portional to the Ricci tensor, and the second one is equal Rpk
j
i ωjp “ 0 as a contraction of
the symmetric (in the pp, jq indices) Riemann tensor with the skew-symmetric tensor ω.
Therefore we get
∇iλ˜k “ ´1
3
gjj¯Bj¯fpz¯q ¨ Ωijk (146)
Since Ω is skew-symmetric, we see that
∇iλ˜k `∇kλ˜i “ 0 . (147)
Moreover, the corresponding dual vector field is holomorphic (Bi¯λj “ 0 ô ∇iλ˜k “ 0) if
and only if fpz¯q “ const. “ f0.
§§ 6.1.2. The p1, 1q-part of the Killing-Yano form
Equation (141) (and its complex-conjugate) is therefore the only constraint on the p2, 0q
and p0, 2q parts of the Killing-Yano form. We now turn to the analysis of the remaining
equations (128), which constrain the p1, 1q part of the form.
i, j hol., k anti-hol. :
2
3
∇i ωjk¯ ` 13p∇jωik¯ ´∇k¯ωijq `
1
5
gik¯ g
µν∇µωνj “ 0
i anti-hol., j, k hol., iØ k :
´2
3
∇k¯ωij ` 13p∇iωjk¯ ´∇jωik¯q `
1
5
pgik¯ gµν∇µωνj ´ gjk¯ gµν∇µωνiq “ 0 .
Expressing ∇jωik¯ from the second equation and substituting in the first one, we obtain
an equation for ωjk¯:
∇iωjk¯ “ ∇k¯ωij ´ 25gik¯ g
µν∇µωνj ` 1
5
gjk¯ g
µν∇µωνi . (148)
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Contracting it with gjk¯, we obtain the following:
1
5
gµν∇µωνi “ Bih´ λ˜i , h :“ gjk¯ωjk¯ “ Trpωq .
Substituting this in (148), we get
∇iωjk¯ “ gjk¯ Bih´ 2gik¯ Bjh`
´
∇k¯ωij ` 2gik¯ λ˜j ´ gjk¯ λ˜i
¯
. (149)
Note that the terms in brackets depend only on the p2, 0q part of the KY-form. Another
important equation is the complex-conjugate one. To write it, note that, since ω “
ωij dzi ^ dzj ` ωi¯j¯ dz¯i ^ dz¯j ` 2ωij¯ dzi ^ dz¯j is a real form, ω˚ij¯ “ ´ωji¯ and ωi˚j “ ωi¯j¯. By
analogous arguments, g˚ij¯ “ gji¯ and therefore h˚ “ ´h. Hence the complex conjugation
of (149) gives, upon the interchange j Ø k,
∇i¯ωjk¯ “ gjk¯ Bi¯h´ 2gji¯ Bk¯h´
´
∇jωi¯k¯ ` 2gji¯ λ˜k¯ ´ gjk¯ λ˜i¯
¯
. (150)
A potential obstruction to the solvability of equations (149)-(150) lies in the commutators
r∇i,∇i¯s and r∇i,∇js “ 0. We will first analyze the commutator r∇i,∇i¯s. In particular, its
trace is the Ricci tensor Ric “ gi¯ir∇i,∇i¯s, acting on the two-form ω. Since the manifold
M is Calabi-Yau, we have Ric “ 0, therefore we get the necessary condition for the
solvability of (149)-(150):
gi¯i∇i¯
´
gjk¯ Bih´ 2gik¯ Bjh`
´
∇k¯ωij ` 2gik¯ λ˜j ´ gjk¯ λ˜i
¯¯
“ (151)
“ gi¯i∇i
´
gjk¯ Bi¯h´ 2gji¯ Bk¯h´
´
∇jωi¯k¯ ` 2gji¯ λ˜k¯ ´ gjk¯ λ˜i¯
¯¯
.
The terms involving h cancel out. We may rewrite the equation (151) term by term as
´∇k¯λ˜j ` 2∇k¯λ˜j ´ gjk¯ gi¯i∇i¯λ˜i “ ∇jλ˜k¯ ´ 2∇jλ˜k¯ ` gjk¯ gi¯i∇iλ˜i¯ .
It is easily seen from (143) that gi¯i∇i¯λ˜i “ gi¯i∇iλ˜i¯ “ 0 (it is the ‘double divergence’ of
the two-form ωp2,0q or ωp0,2q). Therefore what we get is
∇k¯λ˜j `∇jλ˜k¯ “ 0 . (152)
The equations (147), (152) imply the following lemma:
Lemma 4. The vector field λ defined in (144), i.e. the divergence of the two-
form ωp0,2q ` ωp2,0q, is Killing.
As discussed earlier, λ is holomorphic if and only if f “ const. “ f0. We will now prove
the following statement:
Proposition 6. On a Calabi-Yau threefold without parallel vectors any Killing
vector field is holomorphic6.
6On a Calabi-Yau twofold the situation is different, see Appendix H for more details.
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Proof.
A vector v is Killing if ∇µ vν `∇ν vµ “ 0, where vµ is the dual one-form. On a Ka¨hler
manifold this equation may be split into two:
∇i vj `∇j vi “ 0 (153)
∇i vj¯ `∇j¯ vi “ 0 . (154)
A holomorphic Killing field is the one that satisfies Bi vj¯ “ 0 or, in terms of the dual
one-form, as ∇i vj “ 0. Therefore for a holomorphic vector field the two terms in (153)
are separately zero.
Imagine, however, that the Killing vector field v is not necessarily holomorphic. In this
case the quantity characterizing its non-holomorphicity is Fij “ ∇i vj ´ ∇j vi. In fact,
it arises naturally in the Lie derivative of the Ka¨hler form $ w.r.t. the Killing field v.
Indeed, one calculates iv$ “ $aa¯ pva¯ dza ´ va dza¯q “ i pva dza ´ va¯ dza¯q, where we used
the fact that the Hermitian components of the Ka¨hler form and of the metric are related
simply as $aa¯ “ i gaa¯. therefore
Lv$ “ i Bb va dzb ^ dza ´ i Bb¯ va¯ dzb¯ ^ dza¯ ´ i pBa vb¯ ` Bb¯ vaq dza ^ dzb¯ . (155)
The term in brackets vanishes due to one of the Killing conditions7 (154). As a result,
Lv$ “ i
2
pF ´ F ˚q . (156)
We see that the Lie derivative Lv$ P Ωp2,0qpMq ‘ Ωp0,2qpMq is uniquely characterized
by the two-form F . Let us derive constraints on this form, starting from the defining
equations (153), (154). Since on a Ka¨hler manifold r∇i,∇ks “ 0 we have from (153)
0 “ ∇k∇j vi ´∇i∇j vk “ ∇j Fki. (157)
By the same token from (154) we get
0 “ ∇k∇j¯ vi ´∇i∇j¯ vk “ ∇j¯ Fki `Rnikj¯ vn ´Rnkij¯ vn (158)
On a Ka¨hler manifold, since the p2, 0q-components of the Riemann tensor are zero,
Rnj¯ik “ 0, the cyclic Bianchi identity implies the symmetry property Rnikj¯ “ Rnkij¯, there-
fore the above equation is simplified to
∇j¯ Fki “ 0 . (159)
The two equations (157), (289) together imply that the p2, 0q two-form F is parallel:
∇µ Fij “ 0 . (160)
Clearly, its complex conjugate, which is a form of type p0, 2q, is parallel as well: ∇µ Fi¯j¯ “ 0 .
On a Calabi-Yau 3-fold there is a nowhere-vanishing holomorphic 3-form Ωijk. If it is
normalized so that the volume form is vol “ iΩ ^ sΩ, then Ω is also parallel: ∇µ Ω “ 0.
7The covariant derivative in that expression may in fact be replaced by an ordinary derivative as the
mixed Christoffel symbols are zero.
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Raising the indices, we also obtain the dual poly-vector rΩabc, which is parallel as well.
Using this poly-vector, we can dualize the p2, 0q two-form F to a p1, 0q vector field fa :“
1
2
rΩabc Fbc. It follows from (160) that this vector field is parallel:
∇µ fa “ 0 . (161)
On a Ka¨hler manifold the parallel vector fields come in pairs, since I ˝f is parallel as well
due to the fact that ∇ I “ 0. For f ‰ 0 this implies the reduction of the holonomy group
SUp3q Ñ SUp2q, and the manifold is M3 » R2 ˆM2. 
We have thus proven that the manifold M has no non-holomorphic isometries, so that
we may set f “ f0 and assume that λ is a holomorphic vector field.
To derive a further constraint on λ, let us calculate Ωp‚, ‚, λq:
Ωabc λ
c “ by p144q “ Ωabc∇tωct “ by pΩ´ dualizationq “ ΩabcrΩcts∇tωs “
“ by p133q “ ∇aωb ´∇bωa “ pBωqab .
Since Ωp‚, ‚, λq :“ Ωabc λc dza ^ dzb is a holomorphic 2-form (both Ω and λ are holomorphic),
B¯Ωp‚, ‚, λq “ 0. According to the above, one also has BΩp‚, ‚, λq “ 0. To summarize,
LλΩ “ 0 , (162)
i.e. λ is a holomorphic Killing vector field that preserves the Calabi-Yau 3-form Ω.
The requirement (162) is an additional condition on λ, i.e. it is not satisfied for an arbitrary
holomorphic Killing field: consider the case of M “ C with Ka¨hler form (=volume form)
vol “ i dz ^ dz¯, holomorphic one-form Ω :“ dz and holomorphic Killing field λ :“ Re pi z BBz q.
One has LλΩ “ iΩ ‰ 0.
Since λ is a holomorphic Killing vector field, it preserves the Ka¨hler form and one can
introduce the corresponding moment map τ by means of the following equation
dτ “ J ˝ λ˜,
where J is the complex structure. In components, λ˜k “ i Bkτ and λ˜k¯ “ ´i Bk¯τ . We can
now rewrite the equation (149) as
∇iωjk¯ “ gjk¯ Biph´ 2gik¯ Bjph`∇k¯ωij , (163)
where ph “ h´ i τ . (164)
Let us now discuss the integrability conditions for (163). If i and m are both holomorphic
indices, one has r∇i,∇ms “ 0, therefore one has the following condition:
∇mpgjk¯ Biph´ 2gik¯ Bjph`∇k¯ωijq ´∇ipgjk¯ Bmph´ 2gmk¯ Bjph`∇k¯ωmjq “ 0 (165)
Contracting this with gik¯, we get
4∇mBjph`∇mλ˜j ` gik¯∇i∇k¯ωmj “ 0 (166)
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Since λ is a holomorphic vector field, ∇mλ˜j “ 0. Noting the following equality:
∇k¯∇iωmj “ 0, (167)
which follows from (139), (140), the assumption f “ f0 “ const. and the fact that Ω
is a holomorphic form, we deduce that gik¯∇i∇k¯ωmj “ gik¯∇k¯∇iωmj ` pRic ˝ ωqmj “
f0
3
gik¯∇k¯Ωimj “ 0. Hence (166) leads to
∇mBjph “ 0 . (168)
Substituting this in (165), we obtain
∇m∇k¯ωij ´∇i∇k¯ωmj “ 0
Commuting the derivatives, using (167) and the symmetry property of the Riemann tensor
on a Ka¨hler manifold: Rn
jmk¯
“ Rn
mjk¯
(which follows from the cyclic Bianchi identity), we
get
Rnmjk¯ ωin “ Rnijk¯ ωmn . (169)
Dualizing the two-form ω to a vector using the three-form Ω, i.e. ωij “ 12Ωijk ωk, subse-
quently dualizing the equation (169) (which is skew-symmetric in the pi,mq indices) by
means of multiplication by rΩims and using (133), we get
Rnmjk¯ ω
m “ 0 (170)
i.e. the Riemann tensor has a ‘null-vector’. This completes the proof of the Proposi-
tion. 
§ 6.2. CKYF of type p1, 1q
For the time being we will make an additional assumption that the CKYF 2-form ω is of
type p1, 1q, i.e. we set ωp2,0q “ ωp0,2q “ 0 (which trivially satisfies (170)). We therefore find
ourselves in the situation studied in [6, 7] – in this section we mainly review the results
of these papers. The equation (149) simplifies to
∇aωbc¯ “ pgbc¯Bah´ 2 gac¯Bbhq , where h “ gab¯ωab¯ (171)
It is convenient to introduce the ‘shifted’ 2-form of type p1, 1q Ωbc¯ “ ωbc¯ ´ h gbc¯, which
brings the equation to the form
∇aΩbc¯ “ ´2 gac¯ Bbh . (172)
The complex conjugate equation is8
∇a¯Ωbc¯ “ ´2 gba¯ Bc¯h . (175)
8Using the notation X “ Xa Ba ` X a¯ Ba¯ for a vector field X as well as for the corresponding dual
1-form X “ Xadza `Xa¯dza¯, one has
∇XΩbc¯ “ 2 pXc¯ Bbh`Xb Bc¯hq . (173)
This equation is the defining equation of a so-called Hamiltonian 2-form [6], and may be rewritten
invariantly as follows:
∇XΩ “ J ˝ dh^X ´ dh^ J ˝X . (174)
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The equations defining a Killing-Yano tensor of type p1, 1q have the form (172)-(175) for
a manifoldM of arbitrary complex dimension M ą 2, up to a rescaling of the function h.
Therefore for the moment we will relax the assumption that dimC M “ 3 and consider
this more general situation. Let us assume that the Hamiltonian 2-form Ω has a max-
imum number of distinct (real) eigenvalues λ1 . . . λM with corresponding eigenvectors
vp1q . . . vpMq, i.e.
Ωmn¯ pvpiqqn¯ “ λi gmn¯ pvpiqqn¯, pvpiqqm Ωmn¯ “ λi pvpiqqm gmn¯ . (176)
We will also assume that the eigenvalues λ1 . . . λM , which are functions on Y , are func-
tionally independent, i.e. dλ1 ^ . . .^ dλM ı 0.
Lemma 5. [6] The gradients of the eigenvalues λi are mutually orthogonal.
The eigenvalues λi are in involution w.r.t. the Poisson bracket.
Proof.
Multiplying the first equality in (176) by pvpjqqm and using the second equality, we get
pλi ´ λjq pvpjqqm gmn¯ pvpiqqn¯ “ 0 , (177)
hence the eigenvectors corresponding to different eigenvalues are orthogonal (in the Her-
mitian sense):
pvpjqqm gmn¯ pvpiqqn¯ “ 0 for i ‰ j . (178)
Let us now multiply the equation (172) defining the Hamiltonian 2-form Ω by vb vc¯,
where v is a unit-normalized eigenvector of Ω (}v}2 :“ vb vc¯ gbc¯ “ 1) corresponding to
eigenvalue λ. Using
vb vc¯∇aΩbc¯ “ Bapλ }v}2q ´ Ωbc¯ p∇avb vc¯ ` vb∇avc¯q “
“ Ba pλ }v}2q ´ λ Ba}v}2 “ psince }v}2 “ 1q “ Baλ ,
we then get
Baλ “ ´2 gac¯ vc¯ ¨ pvbBbhq . (179)
This formula, together with (178), implies that the gradients of the eigenvalues λi are
mutually orthogonal. Recall also that the Poisson bracket defined by the Ka¨hler form is
tf1, f2u “ gab¯ Baf1 Bb¯f2 ´ gab¯ Baf2 Bb¯f1. It follows easily from (178) and (179) that the λi
are in involution with respect to this Poisson bracket. 
We will now show that it is possible to associate to the λi a set of commuting holomor-
phic Killing vector fields (i.e. vector fields preserving both the metric and the complex
structure). To this end, we construct the elementary symmetric polynomials of λi (up to
˘ signs), which we call µk:
nź
k“1
pϑ´ λkq “
nÿ
k“0
ϑk µk`1, µn`1 “ 1. (180)
Lemma 6. [6] The vector fields ξi :“ J ˝∇µi are commuting holomorphic Killing
vector fields.
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Proof.
First, let us write out these vector fields and the dual one-forms in components:
pξiqa “ i gab¯Bb¯µi, pξiqb¯ “ ´i gab¯Baµi ñ pξiqa “ ´i Baµi, pξiqb¯ “ i Bb¯µi . (181)
Let us start with µn “ ´
nř
k“1
λk “ ´gmn¯Ωmn¯ :“ ´TrpΩq (Here we have used the partition
of unity
gmn¯ “
Mÿ
j“1
pvpjqqm pvpjqqn¯ (182)
formed out of the eigenvectors vpiq of Ω). From the definition of the Hamiltonian 2-form
we obtain:
∇aΩbc¯ “ ´gac¯Bbµn (183)
We have already seen in (168) that ∇aBbµn “ 0, which may be also written as the
holomorphicity of the vector field ξn (defined in (181)):
Bapξnqc¯ “ 0. (184)
Note that the vector field ξi :“ J ˝ ∇µi is Hamiltonian by definition, i.e. it preserves
the Ka¨hler form. The Killing condition Lξgµν “ ∇µξν `∇νξµ “ 0 is then automatically
satisfied:
∇apξnqb¯ `∇b¯pξnqa “ 0 ñ ∇aBb¯µn ´∇b¯Baµn ” 0 since Γc¯ab¯ “ 0 (185)
∇apξnqb `∇bpξnqa “ 0 (follows from Bapξnqc¯ “ 0 q. (186)
So far we have shown that ξn :“ J ˝∇µn is a holomorphic Killing vector field. Now we
will prove inductively that ∇µi are holomorphic Killing for all i. Suppose that Bbpξjqa¯ “ 0
for j “ n, . . . , k.
Lemma 7. One has the following recurrence relation:
pξk´1qa¯ “ µkpξnqa¯ ` Ωa¯c¯pξkqc¯, (187)
where Ωa¯c¯ :“ gaa¯ Ωac¯. (This gives the matrix elements of the operator Ω in the
basis of vectors tξku.)
Proof.
According to (179), one has for the gradients of λi the following formula:
∇a¯λi :“ gaa¯ Baλi “ ´2 va¯i ¨ pvbi Bbhq . (188)
Using it, we calculate the gradient of the logarithm of (180):ÿ ´∇a¯λk
ϑ´ λk “
ř
ϑk∇a¯µk`1ř
ϑk µk`1
. (189)
Acting on it by ´i pϑ δc¯a¯´Ωc¯a¯q, using (188), the definition (176) in the form Ωc¯a¯ va¯i “ λi vc¯i
and the definition (181) (´i∇a¯µk`1 ” pξk`1qa¯), we have
´ 2i∇c¯h “ ϑ
ř
ϑk pξk`1qc¯ ´ř ϑk Ωc¯a¯ pξk`1qa¯ř
ϑk µk`1
(190)
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To simplify the l.h.s., we have used the partition of unity (182). Recalling the definition
pξnqa¯ “ ´i∇a¯µn “ ´2i∇a¯h, we get from (190) the recurrence relation (187). 
Continuation of proof of Lemma 6.
Let us now calculate the holomorphic derivative of (187):
Bbpξk´1qa¯ “ Bbµkpξnqa¯ ` pBbΩa¯c¯qpξkqc¯ “ igbc¯ pξkqc¯ pξnqa¯ ` pBbΩa¯c¯qpξkqc¯ (191)
In order to evaluate the last term we multiply the definition (183) of the Hamiltonian
2-form by pξkqc¯ to obtain BbpΩa¯c¯qξ c¯k “ ´gbc¯pξkqc¯∇a¯µn “ ´igbc¯pξkqc¯ pξnqa¯. Plugging this in
the above expression, we get
Bbpξk´1qa¯ “ 0 . (192)
We have proven that the vector fields ξi are Killing. Moreover, they commute, as these
are Hamiltonian vector fields, whose corresponding Hamiltonians are µi “ µiptλkuq, and
we have shown above that λk’s are in involution. (We use the property of the Hamiltonian
vector fields rXf , Xgs “ Xtf,gu.) This completes the proof of Lemma 6.2. 
Let us analyze the consequences of lemmas 5 and 6, first at the example of the toric met-
ric (4) and assuming the maximal number (three) of linearly independent vector fields ξk.
Lemma 8. [6] Suppose the metric (4) admits a Killing-Yano form of type p1, 1q,
and the Killing vector fields ξi, i “ 1, 2, 3, generated by this form, as defined in
Lemma 6, coincide with BBφi . Then in the metric (4) one has
Gij “
nÿ
k“1
Qkpλq BλkBµi
Bλk
Bµj , where Qp “ fppλpq
ź
t‰p
pλp ´ λtq . (193)
The potential G can be expressed as (up to a function linear in tµku)
G “ ´
ÿ
m
λmˆ
dym fmpymq
ź
k
pym ´ λkq . (194)
Proof.
We proved in Lemma 5.1 that the gradients of λk are orthogonal, therefore in the new
variables tλku the metric should be of orthogonal form:
Gijdµ
idµj “
nÿ
k“1
Qkpλq dλ2k .
This is clearly the same as (193). Let us now use the condition BkGij “ BiGkj. Multiplying
the resulting equation by Jjp ¨ Jis ¨ Jkt , where J is the Jacobian Jis :“ BµiBλs , we obtain:
δps
BQp
Bλt ´ δpt
BQp
Bλs `Qs T
s
pt ´Qt T tps “ 0, T spt :“
ÿ
i,j
Bµj
Bλp
Bµi
Bλt
B2λs
BµiBµj
Setting in the above equation p “ s ‰ t, we get
t ‰ p ñ BQpBλt `Qp T
p
pt ´Qt T tpp “ 0 (195)
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In order to calculate T ppt and T
t
pp we use the defining equation
nś
k“1
pϑ´ λkq “
nř
k“0
ϑk µk`1.
Differentiating it w.r.t. µj and sending ϑÑ λi, we get
Bλi
Bµj “ ´
λj´1iś
k‰i
pλi ´ λkq
It is also easy to calculate the second derivative BBλk
´
Bλi
Bµj
¯
for k ‰ i:
k ‰ i ñ BBλk
ˆ Bλi
Bµj
˙
“ 1
λi ´ λk
Bλi
Bµj .
Using this, we get
t ‰ p ñ T ppt “ BµiBλp
B
Bλt
ˆBλp
Bµi
˙
“ 1
λp ´ λt , T
t
pp “ 0
The equations (195) therefore are BQpBλt ` 1λp´λt Qp “ 0 pp ‰ tq and have the solution
Qp “ fppλpq
ź
t‰p
pλp ´ λtq (196)
Using the above results, one can integrate (193) to obtain an expression for the symplectic
potential G. Indeed, since Gij “ BλmBµj BBλm
´
BG
Bµi
¯
, we have from (193):
B
Bλm
ˆ BG
Bµi
˙
“ BλmBµi Qppλq “ ´λ
i´1
m fmpλmq .
Integrating, we get BGBµi “ ´
ř
m
λm´
dym y
i´1
m fmpymq . Once again passing to the λ-variables
in the l.h.s., we get
BG
Bλn “ ´
ÿ
i
Bµi
Bλn
ÿ
m
λmˆ
dym y
i´1
m fmpymq “ ´
ÿ
m
λmˆ
dym fmpymq
˜ÿ
i
Bµi
Bλny
i´1
m
¸
“
“ using the definition p180q “
ÿ
m
λmˆ
dym fmpymq
ź
k‰n
pym ´ λkq .
This is easily integrated to give (194). 
Let us now see what form the metric (4) takes. To this end, recall that we have already
seen that the matrix J diagonalizes the metric Gij, i.e. J
T ˝ G ˝ J “ DiagtQ1, . . . , Qnu.
Therefore
ds2 “ 1
4
3ÿ
k“1
Qk dλ
2
k `
3ÿ
k“1
1
Qk
pJik dφiq pJjk dφjq, (197)
where the functions Qk are of the form (196). The Jacobian J “ BµBλ is easily found by
differentiating the definition (180) w.r.t. λm:
´
nź
k“1,k‰m
pϑ´ λkq “
n´1ÿ
k“0
ϑk
Bµk`1
Bλm
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It follows that Jk`1m “ Bµk`1Bλm is minus the elementary symmetric polynomial of degree
n´ 1´ k in the variables λ1, . . . ,xλm, . . . , λn with λm omitted.
The expression for the metric (193) and for the potential (194) essentially reproduce the
formulae of Proposition 11 in [6]. We also note that an expression identical to (196) was
obtained in the investigation of metrics possessing Killing tensors in [32].
Now, it is not difficult to see that the fully orthotoric metric (197) cannot describe the
geometry (59) of Y . Indeed, consider the sphere CP1 Ă Y lying at the intersection of
two hyperplanes, say `1 “ 0 and `2 “ 0. According to (12), at each of these hyperplanes
one should have DetpHessGq´1 “ 0. From the point of view of the orthotoric metric, this
means that one of the functions t 1
fppλpqu has to vanish at this hyperplane. Therefore at
the intersection of two hyperplanes two functions vanish, and we may assume 1
f1pλp0q1 q
“
1
f2pλp0q2 q
“ 0. The induced metric on the sphere is therefore determined by the remaining
function f3pλq. For this metric to be the standard round metric one has to require
Q3pλp0q1 , λp0q2 , λ3q „ 11´λ23 . This choice is however incompatible with the Ricci-flatness of
the metric (197) (the conditions that Ricci-flatness imposes on the functions fppλpq are
given in [6], see the Theorem in the introduction). The resolution of this problem lies
in relaxing the requirement of having three linearly independent vector fields tξku and
considering instead the situation when one of the eigenvalues of the Killing-Yano tensor
is constant, and the other two give rise to two linearly independent Killing vector fields.
In this case, as it was shown in [6], the metric takes the form
ds2 “ ´x y ¨ `gV dζ dsζ˘` y ´ x
4
`
f2pyq dy2 ´ f1pxq dx2
˘` (198)
` 1
y ´ x
ˆ
1
f2pyq pdφ1 ` xωq
2 ´ 1
f1pxq pdφ1 ` y ωq
2
˙
ω “ dφ2 ´ A, dA “ i gV dζ ^ dsζ .
Here gV pζ, sζq dζ dsζ is a Ka¨hler metric on a Riemann surface, which may be seen as the
metric on the Ka¨hler quotient w.r.t. the vector fields BBφi . If one assumes that gV is the
standard round metric on CP1, gV dζ dsζ “ 2 dζ dsζp1`|ζ|q2 ,the metric (198) becomes compatible
with (59), and in fact may be obtained from it by carrying out the above derivations word-
by-word for the part of (59), ‘transverse’ to the CP1. In particular, the formula (194)
now gives the ‘transverse’, or ‘reduced’, symplectic potential G referred to in (59).
§ 6.3. The orthotoric metric
The dual potential for the Ricci-flat metric may be obtained from (194) by setting
f1pxq :“ ´ 3x
P pxq , f2pyq :“ ´
3 y
Qpyq , where
P pxq “ x3 ´ 3
2
x2 ` c “
3ź
i“1
px´ xiq, Qpyq “ y3 ´ 3
2
y2 ` d “
3ź
i“1
py ´ yiq . (199)
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This form of the functions follows from the Ricci-flatness equation. Upon the identification
λ1 “ x and λ2 “ y we get
Go“´
3ÿ
i“1
px´ xiqpy ´ xiq
1´ xi log |x´ xi|´
3ÿ
i“1
px´ yiqpy ´ yiq
1´ yi log |y ´ yi|`3 px` yq .
(200)
The roots are labeled in increasing order, i.e. x´ :“ x1 ă x2 ă x3 and y1 ă y2 ă y3.
Note that yi “ ξi are the roots of Qpyq that we encountered before, in §§ 4.1 and 4.2. The
domain in the px, yq space is as follows (for details see [31]):
y P ry1, y2s, x ď x´ ă 0 . (201)
Note that in this domain f1pxq ď 0 and f2pyq ě 0, therefore the metric (198) is positive-
definite. The moment maps µ, ν are related to the auxiliary ‘orthotoric’ variables x, y by
means of the following formulas, which follow essentially from (180):
µ “ ´x y, ν “ ´px` yq . (202)
The meaning of these variables was explained in detail in the previous paragraphs. The
minus signs are needed, since in the pµ, νq variables ‘infinity’ corresponds to µ, ν Ñ
`8, whereas in the px, yq variables it corresponds to x Ñ ´8, y bounded and positive.
The potential (200), expressed in terms of µ, ν, satisfies the Ricci-flatness equation (58)
with a “ 9.
Let us first of all expand the potential Gortho at ‘infinity’, i.e. at ν Ñ 8 with ξ “ µν fixed.
It is easy to see from (202) that this corresponds, in terms of the x, y variables, to the
limit xÑ ´8, y fixed. We obtain:
Go Ñ ´3x log |x| ´ x
3ÿ
i“1
py ´ yiq
1´ yi log |y ´ yi| ` . . . (203)
This should be compared with formula (78). In particular, this means that the parameter
d of the orthotoric metric coincides with the corresponding parameter d from (82). Its
value is therefore given by (88):
d “ 16`
?
13
64
. (204)
It might seem that the orthotoric potential Go still possesses one nontrivial parameter c,
the free term of the polynomial P pxq. However, it turns out that this parameter has to
be fixed to a particular value by the requirement that the 3-rd line of the biangle in Fig. 2
passes at a correct angle with respect to the other two lines (meaning that the topology
of the manifold is indeed the one of a cone over dP1). In fact, the value of c may be
deduced from the above formulas (86). Indeed, we calculate k1 “ ´ ξ
p1q
1
1´ξp1q1
, k2 “ ´ ξ
p1q
2
1´ξp1q2
,
where the values of ξ
p1q
1,2 are given in (274). Assuming that the lower line of the moment
polygon is given by x “ x´ and remembering that k3 “ ´ x´1´x´ , we can then calculate
x´ from either of the relations (86): x´ “ 12p4 `
?
13q. Since x´ has to be a root of the
polynomial P pxq, we obtain c “ 3
2
x2´ ´ x3´, which numerically turns out to be
c “ ´1
8
p133` 37?13q . (205)
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7. Deformation of the moment polytope
In this section we will show directly that there is a first-order deformation of the orthotoric
metric that reflects an infinitesimal deformation of the moment polytope. The deformation
of the polytope in question is the -shift of its lower side, as shown in Fig. 4. The canonical
way to deal with this problem is to keep the domain unchanged and to introduce the
explicit dependence on  in the equation itself. This can be done by explicitly mapping
the new domain to the old one, which can be achieved as follows:
ν
μ
ε
size of the blown-up CP1
μ0
ν0
Figure 4: Deformation of the moment polytope.
• Shift the variables pµ, νq so that the new origin is located at the intersection point
of the dashed lines shown in Fig. 4
• Rescale the variables infinitesimally i.e. µÑ p1` qµ, ν Ñ p1` q ν. Clearly, this
maps the dashed lines to themselves (since they pass through the origin) and moves
the lower line of the polytope parallel to itself by a distance of order .
• Shift the variables pµ, νq back .
The net effect is in the following change of variables:
µ¯ “ µ`  µ0
1`  , ν¯ “
ν `  ν0
1`  , (206)
where pµ0, ν0q are the coordinates of the intersection point of the dashed lines in the
original coordinates:
µ0 “ ´ξ1ξ2, ν0 “ ´pξ1 ` ξ2q . (207)
It is also convenient to pass to a new unknown function sG:
G “ p1` q p3 ν¯ logp1` q ` sGq . (208)
One then has the following equation for sG:
e
B sG
Bµ¯` B
sG
Bν¯ ˆDetĘHess sG “ a ˆµ¯´ µ0
1` 
˙
. (209)
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What we have achieved is that the domain of definition here is the same as the original
moment polytope. In particular, for  “ 0 we know the (unique) solution to (209) – it
is given by the orthotoric potential (200) above (for the case a “ 9). Since the latter
is most conveniently expressed in the orthotoric px, yq coordinates, let us pass to these
coordinates in the eq. (209), using the formulas (202). We then obtain:
Rr sG, s “ 0, where (210)
Rr sG, s :“ e´ 1´yy´x sGy´ 1´xy´x sGx¯ 1px´ yq2
˜sGxx sGyy ´ ˆ sGxy ` sGx ´ sGy
x´ y
˙2¸
“detĘHesspµ¯,ν¯q sG
`9
ˆ
xy `  µ0
1` 
˙
.
The first order of perturbation theory in  for the solution sG may be constructed as follows:sG “ Go ` Hpx, yq, (211)
δRr sG, 0s
δ sG ˇˇ sG“Go ˝ pHq `RrGo, s “ 0 .
Taking into account that
δRr sG, 0s
δ sG ˇˇ sG“Go ˝H “ 3x´ y
ˆ
y
B
Bx
ˆ
P pxqBHBx
˙
´ x BBy
ˆ
QpyqBHBy
˙˙
, (212)
we can write the linearized equation as
1
x´ y
ˆ
y
B
Bx
ˆ
P pxqBHBx
˙
´ x BBy
ˆ
QpyqBHBy
˙˙
` 3µ0 “ 0 . (213)
The variables separate, and one can look for the solution in the form
Hpx, yq “ h1pxq ` h2pyq . (214)
The functions h1pxq, h2pyq then satisfy the following equations:
h11pxq “ B` 3µ0 x` Ax
2
P pxq , h
1
2pyq “
rB` 3µ0 y ` A y2
Qpyq , (215)
where A,B, rB are constants. Since we wish the function H to be regular at the sides of the
moment polytope, i.e. at y “ ξ1, ξ2 and x “ x´, we have to require that the numerators
of the fractions in the right hand sides of the equations vanish at the prescribed points,
which can be formulated asrB` 3µ0 y ` A y2 “ A py ´ ξ1q py ´ ξ2q, B` 3µ0 x´ ` Ax2´ “ 0 . (216)
Using the relations between the roots ξ0, ξ1, ξ2 summarized in Appendix C, we find
A “ ´3 ξ0, B “ 3x´ ξ0 px´ ´ ξ1 ´ ξ2q, rB “ 3 d, (217)
so that
h11pxq “ ´ 3 ξ0 px´ x˜qpx´ x1qpx´ x2q , h2pyq “ ´3 ξ0 log |y ´ ξ0| , x˜ “ ξ1 ` ξ2 ´ x´ . (218)
The formulas (208), (211), (214) and (218) together give the first-order Ricci-flat defor-
mation of the metric, corresponding to the change of the polytope depicted in Fig. 4.
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§ 7.1. Asymptotic behavior at infinity
We wish to quantify the deviation of the -corrected metric from the conical metric (77)
at infinity. To do so, first we write the symplectic potential as (see (208))
G “ p1` q pGopx¯, y¯q ´ 3 logp1` q px¯` y¯q ` Hpx¯, y¯qq, (219)
where x¯, y¯ are the orthotoric variables which themselves depend on  via the formu-
las (206):
´ x¯ y¯ “ µ`  µ0
1`  , ´px¯` y¯q “
ν `  ν0
1`  (220)
Since we are interested in the first order in , we may construct a perturbation theory for
the variables x¯, y¯. If we set x¯ “ x`  δx, y¯ “ y `  δy , from (220) we easily find
δx “ px´ ξ1qpx´ ξ2q
y ´ x , δy “ ´
py ´ ξ1qpy ´ ξ2q
y ´ x . (221)
From (219) we find that the first order (in ) correction to the orthotoric potential Gopx, yq
can be expressed as
G “ Gopx, yq ` 
¨˚
˚˝Gopx, yq ` BGopx, yqBx δx` BGopx, yqBy δy `Hpx, yq ´ 3 px` yq
:“δGpx,yq
‹˛‹‚` . . .
(222)
Now, x and y are related to µ, ν by means of the standard formulas (220) with  “ 0,
i.e. µ “ ´x y, ν “ ´px` yq. We are interested in the behavior of δGpx, yq at infinity, i.e.
xÑ ´8, y bounded. A direct calculation shows that
δGpx, yq “ α
x2
` o
ˆ
1
x2
˙
, α “ const. (223)
Since for large negative x we have |x| “ Opµq “ Opνq “ Opr2q, we find
|g ´ gortho|gortho “ O
ˆ
1
r6
˙
. (224)
According to the general theory introduced in § 2.1 (see Lemma 1), this implies that the
variation of the Ka¨hler form
rδωs P H2c pY,Rq (225)
lies in the compactly supported cohomology group.
§ 7.2. An alternative derivation of the deformation
There is also a simpler way to evaluate the decay rate of the first-order deformation.
Indeed, instead of first mapping the new moment polytope to the old one, one can try to
construct directly a deformation of the potential G as follows:
G “ Go ` H (226)
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Expanding the Ricci-flatness equation (58) around the orthotoric solution to the first order
in the deformation H, or simply using (213) that follows from the linearization of (210),
we obtain the following remarkably simple linear equation:
1
x
B
Bx
ˆ
P pxq BHBx
˙
´ 1
y
B
By
ˆ
Qpyq BHBy
˙
“ 0 (227)
The price that we will have to pay for not working in a fixed domain (as we did in the
previous paragraph, by mapping the new domain to the old one) is that the deformation
H will be affected by the domain shift in a singular way. Indeed, this has to be the case,
since we proved in § 5 that there cannot be a deformation that is smooth at all sides of
the polytope (this would imply that there is a deformation of the Ricci-flat metric with
the same moment polytope, i.e. within the same Ka¨hler class).
We recall that near any one of its edges, let us say the one defined by ` “ 0, the potential
G behaves as follows:
G “ ` plog `´ 1q ` . . . (228)
For our application we think of ` “ 0 as being the lower line of the moment polytope
depicted in Fig. 4. Transporting the line defined by ` “ 0 parallel to itself means changing
` by `` , where  is a constant. Therefore after the shift
G “ p`` q plogp`` q ´ 1q ` . . . “ ` plog `´ 1q `  log `` . . . (229)
One sees that the deformation is formally proportional to log `, which is singular, however
the important point is that the coefficient of proportionality is a constant (), whereas
in general it could be a function of µ, ν. We come to the conclusion that the admissible
deformation of the potential G, i.e. the one that can be resummed into a smooth potential
G defined on a deformed moment polygon, is the one which has the form
H „ β log `` . . . , β “ const. (230)
In the x, y variables this means that we are looking for a deformation of the form
H „ β log |x´ x´| ` . . . as xÑ x´ (231)
Since the left and right sides of the moment polytope in Fig. 4 are not shifted, we are
looking for solutions of (227), non-singular at y “ y1, y “ y2. The general solution of (227)
has the form:
Hpx, yq “
ÿ
λ
hλpxq gλpyq, (232)
where hλ and gλ are eigenfunctions of the Heun operators,
B
Bx
ˆ
P pxq BhλpxqBx
˙
´ λxhλpxq “ 0, (233)
B
By
ˆ
Qpyq BgλpyqBy
˙
´ λ y gλpyq “ 0 (234)
Moreover, gλpyq is an eigenfunction of the Sturm-Liouville problem, namely it has to be
real-analytic at y “ y1, y “ y2. It then follows from Lemma 3 that λ “ 0 or λ ě 3. Then
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the standard Frobenius analysis of the equation (233) shows that hλpxq decays at least as
1
x2
at infinity9. Now, if we assume hλpxq regular at x “ x´, multiplying (233) by hλpxq
and integrating by parts, we find that hλpxq “ const. for λ “ 0 and hλpxq “ 0 for λ ą 0.
Therefore a regular deformation (different from a constant) does not exist. To have a
nontrivial deformation, we have to assume that hλpxq is singular at x “ x´, moreover the
Frobenius analysis shows that it behaves as
hλpxq “ aλ log |x´ x´| ` . . . , aλ ‰ 0 (235)
Thus, we see that the solution Hpx, yq behaves at x “ x´ as
Hpx, yq „ qpyq log |x´ x´| ` . . . with qpyq “
ÿ
λ
aλgλpyq (236)
According to the condition (231), qpyq “ β “ const., so that
β “
ÿ
λ
aλgλpyq (237)
It is clear from (234) that one can take g0pyq “ 1. Moreover, by standard Sturm-Liouville
theory arguments, the eigenfunctions gλ1pyq, gλ2pyq for λ1 ‰ λ2 are orthogonal with respect
to the weight function y ą 0:
y2ˆ
y1
dy y gλ1pyq gλ2pyq “ 0 for λ1 ‰ λ2 (238)
It follows that in (237) a0 “ β, aλ‰0 “ 0, hence
Hpx, yq “ ´β
8ˆ
x
dxˆ
P pxˆq “ ´
β
2x2
` . . . for xÑ ´8 . (239)
This confirms the decay estimate (224).
We may also use an alternative criterion, given by formula (31), to confirm that the
variation of the Ka¨hler form lies in H2c pY,Rq. It involves the calculation of the integrals
of δω over the homologically non-trivial cycles, which we called CP1A and CP
1
B. These
spheres are embedded in the del Pezzo surface with normal bundles Op1q for CP1A and
Op´1q for CP1B. From the point of view of the plot shown in Fig. 4, the sphere CP1A is
located transversely to the plot at the upper angle of the polygon, and the sphere CP1B
– at the lower angle. It follows from the expression for the metric (59) that the integrals
of the Ka¨hler form over these cycles are proportional to their µ-coordinates in the plot.
The integrals of δω – the deformation of the Ka¨hler form – are then the differences of the
µ-coordinates of the corners in the original and shifted polytopes. Therefore we arrive at
the following equations:
CP1A : δµA ´ ξ2 δνA “ 0, δµA ´ x´ δνA ´  “ 0 ñ δµA “ ξ2 ξ2 ´ x´
CP1B : δµB ´ ξ1 δνB “ 0, δµB ´ x´ δνB ´  “ 0 ñ δµB “ ξ1 ξ1 ´ x´
9If we exclude the growing case, which would then not be subleading to the conical metric at infinity.
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Using the actual values for the roots ξ1,2 and x´10, which may be obtained from (199),
(204), (205), we find
δµA
δµB
“ 3 , (240)
which, according to the criterion (31), implies δω P H2c pY,Rq.
Comment. Interestingly, the same calculation shows that the moment polygon, corre-
sponding to the compactly supported Ka¨hler class, is the one where the two semi-infinite
sides in Fig. 4 intersect precisely at µ “ 0. The polygon may be freely translated in the
ν-direction, so we may assume that in this case the two semi-infinite sides intersect at the
origin. The three lines are then given by the equations µ “ ξ1 ν, µ “ ξ2 ν, µ “ x´ ν ` a,
and the calculation again gives the answer δµA
δµB
“ 3 for the ratio of the volumes of the two
CP1’s located at the angles of the polygon.
§ 7.3. Deformation of the Killing-Yano form
Proposition 7. The curvature tensor of the orthotoric metric does not possess
a null vector, i.e. equation (170) is only satisfied for ω “ 0.
Proof.
The statement that the Riemann tensor has a null vector can be formulated in two equiv-
alent ways:
Rijkn¯ ω
k “ 0, Rijkn¯ ωn¯ “ 0 . (241)
The two are effectively related by complex conjugation and invoking the symmetry prop-
erties of the Riemann tensor. We will use the second form and the expression (8) for the
Riemann tensor, which can be seen to implyÿ
t
B2G´1jk
BµsBµt pωt “ 0 for all j, k, s, pωt “ G´1tn ωn¯ . (242)
In particular, the necessary condition is
Det
# B2G´1jk
BµsBµt
+
s,t
“ Det HesspG´1jk q “ 0 for all j, k . (243)
We will now prove that this does not hold for the orthotoric metric. First, we specialize
to the case that the metric has Up2q ˆUp1q symmetry, rather than Up1q3, i.e. we assume
the form (51) of the Ka¨hler potential. One can check that, for the dual potential, this
implies the following form:
G “
´µ
2
` τ
¯
log
´µ
2
` τ
¯
`
´µ
2
´ τ
¯
log
´µ
2
´ τ
¯
´ µ log µ` rGpµ, νq
µ “ µ1 ` µ2, τ “ µ1 ´ µ2
2
, ν “ µ3 .
Here rGpµ, νq is the ‘reduced’ potential used everywhere above – it does not depend on τ .
In our application we have in mind, of course, thatrG “ Go. (244)
10These values are: x´ “ 12 p4`
?
13q, ξ1 “ 18 p1`
?
13q, ξ2 “ 18 p7`
?
13q.
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The Hessian Gij for the potential G of the above form is (the ordering of rows/columns
is τ, µ, ν):
HessG “ tGiju “
¨˚
˚˝
µ
µ2
4
´τ2
´τ
µ2
4
´τ2 0
´τ
µ2
4
´τ2
τ2
µpµ2
4
´τ2q ` rGµµ rGµν
0 rGµν rGνν
‹˛‹‚ (245)
Det HessG “ µ
µ2
4
´ τ 2 Det Hess
rG . (246)
One easily calculates
G´133 ” ppHessGq´1q33 “
rGµµ
Det Hess rG . (247)
Since G´133 is independent of τ , HessG
´1
33 is degenerate and has a null-vector
¨˝
1
0
0
‚˛. Let
us check that this is the only null-vector of HessG´133 . To this end, we need to show that
Det Hess
µ,ν
pG´133 q ı 0 . (248)
Since in the case of the orthotoric metric everything is expressed in terms of the px, yq
variables, we will be using the following formulas describing the change of variables, valid
for an arbitrary function F pµ, νq:
Fµµ “ Fxx ` Fyypx´ yq2 ´
2
px´ yq2
ˆ
Fxy ` Fx ´ Fy
x´ y
˙
,
Fνν “ x
2 Fxx ` y2 Fyy
px´ yq2 ´
2x y
px´ yq2
ˆ
Fxy ` Fx ´ Fy
x´ y
˙
Fµν “ ´xFxx ` y Fyypx´ yq2 `
x` y
px´ yq2
ˆ
Fxy ` Fx ´ Fy
x´ y
˙
,
Det HessF “ 1px´ yq2
˜
FxxFyy ´
ˆ
Fxy ` Fx ´ Fy
x´ y
˙2¸
. (249)
We write out the derivatives of the orthotoric symplectic potential Go:
pGoqxx “ 3xpx´ yq
P pxq , pGoqyy “
3ypy ´ xq
Qpyq , pGoqxy `
pGoqx ´ pGoqy
x´ y “ 0 , (250)
where P pxq “
3ś
i“1
px´ xiq “ x3 ´ 32x2 ` c, Qpyq “
3ś
i“1
py ´ yiq “ y3 ´ 32y2 ` d.
Setting in (247) rG “ Go and using the above formulas, we obtain
G´133 “ 13 px´ yq
ˆ
P pxq
x
´ Qpyq
y
˙
. (251)
Substituting in (249) F “ G´133 , one finds explicitly
Det Hess
µ,ν
G´133 “ (252)
“ 4pc´ dq
`
y3
`
c px` yq `10x2 ´ 5xy ` y2˘` 3x3px´ yq5˘´ d x3px` yq `x2 ´ 5xy ` 10y2˘˘
3x3y3px´ yq10 ı 0
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To summarize, we have proven that the only null-vector of Hess G´133 is
¨˝
1
0
0
‚˛. For
equation (242) to have a non-zero solution pω, this vector would have to be a null-vector of
all matrices Hess G´1ij , which would imply B2τG´1ij “ 0 for all i, j. We compute, however,
G´111 “ 1µ
ˆ
µ2
4
´ τ 2
˙
` τ
2
µ2
rGνν
Det Hess rG . (253)
Therefore
B2τG´111 “ 2µ2
˜ rGνν
Det Hess rG ´ µ
¸
ı 0 (254)
meaning that the only solution of (242) is pω “ 0 “ ω. 
8. Summary
In the present paper we analyzed the space of Ricci-flat metrics on the non-compact
manifold Y – the total space of the canonical bundle over the del Pezzo surface of rank one.
This surface is the blow-up of the projective plane CP2 at one point. As we explained,
a version of the Calabi-Yau for the space Y requires that the metric contain two real
parametes, which are the Ka¨hler moduli representing the sizes of the original CP2 and the
blown-up sphere CP1. The only explicitly known (so-called ‘orthotoric’) metric, however,
has just one parameter (the overall scale). In the paper we have related this to the fact
that the orthotoric metric admits a conformal Killing-Yano form. We have shown that,
although the metric allows a first-order deformation, which preserves the Ricci-flatness
(as it should, by the Calabi-Yau theorem), the deformed metric will no longer admit a
conformal Killing-Yano tensor.
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Appendices
A. Derivation of the metric (59)
Here we will derive the formula (59) for the metric, starting from the Up2qˆUp1q-invariant
Ka¨hler potential (51): K “ Kp|z1|2 ` |z2|2, |u|2q. Denoting by K0 the Ka¨hler potential
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of the sphere CP1, K0 “ logp|z1|2 ` |z2|2q, and introducing the real variables t, s via
e
t
2 “ |z1|2 ` |z2|2 and es “ |u|2, we obtain the following formulas:
B2K
BziBszj “ 4B
2K
Bt2 BiK0
sBjK0 ` 2BKBt BisBjK0, (255)
B2K
BuBsu “ 1|u|2 B2KBs2 , B2KBziBsu “ 2B
2K
BtBs
1suBiK0 . (256)
Taking into account that BKBt “ µ and 2 BisBjK0 dzidszj “ gCP1 , we obtain the following
expression for the line element:
ds2 “ µ gCP1 ` 4 B2KBt2 BiK0sBjK0 dzidszj ` 1|u|2 B2KBs2 dudsu` 2 B2KBtBs 1suBiK0 dzidsu` 2 B2KBtBs 1usBiK0 dudszj (257)
We now introduce the following combinations:
A “ i
2
psBiK0 dszi ´ BiK0 dziq (258)
dt “ 2 pBiK0 dzi ` sBiK0 dsziq (259)
Therefore sBiK0 dszi “ dt
4
´ iA, BiK0 dzi “ dt
4
` iA (260)
We also parametrize the variable u as follows:
u “ e s2´iφ (261)
Substituting these expressions into (257), we obtain
ds2 “ µ gCP1 ` B
2K
Bt2
ˆ
dt2
4
` 4A2
˙
` B
2K
Bs2
ˆ
ds2
4
` dφ2
˙
` B
2K
BtBs
ˆ
ds dt
2
´ 4 dφA
˙
“
“ µ gCP1 ` 14
B2K
BtiBtj dtidtj `
B2K
BtiBtjAiAj , (262)
where pt1, t2q “ pt, sq and A1 “ ´2A,A2 “ dφ. Let us choose the following parametriza-
tion for pz1, z2q: pz1, z2q “ ρ e´iφ˜2 p1, wq. Then the current A can be rewritten as
A “ i
2
zidszi ´ szidzi
|z1|2 ` |z2|2 “ ´
dφ˜
2
` i
2
wd sw ´ swdw
1` |w|2 (263)
Taking into account that B2KBtiBtj dtidtj “ B
2G
BµiBµj dµidµj, we may rewrite (262) as
ds2 “ µ gCP1 ` 1
4
B2G
BµiBµj dµidµj `
ˆB2G
Bµ2
˙´1
ij
pdφi ´ 2Aiqpdφj ´ 2Ajq, (264)
where pφ1, φ2q “ pφ˜, φq, A1 “ i2 wd sw´ swdw1`|w|2 , A2 “ 0. We have thus arrived at the desired
result, formula (59). Note that, in these notations, gCP1 “ 2 dwd swp1`|w|q2 .
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B. Vector fields generating the up2q ‘ up1q action
To see what restrictions the enhanced Up2q ˆ Up1q symmetry imposes on the toric met-
ric (4), let us start from the holomorphic Killing vector fields generating the toric sub-
group11, i.e. v1 :“ w1 BBw1 , v2 :“ w2 BBw2 , v3 :“ w3 BBw3 . Moreover, let us assume that v1 is
the generator of the Cartan subgroup up1q Ă sup2q (one can always make a change of
variables to make sure this is fulfilled). We wish to construct the remaining generators
L˘ of sup2q, defined by the following properties:
rv1, L˘s “ ˘L˘, rL`, L´s “ 2 v1, rL˘, v2s “ rL˘, v3s “ 0 . (265)
The first of these commutation relations leads to the following form of L˘:
L` “ w21 BBw1 ` w1
ˆ
aw2
B
Bw2 ` bw3
B
Bw3
˙
, (266)
L´ “ ´ BBw1 ´
1
w1
ˆ
cw2
B
Bw2 ` dw3
B
Bw3
˙
. (267)
A priori a, b, c, d are functions of w2, w3, however the last two commutation relations in
(265) imply that they are constants. It follows from the remaining commutation relation
that c “ ´a, d “ ´b. There are two distinct possibilities:
A) a “ b “ 0, in which case L` “ w21 BBw1 , L´ “ ´ BBw1 . The orbit of the SUp2q action is
given by familiar fractional-linear transformations, w1 Ñ aw1`bcw1`d .
B) a ‰ 0 or b ‰ 0. A linear change of plogw2, logw3q-variables brings the vector fields
to the form L` “ w21 BBw1 ` w1w2 BBw2 , L´ “ ´ BBw1 ` w2w1 BBw2 . Changing variables again
according to w12 “ 1pw1w2q1{2 , w11 “ w1, we arrive at the canonical form of the generators:
L´ “ ´ BBw11 , L` “ w
12
1
B
Bw11 ´ w
1
1w
1
2
B
Bw12 , v1 “ w
1
1
B
Bw11 ´
1
2
w12
B
Bw12 (268)
The orbit is
 
w11 Ñ aw
1
1`b
cw11`d , w
1
2 Ñ pcw11 ` dqw2
(
.
In order to build a Ka¨hler metric with the corresponding isometries, one can construct
a Ka¨hler potential Kpwq, which, under the transformations, is shifted as K Ñ K `
fpwq ` Ęfpwq. The only such possibility in case A is to have a potential of the form
K “ log p1` |w1|2q ` K˜p|w2|2, |w3|2q, but this implies that the manifold is a product
of a sphere and some complex surface. In case B, however, the most general choice is
K “ Kp|w2|2p1 ` |w1|2q, |w3|2q, which coincides with (51) after an obvious change of
variables.
C. Determining the physical roots ξ1, ξ2 of Qpξq “ 0
We showed in § 4.2 that the normal bundles of the spheres embedded in the cone require
that
´ ξ2
1´ ξ2 “
3ξ1
1´ ξ1 , (269)
11Representations of various Lie algebras through vector fields in 3 variables were thoroughly studied
in [34]. The discussion presented here is sufficient for us, due to the fact that we have two additional up1q
actions on top of the sup2q.
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where ξ1 and ξ2 are both roots of the polynomial Qpξq. This means that
ξ1 ` ξ2 ` ξ0 “ 32 , (270)
ξ1ξ2 ` ξ1ξ0 ` ξ2ξ0 “ 0, (271)
ξ2 “ 3ξ14ξ1´1 (272)
Eliminating the variables ξ0 and ξ2 we arrive at a cubic equation for ξ1, which, however,
factorizes:
pξ1 ´ 1qp16ξ21 ´ 4ξ1 ´ 3q “ 0 (273)
As we mentioned in § 4.2, the case ξ1 “ 1 corresponds to the case when the physical
region shrinks to zero (i.e. the planes 1, 2 in Fig. 2 merge), so we assume that ξ1 ‰ 1.
Then we have the two solutions:
ξ
p1q
1 “ 18p1`
?
13q, ξp1q2 “ 18p7`
?
13q (274)
ξ
p2q
1 “ 18p1´
?
13q, ξp2q2 “ 18p7´
?
13q (275)
Since P 20 “ ´ 3ξQpξq , in order for the metric at infinity (79) to be positive-definite, we ought
to determine in which of these segments pξpiq1 , ξpiq2 q the function ξQpξq is negative (in the
whole segment). An elementary check shows that this is so only for the first segment,
pξp1q1 , ξp1q2 q. This leads to the following value of d:
d “ 16`
?
13
64
. (276)
D. The space of polynomials y3 ´ 32y2 ` d
In most calculations one encounters the roots ξi of the polynomials of the form
Qpyq “ y3 ´ 3
2
y2 ` d (277)
These can be written out explicitly in terms of Cardano’s formula, however this expression
is rather complicated. A better approach is to use a rational parametrization for the
space of polynomials of the form (277). Indeed, denoting the roots of such a polynomial
by ξ0, ξ1, ξ2 (as we did in the body of the paper), polynomials of the type (277) are defined
by the following relations:
ξ0 ` ξ1 ` ξ2 “ 3
2
, ξ0ξ1 ` ξ0ξ2 ` ξ1ξ2 “ 0 (278)
Reparametrizing the roots as ξ1 “ λ1ξ0, ξ2 “ λ2ξ0, we arrive at a simple equation
pλ1 ` 1qpλ2 ` 1q “ 1, which can be ‘solved’ as follows: λ1 ` 1 “ u, λ2 ` 1 “ 1u , where u is
a new variable. In terms of this variable the roots are parametrized as
ξ0 “ 3
2
1
u` 1
u
´ 1 , ξ1 “
3
2
u´ 1
u` 1
u
´ 1 , ξ2 “
3
2
1
u
´ 1
u` 1
u
´ 1 , (279)
whereas the parameter d of the polynomial Qpyq is expressed as
d “ 27
8
pu´ 1q2
u
1`
u` 1
u
´ 1˘3 (280)
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E. The general three-line solution
In sections 4.1, 4.2 we studied the simplest solution of the Monge-Ampere equation, which
is the metric cone over a Sasakian manifold. The structure of the solution (83) hints at
the possibility of using the following more general ansatz:
G “
2ÿ
i“0
`i plog |`i| ´ 1q ´ plog κq ν, κ ą 0 , (281)
where `i “ 0, i “ 0, 1, 2 are three a priori arbitrary lines in the pµ, νq-plane:
`i “ ai µ` bi ν ` ci (282)
and κ is a constant. Asymptotically, when µ, ν Ñ 8 with ξ “ µ
ν
fixed,
G “ ν logpνq
˜
2ÿ
i“0
bi ` ξ
2ÿ
i“0
ai
¸
` ν
˜
2ÿ
i“0
pbi ` aiξq plog |bi ` aiξ| ´ 1q ´ log κ
¸
` . . .
(283)
Compatibility with the conical asymptotics (77), (78) requires
2ÿ
i“0
ai “ 0,
2ÿ
i“0
bi “ 3 . (284)
Substituting the ansatz (281) in the Ricci-flatness condition (58) (with a˜ “ 1), one arrives
at the following system of equations for the parameters of the ansatz:
ai ` bi “ 1 (already encountered in Lemma 2) (285)
pa1 ´ a2q2 a3 ` pa1 ´ a3q2 a2 ` pa2 ´ a3q2 a1 “ ˘κ (286)
pa1 ´ a2q2 b3 ` pa1 ´ a3q2 b2 ` pa2 ´ a3q2 b1 “ 0 (287)
pa1 ´ a2q2 c3 ` pa1 ´ a3q2 c2 ` pa2 ´ a3q2 c1 “ 0 . (288)
The sign ˘ in the r.h.s. of (286) is defined by ˘ “ sgnp`0 `1 `2q. Using the equation
2ř
i“0
ai “ 0 from (284) (the second equation in (284) now being a consequence of the first
one and (285)), eq. (286) can be rewritten as follows:
pa1 ` a2 ` a3qpa1a2 ` a1a3 ` a2a3q ´ 9 a1a2a3 “ ˘κ ñ a1a2a3 “ ¯κ
9
(289)
Eq. (287) can be brought to the following form, using bi “ 1´ ai:
˘κ “ pa1 ´ a2q2 ` pa1 ´ a3q2 ` pa2 ´ a3q2 “ 2pa1 ` a2 ` a3q2 ´ 6pa1a2 ` a1a3 ` a2a3q
ñ a1a2 ` a1a3 ` a2a3 “ ¯κ
6
(290)
Since κ ą 0, we see that the first equation has real solutions, only if one chooses the
sign ` in the l.h.s. This implies
`0 `1 `2 ą 0 . (291)
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It follows from (284), (289), (290) that a1, a2, a3 are roots of the equation
a3 ´ κ
6
a` κ
9
“ 0 (292)
Upon a change of variables a “ 1
1´ξ , we obtain
Qpξq :“ ξ3 ´ 3
2
ξ2 ` d “ 0, where d “ 1
2
´ 9
κ
. (293)
We therefore obtain the following parametrization for the constants ai, bi, ci:
ai “ 1
1´ ξi , bi “ ´
ξi
1´ ξi , ci “
σ1ξ
2
i ` σ2ξi
1´ ξi , (294)
where σ1,2 are arbitrary constants, and ξi are the solutions of the equation Qpξq “ 0.
If σ1 “ 0, the solution differs from (83) by a trivial shift of ν Ñ ν ` σ2. The interesting
case is σ1 ‰ 0 – in this situation we can as well shift ν to set σ2 “ 0, arriving at the
solution
G3L “
2ÿ
i“0
µ´ ξi ν ` σ1ξ2i
1´ ξi
`
log |µ´ ξi ν ` σ1ξ2i | ´ 1
˘
(295)
This is a one-parametric generalization of (83). For the case of the manifold Y 2,1, taking
into account that a0 ą 0, a1 ą 0, a2 ă 0, the analogue of our former requirement ξ P pξ1, ξ2q
is `0 ą 0, `1 ą 0, `2 ą 0, which is compatible with (291).
Since the ‘radial’ part of the metric rds2sµ :“ B
2G3L
BµiBµj dµidµj is two-dimensional, one may
introduce isothermal coordinates to simplify it. One can check that the orthotoric coor-
dinates px, yq (see § 6.3) serve this purpose. Indeed, if one makes the change of variables
µ “ σ1xy, ν “ σ1px` yq , (296)
the radial part of the metric acquires the form
B2G3L
BµiBµj dµidµj “
3xpx´ yqσ1
Qpxq dx
2 ` 3ypx´ yqσ1
Qpyq dy
2 . (297)
This is a special case of the orthotoric metric, which arises if one makes the polynomials
P pxq, Qpyq in (199) identical, i.e. if one equates the parameters c “ d.
F. The variational problem
Interestingly, the Monge-Ampere equation (58) may be obtained from a variational prin-
ciple. In fact, although the Ricci-flatness equation Rij “ 0 can be obtained through the
extremization of the Einstein-Hilbert functional SEH “
´
dnx
?
g R “ ´ dnxL, this is no
longer true if one restricts to the class of Ka¨hler manifolds. It turns out that in this case
the Lagrangian L is a total derivative:
L pg Ka¨hlerq “ ?g R “ ´ det gH ¨ gij¯H BiB¯j log det gH “ ´B¯jpgij¯HBi det gHq (298)
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Here gH is the Hermitian metric associated with the real metric g. One concludes that
the action only depends on the values of the (derivatives of the) Ka¨hler potential at the
boundary and does not give rise to any equation in the bulk.
In order to obtain an equation of the type (58) one should consider the following action:
S “
ˆ
dµ dν fpµ, νqGpµ, νq `
ˆ
ds dt gps, tqKps, tq, (299)
where the variables pµ, νq and ps, tq, as well as the functions Gpµ, νq, Kps, tq, are Legendre
dual to each other, just as in Section 3. Indeed, passing to a single set of variables, say
pµ, νq, we obtain:
S “
ˆ
dµ dν
`
fpµ, νqGpµ, νq ` `GµµGνν ´G2µν˘ gpGµ, GνqpµGµ ` ν Gν ´Gq˘ (300)
Variation of this action with respect to G produces the following equation:
GµµGνν ´G2µν “ fpµ, νqgpGµ, Gνq (301)
The equation (58) is a particular case, when f “ a˜ µ and g “ eGµ`Gν .
Remark. The variational problem above may be related to one of optimal transport
theory [35]. In the latter setup the relevant problem is to maximize the functional
S “
ˆ
dµ dν fpµ, νq G˜pµ, νq `
ˆ
ds dt gps, tq K˜ps, tq, (302)
with f ą 0, g ą 0, subject to the condition
G˜pµ, νq ` K˜ps, tq ď pµ´ sq2 ` pν ´ tq2 (303)
Changing variables to
G˜pµ, νq “ µ2 ` ν2 ´Gpµ, νq, K˜ps, tq “ s2 ` t2 ´Kps, tq, (304)
one is to minimize
S˜rG,Ks “
ˆ
dµ dν fpµ, νqGpµ, νq `
ˆ
ds dt gps, tqKps, tq (305)
subject to
Gpµ, νq `Kps, tq ě µs` νt (306)
It clearly follows that Gpµ, νq ě max
ps,tq
pµs ` νt ´ Kps, tqq :“ K_pµ, νq and Kps, tq ě
max
pµ,νq
pµs ` νt ´ Gpµ, νqq :“ G_ps, tq. Therefore S˜rG,Ks ě S˜rG,K “ G_s, hence in the
minimizing configuration K “ G_, meaning that K and G are Legendre dual.
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G. Killing-Yano forms: the definition
First of all, a Killing-Yano form is a 2-form ωjk on M satisfying the equation ∇iωjk `
∇jωik “ 0. By definition, a conformal Killing-Yano form (CKYF) is a 2-form ωjk on M
satisfying an equation of the form
Dω “ 0, (307)
where Dω is a 3-tensor, which is a linear combination of covariant derivatives ∇iωjk,
symmetric w.r.t. the first pair of indices and fully traceless. Being symmetric w.r.t.
iØ j, we can write it as follows:
pDωqijk “ ∇iωjk `∇jωik ` a gij gmn∇mωnk ` b pgik gmn∇mωnj ` gjkgmn∇mωniq (308)
Requiring this 3-tensor to be completely traceless, i.e. pDωqiik “ pDωqiji “ 0, we get
b` 1` aD
2
“ 0, ´1` a` b pD ` 1q “ 0 ñ b “ 1
D ´ 1 , a “ ´
2
D ´ 1 . (309)
Therefore the CKYF condition takes the form
pDωqijk “ ∇iωjk `∇jωik ` 1
D ´ 1 pgik g
mn∇mωnj ` gjkgmn∇mωni ´ 2 gij gmn∇mωnkq “ 0
(310)
We can give an equivalent definition by requiring that pDωqijk is skew-symmetric w.r.t.
the interchange j Ø k, i.e.
p rDωqijk :“ 1
3
ppDωqijk ´ pDωqikjq “ (311)
“ ∇iωjk ´ 1
3
Tijk ` 1
D ´ 1 pgik g
mn∇mωnj ´ gijgmn∇mωnkq “ 0 (312)
where Tijk “ ∇iωjk `∇kωij ´∇jωik (313)
The two conditions (310), (312) are equivalent. The tensor T here, which is anti-symmetric
in all pairs of indices, is proportional to the exterior derivative of ω, i.e. T 9 dω.
H. Non-holomorphic Killing vector fields
on Calabi-Yau twofolds
In Proposition 6 we showed that on a Calabi-Yau threefold without parallel vector fields
every Killing vector is holomorphic. In complex dimension two, i.e. for a Calabi-Yau
2-fold, the situation is different. In that case we have a parallel holomorphic 2-form Ωij,
and the dualization of (160) gives
∇µ h “ 0, where h “ rΩij Fij . (314)
In particular, in this case h is a function, and the above equation implies
h “ h0 “ const. (315)
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One can see how this scenario is realized in practice. The relevant example is the Taub-
NUT space (see [36] for a detailed discussion of the Ka¨hler structure of this space), which
has the metric
ds2 “ V pdx2 ` dy2 ` dz2q ` V ´1 pdt` Aq2 , (316)
V “ a` 1
r
, dA “ ˚ dV , a ą 0 .
One can define an integrable complex structure as a map
J : dxÑ V ´1 pdt` Aq, dy Ñ dz . (317)
Two Killing vectors BBt and y
B
Bz ´ z BBy , generating translations along t and rotations in
the py, zq-plane, are holomorphic. On the other hand, the metric (316) has isometry
SOp3q ˆUp1q, where Up1q is the group of translations along the periodic direction t, and
SOp3q is generated by rotations in the px, y, zq-space12.
The Killing vectors that lie in sop3qzup1q – the complement to the subgroup up1q of
rotations in the py, zq plane, are not holomorphic. Their action may be characterized
by using the fact that the Taub-NUT is a hyper-Ka¨hler manifold, with three symplectic
forms $ “ $1, $2, $3, each of which is Hermitian w.r.t. its own complex structure, I, J
or K. The vector fields generating the sop3q rotate the three Ka¨hler forms, i.e.
Lv p$1, $2, $3q “ av ˝ p$1, $2, $3q av P sop3q . (318)
For the form $ “ $1 this implies
Lv$ “ α$2 ` β $3 , α, β “ const. (319)
Here we assume that v is non-holomorphic, in which case α and β are not simultaneously
zero. On the other hand, it is known that on a hyper-Ka¨hler manifold, the complex two-
form Ω :“ $2 ` i$3 is of type p2, 0q w.r.t. the complex structure I – the one, in which
$ is Hermitian. The formula above may now be recast in the form
Lv$ “ α ´ i β
2
Ω` c.c. (320)
Comparing with (156), we find
F „ Ω , (321)
with a constant proportionality factor. Finally, it is easily seen that Ω is the Calabi-Yau
two-form, as Ω ^ sΩ „ vol. To check this, one might recall that ω1, ω2, ω3 are the three
Ka¨hler forms for the same metric, therefore ω1 ^ ω1 “ ω2 ^ ω2 “ ω3 ^ ω3 “ 12 Ω^ sΩ. As
a result, rΩij Fij “ const. , (322)
as required by (314).
12The gauge field A is in general not invariant under such transformations, but rather shifts by A Ñ
A` dΦ, where Φ is a function of px, y, zq. Therefore we also need to appropriately compensate by shifts
of the t-variable, tÑ t´ Φ.)
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