Abstract. A nonlinear generalisation of Principal Component Analysis (PCA) is applied to the 500mb geopotential height field of the Northern Hemisphere extratropical atmosphere. It is found that the low-frequency variability of the mid-troposphere is characterised by three distinct quasistationary states. The states are described and compared to those obtained from applications of cluster analyses and linear PCA to the height field. Evidence is provided that modes obtained through PCA (notably the Arctic Oscillation (AO)) are not independent dynamical modes of variability of the Northern Hemisphere extratropics. Rather they arise as the optimal linear compromise between the preferred quasi-stationary states of the circulation.
Introduction
Characterisation of the dominant large-scale patterns of variability in the circulation of the extratropical atmosphere is a subject of central interest in meteorology. The best known of these patterns are the North Atlantic Oscillation (NAO) and Pacific North-American (PNA) pattern [Pandolfo, 1993] . Recently, Thompson and Wallace (1998) identified a mode of variability in Northern Hemisphere (NH) geopotential heights which they denote the AO. The AO is obtained as the leading mode of a linear PCA of the geopotential height field over the NH. It is a standing oscillation characterised by fairly zonally-symmetric anomalies of opposite sign in the midlatitudes and the polar region. Because of its global spatial extent, simple zonal symmetry and relationship to the surface fingerprint of global warming, it has attracted substantial interest in the climate community. Its simple morphology is appealing and has led to a number of investigations of its dynamics. Implicit in these studies is the assumption that the AO can be viewed as an independent dynamical mode of atmospheric variability. We suggest that this is not so, but rather that the AO arises as the linear approximation to the optimal one-dimensional (1D) nonlinear structure in phase space characterising atmospheric variability. This nonlinear structure is identified through application of a nonlinear generalisation of PCA to the mid-tropospheric height field.
We begin with a brief review of PCA. Consider M time series of observations made at M points. Let the Mdimensional vector X(t) represent these observations. Then, the spatial pattern e of the leading PCA mode of X(t) is determined such that the approximationX(t) = (X(t) · e)e is an optimal approximation to X(t) in that the mean squared error 2 =< ||X −X|| 2 > is minimised (the angle brackets denoting time-averaging and ||·|| the L 2 -norm). As a result, the new time series X(t) · e (denoted the first PC) is the one that accounts for the largest fraction of variance contained in the original data. For the field of NH sea-level pressure (SLP), the spatial pattern e and the associated time series X(t) · e are what has become known as the AO. Motivating the present study is the fact that there is no a priori reason that the optimal 1D approximation to X(t) should be linear. A new technique known as Nonlinear Principal Component Analysis (NLPCA) [Monahan, 2000] estimates the nonlinear structure underlying a multivariate data set. Nonlinear PCA still finds an approximationX(t) by minimising the mean squared error but, contrary to linear PCA, the approximationX(t) is not constrained to fall along a straight line in the space of the original variables. Rather,X(t) can be a curve. In that sense, nonlinear PCA is a generalisation of the usual PCA.
Results
The data we consider are twice-daily values of boreal winter (December, January, and February) 500hPa geopotential heights from 20
• N to 90
• N taken from the NCEP-NCAR Reanalysis Project [Kalnay et al., 1996] for the period 1958-1998. These were averaged to daily values and subsampled from the original 2.5
• × 2.5
• grid to a 5 • × 5 • grid. Anomalies were calculated relative to the annual cycle and further smoothed with a 10-day lowpass filter. We denote the resulting anomaly data set by Z(t). After weighting the data by the square root of the cosine of the latitude to account for the poleward concentration of grid points, the data were projected onto the space spanned by the leading ten linear PCA modes (containing 75% of the total variance). This reduction of data dimensionality was done to make the estimation ofẐ(t) tractable. Nonlinear PCA mode 1,Ẑ(t), corresponds to a time sequence of spatial maps characterising the variability of Z(t). Contrary to a PCA mode, for which the time series X(t) · e and the spatial pattern e can be presented separately, a NLPCA mode is not separable. Therefore,Ẑ(t) will be presented as a set of points in the phase space constructed from the leading two PCA modes. Only two dimensions are retained sinceẐ(t) projects (thin straight line) and 1D NLPCA approximation (thick curved line) onto the space spanned by the leading 2 PCA modes. PCA and NLPCA modes 1 explain 14.8% and 18.4% of the variance of Z, respectively. Also contoured is the difference p(P C 1 , P C 2 ) − p(PC 1 )p(PC 2 ). (b) Contour plot of the kernel density estimate of p(P C 1 , P C 2 ). Also displayed is a scatterplot of the data falling into regimes A (blue points), R (red points) and G (green points). All axes have been normalised by the standard deviation of PCA mode 1. The Gaussian kernel estimates were made with a smoothing parameter h = 0.2. Contour interval: 0.01. strongly on the first two PCs and weakly on higher modes. The spatial patterns of the first two PCs are essentially the same as those reported in Kimoto and Ghil (1993) (but with the sign of mode 2 reversed). Figure 1a shows that the leading NLPCA modeẐ(t) (thick curve) has a U-shape in the space spanned by the leading two PCA modes. In order to clarify which aspect of the data the NLPC analysis captures, we present in Figure 1b a plot of p(P C1, P C2), the joint probability density function (PDF) of the leading two linear PCs, and in Figure 1a a plot of p(P C1, P C2) − p(P C1)p(P C2), the difference between the joint distribution and the product of the individual PDFs of P C1 and P C2. If the principal components were statistically independent, this difference would be identically zero. The positive and negative centres in the difference indicate that P C1 and P C2 are not statistically independent even though they are by construction uncorrelated. Figure 1 demonstrates thatẐ(t) links the major peak areas of the joint distribution. while at the same time characterising the statistical dependence between P C1 and P C2. Note that the PDF estimates used here play no role in the computation of the one-dimensional NLPC. They are presented only to illustrate the features in the data that are captured by NLPCA.
The time evolution of the approximation along theẐ(t) curve can be described by defining a time series λ(t) such that at any time t, λ(t) is the distance along the curveẐ(t) from its upper left corner, normalised such that λ = 1 at the upper right corner. This time series plays an equivalent role to the PC time series. Figure 2 shows that the PDF of λ displays three prominent peaks, denoted A, R and G (corresponding to the points onẐ(t) in Figure 1a ). The inhomogeneous distribution of λ indicates the existence of three distinct regimes of the circulation in the extratropical Northern Hemisphere. Scatterplots of the three populations projected into regimes A, R, and G are displayed in Figure  1b .
As mentioned earlier, to each point on the approximationẐ(t) corresponds a unique spatial pattern. Figure 3 displays such patterns at the key points A, R, and G seen in Figures 1a and 2 . The anomaly pattern corresponding to state G is concentrated over the Atlantic sector with a weak extension over the Pacific. The strong meridional dipole in the North Atlantic is reminiscent of the negative phase of the NAO. The maps corresponding to states R and A are more wavelike than that of G. The anomaly patterns in the Pacific/North-American sector of states R and A resemble the positive and negative phases of the PNA pattern, respectively. An NLPC analysis of hemispheric geopotential heights at different tropospheric levels (not shown) yielded the same three-state structure for each level, indicating that these states are coherent throughout the depth of the troposphere. The same patterns shown in Figure 3 were also noted by Cheng and Wallace (1993) using a hierarchical cluster analysis technique, by Smyth et al. (1999) using mixture model clustering and by Corti et al. (1999) through visual inspection of an estimate of the joint PDF p(PC1, PC2); our notation for the states follows that of Cheng and Wallace (1993) . These preferred regimes of the circulation thus seem to be a robust feature of nonlinear analyses of tropospheric geopotential height data.
The time series λ(t) (not shown) is characterised by two distinct time scales. The longer timescale, on the order of tens of days, corresponds to the characteristic occupation time of a regime. The shorter timescale, on the order of days, corresponds to the characterictic time spent between regimes. This is illustrated succinctly in Figure 4 , which shows the mean absolute height tendency, |dẐ/dt|, averaged over the ranges of λ that correspond to preferred state R and to the intermediate transition regions. These maps display the average speed of the approximationẐ(t) in characteristic regions of the curve. Clearly, the average absolute tendency is very small in the vicinity of the preferred states A, R, and G, and it is very high in between them. Adopting a perspective from dynamical systems theory, these results are suggestive of an attractor consisting of three quasi-stationary states. When the atmosphere finds itself in the vicinity of any of these states it tends to reside there for some time be- Figure 2 . Gaussian kernel estimate of the PDF of the arclength parameterisation ofẐ(t). The estimate was made using a smoothing parameter h = 0.03. The triangles indicate the positions of the boundaries between the preferred and transition regimes. These boundaries were determined subjectively (the results presented are insensitive to their precise locations).
fore being ejected into the neighbourhood of another quasistationary state. An advantage of NLPCA over cluster analysis is that while both can identify the spatial structure of the preferred regimes, NLPCA naturally provides a time series characterising the kinematics of variability between the regimes.
Contrary to cluster analysis or PCA techniques, NLPCA can be used to position the kinematics of the Arctic Oscillation within the framework of regime kinematics. A plot (not shown) of the two average maps constructed from points on Z(t) falling within the two transition regimes depicted in Figure 2 shows that the transition regions represent the two extreme phases of the AO. This can be seen from Figure  1 , which shows that the AO (the thick horizontal line) intersectsẐ(t) at points intermediate between the regimes. We surmise that the Arctic Oscillation is involved in regime transitions. However, determining whether the AO regulates the dynamics of transitions or appears as a by-product of regime behaviour would involve studying the conditions under which the atmosphere enters and leaves the regimes. This is beyond the scope of the present analysis and is left for future work.
BecauseẐ(t) is a 1D approximation to atmospheric variability, transitions between regimes A and G are constrained to pass through R. This is not always so in physical space. However, the local minimum between regimes A and G in p(P C1, P C2)−p(P C1)p(P C2) in Figure 1a indicates that direct transitions between A and G are rarer than those passing through R. Direct transitions between A and G appear in the time series λ as episodes in which λ passes rapidly through R, without lingering in this regime. To quantify the transition frequencies between the three regimes, we defined regime occupation events as those periods in which the approximation resided in one of the regimes for at least 10 consecutive days and counted the number of transitions between each pair of regimes. Of all the regime transitions identified in the record, only 18% occur between A and G without passing through R. Thus, it does appear that direct transitions between regimes A and G are relatively infrequent.
There is a continuing debate in the literature about whether or not low-frequency atmospheric variability has a preferentially hemispherical or regional character. Recently, this debate has focused on the AO. For instance, Deser (2000) this occurs not because the preferred states are not of hemispheric extent, but because linear regression analyses are unable to characterise the regime-based variability of the circulation of the Northern Hemisphere. To illustrate this, we consider two characteristic points near centres of action of both the AO and the observed regimes: a North Atlantic point at (35
• N) and a North Pacific point at (165
• N). The linear correlation between these two points in the NLPCA approximation is −0.57, while that in the PCA approximation is exactly 1. Thus, the 1D NLPCA approximation describes a substantially reduced (and reversed in sign) linear covariability between these two regions relative to the 1D PCA description.
Discussion
Description of Northern Hemisphere variability through NLPCA is fundamentally different from the description obtained using PC analysis. An Empirical Orthogonal Function (EOF) is characterised by an anomaly pattern of fixed spatial structure modulated by an amplitude that fluctuates temporally in sign and magnitude. The leading EOF is usually interpreted as being a dynamically independent mode of atmospheric variability. However, the fact that the joint PDF of the leading two PCA modes of the geopotential height field does not factorise as the product of their individual PDFs indicates that these modes are coupled. NLPC analysis of the height field reveals this coupling and uncovers the preferred regimes of atmospheric circulation. The coupling between P C1 and P C2 illustrated in Figure 1 is a rather subtle feature of the PDFs. Nonlinear PCA provides a filter which is better able to extract the regime signature from the data than is a linear filter such as PCA. Also, it indicates that the AO may correspond to the transition phases of the NLPC mode (i.e. the transition regimes in Figures 2  and 4) . Typically, the various PCs are considered as individual entities and their dynamics are studied individually. But, in order to identify the multiple regimes depicted by the NLPC mode, the interdependence of the linear PC modes must be considered.
The results of NLPCA are statistical in nature, but they provide useful clues to the underlying fluid dynamics. It is interesting to note that the NLPCA of Z for the Southern Hemisphere (SH) produced simply the leading PCA approximation (not shown). The SH differs from the NH in the relative zonal symmetry of the bottom boundary and the mean flow. Presumably, the preferred states of NH circulation arise due to nonlinearities of the fluid dynamics in the presence of zonal asymmetries.
Other forcing agents might also influence the states' dynamics. A recent NLPCA of monthly-averaged NH SLP from a 1001-year simulation of the Canadian Centre for Climate Modelling and Analysis (CCCma) coupled climate model demonstrated distinct regime behaviour [Monahan et al., 2000] . One regime resembled an AO-like standing oscillation while the other was quasi-stationary and singlephased. The quasi-stationary state looks very much like state G of this study. It was found that in a 500-year simulation with atmospheric CO2 and aerosol levels held fixed at projected values for year 2100 there was a marked depopulation of the G state. From a linear point of view, given the positions of states A, R, and G with respect to PC mode 1 in Figure 1 , a depopulation of state G would translate into an upward trend in the time series of the Arctic Oscillation. This upward trend has been observed in numerical experiments with Global Climate Models (GCMs) which included increasing greenhouse gas concentrations [Fyfe et al., 1999 , Shindell et al., 1999 . Figure 5 illustrates the fraction of days spent in state G for each winter over the observational record. Interestingly, the frequency of occupation of G displays a substantial downward trend over the period studied. A downward trend in the occupation statistics of this state was also noted by Corti et al. (1999) . It is worth noting that the occupation frequency of the quasi-stationary state in the CCCma coupled model control integration displayed substantial interdecadal variability, so we should be cautious interpreting the depopulation of state G in the observations as a response to anthropogenic forcing.
By applying a nonlinear generalisation of PCA, we have determined the preferred regimes of NH low-frequency atmospheric circulation. The 1D NLPCA approximation is characterised by three quasi-stationary states. It produces an alternate description of NH atmospheric variability to the 1D PCA approximation (or AO mode), which arises as the straight line approximation to the NLPCA curve.
The difference between the NLPC mode and the PC mode reflects the deviation of PC modes 1 and 2 from statistical independence, and suggests that the AO, while valuable and instructive, is not a dynamically independent mode of variability. It was demonstrated by North [North, 1984] that individual PCA modes are dynamically independent only for a small sub-class of linear models. Such models are not consistent with multiple quasi-stationary states such as those diagnosed in this study and in the studies cited in Section 2. The NLPC analysis presented here bridges the gap between PC and cluster analyses, and provides further evidence for the intrinsic nonlinear character of the low-frequency variability of the NH extratropical tropospheric circulation.
