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A p ARALLEL ALGORI THM FOR FI NDI NG
SP ANNI NG TREES OF GRAPHS
ABSTRACT
We describe a parallel algori hm for finding  he connec ed
componen s of a graph. The algori hm cons ruc s a spanning
 ree for each ot' i s connect.,ed componen s in O(log2n) t.,ime
wi h O«n+m)/log n) processors and O(n+m) space. under a
CREW PRAM model. where n and m a.re t.,he number of' vert.,ices
and edges of' t.,he graph. respect.,ively.
UM ALGORI TMO p ARALELO p ARA DETERMI NAR
ARVOREs GERADORAS DE GRAFOS
RESUMO
Descrevemos um algorit-mo paralelo para det-erminar os
component-es conexos de uma gra.fo. O algorit-mo const-roi uma
arvore geradora para cada um de seus component-es conexos em
2t-empo O(log n) .com O«n+m)/log n) processadores e O(n+m)
espaco. sob um modelo CREW PRAM. onde n e m represent-am os
numeros de vert-ices e arest-as do gra.fo. respect-ivament-e.
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We describe a parallel algori hm for finding  he connec ed
components of a graph. The algori hm cor,struc s a spanning
tree for  ".ach of its connec ed components in O(log2n) time
with O(n+m)/log n) processors and O(n+m) space. under a
CREW PRAM model. where n and m are the number of vertices
and edges of the graph. respectively.
RESUMO
Descrevemos um algori mo paralelo para de erminar os
componen es conexos de uma graf'o. O algoritmo cons roi uma
arvore geradora para cada um de seus componentes conexos em
tempo O(logZn) , com O«n+m)/log n) processadores e O(n+m)
espacb, sob um modelo CREW PRAM, onde n e m representam os




G denotes an  ndirected graph.  iLh verLex seL V(G) and edge sel
E(G) .IV(G) I = n and IE(G) I = :1.. A spar;'"1.ine foreS"t of G is a
subgraph F c: G such Lhat V (F) = V (G) and each O!  i Ls connected
  ccmponenLs is a tree. If !'or every edge (v. ) E E(G) .v and w lie
in the same tree of F Lhen F is compLete; if they lie in differenL
 1;"i ones then F is triviaL. A Lrlvia.l foresL is denoted by F rt>.
Slarting from it we describe an algorithm to construct a complete
foresL.
Any :;panning forest F induces a labe ling f;V -> { 1. n}. as
follo s: f(v) = f( ) iff v and w belon,J Lo a same Lree of I:'. .A.n
edge (v.w) E E(G) is active when f'(v)   f(w). In lhis case.
letting f(v) < f(w). (v.w) i=:: an edge of type (O.f(.,.r)) and
(l.f(w»). An active vert.-ex is one incident wiLh an active edge.
Denote by n. (G) the number of such vertices of G. A transverS"aL H
of F having type p. O p l. is a subJraph of G such LhaL
(i) all edges of G are active. and
(ii) each v E V(G) is incidenL !.n H wiLh aL most c:"'le edge of
type (p.f(v).
Figure 1 illustraLes the t o Lypes of transversals.
The applicaLion of Lransversals in lhe process of determining a
complE-e spanning forest of G is based on the f"ollowing theorem.
Theorem. 1: Let G be a graph. F a spanni ng forest, ot' i L and H a
Lransversal of F. Then F V H is a spanning foresL.
, Proof: Assume f"irst LhaL H is cf' Lype O. Since F is a spanning
 
subgraph of G. so is F U H. We have Lhen to show that F U H has no
  cycles. Suppose this is not true. and let C be Lhe cycle of F u H
I-,1 ""   of Lhe form v. v. v. q > 2. LeL F. = F u C and H. = H u C.
""'('i \:- 1 q j.
  ,t;   WithouL loss of" generaliLy. let v be a verLex of leasL label in  ""'
1,"'
"':.,:,,"', C. Since F is a forest. C must. cont.ain an edge of H incide!)t.  it.h





edge of t,ype (O.f(v )) and since H does not, conlain any ot,her edge
j.
of such lype. it, follows lhal H u { (v. v) } is also a lype O
j. 2
transversal. a contradict,ion. A similar argumenl proves that
I = {v v} U (V(G)-V:H)) is still an independent, set. NoW".
j. q
I I I = q + n I V (H) I. Si nce I E (H) I = I V (H) I q. i l follows
III = n -IE(H) I. If IE(H) I < n/2 then III   n/2. Since G has no
isolaled verlices and I is an independenl sel. each W" E I must, be
I.
adjacenl lo a vert,ex W" e: I. Since H is maximum and of lype O. it
J
follows f(w) > f(W"). Lel H. be t,he subgraph defined by selecting
1. J
one such (w.w) edge. for each w E I. Then H. is a lype 1
I. J I.
transversal of Frt> having II I > IE(H) I edges. a cont,radict,ion.
Therefore IE(H) I   n/2.
o
Finding a maximum transversal is simple. Const,ruc'- a maximum
transversal H of each t,ype. 0 anà 1. and t,hen choose lhe largest
of t,hem. To obtain H. for l i n. select, if possible as a
represenlat,ive of v. anyedge (v.v) such lhat f(v) < f(v) if
1. 1. J 1. J
H is of t,ype 0. ar f (v) > f (v .) ot,herwise.
I. J
.
The condensatton G (F) is lhe graph oblained from G by
idenlifying all verlices which lii& in a sar'e tree of F. It, follows
lhat, i f H i s a lransversal of some spanni ng forest, f.  of G t,hen i t,
.
is also a transversal of the lrivial forest, of G (F). We can now
formulale t,he algorit,hm.
Lel G be a given graph. In t,he tntttal. sta8e deIine F := Ftt>. In
the 8eneral. sta e if n. (G) = 0 t,hE algorilhm t,ermin').t.es (F is a
complele foresl of G). Olberwise. find a maximum lransversal H of
.the emply foresl of G. sel F : = F U H. G : = G (H) ard rep":?al lhe
  general st,age.
" o
Theorem 2 asures lhal lhe number of it,eralions of lhe general





Next. for  q l construct two vectors s and s :






" f 1 <.< or -l -n.
C o ( ) 1 .,o 1
ompute E S v and E s (v). Defl.ne q := 0 l.f E s ? E s .and  I. I.
q := 1 otherwise. That is, the maximum transversal is of type q.
Finally. construct h as follows. For each v, 1 i n. if Aq(v) = <t>
I. o I.
then v has no representative and h(v) := 0; otherwise set
I. I.
h(v) := g(v) and r(v) := v, where v is the vertex of the
I. J I. J J
f i r s t node i n A ( v) .
o \.
Using optimal list ranking. this step can be implemented in
O(log2n) time with O(n+m)/log n) processors. considering all
iterations of the general s age.
b. Com.put.in  F := F U H:
:n thi3 step we identify all vertices of G belonging to a same
tree of H and assign them a co on label. We find a linear
ordering (say. preorder) on the vertices of the trees of H and use
it to guide the incorporation of H in T. The operations involved
are tr.e fcllowing.
First, perform the actual unic  of the forests. Simply. for




Next. compute a preorder trave...sal of the trees of H. For this
operation. we are requ.i .-ed to construct the adjacency lists AH (Vi.)
  of H. wi th each e,ige (v. .v) represented twi ce: v E A (v) and
I. J I. H J
V E A (v). To obtain the required structure. define a list L
J H I.
having 2. IE(H) I r:.)(;.es. as follows. Each v such th.at h(v.) .õI! 0
I. I.
contributes with two nr:),es to L. namely those correspondíng to the
edge (v. .h(v) ) E E(,-I) .Tre lists are formed after sorting L.
I. I.
-7 -
The act,ual preorder t...raversal is t,o be given bya vect,or p, in
t,he following maf)ner: for l i f), if v e V(:-I) t,hef) p(v) := O;
I. I.
ot,herwise p(./) cont,ains t...he preorder successor of v in H. All
I. I.
.t,rees of H a,e dealt, wit,h if) parallel.
.c Now we proceed t,o updat...e t...he labels The idea is t,o choose a.
,;
 t5  represent,at,i ve 1 abel of each t,ree of H (say, t...he 1 abel of i t,s root
.if) t,he preorder traversal) and assigf) it, t,o t,he labels of all
vert,ices of t,he t,ree. First" comput,e a vect...or root. such that... if
p(v) = 0 t...hen root (v) := 0; otherwise assigf) t,o root...(v) the
I. I. I.
root label of the tree of H which cof)t,ains v. Finally, for each
1.
vertex v such t...hat root...(v)   0. set f(v) : = f(root(v).
1. 1. 1. 1.
UsJ.f)g ar.propriat,e list... r; f)king. Euler t...our Of) t...r :es af)d sort...ir:g.
we caf) implement t,his step if) O(log2n) t,ime with O(f)/log n)
processors, overall. Observe that... the sum of t...he sizes o   he lis 
L. over all iteratiof)s of the general stage. is at n-ost... 2(n-l).
Therefore. the overall number of operat...ions requirej for sort...if)g
all list...s L is O(f) log f)). This agrees wit...h t,he above bouf)ds, A
similar argument... applies t...o t...he comput...at...ion of vect...or root .
c. Com.pu:ttn.e- G := G ("H.):
In t,his st...ep. we link t...oget...her t...he adjacef)cy list...s of t,he
vertices of G which f)OW. belong t...o a same t...ree of T. They
correspof)d t...o t...hose havirg a common label. The idea is t...o perform
  t...his operat...ion guided by t...he preorder t...raversal of H. given by p.
-
For lSi n, it  p(v) = v:! O t..her"\ we i:'lC.orporc..i:..e A (v) ir"1
  1. J o J.
ii A (v) , by makif)g t...he last... node of A (v) to point.. t,o t,he first.. of
  o 1. o 1.
j'  A (v) , af)d redefining A (v) : = t/>.
j a J a J
Next we update t...he values of g(v) as follows. For l i n. if
J
A (v)   t/> t...hen examine each node v. E A (v) .If root... (v,)   0 set
a 1. J a 1. J




Firlally, comput,e t,he rlew value of rI' (G).
Thi:.;; st,ep can be implemerlt,ed irl overall t,ime O(log2r1) usirlg
O«(rI+m)/log rI) processors, agairl by opt,imal list rankirlg. Hence
these are t:1e boUnds for the entire algori L.hm.
4. Con(.:lusions
We have describec a parallel algorithm for findirlg a spal'1l'1irlg
tree of each COl'1nected COmponent of a graph, together with arl
implemerlt,at,iol'1 of complexity O(10g2n) t,lme it,h O«n+m)/log l'1)
proCeSSOrS and O(l'1+m) space, under a CREW PRAM model. Clearly, the
corlnected COmpol'1ent,S o!' the graph are obtained as a by-product,
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