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Abstract
In a general class of one dimensional random differential equation the
convergence of the distribution function of the solution to stationary state
distribution is studied. In particular it is proved the boundedness respec-
tively the divergence of the fractional order moments of the solution below
respectively above some critical exponent. This exponent is computed. In
particular models it is the heavy tail exponent. When the equation is lin-
ear this exponent determines a new family of weak topologies (stronger
compared to the classical one), related to the convergence to the station-
ary state.
MSC: 60H10, 34F05.
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1 Introduction
Discrete or continuous time, one dimensional affine stochastic evolution equa-
tions (ASEE) are studied both in mathematical literature (e.g. Refs.[3, 10, 11,
14, 13]), as well as in physical literature in Refs.[16, 17, 12, 15]. This interest
in ASEE comes partly from the occurrence of heavy tail (HT) in the stationary
probability distribution functions (PDF), in the models of physical, economical
and biological processes. The ASEE are also related to reduced models of the
self-organized criticality phenomenology in plasma physics (Ref.[15]), and to the
renewal processes (Refs.[3, 10, 11]).
The connection of the our approach to the linear ASEE models with HT
in the stationary PDF is the following. Denote by Xt(ω) a solution of ASEE
and pt(x) := probω(|Xt(ω)| ≥ x). Suppose also that the ASEE has a stationary
PDF, so we denote p(x) = lim
t→∞
pt(x). We define the heavy tail exponent βc
by the asymptotic estimate p(x) = O(x−βc l(x)), where l(x) is a slowly varying
function.
The occurrence of the HT in the stationary PDF is related to the dynamical
effect (Refs.[13, 15]) that will be studied in this article. When the stationary
PDF of the solution Xt(ω) of the ASEE has HT with exponent βc, then for
t→∞ the fractional order moments E[|Xt|
p] remains bounded for 0 < p < βc,
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respectively diverges for p > βc. This is related to the ”variance explosion”
phenomena studied recently in the mathematical finance (Ref.[13]). In this
article we obtain a simple, explicit formula for βc.
Previously explicit algebraic methods for computing βc were elaborated in
some special cases: in the framework of the discrete time models in Refs. [3, 17],
with i.i.d. additive and multiplicative noise, and in the case of i.i.d. additive
noise and multiplicative noise modelled by a finite state Markov process in
Ref.[11].
In the continuos time case, with the multiplicative noise modelled by a finite
state Markov process, rigorous foundation of the computation of βc was obtained
in Ref.[10]. In Ref.[15] the multiplicative and additive noise were modelled by
a superposition of Ornstein-Uhlenbeck processes. An explicit formula for βc
was derived by asymptotic methods. In all of the cases the exponent βc is
independent of the additive term.
The ASEE model equation that is considered here is a class of one dimen-
sional random differential equation (RDE ), which extends previous results from
Ref.[15], by using new topological vector space methods. The additive and the
multiplicative random terms in our model are stationary processes. The multi-
plicative term is a generalization of the stationary Gaussian processes, having a
very general, possibly algebraic, correlation decay. Our results and those from
Ref. [10] are complementary.
The main part of the new results are related to the convergence to stationary
state in a class of linear RDE. Nevertheless, the formula for βc was extended to
a class of non linear RDE.
Define the subspace of real valued continuos functions Cγ(R) ⊂ C(R) by
the condition f ∈ Cγ(R) ⇐⇒ |f(x)| = o(x
−γ). For the class of linear models
considered here, we prove the existence of the suitable defined weak limit of the
PDF of Xt, in the sense that there exists a random variable X∞, independent of
the initial conditions, such that if Xt is the solution of the RDE and 0 < γ < βc,
then lim
t→∞
E [f(Xt)] = E [f(X∞)] for all f ∈ Cγ(R). The topology on the space
of probability measures, related to this new class of weak limit, is stronger
compared to the classical weak topology.
In particular we have f(x) = |x + z|p ∈ Cγ(R) for all z ∈ C when 0 < p <
γ < βc, so for t → ∞, we have E [|Xt + z|
p] → E [|X∞ + z|
p]. Moreover we
prove that if p > βc then E [|Xt + z|
p] → ∞, for all but eventually one initial
conditions. The expectation values, E [|Xt + z|
p] , E [|X∞ + z|
p] are related to
a class of generalized Lp spaces that includes also the p ∈ ]0, 1[ case. The proofs
uses the geometry and topology of these general Lp spaces. In particular we
prove that X∞ ∈ L
p for all 0 < p < βc. When heavy tail exists this property
determines the heavy tail exponent βc.
We apply these Lp methods to the study of nonlinear RDE , when the non-
linear term has a weak nonlinearity. In this nonlinear model we derive a weaker
results. There exists also a critical exponent βc, such that for 0 < p < βc the
moments E [|Xt + z|
p] are bounded for large t , for all initial conditions. For
p > βc and for sufficiently large initial conditions the moments E [|Xt + z|
p]
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diverges exponentially for large time. The same formula for βc give the demar-
cation line between the order of the divergent, respectively bounded fractional
moments.
In all of the cases βc is given by a simple analytic formula in term of
two physically significant parameters of the multiplicative term only, suggesting
some non commutative Central Limit Theorem on the affine group.
The structure of this article is the following. Section 2 provides the nota-
tions, the linear model and the main theorem. Section 3 gives a sequence of
propositions leading to the proof of the main results. The study of the non lin-
ear model, by using results from Section 3 is presented in Section 4. A summary
of the results is given in Section 5.
2 Description of the linear model and the re-
sults.
2.1 Notations and definitions.
The stochastic processes are defined in a fixed probability space {Ω,F , P}
with expectation value Eω[f(ω)] = E[f ] =
∫
Ω f(ω)dP (ω). By ω will be de-
noted a generic element of Ω. Two driving F−measurable stochastic processes
{ζt(ω), φt(ω) : R × Ω → R
2, and a constant a > 0 (the instability threshold)
defines formally the linear RDE :
dXt(ω)
dt
= −(a+ ζt(ω))Xt(ω) + φt(ω) (1)
whose solution can be constructed explicitly (see below). The notations
Xt(ω) orXt, for the solutions of RDE will be reserved. Without loss of generality
we impose E[ζt] = 0 and deterministic initial conditions X0(ω) ≡ x0. The
argument ω will be omitted when no confusion arises. We shall denote by Ξ the
set of solutions of Equation (1).
We will preserve notation Lp also for some unusual Lebesgue spaces with 0 <
p < 1 (see Ref.[9], page 75):
Notation 1 Let p > 0 and denote σp := min(1, p). We define ‖f(ω)‖p :=
(E[|f |p])
σp/p and Lp := Lp(Ω,F , P ) = {f | ‖f‖p < ∞}. More explicitly for
p ≥ 1 we have the usual norm ‖f(ω)‖p := (E[|f |
p])
1/p
, while for 0 < p ≤ 1 we
have the distance to the origin given by ‖f(ω)‖p := E[|f |
p].
These complete metric vector spaces were already used in the study of prob-
ability distributions having HT (Ref.[7]).
Remark 2 Also for p ∈ (0, 1) the topology induced by the distance ‖f − g‖p
and the vector space structures are compatible. This follows from the general
inequality
‖αf(ω) + g(ω)‖p ≤ |α|
σp ‖f‖p + ‖g‖p (2)
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where p > 0 and f(ω), g(ω) ∈ Lp. All of the Lp spaces are complete (see page
75 from Ref.[9]). It is easy to see that for p ∈ (0, 1) the unit ball is not convex
and in nonatomic cases their dual is trivial.
When 0 < p ≤ 1 the Inequality (2) results from |a+ b|
p
≤ |a|
p
+ |b|
p
.
The final convergence results will be formulated in the terms of a subspace
Cγ(R) of continuos functions on R.
Definition 3 For any γ > 0 we define the subspace Cγ(R) of the space of the
continuous functions C(R) by the condition:
f ∈ Cγ(R)⇔ lim
|x|→∞
|f(x)|
(1 + |x|)
γ = 0
and the topology on Cγ(R) by the norm
pγ(f) := sup
x∈R
|f(x)|
(1 + |x|)
γ (3)
In the proofs the extension of the space of Ho¨lder-continuous functions to
the whole real line proves useful, in the study of the tail effects with extreme
delocalization, i.e. βc ≪ 1:
Definition 4 If α ∈ ]0, 1] then f(x) ∈ Hα ⇔ {∃(c1 ≥ 0) such that ∀(x, y ∈
R) [|f(x+ y)− f(x)| ≤ c1 |y|
α]}.
We will preserve the same notation, to define a class of functions useful in
the study of the more localized regimes, when the stationary PDF has βc > 1:
Definition 5 If α > 1 then f(x) ∈ Hα ⇔ {∃(gi(x) ∈ H1, ci ∈ C ) s.t. f(x) =∑
i ci |gi(x)|
α}.
Remark 6 If f(x) ∈ Hα then |f(x)| ≤ a + b |x|
α
, both for α T 1, for some
constants a, b. The exact values of the constants ci, a, b are irrelevant.
Remark 7 It is elementary to check that if z ∈ C , 0 < α, then f(x) =
|z + x|
α
∈ Hα.
By using the spaces Hα, Cγ(R) we define a parametrized families of weak
topologies on the set of probabilistic Borel measures on R. These topologies,
with indexed by a fixed ρ > 0, are defined as follows:
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Definition 8 Denote Kρ :=
⊕
α∈]0,ρ[
Hα (finite linear combinations). For t →
∞, the sequence µt of the Borelian measures on R converges to the stationary
measure µ∞ in the topology T (Kρ) iff ∀f(x) ∈ Kρ we have lim
t→∞
∫
R
f(x) dµt(x) =∫
R
f(x) dµ∞(x)
In the final formulation of the results, the asymmetry in the definition of
the spaces Hα will be removed. An apparently stronger class of topologies are
given by the following
Definition 9 For t→∞, the sequence µt of the Borelian measures on R con-
verges to the stationary measure µ∞ in the topology T (Cγ) iff ∀f(x) ∈ Cγ(R)
we have lim
t→∞
∫
R
f(x) dµt(x) =
∫
R
f(x) dµ∞(x).
We observe that the T (Cγ) is strictly stronger than the weak topology.
2.2 Specification of the linear model.
Without loss of generality and for sake of simplicity, we suppose that a suitable
rescaling of the time variable was performed. Consequently, the multiplicative
noise ζt obeys the following
Condition 10 The stochastic process ζt is centered and stationary. There ex-
ists a unique ”diffusion constant” D > 0 and a set of positive constants K±p , all
independent of the times t and s, such that for p > 0, s ≥ 1 and s− 1 ≤ t ≤ s
we have:
K−p ≤ exp
(
−Dp2 s
)
E [exp {(1 − p)Ys − Yt}] ≤ K
+
p (4)
where
Yt :=
∫ t
0
ζs ds (5)
The exact values of the constantsK−p andK
+
p are irrelevant. This Condition
is satisfied by a large class of Gaussian processes, as shown in Proposition 24.
We will prove that the large time asymptotic behavior of the solution of the
RDE (1) is determined by the parameter a from Equation (1) and the constant
D from Equation (4). So we introduce the following
Notation 11 : The main results are expressed in terms of the critical exponent
βc := a/D (6)
Another important quantity is γp := σpD (p−βc) with p > 0, whose sign changes
at p = βc.
On the additive noise φt(ω) we impose the following
Condition 12 1. The process φt(ω) is stationary.
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2. The processes ζt(ω), φt(ω) are independent.
3. We have E [|φt(ω)|
p
] ≤ mp <∞, ∀p ∈ ]0, β1[, where β1 > max(1, βc).
4. Reversibility: the equality in distribution φt(ω)
d
= φ−t(ω).
From Conditions 12, item 3 results that the additive noise is allowed to have
a HT with exponent larger than max(1, βc).
2.3 The results, for the linear model.
Under the previous notations, Conditions 10 and 12, we have the following
results, that will be demonstrated in the next sections. First we have the main
Theorem and its Corollary
Theorem 13 Let f ∈ Cγ(R) and 0 < γ < βc. There exists X∞(ω) ∈
⋂
p∈]0,βc[
Lp
such that:
1. f(X∞) ∈ L
1
2. We have lim
t→∞
E[f(Xt)] = E[f(X∞)]. In particular if p ∈ ]0, βc[ and z ∈ C,
then lim
t→∞
E |Xt + z|
p
= E |X∞ + z|
p
<∞.
3. If p > βc then, except for at most a special value of the initial condition
Xt=0, we have lim
t→∞
E |Xt + z|
p =∞.
This Theorem leads immediately to the following Corollary:
Corollary 14 Denoting by Ft(x) and F∞(x) the cumulative PDF of Xt and of
X∞, respectively, then:
1. If γ ∈ ]0, βc[ and f ∈ Cγ(R), then lim
t→∞
∫
R
f(x) dFt(x) =
∫
R
f(x) dF∞(x).
In particular, for any complex constant z we have lim
t→∞
∫
R
|x+z|γ dFt(x) =∫
R
|x+ z|γ dF∞(x) <∞.
2. If γ > βc then except for at most a special value of the initial condition,
we have lim
t→∞
∫
R
|x+ z|γ dFt(x) = +∞.
The Item 1 of this Corollary states that weak convergence of the measure
generated by Ft(x) in the topology T (Cγ).
The previous theorem results from the following technical Lemma and its
Corollary
Lemma 15 There exists X∞(ω) ∈
⋂
p∈]0,βc[
Lp such that:
1. {f(x) ∈ Kβc} ⇒ {f(X∞) ∈ L
1}.
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2. { f(x) ∈ Kβc} ⇒ { lim
t→∞
E[f(Xt)] = E[f(X∞)]}. In particular for p ∈ ]0, βc[
and z ∈ C, we have lim
t→∞
E |Xt + z|
p
= E |X∞ + z|
p
<∞.
3. If p > βc then, except for at most a special value of the initial condition
Xt=0, we have lim
t→∞
E |Xt + z|
p =∞.
This Lemma leads immediately to the following Corollary:
Corollary 16 Denoting by Ft(x) and F∞(x) the cumulative PDF of Xt and of
X∞, respectively, then:
1. If p ∈ ]0, βc[ and f(x) ∈ Hp, then lim
t→∞
∫
R
f(x) dFt(x) =
∫
R
f(x) dF∞(x).
In particular for any complex constant z we have lim
t→∞
∫
R
|x+ z|p dFt(x) =∫
R
|x+ z|p dF∞(x) <∞.
2. If p > βc then except for at most an eventual special value of the initial
condition we have lim
t→∞
∫
R
|x+ z|p dFt(x) = +∞.
The Item 1 of this Corollary states that weak convergence of the measure
generated by Ft(x) in the topology T (Kρ).
We will prove that the topologies T (Kρ) are equivalent T (Cγ), when re-
stricted to probabilistic measures.
Remark 17 The convergence/divergence of the moments for p ≶ βc does not
imply the existence of the HT. Indeed, if φt(ω) = 0 and p ∈ ]0, βc[, then lim
t→∞
‖Xt‖p =
‖X∞‖p = 0. See Remark 23.
Remark 18 From the proofs will be clear that for p < βc, when γp < 0 (see
Notation 11) the speed of the convergence for large time of ‖Xt‖p is O(exp(γpt)).
If p < βc then the speed of divergence is ‖Xt‖p = O(exp(γpt)).
3 Proof of the Theorem 13.
For technical reasons we introduce the following additional notations
Notation 19
At := exp (−at− Yt)
Bt :=
∫ t
0
φτAt/Aτ dτ
Ht :=
∫ t
0
φτAτ dτ
d(t) = E[Y 2t ]/2
Furthermore, all the constants denoted by Kn with n integer, are independent
of the time variables t, s, x, y.
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.3.1 Some initial results.
Because the driving noises are classical functions, then according to the Nota-
tions 19 the rigorous, integral form of Equation (1), with the initial condition
x0, is
Xt = x0At +Bt . (7)
Remark 20 From Equation (7) and Equation (2) we get:∣∣∣|x0|σp ‖At‖p − ‖Bt‖p∣∣∣ ≤ ‖Xt‖p ≤ |x0|σp ‖At‖p + ‖Bt‖p . (8)
The following proposition is the key point in the difficult part of the proofs
that needs Lp bounds when 0 < p < 1. This case include also the study of the
”extreme heavy tail” effects (Ref.[15]), when βc is very small.
Proposition 21 Let U(ω) ≥ 0 and V (ω) ≥ 0 be random variables such that
V, U V ∈ L1and E [V ] > 0. Then for p ∈ ]0, 1] we have
E [Up V ] ≤ (E [U V ])p (E [V ])1−p . (9)
Proof. This result follows from Jensen inequality applied to the concave func-
tion x→ xp. Define a new expectation value E1 [f ] := E [fV ] /E [V ].
For any concave function g(x) : R→R by Jensen inequality we have E1 [g(f)] ≤
g {E1 [f ]}. Consider now g(x) := x
p and f(ω) = U(ω). We obtain
E [Up V ] /E [V ] ≤ (E [U V ] /E [V ])
p
that leads to the Inequality (9).
The following Proposition results from Condition 10 by setting s = t:
Proposition 22 Under the Condition 10, there exist positive constants D, K+p ,
K−p , K1, and K2 such that ∀p ∈ ]0,∞[ and t ≥ 0 we have
K−p exp(p
2D t) ≤ E [exp(−p Yt)] ≤ K
+
p exp(p
2D t) (10)
K2 exp (t γp) ≤ ‖At‖p ≤ K1 exp (t γp) (11)
Remark 23 From Inequality (11) and Notation 11 results that for 0 < p < βc
we have ‖At‖p → 0 when t→∞. In the particular case φt(ω) = 0, by Equation
(7) we obtain also ‖Xt‖p → 0.
Proposition 24 Suppose the process ζt is Gaussian, stationary, centered, with
continuous realizations and has the correlation decay for t→∞
C(|t|) = E(ζt+τ ζτ ) = O(1 + |t|
−2−ε
). (12)
Then Condition 10 is satisfied and the Inequalities (4, 10, 11) results.
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Proof. Because ζt is stationary, we will use a method similar to the derivation of
the Taylor-Green-Kubo formula (Refs.[2, 18, 4, 5]). For the sake of completeness
we adapt the proof. By using Equations (5, 12) and the Notations 19, we obtain
2 d(t) = E[Y 2t ] = 2
t∫
0
(t− x)C(x) dx (13)
Combined with Equation (12) it results that for t → ∞ we have d(t) = D t +
O(1), where
D =
∫ ∞
0
C(|τ |) dτ =
∫ ∞
0
E[ζτ ζ0]dτ (14)
Also from Equations (12, 13) for |x| < 1 we have
d(t+ x)− d(t) = O(1) (15)
As a consequence, there exists a constant K3 such that for all t ≥ 0 we have
uniformly in t: (D t−K3) ≤ d(t) := E[Y
2
t ]/2 ≤ (D t+K3).
Because Yt has stationary increments we obtain E[Yy Yt] = d(t) + d(y) −
d(y− t). With Z = (1− p)Ys−Yt we get E
[
Z2/2
]
= p2 d(s)+ [p (d(t)− d(s))+
(1− p) d(s− t)].
From |s−t| ≤ 1 and Equation (15) it results that the last bracket is uniformly
bounded. Since Z is Gaussian, we obtain the Inequality (4) and by Proposition
22 the Inequalities (10, 11).
Observe that by Equation (14) the constantD is related to the zero frequency
component of the correlation function. We shall prove the following general
Proposition 25 Let p ∈ ]0, 1[, 0 ≤ y − 1 ≤ x ≤ y and suppose that
1. The stochastic processes Yt, ζt satisfies Condition 10.
2. The stochastic process ft is stationary, independent of Yt and we have the
bound uniformly in t:
|E[ft]| < K4 <∞ . (16)
Denote
bf(x, y) :=
∥∥∥∥
∫ y
x
ftAt dt
∥∥∥∥
p
(17)
Then for some constant K5 we have
bf(x, y) ≤ K5 exp (yγp) . (18)
Proof. Since for p ∈ ]0, 1[ we have σp = p and ‖g‖p = E [|g|
p
], the Equation
(17) can be rewritten as bf (x, y) = E [U
p V ], where
V (ω) = exp [−p Yy(ω)]
U(ω) =
∫ y
x
ft(ω)At(ω) exp [Yy(ω)] dt .
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Recalling Proposition 21 and Inequality (9) we get:
bf (x, y) ≤ (E [U V ])
p (E [V ])1−p . (19)
Then, on the one hand, according to Proposition 22 and Inequality (10), the
term E [V ] in Equation (19) is bounded by
E [V ] ≤ K6 exp
(
p2 y D
)
. (20)
On the other hand, due to the independence of ft and Yt we obtain
E [U V ] =
∫ y
x
E[f ]E[At exp {(1− p)Yy}] dt .
Recalling Inequality (16), and the definition of At, it follows that
|E [U V ]| ≤ K4
∫ y
x
exp(−a t)E [exp {(1 − p)Yy − Yt}] dt
which, with the help of Inequality (4), reduces to
|E [U V ]| ≤ K7 exp(−a y + p
2Dy) . (21)
After simple calculations, recalling Inequalities (19, 20, 21), the Inequality (18)
is obtained.
Remark 26 From the Condition 12, for fixed T , by symmetry and stationarity,
we have an equality in distribution of the direct and reflected process φt
d
= φT−t.
From the previous Remark, it follows the following
Proposition 27 If f(x) ∈ Hp then E[f(Bt)] = E[f(Ht)] and in particular
‖Bt + z‖p = ‖Ht + z‖p, where z ∈ C, p > 0.
Proof. From the Definitions 4 5 results, that if f(x) ∈ Hp then f(x) is contin-
uos, hence measurable. From Remark 6 we have |f(x)| ≤ c1+c2 |x|
p
. According
to the Notations 19
Bt =
∫ t
0
φτ exp (−a(t− τ)− (Yt − Yτ )) dτ
From Condition 10 results that the process Yτ has stationary increments, so for
fixed t we have the equality in distribution of the processes Yt− Yτ
d
= Yt−τ . On
the other hand, from Condition 2 results that because the processes φτ , Yτ are
independent, we have the equality in distribution
(φτ , Yt − Yτ )
d
= (φτ , Yt−τ )
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Consequently
Bt
d
=
∫ t
0
φτ exp (−a(t− τ)− Yt−τ ) dτ
By the change of the integration variable τ → t − τ and from Remark 26
results the equality in distribution
Bt
d
=
∫ t
0
φt−τ exp (−aτ − Yτ ) dτ (22)
According to the Remark 26, for fixed t we obtain φτ
d
= φt−τ . By the inde-
pendence of the processes φτ , ζτ , consequently the independence of φτ , Yτ we
have
(φτ , Yτ )
d
= (φt−τ , Yτ )
So from Equation (22) results
Bt
d
=
∫ t
0
φτ exp (−aτ − Yτ ) dτ
or (see Notation 19) Bt
d
= Ht which completes the proof.
The following Lemma and its Corollary 30 will be used in subsequent works.
Lemma 28 Under the previous Notations 11, 19, Conditions 10 and 12, we
have
1. If v ≥ u ≥ 0 , γp 6= 0 and 0 < p < β1 then we have the L
p bound
‖Hv −Hu‖p ≤ K8 {exp(u γp) + exp(v γp)} (23)
for some constant K8 independent of u, v.
2. There exists X∞ ∈
⋂
0<q<βc
Lq such that lim
t→∞
‖Ht −X∞‖p = 0 when
p ∈ ]0, βc[.
3. ∀p ∈]0, β1[ we have
‖Bt‖p ≤ K8 [1 + exp(t γp)] (24)
Proof.
1. If p ∈ [1, β1[ then (see Notation 19) we obtain ‖Hv −Hu‖p ≤
∫ v
u
‖φsAs‖p ds.
Recalling Conditions 12 items 2 and 3, it follows that
‖φsAs‖p = ‖φs‖p ‖As‖p ≤ mp ‖As‖p .
Consequently, by using the Inequality (11) results
‖Hv −Hu‖p ≤ mpK1
∫ v
u
exp (t γp) ds
12
which immediately lead to Equation (23).
In the ”very heavy tail” case when p ∈]0, 1[ we use the Proposition 25,
where we replace ft ≡ φt and Equation (17). We introduce the notations
[x] for the integer part of x, the notations nv := [v − u], v− := u+ nv and
use the decomposition∫ v
u
φτAτdτ =
(∫ u+1
u
+ · · ·+
∫ u+nv
u+nv−1
+
∫ v
u+nv
)
φτAτdτ
We get
‖Hv −Hu‖p = bφ(u, v) ≤ bφ(v−, v) +
nv∑
k=1
bφ(u + k − 1, u+ k)
By using Proposition 25, Equation (18) with ft ≡ φt, after simple estima-
tions we obtain Equation (23), which completes the proof.
2. Let p ∈ ]0, βc[. Then we have γp < 0 and from Equation (23) it results
that if tn →∞ then Htn is a Cauchy sequence in L
p.
The Lp spaces, including p ∈]0, 1[, are complete (Ref.[9], page 75), there-
fore an X∞(ω) ∈ L
p exists such that ‖Ht −X∞‖p → 0. Because 0 < p ≤
q ⇒ Lp ⊃ Lq, it results that X∞(ω) ∈
⋂
0<q<βc
Lq.
3. It results from Proposition 27 and Inequality (23), by setting u = 0, v = t.
Lemma 29 Let f(x) ∈ Hp fixed. Then Ψ ∈ L
p ⇒ f(Ψ) ∈ L1.The correspond-
ing application Lp → C, defined as Lp ∋ Ψ→ E [f(Ψ)] ∈ C, is continuous.
Proof. From f(x) ∈ Hp results |f(x)| ≤ a + b |x|
p (see Remark 6). Hence
Ψ ∈ Lp ⇒ f(Ψ) ∈ L1.
For the proof of the continuity we consider first the case 0 < p ≤ 1. Let
Ψ, χ ∈ Lp and recall that in this case f(x) ∈ Hp ⇒ |f(x+ y)− f(x)| ≤ c1 |y|
p.
Then it follows that
|E [f(Ψ + χ)]− E [f(Ψ)]| ≤ E |f(Ψ + χ)− f(Ψ)| ≤ c1E |χ|
p
= c1 ‖χ‖p
which proves the continuity in the case of the (unusual) Lp space.
In the case p ≥ 1 we observe that according to the Definition 5 it is sufficient
to prove the continuity for the set of functions of the form f(x) = |g(x)|
p
when g(x) ∈ H1, that generates the space Hp by finite linear combinations.
Let Ψ, χ ∈ Lp with p ≥ 1 and recall that in this case f(x) ∈ Hp ⇒
|g(x+ y)− g(x)| ≤ c1 |y|. So it is sufficient to prove that
‖χ‖p → 0⇒ E [f(Ψ + χ)]→ E [f(Ψ)] (25)
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In the case f(x) = |g(x)|
p
the previous Equation (25) is equivalent to the
condition:
‖χ‖p → 0 ⇒ ‖g(Ψ + χ)‖p → ‖g(Ψ)‖p (26)
Observe that from the usual (p ≥ 1) Ho¨lder inequality and from g(x) ∈ H1 we
obtain ∣∣∣‖g(Ψ + χ)‖p − ‖g(Ψ)‖p∣∣∣ ≤ ‖g(Ψ + χ)− g(Ψ)‖p ≤ ‖c1χ‖p
which completes the proof for the case p ≥ 1.
Corollary 30 Let p ∈ ]0, βc[ and f(x) ∈ Hp. Then E[f(Ht)] → E[f(X∞) and
E[f(Bt)]→ E[f(X∞)] for t→∞.
Proof. The convergence of E[f(Ht) results from Lemma 28 part 2, and Lemma
29. From Proposition 27 results E[f(Bt)] = E[f(Ht)], which completes the
proof.
Remark 31 The distribution of X∞ ∈ L
p, with p ∈ ]0, βc[ is identical with
limt→∞Ht :=
∫∞
0 φτ Aτdτ , where the limit is in L
p. Clearly, in generic cases
X∞ is non degenerate, and for the limiting measure µ(x) = prob(|X∞(ω)| ≥ x),
we obtain 0 <
∫∞
0 y
pdµ (y) <∞ for all p ∈]0, βc[.
3.2 Proof of the Lemma 15.
Proof. The random variable X∞ ∈ ∩0<p<βcL
p was constructed in Lemma 28
part 2. Let p ∈ ]0, βc[ and f(x) ∈ Hp. If f(x) ∈ Kβc , then it can be represented
in the form f(x) =
∑n
i=1 fi(x) where fi(x) ∈ Hpi for pi ∈ ]0, βc[ and 1 ≤ i ≤ n.
It is therefore sufficient to consider the case when f(x) ∈ Hp for p ∈ ]0, βc[.
1. It is sufficient to prove that {f(x) ∈ Hp, p ∈ ]0, βc[} ⇒ {f(X∞) ∈ L
1}.
We now use X∞ ∈ L
p and Lemma 29.
2. Let t → ∞. It is sufficient to prove that {f(x) ∈ Hp, p ∈ ]0, βc[} ⇒
{ lim
t→∞
E[f(Xt)] = E[f(X∞)]}. From Proposition 27 it results that
E[f(Bt)] = E[f(Ht)].
Consequently, according to Corollary 30, we have
lim
t→∞
E[f(Bt)] = E[f(X∞)] <∞ .
We will use now Lemma 29 with χ = x0At and Ψ = Bt. Because for 0 <
p < βc we have exp(tγp)→ 0 then, by Inequality (11) results ‖At‖p → 0,
so ‖χ‖p → 0. Consequently by Lemma 29 we obtain
E[f(Xt)] = E[f(Bt + x0 At)]→ E[f(X∞).
E[f(Xt)] = E[f(Bt + x0At)] → E[f(X∞). The last remark follows from
the fact that f(x) ∈ Hp for all z ∈ C if the function f(x) is defined by
f(x) := |x+ z|
p
.
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3. Consider the case when p > βc i.e. γp > 0 and therefore exp(γpt)→ +∞.
Suppose, ad absurdum, that there exist two initial conditions x0 and x
′
0
such that the corresponding solutions Xt(ω) and X
′
t(ω) of Equation (1)
are bounded in Lp.
The stochastic process Zt(ω) = Xt(ω) −X
′
t(ω) is also bounded and it is
determined by the homogenous equation. According to Equation (7), it
results that
Zt(ω) = (x0 − x
′
0)At(ω)
and thus ‖Zt‖p = |(x0 − x
′
0)|
σp ‖At‖p. Then, recalling the first part of
Inequality (11) we finally obtain
‖Zt‖p ≥ |(x0 − x
′
0)|
σp K2 exp(γpt) (27)
Because when p > βc we have. γp > 0 and therefore exp(γpt)→ +∞., by
Equation (27) the proof is completed.
3.3 Proof of the Theorem 13.
The main point of the proof is the density of the space Hα in the space Cγ(R).
For the convenience of the reader, we recall some very general definitions and
a generalization by Nachbin of the Kakutani-Stone density theorem from (Ref.
[8], Theorem 2 ) to the non compact case. See also (Ref. [6]).
3.3.1 The Nachbin approximation Lemma
We use the terminology and notations from (Ref. [6]). Let X a completely
regular topological space. By C(X) we denote the space of continuous real
valued functions on X .
A directed set V , where V ⊂ C(X), is a set such that for any v1, v2 ∈ V
there exist λ > 0 and v ∈ V such that v1(x) ≤ λv(x) and v2(x) ≤ λv(x).
We suppose also that for any x ∈ X there exists v ∈ V such that v(x) > 0
(i.e. the set V is pointwise strictly positive). A function f(.) ∈ C(X) is an
element of the weighted space CV∞(X) if and only if for all v ∈ V the function
v(x)f(x) vanishes at infinity.
The topology on CV∞(X) is defined by the seminorms indexed by elements
of V , denoted pv(f)
pv(f) = sup
x∈X
|v(x)f(x)|
where f ∈ CV∞(X), v ∈ V .
Recall, a lattice L ⊂ C(X) is a set of functions closed under min and max
f, g ∈ L⇒ min [f(x), g(x)] ∈ L and max [f(x), g(x)] ∈ L
The following Lemma of Nachbin (Refs [8, 6]) will be used
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Lemma 32 (Nachbin [8]) Let X be a completely regular space, V a pointwise
strictly positive set of weights, L a sublattice of CV∞(X) and f ∈ CV∞(X).
Then f can be approximated by elements of L in the CV∞(X) topology if and
only if for any x, y ∈ X and ε > 0 there exists g ∈ L such that
|f(x)− g(x)| < ε (28)
|f(y)− g(y)| < ε (29)
The following Corollary results
Corollary 33 For any 0 < α < γ the space Hα is dense in Cγ(R) in the
topology induced by the norm from Equation (3).
Proof. In order to apply the Lemma 32 in the our case, we consider X = R and
the set V consists of a single function v(x) = (1 + |x|)−γ . In this case the space
CV∞(X) is Cγ(R) from Definition 3. First we recall Remark 6 and observe that
Hα is contained in Cγ(R) when 0 < α < γ.
To apply Lemma 32, for any fixed α > 0 we define the subset L of Hα as
follows: h ∈ L if and only if there exists η ∈ H1 such that for any x ∈ R we
have h(x) = |η(x)|α. It is easy to see that in this case h ∈ Hα for any α > 0.
Indeed, for α ≥ 1 it follows from the very definition of Hα. For 0 < α ≤ 1
we have ||η(x)|
α
− |η(y)|
α
| ≤ |η(x) − η(y)|
α
and now we use that η ∈ H1, i.e.
|η(x)− η(y)| ≤ c |x− y|. So we obtain |h(x) − h(y)| = ||η(x)|α − |η(y)|α| ≤
[c |x− y|]α
It is easy to verify that the set L defined below is a lattice.
Indeed, suppose that h1, h2 ∈ L ⊂ Hα, for some fixed α > 0. This
means that they can be represented as h1(x) = |η1(x)|
α
, h2(x) = |η2(x)|
α
,
with η1,2 ∈ H1. Then we have h(x) = min [h1(x), h2(x)] = |η(x)|
α , where
η(x) = min[η1(x), η2(x)] ∈ H1, because H1 is closed under min, max opera-
tions. In a similar manner we prove that L is closed under max[].
In order to use the Lemma 32 it remains to prove the restrictions given by
Equations (28, 29).
Moreover, because the positive and negative part of a function from Cγ(R)
belongs to Cγ(R) too, it is sufficient to verify that any non negative function
f(x) ≥ 0 from Cγ(R) can be approximated by elements of L.
But it is easy to check that by using the family of functions g(x) = |ax+ b|α ∈
L, a, b ∈ C , the conditions given by Equations (28, 29) of the previous Lemma
32 are obeyed, for f(x) ≥ 0, which completes the proof.
3.3.2 Proof of the convergence of the measures (Theorem 13)
Proof. We will use Lemma 15 and its Corollary 16. In order to complete the
proof, by extending the results from Lemma 15 and Corollary 16 to Theorem
13, it is sufficient to prove that form the convergence of the measures in the
weak topology T (Kβc) it follows the convergence of the measures in all of the
topologies T (Cγ) where γ < βc .
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In this end it is sufficient to prove that from lim
t→∞
∫
R
f(x) dFt(x) =
∫
R
f(x) dF∞(x)
for f(x) ∈ Hα, α ∈ ]0, βc[, where Ft(x), F∞(x) where defined in Corollary 16, it
follows that for any g(.) ∈ Cγ(R), 0 < α < γ < βc we have the same convergence
lim
t→∞
∫
R
g(x) dFt(x) =
∫
R
g(x) dF∞(x)
Denote νt (x) := Ft(x) − F∞(x) . From Corollary 16 results that there exists
some finite constant Kγ such that∫
R
(1 + |x|)γ |dνt(x)| = Kγ , 0 < γ < βc (30)
We emphasize that this is the point where γ < βc is used. Let g(.) ∈ Cγ(R),
and according to the previous Corollary 33 consider the sequence fn(x) ∈ Hα
of approximants g(x) in the topology of Cγ(R) where 0 < α < γ < βc. So we
have
lim
n→∞
sup
x∈R
∣∣∣∣g(x)− fn(x)(1 + |x|)γ
∣∣∣∣ = limn→∞pγ(g − fn) = 0 (31)
We have to prove that for any ε > 0 there exists Tε such that it t ≥ Tε then∣∣∫
R
g(x)dνt (x)
∣∣ ≤ ε. We have∫
R
g(x)dνt (x) =
∫
R
fn(x)dνt (x) +
∫
R
g(x)− fn(x)
(1 + |x|)
γ (1 + |x|)
γ
dνt (x)
or ∣∣∣∣
∫
R
g(x)dνt (x)
∣∣∣∣ ≤
∣∣∣∣
∫
R
fn(x)dνt (x)
∣∣∣∣+ pγ(g − fn)
∫
R
(1 + |x|)γ |dνt (x)|
By Equations (30, 31) we select n such that pγ(g − fn) ≤ ε/(2Kγ).
Because fn(x) ∈ Hα, α ∈ ]0, βc[ from Corollary 16 results that there exists
Tε such that if t ≥ Tε then
∣∣∫
R
fn(x)dνt (x)
∣∣ ≤ ε/2 .
This last inequality completes the proof of the convergence in the topology
T (Cγ) , γ < βc, under the hypothesis that we have convergence in the topology
T (Kβc).
Consequently the results from Lemma 15 and its Corollary 16 can be ex-
tended to Theorem 13 and Corollary 14 which completes the proof.
4 Application
We consider now a generalization of the Equation (1), containing a new non
linear term Ψt [Xt(ω), ω]. We write the equation symbolically as
dXt(ω)
dt
= −(a+ ζt(ω))Xt(ω) + Ψt [Xt(ω), ω] (32)
The driving noise terms ζt(ω), Ψt [Xt(ω), ω] satisfy the following restrictions.
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Condition 34 The stochastic process ζt(ω) obeys Condition 10. There exists a
stochastic process φt(ω) ≥ 0 such that
|Ψt [Xt(ω), ω]| ≤ φt(ω) a.e. (33)
and φt(ω) obeys Condition 12.
In this case the existence and uniqueness of the solution is guaranteed by
Theorem 221, page 65 from (Ref. [1]). The heavy tail effect is manifest now by
the boundedness/divergence of the moments E [|Xt + z|
p] when p ≶ βc:
Theorem 35 Denote by Xt(ω) the solution of the Equation (32). Under Con-
dition 34 we have the following behavior for t→∞.
1. when 0 < p < βc the fractional moment E [|Xt + z|
p] are uniformly
bounded in t.
2. For p > βc and for sufficiently large values ofX0, the moments E [|Xt + z|
p]
diverges.
Proof. In analogy to the Equation (7) and Notations 19 we have the rigorous,
implicit, integral form of the Equation (32)
Xt = x0 At + B˜t (34)
B˜t :=
∫ t
0
Ψt [Xt(ω), ω]At/Aτ dτ (35)
Because ‖f(ω)‖p := (E[|f |
p])σp/p (see Notation 1) it is sufficient to study
the boundedness of ‖Xt + z‖p, and by Equation (2), the boundedness of ‖Xt‖p.
From Equations (34, 2) results
|x0|
σp ‖At‖p −
∥∥∥ B˜t∥∥∥
p
≤ ‖Xt‖p ≤ |x0|
σp ‖At‖p +
∥∥∥ B˜t∥∥∥
p
(36)
According to the Inequalities (11, 36), we have
|x0|
σp K2 exp (t γp)−
∥∥∥ B˜t∥∥∥
p
≤ ‖Xt‖p ≤ |x0|
σp K1 exp (t γp) +
∥∥∥ B˜t∥∥∥
p
(37)
So it is sufficient to prove (in analogy to Inequality (24)) the new bound∥∥∥ B˜t∥∥∥
p
≤ K8 [1 + exp(t γp)] (38)
Observe that because At/Aτ > 0, from Equations (33, 35) we have the
inequality ∣∣∣B˜t(ω)∣∣∣ ≤ ∫ t
0
φt(ω)At/Aτ dτ (39)
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According to the Condition 34, in the Equation (39) we can identify∫ t
0
φt(ω)At/Aτ dτ = Bt
.Finally, by using Inequality (24) we obtain the Inequality (38). From Inequal-
ities (37, 38 ), it results
‖Xt‖p ≤ |x0|
σp K1 exp (t γp) +K8 [1 + exp(t γp)] (40)
respectively
|x0|
σp K2 exp (t γp)−K8 [1 + exp(t γp)] ≤ ‖Xt‖p (41)
If p < βc then we have γp < 0 and from Inequality (40) results that ‖Xt‖p is
bounded. If p > βc and if the initial conditions are sufficiently large, such that
|x0|
σp > K8/K2, then we have γp > 0 so by Inequality (41) results that ‖Xt‖p
diverges exponentially, which completes the proof.
5 Conclusions.
In a class of one dimensional random differential equations the large time behav-
ior of the solution was studied. When the equation is linear we proved that the
convergence to stationary state can be described in the framework of new class
of weak topologies on the set of probability distribution of the solution. These
topologies are stronger, compared to the classical weak topology. The study of
the weak convergence involves in a natural way the study of the convergence of
the fractional order moments of the solution. A critical exponent βc was defined
such that the moments of the solution, of order p remains bounded if p < βc and
diverges, on a massive set of initial conditions, when p < βc. When heavy tail
exists then βc is the heavy tail exponent. The speed of convergence/divergence,
for large time, of the moments of order p of the solution is exponential (see
Remark 18), depending on p− βc
The strength of the new family of topologies, that describe the approach to
the steady state, increases with βc.
An important result is the exact and simple Equation (6) for βc, in term
of the parameters from the multiplicative term only. The convergence in this
topology of the distribution function to the stationary distribution was proved.
A new topological vector space method was used in the proofs. By these new
methods we obtained an exact formula on the critical exponent βc also in the
case of a class of nonlinear models described by Equation (32). Generalization
to higher dimensions remains a challenging open problem.
6 Acknowledgements
This work, supported by the European Communities under the contract of As-
sociation between EURATOM and MEdC, EURATOM and CEA, respectively
19
EURATOM-ULB, was carried out within the framework of the European Fusion
Development Agreement. The views and opinions expressed herein do not nec-
essarily reflect those of the European Commission. S.G. acknowledges ULB and
CEA-Cadarache for warmth hospitality and to C. P. Niculescu from University
of Craiova, Romania, for helpful discussions.
References
[1] Arnold, L. Random Dynamical Systems; Springer, Berlin, 1998.
[2] Balescu, R. Aspects of Anomalous Transport in Plasmas ; Institute of
Physics Publishing, Bristol, 2005.
[3] Goldie C. M. Implicit renewal theory and tails of solutions of random equa-
tions. Ann. Appl. Prob. 1991, 1, 126-166.
[4] Green, M. S. Brownian motion in gas of noninteracting molecules. J. Chem.
Phys. 1951,19, 1036-1046.
[5] Kubo, R. Stochastic Liouville equation. J. Math. Phys. 1963, 4, 174-183.
[6] Kashimoto M. S. Simultaneous approximation and interpolation from lat-
tices. Note di Mathematica, 2008, 1, 163-166.
[7] Luschgy H.; Page`s G. Moment estimates for Le`vy processes. Electronic
Communication in Probability 1963, 13, 422-434.
[8] Nachbin L. On the priority of algebras of continuous functions on weighted
approximations. Symposia Mathematica 1976, XVII, 169-183.
[9] Rudin, W. Real and Complex Analysis;. McGraw Hill Inc. 3rd Ed. 1987.
[10] de Saporta, B.; Jian-Feng Yao. Tail of a linear diffusion with Markov switch-
ing. Ann. Appl. Probab. 2005, 15(1B), 992-1018.
[11] de Saporta B. Tail of the stationary solution of the stochastic equation
Yn+1 = anYn + bn with Markovian coefficients. Stoch. Proc. Appl. 2005,
115, 1954-1978.
[12] Sato, A.-H. Explanation of power law behavior of autoregresive conditional
duration processes based on the random multiplicative process. Phys. Rev.
E 2004, 69, 047101-1 - 047101-4.
[13] Shaw, W. T. Model of returns for the post-credit-crunch reality: Hybrid
Brownian motion with price feedback. arXiv: math/PR 0811.0182, 2008.
[14] Steinbrecher, G.; Shaw, W. T. Quantile mechanics. Eur. Journ. of Applied
Mathematics 2008, 19, 87-112.
20
[15] Steinbrecher, G.; Weyssow, B. Generalized randomly amplified linear sys-
tem driven by Gaussian noises: extreme heavy tail and algebraic correlation
decay in plasma turbulence. Phys. Rev. Lett. 2004, 92, 125003-1 - 125003-
4.
[16] Takayasu, H. Steady-state distribution of generalized aggregation system
with injection. Phys. Rev. Lett. 1989, 63, 2563-2565.
[17] Takayasu, H.; Sato, A-H.; Takayasu, M. Stable infinite variance fluctuations
in randomly amplified Langevin systems. Phys. Rev. Lett. 1997, 79, 966-
969.
[18] Taylor, G. I. Diffusions by continuous movements. Proc. London. Math.
Soc. Ser. 2, 1920, 20, 196-211.
21
