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ABSTRACT 
 
Fusion techniques have received considerable attention 
for achieving performance improvement with biometrics. 
While a multi-sample fusion architecture reduces false 
rejects, it also increases false accepts. This impact on 
performance also depends on the nature of subsequent 
attempts, i.e., random or adaptive. Expressions for error 
rates are presented and experimentally evaluated in this 
work by considering the multi-sample fusion architecture 
for text-dependent speaker verification using HMM based 
digit dependent speaker models. Analysis incorporating 
correlation modeling demonstrates that the use of 
adaptive samples improves overall fusion performance 
compared to randomly repeated samples. For a text 
dependent speaker verification system using digit strings, 
sequential decision fusion of seven instances with three 
random samples is shown to reduce the overall error of 
the verification system by 26% which can be further 
reduced by 6% for adaptive samples. This analysis novel 
in its treatment of random and adaptive multiple 
presentations within a sequential fused decision 
architecture, is also applicable to other biometric 
modalities such as finger prints and handwriting samples.      
 
1. INTRODUCTION 
Reliability of the performance of biometric identity 
verification systems remains a significant challenge. 
Performance degradation arises from intra-class 
variability and inter-class similarity. Intra-class 
variability is caused when individual samples of the same 
person are not identical for each presentation and inter-
class similarity arises from high degree of identicalness 
of the same biometric trait between different persons. 
These limitations may lead to misclassification of the 
verification claims resulting in false alarms and false 
rejects. These two errors are dependent and in general, it 
is difficult to reduce the rate of one type of error without 
increasing the other. Fusion techniques attempt to reduce 
the overall error rate of the verification system.  
 Fusion techniques have been classified into the 6 
categories: multi-instance, multi-sample, multi-sensor, 
multi-algorithm, multi-modal and hybrid. Multi-modal 
biometrics are commonly used for improvement in 
verification performance [1]. The use of multi-modal 
systems often increases the abstract cost and processing 
time for verification [2], which could be reduced by 
employing different sources of information from a single 
modality, such as, different instances or samples of a 
modality [3]. The results of a multi-sample fusion scheme  
can improve performance over  uni-modal verification 
with a single sample  [3] and is also comparable to that of 
multimodal techniques [4]. 
 Traditional verification techniques compare a 
test sample with a model to decide whether the test 
sample is to be accepted or rejected. The use of an 
additional try, randomly selected from the test set, 
reduces the false rejects with modest increase in false 
accepts [5]. Previous work on fusion evaluation using 
adaptive samples is limited in biometric literature. 
Random forgeries and skilled forgeries (adaptive 
samples) have been tested as impostor data and real 
impostor statistics has been shown to improve 
verification performance [6]. But testing of client 
adaptive samples has not been presented before, although 
scores from multiple samples have been fused for optimal 
weights or confidence levels [7]. The analysis on multiple 
samples, in general, has not considered if the repeated 
sample is better than the initial sample. As the nature of 
the repeated sample can have significant effect on 
performance, the method by which these samples are 
acquired and combined is significant for evaluation of 
fusion performance. In this work, a multi-sample 
architecture, with sequential acquisition of random and/or 
adaptive samples, is first tested for client and impostors 
where the decisions are assumed to be statistically 
independent [8]. As this assumption can be unrealistic, 
the evaluation of the architecture is then extended to 
incorporate correlation between adaptive samples and 
random samples. An architecture that integrates multiple 
samples with instances at multiple stages is theoretically 
and experimentally shown to improve fusion performance 
in [8]. This proposed method is analytically shown to  
provide a controlled trade-off between false rejection rate 
(FRR) and false acceptance rate (FAR) when the 
classifier decisions are assumed to be statistically 
independent in [8] and  statistically dependent in [9].  
 Section 2 and section 3 explain the theoretical 
analysis and experimental protocol for evaluation of the 
multi-sample fusion architecture in the context of text-
dependent speaker verification. The subsequent sections 
present results obtained for the fusion of random and 
adaptive samples. Section 6 provides results for 
sequential decision fusion with random and adaptive 
samples and finally section 7 provides a brief conclusion.  
2. MULTI-SAMPLE FUSION FOR SPEAKER 
VERIFICATION 
Multiple samples from a single biometric modality can be 
acquired using a single sensor or multiple sensors. These 
samples can account for the intra user-variations and/or to 
obtain a more complete representation of the underlying 
characteristic [7]. One of the key issues of a multi-sample 
system is the determination of the number of samples to 
be acquired from an individual. It is also important to 
establish a desired relationship between the samples 
before-hand in order to optimize the benefits of the 
integration strategy.  
 Acquisition of the samples can be either sequential 
or parallel. The choice of each subsequent sample in 
sequential acquisition, random or adaptive, has 
significant effect on the resulting fusion performance. An  
analysis of this effect on the manner of sample selection 
is investigated in this work, using multiple samples for 
text-dependent speaker verification. In case of a true 
speaker, a random sample could be another arbitrary 
try/presentation of the required utterance. For an 
impostor, a random sample could be considered as a 
naive or zero-effort attack where the impostor is trying to 
get accepted by system without applying any knowledge 
of actual speaker’s speech characteristics.  
 An adaptive sample for a true speaker and/or an 
impostor can be an attempt to modify the speaker's 
characteristics to adapt to the claimed model. An 
impostor can try and adapt to the claimed model by 
mimicking the claimed speaker. This could also be 
achieved using signal processing techniques and software 
tools for obtaining transformed impostor utterances from 
the claimant utterance. With each repeated attempt, an 
impostor can adapt characteristics to be more similar to 
the claimant model. In a real life scenario, the number of 
attempts required by a true speaker for acceptance by a 
verification system will be far less than that required by 
an impostor because the true speaker will be good at 
adapting to his/her model. An impostor is not expected to 
be good at adapting to the true speaker’s model and will 
require more samples for success. 
 The architecture used for evaluation, here, employs 
the sequential acquisition and processing of samples that 
are used for speaker verification. In this architecture, the 
maximum permissible number of repeated samples, ‘m’, 
is fixed a priori. For a speaker to be declared genuine for 
a particular instance (or spoken text), it is considered 
sufficient if any one sample (or utterance) presented to 
the system gets accepted. Acceptance decisions are 
logical ‘OR’ for multiple samples. However, if the 
speaker is accepted by ‘ith sample’ (1<i<m) then the 
subsequent samples need not be used for verification. 
The speaker is considered to be an impostor when all the 
‘m’ samples are rejected. Rejection decisions are logical 
‘AND’ for multiple samples.  
 For the case of verification with fusion of adaptive 
samples (second sample is an adaptation of the first 
sample, third sample is another converted version of 
second sample and so on), the error rates for each sample 
are independent and may not be equal. Considering mα
and 
m
ρ to be the false acceptance and false rejection rates 
respectively for the ‘ thm ’ sample, the error rates for the 
multi-sample fusion can be given as 
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 For random presentations, the probability of false 
acceptance rate or false rejection rate for the subsequent 
samples is the same as that for the first sample. 
Considering α and ρ to be the false acceptance and 
false rejection rates respectively for each of the ‘m’ 
samples, the error rates for the multi-sample fusion can 
be given as [10] 
 
( )when 1 ; mFAR FRRmα α α ρ ρ≈ << =
   
(3)  
 
       From the above equations it is clear that while the 
FRR decreases (since ρ is less than 1) multiplicatively 
with the number of attempts ‘m’, the FAR increases 
additively with ‘m’. An assumption made for the 
derivation of equations 1 to 3 is that the classifier 
decisions from multiple samples are statistically 
independent. Multi-sample fusion (random samples) in 
the proposed architecture applied to text-dependent 
speaker verification has been previously demonstrated to 
reduce the number of false rejections at the cost of 
increase in false acceptances [8]. However, the analysis 
in [8] did not present the differences in fusion 
performance for random and adaptive samples. The next 
section explains the experimental setup used for such 
evaluation of multi-sample fusion. 
3. EXPERIMENTAL SETUP 
Speech data from the CSLU Speaker Recognition 
Version 1.1 database is used for evaluating performance 
of the proposed fusion scheme. The data consist of 
spoken digit strings that are manually segmented into 
individual digits. The methodology used is the same as 
explained in [8]. Mel Frequency Cepstral Coefficient 
features are extracted by processing utterances in 26 ms 
frames. Left - Right Hidden Markov Models (HMM) with 
five states per phoneme and three mixtures per state are 
created for each digit. The digit models are trained 
separately for each speaker. A universal background 
model is used for speaker normalization and this model is 
adapted using MAP and MLLR.   
 Data from 11 male speakers are used for 
performance evaluation. Each speaker data are divided 
into train, tune and test subsets that are kept disjoint. 
Impostor testing for a client is the done using data from 
the 10 speakers other than the client. Several 
combinations are used to obtain reliable estimates of error 
rates. Four different training sets (21 client utterances) are 
first chosen for creating speaker specific digit dependent 
HMM models. Once the models are trained, the 
remaining data are divided into four different tune and 
test data subset combinations. Each tune set (35 client 
and 140 impostor utterances) is used to set appropriate 
digit dependent threshold and evaluate individual 
classifier error rates and finally the test set (70 client and 
420 impostor utterances) is used to evaluate the 
performance of the proposed fusion.   
 In text-dependent speaker verification (TDSV) 
mode, the spoken digit is known and the speaker is 
unknown. If the claimed speaker’s model for the digit 
matches the utterance, it is accepted. This may be a true 
or false acceptance depending on whether the utterance 
came from the claimed speaker or an impostor. Impostor 
testing is done using utterances of the same (known) 
digit, resulting in true rejections or false acceptances. A 
sample here represents any single utterance of an 
instance from a speaker. An instance in the context of 
TDSV by the proposed architecture refers to the text or 
digits which form the different decision stages. 
 For the evaluation of random sample fusion, each 
utterance of a digit in development/test dataset is 
presented as a sample to the speaker-specific model of 
that digit. If the sample is rejected at this decision stage, 
the next sample is randomly picked from the remaining 
utterances. The evaluation of adaptive sample fusion can 
be performed using speech data where the user is allowed 
to mimic a digit or phrase and try to sound as much like 
the prompt speaker as possible. This type of data is 
limited in currently available databases and so adaptive 
samples for this evaluation are obtained using voice 
conversion/speech transformation techniques.  
 The Vocal Tract Length Normalization (VTLN) 
method from Voice Conversion Matlab® Toolkit [11] is 
used to obtain adaptive samples for client and impostor 
verification. For client-to-client conversion the 
parameters are trained on the data (source and target) 
from the same speaker. For impostor-to-client 
conversion, the estimated parameters are trained on the 
source data from an impostor and target data from a 
client. The parameter estimation is performed for each 
digit of a speaker independently. For each sample that is 
rejected, a transformed sample is generated. It is also 
possible that the conversion technique might be good in 
transforming certain digits more accurately than others, 
thus resulting in different error rates for isolated digits. It 
is to be noted here that certain samples accepted initially 
can be rejected after conversion.  
 The fusion performance of the system, for 
random and adaptive samples, is tested by progressively 
increasing the number of samples used for verification. In 
a real life scenario, if a speaker is accepted by ‘ith sample’ 
then the subsequent samples (i+1, i+2,..m) need not be 
used for verification and the fusion performance is thus 
independent of decisions from these subsequent samples.  
4. FUSION OF RANDOM AND ADAPTIVE 
SAMPLES 
Figure 1(a) represents the Detection Error Tradeoff 
(DET) curves for the random and adaptive samples for 
the pooled tests. The DET plot for verification of first 
samples is the same for both random and adaptive 
samples (solid line in figure 1). When subsequent 
samples are randomly selected, the DET curves are the 
same as that for the first sample. On the other hand, the 
DET curves for subsequent adaptive samples are different 
and are represented as dashed (2nd samples) and dotted 
(3rd samples) lines in figure 1.  
 When adaptive samples are individually tested, 
false rejects decrease and false accepts increase compared 
to the error rates for the first sample. It is shown in [5], 
that the FRR reduces significantly whereas the FAR 
increases only marginally for multi-sample fusion, 
thereby improving the performance of fusion. However, 
the Equal Error Rate (EER) for the second and third 
samples is not less than that for the first sample (fig. 
1(a)). The impact of multi-sample fusion on overall 
performance can be better explained using DET curves 
for individual speakers. Figure 1(b) shows the curves for 
the tests performed on samples from three speakers with 
better (spkr-0074), average (spkr-0047) and worse (spkr-
0241) performance. For spkr-0241, the EER for second 
and third samples is less than EER for first sample 
verification tests. This is because the decrease in FRR is 
higher than the increase in FAR when multiple samples 
are fused. Whereas, for spkr-0074, the increase in FAR is 
significantly higher than the decrease in FRR (Here, the 
FRR for the 2nd adaptive sample rapidly reaches zero 
because of limited number of tests whereas the FAR 
increases with each successive sample).  
 
Figure 1. DET Curves for the speaker verification 
performance of tests performed on (a) all test speakers 
(pooled results) and (b) individual test speakers 
Table 1. Verification Error Rates for Multi-Sample 
fusion of Random and Adaptive Samples (1S - One 
Sample, 2S - Two Samples & 3S - Three Samples) 
 Random Samples Adaptive Samples 
FRR FAR FRR FAR 
1S 0.160.226±  0.160.226±  0.160.226±  0.160.226±  
2S 0.060.076±  0.240.375±  0.050.061±  0.230.393±  
3S 0.040.029±  0.280.477±  0.010.019±  0.270.492±  
 
The overall performance of the system is improved only 
when the decrease in FRR for multiple samples is higher 
than increase in FAR. 
 As the base performance for random and 
adaptive repeated samples are not similar, the fusion 
performances are also different (Table 1). The false 
rejects are lower when a true speaker tries to adapt with 
each additional sample for verification. When an 
impostor tries to use an adaptation technique, the false 
accepts are higher than that for random sample 
presentation. Verification error rates can also be 
theoretically estimated using the equations (1) & (2) and 
base error rates. For the case of statistically independent 
decisions, the ideal error rates predicted using these 
equations are the same as the experimental/predicted 
error rates. However, statistical independence between 
decisions may not be always valid [9] and so it is 
significant to analyze the increase/decrease in fusion error 
rates when the classifier decisions are dependent.  
 The dependence between the samples can be 
analyzed using the difference between ideal errors 
(independent decisions) and experimental errors 
(dependent decisions). A test for significance, i.e., 
probability measure (p-value), can compare the ideal and 
experimental error rates. The results of the paired t-test 
for the ideal and experimental error rates of multi-sample 
fusion are given in Table 2. The significance or p-value 
for the fusion error rates (FRR and FAR) of random 
samples is higher than 0.05 and so the null hypothesis 
that the difference between the ideal and experimental 
error rates is zero can be strongly accepted. Since the 
acceptance is so strong for most of the cases it can be 
concluded that all sample combinations have the same 
means for both error rates. However, the null hypothesis 
can be rejected for adaptive samples fusion as the ideal 
and experimental error rates are significantly different. A 
repeated  adaptive  sample is  dependent on the  previous  
Table 2. Paired t-test results for Ideal and Experimental 
Error Rates (df - degrees of freedom) 
   df  p value  
Adaptive 
Samples 
FRR-2S 1007 1.339E-94 
FRR-3S 335 2.240E-21 
FAR-2S 1007 5.12E-244 
FAR-3S 335 3.247E-40 
Random 
Samples 
FRR-2S 1007 0.133 
FRR-3S 335 0.285 
FAR-2S 1007 0.325 
FAR-3S 335 0.158 
sample and so there exists correlation between the 
decisions for these samples. Therefore, the error rates for 
these dependent samples are either larger or smaller than 
the ideal values obtained under independence assumption 
[12, 13]. The effect of correlation modelling on multi-
sample fusion performance is analysed in [9]. These 
expressions are employed to investigate the differences in 
dependence between random and adaptive samples.  
5. CORRELATION MODELLING FOR MULTI-
SAMPLE FUSION 
The degree of dependence between the classifier 
decisions is estimated in [9] based on the Bahadur-
Lazarsfeld Expansion (BLE). The expansion begins with 
the ideal error rates (equations 1 & 2), and these are 
multiplied by correction factors. The equations to 
calculate the error rates for multi-sample fusion with 
incorporation of correlation between decisions are  
1 ...a a a a a a a a aE Ideal ij i j ijk i j k
i j i j k
p p z z z z zγ γ
< < <
  = + + +  ∑ ∑  (4) 
 
where 123... 1 2 ....
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i i i i
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Here ( 0,1)a aγ = are the correlation coefficients for true 
speaker & impostor decisions. They are defined using iz  
variables that are orthogonal with respect to the 
independence model with zero mean and unit variance. 
Decisions id are 1 for client & 0 for impostors and so 
0
iz
are positive for incorrect impostor decisions and negative 
for correct ones. Client decisions are similarly handled 
with 1iz . The magnitude and sign of the correlation, 
however, depend on the summation over all 
combinations. The expansion continues to third and 
higher order decision correlations between classifiers. 
Thus, the fusion error rates can be predicted using the 
true speaker and impostor correlation coefficients that are 
calculated using the base classifier FRR and FAR 
respectively.  
 Though the fusion performance is independent 
of the subsequent samples for an accepted sample, the 
correlation coefficient depends on the 
acceptance/rejection of samples being combined. 
Therefore, a complete analysis of correlation between the 
samples is performed here by assuming the subsequent 
sample decisions to be 'zero' (rejection), 'one' 
(acceptance). These values are then compared to actual 
verification decisions ('Zero/One'), i.e. the decision could 
be either 'Zero' or 'One' depending on the data provided 
as a subsequent adaptive samples. The 2nd and 3rd order 
correlation coefficients (eq. 6) for 'Zero', 'One' and 
'Zero/One' subsequent decisions are shown in the table 3.  
Table 3. Decision Correlation Coefficients for True 
Speaker and Impostor verification decisions 
Adaptive Samples 
(Subsequent Sample) 
Correlation Coefficients 
True Speaker Impostor 
'Zero/One' 2S 
   
0.230.295±  
   
0.170.371±  
3S 
   
0.340.111±  0.320.225±−  
'Zero' 2S 
   
0.130.451±  
  
0.140.629±  
3S 
   
0.360.694±  0.100.895±−  
'One' 2S 0.140.861±−  0.180.255±−  
3S 0.380.463±−  
  
0.140.019±  
 
 The correlation coefficients for random samples 
(e.g., 2nd order 0 0.10 1 0.05: 0.006 , : 0.001γ γ± ±− − ) are small and 
thus the mean error rates for fusion of independent and 
dependent decisions from random samples are similar, 
whereas, for adaptive samples the difference between 
these error rates is significant. The two true speaker 
decisions are positively dependent and so the ideal FRR 
is smaller than the experimental FRR, whereas 
experimental FAR is smaller than ideal FAR as the two 
impostor decisions are positively dependent [9]. As the 
3rd order coefficients are also either highly positive or 
highly negative, the difference between the ideal and 
experimental errors is significant. The same could be 
extended for the cases where the subsequent sample is 
considered either 'Zero' or 'One' as the correlation values 
are either highly positive or highly negative (table 3).  
 The calculation of correlation coefficients 
enables the prediction of verification errors on test data 
using parameters adjusted on a tune/development data set 
[9]. As explained earlier, the multi-sample fusion method 
reduces the number of false rejects at the cost of increase 
in false accepts. Voice conversion techniques can be used 
in real scenarios where an impostor's voice is transformed 
to adapt to the claimed model. As speaker verification 
systems are vulnerable to these altered voices, the overall 
performance degrades for multi-sample fusion. For an 
impostor to adapt to the claimant's model and spoof the 
verification system, information about the underlying 
verification technology should be prior knowledge, which 
is difficult. On the other hand, a true speaker may need 
additional samples in situations where he/she is adapting 
to the environment or to changes in speech patterns 
compared to the training data. Therefore fewer samples 
are required for an acceptance by the true speaker than an 
impostor. Under these conditions, the decrease in FRR 
may be higher than the increase in FAR, thereby 
improving the overall performance of multi-sample 
fusion.  The integration of multiple samples with 
instances at multiple stages can also reduce the number of 
false accepts. The architecture of such a system, that 
fuses multi-instance and multi-sample schemes [8], can 
be used as an effective anti-spoofing method. This 
method is theoretically and empirically shown to reduce 
both FRR and FAR simultaneously [8, 9].  
6. SEQUENTIAL DECISION FUSION FOR 
SPEAKER VERIFICATION 
As explained in [8], a combination of multi-instance and 
multi-sample fusion schemes allows control over the 
trade-off in verification errors. It is desirable in most 
speaker verification applications such as remote 
authentication, telephone and internet shopping to serve 
both security and user convenience requirements. This 
can be achieved by setting the parameters of the 
architecture, the number of tries at each decision stage 
(samples) and the number of decision stages (instances), 
to be used for speaker verification.   For a speaker to be 
declared genuine for a particular instance (or spoken 
text), it is considered sufficient if any one sample (or 
utterance) presented to the system gets accepted. In the 
sequential decision framework it is required that a 
speaker be accepted by all instances in the sequence of 
decision stages. Acceptance is thus logical ‘AND’ for 
multiple instances. If the speaker is rejected by any 
decision stage, the sequence terminates and thus rejection 
decisions are logical ‘OR’ for multiple instances. 
Considering FAR (
,n mα ) and FRR ( ,n mρ ) to be 
independent for each instance, the proposed fusion 
scheme equations are given as 
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These equations can be simplified for random samples [9] 
where the FRR ' ρ 'and FAR 'α ' are assumed to be 
equal. 
 
( , ) ( ) ; ( , ) ( )n mn m m n m nα α ρ ρ= ≈    
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From the above equations it is clear that the multi-
instance and multi-sample fusion schemes are 
complementary. The FRR decreases (since ρ is less than 
1) multiplicatively with the number of samples ‘m’, the 
FAR increases additively with ‘m’ and the reduction in 
the FAR is multiplicative with the number of instances 
‘n’, while the increase in the FRR is approximately 
additive with ‘n’. The multiplicative changes are faster 
than additive ones and this enables the control of the 
errors through these parameters in the architecture. 
 The FRR for adaptive samples is lower than 
random samples whereas FAR is lower for random 
samples (fig. 2(a)). Points on the curves for random and 
adaptive samples below the line for point (1, 1) represent 
error rates that are lower than base error rates (EER of 
22.6%). For example, point (7, 3) represents the FRR 
(FAR) of 9.5 % (9.8%) and 15.7 % (7%) for adaptive and 
random samples respectively.  
 Figure 2. Sequential Decision Fusion of Adaptive and 
Random Samples (a) False Rejection Rate Vs False 
Acceptance Rate (b) Total Error Rate ; (n, m)- (number of 
instances, number of samples) 
Here, the FRR are lower for adaptive samples whereas 
the FAR are smaller for random samples. But the overall 
fusion performance is better for adaptive rather than 
random samples, for example, the total error rate (TER) 
at the point (7, 3) is lowest for adaptive samples rather 
than random samples (figure 2(b)). This is true for other 
digit combinations where n>3. Although the values 
presented here are specific to the database and the 
adaptation technique used, it is possible to obtain higher 
difference in performance for random and adaptive 
samples when better adaptation techniques are used.  
 The results here thus demonstrate that despite 
the greater increase in FAR for adaptive samples 
(compared to random samples) in this dataset, the total 
and individual error rates (FRR & FAR) can be reduced 
in a desirable manner by adjusting the parameters, i.e., 
number of instances and number of samples, with 
improvement in the overall performance of speaker 
verification. The method to include correlation modelling 
to this proposed fusion method is detailed in [9]. 
7. CONCLUSION 
A multi-sample fusion method reduces false rejects and 
increases false accepts with an overall improvement in 
fusion performance. The decrease in FRR or the increase 
in FAR is higher for samples that are adaptive rather than 
random. The analysis presented here is novel in 
determining the dependence between the adaptive 
samples, and emulates the case in real applications where 
a speaker tries to adapt to claimed model. Further, the 
sequential fusion scheme evaluated here can be employed 
as an effective anti-spoofing method where the increase 
in false accepts because of impostor adaptive samples, 
generated using voice conversion techniques, can be 
reduced through appropriate combination of multiple 
instances and multiple samples.  Correlation between the 
decisions for random and adaptive samples can be used as 
a measure to differentiate between the two types of 
repeated sample presentation. Though the evaluation in 
this work is for the voice biometric, the expressions 
developed here are also applicable to other modalities 
such as fingerprint and handwriting samples. 
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