The objective of this study is to predict influences of tooling parameters such as die and punch radius, blank holder force and friction coefficient between the die and the blank surfaces in a deep drawing process on the wrinkling height in aluminium AA5754 by using the response surface methodology (RSM) and an artificial neural network (ANN). The 3D finite element method (FEM), i.e. the Abaqus software, is employed to model the deep drawing process. In order to investigate the accuracy of this model, the results are compared with experimental results. The data derived from the FEM are used for modelling the RSM and training an ANN. Finally, the RSM and ANN outputs are compared so as to select the best model. The results of the two methods are promising and it is found that the ANN results are more accurate than the RSM results.
Introduction
The deep drawing process is a significant process in sheet metal forming which is extensively used in industry for converting sheet metal blank to hollow parts without seem at high production rates. One of the predominant and deleterious effects in deep drawing is wrinkling which is induced by plastic instability. The effect of various factors that lead to wrinkling occurrence are: the blank holder force, the geometrical parameters of the die such as die radius and punch radius, the friction coefficient between die and workpiece, the workpiece geometry, the mechanical properties of material etc. Since the wrinkling height is a determinative factor in the evaluation of products, the prediction of this parameter before the process is carried out can prevent material wastage. Methods such as RSM and ANN have particular computational properties that make them suited for particular applications such as prediction. Nowadays, most studies related to the deep drawing process investigate the optimization in order to reduce the wrinkling height. A comprehensive literature review has been done on various aspects of the deep drawing process in the field of prediction and wrinkling (Table 1) . The die radius (89.2%) has major influence on the deep-drawing process, followed by the friction coefficient (6.3%) and the blank holder force (4.5%). It is evident from the literature review that almost nothing has been reported on the prediction of the effect of the parameters such as die radius, punch radius, blank holder force and friction coefficient on wrinkling in aluminium AA5754 by RSM and ANN. Fig. 1 shows a 2D schematic of the deep drawing process including these effective parameters. 
Methodology
In order to predict the wrinkling height, the following steps are carried out:  Design of Experiment (DOE) is used for designing tests.  The designed tests are done by applying the FEM by means of the Abaqus software.  The FEM results are prepared to specify inputs for RSM and ANN to predict the wrinkling height.  The results of RSM and ANN are compared with the FEM outputs to select the best method for prediction.
Design of Experiment
The aim of this study is to predict the wrinkling height by changing four variables including die radius (R D ), punch radius (R P ), friction coefficient (μ) and blank holder force (BHF) that have the strongest effect on the wrinkling height (WH). In the previous study by these authors the influence of these variables was investigated [12] , so in this paper, the effective range of each parameter is considered in the design of the tests. For each factor five levels are defined as summarized in Table 2 . The upper level of a factor is coded as +2, the center level as 0, and the lower level as −2. The process of selecting tests is known as the design of experiment (DOE). In this paper, the central composite design (CCD) is employed for training data. This method is rotatable and created easily from 2 k factorials. The CCD for four parameters includes 25 samples that consist of 16 corner points, 8 axial points and 1 centre point. Table 3 shows the data set in a coded form. These data are used by the Abaqus software so as to specify WH.
FEM Modelling
In the previous study by the authors, a 3D deep drawing process has been simulated using a commercial finite element code, Abaqus, and verified by experimental tests. The dimensions of blank, square cup and hydraulic press are considered as specified in the mentioned study [12] and Al 5754, whose properties are presented in Fig. 2, is chosen Table 3 . 
RSM Modelling
RSM is a combination of mathematical and statistical methods used in an empirical study of relationships and optimization, where several independent variables influence a dependent variable or response. RSM is a model building technique based on the statistical DOE and least square error fitting [13] . RSM, which creates polynomial models for the available data, is given in Eq. 1.
In this equation, Y u is the output parameter, b 0 is the constant coefficient, b ii is the second order coefficient and b ij is the interaction coefficient. In Fig. 3 A sensitivity analysis is run to further validate each model and examine the contribution of an input variable to the output for each individual case in the training data.
As Fig. 4 shows, R P and μ have the most and least influence on the output, respectively. Furthermore, the sensitivity analysis displays that by increasing BHF and μ, WH decreases and by increasing R P and R D , WH grows. Table 4 is presented with the aim of comparing the RSM to the FEM results based on 25 input data. 
ANN Modelling
A neural network is a parallel processing architecture consisting of a large number of interconnected processors, called neurons, organized in layers [14] . The performance of a neural network depends mainly on its weights of connection. In general, each neuron can be connected with all other neurons. For manufacturing processes where no satisfactory analytic model exists or a low order empirical polynomial model is inappropriate, neural networks offer a good alternative approach [15] .
Recently, many different neural network models have been developed. They include Perceptron, Hopfield and Hamming Network. Various types of algorithms used for training ANNs include Backpropagation, Delta Learning Rule, Hebb Learning Rule and Bayesian Regularization Algorithm [16] . There are several transfer functions such as Hardlim, Purelin and Logsig function utilized in neural network models. In this paper, an ANN is also considered in order to assess the best method for the prediction of WH. The neural network that is employed is the multilayer perceptron that learned by using the Bayesian Regularization Algorithm. The data that were used for training
and testing the ANN are the same as the data used for RSM (the number of training and testing data is 25 and 5, respectively). Fig. 5 shows the architecture of the neural network utilized for the prediction of WH. As Fig. 5 shows, the hidden layer has 20 neurons with the Logsig function. The function of the output layer, Hardlim, is taken into account. The learning factors of the training network are presented in Table 5 . Table 5 Learning factors
Learning factors Value
Learning rate (η) 0.05
Momentum constant 0.9
Learning rate increment 1.1
Maximum number of epochs 3000
Target for MSE 0.0001
The principal steps in the training process are given below: 1. Initialize all of the weights of the links to random values. 2. Present the input-desired output patterns one by one, updating the weights each time using Eq. 3.
Where w ji is the weight of the link connecting neuron j to i, n is the learning step, η is the learning rate, α is the momentum constant, and δ pj is the error term. 3. After presenting all of the patterns, if Ŷ is a vector of n predictions, and Y is the vector of the observed values corresponding to the inputs to the function which generated the predictions, then the MSE of the predictor can be estimated by:
4. If (MSE < MSE target ) or (epochs > epochs max ), then stop, otherwise, go to step 2.
The variation of the MSE during the training is shown in Fig. 6 . The MSE target is achieved in 140 epochs and the training is terminated. As Fig. 6 illustrates, the best training performance is 0.0030136 at epoch 113 and that is acceptable and promising. For calculating the sensitivity of each parameter in the ANN, the specified parameter has maximum and minimum quantity and other parameters have average quantity. In this condition, the sensitivity is a difference of output in the normalized situation. Fig. 7 shows the sensitivity analyzed by using the ANN. As Fig. 7 shows, R P and μ have the most and the least influence on the output, respectively. Table 6 is presented with the aim of comparing the ANN results with the FEM results regarding 25 input data. 
Comparing RSM and ANN models
The comparison of both methods demonstrates that ANN is much accurate in making prediction than RSM. The last step of an RSM and an ANN design is the verification of the prediction models on the basis of error function. The multivariable functional approximation by RSM and ANN is evaluated by using a continuous error metric such as the mean squared error (MSE) and the root mean squared error (RMSE). In Table 7 The design matrix along with the FEM, RSM and ANN results for the testing data is shown in Table 8 . It can be seen that the output values predicted by the ANN are closer to the FEM results. Fig. 8 and Fig. 9 illustrate a comparison of the WH error profiles for training and testing data.
The maximum absolute percentage error in the ANN prediction is found to be around 5.84% while in the case of the RSM model, it is around 7.60%. Thus, it can be concluded that the ANN model predicts more accurately than the RSM model. 
