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Resumen
Los criterios k-NN son algoritmos no parame´tricos de clasificacio´n
estad´ıstica. Son precisos, versa´tiles y libres de distirbucio´n. Sin em-
bargo su costo computacional puede ser demasiado alto; especial-
mente con taman˜os de muestra grandes. Presentamos un nuevo al-
goritmo de condensacio´n que, basado en el modelo Binormal para
curvas ROC, permite transformar la base de entrenamiento en un
conjunto pequen˜o de vectores de baja dimens´ıo´n. A diferencia de
otras te´cnicas descritas en la literatura, nuestra propuesta permite
controlar el intercambio de precisio´n por reduccio´n de la base de en-
trenamiento. Un estudio de Monte Carlo muestra que el desempen˜o
del me´todo popuesto puede ser muy competente, superando en diver-
sos escenarios realistas al de otros me´todos frecuentemente utilizados.
Palabras clave: clasificacio´n estad´ıstica, a´rea bajo la curva ROC, modelo
binormal, vecinos cercanos, condensacio´n, Monte Carlo.
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k-NN criteria are non parametric methods of statistical classifi-
caction. They are accurate, versatile and distribution free. However,
their computational cost may be too expensive; especially for large
sample sizes. We present a new condensation algorithm based on
the Binormal model for ROC curves. It transforms the training sam-
ple into a small set of low dimensional vetors. Contrasting with
other condensation techniques described in the literature, our pro-
posal helps to control the exchange of accuracy for condensation on
the training sample. The results of a Monte Carlo study show that
its performance can be very competitive in different realistic scenar-
ios, resulting in better training samples than other frequently used
methods.
Keywords: statistical classification, area under the ROC curve, nearest
neighbours, condensation, Monte Carlo.
Mathematics Subject Classification: 62H30.
1 Introduccio´n
Los algoritmos k-NN (k-Nearest Neighbours) son algoritmos no parame´-
tricos de clasificacio´n estad´ıstica. Debido a su versatilidad son un tema
importante de investigacio´n. En la literatura se han reportado algunas
aplicaciones exitosas de esta te´cnica en diversos contextos. Henley & Hand
[8] por ejemplo, describen una aplicacio´n de vecinos cercanos para la eva-
luacio´n del riesgo crediticio; comparan el desempen˜o de esta metodolog´ıa
con el de algunos modelos parame´tricos encontrando ventajas competitivas
importantes. Cuevas-Covarrubias et al [3] muestran una aplicacio´n de los
algoritmos k-NN en la que se predice el desempen˜o esperado de la fuerza de
ventas en la industria farmace´utica; e´sto con base en un perfil psicome´trico
y de competencias. Una desventaja competitiva en los algoritmos k-NN es
su alto costo computacional. Existen diversas propuestas para atacar este
problema, nosotros dedicaremos especial e´nfasis al trabajo de Guo et al [5].
Su idea consiste en condensar la base de entrenamiento convirtie´ndola en
un pequen˜o conjunto de registros de baja dimensio´n. Cada uno representa
el centro y radio de una esfera ma´s el nu´mero de observaciones contenidas
en la misma, as´ı como su categor´ıa de origen. Su propuesta reduce signi-
ficativamente el costo computacional de los algoritmos k-NN; sin embargo,
no permite evaluar su presicio´n estad´ıstica con facilidad. En este trabajo
proponemos un algoritmo de condensacio´n alternativo basado en la idea
de Guo et al [5]. Nuestra propuesta an˜ade dos para´metros adicionales que
hacen posible la evaluacio´n del criterio a trave´s de un ana´lisis de curvas
ROC. Los resultados de un breve estudio de Monte Carlo son alentadores,
pues sugieren que el nuevo algoritmo tiene mejor desempen˜o y mayor poder
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de condensacio´n bajo circunstancias espec´ıficas y realistas. Iniciamos en la
seccio´n 2 revisando algunos conceptos ba´sicos de clasificacio´n estad´ıstica
y ana´lisis de curvas ROC. En la seccio´n 3 describimos brevemente los cri-
terios de clasificacio´n por vecinos cercanos. La seccio´n 4 discute sobre el
algoritmo de condensacio´n k-NN Basado en un Modelo (tambie´n lo lla-
maremos k-NN Model Based Approach), propuesto originalmente por Guo
et al [5]. Nuestra propuesta se define en la seccio´n 5, nosotros la llamamos
k-NN Controlado (o tambie´n Controlled k-NN). Finalmente, en la seccio´n
6 evaluamos el funcionamiento de nuestra propuesta mediante un estudio
de Monte Carlo comparando su desempen˜o con el del criterio basado en
un modelo.
2 Clasificacio´n estad´ıstica
Estudiamos una poblacio´n Ω = Ω0 ∪ Ω1, siendo Ω0Ω1 = ∅. Observamos
los elementos de Ω a trave´s de un vector V : Ω→ Rp. Un ı´ndice de riesgo
S es un resumen de la informacio´n contenida en v; S : Rp → R. Dado un
ω ∈ Ω:
Clasificamos en ω en
{ Ω1 si s > t
Ω0 si s ≤ t.
(1)
El para´metro t es un umbral de decisio´n calibrado por el usuario. La ca-
lidad de las reglas de clasificacio´n se evalu´a a partir de su sensiblidad y
especificidad, o en te´rminos de las tasas de falsos positivos y falsos nega-
tivos1 (ver Hand [6]). La calidad discriminante de S depende de todas las
combinaciones de sensibilidad y especificidad posibles, dicha informacio´n
se conoce como la curva ROC (ver Bamber [1]). Dado un ı´ndice de riesgo
S, su curva ROC (Receiver Operator Characteristic) se define como:
ROC = {(u, v)|u = 1− F0(t) y v = 1− F1(t); t ∈ R},
en donde Fi(t) = Pr[S ≤ t|ω ∈ Ωi]. La curva ROC es la gra´fica de la
sensibilidad vista como funcio´n de la tasa de falsos positivos. Sintetiza
gra´ficamente el desempen˜o potencial de S como ı´ndice de riesgo. El a´rea
bajo la curva ROC resume toda esta informacio´n en un ı´ndice nume´rico
que mide la calidad de S (ver Bamber [1], Hanley & McNeil [7] y Zweig
& Campbell [10]). Valores del a´rea cercanos a 1 indican un alto potencial
discriminante en el ı´ndice de riesgo. Si F0(t) = F1(t)∀t ∈ R el ı´ndice S es
no informativo. En este caso el a´rea bajo la curva ROC es igual a 12 .
1Complementos de la especificidad y sensibilidad respectivamente
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3 Clasificacio´n por vecinos cercanos
Los algoritmos k-NN (k-nearest neighbours) se definen con base en una
muestra de referencia (o de entrenamiento) Z de elementos de Ω previa-
mente clasificados; n0 elementos pertenecientes a Ω0 y n1 pertenecientes
a Ω1. Cada individo de Ω se representa por un vector nume´rico de carac-
ter´ısticas S. Para clasificar un nuevo individuo ω ∈ Ω, se busca a los k
elementos de Z ma´s cercanos a ω y se registra el nu´mero X ≤ k de estos
vecinos pertenecientes a Ω1. Entonces, decidimos clasificar en Ω1 siempre
que X > t. Los criterios k-NN tienen ventajas pra´cticas importantes. Son
libres de distribucio´n, fa´ciles de comprender y precisos au´n con taman˜os
de muestra reducidos. Sin embargo, tienen algunos inconvenientes impor-
tantes: no existe un criterio para calibrar el nu´mero k de vecinos cercanos,
y su implementacio´n con muestras grandes implica un alto costo computa-
cional.
4 Algoritmo k-NN MB
Con el objetivo de facilitar la implementacio´n de los criterios k-NN, Guo
et al [5] proponen el algoritmo de condensacio´n k-NN MB2. Su propues-
ta construye una forma simplificada de la muestra de entrenamiento Z
definida mediante vectores de baja dimensio´n que representan conjuntos
de observaciones. Para describir el algoritmo de Guo et al [5] considere la
siguinte notacio´n:
• Num(di) representa el nu´mero total de puntos en el conjunto3 i
(siendo di el punto central del conjunto).
• Sim(di) es la distancia entre el punto di y el elemento ma´s lejano a
e´ste dentro del conjunto i.
• Rep(di) := di.
• Cls(di) es la categor´ıa de origen de di.
El algoritmo de condensacio´n es el siguiente:
1. Crear una matriz de distancias de los datos en la muestra de referen-
cia.
2. Etiquetar como “no agrupado” a todos los elementos en la muestra.
2por su nombre en ingle´s: k-NN Model Based Approach
3Este conjunto es una esfera que representa a varios elementos de Z simulta´neamente
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3. Encontrar, para cada dato, su “vecindad”(esfera) ma´s grande de tal
forma que cubra al mayor nu´mero de individuos so´lo de la misma
categor´ıa.
4. Encontrar el dato dj cuyo conjunto contenga al mayor nu´mero de
elementos; crear el vector: < Cls(di), Sim(di), Num(di), Rep(di) >
y etiquetar a los elementos pertenecientes al conjunto como “agru-
pado”.
5. Repetir los pasos 3 y 4 hasta que todos los datos de la muestra este´n
agrupados.
Llamaremos M al modelo resultante del algoritmo anterior, y llamamos
“representante” de la i-e´sima esfera al triplete
< Cls(di), Sim(di), Num(di), Rep(di) > . Si existe ma´s de una esfera con
el mismo nu´mero ma´ximo de elementos contenidos, escogemos como repre-
sentante aquel cuyo valor Sim(di) sea menor; es decir, aquel con mayor
densidad. La figura 1 ilustra gra´ficamente este algoritmo.
Figura 1: Algoritmo de Construccio´n del k-NN MB.
El algoritmo de clasificacio´n a partir de la base condensada es el si-
guiente:
1. Para una nueva observacio´n dt por clasificar, calcular la distancia
entre dt y todos los Rep(di) en el modelo M.
2. Si dt esta´ contenido u´nicamente en la esfera
< Cls(dj), Sim(dj), Num(dj), Rep(dj) > (i.e. La distancia de dt a
dj es menor o igual a Sim(dj)), clasificar dt en Cls(dj).
3. Si dt esta´ contenido en al menos dos esferas de diferente categor´ıa,
clasificar dt en la categor´ıa del representante con el mayor Num(dj).
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4. Si ningu´n representante en el modelo M contiene a dt, clasificar a dt
en la categor´ıa del representante cuya frontera sea la ma´s cercana a
dt.
La figura 2 muestra algunos ejemplos de clasificacio´n utilizando el algo-
ritmo del k-NN MB.
Figura 2: Ejemplos de Clasificacio´n con el k-NN MB.
5 k-NN Controlado
En esta seccio´n proponemos un algoritmo original de condensacio´n. Aunque
inspirado en el k-NN MB, nuestra propuesta, el k-NN C4, se define en
te´rminos de dos para´metros que pueden ser calibrados por el usuario. Esta
4k-NN Controlado
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caracter´ıstica permite evaluar la presicio´n del proceso de clasificacio´n uti-
lizando curvas ROC. Esto permite al usuario definir objetivamente un
valor adecuado para el para´metro k (nu´mero de vecinos cercanos).
Sean los para´metros: k:= Nu´mero de puntos permitidos en cada conjunto
representante y t:= Umbral de decisio´n. Si di := Punto central del con-
junto (esfera) i, entonces:
• NumΩj (di) :=Nu´mero de puntos en el conjunto i cuya categor´ıa de
origen es Ωj .
• Sim(di) :=Distancia entre el punto di y el elemento ma´s lejano a e´ste
en el conjunto i.
• Rep(di) := di.
• Cls(di) := Categor´ıa asignada a di de acuerdo a la regla:
Cls(di) =
{ Ω1 si NumΩ1(di) > t
Ω0 si NumΩ1(di) ≤ t.
El algoritmo de construccio´n es entonces el siguiente:
1. Crear una matriz de distancias de los datos en la muestra de referen-
cia.
2. Etiquetar como “no agrupado” a todos los elementos en la muestra.
3. Encontrar, para cada dato, la esfera (“vecindad”) con centro en ese
dato tal que cubra k individuos (sin importar la categor´ıa de origen
de los mismos).
4. Encontrar el dato dj cuyo conjunto (esfera) sea de radio mı´nimo (i.e.
preferimos conjuntos ma´s densos); crear el vector:
< Cls(di), Sim(di), Rep(di) >
y etiquetar a los elementos pertenecientes al conjunto como “agru-
pado”.
5. Repetir los pasos 3. y 4. hasta que todos los elementos de Z este´n
agrupados.
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En el algoritmo, M denota al modelo final, y llamamos a
< Cls(di), Sim(di), Rep(di) > el “representante” de la i − a esfera. La
figura 3 ilustra un ejemplo de este algoritmo utilizando el k-NN C con
k = 9 y t = 4.
Figura 3: Algoritmo de Construccio´n del k-NN C .
El algoritmo de clasificacio´n con base en la muestra de entrenamiento con-
densada es el siguiente:
1. Para una nueva observacio´n dt por clasificar, calcular la distancia
entre dt y todos los Rep(di) en el modelo M.
2. Si dt esta´ contenido u´nicamente en la esfera representada por <
Cls(dj), Sim(dj), Rep(dj) > (i.e. La distancia de dt a dj es menor o
igual a Sim(dj)), clasificar dt en Cls(dj).
3. Si dt esta´ contenido en al menos dos esferas de diferente categor´ıa,
clasificar dt en la categor´ıa del representante con el menor Sim(dj).
4. Si ningu´n representante en el modelo M contiene a dt, clasificar a dt
en la categor´ıa del representante cuya frontera sea la ma´s cercana a
dt.
Cuando se emplea el algoritmo de condensacio´n k-NN MB existe una u´nica
regla de clasificacio´n, por lo que no es posible ajustar curvas ROC para
medir su desempen˜o. Esto se debe a que la curva ROC emp´ırica contiene
so´lo un punto adema´s del (0,0) y el (1,1) (que siempre pertenecen a la
curva). El k-NN C depende de dos para´metros que permiten controlar
el intercambio condensacio´n a la base de entrenamiento y precisio´n del
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algoritmo. Valores grandes del para´metro k implican que M contenga
un menor nu´mero de representantes. Sin embargo, en general, a mayor
condensacio´n menor precisio´n (medida en te´rminos de a´rea bajo la curva
ROC, o bien, como porcentaje de clasificacio´n correcta). La regla o´ptima
de clasificacio´n para el k-NN C es la combinacio´n de para´metros k y t con
ma´xima a´rea bajo su curva ROC (controlada por k) y mejor combinacio´n
de sensibilidad y especificidad (definidias por t). El nivel de condensacio´n
del algoritmo lo medimos a partir de la reduccio´n proporcional del taman˜o
de la base de referencia. La precisio´n es medida en te´rminos del a´rea bajo
la curva ROC correspondiente.
6 Ejemplos simulados
En esta seccio´n presentamos tres ejemplos que ilustran las ideas presen-
tadas en las secciones anteriores. En cada ejemplo se condensa una base de
entrenamiento con 1000 individuos provenientes de Ω0 y 1000 individuos
de Ω1. El ejercicio de validacio´n cruzada se realizo´ simulando 100 vectores
ma´s de cada categor´ıa que jugaron el rol de “observaciones por clasificar”.
Todos los ejemplos se construyeron con vectores en R2 aunque cualquiera
de los algoritmos puede utilizarse con vectores en espacios de mayor di-
mensio´n.
Ejemplo 1: Normales bivariadas
La distribucio´n de los datos en ambas categor´ıas es la de una Normal
Bivariada. Espec´ıficamente: V0 ∼ N(0, I) y V1 ∼ N(δ, I); δ = (2, 0).
La base de entrenamiento y la base condensada se muestran en la figura
4. Es evidente que k-NN MB logro´ condensar u´nicamente por fuera de
la intersenccio´n de ambas categor´ıas. En cambio k-NN C condensa uni-
formemente en todo el conjunto de entrenamiento. El cuadro 1 muestra
los resultados de los tres me´todos, podemos observar que el k-NN C fue
capaz de condensar el 89% de la base de referencia perdiendo u´nicamente
1% de clasificacio´n correcta y 0.01 de A´rea bajo la curva ROC.
Figura 4: Base de referencia ejemplo 1
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k-NN tradicional k-NNMBA k-NN C
sensibilidad 0.92 0.86 0.88
especificidad 0.88 0.86 0.9
% clas. correcta 0.9 0.86 0.89
k 9 - 22
t 3 - 12
Condensacio´n 0 0.7445 0.891
A´rea Curva ROC 0.96 - 0.95
Tabla 1: Resultados de los tres me´todos ejemplo 1.
Ejemplo 2: C´ırculos no intersectados.
Para este ejemplo, se simularon uniformemente 2000 vectores en el cuadro
(−1, 1)×(−1, 1) y la categor´ıa se asigno´ verificando su pertenencia a los seg-
mentos de c´ırculo que se ven reflejados en la figura 5. Este ejercicio busca
favorecer al k-NN MB. Los resultados del k-NN C muestran con claridad
la pe´rdida de precisio´n generada por la condensacio´n. Como espera´bamos,
en este caso la mejor o´pcion es el k-NN MB.
Figura 5: Base de referencia ejemplo 2: C´ırculos
La base de referencia y los resultados de la condensacio´n se ilustran en la
figura 5. El cuadro 2 muestra los resultados de los tres me´todos, pode-
mos observar que, en este ejemplo, la mejor opcio´n es el k-NN MB ya que
ofrece un 97% de clasificacio´n correcta y elimina el 95% de la base de en-
trenamiento. El k-NN C puede alcanzar el mismo nivel de condensacio´n,
pero con menor precisio´n.
7 Conclusiones
Si suponemos que k-NN ocupa una variable latente como ı´ndice de riesgo;
podemos evaluar su precisio´n estads´tica mediante un ana´lisis de curvas
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k-NN tradicional k-NN MB k-NN C
sensibilidad 0.98 0.96 0.96
especificidad 0.98 0.98 0.96
% clas. correcta 0.98 0.97 0.96
k 4 - 11
t 1 - 4
Condensacio´n 0 0.9545 0.8225
A´rea Curva ROC 0.98 - 0.98
Tabla 2: Resultados de los tres me´todos ejemplo 2.
ROC. Hemos visto que los algoritmos de condensacio´n implican siempre
una pe´rdida de precisio´n en los procesos de clasificacio´n. La Principal
aportacio´n de este trabajo es la propuesta de un nuevo algoritmo de con-
densacio´n para k-NN. Este algoritmo es competitivo en te´rminos de pre-
cisio´n y capacidad de condensacio´n, y puede ser controlado mediante un
breve ana´lisis de curvas ROC. Los resultados del estudio de Monte Carlo
sugieren que el algoritmo k-NN Controlado es ma´s eficiente cuando ex-
iste un traslape significativo entre las poblaciones por clasificar (situacio´n
frecuentemente observada en la pra´ctica).
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