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Abstract— The unresolved problem of finding an adaptive LMS
structure for ternary filters has substantially limited their useability
despite their major advantage of hardware simplicity. In this paper
we tackle this challenging problem by introducing an algorithm that
seems to be quite promising. Results were surprising as it appeared
that the proposed ternary algorithm is comparable in performance
to the multi-bit Wiener LMS algorithm. we expect that this approach
will open the door for ternary systems to be ready for replacing
multi-bit signal processing systems.
I. INTRODUCTION
Ternary filtering is a new digital signal processing (DSP)
approach that has introduced substantial hardware advantage
over multi-bit systems [1]. The ternary filter is an FIR filter
with ternary taps (i.e., +1, 0, -1); it is most efficient when the
input signal is in single-bit format [2]. Several recent works
have made the theory of ternary filtering nearly mature and
ready for application [3], [4], [5], [6], [7], [8], [9]. However,
for a new filtering theory to be of large scale application as a
substitute for the traditional multi-bit DSP systems, an efficient
adaptive structures are inevitable. This is so as most applications
are challenged by noise and time-varying conditions. In fact,
one of the major drawbacks that hindered the analog signal
processing (ASP) for decades was the lack of adaptivity. These
days the demand for adaptive filtering can be found in nearly all
applications, especially in communication systems.
Unfortunately, there is no adaptive LMS structure of any kind
for ternary filtering. The challenge of this problem is the harsh
quantization that prevents straightforward LMS application. In
this paper we attempt to solve this problem by proposing an
efficient structure for adaptive noise reduction. This application
is of major significance in many applications, such as commu-
nication channel equalization. The results were quite astonishing
as the performance of this simple structure is comparable to that
of multi-bit LMS Wiener algorithm.
This structure can be extended to a general adaptive structure.
We are currently continuing research in this direction to finalize
its theory.
II. STRUCTURE OF NON-ADAPTIVE TERNARY FILTERS
The ternary filter is a FIR filter with coefficients confined to
the ternary set: {-1, 0, +1}. As the input to the ternary filter is in
single-bit format, hardware implementation will be significantly
efficient in the sense that each multiplication operation can be
implemented with either a couple of logic gates or a simple look-
up table [7]. The structure of the non-adaptive ternary filter is
shown in Fig.(1). The ternary filter output y(k) is given by the
convolution of ternary taps {h(i)} (or simply {hi}) and the input
signal {x(k)} as follows:
y(k) =
M∑
i=0
hixk−i (1)
where M is the order of the filter. The tap values are generated via
Σ∆ modulation of a target impulse response. The digital Σ∆M
used for this purpose must have a tri-level output, and must have
a flat signal frequency response over the bandwidth of interest
[6]. There are two other algorithms to generate the non-adaptive
ternary tap coefficients from a specific target impulse response,
such as dynamic programming and mini-max techniques [4].
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Fig. 1. Structure of the ternary filter.
III. AN ADAPTIVE ALGORITHM
To the best of our knowledge, the issue of ternary adaptive
algorithm has not been addressed yet, and is considered as an
unresolved problem. We propose here, a new structure inspired
from the well-known LMS adaptive techniques. Fig.(2) illustrates
the ternary structure that carries out the proposed adaptive
algorithm. We assume that the received (observed) signal, r(n),
is in single-bit format that represents the digitized original signal
x(t) (assumed in this paper to be a sinusoid) distorted by white
Gaussian noise w(t) ∈ N (σ2, 0). The same scenario in Fig.(2)
can be used to represent a baseband version of a digital single-bit
communication system with bandpass modulation [10].
The symbol xˆ stands for the multibit estimated signal, and
y(i) is the estimated signal in single-bit format. The operation of
this adaptive structure can be described as follows. The ternary
system is comprised of M adaptable taps and operates at an
oversampling rate R (R=64,128,...). This requirement has already
been met as the input signal is assumed to be Σ∆ modulated. The
single-bit estimated signal y(i) is shifted into a shift register of
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length M . At any particular time instant n, the regressor vector
y(n) can be expressed as:
y(n) = [yM−n∆−1, ...., yn∆]
where ∆ is a time delay which denotes the filter coefficients up-
dating rate. Likewise, the regressor vector of the received single-
bit signal can be retrieved directly from the delay line of the
ternary filter and can be given as: r(n) = [rM−n∆−1, ...., rn∆].
     r(i) 
 z−1
   _
 z−1
   h
o
 z−1
   _
 z−1
   h1
 z−1
   h2    h3
 z−1
   _
 z−1
 z−1
   _
 z−1
   hM−2
   _
 MUX
   hM−1
   Summation
      α
    ^
    x(i) 
    y(i)
  Σ ∆ M
 Clock
   Load every
   ∆ Samples
   Legend:    Multi−Bit
   Single−Bit
Fig. 2. Structure of the ternary filter.
This structure updates the ternary coefficients {hi|i =
0, 1, 2..,M − 1} once every ∆ samples, where ∆ is dependent
on the oversampling ratio (here ∆ = 4R). This updating can be
expressed as follows:
hn =
1
2
(xn − yn). (2)
The multi-bit estimated signal xˆ is given as follows:
xˆ = αhn−1xn−1 (3)
where α is a small positive parameter.
As xˆ is in multi-bit format, a second-order standard Σ∆
modulator is used as shown in Fig.(3) to convert xˆ to a bit-stream
(re-modulation). This Σ∆ stage should have a flat frequency
response in the band of interest such that the information in xˆ is
maintained. However, this stage will inevitably introduce noise
to the output yi due to the quantization error Qi. In addition,
to preserve stability of the system, the value of xˆ should be
maintained within the dynamic range of the Σ∆ modulator. This
can be guaranteed by introducing the gain parameter α, which
is a small positive value. The parameter α is related to the
oversampling ratio (R). This is so because the number of taps is
proportional to R [5]. For simplicity of implementation, α takes
on negative powers of 2. It is found that optimum value for α is
α = 1/4R.
The instantaneous single-bit estimated output yi is given as
follows:
yi =
{
+1 for ui ≥ 0
−1 for ui < 0 (4)
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Fig. 3. Structure of the ternary filter.
where ui is the quantizer input of the Σ∆ stage and is given as:
ui = ui−1 − yi−1 + xˆi−1, [i.e., yi = sgn(ui)].
Therefore, from (3), the filter coefficients vector can be given
as:
hn =
1
2
[xn − sgn(un)] (5)
From (5), it is evident that the elements of hn ∈ {0,+1,−1}
Now, if we utilize the linear model of the second-order Σ∆
modulator, then at any time instant i, the single-bit estimation
can be expressed as follows:
yi = xˆi−1 + Qi (6)
where Qi denotes the quantization noise introduced by the Σ∆
modulator stage. Hence, the updating formula for the adaptive
filter taps will be as follows:
hn =
1
2
xn−1[I − αhn−1]− 12Qn (7)
where I is an M × 1 identity vector.
This adaptive ternary structure is very efficient from the
hardware implementation point of view, as the ternary taps can
be realized by using simple multiplexers. Moreover, the updating
rate ∆ can be achieved through the use of a conventional counter.
IV. SIMULATION AND DISCUSSION
We have utilized MATLAB to simulate the performance of the
adaptive structure shown in Fig.(2). Fig.(4) shows the the tracking
performance of the adaptive ternary filter under the following
conditions. The oversampling ratio is chosen as R = 128, and
the number of ternary coefficients is M = 2560. The observed
signal (input) ri is assumed to be the signle-bit digitized version
of the original sinusoid x(t) which is distorted by additive white
Gaussian noise w(t) with signal-to-noise ratio (SNR) of −8
dB. The sinusoid has an amplitude A = .5 and a frequency
fo = 2000 Hz. In Fig.(4), a 6th order digital Butterworth filter
is used to extract the single-bit estimated output. However, for
accurate comparison, we didn’t use the time domain to calculate
the output SNR. Fig.(5) shows the corresponding spectra of both
the received and estimated signals.
Now, to assess the performance of our adaptive ternary struc-
ture, we attempt to compare it with that of a traditional LMS
Weiner adaptive algorithm under similar circumstances. We as-
sume a Weiner filter with N = R/M = 20 coefficients, operating
on the same input signal. To be in the safe side, we assume
the Weiner filter sampling rate as 4× Nyquest rate with infinite
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Fig. 4. The tracking response of the adaptive ternary filter.
(solid):estimated output, (dashed):received input.
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Fig. 5. The frequency spectra of the received signal (upper), and the
estimated signal (lower).
bit resolution. Fig.(6) shows the the optimal value of the step-
size µ=0.0003 in this case (i.e., µ that produces minimum mean-
square error). The optimum µ is then used in the comparison.
In this comparison between the ternary and the LMS adaptive
algorithms, we take the improvement (difference) in the output
signal-to-noise ratio (SNRo) from the input (SNRi) as a per-
formance measure. To ensure the proper accuracy, 51200 points
have been used for this purpose. The sampling frequency in the
ternary filter is 512 kHz, hence the frequency bin will be 10 Hz.
After extensive simulations, it is found that in ternary adaptive
filtering, there is an average improvement in SNR of about 12
dB, while in the case of traditional Weiner algorithm the average
improvement in SNR was about 10 dB. It was evident that the
adaptive ternary filter is comparable in noise reduction to that of
LMS Weiner filter.
V. CONCLUSIONS
In this paper we introduced an approach to solve the problem
of adaptive ternary filtering. Despite the simple structure, sim-
ulation results showed that the proposed algorithm is parallel
in performance to the multi-bit Weiner LMS algorithm. we
expect that this approach will open the door for a wide range
of applications for ternary systems.
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Fig. 6. The step-size µ versus the mean-square error of the LMS Weiner
algorithm.
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