We explore how to manage database workloads that contain a mixture of OLTP-like queries that run for milliseconds as well as business intelligence queries and maintenance tasks that last for hours. As data warehouses grow in size to petabytes and complex analytic queries play a greater role in day-to-day business operations, factors such as inaccurate cardinality estimates, data skew, and resource contention all make it notoriously difficult to predict how such queries will behave before they start executing. However, traditional workload management assumes that accurate expectations for the resource requirements and performance characteristics of a workload are available at compile-time, and relies on such information in order to make critical workload management decisions.
INTRODUCTION
Business Intelligence (BI) is at a turning point today. Enterprises traditionally have used BI for offline, strategic decision-making, where a small number of expert users analyze historical data and decision-making cycles last weeks or months. As enterprises become more automated, real-time, and data-driven, the industry is evolving toward adaptive, operational BI systems that support online, operational decision making at all levels in the enterprise [26, 11] . For example, an on-line retailer would like to analyze a user's real-time click stream data and up-to-the-minute inventory to offer dynamically priced product bundles, or a bank would like to detect and react in real-time to fraudulent transactions.
Ideally, a workload management system can control resource contention and maintain an ideal execution environment for each workload. However, traditional workload management assumes that the resource requirements and performance characteristics of a workload are known, and counts on being able to use such information in order to make critical workload management decisions such as: Should we run this query? If so, when? How long do we wait for it to complete before deciding that something went wrong (so we should kill it)? Given an expected change to a workload, should we upgrade (or downgrade) the existing system? As data warehouses grow bigger and queries become more complex, however, predicting how queries will behave -how long they will run, how much CPU time they will need, how many disk I/Os they will incur, etc. -becomes increasingly difficult. Workload management decisions must then be made based on incomplete and possibly incorrect information, as sketched in Figure 1 . Bad decisions can result in inappropriate levels of resource contention, requiring highly skilled human administrators to intervene.
In this paper, we describe our efforts to break this vicious cycle. First, we provide a systematic study of the effectiveness of various workload management policies and thresholds for diverse workloads including unexpectedly long-running queries. Second, we improve the database system's ability to predict the resource requirements and performance of a potentially long-running query, so that performance is not entirely unpredictable. Our ultimate goal is to dramatically reduce the cost of ownership of BI database systems by simplifying or automating workload management decisions.
In the remainder of this paper, we first present our approach to building a workload management system that can handle scenarios involving unexpectedly long-running queries in Section 2. We describe our investigation of how the diverse resource requirements of BI queries impact the effectiveness of workload management policies in Section 3. We then describe our efforts to use machine learning techniques to predict resource usage before queries are actually run, in Section 4. We review prior work in Section 5 and conclude with a description of our ongoing efforts in Section 6.
OUR APPROACH
We propose a two-pronged approach, as sketched in Figure 2 . First, we address the problem of how best to make workload management decisions in the absence of complete information about workloads characterized by great diversity in query resource requirements. To this end, we have built an experimental framework and designed and carried out experiments based on actual workloads that contain a wide variety of queries. Our investigation has produced models of workload management policies and an understanding of how different policies impact various workload management scenarios.
Second, we address the problem of how to obtain informative predictions (at compilation time) about query resource requirements. We have prototyped our approach, and have validated our methodology using actual workloads run on an HP Neoview system. With regard to this problem, we have developed a method that exploits machine learning to produce compile-time predictions of multiple characteristics of resource usage. Given a standard database system configuration, we enable the vendor to use training workload runs to develop models and tools that are then distributed to customer instances of the configuration and used to manage their workload.
EVALUATING WORKLOAD MANAGE-MENT POLICIES
Workload management plays a critical role in the total cost of ownership of an Operational BI database system. Regularly-run, welltuned queries may be well-behaved and predictable, but factors such as data skew, poorly-written SQL, poorly-optimized plans, and resource contention can lead to poorly-behaved, unpredictable queries. All of these conditions can contribute to unexpected contention for resources and undesirable impact on performance, which in turn require expensive human administrators.
We make three contributions towards reducing this cost of ownership. First, we provide a means to distinguish between different types of long-running queries. Second, we identify critical workload management decisions that administrators must make when faced with workloads that contain these long-running queries. Third, we carry out experiments to evaluate how effective known and proposed workload management policies are at making such decisions.
Workload Management Components
Workload management systems use admission control, scheduling, and execution policies to meet performance objectives These three control points, shown in Figure 1 , enact policies that control which queries are admitted into the database management system, the order and number of admitted queries that are queued for the core database engine to run, and when to invoke execution management control actions at runtime.
As illustrated by the call-out boxes in the figure, an operational BI system must handle mixed workloads ranging from OLTP-like queries that run for milliseconds to BI queries and maintenance tasks that last for hours. The diversity and complexity of the queries make it incredibly difficult to estimate resource requirements, and thus contention, prior to runtime. The subsequent inaccuracy of resource and contention estimates in turn make it difficult to predict runtime or gauge query progress, and force workload management decisions to be made in the absence of critical information.
In order to understand a variety of situations that involve resource contention in data warehouse environments, we interviewed numerous practioners with experience with multiple commercial database products.
We find that an effective workload management system should be able to discern the following problem scenarios involving longrunning queries:
• A query has heavy initial cost estimates. It should not be admitted to the database when system load is expected to be high.
• A particular query had reasonable initial estimates and was admitted to the database, but is much more costly than expected and is impeding the performance of other running queries. It should be stopped.
• The system is overloaded and one or more queries are making poor progress. However, all queries have roughly equal costs and are getting equal shares of resources. Stopping any particular query will not improve the situation if a new simi- 
Experimental Framework
We developed and built an experimental framework, described in a previous paper [15] , to evaluate the effectiveness of existing and newly-developed workload management techniques in a controlled and repeatable manner. The architecture of this framework follows the generic architecture in Figure 1 .
Our framework permits us to select from a variety of workload management policies and algorithms and insert them into key workload management modules -i. e., the admission controller, the scheduler, and the execution controller. We synthesized these policies and algorithms from the policies of current commercial systems, but the policies and algorithms are not limited to techniques already implemented by database systems and tools.
We implemented a simulator for the database engine that mimics the execution of database queries in a highly parallel, sharednothing architecture. The simulator does not include components like the query compiler and the optimizer: we provide the query plans and the costs as input.
Using a simulated database engine was necessary; we could not use an actual database engine for our experiments. First, we investigate workloads that run for hours. Our simulated database engine "runs" these workloads in seconds, which let us repeat the workloads with many different workload management policies. Second, each workload management component in today's databases implements only a subset of the possible workload management features described in industrial and academic literature. Using a real database would limit us to the policies that a particular product provides, contradicting our goal to experiment with an exhaustive set of techniques and to model features that are currently not available.
We model a workload as composed of one or more jobs. Each job consists of an ordered set of typed requests and is associated with a performance objective. Each request type maps to a tree of operators, and each operator in a tree maps in turn to its resource costs. Our current implementation associates the cost of each operator with the dominant resource associated with that particular operator type (e. g., disk or memory).
Initial Results
Our experiments demonstrate that although it is most efficient to recognize the queries that will not complete and either not admit them or stop their execution, in certain situations recognizing such queries is difficult. For example, in [15] , we explored the impact of handling problem queries aggressively.
In the first experiment, we killed a query when actual time exceeded expected time by a relative threshold. Figure 3(a) shows the results. The x-axis is the kill threshold: on the left side, the threshold is high and so few queries are killed. On the right, the threshold is low; a query is killed soon after it exceeds its time estimate. The left-hand y-axis denotes the number of actions taken and the righthand y-axis denotes the number of false positives, queries that are not actually problem queries. Even with a high kill threshold, some false positives occur because the actual processing time for some normal queries is up to 1.3 times higher than predicted.
Since the number of false positives increased sharply as the kill threshold got more aggressive, in the second experiment we added a second threshold, designed not to kill queries that would complete soon. In this experiment, a query is killed only if it exceeds the kill threshold (held constant at "low") and has made low progress. The x-axis of Figure 3(b) shows different values for low progress. In this figure (particularly for the lower-progress thresholds), there are many fewer false positives than were incurred using a low kill threshold by itself. Together, Figures 3(a) and 3(b) demonstrate that rectifying workload management problems aggressively means executing more actions, but that combining metrics can reduce the number of queries cancelled or aborted by mistake. Informed by the results of our experiments, we are currently developing mechanisms to determine effective thresholds and policies for a variety of conditions.
PREDICTION OF RESOURCE USAGE
While improving workload management algorithms to handle inaccurate predictions is half of our approach, the other half is to improve prediction accuracy. In this section, we discuss our efforts to predict multiple aspects of query performance and resource usage for a wide variety of queries, using only information available at compile-time. Figure 4 overviews the uses of accurate prediction tools. Further motivation for our prediction work can be found in [10] . In our prediction work, we evaluated several techniques, from linear regression to clustering techniques. The key feature of our chosen technique, called Kernel Canonical Correlation Analysis (KCCA) [2] , is that it finds multivariate correlations among the query properties and query performance metrics on a training set of queries and then uses these statistical relationships to predict the performance of new queries. That is to say, given two data sets, one representing compile-time query descriptions and one representing runtime performance characteristics, KCCA finds relationships between these two datasets. The relationships are discovered from a training set of queries and used to predict the performance of new queries. Table Name Records Records Accessed Used I/Os
Query Plan Query Plan

Query Plan Projection
Performance Projection Figure 5 : Training: From vectors of query features and query performance features, KCCA projects the vectors onto dimensions of maximal correlation across the data sets. Furthermore, its clustering effect causes "similar" queries to be collocated. Figure 5 illustrates the steps in using KCCA to build a predictive model of query performance from training data. Since KCCA is a generic algorithm, we needed to formalize the problem of performance prediction and map it onto the data structures and functions used by KCCA. This task involved two key design decisions.
First, we needed to summarize the pre-execution information about each query into a vector of "query features." Identifying features to describe each query was not a trivial task. Many machine learning algorithms require feature vectors, but there is no simple rule for defining them. Typically, features are chosen using a combination of domain knowledge and intuition.
One of our goals was to perform prediction using only data that is available prior to execution. We also wanted to identify features likely to be influential in the behavior of the system because such features are likely to produce more accurate predictions. In [10] , we evaluated two potential feature vectors: one based on the SQL text of the query and one that condenses information from the query execution plan. For the latter, we used the operators and cardinalities described in the optimizer's query plan for each query, and found that information sufficient to achieve good results.
We also needed to summarize the performance statistics from executing the query into a vector of "performance features." Selecting features to represent each query's performance metrics was a fairly straightforward task; we gave KCCA all of the performance metrics that we could get from the HP Neoview database system when running the query. The metrics we use for the experiments in this paper are elapsed time, disk I/Os, message count, message bytes, records accessed (the input cardinality of the file_scan operator) and records used (the output cardinality of the file_scan operator). The performance feature vector thus has six elements. (Other metrics, such as memory used, could be added easily when available.)
We then combine these two sets of vectors into a query feature matrix with one row per query vector and a performance feature matrix with one row per performance vector. It is important that the corresponding rows in each matrix describe the same query.
Second, we needed to define and compute a similarity measure between each pair of query feature vectors and between each pair of performance feature vectors. KCCA uses a kernel function to compute this similarity measure and we use the common "Gaussian" kernel, as described in [10] .
Given these features matrices and the similarity measures, KCCA then projects the feature vectors into new high-dimensional subspaces -a query projection and a performance projection -where nearness indicates similarity. We use a log-log scale to accommodate the wide range of query execution times from milliseconds to hours. The predictive risk value (a measure of how "good" a prediction is, where a predictive risk value close to 1 implies near-perfect prediction) for our prediction was 0.55 due to the presence of a few outliers (as marked in the graph). Removing the furthest outlier increased the predictive risk value to 0.61. feature vector and use the model to find its coordinates on the query projection. We then infer its coordinates on the performance projection: we use the k nearest neighbors in the query projection to do so (we evaluate choices for k in [10] ). Finally, we must map from the performance projection back to the metrics we want to predict. Finding a reverse-mapping from the feature space back to the input space is a known hard problem, both because of the complexity of the mapping algorithm and also because the dimensionality of the feature space can be much higher or lower than the input space (based on the goal of the transformation function). We evaluated several heuristics for this mapping, discussed in [10] .
KCCA
We show sample results for an experiment with 1027 queries in the training set and a non-overlapping test set of 61 queries. Figure 7 illustrates that we are able to predict elapsed time within 20% of the actual time for at least 85% of the test queries in one experiment. Figure 8 shows a similar graph for "records used." Predictions for resource usage such as disk I/O, message counts, etc., were similarly accurate and are very useful for explaining the elapsed time predictions. For example, for one prediction where elapsed time was much too high, we had greatly overpredicted the disk I/Os. This error is likely due to our parallel database's methods of cardinality estimation. When we underpredicted elapsed time by a factor of two, it was due to under-predicting the number of records accessed by a factor of three.
RELATED WORK
Our efforts are primarily informed by three areas of research: workload management, query progress indicators, and machine learning. In this section, we discuss each of these in turn.
Workload Management
Commercial database systems and professional database system administrators have been forced to develop their own strategies for dealing with long-running queries. Commercial tools tend to use simple rules based upon absolute thresholds. Our studies show that such rules are ineffective in the presence of unexpectedly longrunning queries.
To our knowledge, few other researchers explicitly consider longrunning queries in workload management. Benoit [3] presents a goal-oriented framework that models DBMS resource usage and resource tuning parameters for the purposes of diagnosing which resources are causing long-running queries and determining how to adjust parameters to increase performance. He does not address the evaluation of workload management mechanisms, nor does he model or manage the state of an individual query's execution. Weikum et al. [25] discuss what metrics are appropriate for identifying the root causes of performance problems (e. g., overload caused by excessive lock conflicts). They focus on tuning decisions at different stages such as system configuration, database configuration, and application tuning. Also, they address the OLTP context, not BI.
Regarding work on workload management techniques for resource allocation, we share a focus with researchers such as [4, 7, 14, 21, 23] , who consider how to govern resource allocation for queries with widely varying resource requirements in multi-workload environments. Davison and Graefe [7] present a framework for query scheduling and resource allocation that uses concepts from microeconomics to manage resource allocation. Krompass et al. [14] present a framework for adaptive QoS management based on an economic model that adaptively penalizes individual requests. A major difference between such work and ours is that we consider the case where some problem queries are not entitled to resources, and therefore in addition to admission control and scheduling, we also consider actions such as kill, kill+requeue, and suspend+resume. Also, their focus is OLTP, not BI, and thus they make assumptions such as transaction-specific Service Level Agreements (SLAs).
Query Progress Indicators
Query progress indicators attempt to estimate a running query's degree of completion. We believe that work in query progress indica-tors is complementary to our goals and offers a means to identify our various types of long-running queries at early stages -potentially before the workload has been negatively impacted.
Prior attempts to predict database performance are all subject to one or more of the following limitations:
• They do not attempt to predict any actual performance metrics: they instead estimate the percentage of work done or produce an abstract number intended to represent relative "cost" (like the query optimizer's cost estimate) [28, 13, 16, 1, 9, 22, 27] .
• They attempt to predict only a single performance metric, such as the elapsed time or actual cardinality of the underlying data [24, 20, 6, 17, 18, 5, 29] .
• They assume that the progress indicator has complete visibility into the number of tuples already processed by each query operator [6, 17, 18, 5] . Such operator-level information can be prohibitively expensive to obtain, especially when multiple queries are executing simultaneously.
We are sometimes asked why the predictions made by the query optimizer are insufficient. The primary goal of the database query optimizer is to choose a good query plan. To compare different plans, the optimizer uses cost models to produce rough cost estimates for each plan. However, the units used by most optimizers do not map easily onto time units, nor does the cost reflect the use of individual resources. Unlike the optimizer, our model bases its predictions on the relative similarity of the cardinalities for different queries, rather than their absolute values. As a result, our model is not as sensitive to cardinality errors.
On the opposite end of the spectrum, query progress indicators use elaborate models of operator behavior and detailed runtime information to estimate a running query's degree of completion. They do not attempt to predict performance before the query runs. Query progress indicators require access to runtime performance statistics, most often the count of tuples processed. This requirement potentially introduces the significant overhead of needing to instrument the core engine to produce the required statistics. Such operator-level information can be prohibitively expensive to obtain, especially when multiple queries are executing simultaneously.
With regard to workload management, Luo et al. [19] leverage an existing progress indicator to estimate the remaining execution time for a running query (based on how long it has taken so far) in the presence of concurrent queries. They then use the progress indicator's estimates to implement workload management actions. For example, they propose a method to identify a query to block in order to speed up another query. We believe their work is complementary to our own.
Machine Learning Predictions
A few papers use machine learning to predict a relative cost estimate for use by the query optimizer. In their work on the COMET statistical learning approach to cost estimation, Zhang et al. [29] use transform regression (a specific kind of regression) to produce a self-tuning cost model for XML queries. Because they can efficiently incorporate new training data into an existing model, their system can adapt to changing workloads, a very useful feature that we plan to address in the future. COMET, however, focuses on producing a single cost value intended to be used to compare query plans to each other as opposed to a metric that could be used to predict resource usage or runtime. Similarly, IBM's LEO learning optimizer compares the query optimizer's estimates with actuals at each step in a query execution plan, and uses these comparisons from previously executed queries to repair incorrect cardinality estimates and statistics [24, 20] . Like COMET, LEO focuses on producing a better cost estimate for use by the query optimizer, as opposed to attempting to predict actual resource usage or runtime. Although a query optimizer that has been enhanced with LEO can be used to produce relative cost estimates prior to executing a query, it does require instrumentation of the underlying database system to monitor actual cost values. Also, LEO itself does not produce any estimates; its value comes from repairing errors in the statistics underlying the query optimizer's estimates.
The PQR [12] approach predicts ranges of query execution time using the optimizer's query plan and estimates. They construct a decision tree to classify new queries into time-range buckets. They do not estimate any performance metrics other than runtime, nor have they trained or tested with extremely long-running queries as do we. Even so, their work informed ours, because they found that there was correlation between cost estimates and query runtimes.
Many efforts have been made to characterize workloads from web page accesses [1, 27] , data center machine performance and temperature [22] , and energy and power consumption of the Java Virtual Machine [8] , to name a few. In databases, Elnaffar [9] observes performance measurements from a running database system and uses a classifier (developed using machine learning) to identify OLTP vs. Decision Support workloads, but does not attempt to predict specific performance characteristics. A number of papers [28, 16, 13 ] discuss how to characterize database workloads with an eye towards validating system configuration design decisions such as the number and speed of disks and the amount of memory. These papers analyze features such as how often indexes are used, or the structure and complexity of SQL statements, but they do not make actual performance predictions.
CONCLUSIONS
The extreme diversity of resource requirements and the potential for show-stopping resource contention raise the stakes for managing an Operational BI workload. The difficulty of predicting expected behavior means that workload management decisions must be made with a minimum of information, and poorly informed decisions can lead to dire consequences for system performance.
We address this challenge in two ways. We are carrying out a systematic study of workload management policies intended to limit the impact of inaccurate information. We are also developing techniques for predicting multiple-query resource requirements of both short-and long-running queries more accurately. We hope that our approach will improve the effectiveness of critical tasks that rely on accurate predictions, including system sizing, capacity planning and workload management.
