











Mass-spring systems are considered the simplest and most in-
tuitive of all deformable models. They are computationally 
efficient, and can handle large deformations with ease. But 
they suffer several intrinsic limitations like the difficulties in 
controlling anisotropy, springs functions parameterization 
and enforcing volume preservation.
In this book a modified mass-spring system for physically 
based deformation modeling that addresses these problems 
and solves them elegantly is presented. Serveral Implemen-
tation of the method in modeling breast mechanics, heart 
mechanics and for elastic images registration are presented.
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Preface
In this work a physically based method for modeling elastomechanics and several
implementations of the method are presented. This was mainly motivated by the
search for an efficient method for personalized computational modeling of the hu-
man heart mechanics.
Besides Chapter 1 which contains a general introduction, and Chapter 6 which
presents an outlook, the thesis can be separated in two main parts.
The first part presents the method developed for physically based modeling of
elastomechanics in details in Chapter 2. The method developed in the course of
this work is based on mass-spring systems, known for their simplicity, computa-
tional time efficiency and their ability to handle large deformations easily. It im-
proves upon ordinary mass-spring systems by bridging the gap between the consti-
tutive laws known from the continuum mechanics and the simple implementation
of mass-spring system removing the need for spring parameterization. It also adds
the ability to control anisotropy, impose volume preservation and inlcudes various
boundary conditions.
The second part presents several implementations of the presented mechanical
modeling method. These implementations cover modeling breast mechanics in
Chapter 3, ventricles deformation in Chapter 4 and using the model of elastome-
chanics in 3D elastic image registration in Chapter 5.
It was intended that each of the mentioned chapters starts with a motivation, fol-
lowed by an introductory section, then the methods used or developed, and finally
a section detailing conducted simulations and the related results before the chapter
concludes with a discussion related only to the subject of the chapter.
This choice was made in favor of the traditional scheme, of “state of the art” fol-
lowed by “new methods” and “results”, to avoid disorienting the reader with the
broad span of subjects presented in this work, and to center the focus on the meth-
ods developed for mechanical modeling. In several cases the methods described in
iii
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one of these section contained both, methods implemented from the literature and
methods developed in the course of this work, in order to provide a clear line of
thoughts to the reader.
In this thesis, the mathematical notation xt, meaning x at time t, was frequently
used across the sections of this thesis, and should not be mixed up with raising x
to the power t. Consequently, the notation x0 means xt=0.
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Mathematical models are used by scientists, engineers, economists and others to
describe and analyse phenomena and systems they encounter in their respective
disciplines. Many mathematical models do not have simple analytic solutions. In
these cases numerical methods are used. They are also used in cases where anal-
ysed systems are too large or too complex so that approximated solutions are in-
avoidable.
Computational modeling is using computers and computer programs to calculate
numerical solutions of mathematical models. Computational models are called
physical when they are based on a mathematical model of physics and they are
called non-physical otherwise.
For example, computational modeling is widely used in video games that simu-
late the physical world as in flight simulators. It is also used to generate visual
effects, like water ripples, smoke or explosions. In these applications, the focus is
set on the plausibility of the effects and the computation power required to pro-
duce them rather than their accuracy. Therefore the models used for these tasks are
often non-physical models, fast enough to produce real-time plausible effects on
average computers.
Computational modeling is also used in computer animation and movies where
processing can be done offline. Since more computational resources can be allo-
cated for the modeling in this case, more accurate models or physical models can
be used to generate the effects.
Physical computational models are used in a wide variety of practical areas such as
weather forecasting, high energy physics, the design of complex systems such as
submarines, mechanical deformation such as in crash tests, and in medicine. Gen-
eral numerical and mathematical problems are encountered in physical modeling
such as solving ordinary and partial differential equations, finding the eigenvalues
1
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of large matrices and their corresponding eigenvectors and calculating integrals.
In a medical environment, computer models support physicians in diagnosis, mon-
itoring and surgery planning. They are used in the research field to perform virtual
experiments (in-silico) prior to real world (in-vivo) experiments, saving time and
resources. And they are also used for training of physicians and also for other ed-
ucational purposes.
Due to the large inter-individual variability and in many cases the intra-individual
variability, more emphasis in being put on the development of personalized com-
putational models that can be used in medical applications. Personalized computa-
tional modeling adds more challenges to the modeling task for example in defining
the parameters needed to describe inter- and intra-individual variability and also
to develop methods to measure and quantify these parameters for each individual.
Optimization techniques are often used to find model parameters to fit measure-
ment data which can require significant computational power.
For decades the number of transistors on integrated circuits has been doubling
every two years in consistency with Moore’s law. Even though, the miniaturiza-
tion of transistors is getting closer to the limits physics allow, multi-core CPU chip
designs are compensating the slowing advances in miniaturization.
With this continuous increase of computational power, the complexity and level of
details used in computer modeling is increasing and expected to keep increasing
in the coming years. The technological advances in the field of micro-electronics
has been driving computer modeling towards using more sophisticated and com-
plex models. Nonetheless algorithm complexity remains a key term in developing
computer models.
Algorithms complexity refers to the computational resources an algorithm re-
quires. It is often expressed as a function of the size n of its input using the big O
notation to describe how well the algorithm scales with more data.
The big O notation provides an upper bound on the growth rate of algorithms. For
example the processing time of n data input with an algorithm of O(n) complex-
ity grows linearly with a growing n. But in case of using an algorithm of O(n2)
complexity the processing time grows quadratically with growing n.
In system design, algorithm complexity plays an important role. For instance, the
time complexity of an algorithm defines the maximum size of input data nT that
can be processed in a specific time tT, and alternatively the minimum time needed
to process a specific input data size nN. That puts limits on the computational
power needed for the system and thus the practicability and costs of the system.
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If two algorithms perform the exact processing but have different complexities,
the faster algorithm means less computational power and thus lower costs. It also
means more data can be processed with the same costs.
A nice example, is using the fast Fourier transform (FFT) in systems where dis-
crete Fourier transform (DFT) is needed. The discrete Fourier transform (DFT)
of n points is of O(n2) complexity, whereas the equivalent fast Fourier transform
(FFT) of the same n points is of O(n log n) complexity, making it faster and hence
the name.
Algorithm complexity will always be a decisive factor in computer modeling, de-
spite that computational power has been increasing since the very first computers
at an exponential rate and is expected to keep increasing in the future, since an
O(n) algorithm will always perform better than an O(n2) algorithm for a large
enough n.
1.2 Continuum Mechanics
Continuum mechanics is a field of physics that deals with the mechanical analysis
of objects modeled as a continuous medium. It allows the description of mechan-
ical behavior and kinematics of a deforming body through differential equations
[1]. The elasticity theory, which is a branch of continuum mechanics, is of great
importance for this work, because it allows a quantitative description of finite de-
formations of inhomogeneous, nonlinear and anisotropy materials, such as biolog-
ical materials, under the influence of stress [2].
In the following sections, some fundamentals of continuum mechanics and the
elasticity theory are introduced. For a thorough introduction into continuum me-
chanics and the elasticity theory, the reader is referred to [3, 4, 5, 1].
1.2.1 Definitions and Physical Laws
Bodies are described in continuum mechanics as an infinite number of particles.
Starting from a fully defined reference state at t0, each of the body particles P
can be identified by the reference coordinates X0 as shown in Figure 1.1 [1]. Be-
cause X0 is bound to a particle of the body material, the components of X0 are
called material coordinates [6]. At time t, also called the current configuration, the
trajectory x of the particle can be given as a function of X0 and t
x = χ(X0, t) (1.1)
and the displacement vector u is given as (in the Lagrangian description)
4 CHAPTER 1. INTRODUCTION
Fig. 1.1 Motion and deformation of a continuum body.
u = χ(X0, t)−X0 (1.2)
The deformation tensor F, is a second-order tensor that quantifies the deformation
of a set of adjacent material particles within the body (rotation and deformation)
[7, 6]. Consider the line segment dX = (dX1, dX2, dX3) in the configuration at
t = 0 shown in Figure 1.2. The deformation gradient tensor F carries the line





The deformation tensor includes a stretch component and a rotation component.
Since rotation does not introduce any stress, it should be excluded when deriving
a stress-strain relation.
According to the polar decomposition theorem, the deformation tensor F can be
decomposed into an orthogonal rotation tensor R and a symmetric right stretch
tensor U:
F = RU (1.4)
The right Cauchy Green deformation tensor C is defined as
C = FTF = (RU)TRU = UTRTRU == UTI U = UTU (1.5)
Since C is rotation-invariant, it can be used to derive a stress-strain relation that
does not include rotation. The Green strain tensor is given with
1.2. CONTINUUM MECHANICS 5




(FTF− I) == 1
2
(UTU− I) (1.6)
E is used to quantify the strain of a deformed body since it is rotation-invariant
and I is the identity matrix.
Hyperelasticity of a hyperelastic material is described by an energy density func-
tion W called the material law or the constitutive law. The Piola-Kirchhoff stress





The Piola-Kirchhoff stress tensor relates the forces in the present configuration to
areas at the initial configuration. The force f acting on a surface with area A of a
deformed body is given by
f = A0FSTn0 (1.8)
where A0 is the area of the surface and n0 is the normal vector on the surface of
the initial configuration [1].





The Cauchy stress tensor σ relates the forces of the present configuration to the
areas of the present configuration according to
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f = Aσn (1.10)
where n is the normal on the surface.
1.3 Modeling Elastomechanics of Soft Tissues
Physically based modeling of deformable objects is an interdisciplinary field of
research that combines Newtonian dynamics, continuum mechanics, numerical
computation, geometry, vector calculus and computer graphics among many other.
Despite that the field is relatively young, many different physical models which
are based on different modeling approaches are already available. These methods
can be categorized in:
• Lagrangian mesh-based methods
• Lagrangian mesh free methods
• Reduced deformation models and modal analysis
• Eulerian and semi-Lagrangian methods
The Lagrangian mesh-based methods include models based on continuum me-
chanics like the method of finite differences, the finite volume method, the bound-
ary element method (BEM), and the finite element method (FEM) which is one of
the most popular methods computationally to solve partial differential equations
on irregular grids. This category includes also mass-spring systems, relevant to
this work described with details in Chapter 2.
For more about physically based deformable models, the reader is referred to the
survey of Gibson et al. [8] and the survey of Nealen et al. [9].
1.4 Medical Imaging
Medical imaging is a vast field of medical engineering encompassing the tech-
niques and processes used to generate images of the human body for clinical or
research purposes.
Medical imaging systems or modalities are categorized mainly according to meth-
ods used for image acquisition.
The main methods are ultrasonic imaging (US), magnetic resonance imaging
(MRI), X-ray computed tomography (CT) and Nuclear medicine imaging.
Due to advances in medical imaging technology, it is possible to routinely ac-
quire high-resolution, three-dimensional (3D) digital images of human anatomy
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and function using various imaging modalities. Medical image analysis has there-
fore become a highly active research field [10].
Digital image processing techniques are applied to the acquired images in order
to enhance them, extract further information, and to perform segmentation and
classification of the objects depicted in the images [11].
1.4.1 Digital Images
An image is a mapping which assigns every spatial point x belonging to a set
Ω ⊂ Rd a gray value b(x), where d ∈ N denotes the dimension of spatial domain
to which the image belongs [12].
Definition 1.1. Let d ∈ N. A function b : Rd → R is called a d-dimensional
image, if
1. b is compactly supported




kdx is finite for k > 0.
The set of all images is denoted by Img(d) := {b : Rd → R | b is d-dimensional
image} [12].
To formulate the mathematical definition of digital images, the grids definition
must be first introduced.
Definition 1.2. Let d ∈ N, Ω =]0, 1[d and n1, . . . , nd ∈ N be some given number.
The points xj1,...,jd = (xj1, . . . , xjd)T ∈ Ω ∪ ∂Ω where 1 ≤ jl ≤ nl and 1 ≤
l ≤ d and ∂Ω denote the boundary of Ω, are called grid points. The array X =
(xj1,...,jd) ∈ Rn1×···×nd is called the grid matrix [12].
Using definitions 1.1 and 1.2, digital images can be defined with
Definition 1.3. Let d ∈ N, b ∈ Img(d), and let Ωd be a n1×· · ·×nd grid (see Def.
1.2), the arrays B• = b•j1,...,jd ∈ Rn1×···×nd where jl = 1, . . . , nl and l = 1, . . . , d
and b• is the discretization of the continuous image b on the discrete grid Ωd are
called d-dimensional digital images [12].
Two methods are common for the discretization of b on the discrete grid Ωd: The
mesh-point model where b• is given for every point j with
b•j = b
•
j1,...,jd = b(xj) for all xj ∈ Ωd (1.11)






b(x)dx for all j = 1, . . . , N. (1.12)
where cj is a small region with center xj [12].
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1.4.2 Ultrasonic Imaging
Ultrasonic imaging is noninvasive, inexpensive, portable and has an excellent tem-
poral resolution. It uses the partial reflection of acoustic waves at interfaces be-
tween different tissues as a function of time and velocity of the wave in the medium
to generate the image. Other phenomena such as attenuation, dispersion, refraction
and scattering occur in ultrasonic imaging and must be taken into account when
processing the reflected waves. Doppler principle is also used in Doppler imaging
to study not only the morphology or anatomy of tissues but also the function as in
blood flow and myocardial velocities [10].
(a) (b)
Fig. 1.3 Ultrasonic Imaging system [13] (a). An Echocardiography of the heart in four chambers view [14]
(b).
1.4.3 Projection X-Ray
Wilhelm Röntgen discovered X-rays and it’s abiligy to pass through different sort
of materials including biomaterials in 1895. And soon enough it found application
in medicine when an X-ray picture of a hand was made.
Projection X-rays are used to detect skeletal system pathologies, as well as in
disease processes in soft tissue such as lungs cancer. Projection X-rays are also
routinely used for imaging of teeth in dental radiology. Mammography, which is
an X-ray examination of the breast, is also routinely used for screening women for
breast cancer. For more on the physics of X-ray and the design of X-ray machines
the reader is referred to [10, 15, 16].
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1.4.4 X-Ray Computed Tomography
X-Ray computed tomography is an imaging modality that uses X-ray attenuation
properties of the different tissues in the body to produce cross-sectional images
[10]. A thin X-ray beam is used to scan a set of lines of the body, the X-ray beam
source rotates around the object and the scanning procedure is repeated for a large
number of angles [15, 10]. The acquired data from the scans are then digitally
processed to reconstruct the cross-sectional image. CT can also generate three-
dimensional images by scanning a number of consecutive slices of the body [10].
1.4.5 Magnetic Resonance Imaging
MRI uses the property of nuclear magnetic resonance (NMR) to image nuclei of
atoms inside the body [10].
The object is placed under the effect of a powerful uniform magnetic field B0
defined as the z-axis of the coordinate system B0 = (0, 0, B0), to align the mag-
netic moments µ of atoms in the body along the z-axis, mainly hydrogen protons
(11H) in water molecules that makes much of the body weight. Each volume ele-
ment (voxel) of the imaged object contains a huge amount of atoms each having
its own spin and the associated magnetic momentum µ. Under the effect of B0 it
can be shown that the behavior of a large amount of spins is equivalent to that of a
net magnetization vector M0 = (0, 0,Mz) [10]. In each voxel in this state, called





where ns is the number of spins in a voxel.
Using electromagnetic radio frequency (RF) waves at resonance frequency of (11H),
the equilibrium is disturbed temporarily as atoms absorbs the RF signals photons.
As a result the net magnetization x- and y-axis components deviate from zero. The
change of direction of M0 is called the flip angle α. And the net magnetization in
this case is denoted Mα. When the RF field is switched off the system returns
gradually to the dynamic equilibrium state. This return is called relaxation. Spin-
lattice relaxation is the phenomenon that causes the z-axis component of Mα to
grow from M0 cosα to M0. T1 is the time constant of the spin-lattice relaxation
energy phenomenon:
Mz = M0(1− e−t/T1) (1.14)
T2 is the time constant of the spin-spin relaxation phenomenon that causes the
x- and y-axis components of the net magnetization vector to disappear due to




where Mtr is the transverse component of the M.
The relaxation phenomena result in atoms emitting electromagnetic waves with
frequencies depending on w = γB0 where γ is a gyromagnetic ratio. Since these
signals are not spatially encoded, no useful image can be reproduced of the sig-
nals detected by the RF receivers. Therefore, three orthogonal magnetic gradients
(G = (Gx, Gy, Gz))are used for the localization of voxels in the field of view.
These additional magnetic fields make the strength of magnetic field dependent on
the position within the imaged object, hence making the frequency of the released
photons during relaxation dependent on their position. Since position information
are encoded in the frequency domain, the image can be generated by applying the
inverse Fourier transformation (IFT) [15, 10].
Different tissues have different T1 and T2 time constants and therefore return to
the dynamic equilibrium at different rates. Mainly, this difference which can be
detected is used to generate the intensities of different voxels and thus the image
[10].
MRI can be used to generate 2D- or 3D-images depending on the magnetic fields
gradients sequences chosen for the imaging task. Diffusion tensor imaging (DTI)
is one variant of the MRI that measures the diffusion of water molecules in bio-
logical tissue.
Other variants of the MRI imaging modality exists such as real-time MRI, func-
tional MRI (fMRI), tagged cardiac MRI and magnetic resonance angiography
(MRA)[10, 15, 16].
1.4.6 Digital Image Processing and Segmentation
After image acquisition, an image processing step is usually required to facili-
tate the analysis of the medical image. Digital image processing techniques and
filtering are generally used for scaling, translating, rotation or coordinate trans-
formation, and also, for image enhancement, edge detection, noise elimination,
averaging as well as alignment of images when stacking 2D-images to create 3D-
images.
Segmentation refers to the process of detecting a set of pixels belonging to a spe-
cific structure in the 2D-image (voxels in the 3D-image) and associating a tag with
these pixels (voxels). Figures 1.5(a) shows a 2D MRI slice. After segmentation,
pixels belonging to the same tissue class are tagged and the tags can be used to
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(a) (b)
Fig. 1.4 A dataset of the torso of a 27 years old healthy volunteer acquired using a magnetic resonance
imaging (MRI) system. A 2D slice is shown in (a) and a 3D reconstruction is shown in (b).
create 3D geometrical models of the anatomy as in Figure 1.5(b).
(a) (b)
Fig. 1.5 MRI torso dataset showing the heart in a diastolic state with a good contrast between blood and
the myocardial tissue (a) allowing for a better segmentation of the heart. The resulting segmented 3D model
of left and right ventricles (b).
Manual segmentation is done by experts who assign the tags manually to the pix-
els (voxels). Therefore, manual segmentation is expensive, time consuming and its
accuracy depends strongly on the qualifications and skills of the experts perform-
ing the segmentation.
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Therefore automated segmentation is of great interest, and has been for many
years an active research field that witnessed many successes in the last decade.
Although, automated segmentation methods developed explicitly for the segmen-
tation of certain organs or tissue such as the brain, skeletal bones, the ventricles,
etc., fully automated hole body segmentation of CT or MRI datasets of humans is
still a distant goal.
Chapter 2
Adamss: Advanced Anisotropic Mass-Spring System
2.1 Motivation
Many deformable models based on the solid foundation of continuum mechan-
ics are currently used in a variety of applications that require accurate physically
based modeling of deformable objects. The most prominent of these methods is
the finite element method (FEM) which is widely used in computational science
for solving partial differential equations on irregular grids.
Despite the dominance of the FEM, interest in developing other accurate models
still exists. This interest is fueled by the search for real-time methods for produc-
ing realistic deformations in computer animations where the high computational
costs of FEM make it unsuitable. Interest exists also within other fields of research
where accurate but computationally efficient deformable models are needed.
Deformable models are gaining more and more interest in medical environments as
models evolve and the computational capacities of hardware increases. For exam-
ple virtual surgery planning is one of the promising application where deformable
models are applied. With virtual surgery planning surgeons may gain the opportu-
nity to test different critical surgery scenarios in a low cost environment without
ethical restriction. It may also allow for making predictions about the outcome of
a surgery prior to actually performing that surgery, giving the surgeon the oppor-
tunity to avoid undesirable outcomes [17, 18, 19, 20, 21]. Modeling soft tissue
mechanics is another and important research area in medical engineering where
deformable models are used to better understand the behavior of these tissues, es-
pecially in cases where experimentation is either unethical or beyond the physical
possibility [22, 23, 24, 25, 26].
In many cases, when investigating specific phenomena, a large number of de-
formation simulations must be conducted. That makes computational efficiency
a major factor when choosing a modeling technique. The faster the modeling al-
gorithm is the more simulations can be evaluated within the same timeframe. A
tradeoff between accuracy and computational efficiency can be considered in or-
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der to rapidly gain a coarse understanding of the general trend of the investigated
phenomena. This approach can simplify the further analysis of these phenomena
using a more accurate, but also more time consuming modeling methods.
Mass-spring systems are considered the simplest and most intuitive of all de-
formable models. They are computationally efficient as they require only solving
a system of coupled ordinary differential equations. They also handle large defor-
mations and large displacements with ease.
Mass-spring systems are the method of choice for cloth animation [27, 28, 29,
30, 31, 32, 33], they were also used for facial modeling [34, 17], for modeling
muscle [35, 36, 37, 38, 39], and in virtual surgery planning [17, 40, 19, 20], and
also in segmentation and image registration [41, 42].
In this work, a physically based deformable model is presented. The model is a
modified mass-spring system that addresses and solves the problems present in
ordinary mass-spring systems.
2.1.1 Mass-Spring Systems
In order to model an object using a mass-spring system, the object is discretized
to mass particles pi (i = 1, . . . , n), then a network of massless springs connecting
the particles together is installed.
Mass-spring systems vary according to the discretization mesh, the way the springs
are set between the particles, and the functions used to model the springs.
For example, a simple mass-spring system can be built by discretizing the ob-
ject using a regular hexahedral mesh, setting the mass particles to the vertices
of the hexahedrons and finally setting springs along the sides of the hexahedrons
connecting these particles (Fig. 2.1(a)). Another system can be created by adding
springs that connect the particles diagonally in each of the hexahedron faces (Fig.
2.1(b)) or diagonally through the volume of the hexahedron connecting particles
sitting on opposite vertices in relation to the barycenter (Fig. 2.1(c)).
At any given time t, the state of the system is defined by the positions xi and
the velocities vi of the particles. The force f i at a particle pi is computed according
to its spring connections with its neighbors, in addition to external forces such as
gravity or friction. The Newton’s second law of motion is used to calculate the




= f i (2.1)
and the Newton’s second law for the entire particles system can be expressed as
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(a) (b) (c)
Fig. 2.1 Single hexahedral elements of mass-spring systems with different springs network topologies.
Structural springs (a), structural and surface springs (b), structural and diagonal springs (c). Many of these
elements are stacked together along a regular three-dimensional mesh to model the geometry and mechan-




= f(x, v) (2.2)
where M is a 3n×3n diagonal matrix also called the mass tensor, x is a 3n vector
of the coordinates of all particles.
By solving this system of coupled ordinary differential equations, the coordinates
of the particles can be updated as the model deforms.
2.1.2 Problems Associated with Mass-Spring Systems
Ordinary mass-spring systems suffer from several intrinsic limitations that restrict
their use in physical modeling. The most troubling of these limitations are listed
here:
• In comparison with models based on elasticity theory like the finite element or
the finite differences methods, ordinary mass-spring system are not necessarily
accurate. Most such systems are not convergent, that is, as the mesh is refined
the simulation does not converge on the true solution[9].
• The behavior of these systems depends heavily on the topology and the resolu-
tion of the mesh. If the mesh changes the simulation does not converge to the
same solution obtained using the original mesh [9].
• Finding the right springs functions and parameters to obtain an accurate model
is a very difficult and application dependent process.
• Setting the masses correctly to model homogeneous materials is somewhat trou-
blesome.
• Using ordinary mass-spring systems neither isotropic nor anisotropic materials
can be generated and controlled easily.
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Concerning the last point, if all springs are set to the same stiffness, anisotropies,
which correspond to the mesh geometry chosen for the mass-spring system, will
be generated. These anisotropies are generally undesirable.
The anisotropic effect related to the mesh topology decreases with increasing mesh
density, if the tiling of the object volume was computed from the triangulation of
random uniformly-distributed sample points. However, using an extremely dense
mesh contradicts the objective on which using mass-spring systems was based,
namely computational efficiency.
It is possible to generate the isotropic or the anisotropic effect in ordinary mass-
spring systems by tuning individual spring stiffnesses to reproduce the desired
effect [43, 44], or by designing the mesh in order to align springs on some direc-
tion of interest [45, 46]. Both methods are time consuming and not applicable to
different geometries in a straight-forward manner.
Ordinary mass-spring systems cannot enforce a constant-volume constraint on the
modeled object.
Since modeling the deformation of ventricular myocardial tissue is at the heart
of this work, and since this tissue exhibits anisotropic mechanical properties along
fiber, sheet and sheet-normal directions (this will be discussed in details in Chap-
ter 4) and maintain a constant volume under deformation, it follows that ordinary
mass-spring systems are not suitable.
2.1.3 Preliminary Groundwork
Bourguignon et al. proposed a method to control anisotropy in mass-spring sys-
tems [38] where anisotropies of a deformable object are specified independently
from the underlying mesh topology used for mass discretization. In the same paper,
Bourguignon proposed a method for volume preservation loosely related to the soft
volume preservation constraint of Lee et al. [47]. Using this method the volume
variations during deformation depend on the parameters used for the materials and
on the type of deformation the model undergoes. In applications where these vol-
ume variations are considered too high, a hard-constraint on volume preservation
must be implemented.
M. Mohr [39] used Bourguignon’s method to control anisotropy in combination
with an implementation of elasticity theory for every individual voxel to enforce
volume preservation and to model the passive mechanical properties of the my-
ocardial tissue. The concept of combining the mass-spring system and the elastic-
ity theory solution using FEM for every voxel has proven to be fruitful. However,
the hybrid model of M. Mohr suffered from a major problem which is the fur-
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ther use of mesh springs, including springs along the hexahedral mesh lines, two
diagonal springs on each surface and four diagonal springs in each hexahedron.
Not only that these springs are incompatible with Bourguignon’s method, because
they tend to generate unwanted anisotropies, but also, they require new parame-
ters every time the model is scaled or a different mesh density is used, or when a
new object is modeled [48]. Furthermore, the use of these springs in combination
with the FEM for modeling passive mechanical properties of tissues results in a
systematic error in reproducing the passive mechanical properties.
2.1.4 Introducing Adamss
In this work a modified mass-spring system, called Adamss (Advanced anisotropic
mass-spring system), based on the work of Bourguignon et al. [38] is presented.
The system is composed of several building blocks with defined interfaces be-
tween the blocks. Figure 2.2 shows the building blocks constituting the system.
This design allows for the development of building blocks based on completely
Fig. 2.2 The building blocks of Adamss (Advanced anisotropic mass-spring system), the physically based
deformable model presented in this work.
different concepts as long as the interfaces with other blocks are intact making the
system flexible and extendible.
During the course of the development of the system, the concept introduced by M.
Mohr of combining the theory of elasticity to model the passive mechanical prop-
erties of materials and to enforce volume preservation was adopted and extended
in the corresponding building blocks. Although the concepts are very similar, the
implementations, detailed later in this chapter, differ significantly.
In the following sections the building blocks of the system are presented and
the different implementations of each of the building blocks are detailed. Grad-
ually, we will show how the proposed system takes on the mentioned problems
associated with mass-spring systems (see Section 2.1.2) and solve them elegantly.
Additionally, we will show that the system’s behavior is independent of the mesh
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resolution, and partly independent of the mesh topology. At the end we will show
that the overall system is of O(n) complexity.
2.2 Simulation Scheme
Figure 2.3 shows the basic simulation scheme of Adamss.
Fig. 2.3 A flowchart of the basic simulation scheme of Adamss.
The simulation start with an initialization step, where the model geometry files
including information about anisotropies and boundary conditions, and parame-
ters regulating the mass-spring system generation process are loaded.
After the mass-spring system has been initialized, the system starts the simula-
tion loop. In every iteration of the simulation loop, the different forces working on
the particles of the system are calculated. Then time integration of the equations
of motion is used to calculate the velocities and offsets of the system’s particles.
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Depending on the chosen data exporting rate, information about the forces, veloc-
ities, and offsets of the system can be exported. Additionally general information
like the system’s total volume or the system’s total kinetic energy can be exported
in this step. After that the coordinates of the particles are updated using the off-
sets and the loop iterates until a condition for stopping the simulation is fulfilled.
These conditions can be simulation time crossing a maximum simulation duration
tmax or kinetic energy dropping below a threshold Ek,min. Numerical instability
and external interception also stops a running simulation.
The following sections will detail each steps of the simulation scheme presented
here.
2.3 Structure Initialization
To initialize the structure of the modified mass-spring system, files containing in-
formation about the geometry of the modeled object, and properties of that geom-
etry are imported to the framework.
According to the chosen discretization mesh topology, the modeled object mass
is discretized to mass particles as in ordinary mass-spring systems (see Section
2.1.1). Nonetheless, springs are not set on the edge of the discretization mesh.
Instead, the space occupied by the modeled object is also discretized to volume
elements according to the selected mesh topology. These resulting volume el-
ements are actually defined by the particles generated during the discretization
of the object’s mass. Each of the elements encloses a geometrical domain of the
object where parameters, important for the modeling, are set and considered ho-
mogeneously distributed within that domain. These parameters include the mate-
rial type of the volume element, the mass-density, different anisotropies, different
stiffnesses, the bulk modulus, and other parameters related to the specific material
type. The volume elements can take different geometrical shapes depending on
the mesh topology used. For example, if a hexahedral mesh topology was used,
the resulting volume elements will then be hexahedra. The number of vertices or
particles that define a volume element depends on the element type. The faces of
a volume element defined by the vertices are called facets.
As soon as defining volume elements is completed, the optional defining of sur-
faces of enclosed cavities starts. Each of the cavities is defined by the vertices of
the facets that enclose the volume of a cavity. These cavities can be used to add
constraints to the deformation, for example by enforcing a volume preservation of
the cavity volume during deformation. It is also possible to set a constant homo-
geneous stress to all facets of a cavity, to model ventricular cavities pressure for
example.
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There are many possibilities to calculate the volume of an enclosed region, pro-
viding the surface enclosing the region is known. In this work we used a Delaunay
tetrahedralizations technique to generate a tetrahedral mesh of the cavity starting
with the vertices marking the cavity. The volume of the cavity can then be calcu-
lated by summing the volume of the resulting tetrahedrons.
2.3.1 Mesh Topologies
During the course of development of the modeling framework, the hexahedral
mesh topology and several different tetrahedral mesh topologies were imple-
mented. In the following, the implementation of these topologies is presented.
The advantages and drawbacks of each of the methods will be discussed later in
Section 2.9.
2.3.1.1 Hexahedral Mesh Topology
The hexahedral mesh topology is a regular grid, where after first initialization all
mesh elements are identical rectangular hexahedra (Fig. 2.4(b)). In the special case
when the length of all hexahedra sides are equal, the mesh elements are called vox-
els (Fig. 2.4(a)).
(a) (b)
Fig. 2.4 Hexahedral mesh topologies: voxels mesh with 1mm voxel side(a), rectangular hexahedral mesh
of resolution 1mm× 2mm× 1mm (b).
Here, the mass of the modeled object is discretized according to the mesh into par-
ticles that define the vertices of the volume elements of the modeled object. This is
not only true for the hexahedral mesh but also for the different tetrahedral meshes.
In order to setup a homogeneous material, the mass of each particle is computed
according to the volume of the Voronoi region around it [43]. In the general case
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where mi is the mass of the particle pi, n is the number of volume elements neigh-
boring the particle. Vk, ρk and Nk are respectively the volume, the mass density,
and the number of vertices of the volume element Vk.







where n is the number of hexahedra neighboring pi and ρk is the mass density of
the hexahedronHk. Vv is the volume of a hexahedron of the hexahedral mesh.
To control anisotropy, the method presented by Bourguignon et al. [38] is used.
The basic idea is to define several axes of mechanical anisotropy in the barycen-
ter of each volume element of the mesh. Forces generated due to the deformation
of the model will act only in the direction of these axes. For example, to model
the mechanical deformation of a muscle, the direction of anisotropy axes must be
set in the direction of the fibers of the muscle in each of the volume elements of
the model’s mesh. Although the method allows the definition of several axes of
anisotropy, only three were defined in each of volume elements. This was enough
to model the anisotropic mechanical behavior of all types of materials modeled
with the developed framework.
In a volume element, each axis intersects with the faces of that element in two
points, called intersection points (Fig. 2.5(a)). During deformation, the axes evolve
with the volume elements to which they belong. At any given moment t, the ori-
entation of an axis ζl in a volume element Vk can be determined using the line
extended between the pair of intersection points the axis defines. This can be done
numerically by calculating the vector between the pair (q2l, q2l+1) regardless of its
direction. The vector is given by
ζtl = x
t
2l − xt2l+1 (2.5)
For this reason, intersection points are used to track the axes of anisotropies during
the deformation of the model.
To compute the coordinates of the intersection points at any moment t, and hence
the orientation of the anisotropy axes, the coordinates xtj of each intersection point
qj are given by a linear interpolation of the coordinates of the face vertices to which
it belongs, using the rectangle linear interpolation shape function
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(a) (b)
Fig. 2.5 Intersection points in a hexahedral volume element: The 3D hexahedral element with three axes
of anisotropy set at the barycenter and the six intersection points they define (a), a rectangle face of the
element containing the intersection point q0 and the coefficients ξ0 and η0 related to q0, the vertices of that







where xti are the coordinates of the vertices of the rectangular face Fj to which qj
belongs and Ni(ξj, ηj) are the rectangle linear interpolation shape functions [49, 1]
and are given with
N1(ξj, ηj) =(1− ξj)(1− ηj)
N2(ξj, ηj) =ξj(1− ηj) (2.7)
N3(ξj, ηj) =ξjηj
N4(ξj, ηj) =(1− ξj)ηj
where ξj, ηj are the interpolation coefficients associated with qj (Fig. 2.5(b)).
During structure initialization, the axes of mechanical anisotropies are defined at
the barycenter of each hexahedron of the model. The intersection points and the
corresponding shape functions are also computed at this stage using the method
described here:
1. For each hexahedronHk of the mesh, repeat the following steps:
2. For each of the three axes ζl ofHk, repeat the following steps:
3. For each face Fj of Hk, repeat the following steps to locate intersection points
axis ζl defines:
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4. Compute the point where the line extending from the barycenter pbk of Hk and
which is parallel to ζl intersects with the plane containing Fj
5. If the computed point was outside Fj, it is not a valid intersection point, go to
step 3 (iterate over faces)
6. If the point is in Fj, it is a valid intersection point, compute the related shape
function values
7. If two valid intersection points were found for ζl, go to step 2 (iterate over axes)
Step 4 is actually a ray tracing task that requires computing the barycenter, which







where xi are the hexahedron’s vertices. The vector equation of the ray starting
from pbk in the direction of axis ζl can be given with
v = dζ̂ l + xbk (2.9)
where ζ̂l is the unit vector in direction of ζl and d is a distance along ζl. The plane
of Fj can be expressed in vector notation with
(v − xi) · n = 0 (2.10)
where xi is one of the face’s vertices, i. e. a random point in the plane. n is the
normal on the plane and can be simply calculated using the face’s vertices with
n =
(x1 − x2)× (x2 − x3)
‖(x1 − x2)× (x2 − x3)‖
(2.11)
By substituting Eq. (2.9) in Eq. (2.10) and solving for d we obtain the distance
along ζl to the plane starting from pbk:
d =
(xi − xbk) · n
ζl · n
(2.12)
Now by substituting d in Eq. (2.9) the point where the ray intersects with the plane
is obtained.
A special method has been developed, not only to check if a specific point which
is coplanar to a rectangle is inside that rectangle (step 5), but also to compute the
corresponding shape functions (step 6).
First the surface S of the face defined by vertices pi (i = 1, . . . , 4) is calculated
with
S = ‖x1 − x2‖ · ‖x1 − x3‖ (2.13)
24 CHAPTER 2. ADAMSS: ADVANCED ANISOTROPIC MASS-SPRING SYSTEM
where xi are the rectangle vertices’ coordinates. Then the surfaces of the four
different triangles the intersection point qj defines with the rectangle’s vertices,
namely S4j12, S4j14, S4j23 and S4j34 are calculated (see Fig. 2.5(b)).




‖(x1 − x2)× (x2 − x3)‖ (2.14)
here xi (i = 1, . . . , 3) are the triangle vertices’ coordinates. If the statement:
S = S4j12 + S4j14 + S4j23 + S4j34 (2.15)
is true, then the point qj is located inside the rectangle, and the shape functions
coefficients ξj and ηj can be calculated with
ξ =2 · S4j23/S (2.16)
η =2 · S4j34/S
The shape functions of each of the intersection points of a hexahedron Hk can be
arranged in a matrix Ck, we call the coefficient matrix, according to
Cij =
Nij where pi is a vertex ofHk and also theface Fj containing intersection point qj0 otherwise (2.17)
Nij is the shape function associated with qj and pi and calculated using Eqs. (2.7)
and (2.16). There are six intersection points and eight nodes, that means the co-
efficients matrix Ck is an 8 × 6 matrix. Using Ck, it is possible to calculate the
coordinates xti of intersection points p
t







2.3.1.2 Tetrahedral Mesh Topologies
Tetrahedral mesh topologies are topologies where the mesh elements are tetrahe-
dra.
As in hexahedral mesh topologies, the mass of each particle is computed accord-
ing to the volume of the Voronoi region around it according to Eq. (2.3), which
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where mi is the mass of the particle i, n is the number of tetrahedra neighboring
the particle i, ρk and Vk are the mass density and the volume of the tetrahedron Tk.
Similarly to the method used to control mechanical anisotropies in objects mod-
eled using a hexahedral mesh, three axes of anisotropy are defined at the barycenter
of each tetrahedron. Each axis defines two intersection points on the triangle faces
of the tetrahedron (Fig. 2.6(a)).
(a) (b)
Fig. 2.6 Intersection points in a tetrahedral volume element: The tetrahedron with three axes of anisotropy
set at the barycenter and the six intersection points that they define (a), a triangular face of the element
containing an intersection point and the coefficients ξ0 and η0 related to the intersection point. Note that ξ
increases with the cyan color gradient starting from ξ = 0 at the line segment (p1, p2) and is equal to ξ = 1
at p3, while η increases along the orange color gradient starting from η = 0 at (p2, p3) until it reaches
η = 1 at p1 (b).
To track the axes as the model and the underlying tetrahedra deform, the coor-
dinates of the intersection points are calculated as a linear interpolation of the








Here, the triangle linear interpolation shape functions Ni(ξj, ηj) are used [1]:
N1(ξj, ηj) =1− ξj − ηj
N2(ξj, ηj) =ξj (2.21)
N3(ξj, ηj) =ηj
where xtj is the coordinate of the intersection point qj at a time t, and ξj, ηj are the
interpolation coefficients associated with qj (Fig. 2.6(b)).
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During structure initialization, the axes of mechanical anisotropies are defined
at the barycenter of each tetrahedron of the model. The intersection points and
the corresponding shape functions are also computed at this stage using the same
method described in Section 2.3.1.1 for finding intersection points and calculating
shape functions, however, after adapting the method to support tetrahedral meshes.
Here also a ray tracing task is performed starting from the barycenter of a tetra-
hedron in the direction of the anisotropy axes in order to search for intersection
points.
The first difference between the hexahedral and the tetrahedral mesh implementa-
tion of the method is calculating the barycenter of the mesh element which must







To check if a specific traced point qj which is coplanar to one of the triangular
faces of the tetrahedron Tk is inside that triangle and to compute the correspond-
ing shape functions at the same time, the surfaces of triangles S4123, S4j12, S4j13
and S4j23 are calculated using Eq. (2.14). The triangle S4123 is defined by the
vertices pi (i = 1, . . . , 3), while S4j12, S4j13 and S4j23 are the triangles which the
point qj defines with the face vertices.
If the statement:
S4123 = S4j12 + S4j13 + S4j23 (2.23)
was true, then the point qj is located inside the triangular face, and the shape func-
tions coefficients ξj and ηj can be given by
ξ =S4j13/S4123 (2.24)
η =S4j12/S4123
Setting the shape functions using Eq. (2.24) is legitimate only for linear tetrahe-
dra i.e. straight-sided triangles. The coefficients in this case are also called area or
areal coordinates. Eq. (2.24) does not carry over to general isoparameteric higher
order triangles i.e. with curved sides.
Here also, the shape functions of each of the intersection points of a tetrahedron
Tk can be arranged in a coefficient matrix Ck, according to Eq. (2.17) where Nij is
the shape function associated with intersection point qj and the vertex pi and cal-
culated using Eqs. (2.21) and (2.24). In each tetrahedron, there are six intersection
points and four nodes, that means the coefficients matrix Ck is a 4× 6 matrix.
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Using the matrix Ck, it is possible to calculate the coordinates of intersection







Tetrahedral topologies can be generated by systematically dividing a regular grid
of the modeled object to tetrahedrons or by using unstructured grids where the
modeled object is broken down to irregular tetrahedra using a mesh generation
algorithm.
2.3.1.3 Tetrahedral Mesh Topologies Based on Regular Grids
This method take the advantages that regular grids offer, especially the analogy to
medical images data structures, and at the same time benefit of the use of tetrahedra
to solve problems associated with hexahedra. Each hexahedron of the hexahedral
mesh is divided to a number of non-intersecting linear tetrahedra according to a
specific division scheme. This strategy was inspired by a method to compute the
volume of a deformed hexahedron by dividing it to six non-intersecting tetrahedra
and then summing up the computed volume of each of the tetrahedra [50].
Schemes to divide each hexahedron to five or six non-intersecting tetrahedra were
implemented. These schemes do not alter the number of vertices of the model nor
the masses the hexahedral mass discretization defines.
Figure 2.7 shows a hexahedron divided to five tetrahedra. It is notable that tetrahe-
dron T5 has a bigger volume in comparison with the remaining tetrahedra.
Figure 2.8 shows a hexahedron divided to six tetrahedra. Using this division
scheme all resulting tetrahedra have the same volume.
Figures 2.9(a) and 2.9(b) shows two different mesh topologies based on five tetra-
hedra per hexahedron schemes. In the the first scheme 2.9(a) all hexahedra were
divided identically, while in the second 2.9(b) a division scheme that has a cubic
pattern kernel of 2 × 2 × 2 hexahedra is used. In each of the kernel the division
scheme produces mirrored tetrahedra.
Figures 2.10(a) and 2.10(b) show two different mesh topologies based on the six
tetrahedra per hexahedron scheme. In the the first scheme (Fig. 2.10(a)) all hexahe-
dra were divided identically, while in the second (Fig. 2.10(b)) a division scheme
that has a cubic pattern kernel of 2× 2× 2 hexahedra is used. In each of the kernel
the division scheme produces mirrored tetrahedra.
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The schemes presented in Figures 2.9(b) and 2.10(b) were implemented to elimi-
nate anisotropies resulting from the implementation of volume preservation forces
that consider a homogeneous elements volume distribution.
(a)
(b)
Fig. 2.7 In (a), A hexahedron (left) divided to five tetrahedra in two different ways (middle and right). The
lines connecting the vertices of the hexahedra define the different tetrahedra resulting from the division
scheme. In (b), the tetrahedra resulting from the first division scheme (a, middle) are shown.
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(a)
(b)
Fig. 2.8 In (a), A hexahedron (left) divided to six tetrahedra in two different ways (middle and right), two
possible way are not depicted here. The lines connecting the vertices of the hexahedra define the different
tetrahedra resulting from the division scheme. In (b), the tetrahedra resulting from the second division
scheme (a, right) are shown.
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(a) (b)
Fig. 2.9 Different mesh topologies based on the hexahedron to five tetrahedra division scheme with a
model of a cube of 18 × 18 × 18 = 5832 voxels thus to 29160 tetrahedra. All hexahedrons are divided
identically (a). A division scheme with a cubic pattern kernel generates a symmetric mesh topology (b).
(a) (b)
Fig. 2.10 Different mesh topologies based on the hexahedron to six tetrahedra division scheme with a
model of a cube of 18 × 18 × 18 = 5832 voxels thus to 34992 tetrahedra. All hexahedrons are divided
identically (a). A division scheme with a cubic pattern kernel generate a symmetric mesh topology (b).
2.3.1.4 Tetrahedral Mesh Based on Unstructured Grids
Unstructured grids are widely used in computational modeling specially when the
modeled object has an irregular shape. In this work, CGAL (Computer Geometry
Algorithm Library) [51] was used to generate the tetrahedral meshes out of the
lattice image datasets. CGAL is an open source project that provides access to
many geometric algorithms in form of a C++ library which is a popular library
that is used in many projects [52, 53, 54].
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2.4 Forces Calculation
In this section, the different models of forces that act on the particles of the mod-
eled object are discussed. In our implementation forces are divided to internal and
external forces.
Internal forces are generated in the volume elements of the modeled object ei-
ther in response to deformation, or as the result of internal processes active within
the element, like the contraction forces of a muscle for example. External forces
are forces affecting the particles regardless of the state of the elements to which
these particles belong. This group includes forces resulting from external acceler-
ation, initial velocity, external pressures or stresses on the defined cavities of the
model. Friction is also part of this group.
Fig. 2.11 The organization of the force calculating module, showing the models used for the calculation
of internal and external forces
Usually, modeling complex objects composed of several materials is of high in-
terest. Modeling cardiac mechanics is one example related to this work. These
materials exhibit a variety of mechanical properties. Therefore different forces
models must be used in combination to reproduce the object’s complex mechan-
ical properties. That also applies for the different internal processes that translate
into forces. Objects are often under the effect of several external forces acting at
the same time. A combination of different forces models must also be used to
model these external forces. Interchangeable internal and external forces models
were developed. Each of the models has its area of application, advantages and
surely disadvantages. Figure 2.11 shows the organization of these different mod-
els.
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Before we go through the mentioned models, the method used to control anisotropy
in this framework must be explained.
2.4.1 Controlling Anisotropy
In ordinary mass-spring systems, the length of each structural spring set between
two particles changes when the model deforms. This results in forces acting on
the particles in the direction opposite to the change, trying to bring the spring to
its initial length, thus, bringing the system back to equilibrium. However these
forces give rise to undesirable anisotropies working in the direction of mesh lines,
as mentioned in Section 2.3.
In this work, the method proposed by Bourguignon et al. [38] to control anisotropy
in mass-spring systems is used. This method provides the possibility to let forces
act along pre-defined axes of interest, i.e. along pre-defined axes of anisotropy.
As described in details in Section 2.3, in each volume element Vk of the model,
three axes of anisotropy ζl (l = 1, . . . , 3) are defined at the barycenter. These axes
intersect with the surfaces of the volume element in intersection points. For a vol-
ume element Vk, the coordinate xj of an intersection point qj can be given using
the coefficient matrix Ck of that element using Eq. (2.18) or Eq. (2.25), according







where n is the number of vertices of Vk. Additionally, it is possible to calculate the










To control anisotropy, forces are first calculated at intersection points and then
distributed to the particles. For instance, the force f j calculated at intersection point
qj is distributed to the particles pi of the face to which qj belongs according to the
shape functions Ni(ξj, ηj) calculated for qj using Eq. (2.6) or Eq. (2.20) depending
on the mesh topology. The portion of f j acting on vertex pi is given with
f ij = Ni(ξj, ηj) f j (2.28)
The force f i active at vertex pi of a volume element Vk is the accumulation of
portions of the forces f ij acting on intersection points belonging to faces of which
pi is a vertex. By making use of the coefficient matrix Ck, and since we have
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To model an anisotropic behavior, stresses σj acting on faces of Vk should be trans-
formed to forces f j at the intersection points qj of the faces, and then distributed
using 2.29 to the particles pi of Vk. To model isotropic behavior, stresses σj acting
on faces of Vk should be transformed to forces acting directly on particles pi of Vk
ignoring the axes of anisotropies, intersection points and forces distribution rule.
2.4.2 Internal Forces
Internal forces can either refer to forces generated in the volume elements of the
model due deformation (deformation forces), or forces generated due to internal
processes in the volume elements of the model (active forces).
2.4.2.1 Axial and Torsion Springs
One method to calculate deformation forces is using axial and torsion springs as
presented in the work of Bourguignon et al.[38].
In each volume element Vk, three axial springs Sl are defined between each pair of
intersection points (q2l, q2l+1). A torsion spring τlm is defined between each pair of
these axial springs (Sl,Sm). In total, three axial springs and three torsion springs
are defined in each volume element that uses this method to calculate internal
forces. Figure 2.12 shows a tetrahedron with three axial springs and three torsion
springs. The initial length of an axial spring can be computed using Eq. (2.5) with
t = 0 and then calculating the Euclidean norm
l0Sl = ‖ζ
0
l ‖ = ‖x02l − x02l+1‖ (2.30)
where x02l and x
0
2l+1 are the initial coordinates of the intersection points defined by
the anisotropy axis ζl.
By defining the unit vector ζ̂tl in the direction of axis ζ
t





the angle αtlm between the axes ζl and ζm can be given by
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Fig. 2.12 A tetrahedron with three axial springs (in cyan) along the axes of anisotropy and three torsion






and the initial angle α0lm is computed by setting t = 0 in Eq. (2.32).
Forces f2l and f2l+1 the springs exert on intersection points q2l and q2l+1 defined
by ζl are composed of an axial component fS and two torsion components f τ each.
A general formulation for these forces can be given by
f2l = fS(ζ l, αlm, αln)ζ̂ l + f τ (ζ l, αlm, αln)ζ̂m + f τ (ζ l, αlm, αln)ζ̂n (2.33)
f2l+1 = −f2l (2.34)
with l 6= m 6= n.
These components vary depending on spring functions used. Different spring func-
tions can be used to reflect the mechanical properties of the modeled materials. In
the matter of fact, spring functions can be specifically designed to obtain a better
fit to mechanical properties of the modeled material.
Linear Axial Springs
Linear springs are commonly used in ordinary mass-spring systems. They are sim-
ply an implementation of Hooke’s law where force is a linear function of the
spring’s length:
f t2l = −kl(‖ζtl ‖ − ‖ζ0l ‖)ζ̂tl (2.35)
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where kl is the stiffness constant of the linear spring.
Higher-Order Axial Springs
Most materials exhibit a non-linear strain-stress relationship, and can be consid-
ered linear only for short strain ranges. For instance, the relation can follow a
quadratic or a logarithmic curve. Spring functions can be designed depending on
the properties of the modeled material by means of curve fitting. By fitting a poly-
nomial function to the strain-stress curve, a polynomial spring function would have
the following form:




kl,i(‖ζtl ‖ − ‖ζ0l ‖)i
)
ζ̂tl (2.36)
where n is the rank of the function and the parameters ki are the different stiffness
parameters of the polynomial function. From Eq. (2.36) one can easily conclude
that more parameters have to be found for spring functions of high order n, com-
plicating the parameterization task. In this work only quadratic and cubic spring
functions were implemented.
The parameters ki of the spring functions can be obtained by fitting the spring
function to the strain-stress curves after converting the spring force to stress using
a unit surface. But the resulting parameters in this case would be correct only if
faces had a unit surface which is clearly not the case. Therefore, the parameters
must be scaled using the surface of faces on which the springs exert their forces.
The scaled stiffness parameters must be then used in the spring functions men-
tioned above.
That means, from the software engineering point of view, that memory has to be
allocated for the scaled stiffness parameters in each volume element of the model.
Additionally, scaling the parameters at the structure initialization phase makes the
forces calculation module dependent on the mesh topology module (see Fig. 2.2)
which is undesirable because it reduces the flexibility of the framework. By in-
corporating the surface of the face on which the spring force applies in the forces
calculation step, it is possible to avoid the mentioned issues on the cost of increas-
ing the computation time.
The unscaled stiffness parameters El found by fitting the spring function to the
strain-stress relation have a unit of pressure [N/m2]. Using these parameters, Eq.
(2.35) can be rewritten as
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f t2l =− ktl (‖ζtl ‖ − ‖ζ0l ‖)ζ̂tl (2.37)
ktl =El A
t
j |ntj · ζ̂tl | (2.38)
where Atj is the surface of the face Fj on which the force acts and ntj is the normal
on Fj all calculated at time t. Using Eq. (2.37) the notion f2l = −f2l+1 of Eq.
(2.34) becomes invalid, because, for this case, ktl depends on the area and normal of
the face Fj. Therefore, the spring forces must be calculated independently for the
intersection point q2l and q2l+1 defined by axis ζl. The same can be applied to Eq.
(2.36) by substituting kl with ktl given in Eq. (2.38). And the resulting polynomial
spring function can be given with








Torsion springs act between two pairs of intersection points as demonstrated in
figure 2.12.
The linear torsion spring function is given by
f t2l = −klm(αtlm − α0lm)ζ̂tm (2.40)
f t2m = −klm(αtlm − α0lm)ζ̂tl (2.41)
f t2l+1 = −f t2l (2.42)
f t2m+1 = −f t2m (2.43)
where Eq. (2.32) is used to calculate angles αtlm and α
0
lm.
Here, instead of using a unit vector normal to the anisotropy axis and in the plane
where the angle is measured, a unit vector parallel to the second axis is used to re-
duce computational costs. In order to further reduce computational costs, the angle
between two pairs of intersection points is around 90◦ and can be approximated
with the cosine of that angle assuming small angle variations during deformation
[38].
Using the cosine of the angle instead of the angle in Eqs. (2.40) and (2.41), the
torsion spring functions can be rewritten as
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f t2l = −klm(ζ̂tl · ζ̂tm − ζ̂0l · ζ̂0m)ζ̂tm (2.44)
f t2m = −klm(ζ̂tl · ζ̂tm − ζ̂0l · ζ̂0m)ζ̂tl (2.45)
(2.46)
with noticing that Eqs. (2.42) and (2.43) remain unchanged.
Cubic Torsion Springs
The cubic torsion spring function are:


















f t2l+1 = −f t2l (2.49)
f t2m+1 = −f t2m (2.50)
The stiffness parameters for the torsion spring functions can be found by fitting the
functions to shear strain-stress curves after converting the spring force to stress us-
ing a unit surface.
Using the same approach used for axial springs to avoid scaling the stiffness pa-
rameters, the linear torsion spring function can be given by
f t2l = −ktlm(αtlm − α0lm)ζ̂tm (2.51)
f t2m = −ktlm(αtlm − α0lm)ζ̂tl (2.52)




lm − α0lm)ζ̂tm (2.53)








j |n̂tj · ζ̂tl | (2.55)
2.4.2.2 Deformation Forces using Continuum Mechanics
Ordinary mass-spring systems suffer intrinsically from the problem of spring func-
tions parameterization. The task of parameterization is not straight forward and
depends usually on optimization techniques of the parameters values.
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Although the parameterization method presented earlier in 2.4.2.1 replaces the
optimization process with curves fitting, solving practically the parameterization
problem, a big interest in incorporating the calculation of forces via the means of
continuum mechanics exists. Because it offers the possibility of calculating the
deformation forces using constitutive laws of the modeled materials directly re-
moving the need for parameterization or fitting completely.
For this reason, a method to calculate the deformation forces using continuum me-
chanics and the theory of finite elasticity was developed. The method, we call the
method of the virtual hexahedron, can be seen as a way to analytically generate
spring functions that incorporate the constitutive laws of the modeled materials.
The generated spring functions perform the task of bridging the worlds of contin-
uum mechanics and mass-spring systems .
In the method of the virtual hexahedron, in every volume element, whether a tetra-
hedron or a hexahedron, a local coordinate system at time t = 0 is defined. It is
assumed that a deformation tensor describing the transformations of the intersec-
tion points also describes the transformations of the volume element’s vertices. For
that reason a virtual hexahedron with the intersection points in the middle of its
surfaces and edges parallel to the three axes is defined (see Fig. 2.13). This virtual
hexahedron is used to determine the forces which are applied to the intersection
points.
Fig. 2.13 The method of virtual hexahedron, in case of a hexahedral mesh (a), the case of a tetrahedral
mesh (b), the intersection points are in the middles of the surfaces of the virtual hexahedron and the edges
are parallel to the axes of anisotropies.
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Starting with a constitutive law defined by an energy density function W , the
forces f i which are applied to the intersection points of the virtual hexahedron
can be calculated with




where A0l is the surface of the virtual hexahedron face containing the intersection




A0l = |ζm × ζn| with l 6= m 6= n (2.57)
Rv is the ratio of the initial volume V 0 of the volume element and the initial





B is the transformation tensor from the local volume element coordinates to the
global spatial coordinates. S is the Piola-Kirchhoff stress tensor and is given with
Eq. (1.7), E is the Green strain tensor which is given with Eq. (1.6)
In Eqs. (2.56) and (1.6), the deformation tensor F is needed. F is used to transform
a volume element from the undeformed initial state at t = 0 to the state at time t.
To determine F, two different methods have been implemented:
Aprroximation of the Deformation Tensor F
The first method has been developed to determine an approximation of the defor-
mation tensor using exclusively the strains of axes ζ1, ζ2 and ζ3 in addition to the
angles between these axes. The deformation tensor F can be written as the product
of principle strain and shear strain:
F =
λ1 0 00 λ2 0
0 0 λ3
 ·
 1 γ12 γ13γ21 1 γ23
γ31 γ32 1
 =
 λ1 λ1γ12 λ1γ13λ2γ21 λ2 λ2γ23
λ3γ31 λ3γ32 λ3
 (2.59)
The principle strain components λi can be approximated using the strain of the
axes ζi and the angles αij between each of them (see Fig. 2.14):
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and the shear components γij are calculated as follows:
γij = γji = tan(βij), i 6= j (2.62)
Eq. (2.61) is an approximation. Obtaining the exact solution for the principle strain
components using the axis strains and the angles is complex. However, if at least
one axis is orthogonal to one of the other axis, the exact solution is obtained.
Fig. 2.14 Deformation composed of axial strain and shear strain.
Determining the deformation tensor using shape functions
The second method is a standard procedure known from the finite elements method
(FEM). It uses shape functions to calculate a linear interpolation of the deforma-
tion tensor from the position of the vertices of the volume element.
The deformation of a linear (8-nodes) hexahedron can be interpolated using shape
functions [49, 1]. After transforming the global spatial coordinates of vertices
to the local coordinate system of the hexahedron, the transformed coordinates
(xi, yi, zi) of the vertices pi numbered as shown in Figure 2.15 are used to cal-
culate the shape functions Ni according to
Ni(ξ) = Ni(ς, η, µ) =
1
8
(1 + ςiς)(1 + ηiη)(1 + µiµ) (2.63)
And the deformation tensor is given by [49]
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(a) (b)
Fig. 2.15 Linear hexahedral element and its nodal natural coordinates. Linear hexahedral element (a),




































The deformation tensor of a 4-node tetrahedron can be interpolated using shape
functions [49, 1]. The local numbering of the vertices of the tetrahedrons is defined
by choosing an arbitrary node as the first and then numbering the remaining nodes
counterclockwise as seen from the first node in Figure 2.16. As in the hexahedral
case, the global spatial coordinates vertices have to be transformed to the local
coordinate system. Using the transformed coordinates (xi, yi, zi) of the ordered
vertices pi (i = 1, . . . , 4) the shape functions Ni are defined by










 1 1 1 1x1 x2 x3 x4y1 y2 y3 y4
z1 z2 z3 z4
 (2.69)
By inverting matrix A, the shape functions Ni can be written as a linear combina-
tion of the components of X with
Ni(x, y, z) = m1,i +m2,iX +m3,iY +m4,iZ (2.70)





where ÂIJ are the minors of A. Finally, the tetrahedron deformation tensor can








Fig. 2.16 A 4-node tetrahedral element and the nodes numbering scheme
2.4. FORCES CALCULATION 43
Unlike the approximation method described above, this method is well-established
and has less computational costs. Therefore, it is used as the method of choice for
calculating the deformation tensor. Back to Eq. (2.56):




S is defined for the local coordinate system in the volume element, the normal
vectors n02l on the surfaces of the virtual hexahedron are:




n02 = −n03 =
01
0
 = B−1ζ̂02 (2.73)




Using these normal vectors and that S = ST, the force f2l acting on intersection
point qj can be decomposed in three force components along the axes. Substituting




























S1λζ̂1 + S2λζ̂2 + S3λζ̂3
)
(2.74)
which is a function suitable for code implementation in contrast to Eq. (2.56).
In comparison to the concept of axial and angular springs, the terms A01S11ζ̂1,
A02S22ζ̂2 and A
0
3S33ζ̂3 represent the forces of axial springs, while the remaining
terms represent components of torsion spring forces.
2.4.2.3 Volume Preservation
Developing a method for volume preservation was a very important part of this
work, due to high interest in modeling objects that retain constant volume during
deformation, like cardiac myocytes.
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Bourguignon et al. [38] used volume preservation springs acting on the volume
elements particles. The function Bourguignon used to calculate the volume preser-
vation force at vertex pi of a hexahedron is given with
f ti = −
(
ks(‖ξti‖ − ‖ξ0i ‖) + kdϑti · ξ̂ti
)
ξ̂ti (2.75)
In case of using tetrahedrons, the function is given with








where ξti = x
t
b − xti , and xb is the barycenter of the volume element and can be
calculated using Eq. (2.8) for hexahedrons and Eq. (2.22 ) for tetrahedrons. The














These volume preservation springs exert penalty forces on particles proportional
to the strain of the springs.
This approach did not lead to satisfying results. The variations of volume of the
elements were too high. The parameterization of the functions was an additional
drawback of this method.
An adaptive volume preservation spring function was proposed with the hope
of obtaining a better volume preservation than achieved using the Bourguignon
spring functions in Eqs. (2.75) and (2.76).
The main idea behind the adaptive spring functions method is to make the value
ks in Eq. (2.76) adaptive with time, and to include an adaptation algorithm that
continuously updates the value of ks to reduce the volume difference ∆V between
the original and the current volume of the element, V 0 and V t respectively:
∆V = V t − V 0 (2.79)
We will use the symbol k̂s to distinguish the adaptive kv from the constant coun-
terpart.
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The Least Mean Squares (LMS) algorithm was used to update the value of ks,
using ∆V as an adaptation variable. For example for a tetrahedron:



















is the current adaptive stiffness, k̂s
t+h
is the adaptive stiffness after a
time step h, µ is the adaptation constant or the LMS step size.
Although this adaptive springs stiffness showed promising results in initial exper-
iments with a small number of elements, this method was not further investigated.
To enforce volume preservation in each element of the model, a method used in
continuum mechanics is finally applied to our mass-spring system. According to
continuum mechanics, volume preservation can be introduced to an element by
adding a volumetric energy density term Wv to the potential energy density func-
tion of the element W [49, 1]:
Ŵ = W +Wv (2.82)
Wv depends on the change of volume and can be formulated using the ratio of the
current to the initial volume. There are many possible ways to formulate Wv. In














V t − V 0
V 0
= det(F)− 1 (2.85)
By substituting Eq. (2.85) in Eq. (2.83) we get
Wv = p(det(F)− 1)2 (2.86)
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The volumetric term Wv represents the potential energy resulting from a change
in volume.
A common method to achieve incompressibility is to minimize the total energy
Ŵ with respect to the displacement. In that case a variation calculus problem with
constraints has to be solved, and the coefficient p can be seen as a Lagrange mul-
tiplier [49, 1].
In this work, a different approach adapted to the mass-spring system is used. Here,
volume preservation penalty forces, that depend on the ∆V , are derived from a
Piola-Kirchhoff tensor S of volume preservation which is in turn derived from the





where Eij are the Green strain tensor elements.
To compute Sij,Wv must be transformed from a function of the deformation tensor
elements Fij to a function of the Green strain tensor elements Eij. By expanding
Wv:
Wv = p(det(F)− 1)2 = p(det(F)2 − 2 det(F) + 1) (2.88)
In general, given two matrices A and B, one can write:
det(A) = det(AT) (2.89)
det(AB) = det(A) det(B) (2.90)
det(AA) = det(A) det(A) (2.91)
= det(A) det(AT) (2.92)
= det(AAT) = det(A)2 (2.93)




(FFT − I)⇒ (2.94)
FFT = 2E + I (2.95)
Using Eq. (2.93) and Eq. (2.95) we obtain:
det(F)2 = det(FFT) = det(2E + I) (2.96)
and Eq. 2.88 can be rewritten as
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Wv = p(det(2E + I)− 2
√
det(2E + I) + 1) (2.97)
= p(Ω − 2
√
Ω + 1) (2.98)
where
Ω = det(2E + I) =(2E11 + 1)(2E22 + 1)(2E33 + 1)
+ 8(E12E23E31) + 8(E21E32E13)
− 4(E23E32(2E11 + 1)) (2.99)
− 4(E13E31(2E22 + 1))
− 4(E12E21(2E33 + 1))












2(2Ejj + 1)(2Ekk + 1)− 8EkjEjk i = j
8(EjkEki)− 4Eji(2Ekk − 1) i 6= j
The resulting volume preservation forces can be calculated using the method of
virtual hexahedron represented by Eq. (2.56) or Eq. (2.74) and the volume preser-
vation Piola-Kirchhoff tensor elements Sij can be calculated with Eq. (2.100).
If the volume preservation effect should act in the direction of the defined anisotropies
in an element, these forces can be applied to the intersections points and then dis-
tributed to the vertices using Eq. (2.29). In the other case where the volume preser-
vation effect should be isotropic, a coefficient matrix C that guarantees an equal
share of volume preservation forces to all vertices of an element is generated and
used in Eq. (2.29) to distribute the forces to the vertices.
It is important to mention that some constitutive laws include terms to enforce
volume preservation. In that case using the constitutive law with the method of
the virtual hexahedron to calculate the deformation forces is enough to ensure the
volume preservation, meaning that no additional separate treatment is needed.
2.4.2.4 Volume Control
In some applications a method to control the volume of the element is desired
(e.g. see Section 5.4.3). In these applications the volume of the element should
not remain constant, but rather change towards a predefined value. To add that
possibility to our framework, the method used to enforce volume preservation by
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adding a volume preservation energy density term was improved to allow for vol-
ume control.
Starting with Eq. (2.86), one can write:
Wv = p(det(F)− r)2 (2.101)






By setting the target volume to the initial volume in Eq. (2.102) we get r = 1,
turning Eq. (2.101) back to Eq. (2.86).
By following the same procedure used to derive the volume preservation forces,
we can obtain the equations for the volume control forces. We start by expanding
Eq. (2.101):
Wv = p(det(F)
2 − 2r det(F) + r2) (2.103)
Then by substituting the terms of the deformation tensor F with the Green strain
tensor E using the Eq. (2.96) we get:
Wv =p(det(2E + I)− 2r
√
det(2E + I) + r2) (2.104)
=p(Ω − 2r
√
Ω + r2) (2.105)
where Ω is given in Eq. (2.99). Finally the Piola-Kirchhoff stress tensor elements







and the resulting intersection points forces can be calculated using the method of
virtual hexahedron represented by Eq. (2.56) or Eq. (2.74).
2.4.2.5 Material Specific Friction
Anisotropic friction specific for the different material in each volume element of





(xt2l − xt2l+1) (2.107)
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Bourguignon et al. introduced linear friction by applying friction forces to the
intersection points using the following function:
f t2l =− kd(ζ̇tl · ζ̂tl )ζ̂tl (2.108)
where kd is the friction coefficient, or as Bourguignon calls it, the damping param-
eter of spring Sl. This kind of friction was also used in the work of M. Mohr [39]
for anisotropy springs in his hybrid-mass-spring model.
In our model, the following function was used to introduce linear friction:
f tj =− ktd(ζ̇tl · ζ̂tl )ζ̂tl (2.109)
where ktd is given by
ktd =kd S
t
j |n̂tj · ζ̂tl | (2.110)
Stj is the surface of the face containing intersection point qj that the axis ζl defines
and ntj is the normal on that face. When using the method of the virtual hexahedron
the following formula can be used:





where A0l is the surface of the virtual hexahedron face containing q2l of axis ζl
defined at time t = 0. A0l can be calculated using Eq. (2.57).
2.4.3 Active Forces
To model tensions generated by internal processes, like the contraction tension in
a muscle along its fibers, mathematical models of these internal processes can be
used to calculate the tension these processes generate in each volume element.
These tensions can also be measured using special measurement techniques and
then introduced to the mechanical modeling framework. Depending on the pro-
cess, the resulting force might be isotropic affecting all particles of the volume
element in the same way, or anisotropic. In the isotropic case, the tension tj calcu-
lated for each face of the volume element is transformed to forces using the surface
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where n is the number of vertices defining the face, and nj is the normal on that
face. In the anisotropic case, tension tl generated along the axis ζl is set to the













where, St2l is the surface of the face where axis ζl defines the intersection point q2l,
and St2l is the surface of the face where the same axis defines the second intersec-


















where At2l and A
t
2l+1 are the surfaces of the virtual hexahedron faces containing
intersection points q2l and q2l+1 respectively, that axis ζl defines computed at time
t.
Internal processes that generate force and not tension, like the myocardial tension
development where the count of myofibrils is independent of the deformation, the
initial surface S0 (in spring function formulation) or A0 (in the virtual hexahedron
method formulation) is used instead of the surface at time t to calculate the force
resulting from the internal process.
2.4.4 External Forces
In contrast with internal forces, external forces are set directly to mass particles.
They do not depend on the state of volume elements to which these particles be-
long. These forces can be part of the environment like gravity forces, or part of the
simulation setup, like initial velocity.
2.4.4.1 External Acceleration
If the application should require the setting of external acceleration to the mass
particles, this can be done by calculating the forces that correspond to the accel-
eration and assign the forces to the particles. For a particle pi, the force resulting
from an external acceleration a can be given according to Newton’s second law of
motion:
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f i = mia (2.117)
where mi is the mass of pi .
Loading the particles with gravity is just a special case of the general external
acceleration where the acceleration vector a is the gravitational acceleration vec-
tor g.
2.4.4.2 Global Friction
Linear friction can also be introduced to the system using a friction coefficient
µ ≥ 0. When µ = 0 no friction is modeled. In the case µ > 0, each particle pi
becomes subject to a global friction force f i given with
f i = −µvi (2.118)
where vi is the velocity of pi.
2.4.4.3 External Pressure
Constant or time dependent pressure P t can be set in the defined cavities. The
pressure is transformed to forces that affect vertices of the cavity faces. For a face
Fj defined by vertices pi (i = 1, . . . , n) the following rule is used:




where Atj is the surface of the face Fj at time t and nj is the normal on the face
pointing towards the cavity.
2.4.4.4 Initial Velocity
Many mechanical modeling applications require giving the modeled object an ini-
tial velocity right at the beginning of the simulation. This can be done by setting
the velocity vectors of all particles directly to the chosen initial velocity vector v0
which is a 3n vector and n is the number of particles.
2.5 Time Integration
In this section, the equations of motion and the resulting system of coupled or-
dinary differential equations (ODE)s, implemented schemes for numerical time
integration and several other topics related to time integration are presented.
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2.5.1 Equations of Motion
The coordinates xi = (xi, yi, zi) of particles pi (i = 1, . . . , n), where n is the
count of all particles of the object, along with the coordinates xi,init describe the
deformation state of the object at any given time t. Using xi, we can build the 3n
dimensional vector u:
u = (x1, y1, z1, x2, y2, z2, . . . , xn, yn, zn) (2.120)
u describes the trajectory of all particles. Similarly, we can define the initial tra-
jectories vector uinit.








u, t) = 0 (2.121)
with the boundary conditions:
u |(t=0) = u0
d
dt





u, t) = Fµ(
d
dt
u) + Fd(u,uinit) + Fa(t) (2.122)
(2.123)
and M is the system’s 3n × 3n mass tensor, Fµ expresses friction forces, Fd
expresses passive forces resulting from the deformation of the body and Fa the
time-dependent active forces. Here, a distigtion between the initial trajectories uinit
resulting during the structure initialization phase, and u0 which is the trajectories
vector at t = 0 is made. u0 could differ from uinit if an initial displacement ∆u
was introduced to the system:
uinit = u
0 +∆u (2.124)
uinit does not play a role in the derivations of the following equations, therefore it
will be ommited from the notation. The nature of these boundary conditions makes
the ordinary differential equation Eq. (2.121) an initial value problem.
Every ordinary differential equation of order m can be separated into a system of
m coupled partial differential equation of first order. According to this, the motion
equations of the particles can be rewritten as 2× 3n first-order equations:
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d
dt







Time integration is solving these equations for u.
There are several methods for numerical time integration of initial value prob-
lem ODEs. However, the underlying idea of any of these numerical methods is
rewriting du and dt as finite steps ∆u and ∆t, and multiply the equation by ∆t
derivatives in the form of differences. The smaller ∆t is, the better approximation
of the differential equation can be achieved. The forward Euler method is a lit-
eral implementation of this procedure. The implementation of the forward Euler
method is discussed in the following.
2.5.2 Explicit Euler Method
The Euler method is a first order method for solving ODEs. The function u(t) is








The integration can be approximated by∫ tk+h
tk
M−1F(u,v, t)dt = M−1F(uk,vk, t)h (2.128)
using this approximation, the Euler steps can be obtained as follows:I
vi+1 = vi + M−1F(ui,vi, ti)h (2.129)
ui+1 = ui + vih (2.130)
The magnitude of the errors that occur between Euler step vn and vn+1 can be
estimated by making a comparison with a Taylor expansion. By assuming v(tn) is
exactly known, the Taylor expansion gives:




2) +O(h3) + ... (2.131)
= vi+1 +O(h2) +O(h3) + ... (2.132)
For small h the error resulting from the Euler method is proportional to h2.
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2.5.3 Stiff Differential Equations
When using the forward Euler method as well as many other methods, h must
be chosen sufficiently small to obey an absolute stability restriction. The absolute
stability restriction ensures that the distance between the exact and numerical so-
lutions decreases. Otherwise, the algorithm becomes unstable. It is important to
understand that the absolute stability restriction does not ensure accuracy [55].
Ideally, the choice of the time step h should be dictated by the approximation
accuracy requirement. But the additional absolute stability requirement can dic-
tate a much smaller h [55].
Loosely speaking, differential equations of an initial value problem are called stiff,
if the absolute stability requirements of the equations dictates a much smalled h
than the approximation requirements demands [55].
Generally, mass-spring systems generate stiff differential equations. That applies
for Adamss as well. In almost all the applications where Adamss was implemented
the resulting differential equations turned out to be stiff for a fairly small time step.
That means that even smaller time steps were needed to ensure the stability of the
time integration algorithm. That also means much more integration steps were
needed to obtain the results of a simulation, making the system very expensive
computationally.
*****
Actually, the integration algorithms became unstable so many times while try-
ing to find the biggest possible time step the numerical time integration can take
without becoming unstable. And so many times, the unstable system produced im-
possible deformations that could be elevated to the status of computational art.
In an attempt to find beauty in failures. Figure 2.17 depicts a case of unphysical
deformation. Because of the stiffness problem, the saying: “My mood is oscillating
like a Mass-Spring System” made perfect sense.
*****
Stiffness of ODEs is a well known issue in numerical integration, and much ef-
fort has been done in the development of methods that try to extend the region of
stability of the differential equations. To deal with the stiffness problem, two ap-
proaches were implemented in this work. The first is the Adams-Bashforth Moul-
ton predictor-corrector method with adaptive time- stepping, and the second is
the backward Euler method which is an implicit method. The computational cost
of methods that solve the stiffness problem is usually high. But, overall the use of
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Fig. 2.17 A Snapshots of a simulations right before (left) and right after (right) time integration of the stiff
ODEs became unstable.
these methods may be much cheaper than taking the large number of steps required
for explicit methods to work successfully [56].
2.5.4 Adams-Bashforth Moulton Predictor-Corrector Method
To be able to take larger time-steps, two multistep methods, namely Adams-
Bashforth which is an explicit method and Adams-Moulton which is an implicit
methods were used as a Predictor-Corrector pair with adaptive time-stepping as
described in [57].
The explicit Adams-Bashforth method of order k + 1 is given for u with
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and the different values for βj can be also found in tables in the literature [58,
57]. Adams-Bashforth methods are explicit methods with very small regions of
absolute stability. The implicit version of Adams methods are called the Adams-
Moulton methods of order k+2:





To make use of both methods in a predictor-corrector pair, the explicit Adams-
Bashforth method is used to predict the value of the next step. By using the pre-
dicted value on the right side of the implicit Adams-Moulton method, a better
estimation of the next step is made, i.e. the value is corrected, as presented in these
formulas where first a prediction is made using the Adams-Bashforth method of
the 3rd order:


























Then, the resulting values are used in the Adams-Moulton method of the same
order in the correction step:

























The predicted and the corrected coordinates are compared, and a decision about the
accuracy at the specified time-step is taken. If all the differences were smaller than
a predefined lower-error threshold, the time-step is doubled (reducing time-mesh).
If one of the differences was greater than a predefined maximal-error threshold,
the time-step is divided by two (refining time-mesh). Otherwise, the time-step re-
mains unchanged. The method is depicted in the flowchart 2.18.
Adams-Bashforth and Adams-Moulton methods are multi-points methods, old val-
ues should be available to the time integration method. These values must be taken
by equidistant time-steps. When the time-step is halved, extra values must be cal-
culated between the old ones. To do so the old values are linearly interpolated. The
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Fig. 2.18 Flowchart of the Adams-Bashforth-Moulton time integration scheme, the time step adaptation
mechanism occurs in the Adams Bashforth Moulton evalutation block
refine time-mesh concept is described in Figure 2.19.
Fig. 2.19 The time mesh refinement procedure is displayed, i is the discrete time axis, the big circles
represent the old values, they are at equidistance of h the old timestep, the little circles represent the new
values aligned with the new time-step h2 , new values at Z
−3 and Z−1 are linearly interpolated with the old
values at Z, Z−1 and Z−2.
The implemented method is of the 3rd order. That means that three previous points
58 CHAPTER 2. ADAMSS: ADVANCED ANISOTROPIC MASS-SPRING SYSTEM
should be available at any given time for the method to work properly. But at the
beginning of the simulation no function evaluations are available. Therefore the
first 2 steps are done using the forward Euler method with a small enough timestep.
The prediction-correction method offered a huge advantage over the explicit Euler
method concerning stability. However, the timestep plunges often into very small
values to ensure stability and accuracy of the solution which results in reduction
of the efficiency. On the other hand if the thresholds controlling the adaptation
of time steps were not set properly the system could take larger steps that lead
eventually towards instability. This approach did not lead to satisfying results. The
variations of volume of the elements were too high. The parameterization of the
functions was an additional drawback of this method.
2.5.5 Backward Euler Method
The backward Euler method uses an approach different from the forward Euler
method. Hereby, the solution for the next timestep depends only on the forces
which will arise at timestep tn+1:
vi+1 = vi +∆v (2.142)
∆v = M−1F (ui+1,vi+1, ti+1)h (2.143)
ui+1 = ui + vi+1 · h (2.144)
The backward Euler method is an implicit method, since a set of implicit equations
has to be solved.
Figure 2.20 shows the exact solution for a differential equation of a harmonic os-
cillation and the approximated solutions of the explicit and implicit Euler methods
for different time step sizes. Depending on the time step size, the amplitude of the
solution resulting from the explicit Euler method grows in time without bound,
which leads to numerical instability. By contrast, the solution of the backward Eu-
ler method shows numerical damping, which is characteristical for implicit meth-
ods allowing the use of bigger time steps.
By applying a Taylor series expansion to F(ui+1,vi+1, ti+1) and making the first
order approximation, we get:
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Fig. 2.20 Comparison of explicit and implicit method for different time step sizes. The exact solution is
displayed in blue, the explicit method in red and the implicit method in green. In this example, for a relative
big timestep h = 1 the explicit method does not converge to the exact solution and became unstable while
the implicit method does not converge to the exact solution either but the related curve remains under the


















Then by substituting in the Eq. (2.143), then using Eqs. (2.144) and (2.142), and
finally arranging for ∆v a linear system of the form
A∆v = b (2.146)
is obtained, where A is the 3n× 3n system matrix, and b is the 3n right-hand side
vector:
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To assemble A and b, the Jacobian matrices ∂∂uF and
∂
∂vF have to be determined.
By acknowledging that h2 is a very small value, the term h2M−1 ∂∂tF(u
i,vi, ti)
can be neglected for simplification.
To obtain the Jacobian matrix of the deformation forces Fd, for each particle pl,
the deformation forces at current timestep Fd(u) are calculated. Then a small but
finite value δu is added to each element um of the vector u, one element at a time,
that results in the varied configurations û(m). Eventually the varied passive forces
F̂d(û(m)) of all particles pl are calculated. The Jacobian matrix Ju is then built by





In a similar way, the Jacobian matrix Jv of the damping forces Fµ is calculated
by adding small but finite values δv to each of the element of the velocity vector
v and repeating the steps detailed above. Both Jacobians are then replaced in Eqs.
(2.147) and (2.148).
Since any particle of the system is only connected to a maximal number of 26
neighboring particles (voxel’s vertices in 3D space) the matrix A is sparse and it
can be shown that every row of the matrix contains a constant count of non zero
elements. That allows the use of efficient methods of computational complexity
O(n) to solve the linear system (2.146). An iterative solver (GMRES) that takes
advantage of the matrix A sparsity provided with the PETSc package [59] is used.
To take advantage of the possibility of taking bigger time steps which the im-
plicit integration provides without risking the algorithm to becomes unstable, an
adaptive time-stepping mechanics is used.
It was observed that when the system shows high dynamics, caused by large
forces for example, the number of iterations Ns the iterative solver needs to con-
verge when solving the linear system in Eq. (2.146) increases. If the system shows
monotonic behavior, the number of iterations decreases. Furthermore, the number
of iterations increases massively just a few steps before the system becomes un-
stable.
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In general the number of iterations appeared to be a good parameter to control
the timestep size used in the implicit integration algorithm as shown in Figure
2.21.
By defining a lower and an upper limit for the number of iterations, the implicit
solver can adapt the timestep size. If the number of iterations reaches the lower
limit, the timestep size is doubled. If the number of iterations reaches the upper
limit the timestep size is halved.
Fig. 2.21 A good correlation between the normalized active forces sum (blue) and the iteration counts of
the GMRES iterative solver of the PETSc package (red).
This technique is not completely legitimate, because the mathematics behind it
was not carefully analyzed. However, so far experiments are showing this method
is able to manage the timestep size with great success.
2.5.6 Critical Timestep Size
To obtain a realistic simulation, the maximum timestep must be smaller than the
time, a mechanical wave needs to pass the modeled object. Otherwise the propa-
gation of a mechanical wave cannot be simulated properly. The critical timestep
size is given by





where L is the length of the smallest side of the volume element and c is the
propagation velocity of a mechanical wave (the speed of sound). The propagation
velocity depends on the damping behavior of the object where the wave is prop-
agating. An appropriate timestep size can be obtained, by comparing the results
of the simulation for different timestep sizes. A timestep is sufficiently small, if
the results of a simulation using that timestep and the results of a simulation using
a timestep which is orders of magnitude smaller do not differ substantially. This
method was used to justify the timestep used for a given application.
2.6 Boundary Conditions
To constrain the movement of the modeled object, particles can be marked with
different fixation and control tags. A file containing the indices of the particles and
the associated tags is processed during the initialization of the system to mark the
particles.
Fixation tags can be one of three possible tags and their combination. These tags
are:
• Fixed in x−axis direction
• Fixed in y−axis direction
• Fixed in z−axis direction
Here, the axes correspond to the global coordinate system.
For example, a particle pi marked with the x−axis and the y−axis fixation tags,
can only move in the z−axis direction. In the case pi was marked with all fixation
tags, it will have the same position during the entire simulation.
The code implementation of the fixation boundary condition involves iterating
over particles and setting the offset of the particle according to the fixation tags
to zero. However in the case when the implicit time integration is used, the x,y,z
mass components of the mass tensor M are set to a very large value according to
the fixation tags, preventing it from moving.
Control tags can be one of three possible tags and their combination. These tags
are:
• Controlled in x−axis direction
• Controlled in y−axis direction
• Controlled in z−axis direction
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For example, a particle pi marked with the x−axis control tag, will be moved ev-
ery simulation step with a predefined step in the direction of the x−axis.
Using both fixation and control tags gives the possibility of conducting strain-
stress simulations. For example a uni-axial strain-stress experiment of a patch of
elastic material can be conducted by fixing the model from both ends in all direc-
tions, and controlling one end in the direction of one of the axis.
2.7 System’s Output
To visualize and evaluate the deformation, the system exports periodically sets of
data related to the simulation. The export-period can be set at the beginning of the
simulations depending on the simulation’s circumstances.
The system can export the coordinates, offsets, velocity and acceleration vectors
of all particles. Other general data, not related to individual particles, can also be
exported. These comprises the simulation time step, the particles total kinetic en-
ergy, the system’s barycenter coordinates, the system’s total volume.
Beside plain text data files, the system supports several file formats like the well
known Visualization Toolkit (VTK) file format [60].
2.8 System Verification
In this section, several simulations designed to test the functionality of the system
and verify its implementation are demonstrated.
2.8.1 Reproducing Mechanical Properties
To verify the ability of the system to reproduce the mechanical properties of a
modeled material represented by its constitutive law, a series of uniaxial stretch
and simple shear simulations were conducted and the resulting stress strain rela-
tions were compared with the curves calculated theoretically. In cases where the
theoretical calculation of the stress strain relation is not trivial, like in simple shear
experiments, the applied work to the system is compared with the potential defor-
mation energy. If the stresses were calculated correctly, the potential deformation
energy must be equal to the applied work. The deformation energy can be cal-
culated easily using the deformation tensor and the energy density function. The
linear approximation of work Wi+1 applied between stretch steps si and si+1 is
given by








where xn are the coordinates of the controlled point pn, fn is the force acting on





For the simulations, the constitutive law of myocardial tissue proposed by Hunter




















where Eij are the elements of the Green strain tensor E. They are related to the
deformation tensor F according to Eq. 1.6. kij and bij are parameters obtained by
experimental data. The parameters used in this simulation are given in Table 2.1.
For more about the implementation of this constitutive law see Section 4.7.5.
Table 2.1 Parameters for the energy density function proposed by Hunter et al. adapted to canine my-
ocardium (Parameters from [61, 23])
k11 k22 k33 k12 k13 k23
2.842 0.063 0.31 1.0 1.0 1.0
a11 a22 a33 a12 a13 a23
0.318 0.429 1.037 0.731 0.731 0.886
β11 β22 β33 β12 β13 β23
0.624 2.48 0.398 2.0 2.0 2.0
It is easy to recognize from Eq. (2.153) that this material model has three direc-
tions of passive mechanical anisotropy, along the material local coordinate system
that represents the fiber, sheet and sheet-normal directions of myocardial tissue,
which we will call the fiber coordinate system.
First deformation forces calculation using axial and torsion springs is put to test.
Polynomial axial springs parameters were obtained by fitting a third order func-
tion to the strain-stress curves of Eq. (2.153) for the uniaxial stretch experiments
(see Section 2.4.2.1). For torsion springs, the values were chosen to give a good
approximation of the shear curves (see Section 2.4.2.1). The parameters are listed
in Table 2.2, the values were fitted to maximum strain of 20%.
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Table 2.2 Parameters (kPa) of third-order polynomial axial and torsion springs. The third-order polynomial
functions were fitted to the constitutive law of Hunter et al. [61]
k11 k13 k21 k23 k31 k33
6.358 768 0 288.525 0.305 5.699
k12,1 k12,3 k13,1 k13,3 k23,1 k23,3
3.355 97.374 97.374 3.355 45.896 2.261
Uniaxial stretch experiments of a patch of 6× 6× 10 hexahedra were conducted.
The model’s resolution was 5mm and the patch was divided to 2160 tetrahedra
using a tetrahedral mesh topology. Forces were calculated using the axial and tor-
sion springs of the third order and the parameters in Table 2.2. The resulting stress
strain curves are plotted in Figure 2.22 alongside the theoretical calculation of
stress strain relation of Eq. (2.153). It is important to remember that the parame-
ters are related to the stress values in volume elements and not to forces, therefore
these curves show that the behavior of the models is independent of the chosen
resolution. However, a better behavior is generally expected at higher resolutions
specially in case of modeling objects with smooth or sharp edges. Then the method
of virtual hexahedron was put here test. Uniaxial stretch simulations of a patch of
myocardial tissue along the fiber, sheet and sheet-normal axes were conducted.
Hereby, stretching is performed with small steps si, and the resulting stress at each
stretch step is determined after the system reaches an equilibrium state. In all sim-
ulations, deformation tensors are calculated using the shape functions method (see
Section 2.4.2.2).
First stretch simulation of a hexahedron, using tetrahedral mesh topology where
each hexahedron was divided to six tetrahedra, were conducted (Fig. 2.23). Using
the same mesh topology, simulations of a cuboid composed of 4 × 4 × 8 hexahe-
dra (768 tetrahedra) were performed (Fig. 2.25). In all these simulations, the fiber
coordinate system was set parallel to the regular grid. To show that the system can
control anisotropy, the fiber coordinates system was rotated by φ = 21.25◦ and
Θ = 49.6◦ in spherical coordinates, and stretch simulations of the 4×4×8 cuboid
model in the global z−axis direction were conducted (Fig. 2.25).
In all simulations, the simulation results are in very good agreement with the the-
oretical calculations. Other simulations not presented here using the hexahedral
topology gave results equal to the results for tetrahedral mesh topologies. Simple
shear experiments were conducted, to validate the ability of the system to repro-
duce shear forces. In order to do that, the top plane of the modeled patch was
displaced in a direction parallel to the plane. For each experiment, three differ-
ent shear procedures were simulated: The plane orthogonal to the fiber axis was
displaced in direction of the sheet-normal axis, the plane orthogonal to the sheet
axis was displaced in direction of the fiber axis and the plane orthogonal to the
sheet-normal axis was displaced in direction of the sheet axis. Models used for the
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Fig. 2.22 The stress-strain relation of an 6x6x10 hexahedra object of 5 mm resolution (2160 tetrahedra),
for strains in fiber (red), sheet (green) and sheet-normal (blue) directions. Forces were calculated using the
axial and torsion springs of the third order. The results of the simulations (circles) using third degree spring
functions were used are displayed with theoretical calculation (solid lines). The object was stretched to
20% of its original length.
stretch simulations were used for these experiments. However no fiber coordinates
rotation was applied.
To validate the simulation results, in addition the applied work to the system was
compared with the deformation energy.
Figures 2.26 and 2.27 show the simulations’ outcome. Here the difference between
the multiple hexahedra cuboid and the single hexahedron deformation energies is
due to the contribution of the axial strain to the deformation energy in the case of
the cuboid, resulting in bigger differences between the three curves in comparison
with the single hexahedron case. Nonetheless, the resulting applied work in both
simulations fits very well to the deformation energy.
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Fig. 2.23 Stress-strain curves for uniaxial stretch of a voxel (6 tetrahedra) along all axes. Simulation output
(points), theoretical calculation (solid line) for fiber (red), sheet (green) and sheet-normal (blue) directions.
Fig. 2.24 Stress-strain curves for uniaxial stretch of a 4x4x8 voxel object (768 tetrahedra) along all axes.
Simulation output (points), theoretical calculation (solid line) for fiber (red), sheet (green) and sheet-normal
(blue) directions.
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Fig. 2.25 Uniaxial stretch along z-axis, fiber coordinate system is rotated relative to the hexahedral mesh
with θ = 49.6◦ and φ = 21.75◦. Simulation output or applied work (points), theoretical calculation or
deformation energy (solid line), 4x4x8 voxel, 768 tetrahedra.
Fig. 2.26 Energy-shear curves for simple shear. In the legend the first axis expresses the normal vector
of the displaced plane and the second axis expresses the direction of displacement. Simulation output or
applied work (points), theoretical calculation or deformation energy (solid line) in fiber (red), sheet (green)
and sheet-normal (blue) directions for 1 voxel, 6 tetrahedra.
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Fig. 2.27 Energy-shear curves for simple shear. In the legend the first axis expresses the normal vector
of the displaced plane and the second axis expresses the direction of displacement. Simulation output or
applied work (points), theoretical calculation or deformation energy (solid line) in fiber (red), sheet (green)
and sheet-normal (blue) directions for 4x4x8 voxel, 768 tetrahedra.
Many other validation simulations using different mesh topologies and both meth-
ods to calculate the deformation tensor, and different geometries were conducted.
In general as long as no hour-glassing occurs (see Section 2.9.1 and Fig. 2.34),
the hexahedral mesh topologies can reproduce the mechanical properties of the
material almost as good as the tetrahedral mesh topologies. A small difference can
be found between the results when hexahedral, or tetrahedral volume elements are
used. This discrepancy results from the linear interpolation of the deformation ten-
sors. These simulations show as well that the system is able to calculate the passive
forces of myocardial tissue correctly, and to correctly reflect anisotropy using the
method of virtual hexahedron, that facilitates to a great extent modeling different
deformable materials by using their constitutive laws.
2.8.2 Volume Preservation
To demonstrate the ability of the presented mass-spring system to maintain its vol-
ume under deformation, the deformation of a cuboid of 6 × 6 × 12 hexahedral
elements under gravity loading was simulated using implicit time integration, and
the continuum mechanics method for volume preservation (see Section 2.4.2.3).
In the presented simulations, different values for the volume preservation coeffi-
cient p were used, and for each simulation the relative change of volume ∆VV 0 was
measured.
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Figure 2.28 shows ∆VV 0 as a function of time for different values of p. For this ap-
plication a value of p bigger than 103kPa will keep the relative change of volume
well below 1%.
Fig. 2.28 The relative volume change curve during gravity loading simulations with coefficients: p =
102kPa (red), p = 103kPa (green), p = 104kPa (blue) and p = 105kPa (magenta).
2.8.3 Computational Complexity
The main advantage of using mass-spring system in physical based modeling of
deformable objects is that each time step iteration has a computational complexity
of O(n) where n is the number system’s particles. The reason is that determining
the deformation in each time step requires solving the system of ODEs given in
Eqs. (2.125) and (2.126) which can be done in a single sweep over all system’s
particles using explicit time integration methods.
Implicit time integration requires solving a linear system of the form given in Eq.
(2.146) where the system matrix A is 3n× 3n dimensions. Solving such systems
is a task of O(n2) complexity. However, as mentioned in Section 2.5.5, the system
matrix is sparse and therefore efficient methods of O(n) complexity that take ad-
vantages of the sparsity of the matrix can be used to solve the system.
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To demonstrate the computational complexity of the system in the case of us-
ing implicit time integration, cuboid-shaped objects of dimensions 6× 6× 12 cm,
sharing the same physical properties but having different mesh resolutions and thus
different number of elements, were simulated using the same simulation setup, and
the same computational environment. In each simulation the computation time was
measured every 1000 timestep iterations. Hereby, a fixed time step was used.
Figure 2.29 shows the average computation time of 1000 iterations for the corre-
sponding volume elements count. For simulations repeated more than once, error
bars showing the deviation from the average are shown in the figure. The results
show clearly the linear relation between computation time and the number of vol-
ume elements simulations with the implemented implicit time integration method.
Fig. 2.29 The average computation time needed for 1000 timestep iterations with a constant timestep. The
measured average and the standard deviation (green) and the linear regression (red).
2.9 Discussion
The system is a combination of several modules. In each module, there are many
design aspects that affect the implementation and the simulation outcome of the
system. Also for each modeling task or application, there are different modules
combination that could be used. Choosing between these combinations affects the
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system in many areas like the stability of the simulation, accuracy of simulation
results, computation duration ... etc. In the following, we will go over the modules
while discussing the most important of these issues.
2.9.1 About mesh topologies
Each of the mesh topologies implemented in this system has advantages and draw-
backs.
For instance, the greatest advantage of using a hexahedral mesh topology is that
most medical imaging devices, like CT and MRI, produce images stored in a three
dimensional lattice. That makes models generation of objects depicted in medical
images a straight-forward task. Nonetheless, in order to model smooth surfaces us-
ing hexahedral mesh topology, a high resolution mesh must be used. That means
more elements must be modeled leading to the increase of computational costs.
As mentioned in 2.1.1, the deformation of the model is represented by the off-
set of the vertices from their initial positions. Since the time integration module
updates the particles’ coordinates regardless of volume elements they belong to,
it is possible that a particle of a hexahedron will move across one of that hexahe-
dron’s faces, turning it to a non-simple polyhedron as shown in Figure 2.30. Such
elements spoil the calculation of inner forces that depends on the volume elements
integrity (see Section 2.4.2) therefore they are called corrupt. Corrupt elements
(a) (b)
Fig. 2.30 A deformed hexahedrom (a) and a non-simple polyhedron where vertex p6 of the hexahedron
moved across the opposite face of the hexahedron defined by p1, p5, p8 and p4 (b).
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can be either the result of numerical instability or the result of using a timestep for
time integration bigger than the critical timestep hc (see Section 2.5.6). The mod-
eling framework must implement methods to detect these elements and eventually
to deal with them. Implementing a method to determine whether during deforma-
tion a hexahedron became corrupt is not trivial.
Faces of eight nodes hexahedron (linear hexahedron) are under-determined, be-
cause each of the faces is defined by four points. Since the vertices coordinates
determine the deformation, there is no way to tell whether a linear hexahedron is
in a state shown in Figure 2.31(a) or in state shown in Figure 2.31(b) or in some
other state.
(a) (b)
Fig. 2.31 Two deformed hexahedral elements sharing the exact same vertices position, the first with con-
cave surfaces (a) and the other with convex surfaces (b).
Determining the surfaces of volume elements’faces, the normals on the faces, and
the volumes of the elements are routine tasks essential for the calculation of inner
forces (see Section 2.4.2). Every time the surface of a deformed linear hexahe-
dron’s face, the normal to that face, and the volume of the hexahedron are com-
puted, a systematic error is made.
Interpolating the coordinates of the intersection points is also prone to this sys-
tematic error.
To mitigate the errors in calculating the surface of faces defined by four points,
the surface is divided to two triangles in two different ways as shown in Figure
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2.32, and the surfaces of the resulting triangles are averaged. Similarly the normal
to the face is determined by calculating the average of normals of the four men-
tioned triangles.
Fig. 2.32 Two different ways to divide a face of a hexahedron in two triangles.
The volume of each hexahedron is computed using a method based on dividing
the hexahedron to five or six tetrahedra as in Figures 2.7 and 2.8, and then sum-
ming up the computed volumes of the resulting tetrahedra as in in the work of
Grandy et al. [50].
Furthermore, the deformation state of a hexahedron is not totally defined by the
positions of its intersection points as displayed in figure 2.33. Therefore the forces
resulting due to deformation in both cases are equivalent, which does not reflect
the physical case.
Fig. 2.33 One face of three different deformed hexahedra with equal intersection points configuration
showing that hexahedra are not uniquely defined by the intersection points.
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On top of all that, hexahedra suffer from hourglass modes which are non-physical
zero deformation energy modes that can result in non-physical deformations [1].
Figure 2.34 shows the different hourglass modes of linear hexahedron models.
Fig. 2.34 Hourglass modes of the linear hexahedron from [62].
For all these reasons several tetrahedral mesh topologies were examined and im-
plemented. Most of the simulations conducted in this work are based on tetrahedral
mesh topologies.
Using tetrahedra instead of hexahedra is very beneficial from the implementation
and the simulation outcome points of view.
The triangle faces of tetrahedra are always uniquely defined, hence surfaces and
normals on surfaces can be computed with no systematic error using Eqs. (2.14)
and (2.11). For the same reason, coordinates of intersection points can be cal-
culated uniquely using the vertices of the faces to which the points belong. Re-
versely, the deformation of a tetrahedron can be uniquely retrieved by the intersec-
tion points and the interpolation coefficients related to these intersection points.
A deformed tetrahedron is uniquely defined by its vertices, therefore the volume
Vk of a tetrahedron can always be calculated with
Vh =(x1 − x4) ·
(
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where Vh is the signed volume of the parallelepiped defined by the four tetrahe-
dron vertices pi(i = 1, . . . , 4).
Vh can be used to detect corrupt tetrahedra. A corrupt tetrahedron is detected if
the value of Vh changes sign during deformation. In the case all vertices of a tetra-
hedron become coplanar, many equations to calculate inner forces become invalid.
Therefore flat tetrahedra are equally unpleasant as a corrupt tetrahedron and must
also be detected.
(a) (b) (c)
Fig. 2.35 A healthy tetrahedron (a), a tetrahedron with coplanar vertices (b) and a corrupt tetrahedron (c).
Tetrahedra do not have hourglass modes and therefore do not suffer from that phe-
nomenon. But they do suffer from another phenomenon called locking that occurs
when a hard constraint on volume preservation is imposed [49]. Locking manifests
itself as a catastrophic artificial stiffening of the system. One practical solution to
reduce the effect of locking is not to use fully but nearly incompressible material
laws. The more the volume is allowed to change the less the effect of locking is
observed.
The tetrahedral mesh topologies based on regular grids inherit some of the draw-
backs of hexahedral mesh topologies. For instance modeling smooth surfaces
needs high resolution meshes. Furthermore, the number of tetrahedra needed to
model an object in comparison with a hexahedral mesh topology with the same
resolution, is five or six times greater than the number of hexahedra, increasing
the computation cost accordingly.
Tetrahedral mesh topology based on unstructured grids, have many advantages
over the other implemented topologies. By using a good mesh generator and the
right set of mesh optimization and filtering, it is possible to obtain meshes that have
smooth surfaces starting from 3D lattice image datasets. That eliminates the need
of high resolution models in order to model smooth surfaces needed in topologies
based on regular grids.
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But as it is often the case, nothing is for free. Here other problems arise, like vol-
umetric locking and inhomogeneous distribution of volume. These problems must
be addressed in order to mitigate their undesirable effects. To reduce the effect of
inhomogeneous distribution of masses, a maximum limit is imposed on tetrahe-
dron volume during the mesh generation phase, at the same time increasing the
number of tetrahedra needed for an object and consequently the related memory
and computational cost.
Image information relevant to modeling, for example the anisotropies distribu-
tion, are usually available in the form of a lattice dataset related to the original
lattice image dataset. Assigning this information to the volume elements when
using a hexahedral mesh or a tetrahedral mesh topology based on regular grid is
straight-forward, but in the case of unstructured grids, this information must be set
for generated tetrahedra that could extend over one or more elements with differ-
ent values of the information lattice. One possible method to set these values for
the generated tetrahedra is using interpolation techniques. In this work linear inter-
polation was used. However better interpolation techniques could be implemented.
Tetrahedral mesh generating methods which do not impose a limit on resulting
tetrahedra’s minimal volume, may generate some very skinny tetrahedra. Such
tetrahedra are called slivers. Slivers are more prone to becoming corrupt or flat be-
cause of their morphology. A sliver removal algorithm or a better mesh generator
can be used to avoid problems associated with these tetrahedra.
2.9.2 About Forces Calculation
Several issues concerning the calculation of deformation, active and volume
preservation forces are mentioned here. Starting with deformation forces, some-
times material’s constitutive laws are given only for the stretch direction. These
constitutive laws do not provide information about stress in case of compression.
If internal deformation forces are set to zero when modeling the compression of
such materials, and no other forces can work against the compression like volume
preservation forces, the elements can collapse and become corrupt making the re-
sults of the simulation invalid. A method to maintain a minimal volume for volume
elements that can sustain compression must be implemented.
Some material’s constitutive laws contain a pole in their formulas. When strain
approaches a pole, stress rises immensely dividing the strain axis to two ranges.
The range of valid strains and the range of invalid strains. Because the timestep
used for time integration is not infinitesimally small, a volume element might de-
form from a state where the element’s strain is within a valid strain range to a
state where the element’s strain is invalid. In that case the constitutive law formula
might deliver a stress, and the simulation continues, but since the strain is invalid
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that stress has no physical meaning, and the simulations results become invalid.
Therefore constitutive laws that contain a pole are substituted with a high-order
polynomial approximation which is inherently pole-free.
Volume preservation forces based on continuum mechanics solution according to
Eq. (2.86) uses the parameter p related to the bulk modulus. The parameter p has to
be chosen in a way such that the volume preservation forces resulting from a very
small change in volume, have the same magnitude as all the forces participating
in the deformation. When the volume deviates from its original value, hydrostatic
work is added to the system and eventually, giving rise to penalty forces that trys
to keep the change in volume around zero.
Locking associated with tetrahedral mesh topologies can be avoided by model-
ing the absolutely incompressible material with a nearly incompressible model.
This can be done by choosing a value for p that is not too high allowing the vol-
ume to vary, but so small that the volume variation won’t exceed an accuracy limit.
If a suitable value of p cannot be found for a certain application, tetrahedral mesh
topologies should be avoided, or different volume preservation force models must
be implemented.
Material specific friction detailed in Section 2.4.2.5 was implemented only for
axial friction or damping and no shear friction was implemented. If needed, this
could be done.
The model used for active forces sets the forces or tension to the main anisotropy
direction. To simulate internal processes producing forces with components in all
anisotropy direction, a different active forces model must be developed and imple-
mented.
2.9.3 About Time Integration
When using the forward Euler method or the prediction-correction method, the
volume of the system V oscillates around the original volume of the system V 0.
An explicit solver considers only the present forces to calculate the solution for
the next timestep. Upcoming volume preservation forces caused by a change in
volume, are not regarded. Since small changes in volume produce huge volume
preservation forces, tiny timesteps must be taken, to avoid instability. However,
even for small timesteps the volume preservation forces can cause a strong unde-
sirable oscillation of the volume.
To get around these problems the upcoming volume preservation forces of the
next timestep have to be taken into account, for solving the equations of motions.
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Therefore the implicit backward Euler time integration method is favorable. Hereby,
the solution of the next timestep depends on the forces which will arise at that step.
This method ensures volume preservation and reduces the mentioned volume os-
cillation even for larger timesteps.
Implementing the implicit time integration for solving the equations of dynamics
not only increased the stability and allowed for larger timesteps, but also removed
the unwanted oscillation of the volume mentioned above. Implicit time integration
introduces artificial damping that contaminates the simulation results. The larger
the timestep size is the more artificial damping is added to the system. Therefore
the timestep should be chosen carefully in order to obtain valid simulation results.
In the implementation of the implicit integration method two approximations are
made. The first is making the first order approximation of the Taylor series expan-
sion of F(ui+1,vi+1, ti+1) in Eq. (2.145), and the second is neglecting the term
h2M−1 ∂F∂t (u
i,vi, ti) in the same equation. Because of these approximations the
stability of the implemented implicit time integration method is not unconditional.
That means large changes in forces can cause numerical instability even when the
implemented implicit time integration method is used for the integration.
Friction in general affects the speed of mechanical waves propagation. Accord-
ing to Eq. (2.150) the critical timestep hc depends on the mechanical wave speed.
It must be kept in mind that changing friction conditions might require a change
in timestep used for time integration.

Chapter 3
Modeling Breast Elastomechanics with Adamss
3.1 Motivation
According to the World Health Organization (WHO), breast cancer is the most
common cancer in women. It represented about 14% of all female cancer mor-
talities in 2008 world-wide [63]. Although the incidences rate in the developed
world is still higher, it is increasing in the developing world due to increased life
expectancy, urbanization and the adoption of western lifestyles [64].
Early breast cancer detection is the cornerstone of breast cancer control [65]. This
can be achieved through regular screening.
Mammography, that involves using a low-dose X-rays to detect characteristic
masses or micro-calcifications that are indicators of cancer in the breast, is cur-
rently the method most prominent of all screening methods, because it is simple,
has relatively low-costs, and clinical trials have proven it helps reducing the mor-
tality rates [66]. Mammography is associated with exposure to ionizing radiation
and suffers from high false negative rates ranging from 4% up to 34% [67] and a
recall rate of 11% [68]. It is less sensitive in women with radiographically dense
breast tissue [69, 70, 71] and requires uncomfortable compression of the breast.
These drawbacks, legitimize the search for a safe, low-cost screening method that
can replace mammography.
Self breast exam is another screening method, that involves the woman herself
looking at and feeling each breast for possible lumps, distortions or swelling,
while clinical breast exam is performed by a physician. Beside that self exami-
nation found to empower women in many developing countries, giving them the
sense of responsibility of their own health, a review concluded that screening by
breast self-examination or physical examination does not benefit in reducing mor-
talities. It rather, inflict harm by resulting in an increased number of benign lesions
identified and an increased number of biopsies performed [72]. Hence, self exam-
ination is not recommended as a regular screening method.
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Breast ultrasound was considered as one of the promising screening tools since its
early days. So far, studies have shown that it is less effective than Mammography
due to its high false-positive rate and its inability to identify micro-calcification
[73]. As new high-resolution, real-time equipments and improved scan techniques
are being developed, the role of breast ultrasound is being re-explored [74].
Microwave imaging for breast cancer detection is a potential alternative that is
still under investigation and development. The differences in electrical properties
of healthy tissues and malignancies give microwave imaging techniques the po-
tential for detecting and monitoring malignant tissues. In recent years, microwave
imaging gained more attention due to advances in imaging algorithms, microwave
hardware and computational power [75].
For the development of microwave imaging systems, realistic anatomical mod-
els comprising detailed dielectric properties have to be used in order to simulate
clinical reality. It was found that including the complexity and heterogeneity of
breast tissues dielectric properties is very important in clinical microwave studies
[76, 77].
Zastrow et al. [78] presented anatomically realistic numerical breast phantoms
with accurate dielectric properties for a wide range of frequencies generated from
MRI datasets of women in prone position.
These phantoms can be used for developing systems in a screening configuration
where the patient lies in a prone position. The prone position configurations al-
lows for immersion of the breast in a liquid coupling medium that has a dielectric
constant similar to that of the skin what reduces the signals reflection off the skin
[79, 80]. Supine position configurations are also under investigation. In these con-
figurations, the patient is examined in supine position without the use of a coupling
medium. They are considered less discomforting, as they do not involve immer-
sion of the breast. The supine position causes the breast to flatten on the chest wall,
the breast extends in area, and the distance between the nipple and the chest wall
decreases to around 5cm in average, making the complete volume of the breast
within the detection range of currently available radar-based microwave imaging
systems [81, 82, 83].
To obtain breast phantoms suitable for developing microwave imaging systems
based on the supine position configuration, a method to calculate the deformation
of breast phantoms of Zastrow et al. from prone to supine position is presented
in this chapter. The modified mass-spring system (Adamss) is then used to obtain
several of these phantoms in supine position. A short overview of breast anatomy,
breast physiology and breast tissue elastomechanics modeling are first presented.
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3.2 Breast Anatomy
In this section, a brief overview of the gross anatomy of the female breast based
on the work of Sir A. Cooper [84], and of Ramsay et al. [85] is presented.
Fig. 3.1 Gross anatomy of the breast (modified from [86]) and edited according to [85].
Figure 3.1 depicts the gross anatomical structure and organization of the female
breast. The mammary glands are situated on the anterior and lateral parts of the
chest. They extend from the second or third rib, to the sixth or seventh rib. The
inner (sternal) side of the breast rests on the pectoralis major and cartilages of the
ribs, while the outer (axillary) side rests on the fascia of the thorax, serratus major
and external oblique muscles. The breast is very dense in axillary margin and the
abdominal margin at the seventh rib, while it is much thinner at the sternal and
superior margins at the third rib.
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The nipple, an external part of the breast, is a conical shaped, cutaneous projec-
tion on the breast, which is attached to the areola at its base. The nipple contains
blood vessels, termination of nerves and the ducts from the internal breast glands
(carrying milk), all encased by fibrous tissue. It is covered by a texture called the
cuticle. The areola is the part of the skin that forms the circular base of the nipple.
The internal structure of the breast is far more interesting. The fascia mammae
are divided into a superficial and a deeper layer of the breast, between which the
gland of the breast is situated. Both layers are attached to the ligamentous sub-
stance that covers the sternum. The superficial layer forms a fibrous cover, passing
between the gland and the skin and also entering the interior of the gland. Fibrous
extensions called Cooper’s ligaments, are sent from the superficial layer to the pos-
terior surface of the skin. Cooper’s ligaments provide firmness to the breast and
are spread over the top of the secretory gland at the superficial layer. They support
folds of the glandular structure and connect the portions of the glands to each other
by penetrating the gland. The ligaments also connect the nipple to the glands. Fig-
ure 3.1 shows Cooper’s ligaments connecting the breast to the skin. The deeper
layer of the breast also sends fibers into the gland to unite its parts, and sends other
fibers backwards to attach to the pectoralis major.
Fat, the predominant tissue in the breast, fills up the depressions between glan-
dules, large lobes between Cooper’s ligaments, between anterior folds of the glan-
dular tissue and between the two layers of fascia mammae. As a result, the breast is
cushioned between these two fibrous layers and the fat lobes between the Cooper’s
ligaments to protect it from pressure and harm.
The breast constitutes a number of glandules connected by the fibrous or fascial
tissue of the gland. Each glandule is filled with a large number of elastic milk cells,
also known as alveoli, that store the milk that is secreted from the blood carried
through arteries. Lactiferous ducts originate from the glandules, they transport the
milk from the glandules from which they originate to the apex of the nipple, ac-
cording to [87, 85] between four to eighteen of these tubes reach the nipple. The
network of milk ducts is inhomogeneous, complex and not always arranged sym-
metrically nor in a radial pattern, as previously described and depicted by [84].
At the apex of the nipple, the lactiferous tubes are straight and distinguished from
other regions of the breast by the name mammillary tubes.
One important result of the work of Ramsay et al. [85] is that the morphology
of breast is not predictive of the internal anatomy of breast.
The morphology of the breast changes significantly due to changes in physi-
ological conditions such as the menstrual cycle, pregnancy, and the onset of
menopause. For example, during lactation, glandular tissue increases by two folds
[88, 89, 90, 85]. Pathologies such as breast cancer also cause morphological
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Fig. 3.2 A view of a preparation of six milk tubes injected from the nipple, showing the path from mam-
milary tubes to glandules (modified from [84]).
changes. As woman ages, connective tissues are replaced by fat and parts of the
ductal networks are destroyed as ductal cells undergo atrophy [91].
Pathologies affecting the breast are typically categorized by the level of the ductal
network in which they occur. Cancers originating from the lobules of the breast
are called lobular carcinoma, while cancers origination from the ducts are known
as ductal carcinoma. Rarely breast cancer can begin in the connective tissue that’s
made up of muscles, fat and blood vessels. That kind of cancer is called sarcoma.
Mammary ductal carcinoma is the most common type of breast cancer in women.
It appears on the inner lining of the ductal networks. It takes two forms, ductal
carcinoma in situ (DCIS), and invasive ductal carcinoma (IDC). DCIS is a non-
invasive, possibly malignant, neoplasm that is confined to the milk ducts. DCIS
develops into the more lethal form of breast cancer IDC, which invades the con-
nective tissue network.
3.3 Elastomechanical Properties of the Breast
The mechanical properties of the breast are directly linked to the structure, com-
position and organization of tissues constituting the breast [92]. Quantifying the
mechanical properties of breast tissues has been usually motivated by research
aiming to identify ways for cancer detection and diagnosis [93, 94, 95, 96]. There-
fore, a large number of these studies focused on evaluating the relative stiffness
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values of the different tissues and thus on estimating the Young’s moduli associ-
ated with these tissues.
Commonly, the biomechanical properties of the breast are determined using uniax-
ial tension and compression tests on ex-vivo tissues samples [93, 94, 96]. Samani
et al. [96] measured the mean Young’s modulus E of 169 breast tissue samples by











where σ is the stress, ε is the strain, |f | is the force amplitude, A0 the original
cross-section area through which f is applied. L0 is the original length of the ob-
ject and ∆L is the displacement or change in object’s length. Figures 3.3 shows a
typical displacement-force measurement cycle for different tissue types.
Fig. 3.3 Typical graphs of the force versus displacement cycles corresponding to normal fat tissue, normal
glandular tissue, fibroadenoma and invasive ductal carcinoma (IDC) (Reproduced from [96]).
In general, ex-vivo measurements of breast mechanical properties [97, 93, 94, 96],
and in-vivo measurements, based on magnetic resonance elastography [98, 95, 99],
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or on sonography [100] clearly indicate a wide variation in Young’s Moduli val-
ues, not only among different types of tissues but also within each tissue type and
was most evident in normal fat and fibroglandular tissues [101]. These variations
can be traced back to changes to breast morphology with changing physiological
conditions and age of a woman, and to inter-patient variability, and also to the
methods used in measurements, leaving the door open for further investigation.
Krouskop et al. [93] showed that Young’s moduli of breast tissues are highly
dependent on the level of tissue pre-compression used in the measurement, con-
firming the non-linear elastic behavior often observed in biological tissues. Con-
sequently, breast tissues exhibit a non-linear stress-strain relationship and can be
considered to be elastic as there were negligible viscoelastic effects observed when
compression tests were done at different strain rates. Hence Young’s moduli are
not sufficient to characterize the non-linear behavior of breast tissues, especially
in cases of large-scale deformations.
Having an accurate mathematical model for the non-linear mechanical proper-
ties of the breast is essential for physically based modeling of breast deformation.
The variation in mechanical properties of breast tissues across individuals poses
a major challenge in developing anatomically realistic personalized breast models.
Gross pathological assessment and histological analysis confirm that tissue al-
terations such as breast cancer lead to macroscopic and microscopic structural
reorganization. In general, abnormal and cancerous tissues are much stiffer than
normal fat and fibroglandular tissues. Samani et al. found that the stiffness of fi-
broadenomas is approximately twice the stiffness of fibroglandular tissue, while
infiltrating ductal carcinomas are thirteen times stiffer than normal fibroglandular
tissue [96].
3.4 Modeling Breast Elastomechanics
Modeling breast elastomechanics is an active field of research. Around the world,
many research teams are investigating the use of breast modeling in various
clinical applications. Predicting mechanical deformation of breast tissues during
biopsy procedures [102, 103], modeling breast compression [104, 105, 106, 107],
the registration of MRI and X-ray mammograms [108, 42], and the prediction of
breast surgery outcome [109] are among the renowned breast modeling applica-
tions.
Deformable breast models vary depending on many factors: The geometry and
mesh used, the different constitutive laws, the deformable modeling techniques
and the boundary conditions, and the application specific solution scenario, are
among the most important factors.
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For instance, methods for generating synthetic models of the breast have been
developed [110, 42]. These models are based on general observations and gross
anatomy of the breast. However, the large inter-patient variability of breast shapes,
sizes and tissues distribution limit their use in personalized modeling for clini-
cal applications. Detailed 3D images of patients’ breasts comprising the internal
structures can be generated by segmenting MR images where skin, fat and fibrous
tissues can be easily identified. Cooper’s ligaments and the breast tissue to muscle
borders are typically difficult to identify and thus to segment from MR images.
Therefore, most geometry models of breast used in modeling breast deformation
neglect these structures.
As mentioned in Section 3.3, most stress-strain studies report mean values of
Young’s moduli E of different tissues that constitute the breast. For that rea-
son, linear and piecewise-linear models based on E values are often used to de-
scribe the mechanical behavior of the different breast tissue types modeled as
isotropic and homogeneous [111, 112, 113, 114]. Reported Young’s moduli vary
considerably across studies, as mentioned earlier. Furthermore they are not suffi-
cient to reproduce the non-linear behavior of breast tissues, especially in cases
of large-scale deformations. Many research groups use polynomial [109, 107]
and exponential [115, 112, 114, 107] constitutive laws. The Mooney-Rivlin and
the related Neo-Hookean constitutive laws have also been used in many models
[116, 109, 117, 106] specially because they can achieve better fits for nonlinear
functions.
Modeling the skin interaction with the internal breast tissue is not an easy task.
The skin is often modeled as an additional layer of 3D elements that surround the
internal tissue elements, or by coupling 2D membrane elements representing the
skin to underlying 3D internal breast tissues elements [118, 107]. Little is known
about the accuracy of these models, therefore more investigations must be con-
ducted [116, 107, 119]
Constitutive laws assume zero stress at zero strain. Almost all geometrical breast
models were obtained with the breast hanging under gravity or resting on a plate,
which is not a stress-free reference state but rather a loaded configuration. Ob-
taining the stress-free configuration is important for the correct use of finite de-
formation elasticity theory [25] because the prediction of large deformations is a
non-linear problem. The stress-free configuration is used as a reference state from
which deformation predictions can be determined. Therefore, if the loaded config-
uration was used as the reference state, errors in deformation prediction will arise.
By assuming that the breast density is similar to that of water, Rajagopal et al.
estimated the unloaded state of the breast by imaging the breasts while immersed
in water, and presented a method for determining the unloaded configuration of
the breast from a set of deformed geometries. The resulting breast model was
called the breast in neutral buoyancy. (see Fig. 3.4) [25, 101, 117, 120]. Rajagopal
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Fig. 3.4 Image of the breast in neutral buoyancy. The left image is of the left breast in the prone position.
The right is the image of the right breast in neutral buoyancy. The white block represents the water bath.
showed also that it is possible to compute the reference state from a loaded state by
redefining the knowns and unknowns in the problem definition for the Lagrangian
formulation of the finite element implementation of the finite elasticity equations.
The method was called the reverse method [101]. Rajagopal compared the breast in
neutral buoyancy with the breast model generated using the reverse method, and
concluded that the reverse method was more accurate in reproducing large and
local deformations. A. del Palomar presented a different approach to obtain the
stress-free configuration [109]. The model was submitted to gravity force pointing
in the direction opposite to which during the breast image acquisition, in order to
compensate the effect of gravity during image acquisition.
Most breast deformable models are based on the FEM method [112, 25, 106]
where solutions are obtained using a static or steady state analysis. Other meth-
ods like the mass-spring method [110, 105, 42] and statistical deformation models
[114] have also been used, with less success, due to the inherited limitations of
these methods, especially the difficulty of enforcing volume preservation.
It is important to mention, that the breast is considered to be quasi-incompressible
with Poisson ratio close to 0.5 [109]. In breast models, the breast is often rigidly
fixed to the chest muscle, mainly because of lack of clarity about the muscle to the
breast tissue boundary in MRI images.
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Another difficulty is modeling the variety of complex loading conditions that the
breast is submitted to, during the imaging procedures for example. The breast is
subject to gravity-loading during MR imaging, however the breast comes in con-
tact with the side of the MR coils what makes it likely that the breast is in that case
subject to a more complex loading condition. Breathing makes the task even more
difficult. Using the contact mechanics theory and a model for respiratory dynamics
have to be used to increase the accuracy of modeling [119]. X-ray mammography
clinical imaging conditions pose specific challenges. For instance, the breast is
extended and placed on the x-ray mammography apparatus before compression
[119]. The breast is then compressed between the plates. In almost all biomechan-
ical models of mammography, the interaction between the plates and the skin of
the breast is neglected, and the breast skin is assumed not to slide once they come
in contact with the plates [102, 107, 113, 106]. During ultrasound imaging, the
complex interaction between the sound probes and the breast tissue must be simu-
lated dynamically [119].
To validate breast models, the modeling results are compared to mammograms
or MRI datasets of volunteers [102, 103, 112, 113, 106, 109]. For example,
displacements of predicted and marked internal feature positions are calculated
[102, 103, 112, 113]. The displacement of skin markers was also used in the vali-
dation [109, 106]. Experiments with silicon gel phantoms to validate the modeling
framework were also conducted in several studies [104, 102, 101].
From the above, it is easy to conclude that modeling breasts elastomechanics is
not an easy task, and that it involves making various decisions about all the as-
pects mentioned in this section and other less important aspects not mentioned
here.
3.5 Breast Elastomechanics under Gravity Loading
In this section the data and methods used for simulating the deformation of several
breast phantoms with accurate dielectric properties from prone to supine positions
are presented. The simulation scenario used for this task is then detailed and at the
end the results of the simulation are presented.
A collection of anatomically realistic 3D numerical breast phantoms of varying
shape, size, and radiographic density derived from T1-weighted MRIs of patients
in prone position was developed by the group of C. S. Hagness [78] and made
available to the scientific community through an online repository [121]. These
phantoms capture the structural heterogeneity of normal breast tissue and incor-
porate the realistic dispersive dielectric properties from 0.5 to 20 GHz reported
by Lazebnik [77, 122]. They are classified according to their radiographic density
into four classes defined by the American College of Radiology [123]: (I) almost
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entirely fat, (II) scattered fibroglandular; (III) heterogeneously dense; and (IV) ex-
tremely dense. Figure 3.5 shows cross sections of breast phantoms each belonging
to one of the four classes.
(a) (b)
(c) (d)
Fig. 3.5 Cross section of several breast phantoms belonging to the different breast classes: Breast ID 71904
mostly fatty breast (a), Breast ID 12204 scattered fibroglandular (b), Breast ID 80304 heterogeneously
dense (c), Breast ID 12304 extremely dense (d).
The phantoms are provided in cubic voxel format with 0.5mm×0.5mm×0.5mm
resolution. They include a 1.5mm-thick skin layer, a 15mm-thick subcutaneous
fat layer at the base of the breast, and a 5mm-thick muscle chest wall.
The normal breast tissue is categorized in the breast phantom into seven tis-
sue types, ranging from the highest-water-content fibroconnective/glandular tissue
with the highest dielectric properties to the lowest-water-content fatty tissue with
the lowest dielectric properties, in addition to a transitional region with intermedi-
ate dielectric properties.
All these segmented breast datasets were obtained in prone position. Hence un-
der gravity loading. Any geometry model created using one of these datasets will
represent a breast deformed under the effect of gravity loading. To get the model in
supine position, a stress-free reference model of the breast must be first calculated.
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Several constitutive laws for the tissues present in the phantoms were investi-
gated for this simulation task, including Mooney-Rivlin, Neo-Hookean [1] and
the stress-strain relation described in the work of Azar et al. [102]. After evaluat-
ing a series of simulations, the Neo-Hookean constitutive law for a nearly incom-
pressible isotropic material was chosen for all used material types. The used Neo-
Hookean strain energy function can be derived from a modified Mooney-Rivlin
strain energy function formulation for a nearly incompressible isotropic material.
The modified Mooney-Rivlin strain energy function is given by
W = c1(I1 − 3) + c2(I2 − 3) (3.2)





where I1, I2 and I3 are the first, second and third principal invariants of the left
Cauchy-Green deformation tensor, c1 and c2 are material related constants, β is a
penalty parameter and must be large enough so that the compressibility error is
negligibly small. The constant p0 is chosen so that the components of the resulting
Piola-Kirchhoff stress tensor S are all equal to zero in the initial configuration, i.e.







+ 2(p0 + βln I3)C
−1 (3.4)
where C is the left Cauchy-Green deformation tensor. The Neo-Hookean strain
energy function for hyper-elastic nearly incompressible isotropic materials can
be derived from the modified Mooney-Rivlin strain energy function by setting
c2 = 0 kPa in the mentioned equations. β = c1× 106kPa was chosen for all sim-












Fig. 3.6 Example of the spatial distribution of media numbers (provided in mtype.txt) in a sagittal slice
from a 3D numerical breast phantom (Breast ID 12204) (left). and a table showing tissue types and corre-
sponding media numbers (right).
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Tetrahedral mesh topology based on a regular grid was used to the structure initial-
ization of the modeling framework Adamss (see Section 2.3.1.3). Here all modeled
tissue types are considered to be isotropic. The constitutive law in Eq. (3.3) was
implemented and used with the method of the virtual hexahedron in the simula-
tions (see Section 2.4.2.2). Linear friction of 2× 104N/ms−1 was also introduced
to the system. The Backward Euler method with adaptive time stepping and max-
imal time step of hmax = 4× 10−4s was used for time integration of the equations
of motion (see Section 2.5.5). The drop of the system’s kinetic energy Ek below
the threshold Ek,min = 0.001 J was chosen to be the stop criterion for all con-
ducted simulations of mechanical deformation.
Several boundary conditions setups were evaluated for the simulations. For in-
stance, a strong fixation of the muscle layer at the base of the breast was first
considered. This fixation restricted the deformation of the breast and resulted in
unrealistic deformations. A restriction of the movement of this muscle layer in the
direction normal to the chest wall was then introduced. This setting resulted in
somewhat better deformations. However, due to the stiffness of the muscle layer,
the breast formed an unrealistic nub. At the end, the muscle layer was omitted and
a restriction of the movement of the fat layer in the direction normal to the chest
wall was chosen as it gave the most realistic deformation among the evaluated set
of boundary conditions. Skin was modeled as an extra 3D layer having the same
elastic properties of fat tissue.
In this work a simulation scenario of two steps was used to simulate the defor-
mation of the breast phantoms from prone to supine positions. At the end of the
first step stress-free breast models are obtained. The stress-free models are used
in the second step to obtain breast models in supine position. Both steps will be
detailed in the following.
In the first step, stress-free models of the simulated breasts were obtained using
the method introduced by A. del Palomar [109].
Basically, this method tries to reverse the effect of gravity loading during image
acquisition by compensating gravity with force working in the opposite direction.
To do that, the breast phantom generated in prone position is loaded with force
equal to gravity but pointing towards the chest wall and the mechanical deforma-
tion is simulated using a set of constitutive laws parameters. At the end of the sim-
ulation a deformed breast model is generated. To make sure the deformed breast
model is the stress-free model, the deformed breast mode is loaded with gravity
pointing away from the chest-wall and a mechanical deformation is simulated us-
ing the same set of constitutive laws parameters. At the end the resulting model
is compared with the original breast phantom. If the resulting model differs from
the original, the procedure is repeated in an optimization loop, using different con-
stitutive law parameters each time, until differences are minimal. Eventually, the
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stress-free model was generated by loading the original breast model with gravity
pointing towards the chest and performing a mechanical deformation simulation
using the found constitutive law parameters.
In this work, the optimization process shown in Figure 3.7 was used to obtain
the suitable Neo-Hookean parameters and eventually the stress-free models.
Fig. 3.7 Optimization loop for the Neo-Hookean parameters needed to obtain the stress-free models
To simplify the difficult task of finding Neo-Hookean parameters in the optimiza-
tion loop, the same Neo-Hookean parameter was set to all three types of fibrocon-
nective/glandular tissue present in the phantoms. The same applies for the different
fat tissue types.
As shown in Figure 3.7, initial values for the Neo-Hookean parameter c1 for Fi-
broconnective/glandular and fat tissues were first chosen (see Eq. 3.3). Then, the
original model was simulated with gravity load pointing towards the chest-wall,
until the stop criterion was reached.
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As mention above, the tetrahedral mesh topology based on a regular grid was used
to perform the modeling task using the modified mass spring system. Using this
topology, each of the models consisted of about 80 millions tetrahedral elements.
Even though the simulation framework used is ofO(n) complexity, simulating that
amount of volume elements is time consuming and commands for a large amount
of physical memory. Due to these limitations, and taking into account the qual-
ity of the results provided by the mechanical simulations, the datasets were first
scaled down to 2mm grid resolution. Figures 3.8(a,b) show a snap shot of the orig-
inal phantom in 0.5mm resolution and the downscaled model in 2mm resolution.
(a) (b)
Fig. 3.8 2D cross section of breast ID 012204 in 0.5mm resolution (a), and the resulting model after
scaling to 2mm resolution (b)
As a result of downscaling, the deformed models obtained after each simulation
were of 2mm resolution. Re-meshing to a regular grid was used to turn the de-
formed models to stress-free deformed models.
To obtain a better re-meshing accuracy, the 2mm resolution deformed models
were interpolated to 0.5mm resolution. Eight points interpolation [1] was used
to interpolate the offsets of voxels’ vertices of the deformed model from the 2mm
to the 0.5mm resolution. Vertices in the 0.5mm resolution grid not belonging to
any voxel of the 2mm grid were interpolated using the eight points linear extrap-
olation of the vertices of the nearest immediate neighboring voxels of the 2mm
resolution grid.
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Then, re-meshing according to a regular grid was used to obtain the stress-free
deformed models starting from the interpolated 0.5mm resolution deformed mod-
els. The method used for re-meshing can be summarized in the following:
In each voxel of the original undeformed model, offsets associated with that
voxel’s vertices were used to determine the deformed version of that voxel. Each
deformed voxel was then compared to a 0.5mm regular grid, that will eventually
contain the stress-free model. In each voxel of that grid, a histogram of tissue
types was set. Deformed voxels overlapping with voxels of the regular 0.5mm up-
date the histograms of those voxels depending on the deformed voxel’s underlying
tissue type. In every voxel of the regular grid, the tissue type representing the max-
imal hits of that voxel’s histogram was assigned to that voxel. By iterating over all
regular grid voxels the stress-free models were generated.
Afterwards, the stress-free deformed model was used to start a reverse simulation
using the same Neo-Hookean parameter values but with gravity loading pointing
away from the chest-wall. The simulation runs until the stop criterion is reached.
If the original model and the resulting models were not similar enough, the simu-
lation was restarted with an updated c1 value, as shown in the flowchart in Figure
3.7. And this procedure was repeated, until the difference between the original and
the resulting models was minimal. The distance between the nipple and the chest-
wall of the models was used as a similarity measure.
After several iterations in the optimization loop, the constitutive law parameters
c1 = 0.2 kPa and c1 = 0.8 kPa were chosen for fat and fibroconnective/glandular
tissue respectively. These values were used to generate deformed models of 2mm
resolution. By interpolating and re-meshing, stress-free models of all simulated
phantoms in 0.5mm resolution were obtained. The second step is straight-forward.
Here, the stress-free models, resulting from the first step, were scaled down to
2mm grid resolution. Then, simulations of gravity loading in the direction to-
wards the chest-wall were conducted using the parameters c1 = 0.08 kPa and
c1 = 0.32 kPa for fat and fibroconnective/glandular respectively [101, 109, 119].
In these simulations, the same boundary conditions and the stop criteria used in
the first step were used. By interpolating the offsets resulting from the simulation
to 0.5mm resolution and re-meshing using a regular 0.5mm grid, the 0.5mm res-
olution models in supine position were eventually obtained.
Table 3.1 lists the conducted simulations and the corresponding calculated dis-
tances between the nipple and the chest wall in prone (dprone) and in supine
(dsupine) positions. The ratios r% = dsupine/dprone are also inserted in the table.
The calculated distances of the simulations correspond with measured distances
reported in the literature. Additionally, the distances make the resulting breast
models in supine position suitable for microwave imaging systems research.
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Table 3.1 Breast phantoms simulations results
Breast ID Description dprone (cm) dsupine (cm) r%
071904 Mostly Fatty 13.18 6.35 46.02%
012804 Mostly Fatty 10.99 5.15 46.86%
012204 Scattered Fibroglandular 12.56 6.05 48.17%
080304 Heterogeneously Dense 10.54 6.02 57.12%
012304 Very Dense 8.08 4.74 58.66%
To obtain the dielectric parameters models in supine position, the offsets resulting
from the first step (leading to the stress-free model) and the second step (leading
to the model in supine position) were used in two consecutive re-meshing steps.
In other words, the offsets resulting from the first step of the mechanical modeling
were applied to the dielectric parameters models and re-meshing was performed
and the dielectric parameters models in stress-free state were calculated. By ap-
plying the offsets resulting from the second step of the mechanical modeling sim-
ulations and re-meshing the dielectric parameters models in supine position were
obtained.
Figures 3.9(a-c) show the original dielectric parameters of one of the breast phan-
toms taken in prone position, the stress-free model and the model in supine posi-
tion resulting from the simulation. The figures show the flattening of the breast in
supine position and the deformation of the internal tissue.
3.6 Discussion
In Section 3.5, a method to model the deformation of breasts from prone to supine
positions under gravity loading using the modified mass-spring system was pre-
sented. Breast models with detailed dielectric properties for a wide range of fre-
quencies of women in supine position were generated. The calculated breast mod-
els thicknesses ranged between 4.5 − 6.5cm (see Table 3.1), putting most of the
volume of the breast to be within the range of currently available radar-based mi-
crowave imagine systems [81, 82] and making the models suitable for developing
microwave imaging systems based on the supine position configuration.
Although, the original breast phantoms provided by Zastrow et al. [78] extracted
from MRI images, captured the shape, size and structural heterogeneity of the
normal breast tissue, an anatomically realistic chest-wall and muscle layer were
not included. Instead an artificial 5mm-thick cuboid-shaped layer of muscle tissue
was added to the phantoms.
The muscle on top of the chest wall is the layer on which the breast deforms in
supine position. It plays therefore an important role in the outcome of the deforma-




Fig. 3.9 Cross section of breast ID 012204 showing the heterogeneous dielectric properties distribution.
The original phantom in prone position (a), the stress-free model (b) and the model in supine position (c).
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tion. Little is known about the characteristics of the interface between the pectoral
muscles and the internal breast tissues. Studies must be conducted to define the
interface and to determine the best way to model the breast near the chest wall
[116, 101]. Details about this interface could not only help improving the results
of modeling breast deformation in supine position but also in other positions, like
the supine-oblique position. Elevating the arms in supine position flatten further
the breast and immobilizes it by tension from the pectoralis major muscle [83].
Including the contraction state of the muscle is crucial for reproducing a correct
deformation.
The faithful representation of the heterogeneity in the breast is also challenging.
When segmenting MR images, detailed 3D images of the internal structural or-
ganization of an individual’s breasts, with a good contrast between skin, fat, fi-
brous tissues can be generated. Nonetheless, Cooper’s ligaments and the breast
tissue to muscle borders are typically difficult to identify and segment from MR
images. Histological samples, such as those from Guinebretiere et al. [124] may
help in developing models of anisotropy in the breast. But because of the lack of
a clinical imaging protocol able to highlight these structures individual geometry
models of breast used in breast deformation modeling neglect these structures. In
this work for example, two tissue types, namely fat and fibroconnective/glandular,
were modeled as isotropic Neo-Hookean materials and assigned different mechan-
ical properties, neglecting Cooper’s ligaments, the breast to muscle tissue borders
and the skin, which was modeled as fat.
A tetrahedral mesh topology based on a regular grid was used in the simulations.
This was essentially motivated by the fact that the original phantoms datasets are
voxel datasets. To model smooth surfaces using this topology, a high resolution
mesh is needed. However, to satisfy memory and computation time limitations,
and at the same time minimally affect the mechanical behavior, the models were
scaled down to 2mm resolution. At the end of the simulations a linear interpolation
to a 0.5mm resolution and a re-meshing step were used to generate the resulting
models in the original resolution. The errors generated from using a lower resolu-
tion, interpolation and re-meshing could be avoided using a better mesh topology
such as the tetrahedral mesh topology based on an unstructured grid.
The mechanical properties of breast tissues differ between individuals and over
time due to the variability in breast morphology, age, and physiological condition
[125]. Such variability makes it difficult to use statistical data to model individual
breast properties.
Williams et al. [126] conducted one of the few in-vivo compression experiments
on the human breast to characterize the mechanical behavior of normal breast tis-
sues. This method requires further extensions for more accurate characterization
of mechanical properties. Rajagopal et al. [117] presented a method to acquire
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individual-specific Neo-Hookean material parameter values by using an optimiz-
ing technique to search for the parameter value that allows the biomechanical
model to accurately reproduce a number of gravity-loaded configurations of the
breast acquired using MRI. This technique requires further development to indi-
vidually characterize the different breast tissue types.
Very few studies have been conducted to characterize the mechanical properties
of the breast in-vivo under a wide range of strains and loading conditions. Future
studies on characterization of mechanical properties of breast tissue should ensure
that the nonlinear behavior of the tissues are captured and possibilities for in-vivo
mechanical testing must be conducted ([101, 117]).
The Neo-Hookean constitutive law was used to model hyperelastic tissue types
represented in the phantoms. The Mooney-Rivlin constitutive law given in Eq.
(3.2) can achieve better fits for nonlinear models because of their greater number
of free parameters. However, Tanner et al. concluded that using either constitutive
laws does not influence the accuracy of the breast model [116].
Modeling the mechanical interaction of the skin with the internal breast tissue is
not trivial. The simplest options involve modeling the skin as an additional layer of
3D elements that surround the internal tissue elements, or coupling 2D membrane
elements representing the skin to underlying 3D elements representing the inter-
nal tissues of the breast [118, 107]. It follows from sensitivity analysis that little is
known about the accuracy of these representations and that further investigation is
needed [116, 107, 119]. In vivo measurement of the anisotropic properties of the
patient’s skin is also a challenging task. It requires multi-axially stretching of the
skin. To perform these measurements, specialized devices that can be used clini-
cally must be developed [119]. Therefore personalized skin modeling is currently
off the table when modeling breast deformation.
Small and average size breasts flatten uniformly in supine position [83]. Larger
size breasts tends to deform in the lateral direction in supine position forming
folds. Modeling these deformations requires the implementation of collision de-
tection and collision response methods in the mechanical modeling framework.
In Section 3.4, the importance of using stress-free breast models for modeling
breast deformations under gravity loading was denoted. In this work, the method
presented by A. del Palomar et al. [109] was used to create stress-free models of
the breasts. This method requires a large number of parameter optimization steps,
and thus a large number of mechanical deformation simulations which is compu-
tationally expensive. This computational cost is exposed to increase if the dimen-
sion of the parameters space increases by adding more tissue types or using more
complicated constitutive laws. Furthermore, the similarity measure used with this
method in this work is very simple. A better similarity measure must be used to
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ensure better parameters optimization. This will also contribute to an increment
of computational cost as finding a local or global similarity maximum becomes
more difficult. All these reasons make the use of the reverse method presented by
Rajagopal [101] a much better choice, specially because it is mathematically well-
founded and because it was validated in several experiments that showed its relia-
bility, specially when more deformed states of the same breast are used to retrieve
the stress-free model. Rajagopal called this the “reverse optimization method”.
The validation of the resulting breast models in supine position was not possi-
ble since no information about the geometry of the simulated breasts in supine
position was provided by Zastrow et al. [78]. To validate the method though, it is
possible to do a validation study by recording the coordinates of surface markers
arranged in a grid on the breast, in both prone and then in supine positions, and
then calculate the distances between the markers’ coordinates in supine position
and those simulated. Additionally, by comparing segmented datasets of the breast
in supine position with the simulation results, the method can be evaluated with
respect to the internal features of the breast.
Despite all these issues concerning the modeling method presented in this work,
the resulting breast models can be used to support the design of a Microwave
Breast Scanner using numerical field calculation.

Chapter 4
Heart Modeling with Adamss
4.1 Motivation
Despite the significant medical advances over the last few decades, cardiovascu-
lar diseases (CVD)s remain the number one cause of death globally according to
the World Health Organization (WHO) [64]. In 2004, around 17.1 million people
died from CVDs representing 29% of all global deaths in that year, 7.2 million
of which were due to coronary heart diseases and 5.7 million were due to stroke.
These figures are projected to increase in the coming decades, keeping the CVDs
the leading causes of death [64].
CVDs encompass a number of specific illnesses such as coronary heart disease,
heart failure, arrhythmias, stroke, arterial and pulmonary hypertension, congenital
heart disease, cardiomyopathies, valvular heart disease, etc.
Research focusing on the causes, diagnosis, treatment, and prevention of CVDs
is moving ahead rapidly. For instance, more than 300e millions has been made
available to support 39 EU-funded CVD research projects over the period 2002-
2009 [127].
Computer modeling of the heart is valuable in understanding the functioning of
the normal or diseased heart. The predictive potential of computer modeling of the
heart is increasing rapidly. As new data on molecular and cellular mechanisms ac-
cumulates over time, the potential of heart modeling applications is growing [128],
paving the way for better diagnostic strategies and new therapeutic approaches.
Many computer models of cardiac electrophysiology and mechanics have been de-
veloped and used in a range of applications like assessing the size and location of
ischemic regions in heart of patients suffering from ischemia [129, 130], develop-
ing virtual surgery platforms for training or surgery planning [131, 132, 133, 134,
135, 136], assessing the effects of electric shocks or pacing [137, 138, 139, 140],
and testing various hypotheses on heart physiology that cannot be tested in the real
world due to physical or ethical reasons, such as whether the cardiac contraction
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remain homogeneous despite physiological asynchrony of depolarization [141].
A literature review published by Kerckhoffs et al. [142] presents a comprehen-
sive overview of computer heart models, that witnessed a boom in the last two
decades due to technological advances in computational power.
The generation of an accurate functional computer model of the heart with high
computational efficiency and the ability to modify the model in order to reflect
clinically observed phenomena, and to personalize it according to specific patient
geometry, elastomechanical and electrophysiological characteristics, is the holy
grail of cardiac computer modeling.
Towards that goal, the modified mass-spring system (Adamss) presented in Chap-
ter 2 is used to model ventricular elastomechanics. Hereby, Adamss is used in
combination with other methods to generate personalized anatomical models of
the ventricles, to model cardiac electrophysiology represented by electrical exci-
tation and excitation propagation, and to model the tension developed in cardiac
ventricular tissue as a response to electric excitation.
Personalized modeling of the heart is a very challenging task. The anatomy of
the heart shows large variations among individuals. It also shows changes within
images of the same individual taken at different times, making the generation of
accurate personalized anatomical models a difficult task. The electrophysiology
and the elastomechanics of the heart are even more complicated. Some aspects
of the heart physiology are yet to be explained. And in many cases there are no
in-vivo methods for the measurement of essential parameters needed for the math-
ematical modeling of physiological processes. Therefore, a wise trade off between
accuracy, efficiency and realizability must be made.
In the following sections, the anatomy and physiology of the heart are briefly in-
troduced. A method for personalized modeling of the ventricles, is then detailed.
The simulation setups and results are presented. At the end the methods and the
simulation results are discussed.
4.2 Cardiac Gross Anatomy
The heart is a muscular organ located in the lower part of the left side of the chest
(the thoracic cavity) and enclosed in a fibrous sac called the pericardium. In adults,
it is roughly the size of its owner’s clenched fist and weights between 230 to 350g.
The upper side of the heart is called the base, while the lower side is called the
apex. Two thirds of the heart’s mass lies to the left of the body’s mid-line and
its base-apex axis is tilted to the left [143]. Figure 4.1 depicts the anatomy of the
heart.
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The heart is part of the cardiovascular system that delivers nutrients including
oxygen to cells, and removes metabolic waste products. The main function of the
heart is to pump blood throughout the circulatory system by repeated, rhythmic
contractions. It is divided longitudinally into two functional halves, left and right.
Each half contains two chambers, an upper chamber called atrium, and a lower
chamber called ventricle. These left and right halves are separated by the septum.
Blood is pumped from the right ventricle of the heart through the lungs and then
to the left atrium. This is the pulmonary circulation. Blood is then passed to the
left ventricle and pumped from there to the rest of the body which is the systemic
circulation that ends with the right atrium. In both circuits, vessels carrying blood
away from the heart are called arteries, and those carrying blood back toward the
heart are called veins.
The walls in different parts of the heart have different thicknesses, due to dif-
ferent pressure against which the muscle has to act. The walls of atria are less than
2mm thick, while the wall of the right and left ventricles has approximately 10mm
and 20mm thickness respectively. These values correspond with pressure differ-
ences of around 20mmHg in the atria, around 30mmHg in the right ventricle and
around 80 to 120mmHg in the left ventricle [145].
Fig. 4.1 The anatomy of the heart (reproduced from [144]).
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The overall arrangement of the circulatory system is illustrated schematically in
Figure 4.2.
Fig. 4.2 Schematic drawing of the circulatory system (reproduced from [146])
.
The right atrium is attached to the vena cava superior and inferior, while the left
atrium is attached to the venae pulmonalis. The right ventricle transports oxygen-
poor blood through the arteria pulmonalis to the lungs, whereas the left ventricle
is attached to the aorta through which oxygen-rich blood is transported to the rest
of the body.
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The coronary arteries, that start at the root of the aorta, supply the atrial and ven-
tricular walls with blood.
Four dense connective tissue rings surround the valves of the heart, fuse with one
another, and merge with the interventricular septum at the valves plane. This con-
nective tissue is called the fibrous skeleton of the heart. In addition to forming a
structural foundation for the heart valves, the fibrous skeleton prevents overstretch-
ing of the valves as blood passes through them, and serves as a point of insertion
for bundles of cardiac muscle fibers and acts as an electrical insulator between the
atria and ventricles [147].
The atrioventricular (AV) valves are located between the atrium and ventricle in
each half of the heart. Each permits blood to flow from atrium to vectricle but not
in the opposite directions. The right AV valve is called the tricuspid valve, and
the left is called the mitral valve. The opening and closing of the AV valves is a
passive process resulting from pressure difference across the valves. When blood
pressure in an atrium is greater than that in the ventricle, the valve is pushed open
and blood flow proceeds from atrium to ventricle. In contrast, when a contract-
ing ventricle achieves an internal pressure greater than that in atrium, the AV valve
is forced to close. Figure 4.3 shows a schematic representation of the valves plane.
Fig. 4.3 Schematic representation of the valves plane showing the triscupid and the mitral valves connect-
ing atria to ventricles and the aorta and pulmonary arteries openings (reproduced from [148]).
To prevent the AV valves from being pushed up into the atria, the valves are fas-
tened by fibrous strands to muscular projections of the ventricular walls called
papillary muscles. The papillary muscles do not open or close the valves. They act
only to limit the valves movements and prevent them from being everted.
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The opening of the right ventricle into the pulmonary trunk and of the left ven-
tricle into the aorta also contain valves, called the pulmonary and aortic valves.
These permit blood flow into the arteries during ventricular contraction and pre-
vent blood from moving in the opposite direction, to the ventricles, during ventric-
ular relaxation. As the AV valves, they also act in a purely passive manner.
There are no valves at the entrance of the superior and inferior venae cavae into
the right atrium and of the pulmonary veins into the left atrium. However, atrial
contraction pumps very little blood back into the veins because atrial contraction
compresses the veins at their sites of entry into the atria, what greatly increases the
resistance to backflow [149].
The walls of the heart consist of three layers. From the innermost to the outermost
of the four heart chambers, these layers are the endocardium, the myocardium and
the epicardium.
The endocardium is a thin layer of endothelium overlying a thin layer of con-
nective tissue. And, it is continuous with the endothelial lining of the large blood
vessels attached to the heart. It provides a smooth lining for heart chambers and
covers the valves of the heart, hence minimizing the friction at the surfaces as
blood passes through the heart.
The myocardium is composed of cardiac muscle tissue and makes up to 95% of the
heart walls. It is responsible for the pumping action of the heart. The myocardium
can be classified to subepicardium, midwall or subendocardial layers. The individ-
ual cells, or muscle fibers, that form the myocardium are called cardiac myocytes.
The cardiac muscle is organized in a pattern of struts and weaves, criss-crossing
bundles of muscular beams, that generate the strong pumping actions of the heart.
In comparison with skeletal muscle fibers, cardiac muscle fibers are shorter in
length and less circular in transvers section. They also exhibit branching, giving
individual cardiac muscle fibers a stair-step appearance as shown in Figure 4.4(a).
Cardiac muscle fibers are connected to neighboring fibers at the endings by inter-
calated discs containing a large density called of gap junctions. They allow actions
potentials to propagate form one fiber to its neighbours.
In ventricles, three to ten cardiac myocytes are grouped together and surrounded
by a network of connective tissue. These groups form multiple sheets that are
loosely coupled by sparse and long collagen fibers building a mesh. The mesh,
that surrounds and prevades the cardiac myocytes, makes about 2 − 5% of the
weight of the heart. Furthermore, fibers of elastin, are spanned in the different lay-
ers of the myocardium.
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The cardiac connective tissue consists of collagen, elastin, glyosaminoglycans and
glycoproteins [150, 151]. It can be divided into endomysium, perimysium and
epimysium [2].
Endomysium surrounds the myocytes and binds the fibers of one sheet tightly to-
gether. Perimysial collagen weakly connects sheets together (Fig. 4.4(b)), giving
the sheets the possibility to slide over each other with relative ease [152]. Finally
the epimysium is a layer of collagen and elastin fibers that covers the subendo-
and subepicardial myocardium [150, 151, 153, 23, 2].
Both the collagen and the elastin contribute to the viscoelastic behaviour of the
myocardium and play an important role in the mechanical function of the ventri-
cles as they define the passive mechanical properties of the tissue [154, 150, 152].
(a) (b)
Fig. 4.4 Micrograph of myocytes branching (arrow) collagene fibers between adjacent sheets, scale bar,
100µm (a). Perimysial connective tissue weaves surrounding myocardial sheets, the scale bar at lower right
corner represents 25µm (b). (figures edited from [152]).
The muscle fibers in the ventricles are oriented and laminated in an organized
manner. Measurements of human left ventricular tissue made by Streeter [155]
showed a continuous transmural rotation of the main helix angle, which is the an-
gle of the fibers parallel to the local endocardial surface. If the orientation from
apex to base was chosen to be±90◦ and the angle 0◦ the equatorial direction, then,
according to the measurement of Streeter, the helix angle of the human left ventri-
cle is 55◦ in the subendocardial border, and −75◦ in the subepicardial layer as can
be seen in Figure 4.5. Between the subendo- and the subepicardial layers the helix
angle changes linearly with the value 0◦ near the middle of the left ventricular wall.
A linear change of the helix angle was also reported in the right ventricle.
At the apex and the middle of the septum, the fiber orientation is more complex.
Papillary muscles have a longitudinal fiber orientation along their main axis.
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Fig. 4.5 A reconstruction of a stack volume of the ventricular wall of a rat. The rotation of the fiber
orientation from subepi- to subendocardium is easy to identify. (reproduced from [156]).
Using MR diffusion tensor imaging (MR DTI) it is possible to study fibrous struc-
tures like the brain, and muscles including the heart [157, 158]. Zhukov et al. [157]
extracted the fiber orientation of an extra-corporal canine heart in contracted state.
Figure 4.6 depicts the fiber orientation in both ventricles of a canine heart. Since
(a) (b)
Fig. 4.6 Fiber orientation of a canine heart reconstructed using MR DTI imaging technique. The recon-
struction shows the spiraling fibers orientation (modified from [157]).
the geometry of the atria is more complex than that of the ventricles, the fiber
orientation of the atrial myocytes is complex. Ho et al. reviewed the general my-
ocardium architecture of the atrial walls revealed by the arrangement of myofibers.
The reader is advised to the work of Ho et al. [159] for more information.
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The epicardium is composed of two tissue layers. The outermost is called the vis-
ceral layer of the serous pericardium, which in fact makes part of the pericardium.
Beneath it, the second layer is found, which is a variable layer of delicate connec-
tive tissue or adipose tissue. The adipose tissue predominates and becomes thickest
over the ventricular surfaces, where it houses the major coronary and cardiac ves-
sels of the heart.
The heart lies within the pericardium, a tough fibrous sac attached to the diaphram
that surrounds and protects it. The narrow space between the pericardium and the
heart is filled with a watery fluid that serves as a lubricant as the heart moves
within the sac.
The apex of the heart is attached to the pericardium with a realively strong bound.
When the ventricles contract the heart atria move towards the apex and expand.
The superficial fibrous pericardium is a tough, inelastic, dense irregular connec-
tive tissue that resembles a sac that rests on and attaches to the diaphram. The
open end of the bag is fused to the connective tissues of the blood vessels entering
and leaving the heart. The fibrous pericardium prevents overstretching of the heart,
provides protection and anchors the heart in the mediastinum.
4.3 Cardiac Myocytes
Cardiac myocytes have commonly a cylindrical shape. Their length ranges be-
tween 50 and 120µm, whereas their diameter ranges between 5 and 25µm [160].
Cardiac myocytes are enclosed by a cell membrane, called the sarcolemma, that
separates the intra- and the extracellular spaces. The intracellular space of the my-
ocyte contains the nucleus, mitochondria, myofibrils, the sarcoplasmic reticulum
and the cytoskeleton that maintains the mechanical integrity of the cell [161].
The remaining volume of the intracellular space is filled with a liquid solution
containing lipids, carbon hydrates, salts and proteins. The main components of the
cardiac myocyte are illustrated in Figure 4.7.
The sarcolemma includes various pore forming proteins that take a cylindric shape
with diameters of about 1nm [163]. These proteins are ionic channels, exchangers
and pumps, specified by the ion type that can pass through like the sodium channel
or the calcium channel. These proteins define the sarcolemmal permeability to a
specific ion type.
Thousands of tiny invaginations of the sarcolemma, called transverse tubules,
tunnel in from the surface toward the center of each muscle fiber. Transverse
tubules, or in short form T tubules, are open to the outside of the fiber and thus
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Fig. 4.7 A schematic description of a cardiac myocyte (adapted from [162]).
are filled with interstitial fluid. Action potentials propagate along the sarcolemma
and through the T tubules, quickly spreading throughout the muscle fiber. This
arrangement ensures that all the superficial and deep parts of the fiber become ex-
cited by an action potential almost simultaneously [147].
Mitochondria are cellular organelles with lengths ranging between 0.3 and 1.7µm,
and diameters ranging between 0.2 and 1µm. They supply the cell with energy
by metabolism, a function performed by its internal components via oxygenation,
generating adenosine triphosphate (ATP). Because of their function as cellular en-
ergy provider, mitochondria are located near the energy recipients such as the my-
ofilaments and the ion pumps that consume ATP. They occupy from 16% to 20%
of the volume of the atria and from 25% to 36% that of the ventricles [164].
Myofibrils are approximately cylindrical bundles of an arrangement of numerous
thick and thin filaments. 41% to 53% of the volume of atria, and 45% to 54% of
the volume of ventricular cardiac myocytes is filled with myofibrils.
Thin and thick filaments in each myofibril are arranged in a repeating pattern along
the length of the myofibril. One unit of this repeating pattern is known as a sarcom-
ere. The sarcomere is the fundamental contractile unit within the cardiac muscle.
Each sarcomere is about 2µm in length. When contracting, the length of a sarcom-
ere can reach 60% of the sarcomere resting length.
Each myofibril is made up of millions of sarcomeres which are placed in a back to
back arrangement. Thick filaments are composed almost entirely of the contractile
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protein myosin. Thin filaments contain the contractile protein actin as well as two
other proteins, troponin and tropomyosin, that play an important role in regulating
contraction.
Thick filaments are located in the middle of each sarcomere. Two sets of thin
filaments are anchored to a network of interconnecting proteins known as the Z
disc, whereas the other ends overlap portions of the thick filament. Two successive
Z discs define the limits of one sarcomere.
The parallel arrangement of thick filaments produces a wide dark band known
as A-band, when subject to polarized light. Between A-bands, regions, consisting
of thin filaments appear in a light color. These are called I-bands. Each I-band is
divided by a characteristic Z disc. Figure 4.8 depicts these structures.
Fig. 4.8 Electron microgrphy of a sarcomere of a cardiac myocyte, showing the A and I bands and Z discs
(adapted from [165]).
The sarcoplasmic reticulum (SR) is a membranous structure that enfolds the sar-
comeres [166]. The SR membrane contains calcium, potassium, chlorine and hy-
drogen ionic channels as well as calcium pump proteins that regulate the my-
oplasmic concentration of calcium. SR serves as a high capacitance reservoir for
calcium ions, which are important for the contraction process. They can be seen
as an important modulator in excitation contraction coupling [167, 168].
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4.4 Cardiac Electrophysiology
Since cardiac electrophysiology is tightly coupled with the mechanical contraction
and thus the pump function of the heart, it will be briefly introduced in this section.
Generally speaking, cardiac myocytes are the origin of the electrical activity of
the heart. Several types of myocytes exist in the myocardium. Some are special-
ized in the initiation of electrical activity, while other are responsible for the fast
conduction of electrical excitation.
The majority of myocytes are responsible for generating the mechanical tension
and thus the contraction of the heart. These myocytes generate tension by the
electro-mechanical coupling mechanism. Furthermore, they conduct the electri-
cal excitation to neighboring cells, primarily by transport of intercellular ions via
the gap junctions.
4.4.1 Cell Membrane
Every cell is enclosed by a thin membrane, which serves as a barrier between
the intra- and extracellular spaces. The cell membrane, shown in Figure 4.9, con-
sists of phospholipid bilayer containing pores formed by proteins. The membrane,
allows for the passive diffusion of hydrophobic molecules. However, ions like
sodium (Na+), potassium (K+) or calcium (Ca2+), whether outside or inside the
cell, can cross the membrane only through ion-specific transport proteins. The dif-
ference in ion concentrations between intra- and extracellular spaces induces an
electrochemical potential difference across the membrane [163].
The cell membrane plays a major role in the resting and active electric properties
of excitable cells, like neurons and myocytes. The membrane has different perme-
abilities for different ions due to the different transport proteins and their states.
The selective permeability alternations, and the regulation of ion currents generate
the basic bioelectric phenomena [169].
Transport proteins can be divided according to their transport mechanisms to ion
pumps, ion channels and ion exchangers.
4.4.1.1 Ion Channels
Ion channels are transmembrane proteins containing a central pore or tunnel. This
pore allows ions to pass into and out of the cell down the concentration gradient.
They are distinguished based upon their ion selectivity and gating mechanism.
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Fig. 4.9 Illustration of a cell membrane. Different concentrations of ions in intra- and extracellular spaces
generate an electrochemical potential difference across the membrane. Ion channels and pumps control the
transport of ions in and out of the cell (modified from [163]).
Ion channels can be in a conductive, a non-conductive, or an inactive state. Gating
is the process of switching from one state to the other. Selectivity refers to the
ability of the channels to allow the flow of only one specific ion type. With gating
and selective permeability, ion channels regulate the ionic distribution in the intra-
cellular space.
Voltage-gated channels change their protein configuration depending on the trans-
membrane voltage, switching from one state to the other [170, 171]. Other type
of channels have binding sites for neurotransmitters. Gating in these channels
is controlled by the neurotransmitters whether its origins were extracellular like
adrenaline or intracellular ligands like ATP [172, 173]. Gating can also be trig-
gered by mechanical stretch of the membrane [174] or ionic concentrations.
The most important channels for the cardiac activity are the voltage-gated potas-
sium, sodium, and calcium channels discussed below.
Sodium Channels
Voltage-gated sodium channels are voltage-dependent [175] and are responsible
for the fast depolarization of the cell membrane [170, 176]. If the transmembrane
voltage exceeds a threshold the probability of transition from a non-conductive
state to the conductive state increases strongly [177, 170]. Sodium channels open
very fast and sodium flows into the cell. Only 0.1ms later they close and switch to
the inactive state.
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Potassium Channels
Potassium channels show a large diversity is their molecular arrangement and their
electrophysiology and gating mechanisms [178, 179, 180, 181]. They are responsi-
ble for the repolarization of myocytes, after the action potential had been induced.
Twenty types are known for voltages-gated potassium channels alone. Each ex-
hibits different time- and voltage-activated behavior [171].
Calcium Channels
At least 4 different types of calcium channels exist in the heart [182]. Two of
them, the L-type (long-lasting) and the T-type (tiny) channels are located in the
sarcolemma [183]. The other two, the sarcoplasmic reticulum Ca2+ release chan-
nel, also called the ryanodine receptor, and the IP3 receptor of the sarcoplasmic
reticulum are located on the intracellular membranes of the sarcoplasmic reticu-
lum. The calcium dynamics is important for the tension development as described
in detail later in Section 4.7.4.
4.4.1.2 Ion Pumps
Ion pumps transport specific ions against their concentration gradient using energy
in form of ATP. Pumps produce and maintain an electro-chemical gradient which
is the driving force for the fast currents through ion channels [184].
Sodium Potassium Pump
The Na+-K+ pump transports two K+ ions into the cell and three Na+ out of the
cell in one transport procedure consuming the energy of one ATP molecule. It is
mainly responsible for maintaining the resting voltage and thus the excitability of
the myocyte. The transport is found to be dependent on the concentration of intra-
and extracellular sodium and potassium, the transmembrane voltage as well as on
temperature [175].
Calcium Pump
The calcium pump transports Ca2+ from the cytoplasm to extracellular space. The
process depends on the intracellular calcium concentration [160].
Sarcoplasmic Reticulum Calcium Pump
The sarcoplasmic reticulum calcium pump transports Ca2+ from the cytoplasm
into the sarcoplasmic reticulum that serves as a calcium reservoir.[166].
4.4.1.3 Ion Exchangers
Ion exchangers exploit the concentration difference of one solute between the
intra- and extracellular spaces to transport a second solute. This phenomenon is
called co-transport when diffusion energy of the first solute is used to pull other
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substances through the cell membrane. It is called counter-transport when both so-
lutes move in opposite directions through the cell membrane [160, 144].
Sodium-Calcium Exchanger The sodium-calcium exchanger plays an important
role in the cardiac electrophysiology. It regulates the Ca2+-distribution in the intra-
and extracellular spaces, which is important for the contraction of the heart.
The sodium-calcium exchanger, transport calcium ions that passed into the cell
via the sarcolemma calcium channels and leak currents, out of the cell by exploit-
ing the high concentration of sodium ions in the extracellular space. The exchanger
transports one calcium ion from the cytoplasm for three extracellular sodium ions
that pass to the cell with the diffusion energy. The Na+-Ca2+ exchanger can also
work reversely if the cell is depolarized sufficiently. In that case sodium is trans-
ported out of the cell and calcium is transported into the cell [160, 185].
4.4.1.4 Gap Junctions
At the intercalated disks level, mainly near the ends of cardiac myocytes, special-
ized proteins of adjacent cells form, in a bundled manner, a low electrical resis-
tance pore called gap junction [186]. Gap junctions allow the transport of small
water soluble particles e.g. ions, without ever entering the extracellular fluid.
A notable distinction can be made between the longitudinal and transversal gap
junctions. Longitudinal gap junction are oriented, approximately, in the same di-
rection as the first principal axes of adjacent myocytes. While transversal gap junc-
tions can be oriented in the plane transversal to that axis.
The density and distribution of gap junctions differ depending on the type of
the tissue [187]. An increase in the gap junctions density in a region of the my-
ocardium will result in an increased excitation velocity in that region.
4.4.2 Transmembrane Voltage
The different ion permeabilities and active ions transport give rise to differences in
concentrations of ions in intra- and extracellular space and thus to different electri-
cal potentials across the membrane [160]. The resulting potential difference across
the cell membrane is called transmembrane voltage.
The voltage of the equilibrium state is called resting potential. It ranges from
−30mV to −100mV depending on the cell types. By considering only Na+, K+
and Cl− ions, the resting potential can be described by the Goldman-Hodgkin-
Katz equation [169]:
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Fig. 4.10 Illustration of a ventricular cardiac myocyte. The main components of the cell and the different
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where R is the gas constant, T the temperature in Kelvin and F the Faraday con-
stant. PX is the permeability of ion X and [X]i/e is its intra-, and extracellular
concentration, respectively. At body temperature of 37◦ the resting potential is
given with
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where h is the thickness of the membrane, DX the diffusion coefficient of the ion
X and βk the water-membrane partition coefficient.
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The Goldman-Hodgkin-Katz equation does not consider the permeability of Ca2+
ions and the charge transport of the sarcolemmal pumps and exchangers.
4.4.3 Action Potential
In excitable cells, ion permeabilities of the cell membrane can change causing
the development of an action potential. An action potential will not occur before
the initial rise in membrane potential exceeds a certain threshold to create a vi-
cious positive feed-back loop that opens the sodium voltage-gated channels in an
avalanche-like manner [160].
Usually, an action potential starts from the resting stage, where the membrane
is said to be polarized and has the resting negative membrane voltage. As an exter-
nal stimulus or an impulse conducted through the gap junctions excites the cell. A
sudden increase in the membrane permeability to sodium ions allows tremendous
numbers of positivly charged sodium ions to flow into the cell and the potential
rises rapidly in the positive direction. This is called the depolarization of the mem-
brane. After approximately 0.1ms, sodium channels switch to the inactive state
and stay closed for a certain time. The calcium and the early potassium channels
begin to open but much slower than the sodium channels. Then, rapid diffusion of
potassium ions to the exterior re-establishes the negative membrane voltage, and
the membrane is said to repolarize [160]. This change in the membrane voltage
is termed action potential (AP). Figure 4.11 shows a typical action potential of a
cardiac myocyte and the related ion permeabilities.
Fig. 4.11 The selective membrane ion permeabilities during an excitation of the cell (left) and an action
potential labeled with related terms (reproduced from [184]).
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After the sodium channels have switched to the inactivated state, the cell can not
be excited for a certain duration. This period is called the absolute refractory pe-
riod. It is followed by the relative refractory period in which the cell is not back yet
to the resting stage, but sodium channels can partly be excited again. An AP trig-
gered in this period, has a shorter duration and a lower amplitude as demonstrated
in Figure 4.12.
Fig. 4.12 Refractory period of a cell. During the absolute refractory phase a new action potential cannot
be initiated. During the relative refractory period an action potential with shorter magnitude and duration
can be stimulated (modified from [189]).
4.4.4 Electrical Conduction System
The electrical excitation propagates throughout the myocardium in a way such that
it results in an optimized pumping function of the heart.
Cardiac myocytes are electrically coupled mainly by gap junctions that behave
like low resistance ohmic resistors and also by the extracellular space they share.
The excitation of one cell results in a voltage gradient between adjacent cells. This
causes a current through the gap junctions as well as through the extracellular
space which activates further cells.
The excitation conduction is mainly influenced by the current that flows through
the gap junctions. The density and distribution of gap junctions as well as the shape
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of the myocytes depend on the structure of tissue and the fibers orientation. There-
fore the myocardium shows a macroscopic anisotropic conductivity [190, 191].
The cardiac system of excitation initiation and conduction consists of specialized
myocytes on the levels of cellular anatomy, intercellular coupling and the cellular
electrophysiology.
The primary pacemaker of the excitation initiation system is the the sino-atrial
node (SN), which is a small crescent-shaped tissue located in the wall of the right
atrium [143]. The SN contains the fastest autorhythymic cells [192]. Once an AP is
generated in the SN, it propagates throughout both atria via the atrial cardiac my-
ocytes and specialized conduction pathways, finally reaching the atrioventricular
node (AVN). The AVN is the single electrical contact between atria and ventricles.
Cells of the AVN conduct the excitation with a delay enabling the atria to become
completely depolarized and to contract before the ventricles.
After that, the AP goes down the septum via the His bundle. The His bundle
is isolated by fibrous tissue and is the only physiological electrical pathway be-
tween the atria and the ventricles. It merges into the left and right Tawara bundle
branches. The AP propagates further through the Tawara bundle branches and the
subendocardial network reaching throughout the ventricles (Purkinje fibers). Both
ventricles get activated from endocardium to epicardium and from apex to base,
and they contract thus, pumping blood to the rest of the body [161].
AVN cells depolarize automatically only if the SN did not initiate the excitation, or
when the excitation does not reach the AVN. Deeper structures like the His bundle,
the Tawara branches, and the Purkinje fibers can also depolarize spontaneously if
the excitation is not conducted by the AVN [193].
4.5 Cardiac Mechanics
4.5.1 Cardiac Tension Development
The electrical excitation of a myocyte initiates the process called excitation con-
traction coupling (ECC). The increase of intracellular calcium concentration from
the extracellular space triggers the release of much larger amounts of calcium ions
stored in the sarcoplasmic reticulum (SR) in a mechanism called the calcium in-
duced calcium release (CICR) mechanism [195]. Due to the high concentration
of calcium ions, calcium binds to the filament proteins and enables contraction of
sarcomeres in a process that will be described later in this section [196].
As mentioned in 4.3, each muscle fiber is composed of several hundreds of my-
ofibrils. In turn each is a bundle of millions of sarcomeres that constitute the fun-
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Fig. 4.13 Electrical conduction system of the heart (reproduced from [194]).
damental contractile unit in the cardiac myocyte. The thick filaments are attached
to the m-disc in the middle of the sarcomere. Two sets of thin filaments are an-
chored to the Z disc, whereas the other ends overlap a portion of the thick filament
where actin and myosin can interact by building cross bridges. Two successive Z
discs define one sarcomere.
Each thick filament is composed of several myosin II molecules, depicted in Figure
4.14(a). Each myosin filament consists of two ball-shaped heads called the motor
domain, a neck region and a tail domain which are built of coiled-coil molecules
as depicted in Figure 4.14(b). The motor domain contains a binding site for actin
and a pocket for the binding and hydrolysis of ATP. Two light chains are located
at the neck region, which influences the stiffness of the neck region and the activ-
ity of the head group. The tail domains of several hundred myosin molecules are
coupled back-to-back to each other forming the thick filament. This means that a
thick filament has head groups at both ends, organized in opposite directions. The
area where no head groups are located is called the bare zone [2, 197, 184].
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Myosin has the ability to change the protein configuration, with the binding and
hydrolysis of ATP [184].
(a) (b)
Fig. 4.14 Structure of a thick filament. Several myosin II molecules make up the thick filament (a), zoom
in on one myosin II molecule (b) (modified from [184]).
The thin filament is built up of actin, tropomyosin (Tm), and troponin (Tn) with
three sub units. The backbone of a thin filament is formed by a double helix of actin
stripes that are bound to the Z disc from one side and overlap with the thick fila-
ment on the other. A rope-like protein-chain of several tropomyosins, connected to
each other head to tail, wraps the double actin helix [198]. In the resting position,
the tropomyosin is located between the two actin filaments, hiding myosin binding
sites. The troponin complex, composed of troponin C (TnC), troponin I (TnI) and
troponin T (TnT), is located at the end of each tropomyosin. TnC is the calcium
binding subunit, TnI is the actin bound and actin-myosin ATPase inhibiting part,
and TnT the tropomyosin binding site that have a head and a tail part. Figure 4.15
illustrates the thin filament structure.
Fig. 4.15 Illustration of a thin filament constructed of three proteins: actin, tropomyosin and troponin
(reproduced from [184]).
With the binding of Ca2+ to TnC, the troponin-tropomyosin complex is shifted
and the, previously hidden, myosin binding site of actin is exposed. This enables
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the myosin heads to bind to actin, by building cross-bridges. The electrical excita-
tion of the myocyte opens the sarcolemmal voltage-gated L-type calcium channels
allowing the diffusion of calcium ions to the cytoplasm. An additional amount of
calcium ions get transported to the cell by sodium-calcium exchangers [2]. The
increase of the cytoplasmic calcium concentration triggers the calcium sensitive
ryanodine receptor to open which results in a further release of calcium from the
sarcoplasmic reticulum into the cytoplasm [199].
The cytoplasmic calcium binds to troponin C, causing a shifting of the troponin-
tropomyosin complex and thus exposing the myosin binding site. This enables the
myosin head to bind to actin in a rigor state [184]. The complex of myosin bound
to actin is called cross-bridge [166].
If ATP binds to the myosin head, its binding to actin is dissociated. The binding
of ATP results in a change of the myosin protein configuration. This causes the
myosin head to move a step towards the positive end of the actin filament where
it binds to the next binding site. At the same time the ATP molecule is hydrolyzed
to ADP with a Gibbs energy of −7.3 kcal/mol [184]:
ATP +H2O → ADP + Pi +H+ (4.4)
In a next step phosphate dissociates, and the released energy is used for the con-
formational change of the myosin head. The myosin head executes the so-called
power stroke and moves the actin filament (see Fig. 4.16). After ADP is released to
the cytoplasm, the myosin head is restored to the rigor state. The contraction pro-
cess repeats as long as enough ATP and calcium are available. The process stops
if the ends of the thick filaments reach the Z disc [184, 2].
4.5.1.1 Calcium Tension Relationship
The tension resulting of a contraction process in a myocyte is determined by the
intracellular calcium concentration. The function relating the resulting tension T







where [Ca2+]nH50 is the intracellular calcium concentration when the tension reaches
the half of its maximum value, and Tmax is the maximum tension in saturated
calcium state. This is however a very simplified description of a rather complicated
process. Since this model was proposed many other models that incorporated new
finding in physiology and biology were proposed (see Section 4.7.4).
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Fig. 4.16 Illustration of the cross-bridge cycle: Tight binding between myosin and actin in the presence of
Ca2+ (a). Binding of ATP cause a dissociation of the actin myosin binding (b), Myosin head moves due to
the change of the protein configuration (c). ATP is hydrolyzed to ADP and phosphate and hydrogen (d).
Myosin head binds to the next binding site (e). Myosin head executes power stroke (f). Dissociation of
ADP (g). Tight binding between myosin and actin (h) (reproduced with permission from T. Fritz).
4.5.1.2 Stretch Tension Relationship
The maximal tension of the sarcomere depends on the degree of overlap of myosin
and actin filaments. If the sarcomere is stretched away off its optimal overlap zone
the potentially developed tension drops gradually. Similarly, the more compressed
the sarcomere is, the less tension it can generate. The sarcomere has strong parallel
elastic structures which counteract an exceeding stretching [184]. The relationship
of stretch and tension is shown in Figure 4.17.
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Fig. 4.17 Stretch tension relationship (reproduced from [200]).
4.5.1.3 Cooperative Mechanisms
Generally speaking, the binding and releasing of one protein can influence the
binding and release of a neighboring proteins especially if these proteins had ac-
tive binding sites. Interferences that support the functionality of a protein are called
cooperative mechanism. In the case of tension development process, three cooper-
ative mechanisms were reported [2, 184]:
• Cross-bridge-troponin: The binding between actin and myosin increases the
affinity of the troponin complex for calcium, which supports the building of
further cross-bridges.
• Cross-bridge-cross-bridge: If the binding between myosin and actin is released,
the tropomyosin remains shifted. This allows another myosin head to bind to
this binding site.
• Tropomyosin-tropomyosin: A tropomyosin protein which changes its configura-
tion due to calcium binding, also influences the probability of its tropomyosin
neighbor to release its myosin binding site.
Due to cell stretching or deformation, cross bridges generate a resting tension T0
in myocytes [184].
4.5.2 Passive Mechanical Properties of The Heart
As mentioned in 4.2, cardiac tissue consists of myocardial muscle fibers arranged
in groups. These groups form multiple sheets. A network of extracellular connec-
tive tissue, made of collagen, elastin, glyosaminoglycans and glycoproteins, binds
the sheets as well as the fibers together [151, 23].
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Several experimental studies have been conducted to investigate the mechanical
properties of myocardial tissue. Uniaxial, biaxial and triaxial measurement devices
were developed and used to measure the stress-strain relationship of myocardial
tissue. Table 4.1 shows a list of the most relevant experiments.
Table 4.1 Measurements of mechanical properties of myocardium
Tissue Species Date Publisher
Papillary muscle cat 1964 Sonnenblick et al.[201]
Papillary muscle rabbit 1973 Pinto et al. [202]
Papillary muscle rat 1974 Janz et al. [203]
ventricular muscle rabbit 1974 Albert et al. [204]
ventricular muscle hamster 1975 Kane et al. [205]
ventricular muscle canine 1976 Rankin et al. [206]
ventricular muscle canine 1988 Hunter et al. [207]
ventricular muscle canine, rat 1991 Guccione et al. [208]
ventricular muscle canine 1994 Novak et al. [209]
ventricular muscle canine 1995 Hunter et al. [210]
ventricular muscle canine 1995 Moulton et al.[211]
ventricular muscle chicken 1997 Miller et al.[212]
ventricular muscle canine 1997 Hunter et al. [61]
ventricular myocytes rat 1998 Omens et al. [213]
ventricular muscle cat 1998 Zile et al. [214]
septal muscle rat 2000 Dokos et al. [215]
ventricular muscle canine 2000 Okamoto et al.[216]
ventricular muscle canine 2003 Dokos et al. [217]
The experimental studies showed that myocardial tissue is non-linear, anisotropic
and viscoelastic [206]. Furthermore, the change of volume of myocardial tissue
undergoing deformation is small enough to consider the myocardium nearly in-
compressible.
The studies showed that the myocardial tissue has mainly three axis of anisotropy
[61, 151]. The first along the fiber direction called the fiber-axis. The second or-
thogonal to the fiber-axis in the plane of the sheet, called the sheet-axis. And the
third normal to the sheet, the sheet-normal-axis, as shown in Figure 4.18.
These axes show different non-linear elastic responses, that can be associated to
the organization of cardiac connective tissue mentioned above [23]. Along the fiber
axis, the tissue is much stiffer in comparison with the sheet and sheet-normal di-
rections. The stiffness along the fiber can be affiliated to the endomysial collagen
surrounding the myocytes and the intracellular titin protein [218, 23]. The stiffness
of the sheet axis results from endomysial collagen which connects the fibers of a
sheet, while the weak connection of the sheets by perimysial collagen results in
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Fig. 4.18 Anisotropy axis, fiber sheet and sheet-normal (reproduced from [153]).
the elastic behavior along the sheet-normal axis [152, 23, 153, 219]. Figure 4.19
shows the stress-strain relation for strain along the three directions of anisotropy.
Fig. 4.19 Stress-strain relationship for strain along fiber, sheet and sheet-normal axis of myocardial tissue
(reproduced from [23]).
4.5.3 Residual Stress
Residual stress in an organ is the stress that remains when all external loads are
removed [220]. Omens et al. showed the presence of residual stress in the passive
intact heart by cutting an equatorial cross-sectiontional ring from an isolated heart
of a rat. As soon as the ring was cut it sprang open into an arc releaving the resid-
ual stress [220, 221]. Many other studies support these findings [222, 223, 224].
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To better understand the stress state of the myocardial tissue, Omens et al. mea-
sured the opening angles for 2− 3mm-thick equatorial slices of fresh potassium-
arrested rat ventricles [220] as demonstrated in Figure 4.20. The opening angles
mean was 45◦ ± 10◦(STD) indicating a significant amount of residual stress.
Fig. 4.20 Schematic representation of an equatorial slice from an unloaded left ventricle (a), radial cut of
the slice (b), the opening angle of the stress-free state (c) (reproduced from [153]).
By tracing the movement of markers placed on the slices surface, it was revealed
that the endocardial myocardium of the intact ventricle was under compression
stress, and that the epicardial myocardium was under a tensile stress.
Costa et al. measured the deformations of the left ventricular wall when stress was
relieved locally, and by doing that obtained a three-dimensional characterization
of the residual stress that revealed substantial three-dimensional stress components
not described previously in the one- or two-dimensional experiments [224].
The analysis showed also that the residual stress-bearing structures tend to align
with the local myocardial sheet orientation.
4.5.4 Viscous Damping
T.S. Harris et al. conducted experiments to evaluate viscous damping of myocar-
dial tissue [225]. Hereby a patch of canine myocardial tissue was stretched with
different velocities and the associated forces were recorded. An exponential func-
tion was fitted to the experimental data (see Fig 4.21).
Anisotropic damping properties and shear damping were not considered. There-
fore, the resulting function provided an incomplete description of damping in the
myocardial tissue. Further experimental data is needed for a better understanding
of myocardial damping behavior.
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Fig. 4.21 Damping behavior of canine myocardium (reproduced from [225]).
4.6 Cardiac Cycle
The main function of the heart is to pump blood throughout the body delivering nu-
trients including oxygen and removing wastes including carbon dioxide. To pump
blood, the heart beats in a rhythmic manner which is maintained by electrical sig-
nals generated within the heart itself.
The cardiac events that occur from the beginning of one heartbeat to the begin-
ning of the next are called the cardiac cycle [160]. Each normal cardiac cycle is
initiated by spontaneous generation of an action potential in the SN that propa-
gates throughout the heart as described in Section 4.4.4.
The cardiac cycle consists of two phases:
• Ventricular systole during which the ventricles contract and eject blood into the
pulmonary and the systemic circulatory system.
• Ventricular diastole during which the ventricles relax and fill with blood
During ventricular systole, large amounts of blood are pumped into the cirulatory
system while AV valves are closed. As soon as the ventricular systole is over and
ventricular pressures fall to their diastolic values, AV valves open and allow blood
to flowing to the ventricles, during atrial diastole. Then the atria contract (atrial
systole), pushing more blood to both ventricles.
After 0.1 − 0.2s the ventricular systole begins. Ventricles start contracting and
the ventricular pressures start rising. As soon as the ventricular pressures exceed
the atrial pressures, AV valves close preventing blood from flowing back to the
atria. During this period, pressures evolving in both ventricles are not high enough
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to open the aortic and pulmonary valves, and the contraction does not result in
ejecting blood. Therefore this period is called the period of isometric contrac-
tion. When ventricular pressures exceed certain thresholds, the aortic and the pul-
monary valves open and blood starts pouring out of the ventricles. This period is
called the period of ejection.
At the end of ventricular systole, ventricular relaxation begins, allowing intraven-
tricular pressures to fall rapidly. The elevated pressures in the distended large ar-
teries push blood back towards the ventricles, snapping the aortic and pulmonary
valves closed. The ventricular volume does not change during this period. For this
reason it is called the period of isometric relaxation, during which the intraventric-
ular pressures fall rapidly to the low diastolic levels. And at the end, the AV valves
open and a new cycle begins. Figure 4.22 shows the different phases of the cardiac
cycle and the key values and parameters of the cycle.
At the end of diastole, the volume of blood in the ventricles is called the end-
diastolic volume (EDV), the end diastolic volume of each ventricle reaches 110−
120ml. The volume of blood ejected by a ventricle during ventricular systole is
called stroke volume (SV) which is around 70− 75ml in healthy adults. The frac-
tion of the end-diastolic volume that is ejected during systole is called the ejection
fraction (EF). The maximum ejection fraction is usually around 63% [160, 143].






During the heart cycle the atrioventricular plane moves towards and away from
the apex, this movement is called the AV plane displacement (AVPD).
During ventricular systole and while atrioventricular valves are closed, ventricles
contact pulling the AV plane in the direction of the apex. This displacement results
in a pumping effect pushing blood to the arteries, at the same time it generates suc-
tion in atria pulling blood from the veins and filling the atria during that phase. As
soon as the ventricular diastole begins, the AV plane moves away from the apex
toward the base, forcing the blood in the atria to flow into the ventricles while the
AV valves are open. This mechanism ensure a fast filling of the ventricles [226].
The factors influencing AVPD are not well understood. It is suggested that AVPD
is caused by contraction of subendocardial longitudinal myocardial fibers [227].
Studies must be done to support this hypothesis. Nonetheless, Carlsson et al. [228]
concluded that the largest part of the stroke volume (SV) is generated at the base
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Fig. 4.22 The cardiac cycles and the related parameters (modified from [226]).
of the ventricles and that longitudinal AVPD is the primary contributor to left ven-
tricular pumping, accounting for around 60% of the left ventricle SV.
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4.7 Heart Modeling
In this section, methods used for modeling the heart anatomy, physiology and the
overall heart function are introduced. The implementation of the modified mass-
spring system and the methods used are presented.
4.7.1 Modeling Ventricular Anatomy
Looking back to the complex multi-scale anatomy of the heart, it becomes clear
that generating geometry models of the anatomy of heart is a very challenging
task. Additional challenges arise from the interest in generating personalized heart
models, where inter-individual variations comes into picture.
To tackle these complexities, a set of simplifications and approximations are usu-
ally made. In modeling the anatomy of the heart, features that have a relatively
high importance for the overall heart function are emphasized, while features of
less importance are simply neglected and not taken into account in the resulting
models.
Different methods for the modeling of cardiac anatomy have been developed and
implemented. Since the study was limited to modeling the deformation of both left
and right ventricles, methods for modeling the anatomy of atria were not investi-
gated. In the following, the most relevant methods to this work for modeling the
anatomy of ventricles are presented.
4.7.1.1 Analytical Models
To model the ventricles geometry, an analytical description of the left and the
right ventricles was developed by McCulloch et al. [229, 2]. The left ventricle
is described by the crop of two confocal truncated ellipsoids. The ellipsoid focus
length d is defined as d =
√
a2 − b2 where a is the major radius of the ellipsoid and
b the minor radius. A truncation factor fd = 0.5 is commonly chosen for the trun-
cation of the ellipsoid. fb is specified by fb = lbe/lea with lbe the distance from
the base plane to the equator plane, and lea the distance from the equator plane
to the apex. The right ventricle is defined by the crop of two confocal truncated
ellipsoids with different values for a, b and lea. Then the right ventricle model is
attached to the left ventricle model by cropping the first with the second.
By using the analytical model to generate a voxel dataset, additional information
about fiber orientation and lamination of myocytes can be added to the model as
described later in 4.7.1.3
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Fig. 4.23 Two truncated confocal ellipsoids representing ventricular geometry, showing, the left ventricle
major radius a, minor radius b, focal length d, and spherical coordinates (λ, µ, θ) (reproduced from [229]).
Obviously, this model represents a big simplification when compared to real
anatomy of the heart. However, this model proved to be a very helpful asset when
performing qualitative experiments.
4.7.1.2 Models Based on Medical Imaging and Image Processing Techniques
3D voxel datasets of the torso or the heart of an individual can be obtained using
medical imaging techniques like CT or MRI. These datasets are then segmented
and used to generate personalized heart models.
The anatomical models used in this work were derived from MR images of a 27-
years-old healthy individual. The images were acquired on a clinical 1.5T scanner
(Magnetom Avanto, Siemens Medical Systems, Erlangen, Germany).
The cardiac cavities were imaged in a diastolic state with a standard 3D ECG
and respiratory gated steady-state free-precession (SSFP, “whole heart approach”)
sequence with a spatial resolution of 1× 1× 1 mm3 [230]. A good differentiation
between the blood filled cardiac chambers and the myocardium could be obtained
due to the good T1/T2 contrast.
To capture the deformation of the heart an additional Cine dataset was acquired.
Hereby, the left and right ventricles were examined from base to apex in the short
axis view with a retrospective ECG gated 2D SSFP (trueFISP) Cine (TE/TR:
1.19/35.62ms, TR-real (echo-spacing): 2.7ms, : 80◦, slice thickness: 4mm, in-
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(a) (b)
Fig. 4.24 The segmented MRI dataset of left and right ventricles used for the simulations in this work, a
front view (a) and a cross section showing the ventricular cavities (b).
plane resolution: 1.9 × 1.9mm2). Using retrospective ECG gating the temporal
resolution was 21.6ms. With RR-Interval = 1060ms, 50 phases were generated.
Since we are interested in the mechanical deformation of the heart, the first 30
phases (up to 626ms after the R peak were segmented.
Fig. 4.25 Manually segmented left and right ventricles in diastolic (transparent) and systolic (red) phases
of a Cine heart dataset of a 27-years-old healthy individual. In total, 30 phases were segmented.
A segmented Fast Low Angle SHot (FLASH) 2D sequence with prospective ECG
gating was also applied. With this technique a 8mm grid was “tagged” onto the
myocardium (other sequence parameters were: TR/TE: 40.85/3.93ms; no iPAT,
flip angle 14◦, spatial resolution 1.3 × 1.3 × 6mm3). Overall 22 phases were ac-
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quired. These tagging datasets could be used for tracking the myocardial contrac-
tion, and are eventually used for the validation and evaluation of modeling meth-
ods (see Sections 5.4.1 and 5.4.2). For all these datasets, segmentation was done
manually.
4.7.1.3 Modeling Fiber, Sheet and Sheet-Normal Orientations
Available medical imaging techniques are still incapable of extracting the orienta-
tion of cardiac myocytes fibers of living individuals. Rule-based approaches based
on histological measurements, like the measurements of Streeter et al. [155], or
reconstruction of diffusion tensor MRI of ex-vivo data [157], can be used to as-
sign fiber orientation to any point of the ventricular myocardium.
In this work, a rule-based method presented by Seemann et al. [231] was used to
generate the fiber orientation at each point of the ventricular myocardium model.
The method was extended to generate the sheet and the sheet-normal orientations,
which are important for deformation modeling of the ventricles. The sheet orien-
tation in each point of the model, was set to the orientation of a normal vector on
the ventricles surfaces at that point. And the sheet-normal orientation in each point
of the model was simply set to the normal on the plane defined by the fiber and
sheet orientations.
Fig. 4.26 Fiber orientations assigned to the anatomical model of the ventricles using the method of See-
mann et al. [231]. The size of lines representing the fiber orientation was exaggerated in this visualization.
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Fig. 4.27 Sheet orientations assigned to the anatomical model of the ventricles. The size of lines represent-
ing the fiber orientation was exaggerated.
4.7.1.4 Modeling Anatomical Boundary Conditions
As mentioned in 4.2, the heart is enclosed by the pericardium, and connected to
the veins and arteries. These boundary conditions play a significant role in the de-
formation of the heart, as they constrain its movement.
At the apex, ventricles are strongly bound to the pericardium. This boundary con-
dition was modeled by surrounding the apex with a relatively stiff isotropic nearly-
incompressible Neo-Hookean material. This setup is shown in Figure 4.28(b).
Some particles of this material were tagged for fixation in all x−, y− and
z−directions. The ventricular walls slide smoothly inside the pericardium. Model-
ing this interaction is a very complicated task involving modeling the pericardium,
the sliding interfaces and the liquid between the interfaces which is beyond the
scope of this work. Therefore this interaction was not included in the simulations.
The cardiac skeleton which consist of dense tough elastic tissue was modeled by
setting a relatively stiff isotropic nearly-incompressible Neo-Hookean material at
the AV plane, as shown in Figure 4.28(c).
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Atria, veins and arteries which are in direct mechanical contact with the ventri-
cles, play an important role in the ventricular deformation. The passive elastic
properties of blood vessels and the contraction of atria must be taken into account
not only in complete heart models but also in biomechanical models of ventricles.
In this work atria and arteries were not segmented and not included in the models.
However, in an attempt to compensate their passive effect, two hollow spheri-
cal caps, of myocardial material, representing the passive atria were added to the
model. The tip of the caps were tagged for fixation in all x−, y− and z−directions.
Figure 4.28(d) shows the caps, the apex model and the cardiac skeletal model to-
gether.
For the simulations the models were scaled down to reduce computation time.
Each of the models contained 71124 tetrahedra only for left and right ventricles.
Additional tetrahedra were added to model apex fixation, the AVP, and atrial pas-
sive mechanical behaviour.
4.7.1.5 Modeling Conduction System
An accurate anatomical model of the excitation initiation and conduction system
is essential to produce a realistic model of the electrophysiology of the heart [232].
Various modeling approaches has been developed to generate a realistic conduc-
tion system [233, 234, 235, 236, 237, 238, 232] each varying in complexity and ac-
curacy. In this work a model of conduction system that includes a Purkinje network
was used to generate a realistic endocardial stimulation profile [238]. The parame-
ters of the model were iteratively modified to adapt a simulated ECG to a clinically
acquired ECG recording of the same healthy proband. Generated isochrone maps
have been compared to the work from Durrer et al. [239]. The resulting Purkinje
network is shown in Figure 4.29.
4.7.2 Modeling Cardiac Electrophysiology
Modeling cardiac electrophysiology is a vast research topic, comprising modeling
processes on the cellular lever, up to the organ level. Here we will briefly introduce
some topics of cardiac electrophysiology modeling relative to this work.
4.7.2.1 Modeling Cellular Electrophysiology
The computational reconstruction of cellular electrophysiology started with the
work of Hodgkin and Huxely [177] who created a model describing the dynamic
electrophysiology of a giant squid axon membrane based on measurements of the
active and passive electrical behavior. The model of Hodgkin and Huxley describes
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the membrane of the axon by an equivalent circuit with variable resistors, a capac-
itor and voltage sources.
This model allows the calculation of diffrent currents passing in and out of an
axon’s membrane and the transmembrane voltage Vm. The temporal derivative of
Vm is given with
(a) (b)
(c) (d)
Fig. 4.28 Models used in the simulations, no boundary conditions (a), apex as a sphere of stiff nearly in-
compressible Neo-Hookean material surrounding the apex and fixed to the frame (b), two cylindric shaped
layers of stiff material at the AVP to model the heart skeleton (c), two hollow spheres of isotropic myocar-
dial material fixed at their top to the frame and attached to the AVP added to simulate passive properties of
atria (d).
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Fig. 4.29 The Purkinje network model generated using the method presented in [238], the method was
used to generate a realistic endocardial stimulation profile






(Im + Is) (4.7)
where Cm is called the membrane capacity, Is is the stimulus current and Im is the
transmembrane current that can be given by summing the sodium current INa, the
potassium current IK and the leakage current Il:
Im = INa + IK + Il (4.8)
These currents are given by
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INa =gNa(Vm − ENa) (4.9)
IK =gK(Vm − EK) (4.10)
Il =gl(Vm − El) (4.11)
where gNa, gK and gl are the sodium, potassium and leakage conductances respec-
tively, and ENa, EK and El are the corresponding equilibrium voltages.
In this model, the ionic concentrations are considered invariant, resulting in a
non-varying equilibrium voltages. The leakage current Il summerizes different
less dominant ion currents. Here, gl is considered to be constant with the value
gL = 0.3 mS/cm
2. The remaining conductances are voltage dependent and vary
with time. Hodgkin and Huxley used a probabilistic approach to describe these
conductances, by introducing gating variables that correspond to states of ion





where ǧNa = 120 mS/cm2 is the maximum sodium conductance and ǧK =
36 mS/cm2 is the maximum potassium conductance. m and n are called acti-
vation gating variables and h the inactivation gating variable. They are time de-
pendent and they describe the state of the corresponding ion channel.
In this model, ion channels can be in an open, closed or inactive state. The transi-
tion between two states is described by the forward rate α and the backward rate
β that express the transition probabilities between these states. These rates are in
turn functions of the transmembrane voltage Vm. The dynamics of gating variables
can be described by the following differential equations [184]:
dm
dt
= αm(1−m)− βmm (4.14)
dh
dt
= αh(1− h)− βhh (4.15)
dn
dt
= αn(1− n)− βnn (4.16)
The model of Hodgkin and Huxeley presents the base for many mathematical mod-
els of membrane electrophysiology dynamics of different cell types. These models
extend and adapt the original Hodgkin and Huxeley model to fit the different elec-
trophysiological properties of cell types in question.
Models of cardiac electrophysiology are no exception. Nobel was the first to create
a model of Purkinje fibers consisting of four ion channels [240]. With the advances
in measurement techniques, cardiac electrophysiology models are constantly en-
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(a) (b)
Fig. 4.31 Schematic description of the model of ten-Tusscher II (a) and the ion currents (b). (reproduced
from [184]).
hanced and adapted to fit new findings. These models include more ion channels
and hence more gating variables related to these ion channels. In this work the
model of ten-Tusscher et al. was used [241].
The model of ten-Tusscher et al. includes a detailed description of human ventricu-
lar electrophysiology adapted to experimental data of the major ion currents in hu-
man ventricular myocytes. Furthermore it includes an extensive description of the
intracellular calcium handling. A subsarcolemmal space, describing the calcium-
induced calcium release with a Markov chain for the ryanodine receptor, and the
fast and slow voltage inactivation for the L-type calcium current, was also included
in the model.
The ten-Tusscher model can reproduce the human subepicardial, subendocardial
and M cell membrane currents. Additionally it provides a simplified description of
the calcium dynamics [184]. The ten-Tusscher II model provides a more advanced
description of the calcium dynamics (see Fig. 4.31(a)) [242]. The total transmem-
brane current Im can be given as a sum of all ionic current:
Im =INa + IK1 + Ito + IKr + IKs + ICa,L + INaCa
+ INaK + Ip,Ca + Ip,K + Ib,Ca + Ib,Na (4.17)
where INa is the fast sodium current, ICa,L is L-type calcium current, Ito is called
the transient outward current, IKr and IKs are the rapid and slow delayed recti-
fier currents, respectively. IK1 is the inward rectifier current, INaCa is the sodium
calcium exchanger current, INaK is the sodium potassium pump current, Ip,Ca and
Ip,K are the plateau calcium and the potassium currents and Ib,Ca and Ib,K, the
background calcium and potassium currents. All these currents are in turn de-
scribed with functions adapted to experimental data [241].
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The calcium dynamics model contains a description of intracellular calcium in-
jected through L-type channels and ryanodine receptors. A ryanodine receptor is
described by a four state Markov chain, the open state (O), the resting closed state
(R), the inactivated closed state (I) and the resting inactivated closed state (RI).
4.7.3 Modeling Excitation Propagation
Several approaches have been developed for modeling the excitation propagation
in the myocardium. These approaches differ according to the approximations made
in the underlying cellular electrophysiology models, and on the representation of
cardiac anatomy. Three main approaches for modeling macroscopic excitation
propagation exist: cellular automata [243, 234, 244], reaction diffusion systems
[245, 246, 247, 248] and models where electrical currents in the intra- and extra-
cellular spaces as well as the gap junctions are modeled.
In this work, all models of electrical current were used.
Gap junctions can be approximated by a resistor network or modeled by using
an intracellular conductivity tensor in a Poisson’s equation approach. The conduc-
tivity tensor has an advantage because of its ablity to reproduce anisotropic con-
ductivities of heart tissue. The resulting elliptic partial differential equation can be
solved by using the finite differences or finite elements method.
Here, a distinction is made between bidomain models and monodomain models.
4.7.3.1 Bidomain Model
The bidomain model consists of two domains representing intra- and extracellular
spaces separated by cell membranes. The domains are coupled by the transmem-
brane voltage Vm. The distribution and density of gap junctions and the conduction
properties of the extracellular space are represented in anisotropic conductivity
tensors σe and σi. For each domain, Poisson’s equation is defined:
∇ · (σi∇φi) = βIm − Isi (4.18)
∇ · (σe∇φe) = −βIm − Ise (4.19)
where indices i, e stand for the intra- and extracellular spaces respectively, Im is
the transmembrane current density, β the surface to volume ratio of a cell, Ise and
Isi are the externally applied current sources. The transmembrane voltage Vm is
given by
Vm = φi − φe (4.20)
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and for all areas not containing external or internal stimulus currents, the following
equations can be derived:
∇ · (σi∇φi) = −∇ · (σe∇φe) (4.21)
∇ · (σi∇(Vm + φe)) = −∇ · (σe∇φe) (4.22)
and the first part of the bidomain model is then given with
∇ · ((σi + σe)∇φe) = −∇ · (σi∇Vm) (4.23)
where Vm is the transmemrane potential resulting from the cellular electrophysio-
logical model. From Eqs. (4.18 and 4.19) we can write:





Vm + Imem) (4.25)
results from the electrophysiological models. Finally the second part of the bido-
main equations is given by
∇ · (σi∇Vm) +∇ · (σi∇φe) = β(Cm
d
dt
Vm + Imem)− Isi (4.26)
Fig. 4.32 Separated intracellular and extracellular regions (left). Continuous intracellular and extracellular
regions (right). (reproduced from [184]).
4.7.3.2 Monodomain Model
By assuming that the conductivity tensors of intra- and extracellular spaces dif-
fer only by a scalar coefficient κ, the bidomain model can be transformed into a
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monodomain model. Hereby, the bidomain Eq. (4.26) can be simplified to [184]:
∇ · (σi∇Vm) = (κ+ 1)β(Cm
d
dt
Vm + Imem)− Isi (4.27)
In this case, just one differential equation has to be solved for Vm. This simplifica-
tion reduces computational costs.
4.7.4 Modeling Cardiac Tension Development
Mathematical modeling of tension development in muscles dates back to 1938
when Hill et al. [249] examined the relationship between heat production and the
contraction speed of a frog’s skeletal muscle for different loads [184]. In his work,
Hill considered only macroscopic information and neglected biophysiological as-
pects [250]. A.F Huxley, N. Niedergerke, H.E. Huxley and J. Janson developed
the sliding filament theory in 1953 [184]. A.F. Huxley presented then a model of
the skeletal muscle based on this theory [251]. Since then, many different models
that consider or emphasize a variety of physiological aspects have been presented.
Many models based on new finding in cellular biology and other related fields of
research, have been presented. Table 4.2 lists a number of publications concerning
modeling tension development.
Table 4.2 Mathematical models of tension development
Tissue Species Date Publisher
Skeletal muscle Frog 1938 Hill [249]
Skeletal muscle - 1957 Huxley [251]
Papillary muscle mammalian 1980 Panerai [252]
Papillary muscle rabbit 1991 Peterson, Hunter, Berman [253]
Skinned cardiac myocyte - 1994 Landesberg, Siedman [254]
Cardiac muscle - 1994 Landesberg, Siedman [255]
Cardiac muscle mammalian 1997 Hunter, Nash, Sands [61]
Cardiac myocyte - 1998 Hunter, McCulloch, ter Keurs [256]
Cardiac myocyte - 1998 Guccione, Motabarzadeh, Zahalak [257]
Papillary muscle rabbit 1999 Rice, Winslow, Hunter [258]
Cardiac myocyte ferret 2000 Rice, Jafri, Winslow [259]
Cardiac myocyte - 2001 Mlcek, Neumann, Kittnar, Novak[260]
Cardiac myocyte - 2001 Nickerson, Smith, Hunter [261]
Cardiac myocyte - 2002 Glänzel, Sachse, Seemann [262, 263]
The hybrid model of Glänzel, Sachse and Seemann [262, 263] was used in this
work to model tension development. This model consists of three Markov chains
and 14 state variables illustrated in Figure 4.33.
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The first Markov chain describes the binding of calcium to troponin with two state
variables, the fraction of troponin with no bound calcium (T) and the fraction of
troponin with bound calcium (TCa). The time evolution of the binding process can
















where kon and koff are the transition probabilities. kon depends on intracellular
calcium concentration, the number of cross-bridges (XB) and the stretch of the
sarcomere (λ).
The second Markov chain for the tropomyosin configuration is also a two states
chain, the fraction of tropomyosin which inhibits the binding of myosin and actin
(TMoff) and the fraction of tropomyosin that is shifted while the binding site is

















where transition coefficients tmon and tmoff depend on TCa and λ. The coeffi-
cients of the first two Markov chains incorporate the cooperative mechanism in-
troduced in 4.5.1.3 [184].
The third Markov chain describes the cross-bridge cycle using ten states that con-
sider all possible binding states of myosin, actin, ATP, ADP and phosphate and
the different states of the ATP hydrolysis process [184]. The interaction of state















where TXB1 to TXB10 represent the different state variables of the cross-bridge
cycle and M is a 10× 10 matrix that consists of the transition coefficients. These
coefficients depend on the stretch and stretch velocity of the sarcomere, and on
the amount of ATP, the number of cross-bridges and on the state variable TMon
[184, 262].
This model delivers a normalized time evolution of tension T . The normalized
tension is scaled with a factor α depending on species and the type of myocardial
tissue simulated:
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Fig. 4.33 Three Markov chains of the hybrid model. The first describes the binding of calcium to troponin
(left), the second describes the configuration of tropomyosin (middle), and the third describes the cross-
bridge cycle (right). In the third Markov chain A represents actin, M represents Myosin and Pi represents
phosphate with the symbols • for strong and ∼ for weak binding. The transition A •M∗ • ADP to A •
M •ADP represents the stretch dependent irreversible isomerization. The transitionA•M toM represent
the break of actin and myosin, which is unlikely to occur under physiological conditions (reproduced from
[184]).
Tα = αT (4.31)
In this work, α = 29.7KPa was used to scale the normalized tension of myocar-
dial tissue [264].
4.7.5 Modeling Elastomechanics of the Ventricles
Modeling cardiac elastomechanics gained a lot of interest in the last two decades
driven by advances in physics, biology and the exponential increase of computa-
tional power. Around the world, research groups presented different methods to
model the deformation of cardiac tissue. Most of these methods use the finite el-
ement method (FEM) to solve the partial differential equations (PDEs) provided
by continuum mechanics and the theory of elasticity [265, 266, 267, 268, 61, 269,
270, 140, 271, 24]. Hereby, higher order elements [266, 267, 268, 24] or tetra-
hedral elements [269, 271] were used. For time integration, Euler’s methods, the
Newmark-Beta method and the Houbolt semi-implicit scheme are often used.
Mohr et al. used a mass-spring system in combination with the FEM for mod-
eling the elastomechanics of the heart [272, 273].
In this work, the modified mass-spring system (Adamss) presented in Chapter 2
was used to simulate the passive and active elastomechanics of the ventricular my-
ocardium.
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Two different constitutive laws that describe the passive mechanical properties
of myocardial tissue were implemented and used. The first is the constitutive law
proposed by Guccione et al. [274]:






















and the second, presented by Hunter et al. [61], was given in Eq. (2.153) and is



















Eij are the elements of the Green strain tensor E and the functions parameters C,
bi, kij and bij are obtained by fitting the modeled stress-strain curves to experimen-
tal data.
It is clear from Eq. (4.32) that Guccione et al. did not make the distinction be-
tween the sheet and the sheet-normal anisotropy axes, but rather combined their
effect, while the function of Hunter et al. reflects the anisotropies along fiber, sheet
and sheet-normal axes.
Both functions are just defined for positive values of principle strain. Therefore
terms containing negative strains are set to zero [61].
The energy density function of Hunter (Eq. 2.153) is expressed by a rational func-
tion with poles aij. The existence of poles in this function can lead to numerical
problems. For instance if the strain Eij became equal to the value of the corre-
sponding pole aij the function ceases to be defined. If Eij > aij the resulting stress
will have no physiological meaning.





are defined for the condition Eij < aij − ε for a small ε. If the condition is not
satisfied i.e. Eij ≥ aij − ε, the contribution of Eij to the energy density function
W is described by a linear extrapolation of the corresponding term.
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Although both methods were implemented, the constitutive law of Guccione (Eq.
4.32) was used in the simulations with parameters adapted to canine myocardial
tissue. The parameters are shown in Table 4.3. Parameters for the constitutive law
of Hunter et al. adapted to canine are given in Table 2.1. Guccione’s constitutive
Table 4.3 Parameters for the constitutive law of Guccione et al. adapted to canine myocardial tissue [208].
b1 b2 b3 C
15.38 2.0 23.85 1.2
law was also used for the material compensating the passive effect of atria and ar-
teries (see Figures 4.28). Hereby, the parameters b1, b2 and b3 were set to the same
value. The values were varied in the various simulations presented in 4.8 to obtain
the best AVP mechanism.
The method of virtual hexahedron was used (see Sec. 2.4.2.2) to calculate the
active and passive forces in all volume elements of the model.
The scaled tension Tα generated by the tension development model presented
in Section 4.7.4 was used to calculate the active forces in the volume elements.
The myocardial tension development is a process that generates forces because
the count of myofibrils is independent of the deformation. Therefore Eqs. (2.115)
must be rewritten after substituting At with A0 as mentioned in Section 2.4.3 to

















where A02l and A
0
2l+1 are the surfaces of the virtual hexahedron faces containing
intersection points p2l and p2l+1 respectively, that axis ζl defines computed at time
t = 0. Since contraction forces act along the fibers in myocardial tissue, ζtl in this
case represents the axis in the fiber direction.
Since these constitutive laws do not include volume preservation terms, an ex-
tra energy density volume preservation term was added using the method detailed
in Section 2.4.2.3. Eqs (2.82) and (2.86) describe the overall energy density func-
tion, and the volume preservation term. The parameter p was chosen high enough
so that the change of volume of the modeled tissue does not exceed 1%, at the
same time, small enough to avoid tetrahedra-locking. A sensitivity analysis was
conducted to obtain a suitable value for p. At the end of the analysis the value
p = 5 × 102kPa was chosen and used for all simulations. The Neo-Hookean
constitutive law for nearly incompressible material given in Eq. (3.4) was used to
model the stiff material surrounding the apex and forming the heart skeleton at the
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atrioventriclular plane (see Figures 4.28). In the mentioned equation c2 was set to
zero and β = 2c1× 105 was chosen for all simulations to ensure a relatively small
change of the volume but not big enough to cause tetrahedra-locking.
Since the electrophysiolgy model and the related tension development model use
a regular mesh topology, the resulting tensions are also arranged on a regular grid.
To avoid the difficulties of interpolation on unstructured grids, a tetrahedral mesh
topology based on a regular grid with six tetrahedra per hexahedron was used for
the structure initialization of Adamss (see Section 2.3.1.3). The fact that the seg-
mented dataset used in this work is a voxel dataset is an additional reason in favor
of using this topology.
The backward Euler method with adaptive time stepping was used for time in-
tegration for all simulations (see Section 2.5.5).
As mentioned in Section 4.5.4, damping in myocardial tissue is not completely
understood. Further experimental data that take into account anisotropic damping
and shear damping are needed for a better description of damping in myocardial
tissue. For this reason the function provided by T.S. Harris et al. [225] was not
used for modeling damping. Instead linear friction of 2× 104N/ms1 affecting all
particles of the model according to Eq. (2.118) was used in the simulations.
4.7.6 Residual Stress, Resting Stress and the Stress-Free State
In general, constitutive laws consider zero stress at zero strain. As mentioned
in Section 4.5.3, Omens et al. showed the presence of residual stress in the un-
loaded myocardial tissue [220], in addition to the resting stress of myocytes
at resting length caused by cross-bridges formation [184]. To accurately model
the myocardial tissue the stress-free state must be used as the reference state
[220, 222, 224, 153].
There is no direct method to measure the residual stress. On the contrary, the strain
when a body is deformed from the stress-free state to the no-load state can be quan-
tified. This strain is called the residual strain [220]. Residual strain measurements
can be used to calculate residual stress as demonstrated by several research groups
[220, 222, 224].
Nash et al. approximated the residual strains in his model [23] by introducing
the concept of growth tensor presented by Rodriguez et al. [222]. The growth ten-
sor, denoted here with Fg, is used to modify the deformation tensor F to reflect
the differences between the no-load state, and the stress-free state of the modeled
object [153]. Starting from Eq. (1.3), the modified deformation tensor F̃ is given
with





The elements of the growth tensor Fg,kj express the deformation gradients, relating
the unloaded and stress-free states, with respect to the local material coordinates.
By writing the growth tensor as the product of strain and shear strain as in Eq.
(2.59), the diagonal elements Fg,ii represent the initial extension ratios λ0i due to










where γ0ij is the initial shear strain between axes ζi and ζj.
Measurements of Omens et al. [220] and Rodriguez et al. [222] provided values for
the initial fibre extension ratio (λ01), whereas neither values for the initial sheet and
sheet-normal extension ratios nor for shear deformation gradients were provided.
Costa et al. [224] quantified distributions of three-dimensional residual strain in
the canine mid-anterior left ventricular free wall. This study provided values for
the initial fibre extension ratio in consistence with the previously mentioned stud-
ies. It provided also values for the initial sheet and sheet-normal extension ratios.
Shear components of residual fibre strain were found to be small.
In this work the values of Costa et al. were used for the initial extension ratios
for fiber, sheet and sheet-normal. While shear components were set to zero. A lin-
ear gradient is defined between the endo- and the epimyocardium. Measurements
values are set at the endo- and the epimyocardium. A lookup table based on the
measurements is used to set values at the midmyocardium. Figure 4.34 shows the
lookup table used for setting the residual strain values in the anatomical models.
By applying the growth tensor in the unloaded state arises. This stress was used as
an approximation for the residual stress needed for the simulations.
To initialize the system with this residual stress, the stress-free configuration must
be obtained. An analytical method, presented here, was developed to obtain the
stress-free configuration.
The deformation of the model can be described at any moment using the trajec-
tories of all system’s particles u, defined in Eq. (2.120), and the initial particle’s
coordinates vector uinit. In the no-load configuration state, at t = 0, the trajectories
vector will be denoted u0. And for the stress-free state the trajectories vector will
be denoted uref . The forces vector F(u,uinit, ddtu, t) defined in Eq. (2.122) can be
given at t = 0 by
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Fig. 4.34 A lookup table for the relation of residual normal strain to the relative wall depth from epicardium
(0%) to endocardium (100%) based on the measurements of Costa et al. [224] for normal strains in fiber











where Fµ is the friction force due to initial velocities v0 = ddtu
0. In the case
v0 = 0 this term is eliminated. Fd is the vector of passive forces resulting from
the deformation of the body. These forces depend on u and uinit. F0a is the initial
active forces vector including forces resulting from residual stress.
If residual stress was the only source of active forces, we can write F0a = Fr where
Fr is the residual forces vector resulting from the residual stress. By replacing it
in Eq. (4.40) we obtain
F(u0,uinit) |(t=0)= Fd(u0,uinit) + Fr (4.41)
uinit can be written using the no-load state as
uinit = u
0 +∆u (4.42)
where ∆u is the displacement from the no-load state. By substituting Eq. (4.42)
in Eq. (4.43) we get
F(u0,u0 +∆u) |(t=0)= Fd(u0,u0 +∆u) + Fr (4.43)
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Finding the reference stress-free state uref is finding the displacement ∆u0 such
that the no-load state is at equilibrium.
F(u0,u0 +∆u0) |(t=0)= Fd(u0,u0 +∆u0) + Fr = 0 (4.44)
Eq. 4.44 states that forces at the no-load state, resulting from the deformation from
the reference stress-free state, balance those resulting from residual stress.




An implementation of the Newton method (SNES) from the PETSc package [275]
was used to solve the non-linear system in Eq. (4.44).
4.7.7 Validation
To evaluate the outcome of simulations, and to compare the different modeling
methods and sets of parameters used for modeling, two different validation meth-
ods have been employed in this work.
4.7.7.1 Validation with Normalized Volume of Ventricular Cavities
The first method is based on comparing the evolution of the normalized volume
V% of one or both ventricular cavities with measured data, or with values present
in the literature [226, 149, 160, 276, 161]. Using VL(t), VR(t) or shortly V(t) values




× 100% = 100%− EF(t) (4.46)
To calculate the volume of cavities defined in the model (see 2.3) undergoing de-
formations, two approaches were implemented.
The first is suitable for mesh topologies based on regular grids. Hereby, volumes
of cavity voxels are calculated after deformation by splitting each hexahedron to
five tetrahedra, then calculate the volume of these tetrahedra and at the end sum-
ming over tetrahedra and eventually hexahedra.
The second approach, is more suitable for mesh topologies based on unstructured
grids. In this approach a tetrahedral mesh of the cavity is generated using the nodes
or particles that define the surface of that cavity. Hereby the meshing algorithm
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does not add additional nodes. During deformation, the volume of the cavity can
be obtained by summing the volumes of the cavity mesh tetrahedra.
Figure 4.35 shows curves for the normalized volume of the left, the right and both
ventricular cavities in one of the modeling simulations. For the volume calcula-
tions the first approach was used.
Fig. 4.35 Curves of calculated volume of the left (red), right (green) and both ventricular cavities (blue)
each normalized against its respective EDV.
The anatomical model used in this work was derived from MR images as detailed
in Section 4.7.1. The additional segmented Cine dataset were used to obtain the
normalized volume of the left ventricular cavity V% shown in Figure 4.36. Hereby,
the volume of the left and right ventricles, VL(i) and VR(i) respectively, were calcu-
lated using the voxel datasets for each phase i of the 30 segmented phases. Since
the segmented images are voxel datasets, calculating the volume of a cavity can be
easily done by counting the cavity voxels then multiplying by the mesh resolution.
Using VL(i), VR(i) or shortly V(i) values the normalized volume V(i)% was calcu-




× 100% = 100%− EF(i) (4.47)
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where the EDV was set to the V(i=1).
V%(t, tref) curves resulting from the simulations were validated against the mea-
sured curve extracted from the Cine sequence as described above and shown in
Figure 4.36.
Fig. 4.36 The normalized left ventricular cavity volume V% extracted from a segmented Cine dataset, the
same dataset used throughout the heart deformation simulations conducted in this work.
4.7.7.2 Validation Using Elastic 3D Image Registration
Although the V% curves give a good idea about the overall deformation of the
models, they cannot be used as a reliable validation measure, because it ignores so
many other aspects of the deformation, such as the apex rotation, the atrioventricu-
lar plane mechanism and the thickening of ventricular walls. Because validation is
very important in the development of any new method, a better validation method
that accounts for the mentioned aspects, must be used.
A validation method able to calculate the distance between the nodes of the model
and their counterpart in the original data for each timestep of the simulation, is the
best case scenario. There are many difficulties and limitations towards this goal.
In a medical images dataset, the number of images is always limited, and usually
it is small. Therefore validating each timestep of the simulation is not possible.
Another major problem is that each image acquisition produces geometries with
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different number of nodes. Nodes of the model associated with nodes in the orig-
inal dataset cannot maintain this association in the next timesteps. That means, a
direct method to calculate the distances between nodes of the model and the orig-
inal dataset for different images does not exist.
In many similar applications, markers are used to track the deformation of the
studied object. Another method is tracking anatomical features. In both cases, not
every point of the model and the original datasets can be compared.
Mapping the nodes of the model onto the nodes of another model, in this case
the original medical images dataset, are called image registration.
In this work an elastic 3D image registration method was developed for the valida-
tion of heart modeling simulations, and was also used for other applications. This
method is detailed in Chapter 5.
4.8 Simulations
For the conducted simulations, the simulation scheme depicted in Figure 4.37 was
used. The flow chart shows the overall heart modeling simulation scenario, from
the deformation modeling point of view.
Fig. 4.37 Flowchart showing the simulation scheme of the ventricular deformation with Adamss.
Data about tension development in each volume element of the model is needed for
each timestep of the ventricles deformation modeling. Since mechanical-electrical
coupling was not considered in this work, the data tension development could
be generated separately prior to the deformation modeling using the methods de-
scribed earlier in this chapter.
To model ventricular deformation, the Adamss system is initialized with the ge-
ometry data, boundary conditions and the set of parameters specific for the simula-
tion. Then the system enters the deformation calculation loop where deformation
forces are first calculated. At this stage, tension development data is introduced to
the system. Time integration is then used to update the nodes coordinates which
is, in fact, the actual deformation of the model. The system iterates this loop until
a predefined simulation duration is over. For all the simulations, the tetrahedral
mesh topology with 6 hexahedra in a hexahedron was used for structure initializa-
tion, and the method of virtual hexahedron was used to calculate the forces acting
on the system’s particles. The implicit time integration with adaptive time stepping
with a maximal timestep of 10−4s was used.
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In this set of simulations, the effect of boundary conditions on the ejection frac-
tion, the apex rotation and the AVP mechanism during a full heart cycle was inves-
tigated. The effect of blood pressure, valves dynamics, residual and resting stress
were not taken into account in this set of simulations.
The investigated boundary conditions included the fixation of the apex, the heart
skeleton and the effects of passive elastic properties of atria and arteries repre-
sented by the ventricular caps (see Fig. 4.28(d)).
First, the model shown in Figure 4.28(a) was used with no boundary conditions
in two full heart cycles simulation. Then, the configuration which includes stiff
material surrounding the apex, shown in Figure 4.28(b) was used to investigate
the effect a fixed the apex. That was followed by adding the heart skeleton model
shown in Figure 4.28(c). After that, several simulations of the model shown in Fig-
ure 4.28(d) were conducted to evaluate the effect of the passive elastic properties
of atria and arteries on the deformation.
Table 4.4 lists the conducted simulations, the used configurations along with key
parameter values.
Figure 4.38 shows the calculated normalized volume of the left ventricular cav-
ity VL% of simulations ID: 1, 2, 3 and 4-a plotted with the measured curve. Figure
4.39 shows the calculated VL% of simulations ID: 4-a, 4-b, 4-c and 4-d also plot-
ted with the measured curve. And finally Figure 4.40 shows the calculated VL%
of simulations ID: 1 and 4-d plotted for the full duration of the simulation with the
measured curve.
At a first glance, the simulated curves followed the general trend of the measured
curve.
However, a large deviation from the measured curve can be seen at the begin-
ning of the heart cycle, where each of the simulated curves are bent in the first
t = 0.1s. Another large deviation in the VL(t, tref = 0s)% curves was also present
after the systole at t = 0.26s and towards the end of the cycle, where the calculated
VL(t, tref = 0s)% values increase slower than the corresponding measured values
to reach local maxima at t = 1s smaller than the measured value of 100%.
These local maxima are almost at the same level of bents in curvatures at the
beginning of the cycle and have the same cause: It is the fact that resting stress at
the beginning of these simulations was not taken into account.
Without considering the stress present at t = 0s, resulting from the tension de-
velopment model, the models are not in equilibrium at t = 0s. Therefore, a sharp
decline in VL% can be seen at the beginning of these simulations representing
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Table 4.4 Conducted simulations and the corresponding boundary conditions and constitutive laws param-
eters
Simulation ID Boundary condition Constitutive law Constitutive law’s parameters
1 - - -
2 Apex fixation Neo-Hookean c1 = 7.5× 10
2kPa
β = 106kPa
3 Apex fixation Neo-Hookean c1 = 7.5× 10
2kPa
Heart skeleton β = 106kPa
4-a
Apex fixation Neo-Hookean c1 = 7.5× 10
2kPa
Heart skeleton β = 106kPa
Ventricules caps Guccione
C = 1.2
b1 = b2 = b3 = 15.3kPa
p = 5× 102kPa
4-b
Apex fixation Neo-Hookean c1 = 7.5× 10
2kPa
Heart skeleton β = 106kPa
Ventricules caps Guccione
C = 1.2× 102
b1 = b2 = b3 = 15.3kPa
p = 5× 102kPa
4-c
Apex fixation Neo-Hookean c1 = 7.5× 10
2kPa
Heart skeleton β = 106kPa
Ventricules caps Guccione
C = 1.2× 10−1
b1 = b2 = b3 = 15.3kPa
p = 50kPa
4-d
Apex fixation Neo-Hookean c1 = 7.5× 10
2kPa
Heart skeleton β = 106kPa
Ventricules caps Guccione
C = 1.2× 10−2
b1 = b2 = b3 = 2.0kPa
p = 50kPa
a strong contraction, until the system finds a transient equilibrium state (around
t = 0.080s) where the curves bent. Towards the end of the simulation with de-
creasing but not vanishing tensions, each model relaxes to its equilibrium state
which differs from the state at t = 0s.
In Figures 4.38(a,b) the different boundary condition models are compared where
the calculated VL% of simulations: 1 (green) , 2 (blue), 3 (cyan) and 4-a (magenta)
are plotted with the measured curve (red). The VL% curve of the model with no
boundary conditions (green) showed the largest ejection fraction (EF) among the
conducted simulations. The model showed rotation around the apex-base axis due
to fiber orientations. However, because the model was free to move in space and
because of loss of energy due to friction, the model relaxed to a configuration
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that deviated largely from the original configuration. By adding the apex fixation
(blue), a better relaxation was observed. Nonetheless this configuration resulted in
a smaller EF. By further constraining the model using a stiff material for the AVP
(cyan), a large EF as well as a good model relaxation could be achieved. The EF
was almost identical to the EF in the case of no boundary conditions, while the
relaxation of the model was much better than in both previous cases. However, the
AVP movement was not similar to the physical case. The simulation 4-a (magenta)
that included, in addition to the apex fixation and the stiff AVP, the passive elastic
properties of atria and the fixation of atria, showed a very good relaxation behav-
ior, a better AVP movement but a lower EF.
In Figure 4.39(a,b) different atrial passive elastic parameters are compared, where
the calculated VL% of simulations: 4-a (green), 4-b (blue), 4-c (cyan) and 4-d
(magenta) are plotted with the measured curve (red). Starting with the parameters
of the simulation ID: 4-a (green), the resulting deformation showed a good AVP
movement and good relaxation behavior. In simulation ID: 4-b (blue), the stiff-
ness of atria was increased, as a result the EF increased, but the AVP movement
worsen. In simulation ID: 4-c (cyan), the stiffness of atria was decreased in com-
parison with values used for simulation ID: 4-a. The EF decreased but the AVP
movement improved. A further reduction of the stiffness of atria, in simulation
ID: 4-d (magenta), resulted in a better EF in comparison with simulation ID: 4-c
and yet a good AVP movement.
Figures 4.40(a,b) show the calculated VL% of simulations ID: 1 (green) and 4-
d (blue) plotted with the measured curve (red) for two heart cycles.
Figures 4.41(a,b) show snapshots of the model used for simulation ID: 4-d taken
from the front and from the back. The white wireframe represents the model in
diastolic state while the model in systolic state (260ms of the diastole state) is
visualized in solid colors. The snapshots shows the thickening of the ventricular
walls, specially the septum and the ventricular wall of the left ventricle. The move-
ment of the AVP towards the apex can also be seen. The rotation of the ventricles
can be easily seen specially in Figure 4.41(b) where the difference between the
systolic configuration and the diastolic configuration is clear to see.
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(a)
(b)
Fig. 4.38 The calculated normalized volume of the left ventricular cavity VL% of Simulations ID:
1 (green), 2 (blue), 3 (cyan) and 4-a (magenta) and the measured curve (red). VL% calculated with




Fig. 4.39 The calculated normalized volume of the left ventricular cavity VL% of simulations ID: 4-a
(green), 4-b (blue), 4-c (cyan) and 4-d (magenta) and the measured curve (red).
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(a)
(b)
Fig. 4.40 The calculated normalized volume of the left ventricular cavity VL% of simulations ID: 1





Fig. 4.41 Snapshots of the ventricles and boundary conditions model used for simulation ID: 4-d, the
white wireframe in both snapshots represents the diastolic configuration while the solid colors represents
the deformed model at the systolic state after 260ms of the beginning of the simulation.
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4.9 Discussion
In this chapter a method for personalized modeling of the passive and active me-
chanics of the right and left ventricles was presented and described in details in
Section 4.7.
Methods used in this work for the generation of personalized anatomical mod-
els including a rule-based method to approximate the sheet and sheet-normal ori-
entations were presented in Section 4.7.1. Methods to model apex fixation, the
heart skeleton, and the binding to blood vessels were introduced and investigated
in Section 4.7.1.4. To obtain the force developed in each volume element of the
model, available personalized models of electrophysiology and force development
were used in this work. These models were briefly introduced in Section 4.7.2.
A detailed implementation of Adamss for the elastomechanical modeling of the
ventricles was introduced in Section 4.7.5 including the parameters and settings
recommended for simulating the passive and active elastomechanics of ventricles
in human. A method for determining the residual stress in the ventricles, and a
method for calculating the stress-free state of the model were presented in Sec-
tion 4.7.6. Finally a set of simulations were conducted and validated with the real
imaging datasets in Section 4.8.
The tetrahedral mesh topology was used to initialize the modeling framework of
Adamss (see Section 2.3.1.2). As already mentioned, tetrahedral volume elements
suffer from tetrahedral locking. Although the effect of locking was mitigated using
a nearly incompressible material law with a suitable parameter p (see Eq. 2.86),
the effect was not completely eliminated because p could not be chosen too small
to keep the maximum volume change of myocardial tissue under 1%.
Generally, higher order volume elements are used to completely avoid this phe-
nomenon [23, 266, 142]. Although no higher order mesh topologies were imple-
mented in this work, the modular design of framework enables the integration of
such implementations with ease.
Concerning fiber, sheet and sheet-normal orientations, it should be taken into ac-
count that a small number of volume elements across the ventricular walls will
result in a bad orientation distribution. The number of volume elements across
the ventricular wall must be large enough to reflect a gradual change in, sheet
and sheet-normal orientations. Otherwise, the orientations between neighboring
volume elements will vary considerably. As a thumb-rule, five volume elements
across the left ventricular wall should set the lower limit on spatial resolution.
Papillary muscles and trabecula were neglected in the modeling of ventricles. Be-
cause of the shape of these trabecula, during deformation they tend to push against
each other. Modeling these muscles requires the implementation of collision detec-
4.9. DISCUSSION 165
tion and collision reaction models. This could adds a heavy costs to the modeling
computational needs. According to literature, the volume of these muscles makes
less than 1% of the volume of the ventricular cavities [276]. This was verified in
the MRI dataset segmented for this work where their volume made 0.718% of the
volume of the ventricular cavities. The effect of these muscles on the pumping
function of the ventricles is assumed to be very small and negligible. However, a
validation of this assumption must be made.
Two different constitutive laws for modeling myocardial tissue were implemented
(see Section 4.7.5). Namely the laws of Guccione et al. [274] and of Hunter et al.
[61] (Eq. 4.32 and 2.153). Although the constitutive law of Guccione et al. did not
make the distinction between the sheet and the sheet-normal anisotropy axes, it
was prefered over the constitutive law of Hunter et al. because the latter has poles
that make the system prone to numerical instability when the strain in each volume
element is around poles regions.
The passive mechanical behavior of myocardial tissue was considerably refined in
the work of H. Schmid [277]. H. Schmid compared the phenomenological laws of
hyperelastic materials based on different strain energy density functions and con-
cluded that the available models have theoretical deficiencies and partially could
not fit some deformation modes. Schmid refined the model of Costa et al. [268],
and evaluated it using a finite element mesh undergoing several non-homogeneous
deformation modes. This and other models can be quickly implemented in the
Adamss framework. However personalizing these models remains to be a difficult
task due to lack of in-vivo techniques to measure or quantify these parameters.
Since damping in myocardial tissue is not completely understood, linear friction
of 2 × 104N/ms−1 was used. The ventricles rotate around the apex during con-
traction due to fiber orientation. During relaxation, the ventricles rotates back and
swing due to inertia. The value of friction must be chosen to allow for this effect of
inertia. This could be done by monitoring the system’s total kinetic energy curves
where this swing effect can be detected and choosing the friction accordingly.
In this chapter methods to model only the left and right ventricles were presented.
However both ventricles are bound to the upper chambers, and they are in direct
physical contact with the pericardium, arteries, and of course blood. In order to
obtain a more accurate ventricular deformation these important factors should be
taken into account.
Modeling atrial elastomechanics can be done using methods very similar to those
presented here for the ventricles. The geometry model of atria will differ signifi-
cantly in that fibers, sheet and sheet-normal orientations follow a completely dif-
ferent distribution in atria than in ventricles [159]. As in modeling ventricles, for
better simulation results, the bond with ventricles, and the contact with the peri-
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cardium, arteries and blood must also be included in the model when simulating
atria.
The pericardium plays a very important role in constraining the deformation of
the heart. The chamber walls slide smoothly inside the pericardium that encloses
the heart and protects it from over-streching. To reproduce the deformation of the
heart accurately, modeling of the pericardium, the sliding interfaces and the lu-
bricant between the interfaces has to be included. In this work, no methods for
modeling the mechanics of sliding interfaces were implemented.
Modeling the sliding interfaces involves defining particles belonging to a specific
surface, and the implementation of methods for particles surfaces collision detec-
tion and reaction. Accurate methods for collision detection and reaction increase
the computational complexity of heart modeling and are therefore unsuitable for
efficient modeling of the heart.
It is possible to consider the interface between the ventricles and the pericardium
to be similar to a very weak elastic bond. This can be done easily with Adamss by
surrounding the ventricle by an Neo-Hookean material with small shear and bulk
moduli. However the validity of this very simplified model of the pericardium
must be verified. The analysis of interaction between the heart muscle and blood
in the cavities of the heart, called coupled analysis, is a very important aspect of
heart modeling that was not investigated in this work. Coupled analysis includes
modeling blood flow in the heart, and the flow in the circulatory system. It also
includes modeling blood pressure and modeling the valves of the heart.
The calculation of flow-structure interaction was introduced by Peskin and Mc-
Queen [278, 279] where the coupling takes place by describing the fibers of
myocardium and valves as discrete elastic fiber filaments embedded in the flow.
Vierendeels et. al [280] used other flow-structure coupling methods where the cou-
pling takes place via blood pressure. Krittian [281] presented a time-dependent
geometrical model of the ventricle and atrium for the calculation of blood flow
during a complete cardiac cycle.
Figure 4.22 shows the blood pressure curves in the left ventricle, atria, the
aorta and the central vein over a heart cycle. During the ventricular contrac-
tion in a normal heart cycle the ventricles pass through four phases: the isovo-
lumic/isovolumetric contraction during which the left ventricle contracts pushing
the incompressible blood while the aortic valve is closed. Blood pressure rises
while the volume of the cavities remain unchanged until the pressure reaches the
aortal diastolic pressure and the aortic valve opens. Due to the isotonic contraction
of the left ventricle blood is ejected into the arteries. In this phase blood pressure
rises to reach a peak before it starts falling again. When the pressure is low enough
the aortic valve closes and the isometric relaxation phase begins where the ven-
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tricle relax and intraventricular pressure drops gradually. When the atrial pressure
becomes higher than the ventricular pressure the mitral valve opens and the iso-
tonic relaxation phase begins [226].
Modeling blood pressure involves modeling each of the phases and the valves
dynamics. This can be done by using a state machine to describe the valves dy-
namic and making ventricular pressure depend also on the state in which the heart
is and on models specific for the blood dynamics of each phase.
Modeling blood pressure in the isovolumic contraction phase can be simply done
by imposing a constant volume constraint on the ventricular cavities during defor-
mation. When the pressure reaches the aortal diastolic pressure, the valves state
machine switches to the state where the aortic valve is open, and a mathemati-
cal model can be used to compute the pressure by coupling the ventricular cavity
to a model of the circulatory system. A lumped parameter model based on the
so-called Windkessel concept with given boundary conditions can be used. This
model adjusts pressure according to the ventricular volume modifications due to
mechanical deformations.
This method can be well combined with the coupled analysis model of blood flow
of Krittian [281]. During the relaxation phase another model for blood pressure
can be used as in the model of Verdonch et al. [282] and Weiss et al. [283].
In heart modeling, several models describing different phenomena related to the
heart must be coupled together. This kind of modeling is called multi-physics mod-
eling where different models are coupled together through defined interfaces. Also,
these models could be describing phenomena on the micro scale up to the macro
scale in what is called multi-scale modeling.
When designing a computational model, the designer should keep in mind that
it could be used in a multi-physics modeling task, and therefore should anticipate
the need for providing one or several interfaces for the model.
The different nature, scale and time resolution of used models put various chal-
lenges on the design and implementation of the interfaces.
For example, the force development model couples the electrophysiological model
of the heart with the model of hearts elastomechanics by passing forces generated
due to excitation to the model of elasticity. In the ventricles deformation simula-
tions conducted in this work, the anatomical model used in the electrophysiology
simulations had 0.4mm resolution whereas the mesh used for modeling elastome-
chanics had 2mm resolution. In this case averaging was used to rescale the reso-
lution of the first model to suite the second. Another issue concerning coupling of
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these two models is temporal resolution. In each timestep in the elastomechanical
model, forces generated using the force development model should be available.
Both models must be “synchronized”.
However, if the electrophysiology model does not depend on the state and config-
uration of the model of elastomechanics, the electrophysiology simulations could
be conducted first, followed by simulating deformation using the precalculated
force development values for every time step of the elastomechanics simulation.
Although it is known that deformation affects electrophysiology, the latter was
assumed to be independent in this work, and therefore the force development cal-
culations could be conducted separately prior to the deformation simulation.
Since the elastomechanical model uses adaptive time stepping with a minimum
limit on reducing the size of the time step. Therefore to provide all possible force
development values means to conduct the electrophysiology modeling simulations
with this minimum timestep and save the values for each timestep, which is a very
time consuming and computationally expensive task. Therefore force development
values were calculated with time resolution of 1ms. Values needed for modeling
elastomechanics that were not directly available were linearly interpolated using
the nearest upper and lower ms. The temporal and spatial resolution problem oc-
curs frequently when dealing with physical models interfaces.
A method to calculate the reference state of a model at equilibrium under stress
was presented. The method was implemented to obtain the reference state of the
ventricles under residual and resting stress. This method involves solving a non-
linear system (Eq. 4.44). An implementation of the Newton method (SNES) from
the PETSc package [275] was used for that purpose. However, the solver did
not converge on a solution despite intensive experimentation with the long list
of solver parameters.
By trying to solve the system in Eq. (4.44) in an iterative loop where the stress
grows over a finite number of steps from zero-stress to the value of residual and
resting stress, solutions for 24% of residual and resting stress could be obtained.
That is the reference state of the ventricles if the resting and residual stress were
24% of their typical values which is far below the hopes and expectations.
More investigation in the cause of this problem followed by suitable experimen-
tation using numerical methods and techniques should be conducted to solve the
non-linear system. This method does not only help in ventricles deformation mod-
eling but also to find the reference state in breast modeling for example.
When calculating residual stress, the sheer strain was not taken into account. A
more complete implementation would have to calculate the residual stress for the
3D distributions of residual strain and not only the residual strain in the fiber di-
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rections. Costa et al. quantified the 3D distributions of residual strain [224] and
the results can be used for this task using the same method described in Section
4.7.6.
*****
So many questions surrounding the heart remain unanswered. It is said that “the
heart has its reasons", but will it be long before it decides to reveal its mysteries?
The keys to the heart lay in the hands of science. But it is still going to take some
effort to unlock all its secrets.

Chapter 5
Image Registration with Morphi
5.1 Motivation
In the course of developing the methods used for the mechanical modeling of the
heart, the need for a method to validate and compare the resulting deformations
arose.
The use of physiological values like the ejection fraction of the ventricles, the
maximum angle of apex rotation, the displacement of the atrioventricular plane
proved to be helpful to assess the overall deformation, but fails to account for the
details of the deformation progress.
In the search for a reliable validation method that addresses these shortcomings,
elastic image registration came into the picture.
In this work an elastic 3D image registration method that uses the modified mass-
spring system as one of its components, was developed for the validation of heart
modeling simulations. The method was also used to track the contraction of the
ventricles in a cinematographic and tagged MRI data, and for creating individual
human torso models for virtual radiation protection scenarios.
In the following sections, the image registration problem is explained and a math-
ematical formulation of the problem is laid out. Differences among image registra-
tion methods are then discussed, and a classification of these methods based on the
work of J. Modersitzki [12], is presented. After that, the focus is set on the Iterative
Closest Point algorithm as well as on elastic registration, due to their relevance to
this work. Section 5.3 details methods developed and used in this work. Image
registration simulation results obtained in this work are presented in Section 5.4
and the methods and the simulation results are discussed at the end of Section 5.5.
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5.2 Introduction
In image processing, it is of great interest, not only to analyze single image infor-
mation, but also information of different images, in order to compare or combine
them, or to perform other analyzing tasks using the information. Transforming
several image data to the same coordinates system is one of these tasks.
*****
For example, the museum d’Orsay in Paris holds a very valuable collection of art
artifacts including paintings, sculptures, furniture, and photography, and an exten-
sive collection of impressionist and post-impressionist masterpieces by painters
such as Monet, Manet, and Van Gogh. To assess the deterioration of the paint-
ings, high resolution photos are taken of each of the painting periodically. For this
task the best available photography equipments are used. Year after year tech-
nological advancement makes it possible to obtain photos with higher resolution,
better contrast, and less spatial distortion. For each of the paintings, images taken
at different times with different equipment must be aligned properly to allow for
comparing the images and thus to assess the effect of time.
In another application, also related to art, sculptures are scanned using 3D scan-
ning systems, and then digitized, in order to make them available for art students
and art fans around the world, mainly by making the 3D digital version of these
sculptures available online to download. Small sculptures can be placed on a ro-
tating table and scanned directly by a fixed 3D laser scanner. Alternatively the
laser scanner can rotate around the sculpture. This method is useful for heav-
ier sculpture. However, the mentioned systems are not suitable for scanning large
sculpture like David of Michelangelo at the Galleria dell’Accademia in Florence
(Fig. 5.1(a)), or the Great Buddha of Kamakura in Japan (Fig. 5.1(b)), because
these systems cannot cover the entire object in one scanning sweep. One solution
is to make several range images for the sculpture, after that, these range images
are aligned to produce the complete 3D digital version of the sculpture [284, 285].
*****
Also in medicine, this task plays a very important role. For example, in assessing
the efficiency of a therapy for a lung cancer patient, by comparing imagine data
of his lungs before and after treatment. Or in treatment planning where the loca-
tion of the cancer has to be accurately determined which is often done by aligning
a PET image that shows the location of cancerous cells to a high resolution CT
dataset of the patient.




Fig. 5.1 3D image registration of sculptures is a difficult image registration task. David of Michelangelo
was scanned and registered along with other sculptures as part of the Michelangelo project (modified from
[284] (a). The great Buddha of Kamakura proved to be even more challenging due to it’s immense scale
(modified from [285]) (b).
Definition 5.1. Image Registration is a fundamental tasks within image processing
that involves the use of information or data extracted from different images to find
an optimal geometric transformation between corresponding image data [12].
It is clear from the examples that the need for image registration recurs in fields
ranging from astrophysics, geophysics, computer vision to genetics and biology.
Image registration finds also many applications in medicine. For example, in the
analysis of temporal evolution, image registration is used to help physicians per-
form a diagnosis based on the evolution of tumors, lesions, or anatomical struc-
ture through time. therefore aligning medical images taken at different periods is
needed [286, 287, 288, 289].
Multimodal images fusion, also called matching or multimodal registration, is
another widely spread application of image registration, where the template and
reference images are generated using different imaging techniques (like CT, PET,
MRI, etc.) to provide physicians with more information about the imaged objects
[290, 291, 292, 293, 294, 295, 296].
Registration is also used in inter-patients comparison [297, 298] where the anatomy
of function of an organ for example is compared among healthy and un-healthy
subjects to gain knowledge about the causes and effects of a specific pathology.
174 CHAPTER 5. IMAGE REGISTRATION WITH MORPHI
Another medical application where image registration is used, is the construction
of 3D volumes. Using a series of continuous 2D slices for example [299, 296].
Sometimes, the acquired images are not complete, in those cases, image registra-
tion is used to reconstruct the 3D volumes using the partial data in addition to
apriori knowledge [300].
In general, new image registration techniques find their way to medical applica-
tions rather slowly, because medical applications demand high accuracy, robust-
ness and reproducibility. Other factors like computational costs and image regis-
tration time play a very important role in applications where short registration time
is crucial for example in intra-surgical registration.
5.2.1 Mathematical Formulation
Let’s start with two images of the same object, in which the imaged object was
moved, between acquisitions, relatively to the imaging device. The object in the
resulting images will be not aligned spatially, or not registered. This is a typical
image registration problem that can also occur if the imagine device was moving
between acquisitions, or if the imaged object changed its form between acquisi-
tions, or if different imaging devices were used for the task. Obviously, combina-
tions of these incidents as well as other incidents will also result in a registration
problem.
Using definition 1.1, and by chosing one of the images to be the reference R, and
the other image to be the deformable template T , one can write that image regis-
tration is finding a transformation ϕ : Rd → Rd, such that the reference image R
and the deformed template image Tϕ are similar:
Tϕ(x) := T ◦ ϕ(x) = T (ϕ(x)). (5.1)
Eq. (5.1) illustrates the case whereR and T are images of the same object. In many
applications, the reference and template images show different but similar objects.
For example, the reference R can be the X-Ray image of the right hand of an adult
male subject, while the deformable template T is the hand of another subject.
In this case a measure for images similarity must be defined to solve the image
registration problem. For example, a distance measure D which is a function of
image intensities could be chosen as a similarity measure. The image registration
problem can then be formulated as follows:
Definition 5.2. Given a distance measure D : Images(d)2 → R and two images
R, T ∈ Images(d), image registration is finding a mapping ϕ : R → R that
minimizes D(R, T ◦ ϕ) [12].
Nevertheless, there might be no correspondence between intensities R(x) and
Tϕ(x) for an optimal ϕ. That can be the case if R and T were taken using dif-
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ferent imagine devices for example. A mapping g : R→ R can be used on Tϕ(x)
allowing the comparison of R and g ◦ Tϕ(x). Furthermore, distance measures not
related to intensities but rather to mutual information of images can also be con-
sidered.
With that in mind, the general registration problem can be re-defined as:
Definition 5.3. Given a distance measure D : Images(d)2 → R and two images
R, T ∈ Images(d), image registration is finding a mapping ϕ : R → R, and a
mapping g : R→ R that minimizes D(R, g ◦ T ◦ ϕ) = D(R, g(Tϕ(x))) [12].
Although the problem of image registration is easy to state, it is hard to solve.
Mathematically speaking, the problem is ill-posed. Therefore, a direct solution
approach is impossible.
A general approach to image registration is based on a similarity measure assess-
ment, and regularization. The similarity measure can be seen as the force driving
the registration process whereas the regularization as the counter-force that con-
trols and guides the transformation[12].
Since image registration is an ill-posed problem, regularization is essential and
inevitable. The regularizer is used to pick the most likely registration. It can also
be used to supply additional knowledge in order to guide the registration process.
5.2.2 Image Registration Methods
Unfortunately, no unified treatment or general theory for image registration has
been established yet. Different methods and techniques for image registration,
each focusing on certain aspects of the application area where the method is being
used has been developed separately. These aspects can differ dramatically.
For example, in real time applications used in industrial tracking or inspection,
computation time is of great consideration. In applications where high resolution
3D images processing is needed the method must focus on the memory available
for the computation. In medical application like medical treatment planning accu-
racy is a extremely crucial element of the image registration method [301].
The various kinds of information, features and data patterns in images, originating
from the different fields where image registration is used, are additional sources of
registration methods variations.
Despite all the variability of the image registration methods, the definition of image
registration (Def. 5.1) remains valid for all these methods. The kind of transfor-
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mation as well as the notions of optimal and corresponding differ depending on
the application.
As mentioned above, image registration can be spilt in two parts, a similarity mea-
sure and a regularizer. Using this general approach, it is possible to classify the
different registration methods in two main categories: parametric image registra-
tion and non-parametric image registration [12, 301].
5.2.2.1 Parametric Image Registration
In all methods falling into this category, regularization is achieved by restricting
the transformation ϕ (see Def. 5.3) to a parametrizable set of basis functions φj
with (j = 1 . . . n). While the similarity measures are represented by different dis-
tance measures, the transformation parameters αj are obtained by minimizing a
distance measure in the space spanned by the basis functions φj using algebraic
equations or appropriate optimization techniques. Minimizing a distance measure
over a parameterized spline space is one of if not the most commonly used regis-
tration technique.
Landmark-based, principal axes-based and optimal linear registration methods be-
long to this category.
In landmark-based registration methods, a number of points i.e. landmarks in the
reference image and their corresponding points in the template image are defined.
The transformation is obtained by minimizing a distance measure, like the Eu-
clidean distance, between landmarks in the reference and deformed template im-
age. These landmarks could be anatomical landmarks, fiducial markers, or any
other features the image contains. Regardless of what these landmarks signify, the
computed transformation relates these features. The registration is solely based on
these features, thus no further knowledge is taken into account.
The Iterative Closest Point (ICP) method introduced by [302, 303] can be affil-
iated to this group. The ICP algorithm and the various aspect of this method will
be detailed in 5.2.3.
Principal axes-based methods are similar to landmark-based methods, they differ
in that geometrical features, like the center of gravity, the standard deviations, and
the principal axes of the image objects represented for example in density classes,
are used for the registration instead of landmarks. These features can be deduced
automatically and thus no user interaction is needed. That provides a main advan-
tage over landmark-based methods. Nevertheless it is not suitable for multimodal
densities or multimodal images.
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In optimal linear registration methods, distance measures based directly on im-
age intensities are used. Distance measures like the sum of squared differences,
correlation-based distance measures, and mutual information make part of this
sub-category of parametric registration methods.
B. Zitova et al. presented a literature survey of image registration methods [304],
most of which belong to the parametric registration methods category. The survey
is comprehensive and provides a tremendous starting point for further readings.
5.2.2.2 Non-Parametric Image Registration
As mentioned above, to solve the ill-posed registration problem, regularization is
needed. In methods belonging to this category, registration is no longer restricted
to a parametrizable set of basis functions. Instead, a regularization term or a regu-
larizer S is used to circumvent the ill-posedness and pick the transformation which
is most likely.
Regularizers can also be used to supply additional information or knowledge be-
side the image information, to further control the transformation in order to obtain
a better registration.
All methods belonging to this category can be explained based on the regular-
ized minimization of a particular distance measure. And they are all distinguished
by the regularizers they use.
Methods like the elastic registration, fluid registration, diffusion registration and
the curvature registration methods make parts of this category.
In elastic registration, images are interpreted as elastic objects. The distance mea-
sure provides the force that drives the deformation, while a regularizer S, based
on a model of elasticity, restricts the transformation. S is a function of the elastic
objects’ points coordinates, as well as the distance measure D. The deformation
is obtained by minimization of a cost function E which is a sum of a distance
measure term ED and a regularization term ES for the coordinates of the elastic
objects. This method will be detailed in 5.2.4.
The mathematical setting of fluid registration methods is similar to that of elas-
tic registration methods. The difference is that a model of fluid mechanics is used
instead of a model of elasticity and the regularizer S is a function of the objects
coordinates velocities. Using this method, it is possible to deform any template
image to any reference image. Although this feature is helpful for some applica-
tions, it is not for others, like when applying fluid registration on an elastic object.
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A mathematical formulation and general solution schemes for all mentioned reg-
istration methods can be found in [12].
5.2.3 The Iterative Closest Point (ICP) algorithm
The Iterative Closest Point (ICP) algorithm is an iterative process, where in each
iteration k two main tasks are performed: The first, is the definition of landmarks
in a template T and a reference R image. The second is the registration of the
images T and R using the landmarks defined in that iteration k.
5.2.3.1 The Original ICP
The ICP algorithm was first introduced by Chen and Medioni [302] and Besl and
McKay [303] to estimate the rigid transformation of roughly aligned 3D data sets.
This algorithm is called the original ICP to distinguish it from all the ICP variants
that were developed later.
In the original ICP, starting with two 3D point clouds, a template cloud Tc and
a reference cloud Rc, landmarks are set in each iteration k by defining correspon-
dence pairs between points of Tc and Rc.
Each correspondence pair consists of a point xi,k (i = 1, . . . ,m) from Tc and a
point yj,k (j = 1, . . . , n) from Rc that satisfies the correspondence metric mini-
mal, which is the Euclidean distance di,k in the original ICP case:
di,k = min
j∈{1,...,n}
‖yj,k − xi,k‖ (5.2)
After the definition of correspondence pairs, the algorithm searches for the rigid







‖pi,k − (Rkxi,k + tk)‖2 (5.3)
Where pi,k is the point yj,k from Rc corresponding to the point xi,k from Tc, and
where Rk and tk are the rotation and the translation parts of ϕk and are given by
Rk =
r11 r12 r13r21 r22 r23
r31 r32 r33





To minimize ek and thus determine ϕk, Besl and MacKay used the quaternions so-
lution method [305]. Other solution methods like the orthogonal matrices method
[306] or the singular value decomposition method [307] could also be used. Using
the resulting transformation ϕk, the coordinates of the points xi,k are updated and
prepared for the next iteration k + 1 according to
xi,k+1 = Rk · xi,k + tk (5.5)
The algorithm iterates until the mean square error ek falls under a predefined
threshold ζ or a maximum number of iterations kmax is reached.
5.2.3.2 ICP Algorithm Variants
Many variants of the ICP algorithm that tackle all aspects of the algorithm have
been proposed. Based on a literature survey [308], the different variants of the ICP
algorithm can be classified according to six different criterions:
1. Selection of points in template or reference points cloud, or in both clouds for
correspondence definition
2. Matching or finding correspondence pairs
3. Weighting the correspondence pairs appropriately
4. Rejecting certain pairs
5. Choosing a distance measure based on the correspondence pairs
6. Minimizing the distance measure
Selection of Points
In the original ICP, all available images points were used for the correspondence
pairs definition [303]. A Uniform subsampling of the available images points was
used in [309], while random sampling with a different sample of points at each
iteration was used in [310]. In variants that use per-sample color or intensity to aid
the registration, the selection of points with high intensity gradient was introduced
in [311].
Motivated by the observation that small features in the reference are vital for a cor-
rect alignment, Rusinkiewicz et al. proposed a sampling strategy called Normal-
Space sampling that choses points such that the distribution of normals among se-
lected points is as large as possible [308]. Normal-space sampling selects a large
number of samples in the area of these features in comparison with uniform and
random subsampling, that leads to a better alignment specially in the presence of
noise and distortion in the template cloud.
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Finding Correspondence Pairs
To define correspondence pairs, the minimal Euclidean distance was used in [303]
as a correspondence metric (Eq. 5.2). D. Simon used the same correspondence
metric along with a k-d tree to speed up the search process [312]. In the work of
Chen and Medioni, the minimal Euclidean distance between the template point
and the intersection of the ray originating at the template point in the direction of
the template point’s normal with the reference surface was used [302]. Projecting
the source points on the destination mesh from the point of view of the destina-
tion mesh’s range camera was used in [313, 314]. Another method is to project
the source point onto the destination mesh, then to perform a search in the desti-
nation range image like in [311, 315]. It is also possible to restrict the search for
correspondence pairs only to points from the reference cloud compatible with the
temaplate points, the compatibility could be based on color as in [316], or angel
between normals as presented in [317].
Weighting of Correspondence Pairs
By looking back to Eq. (5.3), the equation can be updated to incorporate weights






wi,k · ‖pi,k − (Rkxi,k + tk)‖2 (5.6)
By comparing both Eqs. (5.3) and (5.6) we can say that the original ICP uses
constant weights wi,k = 1. Weights based on the compatibility of normal vectors
(the inner product the normals), or on the compatibility of colors [316] have been
used. Assigning lower weights to pairs with greater point to point distances has
been introduced in [316].
Rejecting Certain Correspondence Pairs
Variants of ICP apply the rejection of correspondence pairs to eliminate outliers.
Different strategies were proposed like rejecting pairs with a distance larger than a
given threshold or larger than a multiple of the standard deviation of distances, or
rejecting a percentage of pairs based on a specific metric. Also pairs that are not
consistent with neighboring pairs [318] can be rejected. Turk et al. proposed the
rejection of pairs that contain mesh boundaries [309].
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Chosing Distance Measures
In the original ICP the minimization of the squared Euclidean distance between
corresponding points is used as a distance measure (Eq. 5.3). Other distance mea-
sures use the sum of squared distances from each source point to the plane con-
taining the destination point and oriented perpendicular to the destination normal
[302]. In the trimmed ICP variant [319] squared Euclidean distances are sorted
and distances bigger than a certain value are not included.
Minimizing the Distance Measure
Solution methods for minimization of the squared Euclidean distances like the sin-
gular value decomposition [307], quanternions[305], orthonormal matrices [306],
and dual quaternions [320] have been used. An attempt to solve the problem using
the Levenberg-Marquardt algorithm was presented in [321]. In the trimmed ICP
variant, the minimization of a sum of the sorted squared Euclidean distances that
are smaller than a specific value was compared with minimizing the median of the
sorted squared Euclidean distances method [322].
5.2.3.3 ICP Computational Performance
For the original ICP, the complexity of a single iteration is O(m · log(n)) with m
the number points of the template cloud Tc and n the number points of the refer-
ence cloud Rc. Because the ICP algorithm finds the minimum distance between
the two points clouds iteratively, the overall complexity is O(k ·m · log(n)), where
k is the iterations count [303]. Therefore the registration of high-resolution images
of both template and reference images with the original ICP algorithm is a heavy
computational task.
There are two main approaches to speed up the ICP algorithm:
1. Reducing iterations count
2. Reducing correspondence pairs definition time
The first approach is reducing the number of iterations needed for the algorithm to
reach a final state. Besl and McKay introduced a method to reduce the number of
iterations by updating the motion parameters using linear or parabolic extrapola-
tion [303]. A. Almhdie et al. proposed a new implementation of the ICP algorithm
by using a complete distance matrix during the process of definition of correspon-
dence pairs [323]. In his work Almhdie states that his implementation provides a
faster convergence, in terms of iterations count, a more precise estimation of pair
of points correspondence, and a better resilience to additive Gaussian noise and
outliers.
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The second approach is to reduce the search time for finding the correspondence
pairs, a problem known as the nearest neighbor problem. Finding correspondence
pairs is the most time consuming step of the ICP algorithm. Therefore, improving
the computation time of finding the nearest neighbor was the focus of many works.
The nearest neighbor problem is a classical problem that occurs in many appli-
cations. This problem has general solutions, like the k-d tree data structure [324],
“Elias” [325], as well as other methods [326, 327, 328]. One of these solutions is
usually implemented with ICP, however, the k-d tree data structure suggested by
[303] is the most widely used [312, 317].
Algorithms, specially developped to be used with ICP implementations, like the
Spherical Triangle Constraint Nearest Neighbor (STCNN) [329], and the Hier-
archical Model Point Selection/Logarithmic Data Point Search (HMPS/LDPS)
[330], and methods that use application-specific image properties [331], were also
suggested.
5.2.3.4 Nonrigid ICP
The ICP algorithm is widely used to perform rigid image registration, due to its
simplicity and robustness. For the same reasons, and the big interest in nonrigid
image registration, attempts has been made to extend the ICP algorithm to support
nonrigid registration.
In the early days of ICP, Feldmar and Ayache developped a method for nonrigid
surface registration but introducing various extensions to the original ICP algo-
rithm [332]. In their work, the nonrigid registration was conducted in stages, first
a rigid displacement is calculated, then the best affine transformation is obtained,
at the end the surface is deformed by transforming each point of the surface with
a local affine transformation which is varying smoothly along the surface. Obvi-
ously, the last stage is the stage responsible for the nonrigid part of the registration.
As mentioned above, an affine transformation must be calculated for each point.
Therefore, for each source point a spherical search region is defined, the closest
target point is associated with the current investigated source point, and the trans-
formation is the one that minimizes the square distance between the point pairs.
after all transformations are calculated, the rigid displacement of each point is
smoothed using weighted displacements of other points in the spherical search re-
gions of that point. The weights decrease linearly with the distance from the sphere
center.
Since then, several other methods have been developped [333, 334, 335]. Amberg
et al. [335] showed how to extend the ICP algorithm to nonrigid registration of 3D
surfaces while retaining the convergence properties of the original algorithm. Reg-
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ularization based on minimizing the difference between transformations acting on
neighboring mesh vertices was used in that work. This regulization is very similar
to the regularization used in elastic registration. Indeed, the term stiffness was fre-
quently used in [335], making this algorithm a non-parametric registration method.
As in all ICP algorithms, the registration is made by calculating successive trans-
formations. Each transformation was calculated by minimizing a cost function E
that is the sum of several terms:
E(Xk, k) = Ed(Xk) + Eλ(Xk) + αk · Es(Xk) (5.7)
where k is the current iteration, Xk is the template points coordinates in iteration
k and αk is a stiffness weight that decreases with increasing k (αk > αk+1). Ed is





where dk,i can be calculated using Eq. (5.2). Similarly, the landmarks cost function





where l is the number of the landmarks, dk,j = ‖pj−xk,j‖, pj is the landmark j in
the reference image, and xk,j is the corresponding landmark in the template image
in iteration k. Finally, Es is a stiffness term that regularizes the deformation by
penalizing the weighted difference of the transformations of neighboring vertices.
The algorithm iterates over k and thus over a set of decreasing stiffness weights,
and incrementally deforms the template towards the reference, recovering the
whole range of global and local deformations.
5.2.4 Elastic Image Registration
Elastic image registration makes part of the non-parameteric registration category
(see Section 5.2.2.2), where objects displayed in images are interpreted as elastic
objects. The differences between objects in the template and corresponding ob-
jects in the reference drive the registration while a model of elasticity, like lineary
elastisity, regularizes the deformation. For a good mathematical formulation of
regularization in elastic image registration, the reader is directed to the work of
Modersitzki [12].
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Elastic registration is suitable for registration tasks where the elastic properties
of the objects depicted in the images should be taken into account.
Elastic image registration has already been used for a wide range of applications.
Allen et al. [336] used elastic image registration to fit high-resolution template
meshes to detailed human body range scans with sparse 3D markers. The Nonrigid
ICP algorithm presented by Amberg et al. [335] (see Section 5.2.3.4) uses the same
cost function used in [336] and thus it is also an elastic registration method. N.
Hasler et al. [337] presented a unified model that describes human pose and body
shape using an elastic image registration method very similar to that in [336, 335]
with some differences in the distance measure definition.
The Finite Difference Method (FDM) and the Finite Elements Method (FEM)
are widely used to solve the equations arising from the mathematical models of
elasticity [338, 12, 339, 301, 340].
5.3 Elastic Image Registration with Morphi
Similar to the nonrigid ICP algorithm of Amberg et al. [335] described in Section
5.2.3.4, an elastic image registration method, that uses the modified mass-spring
system (Adamss) (see Chapter 2) to model elasticity, was developed in this work.
The framework, comprising the implementation of this method, was named Mor-
phi.
Unlike other elastic registration methods, where models of isotropic linear elastic-
ity are employed, the elasticity model used in this work (Adamss) is able to simu-
late non-linear, anisotropic behavior. Furthermore, it allows for volume preserva-
tion or volume control during the image registration process. By remembering that
the model of elasticity serves as a regularizer in the registration process, one can
see that these features increase the control over the registration process and thus
improve its quality.
Since Morphi is based on the ICP algorithm, it is an iterative process, where in
each iteration k correspondence pairs are defined from the template image T and
reference image R, then a mapping ϕk between template and the reference images
is calculated. And this procedure iterates until a stop criterion is reached.
As mentioned in Section 5.2.3.2, ICP algorithms differ in several aspects.
In this work, points from the template T and the reference R were selected prior
to the registration process, to form the template and the reference points clouds,
Tc and Rc respectively. This is needed for the definition of correspondence pairs.
In the general case, Tc and Rc have different number of points.
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Tc is divided to a number of subsets of points. Accordingly, Rc is divided to sub-
sets that correspond to the template cloud subsets. By assigning features in T and
R, important for the registration, to different subsets of Tc and Rc, the quality of
the registration can be improved by allowing correspondence pairs to be built only
between points belonging to the same subsets in Tc and Rc.
To define the correspondence pairs between a subset of Tc and a subset of Rc
the minimal Euclidean distance, given in Eq. (5.2), was used as a correspondence
metric.
Different weights ws were associated with each subset s of the points clouds, and
as a distance measure the weighted sums of squared Euclidean distances between
corresponding points was used as given in Eq. (5.11).
Corresponding landmarks could also be make part of Tc and Rc.
To calculate the mapping ϕk, a cost function E(Xk, k) simular to that of Allen
et al. [336] and Amberg et al. [335] must be minimized in each iteration k. The
cost function used in this work is given by
E(Xk, k) = Eε(Xk) + Eicp(Xk, k) + Eλ(Xk, k) (5.10)
where Xk are the vertices coordinates of the template at iteration k. Eε(Xk) is re-
lated to the model of elasticity (Adamss) and can be interpreted as the set of strain
energy density functions of the model governing the different passive elastic prop-
erties of the model, that is in turn reflected in the model’s stiffness. Eicp(Xk, k) is
the ICP algorithm distance measure and is given by






where m is the count of the source points, ws,i is the weight specific for the subset
to which xi belongs; dk,i is the distance between the corresponding pair (xi, xj) as
given in Eq. (5.2).
Similary, the landmarks term Eλ(Xk, k) is given by






where L is the count of the landmarks, wl is a weight specific for each landmark
and dk,l is the Euclidean distance between the template landmark and its corre-
sponding reference landmark at iteration k.
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and solving for Xk. An implementation of the Newton’s method for solving
non-linear systems in the Portable, Extensible Toolkit for Scientific Computation
(PETSc) [59, 341] was used for solving the resulting non-linear system.
The resulting ϕk is used to transform the template image to a new configuration in
iteration k+ 1 and the procedure iterates until a stop criterion is reached. The stop
criterion could be set to a predefined maximum iterations count. Alternatively, the
iteration could be stopped, when the mean square error of distances between cor-
responding pairs, including landmarks, reached a predefined minimum threshold.
5.4 Simulations
In the following sections, three different applications using Morphi for image reg-
istration are presented. Details about the specific implementation and the results
are presented for each of the applications.
5.4.1 Heart Modeling Validation with Morphi
The use of the elastic image registration method for the validation of heart model-
ing simulations was mentioned in Section 4.7.7.2. In the following the procedure
used for the validation is detailed.
First, a simulation of ventricular deformation is conducted as described in Chapter
4.
The resulting deformation at systole is then used as the template image T in the
elastic registration procedure, whereas another segmented dataset of the same ven-
tricles, also in systole state, is used as the reference image R.
The template points cloud Tc is generated by selecting points from the endocardial
and epicardial surfaces of both ventricles in T while the reference points cloud Rc
is generated by selecting points from the endocardial and epicardial surfaces of
both ventricles in R.
To improve the quality of the registration, the points of Tc and Rc are grouped in
four subsets: The endocardial and epicardial surface of the left and right ventricle.
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Points belonging to one of the template cloud subsets will search for correspon-
dences only in the respective reference cloud subset.
Landmarks in T and R are also set to obtain a better registration and thus a better
validation.
The iterative registration procedure iterates until the mean distance d̄ of all cor-
respondence pairs and landmarks is below a specific threshold d̄th, and the maxi-
mum distance dmax is below another threshold dmax,th.
After the registration task is completed, the displacement of the elastic model
nodes can be used to describe the similarity between the ventricular deformation
simulation in systole state and the segmented dataset also at systole. Statistical
methods can be applied to these displacements to generate simplified measures or
indicators that describe the similarity.
In this work, this method was used to validate simulations: 1, 4-a, 4-b and 4-d
(see Table 4.4), detailed in Section 4. The templates were generated from the sim-
ulation 260ms after the beginning of the systole and the reference was segmented
from the Cine sequence dataset (see Section 4.7.1.2) at 280.8ms after the R-Peak.
A second validation of simulation 4-d was repeated using 23 tagging landmarks
extracted from FLASH sequence (see Section 4.7.1.2).
In all simulations with Morphi described here, the following settings and param-
eters were used for the model of elasticity: Both ventricles in the templates were
considered to be nearly incompressible Neo-Hookean material (see Eq. 3.4), with
c1 = 2× 102 kPa, β = 1× 102 kPa and density ρ = 100 kg/m3.
All subset weights ws in Eq. (5.11) were set to the same value ws = 10. Foa the
simulations that included landmarks, the landmarks weights wl were all set to the
same value wl = 10ws to emphasize their influence on the registration outcome.
Finally, the values d̄th and dmax,th were set to 0.07 mm and 0.5 mm, respectively.
After the registration processes were done, the nodes displacements were used to
compare the ventricular deformation simulations 1, 4-a, 4-b and 4-d with and with-
out landmarks, by calculating the Euclidean norms of all displacements, the mean
d̄ and standard deviation STD of the Euclidean norms.
Table 5.1 shows the calculated mean d̄ and standard deviation STD of the dis-
placements of the right and left ventricles of all conducted validation registration
tasks. Because no detailed information on the movement of the ventricles were
available, specially about the rotation of the ventricles, the registration results rep-
resent the similarity between the shape of the modeled ventricles at t = 260ms and
the ventricles segmented from the Cine sequence at systole regardless of rotation.
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Table 5.1 Registration tasks conducted with Morphi for the validation of heart modeling. The mean d̄ and
standard deviation STD of the displacements of the particles are listed here. The values were calculated
for the right ventricle, the left ventricle and for both right and left ventricles.
Registration ID T from Simulation ID Landmarks d̄± STD(mm)
1 1 - 2.12308± 1.66308
2 4-a - 6.25605± 2.93281
3 4-b - 2.63679± 2.16585
4 4-d - 4.31644± 2.87201
5 4-d 23 4.27799± 2.86351
Registration ID: 1 showed the lowest mean distances followed by registration ID
3, 5, 4 and finally 2 which came last among the registration tasks. The table shows
that using the 23 landmarks in the left ventricle in registration ID: 5 provided a
slight improvement in the quality of registration over the results of registration ID:
4.
Figures 5.2 show the ventricles resulting from the different deformation simu-
lations at t = 260ms colored according to the Euclidean norms of the displace-
ments of particles. Blue indicates a low Euclidean norm while red indicates a high
Euclidean norm. Figures 5.3 demonstrates the effect of using landmarks on the
registration.
5.4.2 Tracking Ventricular Deformation with Morphi
Computer models of electrophysiology are used to estimate the body surface elec-
trocardiogram (ECG). Anisotropic heart and torso models used to solve the for-
ward problem of electrocardiography do not account usually for the heart defor-
mation during a heart cycle. To investigate and quantify the effects of ventricular
motion on the body surface electrocardiogram (ECG), especially during the ST
segment and the T-Wave, the ventricular motion must be taken into account dur-
ing forward calculation. This investigation was made in collaboration with David
Keller and Thomas Fritz at the institute of biomedical engineering (IBT) at the
Karlsruhe institute of technology (KIT) [342].
Since the forward calculation requires the definition of a mesh and cardiac poten-
tial sources for the entire simulation, each cardiac potential source must be tracked,
that means the trajectories of each cardiac potential source must be known at each
timestep of the cardiac cycle.
To obtain these trajectories that describe the displacement of the nodes in the un-




Fig. 5.2 The distribution of Euclidean norms of the displacement of particles of registrations 1 (a), 2 (b), 3
(c) 4 (d) are depicted in the figures. The ventricles resulting from the deformation simulations at t = 260ms
are colored according to the Euclidean norms of the displacements of particles. Registration 1 shows the
best results while 2 shows the worse results.
(a) (b)
Fig. 5.3 A top view on the ventricles in registration task 4 (a) and 5 (b), the effect of 3 of the landmarks
used in registration 5 can be seen clearly on the wall of the right ventricle where 3 blue dots can be seen.
23 landmarks were used in this registration task that slightly improved the registration result.
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is needed for each of the time instants.
In this work, Morphi was used to obtain these deformation fields based on MRI
data of a volunteer. The used method is described in the following.
A segmented dataset of the heart and the surrounding organs should be used as the
template image T in the elastic registration procedure. Several segmented datasets
of the same heart and the surrounding organs in n contracted states should be used
as reference images Ri (i = 1, . . . , n). The template points cloud Tc is generated
by selecting points from the endocardial and epicardial surfaces of both ventricles
in T . n reference points clouds Rc,i are generated by selecting points from the en-
docardial and epicardial surfaces of both ventricles in Ri.
Similar to the method in Section 5.4.1, points of Tc and Rc,i are grouped in four
subsets: the endocardial and epicardial surface of the left and right ventricles to
improve the quality of the registration. Additionally, landmarks are set in T and
Ri to obtain a better registration and thus better validation.
By using the different references Ri, n registration tasks are performed and thus
n deformation fields at the corresponding contracted states are generated. Defor-
mation fields, in contracted states other than the n states used in generating the
various Ri, are linearly interpolated between the deformation fields resulting from
elastic image registration.
In this work the segmented diastolic dataset containing the heart and surround-
ing organs described in Section 4.7.1.2 was used as a template T , and 29 datasets
of the same heart segmented from the Cine sequence also described in Section
4.7.1.2 were used for Ri (i = 2, . . . , 30) where i is the sequence index in the Cine
dataset.
It was assumed that the movement of the ventricles only affects tissues in their
immediate vicinity. With this assumption in mind, a bounding box of 180× 148×
136 mm3 that contained the heart in diastolic state and surrounding tissues (fat,
muscle, lung, liver, spleen, colon) was introduced. The movement of all tissues
within this box was considered during elastic image registration procedures.
For all 29 image registration procedures described in this section, the following
setting and parameters were used with the model of elasticity.
A nearly incompressible Neo-Hookean material model was used to describe my-
ocardial tissue (see Eq. 3.4), with c1 = 2×102 kPa, β = 1×102 kPa and density
ρ = 100 kg/m3. The same model was used for all other materials as well but with
c1 = 2× 102 kPa, β = 1× 10−4 kPa and density ρ = 100 kg/m3.
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All subset weights ws in Eq. (5.11) were set to the same value ws = 10. The
weights of landmarks wl were set to the same value wl = 10 × ws to emphasize
their influence on the registration outcome.
Finally, the values d̄th and dmax,th were set to 0.07 mm and 0.5 mm, respectively.
(a) (b)
Fig. 5.4 Euclidean distances of the landmarks from Tc to Rc,14 (a), and of all points from Tc to their
closest points in Rc,14 (b). The distances decrease with each iteration. After 11 iterations, the distances of
all points were below the stop criterion.
In all registration procedures, the stop criterion was reached after 8 to 12 iterations.
Figure 5.4(a) shows how the Euclidean distances dk,l between the template land-
marks and their corresponding reference landmarks changed during one of the
registration procedure while Figure 5.4(b) shows the Euclidean distances dk,i be-
tween all points i of Tc including landmarks and their corresponding counterparts
from Rc,14 for all iterations k.
Figures 5.5 show the mean and the standard deviation of the Euclidean distances
before and after the registration for all conducted registration procedures of land-
marks (Fig. 5.5(a), and of all points in Tc including landmarks (Fig. 5.5(b)).
To quantify rotation of the landmarks during ventricular contraction, their rota-
tion around the longitudinal axis of the left ventricle was calculated. The average
systolic rotation was 4.7◦±2.5◦ with a maximal and minimal rotation of 10.7◦ and
0.6◦ respectively, which is in the range of reported values in literature [343] at the
respective ventricular locations.
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(a) (b)
Fig. 5.5 The mean distances d̄ and the standard deviation (STD) of all 29 registration procedures are
shown in the figures before the registration (black) and after the registration (red). d̄ before and after the
registration tasks were calculated once for the Landmarks (a) and once for all points in Tc.
(a) (b)
(c)
Fig. 5.6 The displacement vectors are visualized together with the transparent diastolic ventricular state in
contraction phase at t = 160ms (a), in systole at t = 311ms (b) and in the relaxation phase at t = 462ms
(c).
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5.4.3 Generation of Personalized Torso Models for Detector
Efficiency Calibration in Virtual Radiation Protection
Scenarios
In-vivo measurements of incorporated radioactive isotopes are performed periodi-
cally on workers who encounter open radioactive material. Measurements are also
performed in the event of a suspected incident, such as ingestion or inhalation
of radionuclides. These measurements aim to estimate the absorbed dose of ra-
dionuclides by determining the activity of these nuclides within the body. For the
measurements, detectors outside the body are used to count a fraction of the pho-
tons emitted from radioactive nuclides within the body e.g. phoswich detectors,
which are detectors developed to detect low-intensity, low-energy gamma rays,
X-rays, as well as alpha and beta particles efficiently in a higher-energy ambient
background. If the detector efficiency η is known, the activity A can be calculated
by measuring the count rate cps according to
cps = ηA (5.14)
where, cps is the photon counts/s, η is given is counts/decay andA in decays/s.
Once the activity is determined, the absorbed dose can be estimated and the med-
ical treatment can be then adjusted accordingly.
To perform the measurements, a detector efficiency calibration is needed. The pre-
cision of the determination of the activity in Whole Body Counter (WBC) and
Partial Body Counter (PBC) detectors depends mainly on systematic errors of the
detector efficiency calibration. The calibration of both WBC and PBC detectors is
performed using measurements of physical phantoms that consist of material that
model the density and the effective atomic number of biological tissue in human.
Numerical methods using Monte Carlo methods are being investigated for numer-
ical calibration of detectors efficiencies. A virtual world, comprising the subject
body, the detectors and the rules that simulat the photons and electrons physics,
can be used to generate virtual in-vivo measurement scenarios.
Using personalized torso models is expected to improve determining detectors
efficiencies and thus reducing systematic errors. Individual torso models can be
generated by segmentation of three-dimensional medical images which is still an
expensive and time consuming task making it unsuitable for large scale implemen-
tations. Alternatively, personalized torso models can be generated by using image
registration to adapt or personalize already segmented reference models.
Affine parametric image registration was used by L. Hegenbart [344] for the gen-
eration of personalized torso models. The detector efficiency for in vivo measure-
ments of low energy photon emitters in the thorax depends strongly on chest wall
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thickness (CWT). CWT can be defined as the distance from the anterior skin sur-
face of the thorax to the pleura (the thin skin surrounding the lung). This distance
is not constant throughout the chest and is mainly determined by the body size,
age, muscle and fat tissues. Hegenbart concluded that affine image registration
cannot reproduce the CWT with big accuracy, whereas elastic image registration
is expected to perform better.
In this work, Morphi was used for the generation of personalized torsos for de-
tector efficiency calibration in virtual radiation protection scenarios. The resulting
torso models were used in typical lung counting scenarios to asses the quality
of the resulting torso models in calibration of detectors efficiencies. This inves-
tigation was made in collaboration with Lars Hegenbart and Stephen Pölz at the
institute of radiation research (ISF) at the Karlsruhe institute of technology (KIT).
The segmented torso model is used as the template T . The surface of the seg-
mented torso model is extracted and points on the surface are selected to make
the template points cloud Tc. Tc is divided to several subsets marking the back,
the chest, and two subsets marking the sections at the bottom and around the neck
region in the torso models. A surface scan of an individual is used to generate the
reference R. By selecting points of R the points cloud Rc is created. Rc is then
grouped in several subsets that correspond to those of Tc.
By assigning different elasticity parameters to the different tissues of T , the reg-
istration can be controlled to reproduced a better representation of the subject’s
torso.
The lungs volume ratio rlungs, and the liver’s volume ratio rliver can be used as
additional information to further improve the quality of the registration. The lungs
volume ratio rlungs, is the ratio of the measured individual’s lungs volume Vlungs to





rliver is calculated similarly using the measured volume of the liver Vliver and the
volume of the liver in the already segmented model VT,liver.
If additional information about chest wall thickness were available, further points,
defining the surface of the lungs or specific areas on that surface for example, can
be added to the Tc and Rc in special subsets.
To validate this method and find the best settings for the registration procedure,
simulations were made with two different already segmented torso models where
the first was used as a template and the surface of the other as the reference as de-
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tailed above. After image registration was done, Monte Carlo detector efficiency
calibration simulations were conducted using the registered template. The results
were compared to Monte Carlo simulations conducted using the second segmented
torso model (not just its surface), to determine the success of the registration and
thus the success of the method.
Table 5.2 list the simulations conducted in this work for the validation of the
method.
In the first set of registration simulations (B000, B001 and B002), the adult male
voxels model of the International Committee for Radiation Protection (ICRP)
[345] was used as the template T and the surface of the MEETMan voxel model
[11] served as the reference R. Both models were cut to the torso. Head, arms, and
legs were removed, and air voxel inside the lungs in both models were assigned
different values than air voxels outside the body. Both models are visualized in
Figure 5.7.
(a) (b)
Fig. 5.7 The models used for validation of the described method for generation of personalized torso
models for detector efficiency calibration in virtual radiation protection scenarios. The surface of the ICRP
adult male voxel model (a) was used as the template points cloud Tc, and surface of the MEETMan model
(b) was used as the reference points cloud Rc.
In the second set (0054, 0055 and 0056), the surface of the lungs in both the ICRP
and the MEETMan models were added to T and R respectively. This was done to
accommodate the importance of CWT on the detector efficiency for in vivo mea-
surements of low energy photon emitters. However that requires the segmentation
of the individual’s lungs which is impractical.
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As a simple alternative, the CWT can be estimated using routine ultrasonic mea-
surements on the chest (Fig. 5.8(a)) in the area where the detectors are placed (Fig.
5.8(b)). In the third set of registration simulations (0057, 0058, 0059, 0069, 0070
and 0071), 12 circular areas, 6 for each lung, that represents 12 separate ultra-
sound measurements of the CWT, were defined as landmarks on the surface of the
lungs of the ICRP and the MEETMan models as shown in Figure 5.9 for the ICRP
model.
(a) (b)
Fig. 5.8 2D ultrasound image (a) of the chest showing the skin used to measure the CWT around the
area where the detectors are placed namely between the 3rd and 5th rib on each side of the chest for lung
counting scenarios (b) (reproduced from [346]).
Fig. 5.9 The ICRP adult torso model and 12 circular areas (in orange), 6 on over each lung representing
12 separate ultrasound measurements.
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In all sets of simulations described here, the following settings and parameters
were used for the model of elasticity (unless otherwise stated) : All tissues were
considered to be nearly incompressible Neo-Hookean material (see Eq. 3.4), with
c1 = 1kPa, β = 1× kPa and density ρ = 1kg/m3. All subset weights ws in Eq.
(5.11) were set to the same value ws = 10.
Table 5.2 The registration simulations conducted in this work to validate the method for generating per-
sonalized torso models for detectors efficiency calibration.
Reg. Tc Rc Landmarks Heterogeneity Volume Control
ID (ICRP) (MEETMan) of c1 (kPa)
B000 Torso surface Torso surface - - -
B001 Torso surface Torso surface - - rlungs = 1.267
B002 Torso surface Torso surface - - rlungs = 1.267
rliver = 1.116
0054 Torso & Torso & - - -Lungs surfaces Lungs surfaces
0055 Torso & Torso & - - rlungs = 1.267Lungs surfaces Lungs surfaces
0056 Torso & Torso & - - rlungs = 1.267Lungs surfaces Lungs surface rliver = 1.116
0057 Torso surface Torso surface 12 areas - -
0058 Torso surface Torso surface 12 areas - rlungs = 1.267
0059 Torso surface Torso surface 12 areas - rlungs = 1.267
rliver = 1.116
0069 Torso surface Torso surface 12 areas c1,lungs = 2 rlungs = 1.267
0070 Torso surface Torso surface 12 areas c1,lungs = 5 rlungs = 1.267
0071 Torso surface Torso surface 12 areas c1,lungs = 5
rlungs = 1.267
rliver = 1.116
The registration simulations reached the stop criterion within 10-20 iterations.
Simulations where additional information like rlungs, rliver or the lungs surfaces
were added resulted in better registrations of the lungs and liver. The best overall
registration could be observed in registration simulation 0056 where all additional
information was delivered to the registration method.
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Since the 12 circular landmarks represents a subdomain of the lungs surfaces, the
simulations 0057, 0058, 0059, 0069, 0070 and 0071 performed worse than simu-
lations 0054, 0054 and 006 but better than B000, B001 and B002.
An increase of the c1,lungs in simulation 0069 and a further increase in 0070 and
0071 improved the quality of the third set of registration simulations. Because in
simulations 0069, 0070 and 0071 the increased stiffness of the lungs forced more
lungs tissue to move with the circular areas landmarks in comparison with simu-
lations 0057, 0058 and 0059.
Figures 5.10 demonstrate the results of registration 0069.
(a) (b)
Fig. 5.10 The result of registration 0069 are resented here where the ICRP (colored) and the MEETMan
(transparent gray) torso models before (a) and after registration (b).
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Typical lung counting scenarios with 241Am contamination have been created
using the models resulting from the registration. The scenarios included two
phoswich detectors placed over centre of mass of the complete lung about 1 mm
above skin surface in standard position (i.e. 25◦ inclined horizontally and verti-
cally, approximately parallel to the model surface).
Monte Carlo simulations were conducted to calculate the counting efficiencies
as a function of photons energy were recorded. The curves in Figure 5.11 plot
the counting efficiencies against the photon energy for the ICRP adult male torso
model (red), the MEETMan torso model (green), B001 (blue), 0056 (cyan), 0059
(magenta) and 0069 (brown). The counting efficiency of the ICRP model used as
the template T in the registration simulations is about 1.5 times larger than the
counting efficiencies of the MEETMan model. The registration resulted in count-
ing efficiencies closer to those of the MEETMan. Using the lungs surfaces for the
registration resulted in an efficiency curve (cyan) very close to that of the MEET-
Man model.
Fig. 5.11 The counting efficiencies for the ICRP adult male torso model (red), the MEETMan torso model
(green), B001 (blue), 0056 (cyan), 0059 (magenta) and 0069 (brown) plotted against photon energy.
Table 5.3 summarizes the counting efficiencies for the original models and all
conducted registration simulations.
The lungs counting efficiency was calculated for energies in the region of interest
(ROI) from 35keV to 80keV . The counting efficiencies of each of the detectors is
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calculated, then the efficiencies of both detectors are summerized and referenced
to that of the MEETMan for comparison.
The counting efficiency of the original ICRP adult male torso model is 51% higher
than in the case of MEETMan. All 12 deformed models showed results closer to
that of the MEETMan. The effect of volume control was minor, further testing
must be conducted before clear conclusions can be derived.
Including the lung surface as additional information for the registration, leads to
better results, since they result in a better registration and thus to a CWT similar to
that of the MEETMan model. Less than 4% deviations of the MEEMMan results
were observed.
Using the 12 circular areas as landmarks in the third set of registration simula-
tions lead to results similar to those when including the lungs surfaces. Increasing
the stiffness of the lungs tissue improved the registration.
Table 5.3 The counting efficiency for the MEETMan torso model, the ICRP adult torso male model and
all the registered models. The counting efficiencies for each of the detectors, their sum and the sum relative
to that of the MEETMan are listed in the table.
Registration ID Phoswich 1 Phoswich 2 Sum Sum relative to
(counts/photon) (counts/photon) (counts/photon) MEETMan
MEETMan 0.0156248 0.0155758 0.0312006 1.000
ICRP 0.0221249 0.0249486 0.0472735 1.509
B000 0.0169356 0.0192565 0.0361921 1.160
B001 0.0165879 0.0190415 0.0356294 1.142
B002 0.0167627 0.0190823 0.0358450 1.149
0054 0.0140412 0.0166958 0.030737 0.985
0055 0.0137575 0.0163063 0.0300638 0.964
0056 0.0140440 0.0466454 0.0306894 0.984
0057 0.0164183 0.0191963 0.0356146 1.141
0058 0.0164543 0.0191192 0.0355735 1.140
0059 0.0163096 0.0190683 0.0353779 1.137
0069 0.0150627 0.0156868 0.0307495 0.986
0070 0.0146197 0.0153394 0.0299591 0.960
0071 0.0143486 0.0151543 0.0295029 0.946
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5.5 Discussion
In this chapter an elastic 3D image registration method, that uses the ICP algo-
rithm and the modified mass-spring system Adamss was presented. The tool based
on this method was called Morphi.
Three implementations of the method using Morphi were demonstrated namely
the validation of heart modeling simulations (Section 5.4.1), tracking of ventric-
ular deformation (Section 5.4.2) and the generation of personalized torso models
for detector efficiency calibration in virtual radiation protection scenarios (Section
5.4.3).
In the presented method, the registration is performed iteratively where in each
iteration selected points Tc from the template image T are associated with selected
points Rc from the reference image R and the Euclidean distance d between the
corresponding points is used to move the points of the template T into the direc-
tion of their corresponding points of the reference R. The modified mass-spring
system Adamss, a physical model of elasticity is used to control the registration
process by giving the template elastic properties and thus guiding or regularizing
the registration.
Unlike other elastic registration methods, where models of isotropic linear elas-
ticity are employed, the elasticity model used in this work (Adamss) is able to
simulate inhomogeneous, non-linear, anisotropic behavior. Furthermore, it allows
inhomogeneous volume preservation and volume control during the image regis-
tration process.
In this context, the elastic properties assigned to the materials in the deformable
template image should not be understood as physical material properties, but rather
as relative geometrical relations. For example, if a material of the template image
had anisotropic mechanical properties, where the material is two times stiffer in
one axis as compared to another, it means the body is allowed to grow two times
more into the direction of the first axis in comparison to the second axis during the
elastic registration process, regardless of the physical material properties.
By remembering that the model of elasticity serves as a regularizer in the reg-
istration process, one can see that these features increase the control over the reg-
istration process and thus improve its quality. However, using a model of elasticity
is not suitable for the registration of images undergoing large deformations. In
those cases other regularizers could be used e.g. models for fluid dynamics [12].
In the development of this method a variant of the ICP algorithm was created.
This variant is very similar to the original ICP and differs from it in the grouping
points from Tc and Rc in several subsets, where correspondences can only be as-
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signed between points from Tc and Rc belonging to the same subset. Each subset
can have different weight when calculating the distance measure.
Many improvement could be made to refine the used ICP variant and get better
registration outcomes.
For instance, the normal-space sampling strategy that selects a large number of
template and reference point in areas of features [308].
Linear search method was used to perform the correspondences association task,
making the ICP algorithm used of O(k ·m · n) time computations complexity in
the worst case where m is the number points in Tc and n the number of points in
Rc. k-d tree could be used to speedup the variant back to the complexity of the
original ICP which is O(k · m · log(n)) as mentioned in Section 5.2.3.3. Other
nearest neighbor problem general solutions like “Elias” [325] could be used.
Greenspan et al. [329] proposed a novel nearest neighbor algorithm called (STCNN).
Unlike the general solutions, this algorithm was developed specially to be used in
ICP implementations. STCNN stands for Spherical Triangle Constraint Nearest
Neighbor, and, as the name implies, is based on the spherical and triangular con-
straints that reduce the number of possible correspondences for any given point
of the source points, thus reducing the nearest neighbor search time. A compari-
son between the general solutions like k-d tree, “Elias” and the STCNN was con-
ducted. The results shows that “Elias” performs much better than the k-d tree data
structure method, and that STCNN performs even better.
D. Kim et al. [330] proposed a method that consists of two acceleration tech-
niques, hierarchical model point selection (HMPS), and logarithmic data point
search (LDPS). The hierarchial model point selection assumes that closest refer-
ence points corresponding to two spatially close template points are also close to
each other. And therefore, once the template points and their corresponding clos-
est reference points are known, the search through all the template points is not
needed. In other words, HMPS reduces the size of the search list and thus speeds
up the algorithm. Logarithmic data point search (LDPS) assumes that the data
points are smoothly and continuously distributed, a 2D logarithmic search method
that does not scan all data points to find a closest reference points corresponding
to a template point is used resulting in a further reduction of search time. With this
method 3.17 speed up factor was achieved in comparison with ICP that uses the
k-d tree algorithm for computing the nearest neighbor.
These algorithms, specially developed to be used with ICP implementations, could
be used to speed up finding the correspondences.
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However, it is important to mention that in the case of Morphi, the time needed
for the minimization of the cost function E in Eq. (5.10) is the bottleneck of the
registration method.
A method using Morphi to validate heart modeling simulations was presented in
Section 5.4.1 where the deformed model resulting from the simulation at systole,
the template T , is registered onto a segmented image of the ventricles at systole
which is in turn the reference R.
The method selects points from the surfaces of the ventricles in the template T
and the reference R images to generate the point clouds Tc and Rc. Landmarks
defined using tagging points extracted from a FLASH MRI sequence could be in-
cluded into the registration process.
A large number of tagging landmarks that deliver detailed information on the
movement of the ventricles should be available to ensure the quality of the val-
idation. In case no tagging landmarks or few tagging landmarks are available, as
in the case of the conducted simulations in Section 5.4.1, the results should be
interpreted as a measure of similarity between the external shape of the template
and that of the reference.
Beside the tagging landmarks, adding landmarks that define anatomical features
on the surfaces of the ventricles, as the apex and the valves would improve the reg-
istration. Increasing the stiffness used for the myocardial tissue, will force points
to follow the landmarks more closely improving the registration locally around the
landmarks, and thus globally on the organ level.
Because, every heart beat is different, one must be careful when validating the
modeling by comparing computer simulations to a real heart beat. To ensure the
comparison contains statistical deviations, the registration must be repeated for
several reference images, which involves registration of several images on the ven-
tricles taken at different times.
In Section 5.4.2, a method for tracking ventricular deformation was presented
where a segmented dataset of the heart based on 4D MRI dataset is used as the
template image T , and several segmented datasets of the heart in contracted states
are used as references Ri(i = 1, . . . , n).
Creating the template points cloud Tc and reference points clouds Rc,i, the sur-
faces of the ventricles are used, similar to the method developed for the valida-
tion of ventricular modeling. Here also landmarks selected from tagging points
extracted from a FLASH MRI sequence could be included into the registration
process.
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Since this method requires the segmentation of datasets in different contraction
states, and the extraction of tagging points, it is very labour intensive and time
consuming. Additionally, the accuracy of the registration is limited by the fidelity
of the manual segmentation. Here too, using a large number of landmarks will sig-
nificantly improve the quality of the registration and thus the task of tracking the
ventricular deformation.
Section 5.4.3 presents a method that uses Morphi to generate personalized torso
models for photon detectors efficiency calibration.
The personalized torso is generated by registration of the surface of a segmented
torso, the template T , onto the surface scan of the individual’s torso, the reference
R. By assigning different stiffness curves to the tissues making up the already seg-
mented torso, the registration can be controlled.
By measuring the individual’s lungs volume and liver size, the volume control
feature can be used to add additional information to the registration process.
The chest wall thickness (CWT) is a crucial value for the efficiency calibration
of detectors. It can be approximated in several locations using routine ultrasound
measurement, which can be translated to landmarks in both the template and the
reference models. Features on the torso can be also interpreted as landmarks that
can be used to improve the generation of personalized torsos.
Using anisotropic properties for the organs in the already segmented model, can
result in a better registration. For examples, ribs could be assigned a lower stiffness
in the longitudinal axis than in the transverse plane. Once again, it is important to
remember that the stiffnesses in the case of this application of Morphi represent
relative geometrical relations and not physical material properties.
The conducted simulations show that the method is able to generate personalized
torsos good enough for the efficiency calibration of detectors. However, further
experiments should be conducted on different male and female models ranging in
age and shape, to obtain the right set of parameters for each case.
Volume control proved to have a minor effect on the outcome of the efficiency
calibration, but further testing must be conducted before clear conclusions can be
derived.
Differences of the counting efficiencies of the ICRP adult male and its derived
models were observed for Phoswich 1 and 2. This is a result of the asymmetry of
the lungs. This was not observed for the MEETMan model. The registration tech-
nique is obviously not able to compensate the left-right asymmetry. Therefore,
single lung lobes could be investigated and treated individually.
Chapter 6
Outlook
It is almost a deterministic reality that collective scientific research goes only for-
wards. To help in that direction, some recommendations and suggestions about
further developments are presented in this chapter.
An interesting subject to start with, is bridging the gap between the method of
the virtual hexahedron described in Section 2.4.2.2 and FEM. Already, the mathe-
matics behind the method of the virtual hexahedron and the distribution of forces
to the particles using the method of Bourguignon give the impression that a math-
ematical link between both methods might be only few mathematical steps aways.
In that case, the method will be equivalent to FEM. If not, it will be possible to
quantify the differences between both methods, thus quantify the approximation
made by using Adamss using that method.
Adamss performs many vector operation task in each time step. The use of GPUs
for the processing might decrease the calculation time significantly, paving the
road to model bigger objects or objects with higher resolution with the same com-
putation time.
Using Adamss for modeling the elastomechanical behavior of tissues such as the
heart, the female breast, the liver or skeletal muscles is possible. However most
of these tissues is in direct contact with other tissues where sliding and friction
occurs. Implementing a collision detection and a collision reaction model is cru-
cial for such applications. Such an implementation would open a hole new range
of applications where this method could play an important role. However the im-
plemented method must be cost effective, otherwise it won’t be able to compete
against other well-established methods.
Until now, computational modeling fails in reproducing the behavior of the heart
with high accuracy. Therefore, the focus must be set on developing a mathematical
and computational method able to reproduce the deformation of the cardiac tissue
during a heart cycle with high fidelity. The model should also be able to simu-
late different loading states of the heart. Eventually, parameters to personalize that
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model must be defined and the model must reproduce pathological behavior accu-
rately.
Once that computational method is obtained. It is only then possible to understand
the effect of neglecting one aspect of the modeling or another. That will pave the
way to the development of simplified modeling methods with known deviation
from reality. And engineers could then take conscious decisions about the method
they need to implement the system to ensure a specific accuracy. Alternatively,
they will be able to accurately calculate the error they make when using methods
limiting the computational costs.
Adamss might be helpful in its current form to investigate hypotheses such as
the contraction of the heart in case the force development model output is doubled
in amplitude. Or the relaxation behavior of the heart in case the tension develop-
ment curves were narrower. But, using Adamss for very accurate modeling heart
elastomechanics is not highly recommended. Especially that better modeling will
involve implementing blood pressure, blood flow and pericardium models includ-
ing the collision detection and collision reaction models. Well-established methods
in this phase are expected to provide better insights toward better modeling.
On the contrary, because of its flexibility using the modified mass-spring system
for 3D elastic image registration as described in Chapter 5 is recommended, be-
cause of the control it can offer to the registration process. Other implementations
for the elastic registration can be thought of, such as automatic registration of the
heart chamber, or the automatic full body segmentation of men, women and chil-
dren belonging to different age groups.
*****
There are many possibilities of how further research will be carried on. How-
ever, one thing is sure “The flow is in the human nature... that can’t stop” and so
is scientific research. That might sounds utopian but “A map of the world that does
not include Utopia is not worth even glancing at, for it leaves out the one country
at which Humanity is always landing”.
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