Abstract. We consider problems related to the asymptotic minimization of eigenvalues of anisotropic harmonic oscillators in the plane. In particular we study Riesz means of the eigenvalues and the trace of the corresponding heat kernels. The eigenvalue minimization problem can be reformulated as a lattice point problem where one wishes to maximize the number of points of (N − ) inside triangles with vertices (0, 0), (0, λ √ β) and (λ/ √ β, 0) with respect to β > 0, for fixed λ ≥ 0. This lattice point formulation of the problem naturally leads to a family of generalized problems where one instead considers the shifted lattice (N + σ) × (N + τ ), for σ, τ > −1. We show that the nature of these problems are rather different depending on the shift parameters, and in particular that the problem corresponding to harmonic oscillators, σ = τ = − 1 2
Introduction and main result
For β > 0, let L β denote the self-adjoint operator on L 2 (R 2 ) acting as
which we will refer to as the anisotropic harmonic oscillator. For any β > 0 the spectrum of L β is positive and purely discrete, consisting of an infinite number of eigenvalues. Let {λ k (β)} k∈N denote the eigenvalues of L β numbered in increasing order and each repeated according to its multiplicity.
Here and in what follows we use the convention that N = {1, 2, . . .}. It is well known that the eigenvalues have a one-to-one correspondence with N 2 , explicitly given by
In this paper we consider a number of problems related to the following question: Given k ∈ N for what values of β is the minimum min{λ k (β) : β > 0} realized? In particular we are interested in how the set of minimizing β behaves as k tends to infinity. Similar questions concerning minimizing or maximizing functions of the spectrum of differential operators has in recent years seen large interest, see for instance [12] and references therein.
1.1. Minimizing eigenvalues and counting lattice points. The problem of minimizing the k-th eigenvalue among the operators L β can be reformulated as finding the β for which the eigenvalue counting function, N (β, λ) := #{j ∈ N : λ j (β) ≤ λ},
is first to reach k. Hence, if one understands the maximization problem max{N (β, λ) : β > 0}
for all λ ≥ 0, then one also understands the problem of minimizing λ k (β) for any k ∈ N.
Due to the form of the eigenvalues of L β this maximization problem can be reformulated as a geometric lattice point problem: Given λ ≥ 0 find the triangle, amongst those given by the vertices (0, 0), (λ/ √ β, 0) and (0, √ βλ), which contains the greatest number of points of the lattice (N − In a similar manner the problem of minimizing eigenvalues of the Dirichlet Laplacian among cuboids of unit measure, i.e. domains of the form Q = (0, a 1 ) × . . . × (0, a d ) ⊂ R d with d i=1 a i = 1, can be recast as finding which ellipsoid centered at the origin and of fixed volume contains the largest number of positive integer lattice points. In [2] Antunes and Freitas used this idea to show that if Q k is a sequence of unit area rectangles such that Q k minimizes λ k then Q k converges to the square as k tends to infinity. In [4] a similar result was proven for the case of the Neumann Laplacian. The result of Antunes and Freitas was generalized to the three-dimensional case in [5] , and to arbitrary dimension in [7] where also the corresponding Neumann result was proven to hold in any dimension.
Generalizing the work of Antunes and Freitas from the viewpoint of lattice point problems, Laugesen and Liu [16] studied the following problem: Let f : [0, ∞) → R be a strictly decreasing concave function with f (0) = 1 and f (1) = 0. Define, for s, r > 0, the function N (s, r) := #{(k 1 , k 2 ) ∈ N 2 : k 2 ≤ rsf (k 1 s/r)}.
This function counts the number of integer lattice points under the graph of f after it has been compressed in the x-direction by a factor s, stretched in the y-direction by the same factor, and scaled by a factor r. What happens to the set of maximizers, argmax s>0 N (s, r), as r (the area under the rescaled graph) tends to infinity? For a large family of functions f they prove that the maximizing set of s tends to 1. The corresponding problem with concave curves replaced by convex ones was treated in [3] . More recently Laugesen and Liu [17] have studied the case of both concave and convex curves where they also allow for shifting the lattice, i.e. replacing N 2 by (N + σ) × (N + τ ). For work on similar problems in higher dimensions see also [8, 18] . However, the results of [3, 16, 17] all require that the graph of the function f has nonvanishing curvature. In particular, the case of f (x) = 1−x is not covered, which is precisely the problem of interest here. That the case of vanishing curvature is excluded from the results of [3, 16, 17, 18] is no accident, and also more classical problems in lattice point theory are less well understood in this setting [13, 20] . In fact it was conjectured in [16] that the problem with f (x) = 1 − x fails to have an asymptotic maximizer (see also [17] for the shifted case), and that instead the sequence of maximizing values of s has an infinite number of limit points. In [19] Marshall and Steinerberger prove the conjecture in the case of the non-shifted lattice N 2 .
Maximizing Riesz means.
In what follows we will consider a family of problems closely related to the maximization problem in (3) . The main problem that we are interested in is the behavior of β which maximizes the function
for γ > 0 and σ, τ > −1, as λ tends to infinity (if σ = τ we will write simply R γ σ ).
Here and in what follows x ± := (|x| ± x)/2.
Setting γ = 0 and interpreting the sum appropriately, (5) reduces to the function
If σ = τ = 0 then (6) corresponds to the case considered in [16, 19] . If σ = τ = −1/2 then (6) is the eigenvalue counting function (2) evaluated at 2λ. Similarly, for γ > 0, R
Here we will adopt this name also for other σ and τ .
Taking γ > 0 (instead of γ = 0 as in the original problem) leads to a regularization of the problem and will allow us to use certain tools that are effectively excluded in the case of the counting function. Using the Aizenman-Lieb Identity [1] the regularizing effect of increasing γ becomes clear as it allows one to write R γ σ,τ as a weighted mean of lower order Riesz means: for γ 2 > γ 1 ≥ 0 and λ ≥ 0,
where B denotes the Euler Beta function, and we as above interpret R 0 σ,τ as N σ,τ . This identity follows from linearity and the fact that
We will also consider a further regularized problem which in the harmonic oscillator case corresponds to the trace of the heat kernel of L β , that is Tr(e −tL β ). For general shift parameters σ, τ we define
The problem of asymptotically maximizing this function in β as t → 0 + can in a certain sense be seen as a limiting version of the Riesz mean problems with λ and γ going to infinity simultaneously. A further connection to the Riesz means can be found by noticing that H σ,τ can be written using the Laplace transform of the R γ σ,τ :
This connection via the Laplace transform of R γ σ,τ and H σ,τ , combined with the fact that H σ,β can be explicitly computed, will be of importance when we study the behavior of the Riesz means for large λ (following [10, 11] ). The main motivation for including the study of the heat kernel problem here is that it is easier to understand than the Riesz mean problem, and can thus serve as a guide to what we might expect when studying R γ σ,τ .
1.3.
Main results and conjectures. Throughout the paper β γ σ,τ (λ), for λ ≥ 0, will denote a β which maximizes
As such a maximizer is not necessarily unique we emphasize that when we make a claim concerning β γ σ,τ (λ) we mean that this holds for all maximizers. Similarly we let β H σ,τ (t), with t > 0, denote a maximizer of H σ,τ ( · , t), i.e. such that
We first turn to what we are able to prove for β H σ,τ (t). The problem is made easier due to the fact that the sum (8) can be explicitly computed:
The question of maximizing with respect to β is thus reduced to an explicit optimization problem in one variable. However, the behavior of this function depends strongly on the parameters t, σ, τ and carrying out the maximization explicitly is difficult.
For β H σ,τ (t) there are two asymptotic regions that we wish to study: when t → 0 + and when t → ∞. The asymptotic problem t → 0 + is most closely related to that studied for the Riesz means as more and more of the lattice points (eigenvalues) become relevant as t becomes smaller, while if t goes to ∞ the main contribution comes from the lattice points which are closest to the origin. Our first theorem tells us that we can determine the behavior of β H σ,τ (t) in both limits. Theorem 1.1. For each t > 0 and σ, τ > −1 there exists a maximizing value β H σ,τ (t) satisfying (10) . If max{σ, τ } ≥ −1/2 then the maximizer is unique for each t > 0, moreover, if σ = τ ≥ −1/2 then β H σ (t) = 1. Furthermore, for all σ, τ > −1, it holds that
similarly, for all σ, τ > −1/2,
For all values of σ, τ > −1 not covered above, any sequence of maximizers degenerates, i.e. β H σ,τ (t) tends to 0 or ∞ as t → 0 + . Remark 1.2. One should note that the asymptotic maximizer in the limit t → ∞ is precisely the β which minimizes the area of the first triangle containing any lattice points at all. In the limit t → 0 + we find the same limit as Laugesen-Liu [17] found for the counting function (4). This limit corresponds to balancing the area of the region below the bounding curve (in our case a line) to the left of the first column of lattice points, with that of the region below the bounding curve and below the first row of lattice points (see [17, Figure 1] ).
In the same direction we prove the following for Riesz means: That is, for all shifts σ, τ > −1/2 any sequence of maximizers, with λ → ∞, for positive order Riesz means has a unique limit. Thus the behavior observed in [16] and studied in [19] for the counting function with σ = τ = 0 effectively vanishes as soon as we consider the regularized problem of Riesz means with γ > 0.
In the case of the harmonic oscillators, σ = τ = −1/2, we find a unique limit first when γ > 1. Specifically we prove that:
We do not believe that the failure to prove the corresponding result for smaller γ is a result of our methods, but that in these cases the behavior of the maximizers resembles that in [19] . In fact, for the cases that are not covered by the above we conjecture the following, which extends the conjecture of Laugesen and Liu [16] : Conjecture 1.5. The conjecture is split into two parts:
As mentioned earlier the case γ = σ = τ = 0 was recently settled by Marshall and Steinerberger [19] .
1.4. Idea of proof. The conjecture, as well as the proof of Theorems 1.3 and 1.4, is based on precise asymptotic expansions of R γ σ,τ (β, λ) as λ → ∞. In [9, 10] the authors study the asymptotic behavior of R −1/2 (1, λ/2) = Tr((−∆ + |x| 2 ) − λ) γ − in connection to LiebThirring inequalities (see also [6, 15] ). The calculations carried out there transfer without much change to what we study here, see Section 5.
Let ζ : C × C → C denote the Hurwitz ζ-function. In the special case ζ(z, 1) this is the Riemann ζ-function which we denote simply by ζ(z) [21, Chapter 25] . Let also {x} denote the fractional part of x ∈ R, i.e. {x} = x − ⌊x⌋.
as λ → ∞. The coefficients α k are continuous in β and |Osc(β, λ)| ≤ C β (λ+1). Moreover, C β and the implicit constant of the remainder term are uniformly bounded for β in compact subsets of R + .
where
Remark 1.7. A couple of remarks are in order:
(2) We emphasize that the amplitude of the oscillatory term Osc(β, λ) grows at most linearly in λ independently of the values of γ and β:
• In the rational case (i) the only term of Osc(β, λ) that is not bounded is the first one,
• In the irrational case (ii) we believe that Osc(β, λ) = o(λ). For γ = 0 it follows that this is the case from the results in [19] , but we are currently unable to prove this when γ > 0. Whether or not this statement is true will be of little importance in what follows, but if one aims to prove (or disprove) Conjecture 1.5 it would most likely be necessary to understand Osc(β, λ) in greater detail.
For an explicit formula for the coefficients α k see (29). For our purposes it will only be important that
,
The α 2 term will only be important in the case σ = τ = −1/2, in which case α 1 = 0 and
24β . Heuristically, Theorem 1.6 suggests that Theorems 1.3, 1.4 and Conjecture 1.5 should be true. Essentially, since the first order term is independent of β it is reasonable to conjecture that to asymptotically maximize R γ σ,τ one would want to choose β to maximize the next order term. The cases where we can prove that an asymptotic maximizer exists is precisely those where:
(i) the subleading polynomial term is asymptotically much larger than Osc(β, λ), and (ii) the coefficient of this term is maximized at some β ∈ R + . In the harmonic oscillator case, when α 1 = 0, this means that the third term α 2 λ γ needs to be superlinear, and hence γ > 1.
For the combinations of σ, τ and γ in Conjecture 1.5 the oscillatory parts of the expansion are of greater importance. It is suitable to consider the renormalized quantity
If σ, τ and γ are as in Conjecture 1.5 then in the limit λ → ∞ (12) converges to a function which is periodic in λ and whose period and amplitude depend on β (for γ > 0 this follows from Theorem 1.6 and for γ = 0 from [19, Lemmas 4 and 5] by a change of variables). It is not unreasonable to believe that one can align these periods to construct a large set of limit points for β γ σ,τ (λ). In fact, this is the underlying idea in Marshall and Steinerberger's proof of the conjecture in the the case σ = τ = γ = 0 [19] , From Theorem 1.6 it is not difficult to conclude that any sequence of maximizers of R
Indeed, for such shifts the second term of the asymptotic expansion is maximized when β tends either to 0 or ∞. Since the expansion is uniform on compact sets this implies that any maximizing sequence must eventually leave all compacts.
In the case of H σ,τ similar reasoning can be used to conclude that any sequence of maximizers β H σ,τ must degenerate as t → 0 + . Indeed, from Theorem 1.6 and (9) one finds that
where the remainder term is uniform for β on compact subsets of R + , which allows us to argue as above.
Higher dimensions.
Using an idea of Laptev [14] and the bounds proved in Section 2 one can reduce the corresponding d-dimensional version of the problems considered here to lower dimensional ones. In [7] this strategy was applied to generalize the results of [2, 4, 5] to any dimension. Providing asymptotic expansions similar to those in Theorem 1.6 in higher dimensions is possible using the techniques from [9, 10, 11] , see also Section 5. Naturally the computations in general dimension are more difficult. However, for the cases where one would expect the existence of an asymptotic maximizer the formulas in Theorem 1.6 are more detailed than necessary. For the applications considered, it is sufficient to know the first and second non-vanishing polynomial term, and that the oscillatory part of the expansion is of lower order than the second polynomial term. In the d-dimensional case the oscillatory terms will generally be of magnitude ∼ λ d−1 . Precise, and uniform, asymptotic expansions to sufficiently low order can be obtained following the argument in Section 5.3.
1.6. Structure of the paper. The remainder of the paper is structured as follows. In Section 2 we prove a number of bounds for R γ σ,τ which will enable us to exclude that there are sequences of maximizers which degenerate as λ → ∞. In Section 3 we study the problem of maximizing H σ,τ and prove Theorem 1.1. Section 4 is dedicated to the proofs of Theorems 1.3 and 1.4, which will rely on the bounds proved in Section 2 and Theorem 1.6. Finally in Section 5 we study the asymptotic behavior of R γ σ,τ (β, λ), as λ → ∞, and prove Theorem 1.6.
Preliminaries
Before we continue we need to verify that we can actually talk about maximizers of R γ σ,τ ( · , λ) and H σ,τ ( · , t). For H σ,τ it is clear from (11) that the maximization problem is well posed, and hence we only need to prove that this is the case for R If λ > 2 (1 + σ)(1 + τ ) then all maximizers satisfy
Lemma 2.1 follows directly from [17, Lemma 9] , but since our notation is different and the proof is simple we choose to include it.
Proof of
holds for all λ ≤ 2 (1 + σ)(1 + τ ). Similarly, (13) 
(1+σ) 2 cannot be a maximizer.
To conclude that any sequence of maximizers of R γ σ,τ , with λ → ∞, remains in a compact subset of R + we require better control than that provided by Lemma 2.1. When proving that this is in fact the case the following bounds will be useful: Lemma 2.2. We have that:
for all β > 0 and λ ≥ 0. (ii) For σ > −1/2 there exist positive constants c 1 , c 2 , b 0 such that
for all β > 0, λ ≥ 0 and b
Proof of Lemma 2.2. We begin by proving parts (i) and (ii) of the lemma. Clearly (ii) implies (i) when σ > −1/2.
where r = λ √ β − σ . Maximizing the right-hand side of (17) with respect to r ∈ [0, 1) we find
which implies (i) when σ = −1/2. Moreover, since the left-hand side of (18) is decreasing in σ we find (ii) with c 1 = 1/2, c 2 = 1/8 and b 0 = 1 + 2σ. The proof of part (iii) is similar:
where we again maximized in r = λ √ β + 1 2 . We aim for a bound on the form
The right-hand side is non-negative for b, β > 0 and λ ≥ 0, and hence the bound is trivially true when the left-hand side is zero, i.e. for λ ≤ √ β/2. It thus suffices to prove that Based on Lemma 2.2 we can adapt an idea from [14] (see also [7] ) to reduce the proof of a good enough bound for the counting function to a bound for what is essentially a one-dimensional Riesz mean of order 1. In what follows it will be essential for this term to be negative, which corresponds to the positivity of c 1 in Lemma 2.3.
Proof of Lemma 2.3. The bound is an easy consequence of Lemma 2.2. First observe that for all λ ≥ 0, β > 0 and σ ′ ∈ (−1/2, min{σ, τ }] we have
A straightforward estimate yields that
Applying (15) of Lemma 2.2 one obtains that
Arguing as above but switching the roles of k 1 and k 2 one correspondingly finds that
Together these two bounds imply that
Indeed, for β ≥ 1 the right-hand side of (22) is larger than that of (20) , and for β ≤ 1 larger than that of (21) . This completes the proof of the claimed bound with constants related to those in Lemma 2.2.
In the case of the harmonic oscillators we prove the following lemma, which will play the same role as Lemma 2.3 in what follows. Lemma 2.5. There exist positive constants c 1 , c 2 , b 0 such that
Proof of Lemma 2.5. Again the lemma is a simple consequence of Lemma 2.2. Applying first (14) and then (16) we find that
Arguing identically but switching the roles of k 1 and k 2 we find that
Taking the average of the two bounds completes the proof of Lemma 2.5.
Combining Lemmas 2.3 and 2.5 with the Aizenman-Lieb Identity (7) one finds the following. 
Remark 2.7. We note that the proofs above lift without much work to the corresponding d-dimensional problem. Using again the Aizenman-Lieb Identity (7) one finds a version of (14) for higher order Riesz means. When γ ≥ 1 one can follow the lifting argument of [14] (used in a similar context in [7] ): use the corresponding one-term bound to bound the first d − 1 sums and then a bound similar to (15) to bound the final sum. For the case of the counting function one can mimic (19) reducing the problem to bound a Riesz mean of order one where the spectral parameter λ is slightly shifted. Bounding this Riesz mean can be carried out as described above.
3. Proof of Theorem 1.1
We now turn to the problem of maximizing H σ,τ . Due to the fact that we have a closed expression for H σ,τ this is reduced to a maximization problem in one real variable. However solving this problem still turns out to be rather tedious.
Since
is non-negative, continuous in β and lim β→0 H σ,τ (β, t) = lim β→∞ H σ,τ (β, t) = 0 for all t > 0 and σ, τ > −1, it follows that there is at least one maximizing β for each t. Set x = √ β and note that
.
By the monotonicity of the logarithm we can equivalently consider maximizing log(H σ,τ ):
By recalling that log(sinh(x)/x) is increasing and strictly convex on R + it follows that
Hence, if τ ≥ −1/2 the function log(H σ,τ (x 2 , t)) is concave in x. Since log(H σ,τ (x 2 , t)) also tends to −∞ when x → 0 or ∞ it has a unique maximum. Since H σ,τ (x 2 , t) = H τ,σ (1/x 2 , t) we can conclude that the same is true if instead σ ≥ −1/2. Moreover, when σ = τ ≥ −1/2 the symmetry H σ (x 2 , t) = H σ (1/x 2 , t) implies that x = 1 must be the unique maximizer. As the function x → log(H σ,τ (x 2 , t)) is smooth any maximizing x * (t) must satisfy
When t → 0 + it is easy to see that this equation has a solution which converges to 1+2τ 1+2σ . Similarly when t → ∞ we see that there is a solution converging to 1+τ 1+σ . When max{σ, τ } > −1/2 this concludes the proof of the theorem since we know that the solution is unique.
When σ and τ are both less than −1/2 maximizers are no longer necessarily unique when t is small. However, when t → ∞ any sequence of maximizers converges. If there is some solution x * (t) of (25) which remains in a compact subset of R + as t → ∞, we must have that
since otherwise the expression in the brackets is bounded away from zero when t is large enough.
What remains is to conclude that there can be no maximizers which degenerate, thus implying that the asymptotically stable stationary point is indeed an asymptotic maximizer. Since H σ,τ (x 2 , t) = H τ,σ (1/x 2 , t) any sequence of maximizers tending to infinity as t → ∞ implies the existence of a sequence of maximizers tending to zero for the problem where σ and τ have been interchanged. Therefore it is sufficient to show that we cannot have maximizers degenerating to zero.
Assume for contradiction that we have a sequence of maximizers x * = x * (t) such that lim t→∞ x * = 0. Since the factor in front of the parenthesis is non-zero, (25) implies that
But this is a contradiction since
which completes the proof of Theorem 1.1.
Proof of Theorems 1.3 and 1.4
We now turn our attention to the main results of the paper, namely Theorems 1.3 and 1.4. As the proofs of the two theorems are essentially identical we will write out only the former in detail. The main idea is to combine the bounds in Corollary 2.6 with Theorem 1.6 following the strategy of [2] , with some modifications resembling those in [7] .
Fix σ, τ > −1/2 and γ > 0. For notational convenience we will write R(β, λ) = R σ,τ (β, λ), β = β γ σ,τ (λ) and β * = 1+2τ 1+2σ throughout the proof. By the maximality of β and (23) of Corollary 2.6 we have that
Using the asymptotic expansion of the left-hand side given by Theorem 1.6, rearranging and using that
1+β ≥ 1 + β we find
as λ → ∞.
From Lemma 2.1 we know that
, and hence we can choose b small enough so that the left-hand side of (26) is positive. Therefore we conclude that lim sup
and hence β = β γ σ,τ (λ) remains uniformly bounded away from zero and infinity. As we now know that all maximizers are contained in a compact subset of R + we can use Theorem 1.6 to expand both sides of the inequality R(β * , λ) ≤ R(β, λ) with remainder terms independent of β. After rearranging this yields that
Since β * is the unique minimizer of the function x → (1 + 2σ) √ x + (1 + 2τ )/ √ x and the remainder term is independent of β, (27) implies that
which concludes the proof of Theorem 1.3. The proof of Theorem 1.4 is almost identical with the only change being the application of (24) instead of (23) in the first part of the proof.
Proof of Theorem 1.6
What remains is to prove Theorem 1.6. The calculations follow those of Helffer and Sjöstrand in [11] for the isotropic harmonic oscillator β = 1 and σ = τ = −1/2 (see also [9, 10] ). The key idea is to use the Laplace transform to rewrite R γ σ,τ as an integral which opens up for use of the residue theorem. For any c > 0,
The integrand in the last expression is a meromorphic function of t outside of (−∞, 0], with poles at t = 2πik √ β and t = 2πil/ √ β, for k, l ∈ Z \ {0}. If β is irrational all of these poles are simple. If β ∈ Q say β = µ ν , with gcd(µ, ν) = 1, then there are degree-two poles whenever k, l are related by µk = νl. The remaining poles remain simple. That is, degree-two poles at t = 2πi
√ µν m for m ∈ Z \ {0}, and simple poles at t = 2πi
t −1−γ and formally using the residue theorem, one would obtain that
where P(f ) denotes the poles of f and Γ 1 is a contour oriented counter-clockwise which encircles the negative real axis but none of the poles of f . However, to make this rigorous we need that the sum of residues is absolutely convergent. We shall prove that this is the case when β ∈ Q + but possibly not when β / ∈ Q + . It is no big surprise that the contributions to the asymptotic expansion coming from the residues is the most complicated part to analyse. It is this part which accounts for the oscillatory terms in the expansion and the number theoretic dependence on β. In contrast the integral over the contour Γ 1 has an asymptotic expansion in λ to arbitrary order as λ tends to infinity.
The proof will be split into two parts, first treating β ∈ Q + and then β / ∈ Q + . Much of the work done in the first case will turn out to be useful also in the second.
5.1. Rational β. In this case it turns out that the use of the residue theorem above is justified. This will be verified once we prove that the sum of residues is absolutely convergent. However, we begin by studying the non-oscillatory part of the expansion, that is, the contribution from the contour integral in (28).
For λ > σ √ β + τ / √ β and any ε ∈ (0, 1), we see that
Returning to the integral over Γ 0 ,
For small enough ε and any M ∈ N we have a uniform expansion
where the implicit constant is uniform for β in compact subsets of R + . The a k (β, σ, τ ) are explicitly given by
where the b k (β) are the coefficients in the expansion
The first few coefficients are given by
Thus we find that
where we used that
provided ελ ≥ k. Recall Hankel's integral representation for the reciprocal Γ function [21, eq. 5.9.2]:
where the integral is over a contour which encircles the origin in the positively oriented direction, beginning and returning to −∞ while respecting the branch cut along the negative real axis. By a change of variables we find that Γ 1 e λt t k−3−γ dt = 2πiλ 2+γ−k Γ(3+γ−k) . Therefore we conclude that
Choose ε = ε(λ) to solve e −λε = ε M/2 . For large enough λ this choice satisfies the requirements above and the error terms become
Moving unnecessary parts into the error term, we have for any M ′ ∈ N and δ > 0 that
Oscillatory part. We now turn our attention to the sum of residues
Res(f, t).
Simple poles. If t = 2πik √ β, with k ∈ Z \ {0} such that βk / ∈ Z, then it is straightforward to calculate the residue of f at t, yielding:
If instead t = 2πik/ √ β, with k ∈ Z \ {0} such that k/β / ∈ Z, then an almost identical calculation leads to:
Combining the contributions from k and −k one obtains that
where P 1 denotes the simple poles of f . Let β = µ ν , with gcd(µ, ν) = 1, we shall show that the first of the above series is absolutely convergent, the second can be treated identically. Since gcd(µ, ν) = 1 we have that 
implying that the series is absolutely convergent.
Degree-two poles. When β = µ ν then f has poles of degree two at t = 2πi √ µν k, for k ∈ Z \ {0}. The residues at these poles can be calculated:
It is clear that the sum of these residues is absolutely convergent, which validates our use of the residue theorem in (28) in the case of rational β. Letting x 3 = { √ µν λ − µσ − ντ } we find that
where we made use of [21, eq. 25.12.13], and P 2 denotes the set of degree-two poles of f .
Irrational β.
For β ∈ R + \Q the calculation leading to the precise asymptotic expansion of R γ σ,τ is slightly more complicated. The complication stems from the fact that we do not know if the sum of residues in (28) is absolutely convergent. Hence we cannot justify our use of the residue theorem as above. However, by choosing a λ-dependent contour where we only use the residue theorem for bounded contours one can obtain the desired result.
From the residue theorem we find that for c > 0 and Λ > 1 to be chosen later
where Γ 0 , ε are as before and
The integral over Γ 0 can be computed precisely as in the case of rational β:
for any M ∈ N, δ > 0.
There are now only simple poles, the residues at which can be calculated as before:
Moreover, where we used that 1 − e −x ≥ x/2, for x ≥ 0, and the change of variables t = εz √ 1−z 2 . Finally, for the two last segments of the contour we firstly have that by changing Λ by something smaller than 2π min{ √ β, 1/ √ β} we can choose Λ so that dist(iΛ, P(f )) ≥
β min{ β,
For ℜ(z) ≥ − log(2),
Here the first inequality follows from that g(x, y) = e 2x − (2e x − 1) cos(y) is non-negative when x ≥ − log(2). Indeed, if cos(y) ≤ 0 this is clearly the case, and if cos(y) ≥ 0 this can be seen by writing g as (e x − cos(y)) 2 + (1 − cos(y)) cos(y). The errors contributing are thus only the last two. Hence larger α only makes things worse so we choose α = 1, and β so that 2 − βγ = −M + γ, that is β = M +2−γ γ . This choice yields the desired expansion with the claimed remainder term o(λ −M +γ+δ ), for any δ > 0. Bounding Osc(β, λ) . The only remaining part to complete the proof of Theorem 1.6 is to prove that the sum of oscillatory terms is O(λ) uniformly for β in compact subsets of R + . To this end we make use of the following one-dimensional asymptotic expansion: 
5.3.

