We consider the inverse problem of the detection of a single body, immersed in a bounded container filled with a fluid which obeys the Stokes equations, from a single measurement of force and velocity on a portion of the boundary. We obtain an estimate of stability of log-log type.
Introduction.
In this paper we deal with an inverse problem associated to the Stokes system. We consider Ω ⊂ R n , with n = 2, 3, with a sufficiently smooth boundary ∂Ω. We want to detect an object D immersed in this container, by collecting measurements of the velocity of the fluid motion and of the boundary forces, but we only have access to a portion Γ of the boundary ∂Ω. The fluid obeys the Stokes system in Ω\D:        div σ(u, p) = 0 in Ω\D, div u = 0 in Ω\D, u = g on Γ, u = 0 on ∂D.
(1.1)
Here, σ(u, p) = µ(∇u + ∇u T ) − p I is the stress tensor, where I denotes the n × n identity matrix, and µ is the viscosity function. The last request in (1.1) is the so called "no-slip condition". We will always assume constant viscosity, µ(x) = 1, for all x ∈ Ω\D. We observe that if (u, p) ∈ H 1 (Ω\D) × L 2 (Ω\D) solves (1.1), then it also satisfies △u − ∇p = 0.
Call ν the outer normal vector field to ∂Ω. The ideal experiment we perform is to assign g ∈ H 3 2 (Γ) and measure on Γ the normal component of the stress tensor it induces, σ(u, p) · ν = ψ, (1.2) and try to recover D from a single pair of Cauchy data (g, ψ) known on the accessible part of the boundary Γ. Under the hypothesis of ∂Ω being of Lipschitz class, the uniqueness for this inverse problem has been shown to hold (see [6] ) by means of unique continuation techniques. For a different inverse problem regarding uniqueness of the viscosity function µ, an analogous uniqueness result has been shown to hold, under some regularity assumptions (see [12] ). The stability issue, however, remains largely an open question. There are some partial "directional stability" type result, given in [9] and [6] . This type of result, however, would not guarantee an a priori uniform stability estimate for the distance between two domains that yield boundary measurement that are close to each other. In the general case, even if we add some a priori information on the regularity of the unknown domain, we can only obtain a weak rate of stability. This does not come unexpected since, even for a much simpler system of the same kind, the dependence of D from the Cauchy data is at most of logarithmic type. See, for example, [2] for a similar problem on electric conductivity, or [18] , [19] for an inverse problem regarding elasticity. The purpose of this paper is thus to prove a log-log type stability for the Hausdorff distance between the boundaries of the inclusions, assuming they have C 2,α regularity. Such estimates have been estabilished for various kinds of elliptic equations, for example, [2] , [4] , for the electric conductivity equation, [18] and [19] for the elasticity system and the detection of cavities or rigid inclusions. For the latter case, the optimal rate of convergence is known to be of log type, as several counterexamples (see [1] and [8] ) show. The main tool used to prove stability here and in the aforementioned papers ( [2] , [18] , [19] ) is essentially a quantitative estimate of continuation from boundary data, in the interior and in the boundary, in the form of a three spheres inequality, see Theorem 4.1, and its main consequences. However, while in [2] the estimates are of log type for a scalar equation, here, and in [18] and [19] , only an estimate of log-log type could be obtained for a system of equations. The reason for this is that, at the present time, no doubling inequalities at the boundary for systems are available, while on the other hand they are known to hold in the scalar case. The basic steps of the present paper closely follows [18] , [19] , and are the following:
1. An estimate of propagation of smallness from the interior. The proof of this estimate relies essentially on the three spheres inequality for solutions of the bilaplacian system. Since both the Lamé system and the Stokes system can be represented as solutions of such equations (at least locally and in the weak sense, see [3] for a derivation of this for the elasticity system), we expected the same type of result to hold for both cases.
2.
A stability estimate of continuation from the Cauchy data. This result also relies heavily on the three spheres inequality, but in order to obtain a useful estimate of continuation near the boundary, we need to extend a given solution of the Stokes equation a little outside the domain, so that the extended solution solves a similar system of equation. Once the solution has been properly extended, we may apply the stability estimates from the interior to the extended solution and treat them like estimates near the boundary for the original solution.
3. An extension lemma for solutions to the Stokes equations. This step requires finding appropriate conditions on the velocity field u as well as for the pressure p at the same time, in order for the boundary conditions to make sense. In Section 5 we build such an extension. We point out that, if we were to study the inverse problem in which we assign the normal component ψ of the stress tensor and measure the velocity g induced on the accessible part of the boundary, the construction we mentioned would fail to work.
The paper is structured as follows. In Section 2, we state the apriori hypotheses we will need throughout the paper, and state the main result, Theorem 2.1. In Section 3 we state the estimates of continuation from the interior we need, Propositions 3.1, 3.2, and Propositions 3.3 and 3.4 which deal, in turn, with the stability estimates of continuation from Cauchy data and a better version of the latter under some additional regularity hypotheses, and we use them for the proof of Theorem 2.1. In section 4, we prove Proposition 3.1 and 3.2 using the three spheres inequality, Theorem 4.1. Section 5 is devoted to the proof of Proposition 3.3, which will use an extension argument, Proposition 6.1, which will in turn be proven in Section 6.
2 The stability result.
Notations and definitions.
Let x ∈ R n . We will denote by B ρ (x) the ball in R n centered in x of radius ρ. We will indicate x = (x 1 , . . . , x n ) as x = (x ′ , x n ) where
will denote the ball of center x ′ and radius ρ in R n−1 . We will often make use of the following definition of regularity of a domain.
with constants ρ 0 , M 0 > 0, where k is a nonnegative integer, α ∈ [0, 1) if, for any P ∈ Γ there exists a rigid transformation of coordinates in which P = 0 and
where ϕ is a real valued function of class
When k = 0, α = 1 we will say that Γ is of Lipschitz class with constants ρ 0 , M 0 .
Remark We normalize all norms in such a way they are all dimensionally equivalent to their argument and coincide with the usual norms when ρ 0 = 1. In this setup, the norm taken in the previous definition is intended as follows:
where | · | represents the α-Hölder seminorm
and D k ϕ = {D β ϕ} |β|=k is the set of derivatives of order k. Similarly we set
The same goes for the trace norms u and so forth.
We will sometimes use the following notation, for h > 0:
A priori information.
Here we present all the a priori hypotheses we will make all along the paper.
(1) A priori information on the domain. We assume Ω ⊂ R n to be a bounded domain, such that ∂Ω is connected, (2.2) and it has a sufficiently smooth boundary, i.e.,
where α ∈ (0, 1] is a real number, M 0 > 0, and ρ 0 > 0 is what we shall treat as our dimensional parameter. In what follows ν is the outer normal vector field to ∂Ω. We also require that
where M 1 > 0.
In our setup, we choose a special open and connected portion Γ ⊂ ∂Ω as being the accessible part of the boundary, where, ideally, all measurements are taken. We assume that there exists a point P 0 ∈ Γ such that
(2) A priori information about the obstacles. We consider D ⊂ Ω, which represents the obstacle we want to detect from the boundary measurements, on which we require that
We require the same regularity on D as we did for Ω, that is,
In addition, we suppose that the obstacle is "well contained" in Ω, meaning
Remark We point out that, in principle, assumptions (2.3), (2.8) and (2.9) could hold for different values of ρ 0 . If that were the case, it would be sufficient to redefine ρ 0 as the minimum among the three constants; then (2.3), (2.4) and (2.8) would still be true with the same ρ 0 , while we would need to assume a different value of the constant M 1 in (2.4) accordingly. As a simple example, if Ω = B 1 (0), and D = B 1/2 (0), then (2.3) is true for every ρ 0 < 1, while (2.8) and (2.9) is true for all ρ 0 < 1/2, so ρ 0 would be assumed to be less than 1/2.
(3) A priori information about the boundary data.
For the Dirichlet-type data g we assign on the accessible portion of the boundary Γ, we assume that
As it is required in order to ensure the existence of a solution, we also require
We also ask that, for a given constant F > 0, we have
Under the above conditions on g, one can prove that there exists a constant c > 0, only depending on M 0 , such that the following equivalence relation holds: g
. (2.13)
The main result.
Let Ω ⊂ R n , and Γ ⊂ ∂Ω satisfy (2.3)-(2.5). Let D i ⊂ Ω, for i = 1, 2, satisfy (2.6)-(2.9), and let us denote by Ω i = Ω \ D i . We may state the main result as follows.
2 (Γ) be the assigned boundary data, satisfying (2.10)-(2.12). Let
14)
15)
where ω : (0, +∞) → R + is an increasing function satisfying, for all 0 < t < 
The constants C > 0 and 0 < β < 1 only depend on n, M 0 , M 1 and F .
The Helmholtz-Weyl decomposition.
We find it convenient to recall a classical result which will come in handy later on. A basic tool in the study of the Stokes equations (1.1) is the Helmholtz-Weyl decomposition of the space L 2 (Ω) in two orthogonal spaces:
where
This decomposition is used, for example, to prove the existence of a solution of the Stokes system (among many others, see [14] ). From this, and using a quite standard "energy estimate" reasoning, one can prove the following (see [14] or [21] , among many others): Theorem 2.2 (Regularity for the direct Stokes problem.). Let m ≥ −1 an integer number and let E ⊂ R n be a bounded domain of class C r , with r = max{m + 2, 2}. Let us consider the following problem:
where f ∈ H m (E) and g ∈ H m+ 3 2 (E). Then there exists a weak solution (u, p) ∈ H m+2 (E) × H m+1 (E) and a constant c 0 , only depending on the regularity constants of E such that
, (2.19) where p E denotes the average of p in E,
Finally, we would like to recall the following version of Poincarè inequality, dealing with functions that vanish on an open portion of the boundary:
n be a bounded domain with boundary of Lipschitz class with constants ρ 0 , M 0 and satisfying (2.4). Then for every u ∈ H 1 (E) such that
where P is some point in ∂E, we have
where C is a positive constant only depending on M 0 and M 1 .
3 Proof of Theorem 2.1.
The proof of Theorem 2.1 relies on the following sequence of propositions.
Proposition 3.1 (Lipschitz propagation of smallness)
. Let E be a bounded Lipschitz domain with constants ρ 0 , M 0 , satisfying (2.4). Let u be a solution to the following problem:
(3.1)
for a given constant F > 0. Also suppose that there exists a point P ∈ ∂E such that g = 0 on ∂E ∩ B ρ0 (P ). (3.5)
Then there exists a constant s > 1, depending only on n and M 0 such that, for every ρ > 0 and for everyx ∈ E sρ , we have
Here C ρ > 0 is a constant depending only on n, M 0 , M 1 , F , ρ 0 and ρ. The dependence of C ρ from ρ and ρ 0 can be traced explicitly as
where A, B, C > 0 only depend on n, M 0 , M 1 and F .
Proposition 3.2 (Lipschitz propagation of smallness up to boundary data).
Under the hypotheses of Theorem 2.1, for all
where C ρ is as in (3.7) (with possibly a different value of the term C), and s is given by Proposition 3.1.
Proposition 3.3 (Stability estimate of continuation from Cauchy data).
Under the hypotheses of Theorem 2.1 we have
where ω is an increasing continuous function, defined on R + and satisfying
for all t < e −1 , where C only depends on n, M 0 , M 1 , F , and c > 0 only depends on n. 
then there existsM 0 > 0 only depending on n, M 0 and α such that every connected component of Ω 1 ∩ Ω 2 has boundary of Lipschitz class with constants
We postpone the proofs of Propositions 3.1 and 3.2 to Section 4, while Propositions 3.3 and 3.4 will be proven in Section 5. The proof of Proposition 3.5 is purely geometrical and can be found in [2] .
Proof of Theorem 2.1. Let us call
(3.14)
Let η be the quantity on the right hand side of (3.9) and (3.10), so that
We can assume without loss of generality that there exists a point
That being the case, we distinguish two possible situations:
In case (i), by the regularity assumptions on ∂D 1 , we find a point 
By Proposition 3.3, we have: 17) and solving for d we obtain an estimate of log-log-log type stability:
: this is not restrictive since, for larger values of ǫ, the thesis is trivial. If we call d 0 the right hand side of (3.18), we have that there exists ǫ 0 only depending on n, M 0 , M 1 and
Proposition 3.5 then applies, so that G satisfies the hypotheses of Proposition 3.4. This means that we may choose ω of the form (3.12) in (3.17), obtaining (3.9). Case (ii) can be treated analogously, upon substituting u 1 with u 2 .
4 Proof of Proposition 3.1.
The main idea of the proof of Proposition 3.1 is a repeated application of a three-spheres type inequality. Inequalities as such play a crucial role in almost all stability estimates from Cauchy data, thus they have been adapted to a variety of elliptic PDEs: in the context of the scalar elliptic equations (see [2] ), then in the determination of cavities or inclusions in elastic bodies ( [19] , [18] ) and more in general, for scalar elliptic equations ( [5] ) as well as systems ( [15] ) with suitably smooth coefficients. We recall in particular the following estimate, which is a special case of a result of Nagayasu, Lin and Wang ( [15] ), dealing with systems of differential inequalities of the form:
Then the following holds (see [15] ):
Theorem 4.1 (Three spheres inequality.). Let E ⊂ R n be a bounded domain with Lipschitz boundary with constants ρ 0 , M 0 . Let B R (x) a ball contained in E, and let u ∈ H 2l (E) be a solution to (4.1). Then there exists a real number ϑ * ∈ (0, e −1/2 ), depending only on n, l and K 0 such that, for all 0 < r 1 < r 2 < ϑ * r 3 with r 3 ≤ R we have:
where δ ∈ (0, 1) and C > 0 are constants depending only on n, l, K 0 , First, we show that Proposition 3.2 follows from Proposition 3.1:
Proof of Proposition 3.2. From Proposition 3.1 we know that
where C ρ is given in (3.7). We have, using Poincarè inequality (2.20) and the trace theorem,
Applying the above estimate to (3.6) and using (2.13) will prove our statement.
Next, we introduce a lemma we shall need later on:
Let the hypotheses of Proposition 3.1 be satisfied. Then
where C > 0 only depends on n, M 0 and M 1 .
The proof is obtained in [18] , with minor modifications. We report it here for the sake of completeness.
Proof. Assume ρ 0 = 1, otherwise the thesis follows by scaling. The following trace inequality holds (see [11, Theorem 1.5.1.10]):
where C only depends on M 0 and M 1 . Using the Poincarè inequality (2.20), we have
This, together with (2.19), immediately gives the thesis.
A proof of Proposition 3.1 has already been obtained in [18] dealing with linearized elasticity equations; we give a sketch of it here, with the due adaptations.
Proof of Proposition 3.1. We outline the main steps taken in the proof. First, we show that the three spheres inequality (4.2) applies to ∇u. Then, the goal is to estimate ∇u L 2 (E) by covering the set E with a sequence of cubes Q i with center q i of "relatively small" size. Each of these cubes is contained in a sphere S i , thus we estimate the norm of ∇u in every sphere of center q i , by connecting q i with x with a continuous arc, and apply an iteration of the three spheres inequality to estimate ∇u L 2 (Si) in terms of ∇u L 2 (Bρ(x)) . However, the estimates deteriorate exponentially as we increase the number of spheres (or equivalently, if the radius ρ is comparable with the distance of x from the boundary) giving an exponentially worse estimate of the constant C ρ . To solve this problem, the idea is to distinguish two areas within E sρ , which we shall call A 1 , A 2 . We consider A 1 as the set of points y ∈ E sρ such that dist(y, ∂E) is sufficiently large, whereas A 2 is given as the complement in E sρ of A 1 . Then, whenever we need to compare the norm of ∇u on two balls whose centers lie in A 2 , we reduce the number of spheres by iterating the three spheres inequality over a sequence of balls with increasing radius, exploiting the Lipschitz character of ∂E by building a cone to which all the balls are internall tangent to. Once we have reached a sufficiently large distance from the boundary, we are able to pick a chain of larger balls, on which we can iterate the three speres inequality again without deteriorating the estimate too much. This line of reasoning allows us to estimate the norm of ∇u on any sphere contained in E sρ , thus the whole ∇u L 2 (E) .
Step 1. If u ∈ H 1 (E) solves (3.1) then the three spheres inequality (4.2) applies to ∇u.
Proof of Step 1. We show that u can be written as a solution of a system of the form (4.1). By Theorem 2.2, we have u ∈ H 2 (E) so that we may take the laplacian of the second equation in (1.1):
Commuting the differential operators, and recalling the first equation in (1.1), △p = 0 thus p is harmonic, which means that, if we take the laplacian of the first equation in (1.1) we get △ 2 u = 0, so that ∇u is also biharmonic, hence the thesis.
In what follows, we will always suppose ρ 0 = 1: The general case is treated by a rescaling argument on the biharmonic equation. We closely follow the geometric construction given in [18] . In the aforementioned work the object was to estimate ∇ u , by applying the three spheres inequality to∇u (the symmetrized gradient of u); in order to relate it to the boundary data, this step had to be combined with Korn and Caccioppoli type inequalities. Here the estimates are obtained for ∇u . From now on we will denote, for z ∈ R n , ξ ∈ R n such that |ξ| = 1, and ϑ > 0,
the cone of vertex z, direction ξ and width 2ϑ.
Exploiting the Lipschitz character of ∂E, we can find ϑ 0 > 0 depending only on M 0 , ϑ 1 > 0, χ > 1 and s > 1 depending only on M 0 and n, such that the following holds (we refer to [18] for the explicit expressions of the constants ϑ 0 , ϑ 1 , χ, s, and for all the detailed geometric constructions).
Step
(ii) Let x 2 = x + ρ(χ + 1)e n . Then the balls B ρ (x) and B χρ (x 2 ) are internally tangent to the cone C(x, e n , ϑ 1 ).
The idea is now to repeat iteratively the construction made once in Step 2. We define the following sequence of points and radii:
We claim the following geometrical facts (the proof of which can be found again in [18] , except the first, which is [5, Proposition 5.5]):
There exist 0 < h 0 < 1/4 only depending on M 0 ,ρ > 0 only depending on M 0 , M 1 and F , an integer k(ρ) depending also on M 0 and n, such that, for all h ≤ h 0 , 0 < ρ ≤ρ and for all integers 1 < k ≤ k(ρ) − 1 we have:
1. E h is connected, 2. B ρ k (x k ) is internally tangent to C(x, e n , ϑ 1 ),
The following inclusion holds:
5. k(ρ) can be bounded from above as follows:
Call ρ k(ρ) = χ k(ρ)−1 ρ; from (4.9) we have that
In what follows, in order to ease the notation, norms will be always understood as being L 2 norms, so that · U will stand for · L 2 (U) .
Step 3. For all 0 < ρ ≤ρ and for all x ∈ E such that sρ ≤ dist(x, ∂E) ≤ ϑ * 4 , the following hold: 12) where C > 0 and 0 < δ χ < δ < 1 only depend on M 0 .
Proof of Step 3. We apply to ∇u the three-spheres inequality, with balls of center x j and radii r
, by the three spheres inequality, there exists C and δ χ only depending on M 0 , such that:
This, in turn, leads to:
for all j = 0, . . . k(ρ) − 1. Now call
so that (4.14) reads 
Similarly, we obtain (4.12): we find a 0 < δ < 1 such that the three spheres inequality applies to the balls B ρj (x j ), B 3ρj (x j ) B 4ρj (x j ) for j = 2, . . . , k(ρ); observing that B ρj (xj−1) ⊂ B 3ρj (x j ), the line of reasoning followed above applies identically.
Step 4. For all 0 < ρ ≤ ρ, and for everyx ∈ E sρ we have
(4.18)
Proof. We distinguish two subcases:
Proof of Case (i).
Let us consider δ, δ χ we introduced in Step 3. Take any point y ∈ E such that sρ < dist(y, ∂E) ≤ ϑ * 4 . By construction, the set E 5ρ k(ρ) ϑ * is connected, thus there exists a continuous path γ :
We define a ordered sequence of times t j , and a corresponding sequence of points x j = γ(t j ), for j = 1, . . . , L in the following way: t 1 = 0, t L = 1, and
otherwise, let k = L and the process is stopped. Now, all the balls B ρ k(ρ) (x i ) are pairwise disjoint, the distance between centers |x j+1 − x j | = 2ρ k(ρ) for all j = 1 . . . L − 1 and for the last point, |x L − y k(ρ) | ≤ 2ρ k(ρ) . The number of points, using (2.4), is at most
.
(4.19)
Iterating the three spheres inequality over this chain of balls, we obtain
On the other hand, by the previous step we have, applying (4.11) and (4.12) for x =x and x = y respectively, 
for every y ∈ E sρ satisfying dist(y, ∂E) ≤
By construction (4.10) and (4.8) we have
and again E 5 ϑ * r is connected, sincer < ρ k(ρ) . We are then allowed to joinx k(ρ) to y with a continuous arc, and copy the argument seen before over a chain of at mostL balls of centers x j ∈ E 5 ϑ * r and radiir, 3r, 4r, wherẽ
Up to possibly shrinking ρ, we may suppose ρ ≤r; iterating the three spheres inequality as we did before, we get
which, in turn, by (4.21) and since ρ ≤r < ρ k(ρ) , becomes
with C depending only on M 0 and n. The estimate (4.29) holds for all y ∈ E such that dist(y, ∂E) > ϑ * 4 . We now put (4.9), (4.29), (4.23), (4.19) (4.27) together, by also observing that δ χ ≤ δ and trivially
∇u E ≤ 1, we obtain precisely (4.18), for ρ ≤ ρ, where C > 1 and B > 0 only depend on M 0 , while A > 0 only depend on M 0 and M 1 . Proof of Case (ii). We use the same constants δ and δ χ introduced in Step 3. Take ρ ≤ρ, then B sρ (x) ⊂ B ϑ * 16 (x), and for any pointx such that |x −x| = sρ, we have B ϑ * 8 (x) ⊂ E. Following the construction made in Steps 2 and 3, we choose a pointx k(ρ) ∈ E 5 ϑ * ρ k(ρ)
, such that
with C > 1 only depending on n, M 0 . If y ∈ E is such that sρ < dist(y, ∂E) ≤ ϑ * 4 , then, by the same reasoning as in Step 4.(i), we obtain
with C > 1 again depending only on M 0 . If, on the other hand, y ∈ E is such that dist(y, ∂E) ≥ ϑ * 4 , takingr as in (4.24), using the same argument as in Step 4.(i), we obtain .9), and recalling that, again, δ χ ≤ δ, and Step 5. For every ρ ≤ρ and for everyx ∈ E sρ the thesis (3.6) holds.
Proof of Step 5. Suppose at first thatx ∈ E sρ satisfies dist(x, ∂E) ≤ ϑ * 4 . We cover E (s+1)ρ with a sequence of non-overlapping cubes of side l = 2ρ √ n , so that every cube is contained in a ball of radius ρ and center in E sρ . The number of cubes is bounded by
If we then sum over k = 0 to N in (4.18) we can write:
(4.34)
Here C depends only on M 0 . Now, we need to estimate the left hand side in (4.34). In order to do so, we start by writing
By Lemma 4.2 and the Hölder inequality,
(4.36)
On the other hand, by the Sobolev and the Poincarè inequalities:
It can be proven (see [5, Lemma 5.7] ) that
where C depends on M 0 , M 1 and n. We thus obtain that
Therefore, combining (4.39) and (4.38), we have that for ρ ≤ρ,
which, inserted into (4.34) yields
Since for all t > 0 we have | log t| ≤ 1 t , it is immediate to verify that (3.6) holds. Now takex ∈ E sρ such that dist(x, ∂E) > 
with C > 1 only depends on n, M 0 . If y ∈ E is such that sρ < dist(y, ∂E) ≤ ϑ * 4 , then, by the same reasoning as in Step 4, we obtain
with C > 1 again depending only on n and M 0 . If, on the other hand, y ∈ E is such that dist(y, ∂E) ≥ ϑ * 4 , takingr as in (4.24), using the same argument as in Step 4, we obtain
where again C > 1 only depends on n and M 0 . From (4.42),(4.43), (4.19) , (4.27) and (4.9), and recalling that, again, δ χ ≤ δ, and
where C > 1 and B > 0 only depend on n and M 0 , while A > 0 only depends on n, M 0 , M 1 . The thesis follows from the same cube covering argument as in
Step 4.
Conclusion. So far, we have proven (3.6) true for every ρ ≤ρ, and for everȳ x ∈ E sρ , whereρ only depends on M 0 , M 1 and F . If ρ >ρ andx ∈ E sρ ⊂ E sρ , then, using what we have shown so far,
whereC again only depends on n, M 0 , M 1 and F . On the other hand, by the regularity hypotheses on E, it is easy to show that
thus the thesis
is trivial, if we set
5 Stability of continuation from Cauchy data.
Throughout this section, we shall again distinguish two domains Ω i = Ω \ D i for i = 1, 2, where D i are two subset of Ω satisfying (2.6) to (2.9). We start by putting up some notation. In the following, we shall call
The following are well known results of interior regularity for the bilaplacian (see, for example, [16] , [10] ):
Lemma 5.1 (Interior regularity of solutions). Let u i be the weak solution to 1.1 in Ω i . Then for all 0 < α < 1 we have that
) and
where C > 0 only depends on α, M 0 .
Proof. Using standard energy estimates, as in Theorem 2.2, it follows that
On the other hand, using interior regularity estimates for biharmonic functions, we have
where C > 0 only depends on α and M 0 . Combining (5.3), (5.4), and recalling (2.13), immediately leads to (5.1). As for (5.2), we observe that u 1 − u 2 = 0 on Γ (actually, on ∂Ω); therefore, the C 1,α norm of
can be estimated in the same fashion; using (5.1) in the remaining part, we get (5.2).
We will also need the following lemma, proved in 
and for every x ∈ ∂D h i there exists y ∈ ∂D i such that
where by ν(x) we mean the outer unit normal to ∂D We shall also need a stability estimate for the Cauchy problem associated with the Stokes system with homogeneous Cauchy data. The proof of the following result, which will be given in the next section, basically revolves around an extension argument. Let us consider a bounded domain E ⊂ R n satisfying hypotheses (2.3) and (2.4), and take Γ ⊂ ∂E a connected open portion of the boundary of class C 2,α with constants ρ 0 , M 0 . Let P 0 ∈ Γ such that (2.5) holds. By definition, after a suitable change of coordinates we have that P 0 = 0 and
where ϕ is a C 2,α (B ′ ρ0 (0)) function satisfying
Theorem 5.3. Under the above hypotheses, let (u, p) be a solution to the problem:
4 ν where ν is the outer normal field to ∂Ω. Then we have
where C > 0 and τ only depend on α and M 0 .
Proof of Proposition 3.3. Let θ = min{a,
} where a, γ 0 , γ 1 are the constants depending only on M 0 and α introduced in Lemma 5.2, then let ρ = θρ 0 and fix ρ ≤ ρ. We introduce the regularized domains D 2 ) which contains ∂Ω. We have that
(5.14) The first summand is easily estimated, for using (5.1) and (5.7) we have
where C only depends on the M 0 , M 1 and α. We call
The second term in (5.14), using the divergence theorem twice, becomes:
About the first and third term, if x ∈ Γ ρ 1 , using Lemma 5.2, we find y ∈ ∂D 1 such that |y − x| = d(x, ∂D 1 ) ≤ γ 1 ρ; since u 1 (y) = 0, by Lemma 5.1 we have
On the other hand, if x ∈ Γ ρ 2 , there exists y ∈ D 2 such that |y−x| = d(x, ∂D 2 ) ≤ γ 1 ρ. Again, since u 2 (y) = 0, we have 
We now need to estimate max ∂G ρ \∂Ω |w|. We may apply (4.2) to w, since it is biharmonic. Let x ∈ ∂G ρ \ ∂Ω and
20)
where ν is the outer normal to ∂Ω at the point P 0 . By construction
There exists an arc γ :
. Let us define a sequence of points {x i } i=0...S as follows: t 0 = 0, and
otherwise, let i = S and the process is stopped. Here ϑ * is the constant given in Theorem 4. 
an iteration of the three spheres inequality on a chain of spheres leads to
where 0 < δ < 1 and C > 0 only depend on M 0 and α. From our choice ofρ and ϑ * , it follows that B γ 0 ρϑ * 
The following interpolation inequality holds for all functions v defined on the ball
(5.25) We apply it to w in B ρ2 (x), using (5.24) and (5.1) we obtain 
and µ = min{ µ, exp(−γ 2 )}. Choose ρ depending uponǫ of the form
We have that ρ is defined and increasing in the interval (0, e −1 ), and by definition ρ(µ) ≤ ρ( µ) = θρ = ρ, we are able to apply (5.27) to (5.14) with ρ = ρ( ǫ) to obtain
and since ǫ ≤ exp(−γ 2 ) it is elementary to prove that log | log ǫ γ | ≥ 1 2 log | log ǫ|, so that (5.28) finally reads
with ω(t) = log | log t| 1 n defined for all 0 < t < e −1 , and C depends on M 0 , M 1 and α.
Proof of Proposition 3.4. We will prove the thesis for u 1 , the case u 2 being completely analogous. First of all, we observe that
and recalling the no-slip condition, applying to (5.29) computations similar to those in (5.14), (5.15), we have
where again w = u 1 − u 2 and C only depends on α, M 0 and M 1 . Take a point z ∈ ∂G. By the regularity assumptions on ∂G, we find a direction ξ ∈ R n , with |ξ| = 1, such that the cone (recalling the notations used during the proof of Proposition 3.1)
with h 0 only depending on M 0 . Now set
where 0 < ϑ * ≤ 1 was introduced in Theorem 4.1. By construction, B ρ1 (w 1 ) ⊂ C(z, ξ, ϑ 1 ) ∩ Bρ 0 (z) and B 4ρ 1 respectively, during the previous proof. Therefore, w 1 , x 0 ∈ G 4ρ 1 ϑ * , which is connected by construction. Iterating the three spheres inequality (mimicking the construction made in the previous proof)
where 0 < δ < 1 and C ≥ 1 depend only on n, and S ≤
8 ρ1 (P 0 ), we apply Theorem 5.3 which leads to
where 0 < β < 1 and C ≥ 1 only depend on α, M 0 , andρ 0 ρ0 andǫ was defined in (5.23). So far the estimate we have is only on a ball centered in w 1 , we need to approach z ∈ ∂G using a sequence of balls, all contained in C(z, ξ, ϑ 1 ), by suitably shrinking their radii. Take
and define, for k ≥ 2,
With these choices,
Now take any ρ ≤ d(1) and let k = k(ρ) the smallest integer such that d(k) ≤ ρ, explicitly log
We iterate the three spheres inequality over the chain of balls centered in w j and radii ρ j , 3ρ j , 4ρ j , for j = 1, . . . , k(ρ) − 1, which yields 
with B = | log χ| 2 log |δ| .
and letμ = exp(−β −1 1 ). We have that ρ(ǫ) is monotone increasing in the interval 0 <ǫ <μ, and 6 Proof of Theorem 5.3.
As already premised, in order to prove Theorem 5.3, we will need to perform an extension argument on the solution to (1.1) we wish to estimate. This has been done for solutions to scalar elliptic equations with sufficiently smooth coefficients ( [13] ). Here, however, we are dealing with a system: extending u implies finding a suitable extension for the pressure p as well; moreover, both extensions should preserve some regularity they inherit from the original functions. Following the notations given for Theorem 5.3 we define
We have:
We then call Then there exist functionsũ ∈ H 1 ( E), p ∈ L 2 ( E) and a functional Φ ∈ H −1 ( E) such thatũ = u,p = p in E and ( u, p) solve the following: Proof. From the assumptions we made on the boundary data and the domain, it follows that (u, p) ∈ H 3 (E) × L 2 (E). We can find (see [17] or [7] ) a function u − ∈ H 3 (E − ) such that div u − = 0 in E − , u − = g on Γ,
with C only depending on |E|. We now call
by our assumptions we have F − ∈ H 1 (E − ). Let p − ∈ H 1 (E − ) be the weak solution to the following Dirichlet problem:
We now define
This field is divergence free by construction, and its norm is controlled by
We thus extend (u, p) as follows:
We now investigate the properties of the thus built extension ( u, p). Take Using the decomposition made in (6.7) on the second term, we have
where we define for all v ∈ H 1 0 ( E) the functionals
We can estimate each of the linear functionals Φ 1 , Φ 2 and Φ 3 easily, for we have (by (6.10) and the trace theorem): 12) moreover (using (6.11) and (6.5) ) 13) and, at last, by (6.8),
(6.14)
Then, defining Φ(v) = Φ 1 (v)+Φ 2 (v)+Φ 3 (v) for all v ∈ H 1 0 ( E), putting together (6.10), (6.11), (6.12), (6.13) and (6.14), we have (6.4).
Proof of Theorem 5.3. Consider the domain E built at the beginning of this section, and take u the extension of u built according to Theorem 6.1. By linearity, we may write u = u 0 + w where (w, q) solves div σ(w, q) = Φ in E, (6.15) and w ∈ H . By the triangle inequality, (6.5) and (5.3) we have that 19) for r = r 1 , r 3 ; furthermore, we have
Putting together (6.18), (6.19) , (6.20) , and recalling (5.3) and (2.19) we get
(6.21)
