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Мета роботи - Розгортання GRID-сегменту використовуючи серединне 
програмне забезпечення Globus та адаптація нейромережевого методу детекції обличчя 
шляхом розпаралелення навчання набору модульних нейронних мереж на GRID-
сегменті з метою зменшення часу навчання. Сьогодні GRID є передовою технологією 
організації високопродуктивних обчислень у світі, яка широко розробляється та 
впроваджується у розвинутих країнах для підтримки наукових досліджень. Одним із 
найкращих на даний час засобів, що дозволяє значно підвищити ефективність 
обчислень та покращити управління інформаційними ресурсами GRID-систем, є 
серединне програмне забезпечення Globus (www.globus.com).  
На першому етапі даної роботи створюється GRID-сегмент, що об’єднує 
високопродуктивний 16-ти процесорний комп’ютер TYAN та близько 50 персональних 
комп’ютерів електронної бібліотеки Тернопільського національного економічного 
університету. Об’єднання обчислювальних вузлів здійснюється за допомогою 
серединного програмного забезпечення Globus. На другому етапі розгорнута ГРІД 
інфраструктура буде використана для розпаралелення нейромережевого алгоритму 
детекції обличчя. Для розробки алгоритму розпаралелення доцільно використати 
грубозернистий підхід [1] на рівні навчальної вибірки [2], що дозволяє розділити 
послідовний алгоритм навчання на модулі нейромереж, що окремо навчаються на 
окремих графічних сегментах обличчя. При детекції, кожен нейромережевих модуль 
буде розпізнавати свій сегмент обличчя на окремому процесорі обчислювального 
GRID, результати роботи всіх процесорів будуть поєднанні в один результат. 
Попередні експериментальні дослідження на GRID-сегменті з 4 різнорідних процесорів 
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