 We propose novel tools for video-oculography powered by deep-learning  Robust pupil segmentation using fully convolutional neural networks (FCNN)  Gaze estimation based on pupil ellipses, improved by FCNN segmentation confidence  Wide applicability due to robust performance on multiple third-party datasets  Open-source code and pre-trained model under: www.github.com/pydsgz/DeepVOG Page 3 of 37
Introduction 1
Many disciplines in clinical neurology and neuroscience benefit from the 2 analysis of eye motion and gaze direction, which both rely on accurate pupil glasses, from contact lenses or from low illumination, low contrast, camera defo-28 cusing or motion blur. All these artifacts pose challenges to pupil detection, and 29 eye tracking algorithms which were not specifically designed with these artifacts 30 in mind, may fail or give unreliable results under these circumstances.
31
In medical image analysis and computer vision, dramatic improvements in is that a CNN can achieve robust pupil segmentation, by automatically learning 36 a sequence of image processing steps which are necessary to optimally compen-37 sate for all image artifacts which were encountered during training.
38
Related Work. Conventional gaze estimation is often based on the Pupil-Centre- Contribution. In this work, we propose DeepVOG, a framework for video- and achieve a sharp segmentation output.
167
A c c e p t e d M a n u s c r i p t
Our architecture is depicted in Figure 2 . down-/up-sampling filters.
179
The final output layer has two output maps for pupil and background, with confidence falls under a pre-defined threshold.
192
The pupil fitting procedure, including probabilistic network output, post-
193
processing and ellipse fitting, is depicted in Fig. 3 . Importantly, compared to 
220
For a detailed derivation of the eye model fitting theory and algorithm,
221
we refer the reader to [26] . Likewise, our Python-based re-implementation of 222 the method with documentation can be found in our public code repository.
223
Here, we want to emphasize that this "self-calibration" method can be very well formulae for the 3D eyeball center C and radius R can be denoted as:
Here, following the notation of 268 5f), which is not a consistent feature throughout the dataset.
269
Network validation. We tested the performance of DeepVOG on the testing 270 images of datasets A and B, which were similar to the training images but Table 1a ). The median Euclidean dis- using Blender. Figure 6 shows an example image and segmentation result for and comparably dark (cf. Figure 7) . Regarding quantitative measures in Table   299 1a, the performance of pupil centre detection on the third-party datasets LPW
300
(median of Euclidean distance = 0.9 pixels) and MMU Iris (median of Euclidean 
Gaze estimation on artificial data

333
Using the 3D modeling software "Blender", we generated artifical gold stan-334 dard eye images and gaze directions using a dedicated VOG simulation [38] .
335
DeepVOG performed the pupil centre detection on Blender's dataset with high 336 accuracy, as indicated by small Euclidean distances between the predicted cen-337 tres and simulation ground-truths (Table 2) . Further, our model can estimate optionally omitted (cf. Fig. 9c and 9d ). (Table 3a) , which demonstrates an accurate detection 360 of eye angular movement. This also implies that the FCNN in DeepVOG is 361 able to generalize well to this novel dataset of oculomotoric examination videos,
362
given that the correctness of gaze estimation is substantially determined by the 363 success of pupil area segmentation.
364
Robustness to self-calibration paradigm. All three self-calibration paradigms in tive distributions of angular errors ( Fig. 11a and 11b) ing systems, especially those operating at high frequencies around 1 kHz (e.g.
467
EyeLink 1000, SR Research, Ottawa, Canada), commonly process eye tracking 468 data internally and do not provide an interface to high-quality video data in 469 real-time and at a high framerate.
470
In future work, we aim to incorporate a large number of images from third- Fig. 7 ). An easy-to-use graphical user interface will also be a focus of M a n u s c r i p t A c c e p t e d M a n u s c r i p t M a n u s c r i p t M a n u s c r i p t 
