scaling is detected in the spike power. Although tissue filtering or modulation of spiking activity by UP and DOWN states could account for the observed LFP scaling, there is no consensus as to how it arises. We addressed this question by recording simultaneously LFP and single neurons ("single units") from multiple sites in somatosensory cortex of anesthetized rats. Single-unit data revealed the presence of periods of high activity, presumably corresponding to the "UP" states when the neuronal membrane potential is depolarized, and periods of no activity, the putative "DOWN" states when the membrane potential is close to resting. As expected, the LFP power scaled as 1/f 2 but no such scaling was found in the power spectrum of spiking activity. Our analysis showed that 1/f 2 scaling in the LFP power spectrum was largely generated by the steplike transitions between UP and DOWN states. The shape of the LFP signal during these transitions, but not the transition timing, was crucial to obtain the observed scaling. These transitions were probably induced by synchronous changes in the membrane potential across neurons. We conclude that a 1/f 2 scaling in the LFP power indicates the presence of steplike transitions in the LFP trace and says little about the statistical properties of the associated neuronal firing.
"UP" and "DOWN" states; power law; self-organized critical states POWER LAW or "1/f N " scaling, where f is the frequency and N varies from 1 to 3, has been shown to be present in many seemingly unrelated phenomena such as the frequency of occurrence of earthquakes (Turcotte 1999) , the avalanches of grains in a sand pile (Turcotte 1999) , and neuronal action potentials in in vitro cultures of cortical neurons (Beggs and Plenz 2003) . The power law is characteristic to the selforganized critical states (SOC states; Bak et al. 1987) , and its ubiquity suggests that SOC states are widespread in both nonbiological and biological systems. Neuroscientists are interested in neuronal networks that are in a SOC state because such networks transfer, process, and store information more efficiently than random or ordered networks (Beggs and Plenz 2003; Kinouchi and Copelli 2006; Legenstein and Maass 2007) . However, 1/f N scaling is not always associated with SOC states (Bedard et al. 2006; Bonachela et al. 2010; Touboul and Destexhe 2010) .
One type of signal for which the origins of 1/f N scaling are still debated is the local field potential (LFP). LFP represents the activity of a large population of neurons in the vicinity of the recording electrode. Both action potentials and the slower and smaller changes in the neuronal membrane voltage such as synaptic potentials are thought to contribute to LFP (Logothetis et al. 2001) . It has been shown that, for a variety of brain states, the spectral power density (SPD) of LFP scales as 1/f N . Such an LFP property has been observed in the cortex of monkeys (Leopold et al. 2003) , humans (He et al. 2010) , and cats (Bedard and Destexhe 2009) . A 1/f 2 scaling in LFP power spectrum can be detected in sleeping cats (Bedard and Destexhe 2009 ) and in a variety of cerebral areas of human patients with pharmacologically intractable epilepsy (Milstein et al. 2009 ). In addition, an LFP power scaling close to 1/f 2 was observed in the visual cortex of behaving monkeys (Leopold et al. 2003) . No 1/f 2 scaling is found, however, in the SPD of neuronal spike trains (Bedard and Destexhe 2009) . Several hypotheses have been put forward to explain this discrepancy in LFP and spike train power spectrum scaling.
The brain tissue may act as a low-pass filter for LFP, thus increasing its relative power at lower frequencies (Bedard and Destexhe 2009 ). However, most researchers believe that the brain tissue acts more like a simple resistance and no filtering of LFP should occur (Logothetis et al. 2007) . A recent theoretical study suggested that 1/f 2 scaling of LFP power could be attributed to the modulation of neuronal firing by UP and DOWN state dynamics (Milstein et al. 2009 ). In the "UP" state neurons are depolarized by ϳ20 mV and so are likely to produce action potentials. In contrast, in the "DOWN" state membrane potential is close to resting and no action potentials are fired. Simulations showed that linear temporal correlations enabled by Poisson-like dynamics of transitions between these two states can produce a 1/f 2 power spectrum scaling (Milstein et al. 2009 ). Although in the same paper experimental data on a 1/f 2 scaling in the LFP power spectrum were presented, no attempt was made to reconstruct UP and DOWN state dynamics from the data. Here we show that the dynamics of transitions between UP and DOWN states produce quasi-linear correlations only for very brief intervals, corresponding to frequencies above ϳ15 Hz, while a 1/f 2 scaling was already present above 2 Hz. In contrast, the steplike LFP signal shape alone is sufficient to explain the observed 1/f 2 scaling.
METHODS

Electrophysiological Recordings
All experiments were performed at the Italian Institute of Technology. Five male Long-Evans rats weighing 300 -400 g were used for recordings, in two animals with tetrodes (Thomas Recording, Giessen, Germany) and in three animals with 16-microwire arrays with 0.25-mm spacing (TDT, Alachua, FL). Thus we had either 4 (tetrodes) or 16 (microwire arrays) recording sites. Tetrode recordings were collected from 15 different locations obtained during 6 penetrations, that is, 2-3 locations per penetration. The data from microwire arrays were collected from a single depth. Each recording session lasted from 5 to 20 min. Randomly selected sections of 4 -5 min were used for data analysis.
The experimental plan was designed in compliance with the Italian Animal Welfare Act following European Community directives and was approved by the local authority veterinary service. Rats were anesthetized with a mixture of Zoletil (30 mg/kg) and xylazine (5 mg/kg) delivered intraperitoneally. For the duration of the experiment, the depth of anesthesia was monitored by testing for the absence of hindlimb withdrawal reflex and was maintained by additional doses of anesthetic (ip or im). Under anesthesia, body temperature was maintained at 36 -38°C with a thermostatically controlled heating pad. The anesthetized animal was placed in a stereotaxic apparatus (Myneurolab, St. Louis, MO).
For recording, a small craniotomy (2 ϫ 2 mm) was made in the parietal bone to expose the vibrissa region of the somatosensory cortex, identified according to vascular landmarks and stereotaxic coordinates (Chapin and Lin 1984; Hall and Lindholm 1974; Paxinos and Watson 2007) . Dura mater was left intact. The placement of the electrodes was tested and confirmed by recording the neuronal response to manual whisker stimulation. Tetrodes and electrode arrays were lowered perpendicularly through the cortical surface with a hydraulic microdrive (Kopf 2650) to a depth of Ͼ900 m (infragranular layer; Brumberg et al. 1999; Simons 1978; Woolsey and Van der Loos 1970) , and the spontaneous activity, consisting of burst firing (action potential clusters), was recorded (Erchova et al. 2002) . Two different amplifiers were employed for these experiments. The commercial Plexon (Dallas, TX) 1000X preamplifier connected to a high-impedance (40 M⍀) headstage was used to acquire the "spike" signal (250 -7,500 Hz) and a narrow-band LFP signal (0.7-170 Hz). The second amplifier was home-built based on a commercial multichannel wide-band (0.025-10,000 Hz) chip from Intan Technologies (Salt Lake City, UT) (Harrison and Charles 2003) . This wide-band signal was used to obtain LFP spectra.
Signal Analysis
Most analysis was performed with custom-written routines employing the Igor Pro program (Wavemetrics, Lake Oswego, OR), while spike sorting was performed with an Offline Sorter (Plexon). MATLAB software (Mathworks, Natick, MA) and the Chronux neural signal package (www.chronux.org) were employed for part of the spectral analysis. For power spectra calculation methods, see below.
Spike detection. Single units and multiunits were detected as threshold-crossing events while the threshold was set to 4.5 standard deviations from the baseline. The standard deviation was calculated at the start of each penetration with an electrode(s) inserted into the superficial cortical layers (ϳ200 m from surface) when no obvious spiking activity was detected. Care was taken that no artifacts such as occasional, amplifier-saturating oscillations (due to animal movements or an accidental touch of the recording electrode) and static electricity discharges, recognized by their extremely rapid time course (Ͻ0.1 ms), were present in the trace. Although usually no sorting was performed, the results reported here were qualitatively not different from those obtained when sorting was used. During sorting a unit was confirmed only if 1) a refractory period of 2 ms was present in the cross-correlograms (the permitted rate was Ͻ0.1% for 2 ms and 0% for 1 ms), 2) the number of events was Ͼ500, and 3) cluster separation was significant at P Ͻ 0.05 (ANOVA).
Correlation. Correlation between LFP signal and "up-down" wave (see Fig. 2B ) was performed on an LFP wave, from which a slow drift (Ͻ ϳ1 Hz) was eliminated by a smoothing splice procedure (see below for procedure description). The confidence intervals for the Pearson product-moment correlation coefficient r (see Fig. 2B ) were determined by constructing a histogram of r value occurrence frequency for delays of 1 s or more. The obtained histogram could be well fitted with a Gaussian function, and we used a variance of 2.57 to determine the 99% confidence interval.
Smoothing splice procedure. Our data show that below ϳ1 Hz the electrode signal was dominated by electrode noise (Fig. 1C) . Since we were interested in slow (ϳ2-10 Hz) steplike transitions, such a low-frequency noise can interfere with our analysis. To minimize the noise impact on our analysis, a noncausal filtering was performed because phase shifts in our frequency range of interest (Ͼ ϳ1 Hz) may be introduced by a causal filtering. The original LFP trace (0.025-500 Hz) was smoothed with a spline function and subtracted from the original LFP trace. A spline function was selected to have a cutoff frequency of ϳ0.7 Hz. For all analysis, only such a subtracted LFP trace was used.
Power law fits. Power law fits were obtained in a linear logarithmic scale, i.e., the spectral density data (SPD) were interpolated to an equidistant scale of ln(f) and a linear regression analysis in the obtained ln(SPD) vs. ln(f) graph yielded the slope factor corresponding to factor N in the power law function 1/f N . Unless stated otherwise, all quantitative results are presented as averages Ϯ SE, and a nonparametric Kruskal-Wallis test was applied for data sample comparison for statistical significance.
Power Spectra Calculations
There is no doubt that LFP signal is generated by neuronal membrane electric currents. It is debated, however, which events contribute the most: synaptic currents (SCs), action potentials, or slow membrane potential changes (Einevoll et al. 2007; Kamondi et al. 1998; Linden et al. 2010; Okun et al. 2010; Rasch et al. 2008; Saleem et al. 2010; Zanos 2009 ). In this study we test whether action potentials (spikes) or spike-triggered stereotyped events such as SCs are responsible for low-frequency LFP signal and the observed 1/f 2 scaling in the LFP power spectrum. In such a scenario, the extracellular voltage signal v(t) of LFP can be expressed as a convolution (Bedard et al. 2006; Milstein et al. 2009 ):
where f i (t) is a time-dependent extracellular voltage signal generated by a cellular event (action potential or SC) in neuron i while m i represents the activity of that neuron and can be expressed as:
where ␦(t) is the Dirac delta function. We should note that in our calculations f i (t) is the same for one neuron but may differ between neurons. By the Wiener-Khinchin theorem, for a stationary neuronal activity, i.e., autocorrelation function R vv () ϭ Ͻv(t)v(t ϩ )Ͼ is independent of time, the SPD of such a signal, S(), is the Fourier transform of R vv ():
where F() is the Fourier transform of f(t) and an asterisk indicates a conjugate of a complex number; R vv () stands for the autocorrelation function of v(t); and Ᏺ( ) is the Fourier transform operation. The same Wiener-Khinchin theorem permits substituting the Fourier transform of the cross-correlation function with a cross-spectral power density S ij (), and a more compact form of Eq. 3 is obtained:
These two expressions are useful for estimating the contribution of the extracellular spike shape and the spike firing dynamics to the frequency dependence of LFP (Milstein et al. 2009 ). For a special case, which assumes that a single sequence of events, for example recorded spikes, generate LFP and all spikes produce the same extracellular voltage function f o (t), Eqs. 3 and 4 can be reduced to:
where F o () is the Fourier transform of f o (t) and M o () is the Fourier transform of the spike distribution m o (t):
Thus the power spectrum of such an LFP signal is a product of power spectra of a single extracellular spike, S ff (), and of the spike distribution, S mm (). Alternatively, the LFP power spectrum is a product of a power spectrum of a single spike, S ff (), and the Fourier transform of the spike distribution autocorrelation function. We will use these expressions to evaluate the effects of the extracellular spike shape and UP-DOWN state dynamics on the LFP power spectrum.
We shall note, however, that Eqs. 1-6 are applicable only for LFP that is a sum of stereotypical extracellular signals, that is, for a fixed location, each spike or synaptic event in one neuron is associated with an extracellular signal of the same shape (Eq. 1) and does not depend on previous spiking history. Most theoretical papers use this approach to model LFP generation (Bedard et al. 2006; Bedard and Destexhe 2009; Linden et al. 2010; Pettersen and Einevoll 2008) , and our constructed LFP wave (see below) falls in the same category. However, LFP is generated by all extracellular currents, including the currents that are related to spikes only indirectly. All slow voltagegated channels such as h current, M current, or slow delayed-rectifier current fall in the latter category because the number of channels that open during a single spike will depend on previous membrane potential history including the membrane potential value before a spike (Baranauskas 2007 ). The result is that each spike or synaptic event activates a variable amount of current, and even for one neuron and for a fixed extracellular location it is impossible to associate a stereotypical extracellular signal with a single spike/synaptic event as is done in Eq. 1. Such slow currents may be prominent during transitions between UP and DOWN states, even if these states are largely driven by SCs (Bazhenov et al. 2002; Blackwell et al. 2003; Millman et al. 2010; Parga and Abbot 2007) . Thus these slow currents could contribute significantly to the LFP signal, as demonstrated by our analysis (see DISCUSSION) . Since extracellular signals generated by Fig. 1 . Local field potential (LFP) and spike power spectra scale differently. A: sample single-unit and multiunit traces with periods of high spiking activity ("bursts") and no activity ("pauses"). B: sample LFP trace (top) with slow oscillations dominating the trace. Bottom: vertical bars represent cumulative "spike" events detected at nearby recording sites of the tetrode. Closely spaced groups of spikes represent bursts (putative "UP" states), which coincide with the slow downward deflections of the LFP trace denoted by asterisks. C-F: spectral power density plots of LFP and electrode noise (C), spikes (D), and both LFP and spikes (E and F). C and D represent data from the same recording session as in A and B, but in E and F the data from 2 other recording sessions are shown. Note that below 0.2 Hz the LFP spectral power density is almost the same as the electrode noise in saline, suggesting that no biological signal could be detected below 0.2 Hz. a.u., Arbitrary units. these slow voltage-gated channels cannot be represented as stereotypical spike triggered events, Eqs. 5 and 6 should be expanded to include additional terms representing extracellular currents generated by these slow voltage-gated ionic channels. There is, however, no need to write an explicit expression for this term because 1) a detailed expression will depend on a very large number of variables and 2) the result of the sum is represented by the time course of the membrane potential since currents driving the LFP also drive the membrane potential. In the presence of UP and DOWN states the membrane potential in most neurons follows the same time course; thus currents driving the membrane potential generate a similar extracellular voltage field in all locations and this extracellular field is the LFP signal with a time course similar to the membrane potential time course in a single neuron.
To obtain our spike power spectra shown in Fig. 1 , each recorded spike occurrence was represented by a Gaussian function:
where t o was the spike occurrence time and c was the time constant equal to 1 ms. Essentially, we assumed that each extracellular spike was a Gaussian function with a half-width of 1 ms. Then, to obtain the spike power spectrum, the squared amplitude of the Fourier transform was calculated. Since the Fourier transform of such a Gaussian function is also a Gaussian function with o ϭ 1/(2c) ϭ 2 kHz, the power spectrum of such a spike is flat for f Ͻ Ͻ 1/c ϭ 1,000 Hz. Thus, according to Eq. 5, all low-frequency dependence of such a spike power spectrum is due to the spike time distribution.
In reality, the shape of extracellular spikes is much more complex. Experimental data and simulations show that SPD of a single spike decreases rapidly below 500 Hz (Fee et al. 1996; Pettersen and Einevoll 2008) . However, here we are interested in frequencies below 200 Hz, where the presence of noise does not permit us to experimentally evaluate the spike shape SPD frequency dependence. However, simple considerations permit us to identify the limits of possible extracellular spike shapes. Substitution of the Gaussian function with a Heaviside step function followed by a slow exponential decay (Milstein et al. 2009 ) dramatically alters the shape of the overall reconstructed LFP signal: The end of high-frequency activity is followed by slowly decaying tails. Since no such slow decay was observed in real LFP traces, we concluded that it is unrealistic to assume such a spike shape. Therefore, in our analysis we used only a Gaussian 1-ms half-width function as an extracellular spike shape. For more on this topic, see DISCUSSION. The LFP power spectra were calculated as the squared magnitude of the Fourier transform.
RESULTS
By employing tetrodes and microwire arrays, we recorded intracortical single-unit and multiunit activity signals (SU-MUA, 250 -7,500 Hz) and LFPs (0.025-250 Hz) in the vibrissa region of the somatosensory cortex of anesthetized rats (Fig. 1, A and  B) . In the majority of SU-MUA traces there were clear periods of high activity ("bursts," Fig. 1A ) separated by periods of no detectable activity ("pauses," Fig. 1A ). When microwire arrays were used, the start and the end of such bursts were highly synchronized across all recording sites up to distances of Ͼ1 mm, in good agreement with previous reports (Erchova et al. 2002) . This behavior is typical for neurons recorded from the deep cortical layers of anesthetized rats (Erchova et al. 2002; Saleem et al. 2010) .
Intracellular recordings in anesthetized rats have shown that these long bursts and pauses corresponded respectively to the "UP" and "DOWN" states (Saleem et al. 2010), which are similar to those found in sleeping animals (Steriade et al. 1993 ). During an "UP" state the membrane potential stays 15-25 mV above the resting potential and the probability to fire an action potential is high. In contrast, during a "DOWN" state the membrane potential is close to resting and the probability to fire an action potential is low. Since in the cortex of anesthetized animals these UP and DOWN states are synchronized across most neurons within the recording volume of ϳ1 mm 3 (Saleem et al. 2010) , when the number of recorded neurons is large, periods of high-frequency spiking in SU-MUA traces will correspond to UP states while periods of silence or few spikes will correspond to DOWN states. Although in our recordings the estimated number of detected neurons was limited (3-5 for the tetrodes and 5-20 for the microwire arrays), we assumed that our periods of high activity or "bursts" corresponded to UP states while "pauses" corresponded to DOWN states. More specifically, to detect UP and DOWN states, first we pooled all data from 4 (tetrodes) or 16 (microwire arrays) recording sites to obtain a single trace of all threshold-crossing events, which are called "spikes" here ( Fig. 1B ; see METHODS for details). Then, a simple algorithm was used to detect the putative UP states: the start of an UP state was determined by the presence of at least five spikes occurring at a more than double frequency of the trace average, and then the end of this UP state was determined when no spikes could be detected for Ͼ20 -30 ms. We found that, for our data, this algorithm detected well long bursts, presumably corresponding to the UP states (Fig. 1B) .
In Fig. 1B a typical LFP trace with simultaneously recorded spikes is shown. In the LFP trace a number of slow downward deflections are clearly present. It has been demonstrated that the negative phase of a low-frequency (Ͻ2 Hz) LFP signal is a good predictor of an UP state (Rasch et al. 2008) , and in our traces these slow downward deflections were clearly correlated with the bursts of spikes, presumably corresponding to UP states. In the 1-2 Hz band, the coefficient of Pearson productmoment correlation between the LFP and the spiking activity was 0.36 Ϯ 0.03 (n ϭ 11). Thus a clear relationship was present between the spiking activity and the low-frequency LFP. Since bursts of spikes of most neurons recorded within a 1-mm distance were synchronized, these slow downward LFP signal deflections were highly synchronized across all recording sites and the overall low-frequency LFP signal was very similar for all recording sites (r 2 Ͼ 0.95 for f Ͻ 200 Hz and r 2 Ͼ 0.98 for f Ͻ 20 Hz; n ϭ 4). Thus, in our analysis, for each new recording session an LFP trace from a single recording site was used for both electrode arrays and tetrode electrodes. Although the LFP and the spikes were clearly related, their power spectra were strikingly different (Fig. 1, C and D) . The SPD of the LFP signal shown in Fig. 1C scaled as 1/f 2 between 1 and ϳ200 Hz and could be fit with a 1/f N function in which N ϭ 2.06, in agreement with previous reports on the signal power frequency dependence of LFP obtained in sleeping cats (Bedard and Destexhe 2009) , resting monkeys (Leopold et al. 2003) , and humans (Milstein et al. 2009 ). In the LFP power spectrum of Fig. 1C there was a clear peak at ϳ1.5 Hz, and below ϳ0.2 Hz the electrode signal was indistinguishable from the electrode noise, which also scaled as 1/f 2 (unpublished observations). Very similar results were obtained for LFP signals recorded in other locations of the vibrissa region of the rat somatosensory cortex and from different rats (2 more examples are shown in Fig. 1, E and F) . For these different recording sessions, on average the coefficient N in the fit function 1/f N was 2.31 Ϯ 0.06 (ranging from 2.02 to 2.71) for fits between 2 and 200 Hz (n ϭ 8). In contrast, usually no clear scaling could be attributed to the SPD function of spikes. In the spike SPD graph shown in Fig. 1D (see METHODS for spike SPD calculation) there were multiple peaks from 0.1 to 10 Hz and a trend corresponding to approximately 1/f scaling could be detected; meanwhile, a 1/f 2 function fit could be applied for a narrow frequency range only (Fig. 1D) . Although the shape of the spike SPD function varied from one recording session to another (see, for instance, Fig. 1, E and F) , the overall trend between 2 and 200 Hz could be fit with a 1/f N function where N on average was 1.0 Ϯ 0.14 (range 0.66 -1.52; n ϭ 8). This N value was significantly lower than in the LFP SPD fit function (P Ͻ 0.0001).
It has been shown that the phase of a low-frequency LFP is a good predictor of UP states (Saleem et al. 2010) , and our data confirm this notion because slow deflections coincided with the predicted UP states (Fig. 1B) . Thus we formulated a hypothesis that these slow deflections are produced by the transitions between UP and DOWN states of neuronal membrane potential and the relatively abrupt shape of these transitions in the LFP signal generates a 1/f 2 scaling in the LFP power spectrum. Although our hypothesis is apparently identical to that proposed by Milstein et al. (2009) , namely, that 1/f 2 scaling is produced by the UP and DOWN state modulation of neuronal firing (a "telegraph process" in Milstein et al. 2009 ), there are important differences between these two hypotheses. In the telegraph process it has been postulated that the timing of transitions between UP and DOWN states is crucial in obtaining a 1/f 2 scaling. Here we will argue that the shape of these transitions alone is sufficient to generate a 1/f 2 scaling. A more detailed comparison of these two hypotheses and the data is presented in DISCUSSION. Here we provide experimental evidence in support of our hypothesis. First we show that under our experimental conditions the LFP signal can be approximated by a steplike wave.
To this end, we constructed a square wave in which the predicted DOWN states were represented by 1 and the predicted UP states were represented by 0. Then, this wave was scaled to match the standard deviation of the corresponding LFP. We call this square wave an "up-down" wave. Figure 2A shows an example of such a scaled up-down wave superimposed with the corresponding LFP trace. Despite the very simple algorithm employed in the up-down wave generation, the LFP trace is quite similar to this artificial wave. In fact, for the example shown in Fig. 2A , the coefficient of Pearson product-moment correlation between the LFP and up-down wave, r, was 0.64 (P Ͻ 0.001, Fig. 2B ), indicating that nearly 41% [(0.64) 2 ] of the LFP signal variability could be explained by this simple up-down wave. A similar procedure of up-down wave construction was repeated for five additional recording sessions, and on average r was 0.61 Ϯ 0.02 (n ϭ 6), corresponding to r 2 values of 0.31-0.47. Having established that a significant fraction of the LFP signal variability can be attributed to the transitions between UP and DOWN states, we compared the power spectra of our scaled up-down wave and the corresponding LFP signal. If most LFP power is generated during UP and DOWN transitions, the power spectrum of our physiologically measured up-down wave should be similar to that of the LFP trace. Figure 2C shows that these two spectra were indeed very similar (P Ͼ 0.96, Kolmogorov-Smirnov test between 1 and 100 Hz, D ϭ 0.104), and their fits to a power law function 1/f N yielded similar coefficients N, 1.93 for the up-down wave and 2.21 for the LFP trace. These data support our hypothesis that most low-frequency power of the LFP trace is concentrated in the transitions between UP and DOWN states.
Since the real LFP wave was rather smooth and no obvious steplike transitions were present, we examined how much the smoothing of steplike transitions affects their power spectrum. A simple smoothing of the up-down wave altered its power spectrum at high frequencies only (Fig. 2C) . It is impossible, however, to obtain the LFP trace by processing our physiologically measured up-down wave with a simple low-pass filter. Therefore, we constructed another up-down wave, in which the transitions between UP and DOWN states were taken from the real LFP trace (Fig. 2D) . Fig. 2D , right, demonstrates that these steplike transitions of a real LFP trace generate a 1/f N scaling in the power spectrum with N close to 2-a 1/f N fit between 1 and 100 Hz N was equal to 2.38 Ϯ 0.03, which was not statistically different from the average N factor value of the LFP power spectra fits (2.31 Ϯ 0.06). We conclude that even the relatively smooth transitions of real LFP traces are sufficient to produce a 1/f N scaling with N ϭ ϳ2. Finally we tested whether the observed 1/f 2 scaling is affected by elimination of these steplike transitions from the original LFP trace. To this end, sections of an LFP trace close to the deduced transitions between UP and DOWN states were eliminated while the remaining portions of the LFP trace were shifted to obtain smooth transitions from one piece to another; then, similarly to the original LFP trace, slow drift was eliminated by the smoothing splice procedure described in METHODS. The duration of the eliminated LFP trace fraction around the UP-DOWN transition point was equal to the width of the main peak of the correlation function just above the estimated error value ( Fig. 2B ; error value is shown as a gray band). This procedure dramatically reduced the amplitude and the frequency of slow oscillations in the trace (Fig. 2E, left) and resulted in a significant reduction of the slope factor N in 1/f N ( Fig. 2E, right) . On average, the slope factor was reduced from 2.20 Ϯ 0.07 (range 1.95-2.43) to 1.49 Ϯ 0.12 (n ϭ 6, P Ͻ 0.001, range 1.05-1.79). Although a power law scaling remained, the slope factor became well below 2, suggesting that the eliminated transitions were generating the observed ϳ1/f 2 scaling in the power spectrum. In fact, if we assume that the observed LFP signal is generated by several independent processes, the power spectrum scaling 1/f N will be determined by the process that contributes the most to the signal power at low frequencies. For instance, if we have two components, each of which contributes 1 power unit at 30 Hz, the one that scales as 1/f 2.2 will contribute ϳ158 power units at 3 Hz while the other one that scales 1 1.49 will contribute only ϳ31 power units, or Ͼ5 times less. In other words, the component with larger scaling factor N will contribute Ͼ80% of power at low frequencies. Thus, if we reduce the scale factor from 2.2 to 1.49 by eliminating rapid transitions in the LFP signal, this result is in good agreement with the hypothesis that rapid transitions determine 1/f N scaling, where N ϭ ϳ2. So far we have demonstrated that 1) the LFP signal contains steplike transitions corresponding to the putative transitions between UP and DOWN states and 2) these steplike transitions can generate a 1/f 2 scaling in the signal power spectrum not different statistically from the LFP power spectrum. Next, we addressed the issue of the dynamics of the transitions between UP and DOWN states.
In their original paper, Milstein and colleagues (2009) suggested that, to obtain a 1/f 2 scaling in the telegraph process, the transitions between UP and DOWN states should follow a certain dynamical model. More specifically, the probability to make a transition to another state should be constant in time and equal to k ϫ ⌬t, where k is a constant, ⌬t is a small time interval in UP or DOWN state, and the constant k should satisfy the following condition: k ϫ ⌬t Ͻ Ͻ 1. This kinetic scheme generates an autocorrelation function approximately linear in time and an exponential distribution of time intervals. LFP trace is a continuous thin black line; "up-down" wave is a thick dark gray line. Vertical light gray bars correspond to the predicted "UP" states. In the "up-down" wave "UP" states are denoted by low wave levels while "DOWN" states are denoted by high wave levels. Note relatively close match between LFP and the "up-down" wave. Bottom: vertical bars represent cumulative "spike" events as in Fig. 1A . B: Pearson product-moment correlation coefficient r between LFP and "up-down" wave is plotted versus the delay between 2 traces. Horizontal gray band represents the 99% confidence interval. C: spectral power density plot of the LFP signal (gray thick line) and the "up-down" wave (dark thick line, both the LFP trace and the "up-down" wave are shown in A). Both spectra could be fit with a 1/f N function between 1 and 100 Hz with N ϭ 1.93 for the "up-down" wave and 2.21 for the LFP power spectrum. In addition, a power spectrum of a filtered "up-down" wave is shown (black thin line). D, left: sample "up-down" wave, in which the transitions were taken from a real LFP trace shown in A. Right: spectral power density plot of the "up-down" wave shown in D. A 1/f N fit function with a fit coefficient of 2.31 is shown also. E, left: samples of an original trace and a trace obtained following the transition elimination procedure are shown. Right: power spectra of traces shown on left plotted together with 1/f N fit functions. SPD, spectral power density.
Thus we tested whether these two features of the model can be detected in our experimental data. However, the autocorrelation function was linear only for time intervals of less than ϳ0.1 s (Fig. 3A) , corresponding to frequencies above ϳ10 Hz. Similar results were found for other recording sessions. The average frequency, corresponding to a time interval at which the autocorrelation function deviated Ͼ10% from a linear function, was 15 Ϯ 3 Hz (n ϭ 5). Further analysis showed that this linear section of the autocorrelation function was not the result of the dynamics of the transitions between UP and DOWN states. If these transitions were following the telegraph process model, the distribution of UP or DOWN state duration should be exponential for time intervals of Ͻ0.1 s. However, our physiologically measured up-down wave had a distribution of UP state durations significantly different from the exponential distribution (P Ͻ 0.001, Kolmogorov-Smirnov test, D ϭ 0.72; Fig. 3B ). Although for UP state durations above 0.15 s the distribution followed rather closely an exponential fit function (P Ͻ 0.33, KolmogorovSmirnov test between 0.15 and 0.55 s, D ϭ 0.27; Fig. 3B ), a clear peak at ϳ0.1 s was present and few UP states were shorter than 0.05 s. Such a type of distribution was typical for our recordings, and it is in good agreement with the intracellular recording data demonstrating that most "UP" states lasted several hundreds of milliseconds (Petersen et al. 2003; Saleem et al. 2010) . Thus during the first 0.1 s in an UP state the probability to make a transition to a DOWN state is smaller than during the next 0.1 s; in other words, the probability to make a transition is not constant in time. Similarly, in all tested cells (n ϭ 8) the number of DOWN states declined for durations shorter than 0.1 s. We conclude that the dynamics of transitions between UP and DOWN states cannot be responsible for all observed LFP power spectrum scaling and cannot explain the linear part of the autocorrelation function below 0.1 s. To explain these two latter observations, we searched for other mechanisms.
One possibility is that steplike transitions alone can generate a 1/f 2 scaling. To this end, we obtained the power spectra of a single step and of a "random" wave, in which the transition times were randomly selected. A logarithmic plot in Fig. 3C shows that both power spectra scaled as 1/f 2 . Thus the presence of step-like transitions alone is sufficient to generate a 1/f 2 scaling in the signal power spectrum. Since the observed UP and DOWN state dynamics did not follow the kinetics of the telegraph process model, we conclude that a 1/f 2 scaling in the LFP power spectrum was largely generated by the steplike LFP signal shape during the transitions between UP and DOWN states, while the contribution of transition dynamics to the observed power spectrum scaling was limited.
It follows from the signal processing theory that a continuous function can be usually decomposed into a series of sinusoids with certain weight coefficients. In the case of a rectangular step function these weight coefficients can be calculated according to the following expression: (1/T) ϫ sinc(n/T), where n is an integer and T is the pulse function duration, and f, equal to n/T, is the sinusoid frequency. The sinc(f) function is defined as sin(f)/f, and for large f values sinc(f) will scale as 1/f; thus the power spectrum of a rectangular step function will scale roughly as (1/f) 2 , as shown in Fig.  3C in a single step example. However, at low frequencies, the period of which is greater than ϳT (T is the duration of a single step), the power spectrum levels off as shown in Fig. 3C . Because the power spectrum becomes flat for the frequencies the period of which corresponds to the step duration in the LFP signal, the distribution of durations of UP and DOWN states can be estimated from the flat part of the power spectrum (Ͻ2 Hz).
To better understand the relationship between the neuronal spiking activity and the low-frequency LFP, we calculated the UP state start-triggered average for the LFP signal ( Fig. 4A ; for comparison the LFP wave was inverted). A similar DOWN state start-triggered average is shown in Fig. 4B . Interestingly, the change in the LFP signal was almost as abrupt at the end as at the start of an UP state (compare Fig. 4, A and B) , although the amplitude was approximately twofold larger during the latter transition. It is evident from these two graphs that the LFP signal follows the spiking activity pattern quite well and both the spiking activity and the LFP signal decayed during the first 100 ms from the UP state start ( Fig. 4A ; only UP states longer than 150 ms were used to build the graph). There were, however, two notable differences. First of all, the LFP wave started to move a few milliseconds before the onset of spiking activity in Fig. 4A or the offset of spiking activity in Fig. 4B . For the UP state start-triggered average, the LFP wave reached 10% of peak value 15.1 Ϯ 2.3 ms (n ϭ 7) before the onset of spiking activity. Second, the LFP signal decayed much slower Fig. 3 . The dynamics of transitions between "UP" and "DOWN" states is not essential for 1/f 2 scaling. A: autocorrelation function of an "up-down" wave (thin black trace) superimposed with a linear fit (thick gray line). B: distribution of "UP" state durations obtained from the "up-down" wave of Fig. 2A . Thick gray line represents a single exponential fit from 0.15 to 0.7 s. C: spectral power density plots of a "random" wave and a single step. than the spiking activity; the monoexponential fit time constants were on average 35 Ϯ 4.5 ms for LFP and 19 Ϯ 1.9 ms for spikes (n ϭ 7, P Ͻ 0.006). A very similar spiking activity decay could be detected also when the LFP signal downstrokes (Fig. 1B) were used to make an average of the spiking activity at the start of an UP state (Fig. 4C) , suggesting that both the spiking activity and the LFP data were sufficient to correctly identify the UP state starts.
DISCUSSION
Here we show that in the deep cortical layers of anesthetized rats the presence of a 1/f 2 scaling in the LFP power spectrum can largely be attributed to the steplike LFP signal shape generated by the transitions between UP and DOWN states. These steplike transitions make the LFP trace similar to a sequence of square pulses, and a significant fraction of the LFP signal variability could be reproduced by a simple square-pulse wave representing physiologically measured putative UP and DOWN states. Meanwhile, the dynamics of these transitions contributed little to the 1/f 2 scaling.
Steplike Transitions in LFP Signal Produce a 1/f 2 Scaling
It is known from the signal processing theory that the power spectrum of a square pulse scales as 1/f 2 . In fact, the Fourier transform of a Heaviside step function is sinc(f) ϭ sin(f)/ (f), where f is the frequency. Thus the power spectrum of a Heaviside step function is ϳsinc 2 (f) ϭ sin 2 (f)/(f) 2 ϳ 1/f 2 . Although, at first glance, no such square pulses were present in our LFP signal, a square-pulse wave in which pulses corresponded to the deduced UP and DOWN states could explain up to ϳ50% of the LFP signal variability. These results show that, in fact, our LFP signal is a noisy, smoothed square wave. We also show that even such smoothed squares do produce a 1/f 2 scaling in the power spectrum. According to the KolmogorovSmirnov test, between 1 and 100 Hz there was no statistically significant difference between the power spectra of the original LFP trace and the physiologically measured up-down wave, suggesting that these steplike transitions generated most of the LFP power spectrum at low frequencies.
We are not the first to suggest that the transitions between UP and DOWN states significantly shape the low-frequency LFP signal (Milstein et al. 2009; Saleem et al. 2010) . Our physiologically measured up-down wave is very similar to the artificial telegraph process signal used to demonstrate that a 1/f 2 scaling can be generated by UP and DOWN state dynamics (Milstein et al. 2009 ). There are, however, differences between our explanation of the 1/f 2 scaling and the telegraph process hypothesis. The telegraph process hypothesis assumes that all frequency dependence of the LFP power spectrum is due to the modulation of neuronal spike firing by UP and DOWN state dynamics and the power spectrum of spike times should be identical to the LFP power spectrum. However, the starting point of our study was the presence of vast differences between the LFP and the spike time power spectra; thus either our spike data are by far insufficient to test the hypothesis or the telegraph process alone is not sufficient to explain the LFP power spectrum.
Although we did not record the activity of all neurons contributing to the LFP signal, there is evidence that the spike time statistical distributions of the recorded neurons and of the whole population of neurons contributing to the LFP signal were similar. First of all, our spike time data were sufficient to construct an up-down wave correlating up to ϳ50% (r 2 values) with the original LFP signal. Second, both the spike times and the LFP wave could be used to deduce the start of an UP state, and the average spike firing dynamics within the deduced UP state was similar in both cases (Fig. 4) , suggesting that our spike data were sufficient to obtain reproducible spike firing dynamics within an UP state. In other words, our spike data are likely to be representative of all neuronal population spiking. A similar rapidly decaying rate of spike firing is detected with multichannel recordings during long bursts in cortical cultures in vitro (Pelt et al. 2004 ). Since such in vitro multichannel recordings can detect a large fraction of neurons present in the culture (Lambacher et al. 2004) , it is likely that this rapidly decaying rate of firing during long bursts is a common pattern in cortical neuronal networks, which is consistent with the strong propensity of cortical pyramidal cells to spike frequency accommodation (Dembrow et al. 2010) .
It is possible that the telegraph process alone is not sufficient to explain the LFP power spectrum and the shape of extracellular action potentials ("spikes") also contribute to the frequency dependence of the LFP power spectrum. In theory, a small long tail of extracellular spikes could explain the frequency dependence of the LFP power spectrum (Milstein et al. 2009 ), but our experimental evidence does not support such an explanation. Such a spike tail can be approximated by an exponential function exp(Ϫ␣t) (Milstein et al. 2009 ) resulting in a power spectrum ϳ1/(␣ 2 ϩ 2 ), decaying as 1/f 2 for ϾϾ ␣ (Bedard et al. 2006; Milstein et al. 2009 ). According to Eq. 4 in METHODS, the resulting LFP power spectrum will be the power spectrum of spike times multiplied by a factor 1/(␣ 2 ϩ 2 ). Thus, in the case of no or little frequency dependence of the spike time SPD, to obtain the observed 1/f 2 scaling for f Ͼ ϳ1 Hz ( Ͼ ϳ6 rad/s) in the LFP power spectrum, we should have ␣ Ͻ Ͻ ϳ6 s Ϫ1 in the exponential function of spike decay exp(Ϫ␣t). Thus, when neuronal firing abruptly ends at the start of the DOWN state, the LFP signal amplitude should decay smoothly with a time constant much larger than 0.15 s. However, the LFP signal changed rapidly both at the end and at the start of an UP state, suggesting that the contribution of such long spike tails was negligible.
Therefore, to account for our data, we favor an alternative explanation, namely, that slow currents contributing to the slow neuronal membrane potential changes but not fast currents generating spikes or spike-triggered SCs contribute the most to the low-frequency LFP signal under our experimental conditions.
It is known that low-frequency neuronal membrane potential oscillations may determine the low-frequency LFP (Kamondi et al. 1998) , and our steplike transitions in the LFP wave are similar in shape to the time course of the neuronal membrane potential during UP and DOWN states (Saleem et al. 2010) . Although SCs drive UP and DOWN state transitions, slow voltage-gated channels can contribute significantly to the membrane potential in UP and DOWN states (Bazhenov et al. 2002; Blackwell et al. 2003; Parga and Abbot 2007; Millman et al. 2010) . In contrast to fast, spike-associated currents, which generate a stereotypical extracellular signal for each spike or synaptic event, the activation of these slow currents depends not only on spikes but also on the membrane potential time course, and, for these slow currents, each spike will generate a variable extracellular signal that depends on previous spiking history (for a more detailed explanation, see METHODS). In such a case no formalism of Eqs. 1-6 can be applied to model LFP, and only an explicit neuron model, which includes all slow voltage-gated channels, can be used. Nevertheless, the time dependence of the extracellular signal generated by these slow currents can be readily deduced. Indeed, in the presence of UP and DOWN states, the membrane potential moves synchronously in most neurons (Erchova et al. 2002; Saleem et al. 2010) , suggesting that the sum of all currents driving the membrane potential generates an extracellular field that changes in time similarly to the time course of the membrane potential in a single neuron, resulting in the LFP shape similar to the membrane potential time course in a single neuron.
Since slow membrane currents but not fast, spike-generating currents or spike-triggered SCs contribute the most to the LFP signal, the LFP and spike spectra differ dramatically: The LFP spectrum is dominated by the steplike transitions producing a 1/f 2 scaling, while complex firing patterns within the UP state result in no clear scaling in the spike power spectrum. Although simulations show that white noise-triggered SCs can produce an LFP signal with the power law scaling present in its power spectrum (Linden et al. 2010) , our data indicate that the steplike transitions but not other factors contributed the most to the observed 1/f 2 scaling in the LFP power spectrum. Evidence in favor of such a conclusion is discussed below.
Synchronized Transitions of Neuronal Membrane PotentialGenerated Low-Frequency LFP
In LFP generation it is difficult to discriminate between the contribution of currents directly associated with action and synaptic potentials and currents generated by slow, voltagegated channels because they are often synchronized to some degree, especially when neurons oscillate between UP and DOWN states (Petersen et al. 2003) . However, some of our evidence suggests that currents largely responsible for slow membrane potential changes, which underlie UP and DOWN states but are not directly associated with spikes or synaptic events, are the primary contributors to the low-frequency LFP in the deep cortical layers of anesthetized rats.
First, the falling phase of the LFP signal consistently preceded by a few milliseconds the start of the UP state deduced from the spike data, in agreement with the intracellular recording data demonstrating that action potentials were fired a few milliseconds after the start of the membrane potential depolarization (Petersen et al. 2003; Saleem et al. 2010) . Second, on average the LFP signal decayed slower than the spiking activity following the onset of the UP state. Once again, such a phenomenon is consistent with the idea that the neuronal membrane potential, but not spikes, shapes the low-frequency LFP because in the UP state a neuron stays depolarized even when no action potentials are fired and returns to resting levels after some delay (Petersen et al. 2003; Saleem et al. 2010 ). Finally and most importantly, all our data analysis showed that the LFP shape resembles a squarelike wave, the shape of which is in effect an extracellular version of the membrane potential time course of a neuron undergoing UP and DOWN state transitions, and these steplike transitions in the LFP signal were generating the observed 1/f 2 scaling in the LFP power spectrum.
In mathematical terms, our analysis suggests that at low frequencies an LFP signal cannot be expressed with Eqs. 1-6 presented in METHODS because in these equations each spike or synaptic event generates a stereotypical extracellular current. Experimental data show, however, that during UP and DOWN state oscillations, both SCs and intrinsic voltage-gated channels contribute to the neuronal membrane potential (Blackwell et al. 2003; Millman et al. 2010; Parga and Abbot 2007) . Currents generated by voltage-gated channels are not directly related to the synaptic events and thus cannot be described by Eqs. 1-6 (see METHODS for more details). An additional term independent of spikes or synaptic events can describe this contribution of slow voltage-gated channels and explain large differences between the LFP and the spike time power spectra.
Our proposed mechanism of LFP generation is in good agreement with growing evidence suggesting that currents associated with slower and smaller neuronal membrane potential changes but not rapid action potentials are generating most of the low-frequency LFP signal (Logothetis et al. 2001; Okun et al. 2010; Saleem et al. 2010) . It is agreed that the LFP signal is generated by transmembrane currents in the neuronal soma and the dendritic tree (Logothetis et al. 2001 ), but there is no consensus as to which events contribute the most. Although action potentials produce the most powerful membrane currents in neurons (Hille 2001) , their contribution to slow external electrical potentials such as EEG is limited and smaller and slower SCs are thought to generate most EEG signal (Buchwald et al. 1965) . Although seemingly counterintuitive, this notion has a simple explanation. Small extracellular currents will add up to a large extracellular signal only when the current flow directions will be similar. Action potentials produce currents that rapidly, in Ͻ1 ms, change their flow direction to the opposite, and if action potentials are not synchronized with a submillisecond precision the sum of such currents will be almost 0. In contrast, synaptic potentials produce currents the direction of which changes relatively slowly, and synchronization within a few milliseconds will lead to a large summated signal. In the presence of UP and DOWN states the somatic membrane potential changes even slower, and if transitions between UP and DOWN states are synchronized within tens of milliseconds they can produce very powerful extracellular currents generating most LFP signal because even currents from distant neurons can be aligned (if neuronal processes are aligned, as is the case for neurons in the deep cortical layers).
Our hypothesis that in the cortex of anesthetized rats the 1/f 2 scaling in the low-frequency (below ϳ100 Hz) LFP power spectrum is generated by transitions between UP and DOWN states is also supported by the presence of such a 1/f 2 scaling in the LFP power spectra obtained from sleeping but not awake cats (Bedard et al. 2006; Bedard and Destexhe 2009) , consistent with the presence of UP and DOWN states in the cortical neurons of sleeping but not awake cats (Steriade et al. 1993 (Steriade et al. , 2001 . In contrast, the presence of 1/f 2 scaling at higher frequencies, above 200 Hz, may be attributable to the exponential decay of SCs (Bedard et al. 2006) . Recent studies show that UP states can be found in awake animals, too (Luczak et al. 2007) ; thus LFP power spectrum data alone may not be sufficient to confirm or reject the hypothesis that 1/f 2 scaling in the low-frequency LFP power spectrum is an indicator of the presence of UP and DOWN states in neurons. More studies are required to test such a hypothesis.
Conclusions
Our analysis shows that the presence of a 1/f 2 scaling in the LFP power is an indicator of the occurrence of steplike transitions in the LFP signal and says little about the statistical properties of the underlying neuronal firing. Thus here we provide an example where the power law scaling in the LFP signal is not necessarily a signature of the SOC states in the processes (i.e., neuronal behavior) that generate the LFP signal (Bedard et al. 2006; Touboul and Destexhe 2010) . In addition, our data indicate that, with respect to low-frequency LFP, the spike phase, often carrying a significant amount of information about external events (Friedrich and Laurent 2001; Pastalkova et al. 2008) , may be actually the delay between the start of a synchronized neuronal depolarization and the spike onset. Finally, our data suggest that the LFP power spectrum can provide a quick estimate about the duration of synchronized depolarized states in a neuronal population.
