We present a method for treating birefringent effects in layered media and apply the formalism to analyze reflectance from a multilayer one-dimensional ͑1D͒ porous silicon ͑PS͒ structure at off-normal incidence. The approach is to characterize the fields in terms of s-and p-polarized amplitudes in each layer, and the calculations then naturally employ Fresnel reflection and transmission coefficients for the uniaxially anisotropic media. We observe an excellent agreement between the theoretical and experimental curves by including optical absorption and macroscale waviness of the PS layers, and the resolution of the spectrophotometer. In particular, we point out the importance of birefringent effects that cause the splitting of the resonance wavelengths between two different polarizations. The investigated 1D PS structure can be used, for example, as a polarization sensitive optical switch.
I. INTRODUCTION
In recent years, there has been much interest in using photonic bandgap ͑PBG͒ structures to control and manipulate the flow of light.
1 They can be used as a basis for new photonic devices, such as omnidirectional mirrors and optical switches. Silicon-based PBG structures are in many ways optimal building blocks for components such as all-optical interconnects; since silicon has a large refractive index, its thermal and mechanical properties are well known, and such components are compatible with silicon microelectronics. Unfortunately, absorption at visible wavelengths 2 makes silicon almost opaque, and thus limits the efficient operation of the devices to near-infrared or longer wavelengths. The absorption can be greatly reduced by oxidation, 3 but the refractive index is decreased at the same time and then light confinement becomes much weaker. Hence research has been concentrated on telecommunication wavelengths, where strong light confinement can be achieved with small optical losses, for example, in slot-waveguide structures. 4 Much of the work has been dedicated to photonic crystals and other ordered structures to optimize the performance of the devices. Unfortunately, the fabrication of these structures requires very high accuracy, which is typically achieved by expensive and time consuming lithographic processes. Recently, the use of inexpensive porous silicon ͑PS͒ structures as optical interconnects has been suggested, which would allow for the fabrication of both passive ͑such as omnidirectional mirrors 5 ͒ and active ͑such as electrically or thermally tunable mirrors 6 ͒ optical components. PS is formed by electrochemical etching of doped silicon in a HF solution, resulting in randomly arranged 1D pores. For fabrication and properties of PS see, e.g., Chap. 3 of Ref. 7 . The porosity is controlled by the applied external potential, which is transformed into ionic current inside the doped silicon substrate via a chemical redox reaction. The etching process provides a way to form a stack of PS layers with different porosities, simply by controlling the applied external potential. The size of the pores can be controlled by the doping of the substrates and by the electrolyte composition. Typically, one can form either mesoporous silicon with pore size less than 50 nm ͑Ref. 8͒ or macroporous silicon with pore size more than 500 nm. 9 It was shown recently that one can form well-defined macropores with a diameter of 150 nm. 10 Here we consider pore sizes that are much smaller than the incident wavelength, allowing us to describe the optical properties of each layer by an effective dielectric tensor. In this paper, we present a study of the reflectance from multilayer 1D PS structures at off-normal incidence. Our theoretical analysis is based on a surface optics formalism 11 that
we have extended 12 to calculate the fields in the presence of an anisotropic media. Our sample is a multilayer 1D structure, which contains a high porosity defect layer in between two Bragg mirrors formed by alternating high and low porosity layers. The defect layer results in a narrow transparency window in the photonic bandgap, where reflectivity goes almost to zero. We observe that the reflectance dip occurs at different wavelengths for s-and p-polarized light at off-normal incidence. This is well known, for example, in the case of dichroic Bragg reflectors fabricated from PS. 13 Aca͒ cording to classical Fresnel theory without birefringence, for this particular structure, the reflectance dip would be located at almost the same wavelength for both polarizations. In this paper, we show that birefringent effects play a significant role in the location of the dip, and we obtain an excellent fit of theory to the experimental reflectance curves. The investigated multilayer structure could be used, for example, as a polarization sensitive optical switch; the switching is achieved by coupling the light into the structure at an appropriate angle of incidence, allowing one polarization component to propagate into the structure, whereas the other is almost perfectly reflected. The paper is organized as follows: In Sec. II, we present a formalism to analyze reflectance from a multilayer structure, and the relevant transfer matrices for the uniaxially anisotropic layers. In Sec. III, we describe the fabrication of the investigated sample and the optimization procedure used in the fitting process between experimental and theoretical reflectance curves. The results are presented in the end of the section. Finally, in Sec. IV, we give our concluding remarks.
II. THEORY
Let us begin with the simple structure shown in Fig. 1 . We assume that the macroscopic interfaces considered here are parallel to the ͑xy͒ plane, and the PS contains air holes along the z-direction. Thus, the PS structure displays birefringence. It can be treated as an effective uniaxial crystal if the pores are small compared to the wavelength of light. 
͑1͒
The parallel and perpendicular dielectric constants for such a structure are obtained from an effective medium theory ͑EMT͒ of the Maxwell-Garnett ͑MG͒ type. 15 The accuracy and the applicability of such EMTs have been investigated by comparing their predictions with the numerical solution of Maxwell's equations. [16] [17] [18] [19] [20] [21] We have extended these studies by considering disordered structures, such as PS, and the discrepancy between the EMT and the exact solution is rather small, even for a high volume fraction of the air holes. 22 The MG effective medium equations for dielectric constants parallel and perpendicular to surface are given by
where i and h are the frequency-dependent dielectric constants of the inclusions ͑air holes͒ and host material ͑silicon͒, respectively. The volume fraction of the inclusions satisfies the relation f i ͓0,1͔.
In analyzing the optical response of such a structure, it is convenient to split the wave vectors into components parallel and perpendicular to the ͑xy͒ plane. We adopt the notation of Sipe 11 and use it in a generalized form to analyze the reflectance in the presence of anisotropic media. The wave vector parallel to the interface is given by
where is taken to be real. We look for plane wave solutions satisfying Maxwell's equations and for s ͑or transverse electric͒-polarized light ͑i.e., the electric field oscillates perpendicular to the plane of incidence͒ the wave vector component perpendicular to the interface must be Ϯw s , where
with ϵ / c being the wave number in vacuum. Here all square roots are defined such that Im͑ ͱ z͒ ജ 0, and Re͑ ͱ z͒ ജ 0 if Im͑ ͱ z͒ = 0. We have = sin͑͒ with denoting the angle of incidence from air. The corresponding wave vector component perpendicular to the interface for p ͑or transverse magnetic͒-polarized light is Ϯw p , which depends on both dielectric constants as follows:
with the same conditions for square roots as defined after Eq. ͑5͒. In this notation, the Fresnel reflection and transmission coefficients for light incident from medium i on medium j take the form
for the s-polarized light and 
͑10͒
whereas in transfer regions, i.e., inside the different layers, we need to take into account the phase accumulation by propagation matrices T͑z͒. For a region with dielectric func-
ͬ .
͑11͒
Finally, we are able to calculate the reflected field from a multilayer structure by forming a transfer matrix for the investigated system by multiplying suitable interface and propagation matrices by each other. For a system with m number of layers with labels m , m −1, ... ,2,1 and thick-
with m denoting the layer on top and 1 the layer on bottom, we find a transfer matrix that relates the fields above the structure to the fields below as follows:
.
͑12͒
Since the material in the transfer region is linear, the fields are linearly related above and below this region. Hence we can write the transfer matrix in terms of the reflection and transmission elements from region i to j in the form
which allows us to calculate the observed reflectance.
III. FABRICATION, RESULTS, AND DISCUSSION
The PS structure we have studied is schematically shown in Fig. 2͑a͒ . It contains a 5.5 period top Bragg mirror starting with a low porosity ͑i.e., low volume fraction of air yielding a high refractive index͒ layer on top of the high porosity ͑low refractive index͒ defect layer. Below the defect layer we have a six period Bragg mirror on top of a thick silicon substrate. The layers with different porosities are formed by electrochemical etching in hydrofluoric acid with porosities controlled by the applied potential. The PS structure is fabricated on 0.01 ⍀ cm p-type ͑100͒ silicon in a solution of 15% hydrofluoric acid in ethanol. An alternating current density of 5 mA/ cm 2 for 39 s ͑50 mA/ cm 2 for 9 s͒ is applied to form the Bragg mirrors with layers of low ͑high porosity͒. The defect layer is created by applying a current density of 50 mA/ cm 2 for 19 s. A short regeneration step is introduced between each current pulse. During this regeneration period, the current is set to zero in order to allow the hydrofluoric acid concentration to equilibrate throughout the PS matrix. As a result, the porosity of PS created by a specific current density will not vary as the etching proceeds. 23 Figure 2͑b͒ shows the scanning electron microscope ͑SEM͒ image of the prepared sample that can be used to estimate the thicknesses of the layers. As measured from the SEM image, the high index ͑low porosity͒ layer thickness d hi is approximately 170 nm ͑measured at two different places on the sample͒, the low index ͑high porosity͒ layer thickness d lo is between 205 and 230 nm ͑similarly measured at two different places͒, and the high porosity defect layer thickness d def is approximately 460 nm. The error ⌬d in each of the measurements is at least 10 nm. Moreover, the SEM image reveals that the top low porosity layer is thinner ͑thickness d top approximately 115 nm͒ than the rest of the low porosity layers. We believe the thinner top layer is due to the pore initiation process. The applied current density and etching time for the top low porosity layer is the same as all of the other low porosity Bragg mirror layers.
The porosities of the layers are obtained by fitting the theoretical reflectance curve with the measured one shown in Fig. 2͑c͒ . The reflectance is measured by a spectrophotometer using unpolarized light as a function of the wavelength ranging from 900 to 2000 nm. The angle of incidence is 6°, which is the minimum value of the spectrophotometer used in the measurement. In theoretical calculation, there is practically no difference between s-and p-polarized light at 6°F IG. 2. ͑a͒ A schematic diagram of the investigated structure with 5.5 pair Bragg mirror above and 6 pair Bragg mirror below the defect layer, ͑b͒ the SEM image of the fabricated structure, and ͑c͒ the measured reflectance from spectrophotometer with 6°angle of incidence using unpolarized light.
angle of incidence; naturally for normal incidence the curves overlap. Hence we estimate the porosities considering only the s-polarized light in our analysis, which is independent of the dielectric constant Ќ . The dispersive effective optical constants for layers with different porosities are calculated using Eqs. ͑2͒ and ͑3͒ with the dispersive refractive index of the silicon substrate to be given by Palik.
2 One needs to use doped silicon wafers in the etching process to create PS, and therefore we numerically optimize the fit by including the losses caused by free carriers.
For optimization of the porosities and layer thicknesses, we wrote a numerical code that minimizes the difference between the theoretical and experimental reflectance curves. The parameters that we optimize are the thicknesses of the layers ͑d lo , d hi , d def , and d top ͒ and the porosities of the low and high porosity layers ͑f lo and f hi ͒. In the final stage, we include absorption, which does not change the features of the spectrum but only scales the overall amplitude, to maximize the overlap between the curves. We start our optimization process by first analyzing only the bandgap region ͓1100, 1500͔ nm that has a narrow resonance dip at wavelength 1265 nm caused by the defect layer. As a starting point, we take the nominal value for the top layer from the SEM image ͑115 nm͒, and allow the other thicknesses to vary in the neighborhood of the values obtained from the SEM image ͑variation range from the nominal value Ϯ50 nm, step size of 10 nm͒. Then we tune the porosities to minimize the difference between the curves. The best fit is obtained with porosities 57% for low porosity layer and 85% for high porosity layer. With these porosities, the bandgap region is almost perfectly reproduced, except that the theoretical resonance dip is sharper and deeper than the resolution limited experimental dip. After the porosities are obtained from the bandgap analysis, we move on to utilize the full measured spectrum. We allow each layer thickness ͑d lo , d hi , d def ͒ to have ten independent values with a step size 10 nm, and at each round we ran through 1000 possibilities. Our code first searches through these possibilities and then finds the parameters that minimize the difference between the measured and calculated reflectance curves. We then iteratively decrease the variation range after each round ͑i.e., the step size is reduced surrounding the optimal values obtained from the previous round͒, and we find the best fit to be given by values d lo = 155 nm, d hi = 233 nm, and d def = 429 nm. We fine tune the spectrum analysis by including absorption, and we allow the imaginary part of the dielectric function of the silicon wafer to vary; the fit is improved most with the value Im͕ Si ͖ = 0.015. This value contains two loss mechanisms. First, there is absorption caused by doping and free carriers. In the present sample, the doping level of B atoms is 10 18 cm −3 , which leads to an absorption coefficient of approximately 10 cm −1 . 24 This value corresponds to Im͕ Si ͖ =10 −3 . The second and more important loss mechanism is scattering losses from the pores, which is responsible for most of the losses in the structure. We assume the value for losses to be wavelength independent, and incorporate it in the MG effective medium equations ͑2͒ and ͑3͒ through the imaginary part of Si . As the last step, we optimize the thickness d top , and the best fit is obtained with a value of 104 nm. We summarize these results in Table I , which shows the targeted, experimentally observed ͑from SEM image of the sample͒ and numerically optimized values for porosities and thicknesses for different layers. It is noteworthy that the targeted porosities are lower than the numerically obtained ones. This effect has been noted earlier; 25 the porosities of multilayer stacks are systematically higher than the values that result in the thick homogeneous films used for the characterization of the etching rates.
In Fig. 3 , we show the comparison between the experimental and theoretical reflectance for 6°angle of incidence. We observe an almost perfect fit in the whole bandgap region, and the location of the resonance dip is perfectly reproduced. However, the resonance dip for the theoretical curve is much deeper than seen experimentally ͑reflectance minima of 0.54 at 1265 nm͒ and the theoretical reflectance goes almost to zero ͑0.01 at 1266 nm͒. Above the bandgap, the features of the spectrum are well captured, although there is a small mismatch in the amplitudes, and a similar trend is observed in the Fabry-Pérot type oscillations below the bandgap region. The largest mismatch occurs on the small wavelength edge of the bandgap, where the experimental curve shows a shoulder and the theoretical curve has a distinct peak. A similar mismatch has been observed by Lettieri et al. 26 and is not totally unexpected, since the short wavelength edge of the high reflectance region is more sensitive to any disorder in the structure.
We now turn to the origin of the difference in the depth of the measured and theoretical resonance dip. The higher observed reflectance at the resonance wavelength could be due to the resolution of the spectrophotometer ͑Perkin Elmer Lambda 900͒ or due to the variations in the layer thickness at the incident light spot ͑2 ϫ 3 mm for near normal incidence͒. We first consider the effect of the resolution of the device on our theoretical curve: The resolution was 2 nm for the visible region and then automatically adjusted for the IR. The resolution is taken into account by convolving our optimized theoretical curve with a 4 nm full width at half maximum ͑FWHM͒ Gaussian curvature. We use a value of 4 nm to guarantee that the resolution of the actual measurement is below this value at the full measured range. The result of the convolution with a 4 nm FWHM Gaussian is shown in Fig.  4͑a͒ . We observe that the reflectance minima is pulled up to a value of 0.28, which is still lower than the experimental value. Otherwise the effects of the convolution are almost negligible on the theoretical curve. Moreover, we tested how large the resolution needs to be to pull up the theoretical reflectance minima to the experimental value: With a 9 nm FWHM Gaussian, we get an agreement with experimental value. However, we believe this is far above the resolution used in the measurements. Next, we include the effect of thickness variations at the incident light spot into our numerical calculation. The macroscale waviness is caused by the dissolution of the PS with a typical spatial periodicity being larger than the wavelength of the incident light. According to the experimental data of Lerondel et al., 27 typical macroscale variations are responsible for moving the reflectance dip by about 5 nm. We take these variations into account by allowing each layer thickness to vary Ϯ0.2% from their nominal value. Such thickness variation of Ϯ9.6 nm for the whole investigated multilayer structure corresponds exactly to the reflectance dip moving with a range of 5 nm ͑from 1263 to 1268 nm with a nominal reflectance dip being located at 1266 nm͒. We include a sinusoidal variation of the layer thicknesses with above factor and average the reflectances over the laser spot. The macroscale waviness will have an effect on reflectivity as the minima of the average reflectivity convolved with a 4 nm FWHM Gaussian are increased from a value of 0.28 to 0.41, which is still significantly lower than the experimental value of 0.54. The reflectance minima would be 0.36 without a convolution with a 4 nm Gaussian.
To match the observed reflectance minima, we need to increase the macroscale waviness: We allow the layer thicknesses to vary Ϯ0.32% from their nominal value ͑Ϯ15.4 nm for the whole investigated multilayer structure͒. This leads to a shift in the reflectance dip by 8 nm from 1262 to 1270 nm. Thus the average reflectance found in such a calculation for s-polarized light at a 6°angle of incidence, in which we include the macroscale waviness and convolved with a 4 nm FWHM Gaussian, is shown in Fig. 4͑b͒ , where we observe an improvement in the fit at the resonance wavelength. The theoretical reflectance minima in Fig. 4͑b͒ are increased from a value of 0.28 ͓Fig. 4͑a͔͒ to 0.54, which corresponds exactly to the experimentally observed value. To identify the main factor affecting the depth of the resonance dip, we calculated the reflectance minimum with thickness variations but assuming no resolution issues: The reflectance minimum in Fig. 4͑b͒ would be 0.51 without a convolution with a 4 nm Gaussian. Hence we can conclude that the depth of the resonance dip is mainly limited by the macroscopic waviness in the layer thickness at the incident light spot and not by the resolution of the spectrophotometer. It is possible to reduce the thickness variations by etching the PS at lower temperatures, 28, 29 in which case the depth of the resonance is primarily limited by optical absorption. 27 Our analysis suggests that other types of thickness variations, such as microscale roughness, 30 do not significantly contribute to the microcavity linewidth and reflection minimum, which agrees with previous work. 27, 31 Finally, we move on to an analysis of the measured reflectance at larger angles of incidence. The reflectance is measured by an ellipsometer for both polarizations with 15°, 30°, and 45°angles of incidence as a function of the wavelength from 900 to 1700 nm. In Figs. 5͑a͒ and 5͑b͒ , we show the measured reflectance for the s-and p-polarized light, respectively. The resonance wavelengths are presented in the   FIG. 4 . The measured reflectance at 6°angle of incidence compared to the theoretical reflectance. In ͑a͒ the resolution of the spectrophotometer is taken into account by convolving the theoretical curve with 4 nm FWHM Gaussian whereas in ͑b͒ both resolution of the spectrophotometer and the variations in the layer thicknesses at the incident light spot are included. Table II , and we observe a splitting of the resonance wavelengths for different polarizations that increases with the angle of incidence. In Figs. 5͑c͒ and 5͑d͒ , we show the corresponding theoretical curves that are calculated with the parameters obtained from the optimization process, followed by the similar averaging procedure described above to obtain Fig. 4͑b͒ . In the Table II , we present the wavelengths of the resonance dips, and the theoretical values for the splitting of the resonance wavelengths, which take into account the birefringence of the PS layers. The agreement is rather good both for the location and for the depth of the resonance dips.
We also analyzed the widths of the nominal bandgap identified at reflectance level 0.7, and the agreement is almost perfect. Only for s-polarized light with 30°and 45°a ngles of incidence is the theoretical value of the nominal bandgap too large for the experimental curves. To verify the widths for these particular angles of incidence, we analyzed the reflectance level 0.9, which yields almost one to one correspondence between the experimental and theoretical curves.
To confirm the results of our analysis, we calculated theoretical reflectance curves using only the parallel dielectric constants in the analysis, neglecting the birefringent effects. The results are shown in Table II , and the agreement with the experimentally observed splitting is poor compared to the analysis including birefringence. For example, at the incident angle of 45°the experimentally observed splitting is 36 nm, while the theoretical splittings are 39 and 4 nm for anisotropic and isotropic analysis, respectively. The analysis neglecting birefringence yields a splitting that is too small whereas the analysis including birefringence yields a good agreement between the theoretical and experimental splittings. Birefringence is naturally expected in samples of this type due to the anisotropy of the etching process. The remaining discrepancies between theory and experiment may be due to the limitations of our analysis and fitting procedure, or to the use of a model ͑2͒ and ͑3͒ that may be too simple.
IV. CONCLUDING REMARKS
Our results show that birefringence plays a significant role in the splitting of resonance dips in the reflectance of 1D multilayer PS structures observed for the s-and p-polarized light. The transparency window, which is located at different wavelengths for the s-and p-polarized light, could be utilized as a polarization sensitive optical switch, which allows one polarization component to pass the structure while the other is reflected. Furthermore, the location of these resonance dips can be tuned, for example, by filling the pores with an active material such as liquid crystals, enabling electrically tunable mirrors for optical interconnects. We have investigated the limiting factors for the performance of such 1D PS structure as an optical switch, and have shown that the depth of the reflectance dip is mainly limited by macroscale waviness in the layer thicknesses at the incident light spot.
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