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Abstract
We investigate the moving contact line problem for two-phase incompressible flows with a kinematic approach.
The key idea is to derive an evolution equation for the contact angle in terms of the transporting velocity field.
It turns out that the resulting equation has a simple structure and expresses the time derivative of the contact
angle in terms of the velocity gradient at the solid wall. Together with the additionally imposed boundary
conditions for the velocity, it yields a more specific form of the contact angle evolution. Thus, the kinematic
evolution equation is a tool to analyze the evolution of the contact angle. Since the transporting velocity field is
required only on the moving interface, the kinematic evolution equation also applies when the interface moves
with its own velocity independent of the fluid velocity.
We apply the developed tool to a class of moving contact line models which employ the Navier slip boundary
condition. We derive an explicit form of the contact angle evolution for sufficiently regular solutions, showing
that such solutions are unphysical. Within the simplest model, this rigorously shows that the contact angle can
only relax to equilibrium if some kind of singularity is present at the contact line.
Moreover, we analyze more general models including surface tension gradients at the contact line, slip at the
fluid-fluid interface and mass transfer across the fluid-fluid interface.
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1 Introduction
We are interested in the evolution of a contact line
on a flat and homogeneous solid surface. For this
purpose, we consider a two-phase system consisting
of two immiscible Newtonian fluids described by the
Navier-Stokes equations in the case where the fluid-
fluid interface Σ has contact with a solid. Employing
the sharp interface modeling approach, we describe
the interfacial layer as a mathematical surface of zero
thickness. However, this surface carries additional
physical properties like surface tension described by
the surface tension coefficient σ. The curve of in-
tersection of the fluid-fluid interface with the solid
boundary is called the contact line. If the length scale
of the flow is sufficiently small, the physical processes
at the contact line can have a significant influence on
the macroscopic behavior of the system. A typical
example is the rise of liquid in a capillary tube with a
diameter comparable to the capillary length
lc =
√
σ/ρg.
The rise height H of the liquid in the equilibrium
state can be found by means of energy considerations
and is strongly dependent on the equilibrium contact
angle θeq, i.e. the angle of intersection between the
fluid-fluid interface and the solid wall in equilibrium.
The height given by equation (1.1) is well-known in
the literature as “Jurin’s height”
H =
2σ cos θeq
ρgR
, (1.1)
see for example [16].
It is known since the 19th century that the
equilibrium contact angle is described by Young’s
equation [41] (see Figure 1),
σ cos θeq +σw = 0, (1.2)
where σw := σ1−σ2 is the specific energy of the wetted
surface (relative to the “dry surface”).
σ
θeqσ1 σ2
Figure 1: Young diagram and equilibrium contact
angle.
However, the mathematical modeling of the dynam-
ics of wetting turned out to be a challenging problem,
leading to a lot of scientific debate and a great va-
riety of different models ranging from molecular to
continuum mechanical descriptions, using both sharp
and diffuse interface models. For a recent survey on
the field see, for example, [16], [4], [5], [34], [36] and
references therein. While a description on the molec-
ular level can be expected to be more accurate in
capturing the physics at the contact line, it is lim-
ited in terms of length and time scales for practical
applications in the natural and engineering sciences
as well as in industry. Therefore, it is desirable to
have a continuum mechanical model with an effective
description of the necessary physics which is relevant
on smaller length scales. However, it turned out that
such a model is not straightforward to find. In 1971,
Huh and Scriven [20] showed that the usual no-slip
condition for the velocity at solid boundaries is not
appropriate for the modeling of moving contact lines
(see also [28],[37]). Depending on the model and the
solution concept, this means that the no-slip condition
either leads to the non-existence of solutions with mov-
ing contact line or to an infinite viscous dissipation
rate. Since then, many attempts have been made to
solve this problem, for instance by means of numer-
ical discretizations1 (for an overview over numerical
methods see [40]) and/or by replacing the boundary
conditions in the model. Essentially, some mecha-
nism is introduced which allows for a tangential slip
of the interfacial velocity at the solid wall. The most
common choice for the velocity boundary condition is
the Navier slip condition, already proposed by Navier
in the 19th century, which relates the tangential slip
to the tangential component of normal stress at the
boundary. The boundary condition for the contact
angle is frequently motivated by experimental obser-
vations. The experimentally measured contact angle,
which is always subject to a finite measurement res-
olution, typically shows a strong correlation to the
capillary number,
Ca =
ηVΓ
σ
,
where η and VΓ denote the dynamic viscosity and
the contact line velocity, respectively. Motivated by
this observation, many models prescribe the contact
angle as some function of the capillary number and
1A typical approach to circumvent the problem numerically
is to use so-called numerical slip. The main observation is
(see [30]) that in many cases an artificial slip is introduced by
the discretization itself. Due to this numerical effect the contact
line is able to move even though the no-slip condition is used.
However, the numerical slip is typically strongly dependent
on the grid size. Moreover, the model which is supposed to
describe the physics of dynamic wetting is in this case purely
numerical and has no physical justification.
2
the equilibrium contact angle, i.e.
θ = f(θeq, Ca).
It can be shown by means of asymptotic analysis
for the stationary Stokes equations that the Navier
slip condition with a finite slip length makes the
viscous dissipation rate finite, while the pressure is
still logarithmically singular at the moving contact
line (see, e.g., [19], [33]). This integrable type
of singularity is commonly referred to as a weak
singularity. It is an interesting question, under which
circumstances even the weak singularity is removed
from the description. In the publications [29] and
[12], Ren and Weinan E formulate the expectation
that the weak singularity is removed if, instead of a
fixed contact angle, a certain model for the dynamic
contact angle is applied. The present work shows
that this is not the case. Instead, it is shown that the
dynamic behavior for sufficiently regular solutions to
the simplest model is unphysical (if the slip length is
finite).
The present work tries to contribute to the mathe-
matical modeling of moving contact lines by analyzing
the mathematical properties of the discussed models,
in particular the combination of boundary conditions
at the contact line, by means of a kinematic approach.
The key idea is to understand how the flow field trans-
ports the contact angle. Note that here we consider
the most simple case of a flat, perfectly clean solid wall
and ideal Newtonian fluids, a situation never met in a
real-world experiment. A real surface always has some
geometrical and chemical structure leading to addi-
tional effects like contact angle hysteresis and pinning.
Moreover, it might be interesting to consider more
complex liquids and substrates to enhance certain
properties for applications. However, it seems mean-
ingful to first study the mathematics of the problem
in the simplest setting.
Organization of the paper: The remainder of this
paper is organized as follows. After introducing some
basic notation, we recall the “standard model for two-
phase flow” and its extension to contact lines using the
Navier boundary condition in Section 2. An evolution
equation for the contact angle, which we refer to as the
kinematic evolution equation, is derived in Section 3.
With the help of this result, the time derivative of
the contact angle can be expressed by means of the
velocity gradient at the contact line. The application
of the kinematic evolution equation to this class of
models is discussed in Section 4. In particular, it is
shown that potential regular solutions to the standard
model are unphysical. The contact angle evolution for
more general models is briefly discussed in Section 5.
2 Mathematical modeling
2.1 Notation and mathematical
setting
For simplicity, let us assume for this paper that Ω is
a half space, such that the outer normal field n∂Ω is
constant. This is not a real restriction for the theory
since we are only interested in local properties. While
this assumption simplifies the calculations, the results
may be generalized to the case of a curved solid wall.
The following definition of a C1,2-family of moving
hypersurfaces can also be found in [22], [27] and in a
similar form in [17].
Definition 1. Let I = (a, b) be an open interval. A
family {Σ(t)}t∈I with Σ(t) ⊂ R3 is called a C1,2-family
of moving hypersurfaces if the following holds.
(i) Each Σ(t) is an orientable C2-hypersurface in R3
with unit normal field denoted as nΣ(t, ·).
(ii) The graph of Σ, given as
M := gr Σ =
⋃
t∈I
{t} × Σ(t) ⊂ R×R3, (2.1)
is a C1-hypersurface in R×R3.
(iii) The unit normal field is continuously differen-
tiable on M, i.e.
nΣ ∈ C1(M).
A family {Σ(t)}t∈I is called a C1,2-family of moving
hypersurfaces with boundary ∂Σ(t) if the following
holds.
(i) Each Σ(t) is an orientable C2-hypersurface in
R3 with interior Σ(t) and non-empty boundary
∂Σ(t), where the unit normal field is denoted by
nΣ(t, ·).
(ii) The graph of Σ, i.e.
gr Σ =
⋃
t∈I
{t} × Σ(t) ⊂ R×R3,
is a C1-hypersurface with boundary gr(∂Σ) in
R×R3.
(iii) The unit normal field is continuously differen-
tiable on gr Σ, i.e.
nΣ ∈ C1(gr Σ).
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Note that, being the boundary of a submanifold
with boundary, the set gr(∂Σ) is itself a submanifold
(without boundary).
In the remainder of this paper, we consider
the following geometrical situation: Let Ω ⊂ R3
be a half space and let the “fluid-fluid interface”
{Σ(t)}t∈I be a C1,2-family of moving hypersurfaces
with boundary ∂Σ such that
Σ(t) ⊂ Ω, ∂Σ(t) ⊂ ∂Ω ∀t ∈ I,
i.e. the boundary of Σ is contained in the domain
boundary. The moving fluid-fluid interface decom-
poses Ω into two bulk-phases, i.e
Ω = Ω+(t) ∪ Ω−(t) ∪ Σ(t),
where the unit normal field nΣ is pointing from Ω
−(t)
to Ω+(t). The contact line Γ(t) ⊂ ∂Ω is the subset
of the solid boundary which is in contact with the
interface Σ(t), i.e.
Γ(t) := ∂Σ(t) = ∂Ω ∩ Ω+(t) ∩ Ω−(t) 6= ∅.
We assume that Γ(t) is non-empty and therefore do
not consider the process of formation or disappearance
of the contact line as a whole. Given a point x ∈ Γ(t),
the contact angle θ is defined by the relation
cos θ(t, x) := −〈nΣ(t, x), n∂Ω(t, x)〉 . (2.2)
τ
nΓ
nΣ
θ
n∂Ω
Ω-
Ω+Σ
Γ
Γ
Figure 2: Notation, local coordinate system.
Local coordinate system: For simplicity of nota-
tion, we choose the reference frame where the wall is
at rest. Given a point x ∈ Γ(t) at the contact line,
we set up a local coordinate system to describe the
evolution of the system. A possible choice is to use
nΣ and n∂Ω together with a third linear independent
direction. However, the vectors nΣ and n∂Ω are, in
general, not orthogonal and it is more convenient to
introduce a contact line normal vector.
Definition 2. For 0 < θ < pi the contact line normal
vector nΓ is defined via projection
2 (see Figure 2) as
nΓ =
P∂Ω nΣ
‖P∂Ω nΣ‖ . (2.3)
2The orthogonal projection operator onto ∂Ω is given as
P∂Ω := 1− 〈n∂Ω, ·〉n∂Ω.
To complete the local basis, we define
tΓ = nΓ × n∂Ω.
Obviously, {nΓ, n∂Ω, tΓ} form a right-handed
orthonormal basis of R3. The vector tΓ is tangential
to the interface Σ and tangential to the contact line
curve Γ.
Moreover, it is useful to define an interface
tangent vector τ in the plane spanned by nΓ and n∂Ω.
The expansions of nΣ and τ are given by
τ = − cos θ nΓ − sin θ n∂Ω,
nΣ = sin θ nΓ − cos θ n∂Ω.
(2.4)
Note that τ is normalized, orthogonal to nΣ and it is
pointing into the domain Ω, since
〈τ, n∂Ω〉 = − sin θ ≤ 0.
Definition 3 (Normal and contact line velocity). To
formulate the kinematic boundary condition, we need
the notion of normal and contact line velocities.
(i) Let xΣ : I → R3 be a C1-curve on gr Σ, i.e.
(t, xΣ(t)) ∈ gr Σ ∀t ∈ I. Then, for t0 ∈ I and
x0 = x
Σ(t0) ∈ Σ(t0), the normal velocity is
defined as3
VΣ(t0, x0) :=
〈
x˙Σ(t0), nΣ(t0, x0)
〉
. (2.5)
(ii) Let xΓ : I → R3 be a C1-curve on gr Γ, i.e.
(t, xΓ(t)) ∈ gr Γ ∀t ∈ I. Then, for t0 ∈ I and
x0 = x
Γ(t0) ∈ Γ(t0), the contact line velocity is
defined as
VΓ(t0, x0) :=
〈
x˙Γ(t0), nΓ(t0, x0)
〉
. (2.6)
If VΓ > 0 (VΓ < 0), the contact line is said to be
advancing (receding).
Note that (t, xΓ(t)) ∈ gr Γ ⊂ I × ∂Ω implies
x˙Γ · n∂Ω = 0 and, hence,
VΣ(t0, x0) =
〈
x˙Γ(t0), nΣ(t0, x0)
〉
=
〈
x˙Γ(t0), sin θ nΓ(t0, x0)− cos θ n∂Ω(t0, x0)
〉
= sin θ
〈
x˙Γ(t0), nΓ(t0, x0)
〉
= sin θ VΓ(t0, x0).
3Note that such curves can always be constructed with the
help of a local C1-parametrization. In the case of a hypersurface
with boundary, such a parametrization is defined over the upper
half ball
Bn,+ε (0) := {x ∈ Rn : ‖x‖ < ε, xn ≥ 0}.
Moreover, it can be shown that the normal velocity is well-
defined, i.e. its value is independent of the choice of the curve
(see, e.g., [27], chapter 5.2).
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Therefore, we obtain the important relation
VΣ = sin θ VΓ on gr Γ. (2.7)
To formulate the two-phase flow model, we need the
notion of the jump of a quantity across the interface
Σ.
Definition 4 (Jump across Σ). Fixing an interface
configuration Σ, we define the space J (Ω,Σ) of con-
tinuous functions on Ω±, admitting continuous exten-
sions to Ω±, i.e.
J (Ω,Σ) := {ψ ∈ C(Ω \ Σ), ∃ψ± ∈ C(Ω±)
s.t. ψ|Ω± = ψ±}.
The jump of ψ across the interface Σ at x ∈ Σ is
defined as
JψK (x) := lim
n→∞(ψ
+(xn)− ψ−(yn)),
where (xn)n∈N ⊂ Ω+ and (yn)n∈N ⊂ Ω− are se-
quences with
lim
n→∞xn = limn→∞ yn = x.
By definition of J , the jump of ψ does not depend
on the choice of sequences. Note that, away from
the boundary ∂Ω, the jump of a quantity ψ may
equivalently be expressed as
JψK (x) = lim
h→0+
(ψ(x+ hnΣ)− ψ(x− hnΣ)).
For ψ ∈ J (Ω,Σ) it follows directly from the definition
that JψK is a continuous function on Σ.
2.2 Energy balance
We recall the basic modeling assumptions leading to
the “standard model” in the framework of the sharp
interface two-phase Navier Stokes equations (for the
modeling see [21], [35], [13], [27]). It is assumed that
the flow in the bulk phases is incompressible and
no mass is transferred across the fluid-fluid and the
fluid-solid interface. As a further simplification, it is
assumed that also the tangential component of the
velocity is continuous. These assumptions lead to the
formulation
ρ
Dv
Dt
= ∇ · T, ∇ · v = 0 in Ω \ Σ(t), (2.8)
JvK = 0, VΣ = 〈v, nΣ〉 on Σ(t), (2.9)
VΓ = 〈v, nΓ〉 on Γ(t), (2.10)
〈v, n∂Ω〉 = 0 on ∂Ω \ Γ(t), (2.11)
where T = TT is the Cauchy stress tensor4.
To close the model, we consider the energy of
the system.
Definition 5. In the simplest case, the total available
energy of the system is defined as (see, e.g., [29], [12])
E(t) =
∫
Ω\Σ(t)
ρv2
2
dV +
∫
Σ(t)
σ dA+
∫
W(t)
σw dA,
(2.12)
where W(t) := Ω−(t) ∩ ∂Ω is the wetted area at time
t and σ, σw := σ1 − σ2 are the specific energies of the
fluid-fluid interface and the wetted surface (relative
to the “dry” surface).
Assuming constant surface energies σ, σw with
σ > 0 and |σw | < σ we define an angle θeq ∈ (0, pi)
by the relation
σ cos θeq +σw = 0. (2.13)
A direct calculation shows the following result for
the energy balance, see [31], [29] for a proof.
Theorem 1. Let σ, σw be constant with σ >
0, |σw | < σ and (v, p, gr Σ) be a sufficiently regular
(classical) solution of the system (2.8) - (2.11). Then
d E
dt
= −2
∫
Ω\Σ(t)
D : T dV +
∫
∂Ω
〈v, Tn∂Ω〉 dA
−
∫
Σ(t)
(JT KnΣ + σκnΣ) · v dA
+σ
∫
Γ(t)
(cos θ − cos θeq)VΓ dl, (2.14)
where κ = −divΣ nΣ denotes the mean curvature of
Σ and D = 12 (∇v +∇vT) is the rate-of-deformation
tensor.
According to the second law of thermodynamics,
closure relations need to be found such that
d E
dt
≤ 0.
2.3 The standard model
Employing the standard closure for the two-phase
Navier-Stokes model for a Newtonian fluid with dy-
namic viscosity η and constant surface tension σ, i.e.
T = −p1+ S = −p1+ η(∇v + (∇v)T),J−T KnΣ = σκnΣ,
4Here it is assumed that the fluid particles do not carry
angular momentum.
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we obtain
d E
dt
=− 2
∫
Ω\Σ(t)
ηD : DdV +
∫
∂Ω
〈v, Sn∂Ω〉 dA
+ σ
∫
Γ(t)
(cos θ − cos θeq)VΓ dl. (2.15)
Note that the second term vanishes if the usual no-
slip condition is kept. However, as pointed out before,
this approach does not allow for a moving contact
line. Therefore, it is a frequent choice to consider the
following generalization.
Remark 1 (Navier slip condition). Assuming that no
fluid particles can move across the solid-fluid boundary
one still requires v · n∂Ω = 0 on ∂Ω. In this case, the
above term can be rewritten as∫
∂Ω
〈P∂Ωv,P∂ΩSn∂Ω〉 dA.
Hence a possible choice to make it non-positive is
given by
〈v, n∂Ω〉 = 0, P∂ΩSn∂Ω = −λP∂Ωv (2.16)
on ∂Ω with λ ≥ 0. Note that equation (2.16) can
be understood as a force balance, where λ plays the
role of a friction coefficient. The no-slip condition is
recovered in the limit λ→∞, while the case λ = 0 is
known as the free-slip condition. The quantity
L =
η
λ
has the dimension of a length and is called slip length.
Note that in the two-phase case, the parameters λ
and η are in general discontinuous across the interface.
If L is strictly positive, it may be more convenient to
use the inverse slip length
a =
1
L
=
λ
η
.
With the inverse slip length, the Navier condition can
be expressed as
aP∂Ωv + 2P∂ΩDn∂Ω = 0. (2.17)
Note that the slip length may depend on various phys-
ical parameters of the system including the wettability
of the solid and the local shear-rate (see [26],[23] for a
discussion of boundary slip). In the present paper, we
only assume that the slip length is a positive function
admitting one-sided limits at the contact line, i.e.
a ∈ C(gr Ω+; [0,∞)) ∩ C(gr Ω−; [0,∞)).
Remark 2 (Contact angle boundary condition). It
remains to close the last term in (2.15). A sufficient
condition to ensure energy dissipation is to require
that
VΓ(θ − θeq) ≥ 0. (2.18)
This may be achieved by setting5
θ = f(VΓ) (2.19)
with some function f satisfying
f(0) = θeq, VΓ (f(VΓ)− θeq) ≥ 0. (2.20)
So, in the absence of external forces, the contact line
should only advance if the contact angle is above or
equal to the equilibrium value defined by the Young
equation (1.2) (and vice versa). This is reasonable if
we think of the example of a spreading droplet with
an initial contact angle larger than the equilibrium
value (see Figure 3). We expect the contact line to
advance in order to lower the contact angle and to
drive the system towards equilibrium.
θ θeq
VΓ > 0
Figure 3: Spreading droplet with an advancing contact
line.
Standard model for moving contact lines: To
summarize, we obtained the “standard model for mov-
ing contact lines” for incompressible two-phase flows
with surface tension in the simplest possible case. This
is a purely hydrodynamic model without any transfer
processes of heat or mass.
ρ
Dv
Dt
− η∆v +∇p = 0, ∇ · v = 0 in Ω \ Σ(t),
JvK = 0, Jp1− SK nΣ = σκnΣ on Σ(t),
〈v, n∂Ω〉 = 0, aP∂Ωv + 2P∂ΩDn∂Ω = 0 on ∂Ω \ Γ(t),
VΣ = 〈v, nΣ〉 on Σ(t),
VΓ = 〈v, nΓ〉 , θ = f(VΓ) on Γ(t).
To ensure energy dissipation, we further require
η ≥ 0, a ≥ 0, σ ≥ 0, VΓ (f(VΓ)− θeq) ≥ 0.
5Or by setting VΓ = g(θ) with g(θeq) = 0, g(θ)(θ− θeq) ≥ 0,
which is more convenient if contact angle hysteresis is present.
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Remark 3 (Motivation). Consider a bounded domain
Ω (in R2 or R3) with a smooth boundary ∂Ω. Define
a passively advected interface Σ(t) as the zero contour
of some level set function φ, i.e.
Σ(t) = {x ∈ Ω : φ(t, x) = 0},
where φ satisfies the transport equation
∂tφ+ v · ∇φ = 0, t > 0, x ∈ Ω,
φ(0, x) = φ0(x), x ∈ Ω
(2.21)
with a given velocity field v. The initial value problem
(2.21) is well-posed if v is sufficiently regular and
tangential to the boundary ∂Ω, i.e.
v · n∂Ω = 0 on ∂Ω.
This can be shown by the method of characteristics
(see [14]). In particular, there is no boundary condition
for φ, i.e. no contact angle can be prescribed. However,
many methods for the simulation of flows with contact
lines use a time-explicit discretization of the interface
transport equation, i.e.
φn+1 − φn
∆t
+ vn · ∇φn = 0, (2.22)
where vn is tangential to the boundary, and impose a
“contact angle boundary condition”, i.e. a boundary
condition for φn+1. But from a mathematical point
of view, there is no degree of freedom left allowing to
impose such a condition. In fact, the evolution of the
contact angle is fully determined by the velocity vn at
time step n and can only be “adjusted” or “corrected”
afterwards. This observation clearly underlines the
need for further understanding.
3 A kinematic evolution
equation
Let us now derive the contact angle evolution equation.
It is a purely kinematic result which, under certain
regularity assumptions, follows directly from the kine-
matic boundary conditions on gr Σ and gr Γ. Note
that, in the general case, the interface velocity is only
defined on the interface itself, hence trajectories need
to fulfill the time-dependent constraint x(t) ∈ Σ(t) on
I, or, equivalently, (t, x(t)) ∈ gr Σ on I. This allows to
apply the result to models where the interface is not a
material interface, but moves with its own velocity vΣ
different from the fluid velocity v. This is the case if
phase change phenomena or interfacial mass densities
are present.
3.1 Preliminaries: Solutions in
closed sets
There is a well-established theory for solutions
of ODEs in closed subsets of Rd (see, e.g.,
[10],[11],[3],[6],[7],[25],[8],[2]). We use this the-
ory for (local) existence and uniqueness of trajectories
on the moving hypersurface with boundary. A key
definition of the theory is the following:
Let K a closed subset of Rd. Then for y ∈ K
the Bouligand contingent cone is the set6
TK(y) := {z ∈ Rd : lim inf
h→0+
1
h
dist(y + hz,K) = 0}.
(3.1)
An element of TK(y) is said to be subtangential to K
at y. If K is a C1-submanifold the contingent cone
coincides with the tangent space of the submanifold.
For a boundary point of a submanifold with boundary,
it provides a proper generalization. Note that if K˜ ⊆
K is a closed subset of K then7
TK˜(y) ⊆ TK(y) ∀ y ∈ K˜. (3.2)
The following result is a special case of Theorem 4.2
in [10] and states that a subtangential and Lipschitz
continuous map induces a local semiflow on K. If,
in addition, we have that both f(y) and −f(y)
are subtangential, we obtain a local flow on K (in
forward and backward direction).
In the following, Bdr (x) := {y ∈ Rd : ‖x − y‖ < r}
denotes the open ball in Rd with radius r.
Theorem 2 (see [10]). Let X = Rd, K ⊂ X be
closed, y0 ∈ K, Kr := K ∩ Bdr (y0) and f : Kr → X
be Lipschitz continuous with |f(y)| ≤ c and
f(y) ∈ TK(y) ∀ y ∈ Kr. (3.3)
Then the initial value problem
y′(s) = f(y(s)), y(0) = y0
has a unique solution on [0, r/c] with values in Kr.
3.2 Trajectories on the moving
hypersurface
To formulate the kinematic evolution equation, we
need the notion of a surface Lagrangian derivative on
the moving hypersurface with boundary. We, there-
fore, consider the flow on gr Σ generated by a consis-
tent interfacial velocity field vΣ.
6The distance of a point x ∈ Rd to a subset A ⊆ Rd is
defined as dist(x,A) := inf{‖x− a‖ : a ∈ A}.
7This follows from the fact that
dist(y + hz,K) ≤ dist(y + hz, K˜).
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Lemma 1 (Trajectories on gr Σ). Let gr Σ be a C1,2-
family of moving hypersurfaces with boundary and
vΣ ∈ C1(gr Σ) be a velocity field with
VΣ = 〈vΣ, nΣ〉 on gr Σ,
VΓ = 〈vΣ, nΓ〉 on gr Γ.
(3.4)
Then the initial value problem
d
dt
Φ(t; t0, x0) = (1, vΣ(Φ(t; t0, x0))),
Φ(t0; t0, x0) = (t0, x0).
(3.5)
is locally uniquely solvable on gr Σ. The solution of
(3.5) depends continuously on the initial data (t0, x0)
and the manifolds gr Σ and gr Γ are invariant subsets
for the flow Φ.
We call a solution Φ(t; t0, x0) a trajectory on the
moving hypersurface. Note that due to the structure
of gr Σ, any solution can be written in the form
Φ(t; t0, x0) = (t,Φx(t; t0, x0))
with Φx(t; t0, x0) ∈ Σ(t).
Definition 6. The Lagrangian time-derivative of a
quantity ψ ∈ C1(gr Σ) is defined as
DΣψ
Dt
(t0, x0) :=
d
dt
ψ(Φ(t; t0, x0))
∣∣∣
t=t0
. (3.6)
For an inner point8 (t0, x0) ∈ gr Σ, one may consider
the choice
vΣ := VΣ nΣ
and write ∂Σt for the corresponding Lagrangian deriva-
tive (also called Thomas derivative).
For the proof of Lemma 1, it is useful to give the
following characterization of the tangent spaces of the
submanifolds gr Σ and gr Γ. The proof is given in the
Appendix, Lemma A.2.
Lemma 2 (Tangent spaces). The tangent space of
gr Σ at the point (t, x) is given by
Tgr Σ(t, x) = {λ (1, VΣnΣ(t, x)) + (0, τ) :
λ ∈ R, τ ∈ TΣ(t)(x)}.
Likewise, the tangent space of gr Γ at the point (t, x)
is given by
Tgr Γ(t, x) = {λ (1, VΓnΓ(t, x)) + (0, τ) :
λ ∈ R, τ ∈ TΓ(t)(t, x)}.
8Here and in the following, we mean by “inner point” an
inner point of the manifold with boundary gr Σ. Clearly, the
set gr Σ has no inner points as a subset of R4 in the standard
topology.
Proof of Lemma 1. It follows from (3.4) together with
(2.7) that
vΣ(t, x) = VΣnΣ(t, x) + PΣ(t)vΣ(t, x) (3.7)
if (t, x) ∈ gr Σ and, similarly,
vΣ(t, x) = VΓnΓ(t, x) + (〈vΣ, tΓ〉 tΓ)(t, x) (3.8)
if (t, x) ∈ gr Γ. Hence, the field f ∈ C1(gr Σ;R4)
defined by
f(t, x) := (1, vΣ(t, x))
is an element of the tangent space Tgr Σ(t, x) or
Tgr Γ(t, x), respectively (cf. Lemma 2). In order to
apply Theorem 2, we set X := R × R3, fix a point
(t0, x0) ∈ gr Σ and consider the closed subsets
Kδ(Σ) :=
⋃
t∈[t0−δ,t0+δ]
{t} × Σ(t) ⊂ gr Σ,
Kδr (Σ) := K
δ(Σ) ∩B4r (t0, x0),
Kδ(Γ) :=
⋃
t∈[t0−δ,t0+δ]
{t} × Γ(t) ⊂ Kδ(Σ),
Kδr (Γ) := K
δ(Γ) ∩B4r (t0, x0)
for δ > 0 sufficiently small.
Lemma 3. Under the above assumptions there is
r > 0 such that
±(1, vΣ(t, x)) ∈ TKδ(Σ)(t, x) ∀(t, x) ∈ Kδr (Σ) ∩ gr Σ,
±(1, vΣ(t, x)) ∈ TKδ(Γ)(t, x) ∀(t, x) ∈ Kδr (Σ) ∩ gr Γ.
Since TKδ(Γ) ⊂ TKδ(Σ)(t, x), it also holds that
±(1, vΣ(t, x)) ∈ TKδ(Σ)(t, x) (3.9)
for all (t, x) ∈ Kδr (Σ).
Proof. We choose r > 0 such that Kδr (Σ) ⊆
Kδ/2(Σ) ⊂ Kδ(Σ). Therefore, we do not have to
consider the boundary cases t = t0 ± δ.
Let (t, x) ∈ Kδr (Σ) ∩ gr Σ. In this case, the
vector (1, vΣ(t, x)) is an element of the tangent space
of the manifold gr Σ. This follows from (3.7) and
Lemma 2. By definition this means that there is an
open interval I 3 0 and a C1-curve γ : I → gr Σ such
that
γ(0) = (t, x), γ′(0) = (1, vΣ(t, x)).
Clearly, by restriction to a smaller open interval, one
can always achieve γ ∈ C1(I˜;Kδ(Σ)). Therefore, we
have
dist[(t, x) + s(1, vΣ(t, x)),K
δ(Σ)]
≤ |(t, x) + s(1, vΣ(t, x))− γ(s)|
≤ |(t, x) + s(1, vΣ(t, x))− γ(0)− γ′(0)s+ o(|s|)|
= |o(|s|)| as s→ 0.
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Note that this also means that
dist[(t, x)− s(1, vΣ(t, x)),Kδ(Σ)] = |o(|s|)|
as s→ 0. Hence it follows that ±(1, vΣ) ∈ TKδ(Σ).
Let (t, x) ∈ Kδr (Γ) = Kδr (Σ) ∩ gr Γ. Since (1, vΣ(t, x))
is an element of the tangent space of the manifold
gr Γ, there is an open interval I 3 0 and a C1-curve
γ : I → Kδ(Γ) such that
γ(0) = (t, x), γ′(0) = (1, vΣ(t, x)).
With the same argument as above, we obtain
dist[(t, x)± s(1, vΣ(t, x)),Kδ(Γ)] = |o(|s|)|
as s→ 0.
Since we have that
±(1, vΣ(t, x)) ∈ TKδ(Γ) ∀(t, x) ∈ Kδr (Γ),
Theorem 2 also implies that the boundary gr Γ is
an invariant subset, i.e. any trajectory starting in
the subset gr Γ stays in this subset (in both forward
and backward direction). Since Φ is a flow on gr Σ, it
follows that also the interior gr Σ is an invariant subset
(see [2]). Since we assume vΣ ∈ C1(gr Σ), standard
arguments show that the solution of (3.5) depends
continuously on the initial data (t0, x0).
3.3 Contact angle evolution equation
Theorem 3 (Evolution of the contact angle). Con-
sider a C1,2-family of moving hypersurfaces with bound-
ary and a consistent velocity field vΣ ∈ C1(gr Σ) with
VΣ = 〈vΣ, nΣ〉 on gr Σ,
VΓ = 〈vΣ, nΓ〉 on gr Γ.
Let Ω be a half-space such that n∂Ω is constant on the
boundary and let θ ∈ (0, pi). Then the time deriva-
tive of the contact angle on gr Γ obeys the evolution
equation
DΣθ
Dt
= 〈∂τvΣ, nΣ〉 , (3.10)
where τ = − cos θ nΓ − sin θ n∂Ω.
Remark 4. (i) There is a short way to (formally)
derive the kinematic evolution equation (3.12)
using the level set formulation. For details see
[15].
(ii) Since vΣ · n∂Ω = 0 on ∂Ω, equation (3.10) may
be reformulated as
DΣθ
Dt
= ∂τVΣ + cos θ VΓ 〈τ, ∂τnΣ〉
− 〈vΣ, tΓ〉 〈tΓ, ∂τnΣ〉 .
In particular, for the two-dimensional case we
obtain
DΣθ
Dt
= ∂τVΣ − κ cos θ VΓ.
In a frame of reference, where the contact line is
at rest (i.e. VΓ = 0), the latter formula reduces
to
DΣθ
Dt
= ∂τVΣ.
(iii) Note that for θ → 0 or θ → pi, the interface
tangent vector τ becomes tangential to ∂Ω and
nΣ → ±n∂Ω. Therefore, we obtain in the limit
DΣθ
Dt
∣∣∣
θ=0
=
DΣθ
Dt
∣∣∣
θ=pi
= 0.
In the following, we restrict ourselves to the case
of partial wetting, i.e.
0 < θ < pi.
To prove Theorem 3, it is useful to first consider
the evolution of the normal vector.
Theorem 4 (Evolution of the normal vector). Con-
sider a C1,2-family of moving hypersurfaces and a con-
sistent velocity field vΣ ∈ C1(gr Σ), i.e. such that
VΣ = 〈vΣ, nΣ〉 on gr Σ. (3.11)
Then the evolution of the interface normal vector on
gr Σ obeys the evolution equation
DΣnΣ
Dt
= −
2∑
k=1
〈∂τkvΣ, nΣ〉 τk, (3.12)
where {τ1, τ2} is an orthonormal basis of TΣ(t0)(x0).
Remark 5. Since VΣ(t, ·) = 〈vΣ(t, ·), nΣ(t, ·)〉 ∈
C1(Σ(t)), equation (3.12) can be written as
DΣ
Dt
nΣ =
2∑
k=1
(−τk∂τkVΣ + 〈(vΣ)‖, ∂τknΣ〉 τk)
= −∇Σ VΣ +
2∑
k=1
〈
(vΣ)‖, ∂τknΣ
〉
τk.
In particular, for vΣ(t, x) := VΣ(t, x)nΣ(t, x) we ob-
tain (in agreement with [22], Theorem 5.15)
∂Σt nΣ = −∇Σ VΣ. (3.13)
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With this notation, we may express (3.12) as
DΣ
Dt
nΣ = ∂
Σ
t nΣ + (∇Σ nΣ)(vΣ)‖
= −∇Σ VΣ + ‖(vΣ)‖‖ ∂wnΣ,
where w := (vΣ)‖/‖(vΣ)‖‖ (for (vΣ)‖ 6= 0).
Preliminaries for the proof: In order to prove
Theorem 4, we need a continuously differentiable de-
pendence of the trajectories Φ(·, t0, x0) on the initial
position x0 ∈ Σ(t0). To this end, we construct a C1-
extension of the velocity field vΣ to an open neighbor-
hood of (t0, x0) in R
4, which still leaves gr Σ invariant.
This construction allows to obtain the C1-dependence
on the initial position from standard ODE theory. To
show the following Lemma, it is helpful to use a spe-
cial type of local parametrization for gr Σ which is
constructed in the Appendix.
Lemma 4 (Signed distance function). Let {Σ(t)}t∈I
be a C1,2-family of moving hypersurfaces and (t0, x0)
be an inner point of M = gr Σ. Then there exists an
open neighborhood U ⊂ R4 of (t0, x0) and ε > 0 such
that the map
X : (M∩ U)× (−ε, ε)→ R4,
X(t, x, h) := (t, x+ hnΣ(t, x))
is a diffeomorphism onto its image
N ε := X((M∩ U)× (−ε× ε)) ⊂ R4,
i.e. X is invertible there and both X and X−1 are C1.
The inverse function has the form
X−1(t, x) = (pi(t, x), d(t, x))
with C1-functions pi and d on N ε.
The set N ε is called “tubular neighborhood” for
M at the point (t0, x0). The function d is the signed
distance to M and pi is the associated projection
operator. For a fixed hypersurface Σ, this result is
well-known (see, e.g., [18],[27]). The above time-
dependent result is already stated without details of
the proof in [22], Lemma 5.12. For completeness, we
include a short proof in the Appendix.
We now employ Lemma 4 and set
v(t, x) := vΣ(pi(t, x))
in the tubular neighborhood N ε to construct a local
C1-continuation of vΣ. Note that v generates a local
flow map Φ˜ in an open neighborhood of (t0, x0) ∈ R4
by means of (3.5). The moving hypersurface gr Σ is
invariant with respect to Φ˜ because of the consistency
conditions (3.4). Hence we drop the tilde notation in
the following. It is well-known from classical ODE
theory that a C1-right hand side yields a continuously
differentiable dependence on the initial data. There-
fore, we have the following result.
Lemma 5 (Regularity of the flow map). Let x0 ∈
Σ(t0) and v ∈ C1(U) for an open neighborhood U
of (t0, x0) ∈ R4. Then Φ(·; t0, ·) is C1 on an open
neighborhood of (t0, x0) ∈ R4.
Lemma 6 (Tangent transport). Under the assump-
tions of Theorem 4, consider an inner point (t0, x0) ∈
gr Σ and a normalized tangent vector τ ∈ TΣ(t0)(x0).
Choose a curve γ0((−δ, δ); Σ(t0)) such that
γ0(0) = x0, (γ
0)′(0) = τ.
For simplicity let ‖(γ0)′‖ = 1 on (−δ, δ). Then the
curve is transported by the flow-map according to9
γ(s, t) := Φx(t; t0, γ
0(s)). (3.14)
Likewise, a time evolution for the (not necessarily
normalized) tangent vector is defined by
τ(t) :=
∂
∂s
γ(s, t)
∣∣∣
s=0
. (3.15)
The vector τ(t) is tangent to Σ(t) at the point
Φx(t; t0, x0) since γ
0(·, t) ⊂ Σ(t). Moreover, its time
derivative is given as
τ ′(t0) =
∂vΣ
∂τ(t0)
(t0, x0). (3.16)
Proof. By definition, we have
τ ′(t0) =
∂
∂t
(
∂
∂s
Φx(t; t0, γ
0(s))
∣∣∣
s=0
) ∣∣∣
t=t0
.
Since γ ∈ C1 and the second partial derivative
∂
∂s
∂
∂t
γ(s, t) =
∂
∂s
∂
∂t
Φx(t; t0, γ
0(s))
=
∂
∂s
vΣ(t,Φx(t; t0, γ
0(s)))
= ∇Σ vΣ(t,Φx(t; t0, γ0(s))) · ∂
∂s
Φx(t; t0, γ
0(s))
is continuous at (0, t0), it follows from the Theorem
of Schwarz that we can interchange the order of dif-
ferentiation to obtain
τ ′(t0) =
∂
∂s
(
∂
∂t
Φx(t; t0, γ
0(s))
∣∣∣
t=t0
) ∣∣∣
s=0
=
∂
∂s
vΣ(t0, γ
0(s))
∣∣∣
s=0
=
∂vΣ
∂τ(t0)
(t0, x0).
9Recall that Φ has the structure
Φ(t; t0, x0) = (t,Φx(t; t0, x0)).
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Proof of Theorem 4. We choose two curves
γ01 , γ
0
2 ∈ C1((−δ, δ); Σ(t0))
such that
γ01(0) = γ
0
2(0) = x0, (γ
0
1)
′(0) = τ1, (γ02)
′(0) = τ2
with |τ1| = |τ2| = 1 and nΣ(t0, x0) = τ1 × τ2. The
flow map Φ defines a time-evolution of γi and of the
tangent vectors τi according to (3.14) and (3.15). As
long as τ1 and τ2 are linearly independent (i.e., if
τ1 × τ2 6= 0), it follows that
nΣ(Φ(t; t0, x0)) =
τ1(t)× τ2(t)
|τ1(t)× τ2(t)|
and, in particular,
DΣnΣ
Dt
∣∣∣
t=t0
=
d
dt
τ1(t)× τ2(t)
|τ1(t)× τ2(t)|
∣∣∣
t=t0
. (3.17)
Note that the linear independence of τ1(t) and τ2(t)
for t sufficiently close to t0 follows from the initial
condition, i.e.
|τ1(t0)× τ2(t0)| = 1,
since τ1(t) and τ2(t) are continuous. From (3.17) it
follows that
DΣ
Dt
nΣ =
τ ′1(t0)× τ2(t0) + τ1(t0)× τ ′2(t0)
|τ1(t0)× τ2(t0)|
− τ1(t0)× τ2(t0)|τ1(t0)× τ2(t0)|2
d
dt
|τ1(t)× τ2(t)|t=t0 .
From τ1(t0)× τ2(t0) = nΣ and |nΣ| = 1 we infer
DΣ
Dt
nΣ = τ
′
1(t0)× τ2(t0) + τ1(t0)× τ ′2(t0)
− nΣ d
dt
|τ1(t)× τ2(t)|
∣∣∣
t=t0
= τ ′1(t0)× τ2(t0) + τ1(t0)× τ ′2(t0)
− nΣ
〈
τ1(t)× τ2(t)
|τ1(t)× τ2(t)| ,
d
dt
(τ1(t)× τ2(t))
〉
t=t0
= PΣ(τ ′1(t0)× τ2(t0) + τ1(t0)× τ ′2(t0)),
where PΣ := 1 − 〈nΣ, ·〉nΣ denotes the orthogonal
projection onto TΣ. Using (3.16), we conclude
DΣ
Dt
nΣ = PΣ[(∂τ1vΣ)× τ2 + τ1 × (∂τ2vΣ)].
The claim follows by expanding ∂τ1vΣ and ∂τ2vΣ in
the basis {τ1, τ2, nΣ}.
Proof of Theorem 3. We first show that equation
(3.12) also holds at the contact line. As a result, we
obtain the evolution of the contact angle.
For (t0, x0) ∈ gr Γ we choose a sequence of
points (xk0)k ⊂ Σ(t0) such that xk0 converges to x0
and consider the trajectories xk(t) defined by
d
dt
xk(t) = vΣ(t, x
k(t)), xk(t0) = x
k
0 . (3.18)
Moreover, we define the limiting trajectory x(·) start-
ing from x0 and running on gr Γ. Since gr Σ is in-
variant under the flow, the evolution equation (3.12)
holds along xk for every k. Since nΣ ∈ C1(gr Σ),
one can choose fields τ1, τ2 ∈ C1(gr Σ) such that
{τ1(t, x), τ2(t, x)} is an orthonormal basis to the tan-
gent space of Σ(t) at the point x such that
nΣ(t, x) = τ1(t, x)× τ2(t, x) on gr Σ.
Hence we obtain by integration
nΣ(t, x
k(t)) = nΣ(t0, x
k
0)
−
2∑
j=1
∫ t
t0
[〈(∇Σ vΣ) τj , nΣ〉 τj ](s, xk(s)) ds.
It follows from the continuous dependence on the
initial data that the trajectories converge pointwise
to the limiting trajectory, i.e.
lim
k→∞
xk(t) = x(t) on Γ(t).
Now we pass to the limit and obtain
nΣ(t, x(t)) = nΣ(t0, x0)
−
2∑
j=1
∫ t
t0
[〈(∇Σ vΣ) τj , nΣ〉 τj ](s, x(s)) ds.
Differentiation with respect to t proves that (3.12)
also holds at the contact line.
It follows from the definition of θ that
DΣ
Dt
cos θ = −D
Σ
Dt
〈nΣ, n∂Ω〉 .
Since n∂Ω is constant, we obtain
− sin θ D
Σθ
Dt
= −
〈
DΣnΣ
Dt
, n∂Ω
〉
.
We choose
τ1 = τ = − cos θ nΓ − sin θ n∂Ω, τ2 = tΓ
and proceed using equation (3.12) to arrive at
sin θ
DΣθ
Dt
=− 〈∂τvΣ, nΣ〉 〈τ, n∂Ω〉
− 〈∂tΓvΣ, nΣ〉 〈tΓ, n∂Ω〉
= sin θ 〈∂τvΣ, nΣ〉 .
This proves the claim since θ ∈ (0, pi).
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4 Contact angle evolution in
the framework of the
standard model
4.1 Preliminaries
Definition 7 (Regularity). In the following, we con-
sider an open interval I and the space of functions
V := C(I × Ω) ∩ C1(gr Ω+) ∩ C1(gr Ω−). (4.1)
Note that we assume in particular that the fluid
velocities v± are differentiable at the contact line
and the viscous stress is locally bounded. This is a
rather strong assumption in contrast to weak solution
concepts which allow an integrable singularity in the
viscous stress as long as the corresponding dissipation
rate is finite.
Lemma 7 (Kinematic conditions). Let gr Σ be a C1,2-
family of moving hypersurfaces with boundary, θ ∈
(0, pi) on gr Γ and
vΣ ∈ C(gr Σ)
satisfy
VΣ = 〈vΣ, nΣ〉 on gr Σ, (4.2)
0 = 〈vΣ, n∂Ω〉 on gr Γ. (4.3)
Then the contact line velocity fulfills the kinematic
condition
VΓ = 〈vΣ, nΓ〉 on gr Γ. (4.4)
Proof. From the relation (2.7) it follows that
sin θ VΓ = 〈vΣ, nΣ〉 = sin θ 〈vΣ, nΓ〉 − cos θ 〈vΣ, n∂Ω〉
= sin θ 〈vΣ, nΓ〉 on gr Γ.
This proves the claim since θ ∈ (0, pi) by assumption.
Hence (4.4) is a consequence of (4.2) and (4.3) and
can be dropped in the problem formulation.
The Continuity Lemma: The following Lemma
shows an additional continuity property for the
velocity gradient, which only holds at the contact
line. Typically, the gradient of the velocity field
has a jump, which is controlled by the interfacial
transmission conditions.
Note that we define the gradient of a vector w
in Cartesian coordinates as
(∇w)i,j = ∂wi
∂xj
.
Lemma 8. Let Ω ⊂ R3, 0 < θ < pi, v ∈ C(Ω),
∇v ∈ J (Ω,Σ) and
〈v, n∂Ω〉 = 0 on ∂Ω, ∇ · v = 0 in Ω \ Σ(t),
where ∂Ω is the smooth boundary of Ω. Then ∇v has
the following continuity property at the contact line:
J〈∇v α, β〉K = 0 on Γ,
where α, β are arbitrary vectors in the plane spanned
by nΓ and n∂Ω.
Proof. We consider an arbitrary point on Γ and
show J∇v τK = 0 as well as J〈∇v nΓ, n∂Ω〉K =J〈∇v nΓ, nΓ〉K = 0. This is already sufficient since
τ and nΓ are linearly independent. Since v is assumed
to be continuous across Σ, the tangential derivatives
of v are continuous
J∇v τK = J∇v tΓK = 0.
Since v is tangential to ∂Ω, it follows that
〈∇v nΓ, n∂Ω〉 = 0 ⇒ J〈∇v nΓ, n∂Ω〉K = 0.
It remains to show that J〈∇v nΓ, nΓ〉K = 0. Since v is
solenoidal, we have
0 = ∇·v = 〈∇v nΓ, nΓ〉+〈∇v n∂Ω, n∂Ω〉+〈∇v tΓ, tΓ〉 .
Therefore, we can write
J〈∇v nΓ, nΓ〉K = −(J〈∇v n∂Ω, n∂Ω〉K+ J〈∇v tΓ, tΓ〉K)
= − J〈∇v n∂Ω, n∂Ω〉K .
From τ = − cos θ nΓ − sin θ n∂Ω we infer (since 0 <
θ < pi)
n∂Ω = − 1
sin θ
(cos θ nΓ + τ) .
This yields
J〈∇v nΓ, nΓ〉K = 1
sin θ
(cos θ J〈∇v nΓ, n∂Ω〉K
+ J〈∇v τ, n∂Ω〉K) = J〈∇v τ, n∂Ω〉K
sin θ
=
〈J∇v τK , n∂Ω〉
sin θ
= 0.
Note that in the 2D case the full gradient of v is
continuous across Γ.
On the Navier boundary condition: We recon-
sider the Navier condition (2.17). By taking the pro-
jection onto nΓ we have
a±
〈
v±, nΓ
〉
+ 2
〈
D±n∂Ω, nΓ
〉
= 0.
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If v satisfies the kinematic conditions v± · nΓ = VΓ,
we obtain the jump condition
〈JDKn∂Ω, nΓ〉|Γ = −JaKVΓ2 . (4.5)
Under the assumptions of Lemma 8, we have
〈JDKn∂Ω, nΓ〉|Γ = 0 and henceJaKVΓ = 0. (4.6)
Hence, to allow for a regular solution with VΓ 6= 0,
one has to choose a as a continuous function across
the contact line, i.e.
λ+
η+ |Γ
=
λ−
η− |Γ
= a|Γ.
In this case, we have the relations
JλK = a JηK (4.7)
and
2 〈Dn∂Ω, nΓ〉|Γ = 〈∇v n∂Ω, nΓ〉|Γ = −aVΓ. (4.8)
4.2 Contact angle evolution
The following Theorem shows that, for sufficiently
regular solutions, θ˙ has a quite simple form for a large
class of models. Note that the equations (4.9)-(4.13)
say nothing about external forces, do not specify the
contact angle and the slip length may be a function
of space and time. Moreover, we only need the
tangential part of the transmission condition for the
stress. In this sense, the system (4.9)-(4.13) is not
closed but describes a class of models.
The main idea for the proof is the observation that
both the Navier and the interfacial transmission con-
dition are valid at the contact line. A regular classical
solution has to satisfy both of them.
Theorem 5. Let Ω ⊂ R3 (or Ω ⊂ R2) be a half-
space with boundary ∂Ω, σ ≡ const, η± > 0, JηK 6= 0,
a ∈ C(gr ∂Ω) and (v, gr Σ) with v ∈ V, gr Σ a C1,2-
family of moving hypersurfaces with boundary, be a
classical solution of the PDE-system
∇ · v = 0 in Ω \ Σ(t), (4.9)JvK = 0, PΣ JSK nΣ = 0 on Σ(t), (4.10)
〈v, n∂Ω〉 = 0 on ∂Ω \ Γ(t), (4.11)
aP∂Ωv + 2P∂ΩDn∂Ω = 0 on ∂Ω \ Γ(t), (4.12)
VΣ = 〈v, nΣ〉 on Σ(t) (4.13)
with θ ∈ (0, pi) on gr Γ. Then the evolution of the
contact angle is given by
Dθ
Dt
=
aVΓ
2
=
VΓ
2L
. (4.14)
Moreover, in the case θ = pi/2 it holds that
(aVΓ)|θ=pi/2 = 0, (4.15)
which also means that
Dθ
Dt |θ=pi/2
= 0.
Proof. Since v is continuous and v± ∈ C1(gr Ω±), we
can choose vΣ := v
+
| gr Σ = v
−
| gr Σ ∈ C1(gr Σ) and apply
Theorem 3 to obtain
Dθ
Dt
=
〈
(∇v)±τ, nΣ
〉
. (4.16)
Recall that the vectors τ and nΣ can be expressed as
τ = −nΓ cos θ − n∂Ω sin θ,
nΣ = nΓ sin θ − n∂Ω cos θ.
(4.17)
Inserting (4.17) into equation (4.16) yields
Dθ
Dt
= cos2 θ
〈
(∇v)±nΓ, n∂Ω
〉− sin2 θ 〈(∇v)±n∂Ω, nΓ〉
+ sin θ cos θ
(〈
(∇v)±n∂Ω, n∂Ω
〉− 〈(∇v)±nΓ, nΓ〉) .
Notice that the impermeability condition implies that〈
(∇v)±nΓ, n∂Ω
〉
= 0.
Moreover, Lemma 8 allows to drop the ±-notation.
We now exploit that both the jump condition and the
Navier condition are active at the contact line. Using
the relation (4.8) it follows from the Navier condition
Dθ
Dt
= sin(θ)2 aVΓ
+ sin θ cos θ (〈∇v n∂Ω, n∂Ω〉 − 〈∇v nΓ, nΓ〉) .
(4.18)
Since τ is tangential to Σ, it follows from the continuity
of the tangential stress component (4.10) that
〈JSKnΣ, τ〉 = 0.
Using Lemma 8, we can exploit the continuity property
of ∇v at the contact line to obtain
0 = 2 JηK 〈DnΣ, τ〉 ⇔ 0 = 〈DnΣ, τ〉 .
Together with the expansions (4.17) for nΣ and τ we
obtain
0 = sin θ cos θ (−〈DnΓ, nΓ〉+ 〈Dn∂Ω, n∂Ω〉)
+ (cos2 θ − sin2 θ) 〈Dn∂Ω, nΓ〉 . (4.19)
Using the Navier condition, we can replace the last
term to find
0 = sin θ cos θ (−〈∇v nΓ, nΓ〉+ 〈∇v n∂Ω, n∂Ω〉)
+ (sin2 θ − cos2 θ)aVΓ
2
on Γ. (4.20)
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Note that for θ = pi/2 this reduces to
aVΓ = 0.
The claim follows by inserting equation (4.20) into
the contact angle evolution equation (4.18):
Dθ
Dt
= sin2(θ) aVΓ
+ sin θ cos θ(〈∇v n∂Ω, n∂Ω〉 − 〈∇v nΓ, nΓ〉)
=aVΓ
(
sin2 θ − 1
2
(sin2 θ − cos2 θ)
)
=
aVΓ
2
.
Note that the incompressibility condition (4.9) can
be dropped leading to (see Theorem 7)
Dθ
Dt
=
JλKJηK VΓ2 .
Remark 6 (Free Boundary Problem). Following the
proof of Theorem 5, it is easy to show that (4.14)
also holds for a free boundary formulation, where the
Navier-Stokes equations are only solved in the liquid
domain. The outer phase is represented just by a
constant pressure field p0 and the jump conditions
(4.10) are replaced by
(p0 − p+ S)nΣ = σκnΣ on Σ(t).
In particular, the viscous stress component 〈SnΣ, τ〉
vanishes and Lemma 8 is not required for the proof.
Corollary 1. Under the assumptions of Theorem 5, a
quasi-stationary solution, i.e. a solution with constant
contact angle, satisfies
aVΓ = 0 on Γ, (4.21)
which means that either the contact line is at rest or
a = 0.
Consequently, a regular, non-trivial, quasi-
stationary solution only exists if a vanishes at the
contact line, i.e. in the free-slip case. On the other
hand free-slip at the contact line implies that the
contact angle is fixed for all regular solutions. This
result confirms the observation from [31], where it is
stated that for a regular solution with a ∈ (0,∞) and
θ ≡ pi/2 “the point of contact does not move”.
Corollary 2. Let a ≥ 0 and (v, gr Σ) be a regular
solution in the setting of Theorem 5 that satisfies the
thermodynamic condition (2.18). Then (4.14) implies
θ˙ ≥ 0 for θ ≥ θeq and θ˙ ≤ 0 for θ ≤ θeq .
From this result, it follows that the system cannot
evolve towards equilibrium with a regular solution in
the setting of Theorem 5.
Corollary 3. Let a ≥ 0 and {v, gr Σ} be a regular
classical solution of the PDE-system (4.9)-(4.13) in
the setting of Theorem 5 that satisfies (2.18). Let the
initial condition be such that
θ(0, x) > θeq ∀ x ∈ Γ(0),
where Γ(0) = ∂Σ(0) is assumed to be bounded. Then
it follows that
θ(t, x) ≥ min
x′∈Γ(0)
θ(0, x′) > θeq
for all t ∈ I∩[0,∞) and x ∈ Γ(t). That means that the
system cannot relax to the equilibrium contact angle.
Proof. Consider t ∈ I ∩ [0,∞) and xt ∈ Γ(t) arbitrary.
Then there exists an x0 ∈ Γ(0) such that the unique
solution x(s) of the initial value problem
x′(s) = v(s, x(s)), x(0) = x0 ∈ Γ(0) (4.22)
satisfies x(t) = xt. The point x0 can be found by
solving (4.22) backwards in time. By integration of
(4.14) we conclude
θ(t, x(t)) = θ(t, xt) = θ(0, x(0)) +
∫ t
0
d
ds
θ(s, x(s)) ds
= θ(0, x0) +
∫ t
0
aVΓ
2︸︷︷︸
≥0
(s, x(s)) ds
≥ θ(0, x0) ≥ min
x′∈Γ(0)
θ(0, x′) > θeq .
4.3 Empirical contact angle models
The literature contains a large variety of empirical
contact angle models which prescribe the dynamic
contact angle. For the simplest class of these models,
it is assumed that θ can be described by a relation of
the type10
θ = f(Ca, θeq), (4.23)
where θeq is the equilibrium contact angle given by
the Young equation (1.2). The capillary number is
defined as
Ca :=
η− VΓ
σ
.
Hence for a given system, f is a function of the contact
line velocity VΓ, i.e.
θ = f(VΓ). (4.24)
10Note that there are also (numerical) models [1], based on
the analysis of Cox [9], which try to prescribe the apparent
contact angle rather than the actual contact angle defined by
(2.2).
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If this relation is invertible, one can also write (g :=
f−1)
VΓ = g(θ). (4.25)
The following Corollary is an immediate consequence
of this modeling.
Corollary 4. Consider the model described in Theo-
rem 5 together with the dynamic contact angle model
(4.24). Let f ∈ C1(R). Then, for regular solutions in
the sense of Theorem 5, the contact line velocity obeys
the evolution equation
f ′(VΓ)
D
Dt
VΓ =
aVΓ
2
. (4.26)
If the model from Theorem 5 is equipped with the con-
tact angle model (4.25) with g ∈ C1(0, pi), the contact
angle for regular solutions in the sense of Theorem 5
follows the evolution equation
Dθ
Dt
=
a g(θ)
2
. (4.27)
Remark 7. From Corollary 4 we draw the following
conclusions.
(i) By adding on of the empirical models (4.24) or
(4.25) to the model from Theorem 5 with a fixed
slip length, the time evolution of θ and VΓ is, for
regular solutions, already completely determined
by the ordinary differential equation (4.26) or
(4.27), respectively. But note that neither the
momentum equation nor the normal part of the
transmission condition involving the surface ten-
sion is used for its derivation. This means that,
for regular solutions, neither external forces like
gravity nor surface tension forces can influence
the motion of the contact line.
(ii) If the empirical function satisfies the thermody-
namic condition (2.20), i.e.
VΓ(f(VΓ)− θeq) ≥ 0 or g(θ)(θ − θeq) ≥ 0,
respectively, there are only constant or mono-
tonically increasing/decreasing solutions for θ(t)
(in Lagrangian coordinates).
(iii) Moreover, we have the additional requirement
that Dtθ = 0 for θ = pi/2, which dictates
g(pi/2) = 0 = g(θeq) (or a = 0 which means
that θ is fixed).
4.4 Asymptotic solutions and
regularity
It is instructive to consider some examples of known
asymptotic solutions to wetting flow problems. A
classical example is the stationary two-dimensional
Stokes problem in the free boundary formulation, i.e.
the PDE system
η∆v = ∇p, ∇ · v = 0 in Ω \ Σ, (4.28)
v = 0 on Γ, (4.29)
〈v, n∂Ω〉 = 0 on ∂Ω \ Γ, (4.30)
λ(P∂Ωv − vw) + P∂ΩSn∂Ω = 0 on ∂Ω \ Γ, (4.31)
〈v, nΣ〉 = 0 on Σ, (4.32)
PΣSnΣ = 0 on Σ, (4.33)
p0 − p+ 〈SnΣ, nΣ〉 = σκ on Σ, (4.34)
where p0 is the constant outer pressure (see, e.g., [33],
[34]). Note that the equations are written in a frame
of reference moving with the contact line. So here
we have a non-zero tangential wall velocity vw, which
equals the contact line velocity. After introducing the
scalar stream function ψ in polar coordinates (r, ϕ),
i.e.
v = vr eˆr + vϕeˆϕ, vr =
1
r
∂ϕψ, vϕ = −∂rψ, (4.35)
the incompressibility condition is automatically sat-
isfied and the pressure can be eliminated from (4.28)
leading to the biharmonic equation
∆2ψ = 0 in Ω \ Σ. (4.36)
If necessary, the pressure can be recovered from ψ via
the relations (see [33], [34] for details)
∂p
∂r
=
(
1
r
∂3
∂r2∂ϕ
+
1
r3
∂3
∂ϕ3
+
1
r
∂2
∂r∂ϕ
)
ψ, (4.37)
and
∂p
∂ϕ
= −
(
r
∂3
∂r3
+
∂2
∂r2
+
1
r
∂3
∂r∂ϕ2
−1
r
∂
∂r
− 2
r2
∂2
∂ϕ2
)
ψ. (4.38)
As a first approximation, the system of equations
(4.28)-(4.33) is solved on a wedge domain, i.e. for
0 < r < ∞ and 0 < ϕ < θ. Afterwards, the
normal stress condition (4.34) is evaluated to obtain
a correction for the free surface shape. Rewriting
the boundary conditions (4.29)-(4.33) in terms of the
stream function leads to the PDE system
∆2ψ = 0 for r > 0, 0 < ϕ < θ, (4.39)
ψ = 0 for r ≥ 0, ϕ ∈ {0, θ}, (4.40)
∂2ψ
∂ϕ2
= 0 for r > 0, ϕ = θ, (4.41)
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together with the Navier boundary condition
1
r2
∂2ψ
∂ϕ2
+
1
L
(
vw−1
r
∂ψ
∂ϕ
)
= 0 for r > 0, ϕ = 0.
(4.42)
Moreover, the velocity field is required to be contin-
uous up to the contact point. Since the frame of
reference is moving with the contact line, a solution
has to satisfy
lim
r→0
vr = lim
r→0
1
r
∂ϕψ = 0. (4.43)
Motivated by a separation of variables approach, one
may consider special solutions of the type
ψλ(r, ϕ) = r
λFλ(ϕ). (4.44)
A prominent example of such a solution is the one
given by H. K. Moffatt [24]
ψ1(r, ϕ) =
r[(ϕ− θ) sinϕ− ϕ sin(ϕ− θ) cos θ]
sin θ cos θ − θ ,
which satisfies a no-slip condition on ∂Ω \ Γ(t)
(for vw = 1). However, the resulting velocity field
is discontinuous at the point of contact and the
pressure diverges proportional to 1/r, which makes
it impossible to satisfy the normal stress condition
(4.34) (see [33],[34] for details). In fact, it can be
easily seen from (4.35) that for regular Fλ 6≡ 0, the
velocity is continuous on Ω if λ > 1. Then condition
(4.43) is also satisfied by ψλ.
Note that for λ < 2 the stress is unbounded
for r → 0 and Theorem 5 does not apply. For λ > 2
we observe that the tangential stress component
vanishes at the contact line, i.e.
1
r2
∂2ψλ
∂ϕ2
(0, 0) = 0.
Using equation (4.42) this implies that either the con-
tact line is at rest or L → ∞, in agreement with
Theorem 5. It follows from the equations (4.37) and
(4.38) that λ > 2 is also a sufficient condition to obtain
a finite pressure at the moving contact line.
It is interesting to take a look at the borderline case
λ = 2. For example, the stream function (see [33]
and Figure 4)
ψ2(r, ϕ) = r
2 vw
L0
(
−1
4
+
ϕ
pi
+
1
4
cos(2ϕ)
)
, (4.45)
describes a velocity field which is an exact solution
of (4.39) - (4.43) with θ = pi/4 and a finite slip
length L0 at the contact point. However, the velocity
Figure 4: Streamlines for the field given by (4.45).
field is not differentiable at the contact line and
the pressure is logarithmically singular. In order to
construct a solution to the free boundary problem,
this requires a correction to the free surface with
a singular curvature at the contact point. Due to
the lack of differentiability, Theorem 5 also does not
apply in this case.
But the case λ = 2 also includes examples
for stream functions, where the required regularity is
met. In fact, it can be shown that these are precisely
given by
ψ2(r, ϕ) = r
2(c1 + c2 sinϕ cosϕ+ c3 sin
2 ϕ),
where c1, c2, c3 ∈ R. This class of stream functions
represents the (three-dimensional) space of linear di-
vergence free velocity fields in two spatial dimensions
satisfying v = 0 at r = 0. The impermeability con-
dition vϕ = 0 for ϕ = 0 implies c1 = 0. The Navier
condition (4.42) yields
c3 = − vw
2L0
,
where L0 denotes the slip length at the contact point.
Finally, the tangential stress condition (4.41) allows
to determine the constant c2. For θ 6= pi/2 we obtain
the stream function
ψ2(r, ϕ) = −vw r
2
2L0
(
cot(2θ) sinϕ cosϕ+ sin2 ϕ
)
.
The corresponding time derivative of the contact angle
is (as expected)
Dθ
Dt
=
vw
2L0
=
VΓ
2L0
.
Clearly, this is not a quasi-stationary solution since
(4.32) is not satisfied. As already pointed out in
Corollary 1, a sufficiently regular, non-trivial quasi-
stationary solution only exists in the free-slip case.
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5 Remarks on more general
models
5.1 Marangoni effect
An obvious generalization of the model described in
Theorem 5 is to include the effect of non-constant
fluid-fluid surface tension. In this case, the interfacial
transmission condition for the stress reads as
Jp1− SKnΣ = σκnΣ +∇Σ σ.
Theorem 6. Let Ω ⊂ R3 (or Ω ⊂ R2) be a half-space
with boundary ∂Ω, η± > 0, JηK 6= 0, a ∈ C(gr ∂Ω)
and (v, gr Σ) with v ∈ V, gr Σ a C1,2-family of moving
hypersurfaces with boundary, be a classical solution of
the PDE-system
∇ · v = 0 in Ω \ Σ(t),JvK = 0, PΣ J−SK nΣ = ∇Σσ on Σ(t),
〈v, n∂Ω〉 = 0, aP∂Ωv + 2P∂ΩDn∂Ω = 0 on ∂Ω \ Γ(t),
VΣ = 〈v, nΣ〉 on Σ(t)
with θ ∈ (0, pi) on gr Γ. Then the evolution of the
contact angle is given by
Dθ
Dt
=
1
2
(
aVΓ − ∂τσJηK
)
. (5.1)
Proof. The proof is analogous to the proof of Theo-
rem 5. We proceed as follows: While (4.18) is still
valid, the jump condition for the viscous is replaced
by
〈JSKnΣ, τ〉 = −∂τσ.
Using again Lemma 8 we find
− ∂τσ
2 JηK = sin θ cos θ (−〈∇v nΓ, nΓ〉+ 〈∇v n∂Ω, n∂Ω〉)
+ (sin2 θ − cos2 θ)aVΓ
2
on Γ. (5.2)
The claim follows by inserting (5.2) into the contact
angle evolution equation (4.18).
This result shows that in this case regular solutions
with advancing contact line and θ˙ < 0 are possible. To
obtain a non-trivial quasi-stationary state, a surface
tension gradient
∂τσ = JηK aVΓ (5.3)
has to be present at the contact line.
Remark 8. Figure 5(a) shows an example of a linear
velocity field in two spatial dimensions with θ = pi/4
and a gradient in surface tension corresponding to
(5.3). The field satisfies Navier slip with L > 0
and is plotted in a co-moving reference frame. The
streamlines are tangent to the interface and the
contact angle does not change.
This situation is not possible for the case of
constant surface tension, visualized in Figure 5(b). In
the case θ = pi/4 and ∂τσ = 0 equation (5.2) together
with the incompressibility condition
0 = 〈∇v nΓ, nΓ〉+ 〈∇v n∂Ω, n∂Ω〉
implies
〈∇v nΓ, nΓ〉 = 〈∇v n∂Ω, n∂Ω〉 = 0.
Therefore, the linear part of the velocity field has a
quite simple form. In the reference frame of the solid
wall, it is given as
(u, v)(x, y) = VΓ
(
1 +
y
L
, 0
)
.
Figure 5(b) shows the field in a co-moving reference
frame. Clearly, the field geometry leads to an in-
crease in the contact angle (clockwise rotation in this
example).
5.2 Interfacial slip
Another possible generalization of the model is to
allow for slip at the fluid-fluid interface. In this case,
one only requires continuity of the normal component
of the fluid velocity, i.e.
〈JvK , nΣ〉 = 0 on Σ(t),
which means that there is no mass flux from one
phase to the other. To describe the evolution of the
interface, one can use both of the fluid velocities v±
in the kinematic conditions
VΣ =
〈
v±, nΣ
〉
, VΓ =
〈
v±, nΓ
〉
.
This gives rise to two distinct Lagrangian derivative
operators. To formulate the following Theorem, we
choose the interfacial velocity field
vΣ :=
η+v+ − η−v−
η+ − η− =
JηvKJηK . (5.4)
Clearly, vΣ also satisfies the above mentioned kine-
matic conditions. Hence we can define a Lagrangian
time derivative according to vΣ.
Lemma 9. The Lagrangian derivatives with respect
to v+, v− and vΣ satisfy the relation
(η+ − η−) D
Σ
Dt
= η+
D+
Dt
− η−D
−
Dt
. (5.5)
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(a) Constant contact angle, ∇Σ σ 6= 0. (b) Constant surface tension, θ˙ > 0.
Figure 5: Linear velocity fields satisfying Navier slip with L > 0 in a co-moving reference frame.
Proof. Each Lagrangian derivative along the contact
line may be decomposed as
D±
Dt
= ∂Γt + v
±
‖ · ∇Γ,
where ∂Γt is the “contact line Thomas derivative” fol-
lowing the normal motion of the contact line, ∇Γ is
the gradient along Γ and v±‖ is the component of v
±
tangential to the contact line. Multiplication with η±
yields
η+
D+
Dt
− η−D
−
Dt
= JηK ∂Γt + (η+v+‖ − η−v−‖ ) · ∇Γ
= JηK(∂Γt + η+v+‖ − η−v−‖η+ − η− · ∇Γ
)
= JηK DΣ
Dt
.
Note that Lemma 8 cannot be used for the proof
of Theorem 7 since v is no longer assumed to be
continuous. Moreover, the following statement does
not require incompressibility of the flow.
Theorem 7. Let Ω ⊂ R3 be a half-space with bound-
ary ∂Ω, η± > 0, JηK 6= 0 and (v, gr Σ) with
v ∈ C1(gr Ω+) ∩ C1(gr Ω−)
and gr Σ a C1,2-family of moving hypersurfaces with
boundary, be a classical solution of the PDE-system
J〈v, nΣ〉K = 0, PΣ J−SK nΣ = ∇Σ σ on Σ(t),
〈v, n∂Ω〉 = 0, λP∂Ωv + P∂ΩSn∂Ω = 0 on ∂Ω \ Γ(t),
VΣ =
〈
v±, nΣ
〉
on Σ(t).
Moreover, let
λ ∈ C(gr ∂Ω+) ∩ C(gr ∂Ω−)
and θ ∈ (0, pi) on gr Γ. Then the evolution of the
contact angle is given by
DΣθ
Dt
=
1
2
(
VΓ
JλKJηK − ∂τσJηK
)
, (5.6)
where D
Σ
Dt is the Lagrangian time-derivative according
to the surface velocity field (5.4).
Proof. We start from (3.10) and, by a change of coor-
dinates, obtain
D±θ
Dt
=− sin2 θ 〈∇v± n∂Ω, nΓ〉
+ sin θ cos θ(
〈∇v± n∂Ω, n∂Ω〉− 〈∇v± nΓ, nΓ〉),
where the two time derivatives may now be different.
Using the Navier condition, we can replace the first
term according to
D±θ
Dt
= sin2 θ a±VΓ
+ sin θ cos θ(
〈∇v± n∂Ω, n∂Ω〉− 〈∇v± nΓ, nΓ〉).
Note that a may now be discontinuous at Γ. The next
step is to express θ˙ by means of the jump in normal
stress. Thanks to η± > 0 we can write〈∇v± nΓ, nΓ〉 = 1
2η±
〈
S±nΓ, nΓ
〉
,〈∇v± n∂Ω, n∂Ω〉 = 1
2η±
〈
S±n∂Ω, n∂Ω
〉
.
Plugging this into the above equation for θ˙ gives
D±θ
Dt
= sin2 θ a±VΓ
+
sin θ cos θ
2η±
(
〈
S±n∂Ω, n∂Ω
〉− 〈S±nΓ, nΓ〉).
(5.7)
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We introduce JSK by adding a zero term, i.e.
D+θ
Dt
= sin2 θ a+VΓ +
sin θ cos θ
2η+
(
〈
(S+ − S−)n∂Ω, n∂Ω
〉
− 〈(S+ − S−)nΓ, nΓ〉+ 〈S−n∂Ω, n∂Ω〉− 〈S−nΓ, nΓ〉).
(5.8)
Using the second version of the equation (5.7) we have
η−
D−θ
Dt
− sin2 θ a−η−VΓ
=
sin θ cos θ
2
(〈
S−n∂Ω, n∂Ω
〉− 〈S−nΓ, nΓ〉) .
Together with (5.8) we obtain (using λ± = a±η±)
η+
D+θ
Dt
− η−D
−θ
Dt
= sin2 θ JλKVΓ
+
sin θ cos θ
2
(〈JSKn∂Ω, n∂Ω〉 − 〈JSKnΓ, nΓ〉). (5.9)
Now we exploit the validity of both the Navier and
the jump condition for the stress at the contact line.
From PΣ JSKnΣ = −∇Σ σ we obtain
−∂τσ = 〈JSKnΣ, τ〉 = (cos2 θ − sin2 θ) 〈JSKn∂Ω, nΓ〉
+ sin θ cos θ(−〈JSKnΓ, nΓ〉+ 〈JSKn∂Ω, n∂Ω〉)
(5.10)
From the Navier condition, i.e.
λ±VΓ +
〈
S±n∂Ω, nΓ
〉
= 0,
we infer
〈JSKn∂Ω, nΓ〉 = − JλKVΓ
by taking the trace. Combined with (5.10) we obtain
sin θ cos θ(〈JSKn∂Ω, n∂Ω〉 − 〈JSKnΓ, nΓ〉)
= (cos2 θ − sin2 θ) JλKVΓ − ∂τσ.
Plugging in this expression into (5.9), we arrive at
η+
D+θ
Dt
− η−D
−θ
Dt
= JλKVΓ(sin2 θ + cos2 θ − sin2 θ
2
)
− ∂τσ
2
=
1
2
(JλKVΓ − ∂τσ).
Now the claim follows from (5.5).
Remark 9. (i) If the flow is incompressible and the
velocity is continuous across Σ, equation (4.6)
implies that the slip length has to be continuous
across the contact line to allow for non-trivial
regular solutions. In this case, we have JλK =
a JηK and (5.6) reduces to (5.1).
(ii) If the surface tension σ is constant, we obtain
the evolution equation
DΣθ
Dt
=
VΓ
2
JλKJηK
If both jumps have the same sign, i.e. ifJλKJηK ≥ 0,
the qualitative behavior of regular solutions is
still the same as in Theorem 5.
5.3 Systems with phase change
So far we only discussed the case, when no phase
transitions occur. We now generalize the results for
non-zero mass transfer across the fluid-fluid interface.
Given an interface with interface normal field nΣ and
normal velocity VΣ, the one-sided mass transfer fluxes
are defined as
m˙± = ρ±(v± · nΣ − VΣ) on gr Σ.
If the interface is not able to store mass, the mass
transfer flux has to be continuous, i.e.Jm˙K = 0 ⇔ JρvK · nΣ = JρKVΣ. (5.11)
Note that models for dynamic wetting allowing for
mass on the fluid-fluid interface have also been con-
sidered under the name Interface Formation Model,
see [32],[34]. In the case without interfacial mass, the
interfacial normal velocity can be expressed as
VΣ = v
± · nΣ − m˙
ρ±
.
Since the interface is now transported by VΣ 6= v± ·nΣ,
the mass flux influences the evolution of the interface.
From the above relation, it follows that the mass
transfer flux is related to the jump in the normal
component of v according toJvK · nΣ = J1/ρK m˙ on gr Σ. (5.12)
At the contact line, we can express nΣ via nΓ and
n∂Ω, i.e.JvK · nΣ = sin θ JvK · nΓ − cos θ JvK · n∂Ω on gr Γ.
For simplicity, we consider in the following the case of
two spatial dimensions11. If we assume v± to satisfy
11Note that equation (5.11) implies that the “natural” in-
terfacial velocity to be considered here is (5.14), i.e. the bulk
velocities should be weighted with the density ρ. Recall that in
the case of interfacial slip without mass transfer, the natural
interfacial velocity to choose is (5.4), i.e. weighted with the
viscosity η. In the present case of interfacial slip with mass
transfer, it is not obvious which interfacial velocity to choose.
We exclude this problem by restricting the Theorem to the 2D
case, where the interfacial velocity following the contact line is
unique.
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the impermeability condition, we find the following
relation for the jump of v at the contact line
sin θ JvK|Γ = J1/ρK m˙ nΓ. (5.13)
Note that the above relation only holds in two spatial
dimensions. A slip tangential to the contact line may
be present in three dimensions. In this case one can
only state that
(1− 〈tΓ, ·〉 tΓ) sin θ JvK|Γ = J1/ρK m˙ nΓ.
Theorem 8. Let Ω ⊂ R2 be a half-space with bound-
ary ∂Ω, η± > 0, JηK 6= 0 and (v, gr Σ) with
v ∈ C1(gr Ω+) ∩ C1(gr Ω−)
and gr Σ a C1,2-family of moving hypersurfaces with
boundary, be a classical solution of the PDE-system
m˙PΣ JvK+ PΣ J−SK nΣ = ∇Σ σ on Σ(t),
〈v, n∂Ω〉 = 0, λP∂Ωv + P∂ΩSn∂Ω = 0 on ∂Ω \ Γ(t),
VΣ =
〈
v±, nΣ
〉− m˙
ρ±
on Σ(t)
with θ ∈ (0, pi) on gr Γ. Then, the interfacial velocity
field vΣ ∈ C1(gr Σ) defined as
vΣ :=
JρvKJρK = ρ+v+ − ρ−v−ρ+ − ρ− on gr Σ (5.14)
satisfies the consistency conditions
VΣ = 〈vΣ, nΣ〉 on gr Σ, (5.15)
VΓ = 〈vΣ, nΓ〉 on gr Γ (5.16)
and the corresponding evolution of the contact angle
is given by
JηK DΣθ
Dt
=
JλKVΓ
2
− ∂τσ
2
− Jη/ρK ∂τm˙
+ m˙ (− Jη∂τ (1/ρ)K− κ cot θ sη
ρ
{
−cot θ
2
s
1
ρ
{
m˙+
1
2 sin θ
s
λ
ρ
{
). (5.17)
In the special case of zero mass flux at the contact
line, the above equation simplifies to
JηK DΣθ
Dt
=
JλKVΓ
2
− ∂τσ
2
− Jη/ρK ∂τm˙. (5.18)
Proof. We observe that, as a consequence of (5.11),
the velocity vΣ defined by (5.14) satisfies the consis-
tency condition (5.15). It also satisfies vΣ ·n∂Ω = 0 on
gr Γ since v± are tangential to ∂Ω. Hence, Lemma 7
implies that (5.16) also holds. Moreover, it is easy to
check that vΣ can be expressed in two different ways
as
vΣ = v
± − JvK
ρ± J1/ρK on gr Σ. (5.19)
Applying Theorem 3 yields, using (5.12),
DΣθ
Dt
=
〈
∂τv
±, nΣ
〉−〈 ∂
∂τ
JvK
ρ± J1/ρK , nΣ
〉
=
〈
∂τv
±, nΣ
〉− ∂τ 〈 JvK
ρ± J1/ρK , nΣ
〉
− JvK · τ
ρ± J1/ρK 〈τ, ∂τnΣ〉
=
〈∇v±τ, nΣ〉− ∂τ m˙
ρ±
− κ cot θ m˙
ρ±
=:
〈∇v±τ, nΣ〉+R. (5.20)
Here we used the relationJvK · τJ1/ρK = m˙sin θ nΓ · τ = − cot θ m˙ on gr Γ,
which follows from (5.13). Multiplication of the first
term in (5.20) with η± together with a change of basis
vectors yields
η±
〈∇v±τ, nΣ〉 = − sin2 θ η± 〈∇v±n∂Ω, nΓ〉
+ sin θ cos θ η±(
〈∇v±n∂Ω, n∂Ω〉− 〈∇v±nΓ, nΓ〉)
= − sin2 θ 〈S±n∂Ω, nΓ〉+ sin θ cos θ
2
(
〈
S±n∂Ω, n∂Ω
〉− 〈S±nΓ, nΓ〉).
We may now multiply (5.20) by η± to find
JηK DΣθ
Dt
= JηRK− sin2 θ 〈JSKn∂Ω, nΓ〉
+
sin θ cos θ
2
(〈JSKn∂Ω, n∂Ω〉 − 〈JSKnΓ, nΓ〉). (5.21)
The tangential stress condition at Γ reads
〈JSKnΣ, τ〉 = −∂τσ + m˙ JvK · τ
= −∂τσ − cot θ J1/ρK m˙2.
We rewrite the left-hand side using the expansions for
nΣ and τ , i.e.
〈JSKnΣ, τ〉 = (cos2 θ − sin2 θ) 〈JSKn∂Ω, nΓ〉
+ sin θ cos θ(〈JSKn∂Ω, n∂Ω〉 − 〈JSKnΓ, nΓ〉)
= −∂τσ − cot θ J1/ρK m˙2. (5.22)
From (5.21) and (5.22) we obtain
JηK DΣθ
Dt
= JηRK− 1
2
〈JSKn∂Ω, nΓ〉
−∂τσ
2
− cot θ
2
J1/ρK m˙2. (5.23)
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Using (2.7) we can compute the contact line velocity
sin θ VΓ = v
± · nΣ − JvK · nΣ
ρ± J1/ρK
= sin θ v± · nΓ − m˙
ρ±
.
Hence the contact line velocity reads
VΓ = v
± · nΓ − m˙
sin θρ±
on gr Γ. (5.24)
Equation (5.13) shows that the above expression is
indeed well-defined, i.e. the two representations are
equal. Note that Γ is no longer a material interface.
The mass transfer term can cause a motion of the
contact line. Hence the Navier condition at Γ reads〈
S±n∂Ω, nΓ
〉
= −λ±v± · nΓ
= −λ±
(
VΓ +
m˙
ρ± sin θ
)
.
We, therefore, obtain the jump condition
〈JSKn∂Ω, nΓ〉 = − JλKVΓ − m˙
sin θ
s
λ
ρ
{
(5.25)
on gr Γ. This finally leads to
JηK DΣθ
Dt
=
JλKVΓ
2
− ∂τσ
2
−
s
η ∂τ
(
m˙
ρ
){
− m˙
sin θ
(
κ cos θ
s
η
ρ
{
+
cos θ
2
s
1
ρ
{
m˙− 1
2
s
λ
ρ
{)
.
The claim follows froms
η ∂τ
(
m˙
ρ
){
= Jη/ρK ∂τm˙+ m˙ Jη∂τ (1/ρ)K .
6 Conclusion
The kinematic evolution equation for the dynamic
contact angle (3.10) expresses the relation between
the rate of change of the contact angle and the
structure of the transporting interfacial velocity field
vΣ defined on the moving interface with boundary. It
holds whenever vΣ is continuously differentiable and
can, therefore, be applied to study potential regular
solutions for various models of dynamic wetting.
We used (3.10) to derive the contact angle evolution
equation (4.14) which describes the time evolution
of the contact angle for potential regular solutions of
the two-phase incompressible Navier-Stokes equations
with a Navier slip boundary condition. Together with
the usual modeling for the dynamic contact angle
respecting the condition (2.18), the contact angle
evolution turns out to be unphysical if the slip length
is positive and finite. Hence a (weak) singularity
is present at the contact line even if the contact
angle is allowed to vary. Note that the presence of
a singularity might cause challenges for numerical
simulations as pointed out in [40],[38]. It might,
therefore, be necessary to develop numerical methods
which incorporate some a priori knowledge about
the singularity at the contact line, see for example [39].
We prove that, for regular solutions, the con-
tact angle stays constant over time if the slip length is
infinite at the contact line. In this case, the pressure
is regular at the contact line as pointed out for
example in [33].
We also studied the contact angle evolution for
regular solutions to more general models in Section 5.
Interestingly, a surface tension gradient at the contact
line may give rise to physically reasonable regular
solutions, see (5.1). We also analyzed the case of slip
at the fluid-fluid interface, see (5.6). Here we find
qualitatively similar results if
JλKJηK |Γ ≥ 0.
Finally, we applied the kinematic evolution equation
to a class of models including phase transfer across
the fluid-fluid interface, see (5.17). In this case the
interface moves with its own velocity and, hence,
additional terms, depending on the mass transfer
rate m˙, appear in the contact angle evolution equation.
Moreover, the kinematic evolution equation (3.10)
can be used as a reference to validate numerical
methods. We will address the advective transport of
the contact angle by a prescribed velocity field in a
forthcoming paper.
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A Appendix
Lemma A.1 (Separated local parametrization). Let
{Σ(t)}t∈I be a C1,2-family of moving hypersurfaces
and (t0, x0) be an inner point of M = gr Σ. Then
there exists an open neighborhood U ⊆ R4 of (t0, x0),
δ, ε > 0 and a C1-parametrization
φ : (t0 − δ, t0 + δ)︸ ︷︷ ︸
=:Iδ(t0)
×B2ε (0) → M∩ U
of M such that φ(t0, 0) = (t0, x0) and
φ(t, ·) : B2ε (0) → {t} × Σ(t)
is a C2-parametrization of Σ(t). In particular
φ(t, u) = (t, φˆ(t, u)),
with a C1-function φˆ.
Proof. By definition of a C1,2-family of moving hyper-
surfaces, there is η > 0 and an open neighborhood of
(t0, x0) ∈ R4 and a local C1-parametrization
ψ = (ψt, ψx) : R
3 ⊂ B3η(0)→ gr Σ ∩ U (A.1)
such that ψ(0) = (t0, x0) and ψx(u) ∈ Σ(ψt(u)) for all
u ∈ B3η(0). The goal is to find a coordinate transfor-
mation
T : Iδ(t0)×B2ε (0)→ B3η(0)
such that
ψt(T (s, y1, y2)) = s.
Since ψ is injective, there is i ∈ {1, 2, 3} such that
(∂uiψt)(0, 0, 0) 6= 0, (A.2)
where we may assume i = 1. We now choose a special
function T of the form
T (s, y1, y2) = (ϕ(s, y1, y2), y1, y2)
and look for a function ϕ satisfying
ψt(ϕ(s, y1, y2), y1, y2) = s
⇔ 0 = f(s, y1, y2;ϕ(s, y1, y2)).
The C1-function f(s, y1, y2;ϕ) := ψt(ϕ, y1, y2)− s sat-
isfies f(t0, 0, 0; 0) = 0 and (A.2) implies
∂ϕf(t0, 0, 0; 0) 6= 0.
Now the claim follows by the Implicit Function Theo-
rem.
Note that exactly the same procedure yields a C1-
parametrization of the submanifold gr Γ of the form
φ : (t0 − δ, t0 + δ)× (−ε, ε) → gr Γ ∩ U
such that φ(t0, ·) is a C1-parametrization of Γ(t0).
As a consequence of that, we can give an explicit
characterization of the tangent spaces of gr Σ and
gr Γ.
Lemma A.2 (Tangent spaces). The tangent space of
gr Σ at the point (t, x) is given by
Tgr Σ(t, x) = {λ (1, VΣnΣ(t, x)) + (0, τ) :
λ ∈ R, τ ∈ TΣ(t)(x)}.
Likewise, the tangent space of gr Γ at the point (t, x)
is given by
Tgr Γ(t, x) = {λ (1, VΓnΓ(t, x)) + (0, τ) :
λ ∈ R, τ ∈ TΓ(t)(t, x)}.
Proof. We make use of the parametrization con-
structed in Lemma A.1.
For (t0, x0) ∈ gr Σ choose a C1-parametrization
φ : (t0 − δ, t0 + δ)×B2ε (0) → M∩ U,
φ(t, u1, u2) = (t, φˆ(t, u1, u2))
such that φ(t0, 0, 0) = (t0, x0). A basis for the tangent
space Tgr Σ(t0, x0) is then given by
{∂tφ(t0, 0, 0), ∂u1φ(t0, 0, 0), ∂u2φ(t0, 0, 0)}
= {(1, ∂tφˆ(t0, 0, 0)), (0, ∂u1 φˆ(t0, 0, 0)),
(0, ∂u2 φˆ(t0, 0, 0))},
where the vectors
v1 := ∂u1 φˆ(t0, 0, 0) and v2 := ∂u2 φˆ(t0, 0, 0)
constitute a basis of TΣ(t0)(x0). By definition of the
normal velocity VΣ, we have
∂tφˆ(t0, 0, 0) =
〈
∂tφˆ(t0, 0, 0), nΣ(t0, x0)
〉
nΣ(t0, x0)
+ PΣ ∂tφˆ(t0, 0, 0)
=VΣ(t0, x0)nΣ(t0, x0) + PΣ ∂tφˆ(t0, 0, 0).
Since the second term can be expressed in terms of v1
and v2, we obtain a basis of the desired form
{(1, VΣ(t0, x0)nΣ(t0, x0)), (0, ∂u1 φˆ(t0, 0, 0)),
(0, ∂u2 φˆ(t0, 0, 0))}.
For (t0, x0) ∈ gr Γ choose a C1-parametrization
φ : (t0 − δ, t0 + δ)× (−ε, ε) → gr Γ ∩ U,
φ(t, u) = (t, φˆ(t, u)),
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such that φ(t0, 0) = (t0, x0). The same procedure as
above shows that the set
{(1, VΓnΓ(t0, x0)), (0, ∂uφˆ(t0, 0)}
is a basis of the Tangent space Tgr Γ(t0, x0), where
∂uφˆ(t0, 0) is a basis of TΓ(t0)(x0).
Lemma A.3 (Signed distance function). Let
{Σ(t)}t∈I be a C1,2-family of moving hypersurfaces
and (t0, x0) be an inner point of M = gr Σ. Then
there exists an open neighborhood U ⊂ R4 of (t0, x0)
and ε > 0 such that the map
X : (M∩ U)× (−ε, ε)→ R4,
X(t, x, h) := (t, x+ hnΣ(t, x))
is a diffeomorphism onto its image
N ε := X((M∩ U)× (−ε× ε)) ⊂ R4,
i.e. X is invertible there and both X and X−1 are C1.
The inverse function has the form
X−1(t, x) = (pi(t, x), d(t, x))
with C1-functions pi and d on N ε.
Proof. According to Lemma A.1, we can choose a
local C1-parametrization φ of M of the form (with
δ, ε > 0, U0 ⊂ R4 open)
φ : (t0 − δ, t0 + δ)︸ ︷︷ ︸
=:Iδ(t0)
×B2ε (0)→M∩ U0,
where φ has the following form
φ(t, u) = (t, φˆ(t, u)), φ−1(t, x) = (t, u(t, x)).
Then X can be expressed as
X(t, x, h) = X0(φ−1(t, x), h)
with
X0(t, u, h) := (t, φˆ(t, u) + hnΣ(t, φˆ(t, u))).
The function
X0 : Iδ(t0)×B2ε (0)×R→ R4
is continuously differentiable (since φˆ ∈ C1(Iδ(t0) ×
B2ε (0)) and nΣ ∈ C1(M)) and the Jacobian of X0 has
the form
(DX0)(t, u, h) =

1 0 0 0
∗
∗ DX0t (u, h)
∗
 ,
where X0t corresponds to X
0 at fixed t, i.e.
X0t (u, h) := φˆ(t, u) + hnΣ(t, φˆ(t, u)).
Obviously, DX0 is invertible at (t, u, h) if and only
if DX0t is invertible at (u, h). The invertibility of
DX0t0 at the point (0, 0) is a well-known result from
the theory of C2-hypersurfaces. In particular, one can
show by the Banach contraction principle that DX0t is
invertible on B ε
2
(0)× (−ε(t), ε(t)) if (see [27], chapter
2.3 for details)
ε(t)‖∇Σ nΣ(t, φˆ(t, ·)‖C(B ε
2
(0)
) < 1. (A.3)
Since nΣ ∈ C1(M), we can choose for every compact
subset I ⊂ Iδ(t0) an εˆ > 0 such that (A.3) holds for all
t ∈ I with ε(t) := εˆ. In particular, DX0 is invertible
at the point (t0, 0, 0). Now it follows from the Implicit
Function Theorem that there are open neighborhoods
V of (t0, 0, 0) and U ⊆ U0 of (t0, x0) ∈ R4 such that
X0 : V → U is a bijection and both X0 and (X0)−1
are C1. Since the parametrization φ : Iδ(t0)×B2ε (0)→
M∩ U0 is a diffeomorphism between manifolds, the
claim for X follows from the properties of X0.
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