Abstract-We consider the problem of one-step-ahead prediction of a real-valued, stationary, strongly mixing random process fX i g 1 i=01 . The best mean-square predictor of X 0 is its conditional mean given the entire infinite past fX i g 01 i=01 .
I. INTRODUCTION

S
TATISTICAL prediction of random processes has numerous practical applications such as financial asset pricing [26] , physical time series modeling [40] , [54] , stock price prediction [54] , signal processing [58] , and predictive speech coding [60] . Here, we consider the problem of one-stepahead prediction of a real-valued, bounded, stationary random process . Probabilistically, the conditional mean of given the entire infinite past namely, , is the best mean-square predictor of (Masani and Wiener [31] ). Geometrically, the conditional mean is the (nonlinear) projection of onto the subspace generated by the infinite past . For , write a predictor function as
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In this paper, given a sequence of observations drawn form the process , we are interested in estimating the infinite memory predictor function . We say that the predictor function has a finite memory, if for some integer , , almost surely
The condition (2) is satisfied, for example, by Markov processes of order , but is mathematically weaker than the Markov property since only the first-order conditional moments are involved in (2) . Under (2) , the problem of estimating reduces to that of estimating the predictor function . We would like to estimate the predictor function using an estimator, say , that is simultaneously "memoryuniversal" and "consistent" as described below.
1) Suppose that the predictor function has a finite memory , and that the estimator does not know . We say that is memory-universal, if a) it is a consistent estimator of ; and b) it delivers the same rate of convergence-in the integrated meansquared-error sense-as that delivered by an estimator, say , that knows . 2) Suppose that the predictor function does not have a finite memory. We say that the (same) estimator is consistent if it converges to in the sense of integrated mean-squared error. Our notion of memory-universality is inspired by a similar notion in the theory of universal coding, see, for example, Ryabko [43] and [44] . Roughly speaking, memory-universal estimators implicitly "discover" the true unknown memory .
As an important aside, we point out that our notion of memoryuniversality is distinct from the notion of "universal consistency" traditionally considered in the nonparametric estimation literature where it means convergence under the weakest possible regularity constraints on the underlying process, see, for example, Algoet [2] , [3] , Devroye, Györfi, and Lugosi [20] , Morvai, Yakowitz, and Györfi [36] , and Stone [48] . In this paper, we assume that the underlying random process is bounded and exponentially strongly mixing, hence our estimators are not universally consistent in the traditional sense.
By the martingale convergence theorem [22, p. 217 ], the predictor function is a mean-square limit of the 0018-9448/98$10.00 © 1998 IEEE sequence of predictor functions . Hence, we propose the following two-step scheme for estimating with the hope of attaining both memory-universality and consistency.
1) For each fixed memory , formulate an estimator of by minimizing a certain complexity regularized least squares loss. 2) Given the sequence , select a memory by minimizing a certain complexity regularized least squares loss, and use as the estimator of . Let us consider the first step for a fixed memory . In general, the predictor function is not a member of any finite-dimensional parametric family of functions, hence we estimate using a sequence of parametric families of functions such as neural networks and Legendre polynomials. Statistical risk (measured by a certain integrated mean-squared error) in estimating using a parametric model has two additive components: approximation error and estimation error. Generally speaking, a model with a larger dimension has a smaller approximation error but a larger estimation error, while a model with a smaller dimension has a smaller estimation error but a larger approximation error. Consequently, to minimize the statistical risk in estimating from a list of parametric models, a tradeoff between the approximation error and the estimation error must be found. The tradeoff can be achieved by judiciously selecting the dimension of the model used to estimate . Assuming that the underlying process is exponentially strongly mixing, a data-driven scheme-which minimizes a certain complexity regularized least squares loss-for selecting the model dimension was developed, in a slightly different context, in our previous work [34] , which built on the results of Barron [8] , [10] , McCaffrey and Gallant [32] , and Vapnik [51] for independent and identically distributed (i.i.d.) observations and the results of White [55] and White and Wooldridge [57] for strongly mixing observations. For other related work, in an i.i.d. setting, see Barron, Birgé, and Massart [12] , Barron and Cover [13] , Farago and Lugosi [23] , Lugosi and Nobel [28] , Lugosi and Zeger [29] , [30] , and Yang and Barron [61] . For a general review of the methodology employed to estimate a function from a sequence of parametric families of functions, see Vapnik [52] .
Using the results of the first step as a building block, let us now consider the second step which is the central concern of this paper. The statistical risk in estimating the predictor function using the estimator has two additive components: the approximation error between and and the statistical risk in estimating using . It follows from martingale convergence theorem that the approximation error between and is a decreasing function in the memory . On the other hand, since is a multivariate function from to , the statistical risk in estimating is, generally speaking, an increasing function in the memory . A tradeoff between the approximation error between and and the statistical risk in estimating can be achieved by judiciously selecting the memory . Two conceptually distinct approaches for memory selection appear plausible: i) we may select the memory, say , to be a deterministic, increasing function of the number of observations , and use as our estimator of ; alternatively, ii) we may select the memory, say , in a data-driven fashion, and use as our estimator of . In this paper, we pursue a data-driven approach to memory selection, which, although computationally more expensive, is statistically more desirable than deterministic approaches as explained below. Suppose that the predictor function has a finite-but unknown-memory , then any deterministic, increasing memory will asymptotically "overestimate" the true memory , and hence, in general, the corresponding estimator of will not deliver a rate of convergence for the statistical risk comparable to that delivered by . In other words, although may be consistent, it will not be memory-universal.
In this paper, we select the memory , in a data-driven fashion, by minimizing a certain complexity regularized least squares loss. As the main contribution of this paper, assuming that the underlying random process is bounded and exponentially strongly mixing, we establish that the estimator is memory-universal if the predictor function has a finite memory (Theorems 3.2 and 4.2, and Corollary 5.1), and is consistent even if the predictor function does not have a finite memory (Theorems 4.3 and 5.2, and Remark 6.3). These results are distinct from the case when the underlying memory is known, and require novel formulation and analysis which have no counterpart in [34] .
Previously, complexity regularization has been used, in an i.i.d. setting, to construct smoothness-universal or normuniversal estimators of a regression or density function (Barron [10] , [11] , Yang and Barron [61] , and Barron, Birgé, and Massart [12] ). In this paper, we use complexity regularization to construct memory-universal and consistent estimators of the (possibly) infinite memory predictor function.
For a further discussion of the relevant literature, see Remark 6.1. This paper is organized as follows. In Section II, we present some notation and our basic assumptions. In Section III, we construct an estimator , for , based on neural networks. Assuming that the predictor function has a finite memory, we establish memory-universality of (compare Theorems 3.1 and 3.2). In Section IV, we construct an estimator , for , based on Legendre polynomials. Assuming that the predictor function has a finite memory, we establish memory-universality of (compare Theorems 4.1 and 4.2). Furthermore, even if the predictor function does not have a finite memory, we establish consistency of (Theorem 4.3). In Section V, which is the conceptual and technical backbone of this paper, we present a scheme for constructing the estimator using a sequence of abstract parametric families of functions. The estimators considered in Sections III and IV are obtained by simply adapting the estimation scheme presented in Section V to neural networks and Legendre polynomials, respectively. Furthermore, in Section V, we establish abstract upper bounds, in terms of a certain deterministic index of resolvability, on the statistical risk in estimating using (Theorem 5.2). (4) where denotes the greatest (least) integer less (greater) than or equal to . The concept of effective number of observations stems from the Craig-Bernstein inequality for the observations (see Lemma 7.1); also, see [34] .
In the sequel, we will also need the following compactness assumption. 
III. PREDICTOR ESTIMATION USING NEURAL NETWORKS
A. Neural Networks
We now present a sequence of parametric families of functions based on neural networks using some results of Barron [10] . We assume that is a Lipschitz continuous sigmoidal function such that its tails approach the tails of the unit step function at least polynomially fast. We now proceed to define a neural network with dimension (or "hidden units") and memory (or "time delays" or "lags") . Let (6) represent the number of real-valued parameters parameterizing such a neural network. For , let ; for , let ; and let . Let represent a -dimensional parameter vector. Define a neural network with dimension and memory parameterized by as (7) where The function "clip" is used in (7) with the hindsight that the abstract estimation framework developed in Section V requires that the range of be (see Assumption 5.1). Define (8) where , , and are as in Assumption 3.1, and define a compact subset of , namely, where the constant is made concrete in the next subsection and denotes the norm. For a detailed discussion of Assumption 3.3, we refer the interested reader to Barron [9] . Also, see Hornik et al. [25] and Yukich, Stinchcombe, and White [62] .
B. Estimation Schemes and Memory-Universality
For the sake of brevity and simplicity, we assume that the constant is known. If, in fact, is unknown, it may be possible to modify our estimators using the ideas in Barron [10, eqs. (31) and (32)]. Specifically, we can replace the index in Section V by a multi-index , which is like inserting an additional minimization step (between steps 1 and 2) in Fig. 1 .
Suppose that the memory in Assumption 3.2 is known. In this case, by using the knowledge of the memory , we construct an estimator by invoking the estimation scheme presented in Fig. 1 with the following specific input values:
• let , , and ; • let ; for , let where , is as in (8), is as in Assumption 3.1, and is as in Assumption 3.3; • for , let be obtained from (9) by substituting and ; • for and for , let be obtained from (7) . The input values presented above are selected, with hindsight, to establish Theorem 3.1.
Throughout this section, we assume that the least squares estimation step in Fig. 1 delivers the global minimum. From a strict mathematical perspective, finding the global minimum of a nonlinear least squares regression problem is computationally hard, see, for example, Farago and Lugosi [23] and Jones [27] . In practice, however, the backpropagation algorithms described in Back and Tsoi [7] and in Wan [53] started from a number of initial weights usually yield reasonably acceptable results. Furthermore, various specialized hardwares are now available to considerably speed up training of neural networks, see, for example, Means et al. [33] and Sackinger and Graf [45] . is obtained from (4), is as in Assumption 2.1, and is as in (5) .
The proof uses abstract upper bounds presented in Section V (namely, Theorem 5.1), and is briefly outlined in Section VII-C. Now, suppose that the memory in Assumption 3.2 is unknown. In this case, without the knowledge of the memory , we construct an estimator by invoking the estimation scheme presented in Fig. 2 (4), is as in Assumption 2.1, and is as in (5) .
The proof uses abstract upper bounds presented in Section V (namely, Corollary 5.1), and can be found in Section VII-C.
Remark 3.1. Memory-Universality: Comparing Theorems 3.1 and 3.2, we find that the integrated mean-squared error in estimating -when the memory is unknown-has the same rate of convergence, in terms of upper bounds, as the corresponding error in estimating -when is known. The dependence of our estimators on the parameter is discussed in Remark 6.7.
By combining results of Barron [10, p. 129 ] and Barron, Birgé, and Massart [12, Proposition 6] with the generalized approximation results of Hornik et al. [25] and Yukich, Stinchcombe, and White [62] , it is possible to relax Assumption 3.1 and the compactness restriction on the set of parameters . We do not pursue these extensions here, since our principal focus is on memory-universal prediction of stationary random processes and not on the richness of the class of parametric functions employed to achieve this goal.
As an important aside, observe that in Theorems 3.1 and 3.2 the exponents of in the respective rates of convergence do not depend on the memory , that is, neural networks mitigate the curse of dimensionality in estimating the predictor function which satisfies Assumption 3.3. This fact was first observed by Barron [10] in the context of regression estimation for i.i.d. observations.
IV. PREDICTOR ESTIMATION USING LEGENDRE POLYNOMIALS
To prevent a notational overload, in this section, we recycle the notations used in Section III.
A. Legendre Polynomials
Let denote the normalized Legendre polynomials [49] and memory (or time delays) parameterized by as (13) where and is as in (11) . We restrict attention to a compact subset of , namely,
B. Estimation Schemes and Memory-Universality
In this subsection, we suppose that Assumption 3.2 holds, that is, the predictor function has a finite memory . We assume that satisfies the following differentiability condition.
Assumption 4.1 Differentiability: For some unknown smoothness order , assume that all partial derivatives of total order of the function exist, are measurable, and are square-integrable.
In this section, we approximate the predictor function using Legendre polynomials. We note that various other families of approximants such as trigonometric series, splines, neural networks, or wavelets would suffice as well.
In the sequel, we need the following technical condition.
Assumption 4.2:
Assume that the marginal distribution of , namely, , has a uniformly bounded probability density.
Suppose that the memory in Assumption 3.2 is known. In this case, by using the knowledge of the memory , we construct an estimator by invoking the estimation scheme presented in Fig. 1 (4), is as in Assumption 2.1, and is as in (5) .
The proof uses abstract upper bounds presented in Section V (namely, Theorem 5.1), and is briefly outlined in Section VII-D. Now, suppose that the memory in Assumption 3.2 is unknown. In this case, without the knowledge of the memory , we construct an estimator by invoking the estimation scheme presented in Fig. 2 is obtained from (4), is as in Assumption 2.1, and is as in (5) .
The proof uses abstract upper bounds presented in Section V (namely Corollary 5.1), and can be found in Section VII-D.
Observe that Remark 3.1, when properly translated, continues to hold in the current context as well. The dependence of our estimators on the parameter is discussed in Remark 6.7.
By modifying our estimators using the ideas in Barron [11] , it is possible to eliminate the logarithmic factor in Theorems 4.1 and 4.2. However, for the sake of simplicity, and also since the resulting estimators are computationally more expensive, we do not pursue that direction here.
C. Consistent Estimation of
In this subsection, unlike the previous one, we do not assume that the predictor function has a finite memory. Nonetheless, we continue to estimate the predictor function using the estimator constructed in the previous subsection. To establish consistency of , we require the following technical condition. (15) where is as in (5) .
The proof uses abstract upper bounds presented in Section V (namely, Theorem 5.2), and can be found in Section VII-D.
To obtain a rate of convergence for in Theorem 4.3, we first need to obtain a rate of convergence for the "approximation error" under Assumption 2.1. To the best of our knowledge, no such results are currently known.
Since the same estimator is considered in Theorems 4.2 and 4.3, we have that if the predictor function has a finite memory, then delivers memory-universality, and even if the predictor function does not have a finite memory, delivers consistency. Also, observe that in Theorem 4.3 no smoothness assumptions are imposed on the predictor function .
V. ABSTRACT ESTIMATION FRAMEWORK
In this section, given a sequence of abstract parametric families of functions, we propose an estimator, say , for the predictor function , and upper-bound the integrated meansquared error of the estimator in terms of certain indices of resolvability. The benefit of abstraction is that we are able to capture the statistics behind the proposed estimation scheme in the most general case, in a clean, economical fashion, without worrying about the cumbersome details of the specific cases of interest.
Throughout this section, fix the number of observations .
A. Parameter Spaces and Complexities
The development in this subsection closely follows that in [34, Subsec. 3 .A].
Throughout this subsection, fix a memory . For each integer , let denote a model dimension (for example, see (6) and (12)), and let denote a compact subset of
. The set will serve as a collection of parameters associated with the model dimension (for example, see (9) and (14)). By introducing a prior density on the set as in Barron [10, p. 129] , it is possible to relax the compactness assumption.
For every , let denote a real-valued function on parameterized by (for example, see (7) and (13)). The following condition is required to be able to invoke the Craig-Bernstein inequalities in Lemma 7.1.
Assumption by a finite class of functions. In other words, we limit attention to classes of parametric functions where upper bounds on the sup-norm covering numbers of are available; also, see [8] , [32] , and [34] . This class is sufficient to demonstrate our main contribution on memory-universal prediction of stationary random processes. We note in passing that more general classes of parametric functions have been considered, for instance, by Barron, Birgé, and Massart [12] , Lugosi and Nobel [28] , and Lugosi and Zeger [29] , [30] 
Let denote a natural number (for example, for neural networks and for Legendre polynomials). Let denote a collection of parameters of different dimensions, with the maximum dimension less than or equal to , such that each of the parameters comes packaged with the index of its dimension; formally, we write (21) It follows from (21) that every must be of the form for some and for some ; then, define (22) and for every define the "description complexity" of the parameter as (23) where is as in Assumption 5.2 and is obtained from (16) by substituting .
B. An Abstract Scheme for Computing
In this subsection, as a building block for the estimation scheme presented in the next subsection, we outline a scheme to construct the estimator . The estimation scheme presented in this subsection is conceptually the same as that presented in [34, eqs. (25) , (26)], but is different in details.
For any natural number , where , for any natural number , where , for any natural number , for any real number , where 2 and for any real number , write (24) where is as in (21), is as in (22), is as in (23) , and is obtained from (4). Now, define the estimator parameterized by as (25) We may now interpret the estimation scheme presented in Fig. 1 (see Section III) as a computationally convenient version of (24) and (25) , which are analytically more convenient. For the sake of simplicity, in Fig. 1 , we write instead of the complete expression and we implicitly set . Define the -index of resolvability corresponding to the estimator as (26) where is as in (21) , is as in (23), is obtained from (4), and is obtained from (5) by substituting and . Remark 5.1: The index of resolvability was first introduced by Barron and Cover [13] in the context of density estimation for i.i.d. observations, and by Barron [8] in the context of regression estimation for i.i.d. observations. 2 If we let 0 < $ (p; n) ( (27) where , , , and . The proof is briefly outlined in Section VII-B.
C. An Abstract Scheme for Computing
For any natural number , where , for any natural numbers , for any real number , where and for any real number , write (28) where is as in (24) and is obtained from (23) by substituting . Roughly speaking, the adaptive memory is an estimator of the memory of the underlying predictor function
. We now write the estimator as (29) We may now interpret the estimation scheme presented in Fig. 2 (see Section III) as a computationally convenient version of (28) and (29), which are analytically more convenient. For the sake of simplicity, in Fig. 2 • Suppose that the process is binary-valued. In this case, estimating the predictor function is essentially the same as estimating the corresponding conditional distribution of given the entire infinite history . The latter problem, owing to its applications in data compression, has received wide attention, for example, see Algoet [2] , Cover [18] , Rissanen [37] , [38] , and Ryabko [43] , [44] . Our work fundamentally differs from the existing body of work for binary-valued processes in that, for binary-valued processes each element of the sequence is finitely parameterized, while for real-valued processes considered here the elements of the sequence are not finitely parameterized.
• Suppose that the process is real-valued, stationary, Gaussian ARMA. In this case, estimation of the predictor function has been widely studied, for example, see Akaike [1] , Bhansali [14] , and Rissanen [39] . Our work fundamentally differs from the existing body of work for Gaussian ARMA processes, in that, for Gaussian ARMA processes each element of the sequence is linear (in the observations) and finitely parameterized, while for stationary random processes considered here the elements of the sequence are neither linear nor finitely parameterized.
• Recently, supposing that the process is realvalued, stationary, and ergodic, Algoet [2] , [3] , Morvai, Yakowitz, and Györfi [36] , and Morvai, Yakowitz, and Algoet [35] proposed several nonparametric estimators of the predictor function , and established universal consistency of their estimators. This is distinct from memory-universality-which is the main focus of this paper.
• Recently, supposing that the process is realvalued, stationary mixingale, Sin and White [47] proposed model selection criteria with the goal of selecting the best (in the sense of the smallest approximation error) of two abstract parametric models of the predictor function 3 , and exemplified their model selection criteria for ARMAX-GARCH and STAR models. Although we consider a smaller class of processes, our estimators are applicable to sequences of parametric families of functions, minimize the overall statistical risk (that is, approximation error estimation error), and are memoryuniversal and consistent.
• Supposing that the process is real-valued, exponentially strongly mixing, and that the predictor function has a finite memory (see (2)), Auestad and Tjøstheim [5] , [6] (also see Tjøstheim [50] ) and Cheng and Tong [17] proposed two-step schemes (based on the nonparametric kernel approach) to estimate the predictor function , without the knowledge of the memory . However, no analytical results are yet available for the estimators considered by Auestad and Tjøstheim, and although Cheng and Tong established the order consistency of their scheme, they did not establish, like we do, rates of convergence for the statistical risk.
Remark 6.2. General Regression Estimation Problem:
Although so far we confined our attention to the simple and intuitively appealing problem of one-step-ahead prediction of stationary random processes, our results easily extend to a larger class of estimation problems as shown below. Let be a stationary random process such that takes values in and takes values in . Let be a measurable function such that . For and for , define the regression function as Given a sequence of observations , we are interested in estimating the regression function . If we suppose that the process satisfies Assumption 2.1, suppose that takes values in , and replace in Figs. 1 and 2 (equivalently, in (24) and (28)) by , then we can use the resulting as our estimator of . Furthermore, all our results in Sections III-V continue to hold. Also, observe that by selecting various values for the function , we can obtain a number of interesting special cases as follows.
• (10) by . Then, it is possible to show, by proceeding as in the proof of Theorem 4.3, that as where convergence is in the sense of integrated mean-squared error. However, owing to the stringent nature of Assumption 6.1, such a result appears unappealing.
Remark 6.4. Compact Parameter Spaces: Throughout this paper, we restricted attention to sequences of parametric families with compact parameter spaces. This assumption is sufficient to treat the examples presented here. However, if the predictor function is such that one must use a sequence of parametric families with noncompact parameter spaces to obtain the best bounds on the approximation error, then the current framework may prove wanting. It may be possible to extend our framework to more general sequences of parametric families along the directions considered, for instance, by Barron, Birgé, and Massart [12] , Lugosi and Nobel [28] , and Lugosi and Zeger [29] , [30] .
Remark 6.5. Order Consistency and Price of MemoryUniversality: In Theorems 3.1 and 3.2 (see also Theorems 4.1 and 4.2), we established the memory-universality of the estimator . However, it should be noted that is, roughly speaking, times more expensive to compute than the corresponding estimator that does know the memory . It is currently unknown whether the adaptive memory converges to in some sense; nevertheless, does converge to the predictor function .
Remark 6.6. Conditional Density and Conditional Quantiles:
Assuming that the predictor function has a finite memory, we formulated memory-universal and consistent estimators for . It may also be possible to apply our estimation methodology and proof techniques along with the results of Barron and Cover [13] , Barron [8] , Barron, Birgé, and Massart [12] , and White [56] to establish memory-universality and consistency of suitable estimators of the conditional density and of various conditional quantiles of given . Remark 6.7. Dependence of our Estimators on : The complexity term in (24) and (28) is motivated solely by the statistical risk bounds we are able to obtain and not by other information-theoretic or Bayesian considerations. As a consequence, the complexity term depends explicitly on the parameter in Assumption 2.1. In practice, one may set , since important classes of processes satisfy Assumption 2.1 with that value [59] . Note, however, that if the true underlying is larger than the value of used in our estimators, then the resulting estimators will deliver a slower rate than that obtainable with the knowledge of the true . On the other hand, if the value of used in our estimators is larger than the true underlying , then we are unable to quantify the statistical performance of the resulting estimators. Unfortunately, unlike the parameters "smoothness," "norm," model dimension, or model memory, it does not appear possible to select in a data-driven fashion using complexity regularization. Furthermore, we are currently unaware of any algorithm for testing the exponentially strongly mixing condition.
Remark 6.8. Comparison with Nonparametric Prediction:
We have from Theorem 3.1 that (31) Now, suppose that the strong mixing coefficient decays algebraically, and that the predictor function has continuous and bounded partial derivatives of total order . Let denote a nonparametric kernel estimator [15] , [40] , [41] which uses a kernel of order , then it is known that with an optimal deterministic choice of the corresponding bandwidth parameter (32) Directly comparing (31) and (32), we find that rate of convergence for our estimator decreases by the factor . However, the above comparison may be inherently unfair, since our estimator selects the model dimension in a data-driven fashion whereas the kernel estimator does not select its bandwidth parameter in a datadriven fashion. A fair comparison would involve a kernel estimator which selects its bandwidth parameter in a datadriven fashion (using, say, cross-validation). Unfortunately, to our knowledge, obtaining rates of convergence results for kernel estimators with data-driven bandwidth selection, in the context of dependent observations, is currently an open problem. [34, eq. (44) ] now becomes and hence the "block size" or the effective number of observations in [34, eq. (39) ] now becomes which is exactly the prescribed value in (4).
VII. DERIVATIONS
A. A Sequence of Craig-Bernstein Inequalities
B. Proofs of Theorems 5.1 and 5.2
To establish a perspective for the method of analysis used in establishing Theorems 5.1 and 5.2, we recall a technique used by Barron [8] . Let be a sequence of i.i.d. random variables. Define the regression function by . Given observations , Barron proposed a certain estimator, say , of based on an abstract sequence of parametric models, and established upper bounds on the integrated mean-squared error by analyzing (34) for each parameter with dimension , using the classical Craig-Bernstein inequality. In [34] , assuming that the process is exponentially strongly mixing, we analyzed (34) using the Craig-Bernstein inequality established there.
Proof of Theorem 5.1: Motivated by the above discussion, we can upper-bound the integrated mean-squared error by analyzing (35) for each parameter with a fixed memory and dimension . With this insight, the theorem follows by proceeding essentially as in [34 , and for all , we have where is obtained from (26) and is obtained from (4) .
Proof:
where follows from (21) , (23) , and (26), where is obtained from (14) , is obtained from (13) , is obtained from (18) , and is obtained from (20) ; it follows from Assumption 4.2 that there exists a finite uniform bound on the probability density of the marginal distribution . Hence IN (51) where and the polynomial is obtained from (11) . Now, obtaining upper bounds on the tail term in (51) 
