Abstract-Leveraging advances in transcriptome profiling technologies (RNA-seq), biomedical scientists are collecting everincreasing gene expression profiles data with low cost and high throughput. Therefore, automatic knowledge extraction methods are becoming essential to manage them. In this work, we present GELA (Gene Expression Logic Analyzer), a novel pipeline able to perform a knowledge discovery process in gene expression profiles data of RNA-seq. Firstly, we introduce the RNA-seq technologies; then, we illustrate our gene expression profiles data analysis method (including normalization, clustering, and classification); and finally, we test our knowledge extraction algorithm on the public RNA-seq data sets of Breast Cancer and Stomach Cancer, and on the public microarray data sets of Psoriasis and Multiple Sclerosis, obtaining in both cases promising results.
I. INTRODUCTION
The single-stranded molecule of RNA represents the key to understand the coding, non-coding, expression, and regulation of genes. Specifically, the set of RNA transcripts that characterizes a given stage of the cellular development is called transcriptome. A thorough analysis of the transcriptome allows to detect genes activity, as well as to quantify gene expression levels, and hence it is crucial to understand cellular development stages and its pathological conditions. Among different sequence-based methods that handle the transcriptome analysis, we will focus on RNA sequencing (RNAseq) [1] , [2] . RNA-seq performs the mapping and the transcriptome quantification relying on the novel Next Generation Sequencing techniques (NGS) , that guarantee an unequal highthroughput and a quantitative deep sequencing. Differently from other methods, RNA-seq yields quantitative measures and a normalized description of the sequence, providing different sequences for each transcript with a single-base resolution. In this work we present GELA, Gene Expression Logic Analyzer, specifically designed for the analysis of gene expression profiles of RNA-seq and microarray and data. GELA aims to cluster the gene expression profiles and to classify the gene expression experiments. To achieve such goals, GELA implements a machine learning process which relies on (i) gene clustering and (ii) classification techniques.
II. METHODS
In order to extract the desired biological knowledge, the raw output of an RNA-seq experiment must be adequately preprocessed and analyzed with mathematical, statistical, and computer science methods. This section provides a comprehensive walk-through to the gene expression profile analysis pipeline implemented by the GELA software package. A gene expression profile data set is composed by a number of experimental samples each one with its gene expression profiles. These are quantitative measures of the gene expression level and can be viewed as discrete variables. Therefore, the data set is easily depicted as a matrix (Table I) , whose columns are associated to the experimental samples and rows to the genes. Each cell stores the expression level of the gene in the analyzed sample. Two heading lines should be also in the data matrix, indicating the sample names and its classes (e.g., case -control). 
GELA implements a data analysis process of gene expression profiles that is based on: detection of gene clusters and classification of experimental samples. Genes clustering aims to extract groups of similar genes [3] by analyzing their gene expression profiles. On the other hand, classification aims the automatic identification of an experimental sample in its class by possibly extracting a human-readable model, which contains a list of distinguishing genes. The ideal model should be accurate and compact (e.g., see Figure 2 of section III).
The RNA-seq data analysis process of gene expression profiles is sketched in Figure 1 and can be drawn with the following steps: 1) Preprocessing: signal correction and normalization; 2) Detection of gene clusters; 3) Classification of the experimental samples. 
A. Preprocessing: signal correction and normalization
The preprocessing step is required to transform the gene expression data in an adequate format to be processed by knowledge extraction tools. The output of an RNA-Seq experiment is the total number of reads aligned to each gene. These measures are called counts and can be also represented as a matrix (Table II) . The rows contain the considered genes, the columns the sequenced samples. 
However, the read mapping depends on the length of the reference transcripts: longer transcripts have an higher probability to have more mapped reads than shorter ones. In addition, the difference of sequencing depth adopted for each sample can make the gene expression profiles not directly comparable. Hence, the normalization step allows an unbiased estimation of the expression levels and a direct comparison of the measurements. The widely adopted methods for RNA-seq normalization are the RPKM (Reads Per Kilobase per Million Mapped) [4] and the FPKM (Fragments Per Kilobase per Million Mapped) [5] . For every million sequenced reads, RPKM evaluates the expected reads per kilobase of the transcript. In particular, let R be the count of mapped reads onto the gene exons, N r the total number of mapped reads, L the length of all exons of the gene, then:
For every million fragments sequenced, FPKM evaluates the expected fragments (pairs of reads) per kilobase of the transcript: if N f is the count of the mapped fragments, F the total number of mapped fragments, and L the length of all exons of the gene, then:
FPKM and RPKM values are really close, or in case of paired mapped reads they are even equal. However, FPKM is able to handle a higher number of reads from single molecules than RPKM. Most open source RNA-seq analysis tools include the FPKM and RPKM normalization procedures (e.g., TM4 software suite MEV [6] ). Recently, a further normalization technique based on RSEM (RNA-seq by Expectation Maximixation) has been developed [7] . RSEM software outputs abundance estimates, 95% credibility intervals, and visualization files. Specifically, it reports a guess of how many ambiguously mapping reads belong to a transcript/gene (i.e., raw count value of the TCGA data) and estimates the frequency of the gene/transcript amongst the total number of transcripts that were sequenced (i.e., scaled estimate value of the TCGA data). Newer versions of RSEM call the last value TPM (Transcripts Per Million). It is closely related to FPKM and hence it is independent of the transcript length. Finally, it is noteworthy how RSEM appears to provide an accurate transcript quantification without requiring a reference genome.
B. Detection of gene clusters
A typical biological question is the discovery of similar or related genes in a RNA-seq experiment. The genes are clustered together, minimizing dissimilar gene expressions in the same clusters, and similar gene expressions in different clusters. The most common similarity functions are the Correlation distance, the Euclidean distance, the Minkowski distance, the Manhattan distance, and the Mahalanobis distance [8] . Two principal clustering techniques are available: hierarchical algorithms and partition algorithms. The former group the genes into clusters by composing a big cluster of all genes and by removing inconsistent ones. The latter compose single gene cluster and then group the most close genes according to the selected distance function. Examples of hierarchical clustering algorithms are DIANA (DIvisive ANAlysis) [9] and AGNES (AGglomerative NESting) [9] . K-means [10] is the most adopted partition clustering algorithm. Among several ad-hoc gene clustering methods engineered for gene expression profiles (e.g., [11] , [12] ), GELA implements the Discrete Cluster Analysis (DCA), whose clustering is performed according to the discretized gene expression profiles [13] . After the cluster lists have been obtained, the evaluation of the clusters may be performed through statistical measures, like precision, correlation, purity, recall, and entropy.
C. Classification of the experimental samples
The aim of experimental samples classification in gene expression profile analysis is to automatically assign every sample to its belonging class (e.g., case -control) after examining its characteristics [8] . This task can be achieved by adopting a supervised machine paradigm: given a training set composed of experimental samples of known class and a collection of unknown experimental samples (test set), assign the latter into the classes that are present in the training set by analyzing their gene expression profiles.
The typical procedure for approaching classification problems is [14] :
• training set and test set definition; • learning and model computation;
• evaluation of the model. Several classification methods are successful candidates to classify gene expression profile experimental samples: Rulebased classifiers [15] , [16] , [17] , [18] , Decision Trees [19] , Random Forest [20] , Support Vector Machines [21] , [22] , and Nearest Neighbour classifiers [23] .
GELA implements a rule-based classifier [24] that uses a classification model composed of disjunctive or conjunctive normal form logic formulas ("if-then rules") for identifying the samples in the data set. A great advantage of this technique is the clear, compact, and human-readable rule-based classification model (e.g., see Figure 2) .
A typical complete experimental run (consisting in 20000 genes belonging to 100 samples) with GELA requires less than ten minutes on a standard desktop machine (Intel Core i5, 8GB RAM).
Executables of the GELA software are available at dmb. iasi.cnr.it/gela.php for Windows, and the Java / C source code is available upon request for compilation on other operating systems under the GPL version 3 software license.
III. RESULTS
The previous version of our software -called MALA [13] has been already successfully tested on case-control analysis in [25] Here, we describe the application of GELA for casecontrol analysis on four public data sets. The first two are extracted from "The Cancer Genome Atlas" (TCGA) portal (http://cancergenome.nih.gov/): the Breast Cancer and the Stomach Cancer gene expression profiles. TCGA Portal is a comprehensive genomic characterization and analysis of more than 20 cancer type tissues to accelerate the understanding of the molecular basis of cancer through the application of genome analysis technologies, including large-scale genome sequencing. The other two data sets are extracted from Gene Expression Omnibus (GEO) portal (http://www.ncbi.nlm.nih. gov/geo/): the Psoriasis and Multiple Sclerosis gene expression profiles. GEO is a data repository for public microarray genomics data, which also provides query and data analysis tools.
Firstly, GELA has been applied to the Breast Cancer data set where 20531 gene expression profiles of 783 subjects have been analyzed for classifying experimental samples in control or Brest Cancer. It was able to detect several clusters of similar genes and to provide a clear, compact, and accurate classification model, composed of small "if-then rules", which also allow the detection of a subset of those genes that characterize the Breast Cancer. The classification model was tested in 10-fold cross validation and performed with a 98% accuracy. For comparing the results with respect to other supervised machine learning algorithms, a similar analysis was performed with Weka [26] , using the C4.5 Decision Tree algorithm, the Random Forest (RF), the Support Vector Machine (SVM), and the K Nearest Neighbour (KNN) methods. The accuracy values of a 10-fold cross validation scheme are depicted in Table III . All methods performed with excellent classification rates showing an accuracy that is even greater than 98%. RF, SVM, and KNN were the best performing methods, but GELA and C4.5 have the advantage to provide a human-readable classification model, such as in Figure 2 . samples in their classes with a small error rate. But only GELA and C4.5 were able to extract human-readable compact models (e.g., see Figure 4) IV. CONCLUSION In this work, we presented the software GELA for performing knowledge discovery in gene expression profile of RNAseq data. In particular, GELA includes: (i) the detection of gene clusters and (ii) the classification of the experimental samples. Additionally, two real case studies of RNA-seq data (i.e., the Breast Cancer and the Stomach Cancer diseased experimental samples) and two of microarray (i.e., Multiple Sclerosis and Psoriasis experimental samples) have been analyzed by GELA and Weka tools. With these experiments, the complete knowledge discovery process has been shown, which is able to individuate compact, clear, and accurate classification models for gene expression profiles analysis. Such extracted models constitute a crucial step towards the identification of the genes involved in the studied diseases.
