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I. INTRODUCTION 
Consider the equation 
-qt) + 4t>f(x(rl(W = 0 (1) 
where n 22, a, 4: [0, co)+-co, co), f: (- CO, co)+-00, co), a, q, and 
fare continuous, a(t) > 0 and p(t) < t for all t > 0, q(t)-+ 00 as t + co, and 
xf (x) > 0 for x # 0. 
Let R = (-co, co), t, > 0, and Et0 = (s 1 s = q(t) < to for t > to} u {t,,}. By 
a solution of (1) at t, is meant a function X: Et, u [to , tI) ---f R, for some t, > to , 
which satisfies (1) for all t E [t, , tl). All solutions of (1) defined at t, are assumed 
to be continuable to infinity for every to > 0. A solution cc(t) of (1) is said to be 
oscillatory if x(t) has zeros for arbitrarily large t. Equation (1) is said to be 
oscillatory if every solution of (1) is oscillatory. 
A well-known sufficient condition for oscillation of the linear equation 
is that 
xv + u(t) x = 0 (2) 
s 
m 
a(t) dt = Go. (3) 
This result has been extended in [2] to the nonlinear equation 
a"" + #f(x) = 0, (4) 
where f is nondecreasing, continuously differentiable, and xf (x) > 0 if x # 0. 
Waltman [12] proved that for u(t) > 0 and f is nondecreasing condition (3) 
is also sufficient for oscillation of the delay equation 
x"(t) + 4t)f(4!dt>)) = 0. (9 
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Bradley [3] showed that the monotonicity condition on f in Waltman’s result 
can be relaxed and that condition (3) together with lim infs+ao /f(x)/ > 0 is 
sufficient for oscillation of (5). It was also observed by many authors, such as 
Bhatia [2] and Wong [13], that condition (3) is not sufficient for oscillation of (4) 
if lim infl,l,, 1 f(x)1 = 0. In fact, Burton and Grimmer [4] proved that if f is 
eventually nonincreasing, then a necessary and sufficient condition for oscillation 
of (5) is that j” a(t)f(ca(t) dt = &co for every c # 0. 
It is therefore the purpose of this paper to obtain some oscillation criteria for 
(1) where no conditions such as monotonicity or boundedness are assumed onf. 
We only require f to be either locally of bounded variation or continuously 
differentiable. The results that we obtain will generalize and unify some known 
results in delay as well as in ordinary differential equations. Numerical examples 
will also be given to illustrate our results. 
2. DEFINITIONS AND BASIC LEMMAS 
The following notation will be used throughout this paper: 
R, :=: (- 00, --ml u [CL, CYJ) if 01 > 0, 
= (-30,O) U (0, Co) if 01 = 0, 
C(R)=(f:R+Rlf is continuous and xf(x) > 0 if x # 0}, 
Cl(R,) = {f E C(R) 1 f is continuously differentiable in R,}, 
C,(R,) = (fc C(R) 1 f is of bounded variation on every interval [a, b] C R,). 
The first lemma is essentially Kiguradze’s lemma [6]. We omit the proof. 
LEMMA 1. Suppose x(t) is a solution of (1) wohich is of constant sign on [t,, , co), 
t,, 2 0. Then there exists tl > t, and an integer 1, 0 < 1 < n - 1, n + 1 is odd, 
such that on [tl , co) we haoe 
(i) x@)(t) x(t) > 0 whenewer k + n is odd and 0 < k < n - 1, 
(ii) xck)(t) x(t) > 0 for K = 0, l,..., I, (-l)“+*-l xcK)(t) x(t) > 0 for 
k = 1 -c 1, 1 + 2,..., n - 1, and xfn)(t) x(t) < 0, and 
(iii) I xcz)(t)/ < (I - l)! / x’(t)l/(t - Qz--l. 
The next lemma is intended to reduce computation in the proofs of our 
theorems. It is basically a consequence of integration by parts (n - I) times, 
omission of nonpositive terms, and use of Lemma 1. For detail, see [5, and 71. 
LEMMA 2. Suppose x(t) is a solution of (1) which is positive on [to, co), 
t, > 0, with z’(t) > 0. Let r, Q: [to, a) + (0, a) be continuously differentiable 
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such that Q(t) < t, Q(t) + a~ us t + co, Q’(t) > 0, and t’(t) < 0. Then there 
exist tl > to and A > 0 such that 
- j-1 x(%)(s) Q-l(s) Y(S) ds < A + (n - l)! 2n-2 j-:x(Q(s)) Q’(s) Y(S) ds 
for t 3 tl . 
The following two lemmas are basic to our generalization. 
LEMMA 3. Suppose 01 > 0 and f E C(R). Then f E C,(R,) if and only if 
f(x) = g(x) h(x)for all x E R, , whereg: R, -+ (0, a), nondecreasing on (- oc), --a) 
and nonincreasing on (01, co), and h: R, ---f R and nondecreasing in R, . 
Proof. Suppose f E C,(R,); then clearly log 1 f 1 is of bounded variation on 
every interval [a, b] C R, . Let /? > 0, ,k? 3 01. For x E (LY, co), define h(x) = 
exp[ VBz(log f )] and g(x) = f (x) exp[ - V$(log f )] where Vsz( f ) denotes the 
variation off over [/I, x]. Obviously, h is nondecreasing. Also, as f (x) - V,,“(f) 
is nonincreasing, g is nonincreasing. For x E (-co, --or), define h(x) = 
f(x) exd-PB(k If 01 and &4 = exdQ&z If 01. 
The converse is easy and the proof is omitted. For details see [IO]. 
DEFINITION. The h in Lemma 3 will be called a nondecreasing component 
off while g will be called a positive component off. 
Remark 1. If f E Cl(%) for some a? > 0, then the components g and h off 
can be chosen to be continuously differentiable; for example, if x > (Y, we let 
and 
44 = f (4 exp s’ [f ‘+WWI ds LT 
&) = exp Jws [-f’-W(s)1 & 
and if x < --a, we let 
and 
h(x) = f (4 exp s’ [f ‘+Wlf(41 ds --oL 
g(x) = exp J* L-f ‘-W/f(s)1 6 --d 
where f ‘+(x) = max(O, f ‘(x)) and f ‘-(x) = max(O, -f’(x)). 
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LEMMA 4. Suppose x(t) is a solution of (1) zuhich is of constant Sgn on [to , oc)), 
t, > 0. Let i be an integer such that 0 < i < n - 2. If @J(t) + 0 us t -+ CO, then 
(i) there exists t1 > t, so that @l(t) #+l)(t) < 0, k = i, i + l,..., n - 2, 
and x(+l)(t) xfn)(t) < 0 for t 3 t, , and 
(ii) / J” tj-W+j)(t) dt ( ( co and tW+j)(t) -+ 0 us t - co, j = 1, 2,..., 
n-1-i. 
For a proof see [IO] and the Appendix. 
Remark 2. In connection with the study of solutions of Eq. (1) we consider 
solutions of the equation 
.qt) + u(t)f*(x(q(t))) = 0, (6) 
where f * is defined as 
f*(x) =f(x) if x < 0, 
= -f(-x) if d 3 0. 
It is easy to see that f * is an odd function and xf *(x) > 0 if x # 0. Also, if 
x(t) is a solution of (6), then -x(t) is also a solution of (6). Moreover, y(t) < 0 
is a solution of (6) if and only if y(t) is a solution of (1). 
3. OSCILLATION AND ASYMPTOTIC BEHAVIOR 
Recently, Kamenev [S] gave an oscillation criterion for Eq. (I) when n is even, 
q(t) = t, and f’(x) > 0. H is result unified previous oscillation criteria obtained 
in [l] for the linear case and in [6] for the strictly nonlinear case. Kamanev’s 
result has been extended by Kusano and Onose [7] to Eq. (I) when q’(t) > 0, 
f’(x) >, 0, and n > 2 is an arbitrary integer. 
In this paper we generalize Kamenev’s result and its extension to the class 
C,(R,) where no assumption of monotonicity is required on f and give two 
illustrative examples. 
To shorten the proofs of our results we will use the following theorem. For a 
proof see [8, lo]. 
THEOREM 1. If 
r 
co 
t’%(t) dt = co (7) . 
then, for n even, every bounded solution of (I) is oscillatory, while, for n odd, every 
409/62/I-6 
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bounded solution x(t) of (1) is either oscillutor~ OY Px’“)(t) -+ 0 as t -+ co, 
k = 0, 1 )..., n - 1. 
THEOREM 2. Suppose f E Cl(R,), 01 > 1, and let g and h be a pair of continu- 
ously dzzferentiable components off with h being the nondecreasing one. Suppose there 
exist two nondecreasing and continuously differentiable functions 4: [a, 00) -+ (0, CYZ) 
and Q: [OL, CO) + [a, CO) with lim,,, Q(t) = CO such that 
(9 Q(t) < q(t) wmtu&s 
(ii) J:z [#(I x jlln-l) h(x)]-l dx < CO, and 
(iii) jr a(t)p-l(t) [$(Q(t))]-lg(kq”-l(t)) dt = 0~) 
for every j k / 3 1. Then, for n even, (1) is oscillatory, while, for n odd, every 
solution x(t) of (1) is either oscillatory OY tkx(“)(t) --+ 0 us t--f co, k = 0, l,..., n - 1. 
Proof. Let x(t) be a nonoscillatory solution of (1). Assume x(t) > 0 for 
t > to, to > 01. By Lemma 1, there exists tl > to such that 1 x’(t)1 > 0, 
+-l)(t) > 0, and x(n)(t) < 0 for t > t, . Hence x(t) + c as t + co, 0 < c < co, 
and x(+l)(t) < k, for some k, > 0 and all t > t, . Integrate this inequality 
(n - 1) times from t, to t and choose t, 3 t, and k, > 1 so that x(t) < k,tn-l 
for t > t, . Choose t, > t, so that q(t) 3 Q(t) > t, for t > t,; then x(q(t)) < 
hq+l(t) for t > t3 . S uppose 0 < c < co. As (iii) implies (7), then the conclusion 
of the theorem follows from Theorem 1. Suppose c = co; then we must have 
x’(t) > 0 for t >, t, and hence there exists t4 sufficiently large so that x(q(t)) > 
x(Q(t)) > 01 for t > t4 . As f(x) = g(x) h(x) for x 2 01, then f (x(q(t))) = 
&k(t))) hMdt)N Z &hP@)) h(x(QW) and hence x(T) < -4kPwn-1W) 
h(x(Q(t))) for t > t, . Multiply both sides of this inequality by Q’+l(t)/[$(Q(t)) 
h(x(Q(t)))] and integrate from t4 to t to get 
I t 44 P-W W(QWl-’ &@-W> ds t4 
< - s t: X(~)(S) Q-W [+(Q(s>) h(x(Q(4W A. 
Let y(t) = MS(t)> h(x(QW)l- 9 h l* t en r’(t) < 0 and hence by Lemma 2 there 
exist T > t4 and positive constants A, and A, so that 
s t 4) P-W C+(QW>l-’ iAbPN> ds r 
< A, + A, s,t x’(QW) Q’(s) y(s) ds 
(f-9 
for t > T. Let u = x(Q(s))/ka . As x(&(s)) < hQ+l(s) and k, > 1 for s >, T, 
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then Q(S) > u*/!+r and x@(s)) 2 u, and hence Y(S) < [$(ul’“-l) h(u)]-I. 
Thus inequality (8) yields 
j; 4s) On-W [~(S(s)>l-‘g(k24”-‘(s)) ds 
i 
ddt))/k, 
5; A, + k,A, r(n(t4)),k2 [C(@-l) 4W du for f 3 T. 
By (ii) and (iii) the right-hand side is finite while the left-hand side tends to 
infinity as t -+ co, a contradiction. Thus either x(t) oscillates or x(t) -+ 0 as 
t -+ CD and hence by Lemma 4, either x(t) oscillates or tkx(“)(t) -+ 0 as t---f W, 
k = 0, 1 ,..., 1z - 1. 
If n is even, then x’(t) is eventually positive and hence x(t) must oscillate. 
If we assume x(t) < 0 for t 3 t, and we lety(t) = -x(t), theny(t) is a solution 
of (6). Asf* satisfies the conditions of the theorem, theny(t) and hence x(t) must 
satisfy the conclusion of the theorem. The proof now is complete. 
COROLLARY. Suppose f, g, h, and C$ are as in Theorem 2, and q(t) >, ct, c >- 0, 
for large t. If 
(i) Jim [+(I x J1ln-l) h(x)]-l dx < co, and 
(ii) s” t+-la(t)g(kt+-l) [+(ct)]-1 dt = co 
for every 1 k 1 >, 1, then, for n even, (1) is oscillatory, while, for n odd, every 
solution x(t) of (1) is either oscillatory or tkxfk)(t) + 0 as t -+ co, k = 0, l,..., n - 1. 
EXAMPLE 1. Let h be an odd function such that 
h(x) = k + sin2(rrx/2) if 2k<x<2k+ 1, 
=k+l if 2k + 1 < x < 2k + 2, 
where k = 0, 1,2 ,.... 
Let g(x) = (1 + I x I II4 )- l and f(x) = g(x) h(x); then f E C,(R,) for every 
ac > 0, nonmonotone and has g as a positive component and h as a nondecreasing; 
component. 
Consider the equation 
xn + t+f (x) = 0, (9) 
wherefisdefinedasabove.As/h(x)j~m~xjforO<m<1and~x/~~l, 
then there exists /3, 0 < /I < 1, such that If (x)1 > ,l3 j x 13j4 for j x I 2 1. Take 
(6(x) = XI/~; then the conditions of Theorem 2 are satisfied and hence (9) is 
oscillatory. 
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The following example will illustrate the fact that Theorem 2 yields an 
oscillation criterion for (1) not only when f is not necessarily monotone but also 
when lim SUP~~~+~ / f(x)1 = co together with lim infl,(,, / f(x)1 = 0 and 
lim inf,,, a(t) = 0. 
EXAMPLE 2. Let f be an odd function such that 
f(x) = A(exp 2x) sir? x 
= a,(exp 2x) sin2 x + 2-” 
if 
if 
0 < x < 3rr/4, 
k7r + 37r/4 < x < (k + 1) 7r + 37r/4, 
where k = 0, 1, 2 ,..., A = 1 + 2exp(-33rr/2), = a,, 1, and 
uk = 1 + f 21-i exp(--2irr - 3~/2), k = 1, 2,.... 
i=l 
It is easy to see that f is continuously differentiable and has minima ct x = k7r 
and maxima at x = k~ + 37r/4, k = 0, 1,2 ,.... Also, f[(k + 1) ?r] = 2wk and 
f(k5-r + 3Tr/4) = 2- luk exp(2krr + 3n/2) + 2-“, k = 0, 1,2 ,..., and thus 
and ln&i~f [ f(x)l = 0. 
Let b, = f(37r/4) and b, = 2k(k-1)/2f(3?r/4) ...f(kn + 3n/4), k = 1, 2, 3,.... 
Define an odd function h and an even function g as follows: 
44 =f@> and g(x) = 1 if 0 < x < 35714, 
= bk =f (X>/blc if KST + 377/4 < x < (k + 1) 57, 
= 2”b,f (X) z 2-kb,1 if (k + 1) 7r < x < (k + 1) 7r + 37r/4, 
where k = 0, 1,2 ,.... 
It is clear that g and h are continuously differentiable positive and nondecreas- 
ing components off, respectively. 
Consider the equation 
x” + (exp t3) (sin2 t)f(x) = 0, 
where f is defined as above. We will show that g(x) > exp( -x2) for 1 x j > 3~/4 
and h(x) > exp x for x > 37r/4 and k(x) < -exp I x j for x < -3~r/4. Thus 
the conditions of Theorem 2 are satisfied and hence (10) is oscillatory. 
To prove the above statements we first observe from the definition of uk that 
1 < a, < 8 and hence 
exp(2k?r) < f (k?r + 3~/4) < exp(2krr + 3~/2) for k = 1, 2, 3 ,.... 
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By a simple calculation we can then conclude from the definition of 6, that 
exp[(K + I) n + 39r/4] < 6, < 2-” exp(kn + 3~/4)~, (11) 
where k = 1, 2,.... 
As g(x) > ~-VI;’ for krr + 37r/4 < x < (k + 1) r + 37ij4 and R = 1,2,..., 
then by (11) we have g(x) > exp[-(krr -+ 37r/4)7 > exp( -x2) for i x > 3rr/4. 
Also, as h(x) > b, for Krr + 37r/4 < x < (Iz + 1) n + 37r/4 and k = 1,2,..., 
then by (11) we have h(x) 3 exp[(K + 1) 7~ + 37~/4] > exp x for x > 3n,‘4 and 
hence h(x) < -exp 1 x i for x < -3rr/4. 
The following theorem is a generalization of [4, Theorem lo] obtained by 
Burton and Grimmer for Eq. (1) when n = 2 and f is nondecreasing. An 
extension of this result has already been considered by this author [IO] when n 
is even and f~ C,(R,) with the condition that the positive component g off 
is bounded away from zero. By using a somewhat new approach we are now 
able to relax the boundedness condition on g, extend the result to Eq. (1) for an 
arbitrary n, and hence obtain a new oscillation criterion which improves and 
unify several known results. For example, in the case II = 2, our result contains 
[4, Theorem lo] and the sufficient condition of [4, Theorem 61 and hence impro- 
ves Waltman’s [12] and Bradley’s [3] results for the linear case. 
THEOREM 3. Suppose f E C,(R,), a: > 0. Let g and h be a pair of components of 
f where g is positive and h is nondecreasing. Let k # 0, 
HO[t, +I] = +I, 
(12) 
s*z-la(s) g(kq”-l(s)) h(H+l[q(s), &a]) ds, 
where 7 = l/[(n - l)! 211-1] and m = 1, 2,.... If 
J 3n 44 g(kP(t)) Wfm[q(t), 2~4 dt = & CD (13) 
for some m > 0 and for every k # 0, then, for n ezen, (1) is oscillatory, while, 
for n odd, every solution x(t) of (1) is either oscillatory or t”x(“)(t) -+ 0 as t ---f E:, 
k = 0, I,..., n - 1. 
Proof. Let x(t) be a nonoscillatory solution of (1). Assume x(t) > 0 for 
t > to , to 3 0. As in the proof of Theorem 2, x(t) -+ c as t ---f co, 0 < c < co, 
and there exist k, > 0 and t, sufficiently large that x(q(t)) < k2q+l(t) for t > t, . 
It is clear from (13) that 
H[co, cd] = xl (14) 
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and hence by (12) we may choose t* > t, so that 
for t > t* and m = 1,2,.... 
Suppose 0 < c < co. As (14) implies (7), then the conclusion of the theorem 
follows from Theorem 1. 
Suppose c = co. Again, as in the proof of Theorem 2, we can choose t, > t, 
so that x(q(t)) > cz and hence 
X(T) G -4) &F(t)) WdtN) (15) 
for t 3 t, . Multiply both sides of (15) by tn-l and integrate from t, to t to get 
( s’%(s) g(k2q”-1(s)) h(x(q(s))) ds < - 5” P-W)(S) ds. 
h 
By Lemma 2, for Q(t) = t and r(t) = 1, there exist t, > t, and A > 0 so that 
s t s-z(s) g(kzqn-l(s)) @(q(s))) ds < A + (n - l)! 2”+2 /tI x’(s) ds 12 
and hence by (14) there exists t3 > t, such that 
x(t) 2 Y J” s’+WS) dW?N Wq(sN) ds (16) tg 
for t > t, and y = l/[(n - l)! 2”-l]. 
As h(x(q(t))) > /z(a) for t > t3 , then it follows from (16) and (12) that x(t) > 
H[t, a] for t > t, . Choose t, 3 t3 so that q(t) > t, for t > t,; then x(q(t)) > 
H[q(t), a] and hence by (16) and (12) x(t) 3 H2[t, a] for t >i t, . Continue this 
process (m - 2) times and choose T sufficiently large that 
x@(t)) > fwq(t), al 2 -** >, @7(t), 4 > a 
for t 3 T. By (15) we obtain 
and hence 
x(‘-(t) < x(‘+-l)( T) - J; u(s) g(k2q”-1(s)) h(fP[q(s), CL]) ds 
for t > T. Thus, by (13), x(%-l)(t) -+ -co as t -+ co, a contradiction. Thus 
either x(t) oscillates or x(t) -+ 0 as t + co and hence by Lemma 4, either x(t) 
oscillates or t%(“)(t) + 0 as t --+ 00, k = 0, I,..., n - 1. 
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If n is even, then z’(t) is eventually positive and hence x(t) must oscillate. 
If we now assume x(t) < 0 for t 2 t, and we let y(t) := -x(t), then y(i) is a 
solution of (6). As f * satisfies the conditions of the theorem, then y(t) and hence 
x(t) must satisfy the conclusion of the theorem. The proof is now complete. 
4. BOUNDED OSCILLATION 
Consider the equation 
x(n)(t) + (-l)n+r a(t)f(x(q(t))) = 0, (17) 
where n ;- 2, a, 4: [0, co)-+ (-30, co), f: (-CO, or;) + (-03, a), a, 4, andf 
are continuous. q(t)+ 00 as t + co, and xf(~) > 0 if x f 0. We assume that even- 
tually u(t) 3 0, q(t) < t, and q is continuously differentiable with q’(t) > 0. 
In a recent paper, Ladas et al. [9] studied Eq. (17) whenf(x) = x and gave a 
sufficient condition for all bounded solutions of (17) to be oscillatory. This 
result has been extended by Sficas and Staikos [I l] to Eq. (17) whenf is strictly 
nonlinear and nondecreasing. In this section we show that the monotonicity 
condition imposed on f in order to extend this from the linear equation to the 
nonlinear equation is absolutely unnecessary. 
THEOREM 4. Suppose f E C,(R,). If 
lim+%up It .o(t) [q(t) - dW1 44 ds :, 0 (18) 
then every bounded solution x(t) of (17) is either oscillutory OY t*&“(t)-+ 0 us 
t + cc, k = 0, l)...) n - 1. 
Proof. Let x(t) be a bounded nonoscillatory solution of (17). Choose t,, 
sufficiently large and assume x(t) > 0 for t 2 t, . As x(t) is bounded, then there 
exist K > 0 and t, 3 t,, so that x(t) < k and (-l)i x@)(t) > 0 for t > t, , 
i = 0, I,...) n. Choose t, >, t, so that q(t) >, t, for t > t, and let t 3 s > t, . 
Then, by applying Taylor’s formula, discarding nonnegative terms, and using 
the property that q(t) is nondecreasing and (--l)+l x(+l)(t) is nonincreasing 
we conclude that 
x(q(s)) - x(q(t)) >, (-l)“-l x(“-“(q(t)) [q(t) - q(s)]+l/(n -- I)! 
for t 2: s 2: t2 . This inequality may be written as 
-Its x’(dU)) q’(u) du 3 (-I)“-’ x’+“(q(t)) [q(t) -- q(s)]+l/(n - I)!. 
78 W. E. MAHFOUD 
Multiply both sides of this inequality by a(s) and use (17) to obtain 
> (-l)n-l-&l-l) k(t)) [4(t) - dW1 4w - I>!* 
As f E C,(&), then f(x) = g(x) h(x) for x # 0, and hence f (x(g(s))) = 
&Ms)N wdm for s 2 tz . As g is nonincreasing and x(q(s)) < K, then 
f(W4)) 2&w 447(4)) fors a t2 * Using the property that q(t) is nondecreas- 
ing and x(t) is nonincreasing we conclude from (19) that 
(- I>,-l x(“)(s) I” [x’WN ~‘O4lWd~N)l du s 
3 (- 1),-l g(h) x(“-1) k?(t)) w> - ~(W1 44/(n - l>!. 
Integrate from q(t) to t to get 
and hence 
s z(*(t)) &(0(t))) [l/h(s)] ds + g(K) L;, [q(t) - q(s)]@ a(s) ds/(n - l)! < 0. (20) 
As x(t) is nonincreasing, then x(t) -+c as t-00, ~20. If c#O, then the 
first integral of (20) will tend to zero and hence (20) will contradict (18). Thus 
either x(t) oscillates or x(t) -+ 0 as t + co. It is now obvious that Lemma 4 
applies also to Eq. (17) and that the use of an odd function f * as defined in 
Remark 2 can complete the proof. 
THEOREM 5. If, in addition to the conditions of Theorem 4, we assume 
Jo=l [l/h(s)] ds < co, then all bounded solutions of (17) are oscillatory. 
Proof. This follows from (20). 
EXAMPLE 3. Let 
f(x) = x1i3 if -l<X<l, 
= I/x if 1x131. 
Then all bounded solutions of the equation x”(t) - (l/t”) f (x(t/2)) = 0 are 
oscillatory. 
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THEOREM 6. Suppose 1 f(x)/x j 3 k, k > 0, for all x # 0. If 
lim sup t+m I *itI [q(t) - q(s)ln-l a(s) ds > (n - l)!,‘k 
then all bounded solutions of (17) are oscillatory. 
Proof. The proof is identical to that of [9] and hence is omitted. 
APPENDIX 
Proof of Lemma 4. (i) By Lemma 1, there exists t, 3 t, such that xlk)(t), 
k = 0, l,..., n - 1, are of constant sign for all t > t, . 
We will show first that x(“)(t)-+0 as t -+ co, k = i,..., n - 1. Suppose not; 
then, for some k > i, there exists c > 0 such that either xck)(t) > c for all 
t > t, and hence xfi)(t) -+ cc as t--f co, or xck)(t) \< -c for all t 3 t, and hence 
x(i)(t) +-CC as t+co, a contradiction. Thus xck)(t) + 0 as t ---f co, 
k = i, i + 1,. . . , n - 1. 
Next, if, for some k E {i, i + l,..., n - 11, xtk)(t) > 0, then we must have 
xtk+l)(t) < 0 for all t > tl; otherwise, xtk)(t) > x(“)(t,) > 0 for all t > t, and 
this is a contradiction since xcL)(t) --f 0 as t---f co. Similarly, if xtk)(t) < 0, then 
we must have x(n+l)(t) > 0; otherwise, xti)(t) < x(k)(t,) < 0 for all t > t, which 
is also a contradiction. Thus xfk)(t) x(lt+l)(t) < 0 for all t > t, , k = i,..., n - 2. 
(ii) We use induction on j. First observe from (i) that / x”(t)] for 
k == i,..., n - 1 are decreasing for all t > t, . 
We now show that (ii) holds for j = 1. As 
x’i+l’(s) ds 1 = 1 xci)(t) - x’i’(t,)l 
= j x(i)(t)j + j x’i’(t,)l < 2 j X’yf,)j for t $ t, , 
then i sc xu+l)(s) ds 1 < co and hence, for any given E > 0, there exists T > t, 
such that / Jy x ti+l)(t) dt 1 < e/2. As xtk)(t), k = O,..., n - 1, are of constant 
sign for all t 3 t, , then C/Z > 1 sk x(i+l)(s) ds / = s: i ~(~&l)(s)I ds > 
1 x(i+l)(t)l (t - T) for all t > T. Since x(i+l)(t) -+ 0 as t--t co, then there exists 
Tl >, T such that 1 xfi+l)(t)j T < c/2 for all t 3 Tl and hence t I x($+1)(t)! < E 
for all t >, Tl . Thus txti+l)(t) + 0 as t -+ co and the result for j == 1 is proved. 
To show that (ii) holds for an arbitrary j E {l,..., n - 1 - i} we assume that 
/ sc tj-Wi+l)(t) dt / < co and tjxci+j)(t) -+ 0 as t---f co for some j E (1, 2,..., 
n - 2 - i} and show that / It, tjx(i+f+l)(t) dt ’ < co and tj+ldi+j4-l)(t) + 0 as 
t--t co. 
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s&(i+j+l)(s) ds 1 = 1 tjx(i+j)(t) - t,jx’i+i)(t,) _ jl: $--1~(i+i)(~) ds 1 
< j tW+j)(t)l + 1 t,W+j)(t,)j + j / ll sj-W+j)(s) ds 1 < CO 
since tW+j)(t) + 0 as t -+ 00. Hence, for any given E > 0, there exists T > t, 
such that 1 s; tW+j+l)(t) dt I < 42(j + I)]. But 
4[2(j + l)] > 1 J: sW+~+~)(S) ds I = j: sj 1 di+j+l)(s)l ds 2 j &+j+l)(t)[ 1: sj ds. 
Thus 1 S+j+l)(t)j (t j+l - Tj+l)/(j + 1) < 42(j + l)]. As S+j+l)(t) ---f 0 when 
t - co, then there exists Tl > T such that 1 x ci+i+l)(t)l Tj+l < o/2 for all 
t > Tl and hence, tj+l / di+j+l)(t)l < E for all t > TI . Thus tj+W+i+l)(t) + 0 
as t -+ co and the proof now is complete. 
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