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Abstract-A lensless pinhole camera is mounted on a rotating frame, and a sensor fixed 
relative to this frame receives the location, in spherical coordinates, of a point P ma- 
neuvering in Iw3. Using these measurements, a controller F has to choose, at each in- 
stant, the angular velocity vector w of the rotating frame in such a manner that the 
camera can track the motion of P. On the other hand, the point P maneuvers in such 
a manner as to avoid being tracked by the camera. The problem is solved via a solution 
of a stochastic differential game. 
1. INTRODUCTION 
In this work consideration is given to the following problem. A point P is moving in a 
three-dimensional space. A lensless pinhole camera[l] is mounted on a rotating frame, 
and a sensor fixed relative to this frame receives the location of P in spherical coordinates 
(with respect to the rotating frame). Using these measurements, a controller F has to 
choose, at each instant, the angular velocity vector w of the rotating frame in such a 
manner that the camera can track the motion of P. On the other hand, the point P ma- 
neuvers in such a manner as to avoid being tracked by the camera. 
First, a model for the encounter, based on a set of fourteen differential equations, is 
derived. Secondly, by assuming more maneuverability for P, the set of fourteen differential 
equations is compressed to a set of three differential equations, and the problem is solved 
via the solution of a stochastic differential game. This solution yields an optimal feedback 
strategy w1 for F. Thirdly, the optimal feedback strategy w’ is applied in the complete 
set of the (fourteen) differential equations, and its effectiveness and efficiency are dem- 
onstrated via numerical simulation of the set of equations. 
The methods used here can also be applied to cases where a different type of camera 
or a different tracking sensor is used. Here the lensless pinhole camera was chosen for 
the sake of simplicity. 
2. THE FUNDAMENTAL EQUATIONS 
Let (X, Y, Z) denote an inertial coordinate system with origin 0 and three unit vectors 
(I, J, K) along the axes, which we shall consider to be fixed in space. Let the rotating 
frame (on which the camera is mounted) have the same origin 0 as a fixed point, let (x, 
y, z) denote a coordinate system attached to the rotating frame (and moving with it), and 
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let (i, j, k) be three unit vectors along the x, y, z axes. It is assumed that the screen of 
the camera is given by (see Fig. 1) 
c A {(x, 0, z): x2 + z2 5 p’} (1) 
and that the camera’s pupil is 
The motion of P is given by 
located at (0, yT, 0), where p > 0 and yT > 0 are given. 
dx - 
dt 
dBi 
= u. sin OP cos 4p + crl - , 
dt 
dY - 
dt 
fJB2 
= u. sin fZiP sin 4p + u2 - , 
dt 
d.2 d& - 
dt 
= Ug cos ep + (T3 - ) 
dt 
dep 
dt 
d4p = a, -= dt P, (5) 
(2) 
(3) 
(4) 
where voand vi, i = 1, 2, 3, are given positive numbers; B = {B(t) = (B,(t), B2(t), B3(t)), 
t 2 0) is an R3-valued standard Wiener process; and (Y and p are the control functions of 
P. 
Denote by w = w,i + w2j + w3k the angular velocity vector of the rotating frame, 
and let r denote the location of P. Then, by using the following elementary relations 
de -= 
dt 
wxe (6) 
e, = sin 0 cos 4i + sin 0 sin +j + cos Ok, 
ee = cos 8 cos +i + cos 0 sin 4j - sin Ok, (7) 
e+ = - sin$i + cos+j, 
i = sin 8 cos $e, + cos 8 cos 4ee - sin $e,+, 
j = sin t3 sin +e, + cos 0 sin +ee + cos $e+, (8) 
k = cos 0e,. - sin f3ee, 
where e stands for i, or j, or k; (a, b) and a x b denote the inner product and cross product 
of a and b, respectively; r, 0, and 4 are the spherical coordinates of P (in the rotating 
system); and e,, eO, and e+ are the unit vectors of the spherical coordinate system, the 
following equation is obtained 
($) e, + reR ($ - w, sin 4 + w2 cos 4) 
+ re+ (sin 0 d+ldt - wl cos 0 cos 4 - w2 cos 8 sin 4 + w3 sin 0) 
dB1 = u. sin ep cos 4p + uI -g 
) ( 
I + TJO sin Or sin 4p + u2 !$ 
+ 
d& 
U[] cos op + u3 --& 
> 
K (9) 
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Fig. 1. The geometry of the encounter. 
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Fig. 2. r(t) as function of t, for v0 = 200 and yT = 0.2. The rest of the figures for the cases represented here 
are very similar and are therefore omitted. 
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Fig. 3. r’(t) as function off, for u0 = 0 and ye = 0.2. 
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where, in the left-hand side of Eq. (9), dldt denotes the time derivative operator with 
respect to the rotating (x, y, z) coordinate system, whereas, in the right-hand side of Eq. 
(9), dldt denotes differentiation with respect to the inertial (X, Y, 2) coordinate system. 
Define 
011 4 (I, 3, 012 4 (I, 9, 013 A (I, k), 
021 g (J, 9, 022 A (J, 3, e23 g (J, k), 
031 e W, 9, e32 ’ (K, j), 033 hk (K, k), 
and 
~11 A (I, 4, ~21 L (J, 4, ~31 2 W, 4, 
W12 A (I, 4, W22 A (J, 4, W32 ’ (6 ee), 
W13 A (I, e+>, W23 ’ (J, e+>, ~33 k K e+>. 
Also, note that by using Eqs. (7), it follows that 
(fil)T A (Wll, W21, W31)T = A(sin 8 cos +, sin 0 sin +, cos Cl)T, (17) 
(a,)* 5I (W12, W22, W32)T = h(COs 8 COS 4, COS e sin 4, -sin C3)T, (18) 
(a3)T ’ (W13, W23, W33) T = A( - sin 4, cos +, O)T, (19) 
where (a)T denotes the transpose of a. 
Thus, from Eq. (9) and Eqs. (14)-(16), it follows that 
dr 
- = vO(sin 0~ cos +PwII + sin OP sin $Pw21 + cos 0Pw31) 
dt 
df3 
dB1 a2 a3 
+ WllUl - + w21u2 - + W31U3 - ) 
dt dt dt 
- = w1 sin+ - w2cos$ + uor-1 
dt 
(sin CJP cos $Pw12 + sin OP sin +Pw22 
+ COS epW32) + r-l 
a1 u2 a3 
Wl2Ul - + W22U2 - + W32U3 - dt dt dt 
, 
d4 - = wl cos 0 cos +/sin 0 + w2 cos 0 sin +/sin 8 - w3 
dt 
+ (r Sin e)-‘Zb(Sin ep COS +pW13 i- Sin ep Sin +pW23 -k COS epW33) 
+ (r sin e)-’ u1 
dB2 m3 
Wl3Ul - + W23U2 - + W33U3 - 
dt dt dt 
. 
(10) 
(11) 
(12) 
(13) 
(14) 
(15) 
(16) 
(20) 
(21) 
(22) 
Note that, in the left-hand side of Eqs. (20)-(22), dldt stands for the time derivative 
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Fig. 4. r’(f) as function of t, for u0 = 200 and yT = 0.2. 
operator with respect to the rotating (x, y, z) coordinate system, whereas, in the right- 
hand side of Eqs. (20)-(22), dldt stands for the time derivative operator with respect to 
the inertial (X, Y, 2) coordinate system. Denote 
(23) 
and assume that (i(O), j(O), k(0)) = (I, J, K). Then, by using Eq. (6) and Eqs. (lo)-(12), 
it follows that 
dA AA -= 
dt ’ 
e,(O) = Sij, i, j = 1, 2, 3. 
Hence, Eqs. (24), (17)-(19), (20)-(22) and (5), together with 
r(0) = [X2(O) + Y*(o) + Z2(0)]“2 
cos 9(O) = 2(0)/r(O) 
cos +(O) = X(O)l(r(O) sin e(O)) 
0,(O) = 80, 4m = 40, 
(25) 
determine the process {(r(t), 8(t), 4(t)), t 2 0} in the domain E < 0 < 7~ - E, r > E, 0 < 
E ,-e 1. 
Equations (24), (17)-(19), (20)-(22), (5) and (25) constitute the fundamental equations 
of the problem dealt with here. 
Let P’ denote the image of P on the camera’s screen C. By using techniques similar 
to those described in Chap. 3 of [2] it can be shown that the coordinates (x’, z’) of P’ are 
given by 
x’ = -YdY - YT), z’ = -YTzeY - YT), Y ’ YT. (26) 
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Fig. 5. r’(t) as function aft, for u0 = 250 and yT = 0.2. 
The camera tracks the motion of P as long as (x’, z’) E C, that is, as long as, 
or, for (x, y, z), such that 
X2 + 22 -( (P/Yd2(Y - Yd2, Y > YT (28) 
or, in spherical coordinates, 
sin2 6 cos2 + + cos2 0 s (p/(yTr))2(r sin 8 sin + - yT)2, Y > YT* (29) 
(x’)2 + (2’)2 I p2, (27) 
Hence, the camera tracks the motion of P as long as the coordinates of P, that is (Y, 8, 
+), (in the rotating frame) satisfy inequality (29). 
In the next section, the problem posed in Sec. 1 is formulated as a differential game. 
3. THE FORMULATION OF THE DIFFERENTIAL GAME 
Since the controller F has to choose w in such a manner that the camera can track the 
maneuvering motion of the point P, it is expedient to consider the following simplifications 
in the model of the motion of P. 
Assume that u1 = u2 = u3 = u, and define 
cos (Y 4 sin eP cos +P~II + sin oP sin $Pw21 + cos ePw3i, 
cos p g sin eP cos +Pw12 + sin tlP sin $Pw22 + cos 0Pw32, 
cos y A sin ep cos c$~w,~ + sin ep sin $p~23 + cos epw33, 
(30) 
(31) 
(32) 
dW, A ti, u2 a3 
u - = w11u’1- + w21u2- + w31u3 - ) 
dt dt dt dt 
dW2 dB1 a2 a3 
U - = wj2Ul - + w22U2 - + w32U3 - , 
dt dt dt dt 
(33) 
(34) 
dW3 dB1 d& d& 
U - = W13UI - + W23U2 - + W33U3 - . 
dt dt dt dt 
(35) 
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499 
dr d W, 
-& = uo cos ci + cr dt ) 
d0 dW2 
- = WI sin + - w2 cos + + uorP1 cos p + m-l - 
dt dt ’ 
(37) 
W -= 
dt 
w1 cos 0 cos +/sin 0 + w2 cos 0 sin $/sin 0 - w3 
dW3 
+ uo(r sin 0) ~ ’ cos y + U(Y sin 0)-r dt , 
(36) 
where W = {W(t) = (W,(t), W,(t), W,(t)), t 2 0) is an R3-valued standard Wiener process. 
In both sides of Eqs. (36)-(38), dldt stands for the time derivative operator with respect 
to the rotating (x, y, z) coordinate system. It is now assumed that P controls its motion 
by choosing, at each instant, the value of (CL, p, y). The advantage in using the model 
given by Eqs. (36)-(38) is twofold. First, the model leads to a (reduced) three-dimensional 
state space (instead of a state space of fourteen dimensions, namely Oij, i,j = 1, 2, 3, r, 
0, +, OP and &). Second, the point P is more maneuverable in this model, than in the 
model given by Eqs. (24), (17)-(19), (20)-(22), and (5). Hence, in the simplified model 
[Eqs. (36)-(38)] the controller F is confronted with a more maneuverable adversary than 
in the original model. Equations (36)-(38) will be the governing equations of the differential 
game dealt with here. 
Denote x1 A r, x2 A 0, x3 A c$, and x g (xi, x2, x3). Then, by using Eqs. (36)-(38), 
the following state space equations for the encounter are introduced. 
dx, = vocosadt + udWl, 
dx2 = [wl sin x3 - w:! cos x3 + v,,x;‘Z(x) cos p] dt + u.Z(x)x;’ dW2, (39) 
dx3 = [wiZ(x) cos x2 cos x3/sin x2 + w2Z(x) cos x2 sin x3/sin x2 
- w3 + voZ(x) (xi sin x2)) ’ cos y] dt + crJ(x) (x1 sin x2)-’ dW3. 
The functions Z and .Z are introduced here to guarantee the existence of solutions to Eqs. 
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Fig. 6. r’(r) as function oft, for v0 =0 and yT = 0.4. 
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Fig. 7. r’(r) as function of i, for u0 = 200 and ye = 0.4. 
(39) over the whole of (w3. In fact, we are interested in these solutions only over a bounded 
subset D, D C Iw3, which will be defined later. Thus Z and .Z are given by 
X] 2 E, E6X25lT--•E 
otherwise, O<E41, (40) 
and .Z is such that J(x) = 1 for x1 2 E and E 5 x2 d 7~ - E; .Z(x)(xi sin x2)-’ is continuous 
on R3 and satisfies 0 < e. z~ .Z2(x)(xI sin x2)-2 5 M < 03 for all x E Iw3, for some l o and 
M. 
Denote by U. the class of ahfeedback strategies u = (w,, w2, w3, IX, p, y) = {(WI(X), 
WZ(X), w3(x), a(x), p(x), y(x)), x E R3} such that U: [w3 + W is measurable; 1 WI(X) 1 5 
WO, I m(x) I 5 ~01, and I WS(X> I - -Z w. for all x E lw3 ; and (Y, l3, and y are bounded on Iw3. 
Let u E Uo. Then[3], Eqs. (39) determine a stochastic process 5: = {c;(t) = (S:,(t), 
{XU2(t), cG3(t)), t B 0}, c;(O) = x, such that cf; is a weak solution (in the sense of Ref. 131) 
to Eqs. (39) associated with a family {Pz, x E [w3} of probability measures, and such that 
{(G, Pfl), x E [w3} is a family of strong Markov processes. Furthermore, the weak intin- 
itesimal operator of the family is given by 
a V(x) 
.%(u)V(x) = VII cos a(x) - 
ax1 
+ [wi (x) sin x3 - w2(x) cos x3 
awd 
+ VOX; ‘4x1 cm P(x)1 ax 
2 
+ [wl (x)Z(x) cot x2 cos x3 + w2(x)Z(x) cot x2 sin x3 - WJ(X) 
a v(x) 
+ ZJOW(XI sinx2)-1 cos r(x)l,x 
3 
cr2 ( >[ a2wd +Z ax: a2 V(X) + J2(x)x;2- a2 V(X) a$ + .Z2(x) (x1 sin x$2 7 3 1 (41) 
for any V E G(R3). 
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Denote by DO, K and D the following sets in R3 : 
501 
Do 4 {x: r. < x1 < R 0, 80 < x2 < ,n - 80, $0 < x3 < Tr - $01, 
K A {x: r. + d 5 x, 5 R. - d, 00 + 60 5 x2 5 Tr - 00 - so, 
+. + So 5 x3 5 IT - $. - go, and 
sin2 x2 cos2 x3 + cos’ x2 5 p2yT2x<2(xI sin x2 sin x3 - Y~)~}, 
(42) 
(43) 
and 
D 4 Do - K. (44) 
The encounter takes place on Do. Note that we do not allow the point P to get too near 
to the rotating frame. If, for some t 2 0, c;(t) E K, then the point P is in the domain [see 
(29)] where the camera can track its motion. The number R. here stands for the detection 
range of the camera. Denote by 7(x; u) the first exit time of [;1 from D [see Eq. (17) in [4] 
for the definition of the first exit time]. Also define the following class of admissible 
feedback strategies: 
u A {u = (Wl, w2, w3, a, p, y) E uo: gg E;T(X; u> < q, (45) 
where E$ denotes the expectation operator with respect to Pf;, and define the following 
functional: 
Vx; u) A P;({~;:(T(x; u)) E K)), u E u, x E R3. (46) 
In other words, V(x; u) is the probability (P!J of the event that {the point P enters into 
the domain where the camera can track its motion}. 
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Fig. 8. r’(t) as function of 1, for u0 = 250 and y, = 0.4. 
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The problem dealt with in Sets. 3-5 is: Find a strategy c1* = (w?, wl, wz, (Y*, B”, r*) 
E U such that 
V(x;(w,, w2, w3, (Y*, p*, 7")) 5 V(x;L(") 5 V(x;(wT, & WT, a, P, Y)) (47) 
for any (w, ~2, ~3, a*, P*, y*), (wT, WI, d, a, P, Y) E u 
and all x E D. 
The strategy u* is here called an optimal strategy. 
4. COMPUTATION OF OPTIMAL STRATEGIES 
Let 9 denote the class of all functions V: R3 + R such that V is continuous on the 
closure & of Do and twice continuously differentiable on D, and such that Z(u)V E 152(D) 
for any u E U. 
It follows from [3] that, for a given 14 E U and any V E ‘3, 
E;;V(5f;(~(x; u))) = V(x) + E;; 
/ 
T(x;ll) 
x E D. (48) 0 Wu)V(C;I(t)) dt, 
LEMMA 1. Let V E 91 be a solution, for a given u E U, to the following problem: 
Then 
%L1)V(x) = 0, x E D, (49) 
V(x) = l,xEK: V(x) = 0, x P&. (50) 
V(x) = V(x; u), x ED,. (51) 
Proof. The proof follows directly from Eqs. (48)-(50). 
By using Lemma 1 and following the same procedure as in Sec. 4 of [41, it follows that 
an optimal strategy ~1* may be found by solving the following problem: 
u. cos IX(X) F + [w,(x) sin x3 - w2(x) cos x3 + vex:’ cos B(x)] F 
I 2 
+ [w,(x) cot x2 cos x3 + w2(x) cot x2 sin x3 - w3(x) 
avx1 
+ zl0(xi sin x2))’ cos r(x)] ax 
3 
u2 
+-- 
(I[ 
d2V(X) 
2 ax: 
+ x_2;J2v((x) 
I 
dX; 
+ (x1 sin x&2 - d2V(x) o 1 = dx: ' 
V(x) = 1, x E K; V(x) = 0, x @Do, 
cm 4x> = -@v(xY~xlYi\(x>, x ED, 
~0s P(x) = -(dWddx2)l(X,A(x)), x E D, 
cos y(x) = -(dV(x)l&x3) (A(x)x, sin x2)-‘, x E D, 
A(x) = [ (F)2 + Xr2 (T)2 + (x, sin x2)-2 (F)2]“2, x E D (57) 
x E D, (52) 
(53) 
(54) 
(55) 
(56) 
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and 
wi(x) = w. sign Wx) sin x3 - 8V(x) 
ax2 
+ cot x2 cos x3 - 1 ax3 ’ x ED, m 
w2Cx) = ~01 sign - + cot x2 sin x3 - x ED, (59) 
w3(x) = -w. x E D. 
Denote by (u’, V(-; u’)), u” = (WY, ~20, w$‘, CY’, PO, TO), the solution to Eqs. (52)-(60). If 
u” E U and V(*; u”) E 9, then u” is an optimal strategy. 
In order to find simple characterizations to optimal strategies, Eqs. (52)-(57), where 
WI = w!, w:! = w:, and w3 = w: are given by 
w:(x) = wosign(cosx2), w:(x) = 0, w:(x) = - wosign(cosx3), x E D, (61) 
have been solved (numerically). Denote by (u’, V(.; u’)), u’ = (wl’, w$, wi, CY’, p’, y’), 
the solution to these equations. 
5. A NUMERICAL STUDY AND CONCLUSIONS 
Denote by rW2 the following finite-difference grid on [w3 : 
R:, A {(ih1,jh2, kh3): i,j, k = 0, -+l, 22, . . . }. (62) 
Define DOh b Do n rW2. Equations (52)-(60), or Eqs. (52)-(57) and (61), have here been 
solved by using an upwind finite-difference method on 582, similar to that described in 
151. Denote by Vh(.; u”) and Vh(+; u’), respectively, the solutions to the finite-difference 
equations corresponding to Eqs. (52)-(60) or (52)-(57) and (61). Computations were car- 
ried out by using the following set of parameters: r. = 10, R. = 3010, e. = $. = m/IO, 
d = 10, 60 = 10-4, p = 0.03, u2 = 16, ye = 0.1, v,, = 0, 250, 300, 350; wg = 0.3, 0.6, 
-0.9, 1.2, 3, 4, 20, 30, 40, 50; WO] = 0, WO; and (i) hi = 250, h2 = h3 = n/10, (ii) hi = 
25, h2 = h3 = n/40. Let N(h) denote the number of points in DOh. Note that for h = 
Table 1. The values of P’(U), u = IA’, IA’, as functions of w0 and war, for UC, = 0 and h = (250, a/10, n/10) 
W 0.3 0.3 0.6 0.6 0.9 0.9 1.2 1.2 
WI 0 0.3 0 0.6 0 0.9 0 1.2 
Ph(UO) .9997 .9933 .9998 .9934 .9998 .9934 .9998 .9934 
Ph(U’) .9997 .9998 .9998 .9998 
Table 2. The values of P’(U), u = u”, u’, as functions of w0 and war. for u,, = 0 and h = (25, n/40, n/40) 
WO 0.3 0.3 0.6 0.6 0.9 0.9 1.2 1.2 
MI 0 0.3 0 0.6 0 0.9 0 1.2 
Ph(UO) .97199 .9722g .97278 .97201 .97243 .97208 .97250 .97230 
PQ’) .97192 .97230 .97243 .97249 
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Table 3. The values of P’(U), u = u”, IA’, as functions of v0 and w a, for wet = 0 and h = (250, -m/10, n/IO) 
w 250 250 250 300 300 300 350 350 
&LP) 20 .99168 30 .99442 40 .99579 20 .99001 30 .99332 
Ph(U’) 
40 .99496 20 .98838 30 .99224 
.99162 .99437 .99574 .98998 .99327 .99491 .98833 .99217 
Table 4. The values of Ph(u’), as functions of va and wa, for h = (25, &40, n/40) 
VO 250 250 250 300 300 300 350 350 350 
&Ul) 0.3 557 0.6 743 0.9 7771 0.6 107 0.9 7363 1.2 7974 0.9 6951 1.2 7669 1.5 8100 
(250, 7~110, n/10), N(h) = 539; whereas for h = (25, 1~/40, n/40), N(h) = 114359. Define 
Ph(U) A c Vh(ihl, jh2, kh,; u)lN(h), u = u”, u’. (63) 
The results obtained throughout the numerical study indicate that u’ = (wi, 
w’ 2, w:) is given by Eqs. (61), is an optimal strategy. Hence, 
for the camera to be able to track any maneuvering point P the controller F has to apply 
the strategy wl. 
6. SIMULATION OF THE ORIGINAL PROBLEM 
In this section the efficiency of the strategy w1 is demonstrated by simulation. For the 
sake of simplicity we assume here that the controller F receives the location of P in 
Cartesian coordinates [in the rotating system (x, y, z) on which the camera is mounted]. 
In addition, it is assumed here that the origin of the rotating system (on which the camera 
is mounted), denoted now by O’, is moving toward the point P. Hence, the following 
system is now considered: 
a1 - x0 = 0,1x + thy + 0132, 
a2 Yo = 021x + e22y + 0232, 
a3 - Zo = 031~ + 832~ + O~Z, 
R = [(a, - Xo)2 + (~22 - Yo)* + (a3 - ZO)~]“~, 
(64) 
(65) 
(66) 
(67) 
UO 
dt 
-%xX0 - al> = 
R ’ 
X0(0) = 0, (68) 
dYo -flIdYo - a21 
-= 
dt R ’ 
YOKU = 0, (6% 
UO -VF(ZO - as) -= 
dt R ’ 
zom = 0, (70) 
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(71) 
dx 
z = w3y - w2z + 811 v. sin BP cos +P + 
+(X0 - al) 
R > 
+ 021 
( 
no sin OP sin +P + VF(YO - a2) 
R ) 
+ e31 
( 
VI) cos ep + WGO - a31 
) R ’ 
dy 
z= 
- w3x + w1.z + &2 
( 
u. sin OP cos $P + 
+(X0 - a,) 
R > 
+ e22 
( 
u. sin ep sin (pP + ~F(YO - a2) 
R > 
+ e32 
( 
U. cos ep + w(Zo - a3) 
) R ’ 
dz 
Z = w2x - wly + e13 
( 
v. sin ep cos c$~ + UF(XO - a*) 
R > 
+ e23 u. sin ep sin +P + 
VF(YO - a2) u. cos ep + 
u&OR- a3) (73) 
R > 
(72) 
dep dW1 db -= - -= 
dt ao dt ’ dt 
dA -= 
dt M, 
e,(o) = 6ijy i,j= 1,2,3, 
(74) 
(75) 
x’ = -YTxl(y - YT), z’ = -YTz/(Y - YT), (76) 
Wl = - w0 sign(z’), w2 = 0, w3 = wg sign(Y), (77) 
where X,(t)1 + Yo(r)J + Zo(t)K is the location of the origin 0’ of the moving and rotating 
system and vF is its speed; (x(t), y(t), z(t)) are the coordinates of P in the (moving and 
rotating) (i(t), j(t), k(t)) system; A and A are given by (13) and (23), respectively; W = 
{W(f) = (W,(t), W2(t)), t 2 0) is an R2-valued standard Wiener process; o. and PO are 
given positive numbers; and (x’, z’) are the coordinates of the image P’ of P on the camera’s 
screen. Since 
WI = -w. sign(z’) = w. sign(z) = wo sign(cos e), Y ’ YT, (78) 
and 
w3 = wo sign(x’) = -wO sign(x) = -wg sign(cos $), y > yr, (79) 
it follows that w1 = w i, w2 = wj, and w3 = w:. Equations (64)-(75) can be obtained by 
applying a procedure similar to that used in Sec. 2. Note that, also, in this case (i(O), j(O), 
k(0)) = (I, J, K). Equations (64)-(77) describe the following situation: The camera is 
mounted on a frame with origin 0’. The point 0’ moves toward the point P with speed VF 
and the frame rotates around 0’ with angular velocity w = w1 = w i i + w: k. The point 
P moves randomly according to Eqs. (2)-(4) and (74). Note that in this section o1 = u2 
= Cr3 = 0. 
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Equations (64)-(77) have been numerically solved by using an Adams Bashforth/Moul- 
ton Predictor Corrector[6, 71 where, at each time step, the Gram-Schmidt orthonormal- 
ization process has been applied on the vectors @ii, 02,, OS,), (0i2, fL2, &), and (013, 
e23, e33). 
Numerical experimentation was carried out for the following set of parameters: x(O) 
= 2000, y(o) = 1000, ~(0) = 500; e,(o) = +p(o) = 1~00, ao = 0.2, 0.3; p. = 0.3, 0.4; 
VF = 250, 300; v. = 0, 200, 250; yT = 0.2, 0.4; w. = 0.4, 0.6, 0.8, 1.2. Computations 
were carried out on the time interval [0, min(l0, T)), where T is the first time t that y(r) 
- yr 5 20, and with an initial step side of A = 0.01. The results obtained during the 
numerical experimentation confirmed that the feedback strategy w1 is a good tracking 
strategy. In most of the cases it turned out that T 5 8 and r(T) 5 21. Typical extracts from 
the results are illustrated in the following figures, where 
r’(r) 4 [(x’(t))2 + (~‘(t))~]“~, t L 0. (80) 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
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