Abstract-Using computer programs to predict protein structures from a mass of protein sequences is promising for discovering the relationship between the protein construction and their functions. In the area of computational protein structure analysis, the hydrophobicpolar (HP) model is one of the most commonly applied models. The protein folding problem based on HP model has been shown as NP-hard, to handle such an NP-hard problem, this paper proposes a discrete particle swarm optimization algorithm (DPSO HP ) to solve various 2D and 3D HP lattice models-based protein folding problems. The discrete particle swarm optimization method used in DPSO HP is based on the set concept and the possibility theory from a set-based PSO (S-PSO). A selection strategy incorporating heuristic information and possibilities is adopted in DPSO HP . A particle's positions in the algorithm are defined as a set of elements and the velocities of a particle are defined as a set of elements associated with possibilities. The experimental results on a series of 2D and 3D protein sequences show that DPSO HP is promising and performs better than various competitive state-of-the-art evolutionary algorithms.
I. INTRODUCTION
The structure of a protein has a direct impact on its expressive functionalities in nature. Although protein sequencing has become easier in bioinformatics, the relationship between the protein sequence and its structure is still an open problem. Experimental methods such as X-ray crystallography and nuclear magnetic resonance (NMR) for finding the structure of a protein are still quite expensive and time-consuming. As the development of molecular dynamics, several theories have been proposed to explain the conformation of a protein based on its sequences [1, 2] . One of the most influential findings is that given a protein sequence, the structure of the protein is unique under suitable conditions and forms a minimum free energy (MFE) conformation [1] . This observation has been widely accepted and acts as the basis for the modern prediction methods of protein structures based on its sequences [3, 4, 5] .
Several computational models for constructing the MFE conformations have been proposed, such as the hydrophobic-hydrophilic (HP) square lattice model [2] , toy model [6] , functional model [7] , and HP side chain model [8] , etc. The HP model is the most simplified model [3, 4, 5, 9, 10] . In HP model, all amino acids in a protein are classified as hydrophobic amino acids (H) and hydrophilic polar amino acids (P). Hydrophobic amino acids have aliphatic side chains and avoid water. So they generally form a protein core in the middle of the protein.
In contrast, hydrophilic amino acids, also termed as polar amino acids, have an affinity with the solvent and tend to remain in the outer surface of the protein. According to the considered dimensions, an HP model can be in two dimensions (2D) or three dimensions (3D). A two dimensional square lattice is simulated in the 2D HP model, whereas a three dimensional cubic lattice is used in a 3D HP model. The protein folds in the lattice with each amino acid being placed in one cell of the lattice. Even though HP model is simple, the protein folding problem (PFP) based on HP model has been proved to be NP-hard [11, 12] .
Computational intelligence (CI) algorithms are promising for solving the PFP with HP model. They are stochastic and heuristics-based methods and have been successfully applied in various NP-hard problems. For the PFP with HP model, traditional CI methods such as Monte Carlo-based algorithms [13, 14, 15] , genetic algorithms (GAs) [16, 17, 18, 19, 20, 21] , immune algorithms (IMs) [3, 22] , differential evolution [23, 24] , ant colony optimization (ACO) algorithms [4, 25, 26, 27] , and estimation of distribution algorithms (EDAs) [5, 28] have been proposed. Among the above algorithms, the flexible ant colony (FAC) algorithm [4] used a special heuristic method and a path retrieval mechanism. The EDAs proposed in [5] used explicit probability models to construct protein conformations. For example, the Markov-EDA (MK-EDA) adopted a Markov probabilistic model and the Tree-EDA was based on a tree probabilistic model. The MT-EDA used a mixture of trees and the experimental results showed that it performed better than Tree-EDA for some protein sequences. Although there are many CI algorithms that have been proposed to solve the PFP, the performance is still unsatisfactory.
In this paper, a particle swarm optimization (PSO) is proposed for solving the PFP. PSO [29] is a swarmbased CI algorithm and has been proven to obtain good performance in continuous domains [30, 31, 32] . A discrete roulette-based PSO is employed in PFP in [33] and the experiments are conducted on 6 proteins. In [34] the authors employed a set-based PSO to the RNA secondary structure prediction successfully. For discrete optimization, the authors in [35] introduced the set concept to PSO and applied to data clustering effectively. Recently, the researchers in [36] proposed an updated setbased PSO (S-PSO) for solving discrete optimization problems. The main difference between the newly proposed S-PSO and the previous ones [37, 38, 39] is that the new one incorporated possibilities to velocity set elements for each particle. This update helped to guide the movements of particles towards the optima. S-PSO used traveling salesman problems (TSP) and knapsack problems as examples to demonstrate the good performance of the algorithm. S-PSO is in effect a combination of PSO learning mechanisms and set operations involving probabilistic distributions. Since we can construct the 2D and 3D HP lattice model in a lattice board, the construction path of the folding process could be considered similarly as in TSP. By following the framework of S-PSO, a novel algorithm based on it for solving PFP is proposed in this paper. The algorithm is termed as DPSO HP and it hybridizes the heuristic information and the retrieval strategy in FAC and the possibility concepts in S-PSO to construct the solutions. In the proposed DPSO HP algorithm, a selection strategy using both heuristic information and possibilities is adopted. A position of a particle is defined as a set of elements and a particle's velocity is defined as a set of elements associated with possibilities.
The performance of DPSO HP will be investigated thoroughly and compared with the most competitive CI algorithms for solving PFP. The rest of the paper is organized as follows. Section 2 makes a brief overview of the HP model in PFP and introduces the traditional framework of PSO. In Section 3, some basic concepts and operations for PFP in the S-PSO framework are described. Section 4 presents the implementation of the proposed DPSO HP for solving PFP. Experimental analysis to the characteristics of DPSO HP and its performance compared with other state-of-the-art CI algorithms are discussed in Section 5. Section 6 concludes the paper.
II. PRELIMINARIES OF THE HP MODEL AND PSO
This section first describes the definition of the HP model in PFP, including existed methods for addressing the model. Then the traditional PSO algorithms are introduced.
A. HP Model of PFP
The HP model was first introduced by Dill [2] . In this model, the amino acid sequence of a protein is represented by a sequence of letters consisting of 'H' and 'P', where 'H' stands for the hydrophobic amino acid and the letter 'P' stands for the hydrophilic amino acid. Fig. 1 shows an example of a protein conformation in a 2D HP lattice. The black nodes denote H and the white nodes denote P. The dashed lines represent the H-H bounds. The number 1 indicates the first amino acid in the protein sequence. The conformation is optimal which has minimum free energy of -4. The energy of a protein conformation is defined as the number of adjacent hydrophobic amino acid pairs that are formed in the lattice but are not consecutive in the sequence. Between those two adjacent hydrophobic amino acids there is an H-H bound, which has free energy of -1. In Fig. 1 , the conformation has a total free energy of -4 since it has 4 H-H bounds. Given a protein sequence, the objective of the PFP with HP model is to find conformations that have the minimum total free energy. For evolutionary algorithms, the objective function is to minimize the total free energy in HP lattice model. The particles in the proposed algorithm aim to find a conformation path of a protein sequence in the lattice.
No matter in the 2D or 3D HP model, a protein sequence folds itself to form a self-avoiding path. We use absolute directions in a search space to represent the conformation. For the 2D HP model, the absolute four directions are left (L), right (R), forward (F) and backward (B). In the 3D HP model, there are two more directions up (U) and down (D). A direction starts from one cell and points to one of its adjacent cells. The layout approach is similar to that in a travelling salesman problem, when the cells in the lattice are regarded as cities and the connections between cells are considered as arcs. So we can employ the discrete evolutionary algorithms that perform successfully in TSP to deal with the PFP with HP lattice model. One of the distinct features of PFP is to construct a self-avoiding path. To avoid overlaps of amino acids in the lattice, the algorithm in [25] used two mechanisms. First, a simple look-ahead mechanism was used to disallow placing any amino acids in a position that can cause stagnation except for the two ending amino acids. Second, if no placement can comply with the look-ahead mechanism, half of the already constructed path was released as retrieval. Different from the method in [25] , FAC [4] randomly chose a position and released the corresponding amino acids. It also used a mechanism to ensure that the retrieval in the same direction cannot be performed twice consecutively. In DPSO HP , we follow the self-avoiding folding strategies of FAC [4] .
B. Introduction to PSO
PSO [29] is inspired by the interpretations of the movement of organisms in a school of flying birds. The birds are abstracted as particles which search for food. When searching solutions in a continuous space, each particle dynamically adjusts its flying velocities and positions iteratively according to its own experience and other particles' experiences. Learning is a distinguished feature of PSO. Suppose there are m particles searching solutions in an n-dimensional continuous space. 
where j (j=1,2,…,n) denotes the jth dimension of the particle i; c 1 and c 2 are the acceleration speed constants which weigh the importance of cognitive and social components respectively; r i j and R i j are randomly generated numbers from [0,1]. The vector
> is the best solution found by particle i so far and the vector gbest = <gbest 1 , gbest 2 ,…, gbest n > is the best solutions found by all the particles so far.
After the first PSO was proposed, many researchers developed variants of PSO to improve its performance. The authors in [30] introduced an inertia weight ω to the velocity updating rule as:
They showed that the inertia weight ω had the effect to balance the global and local search ability of the algorithm.
Another important variant is the comprehensive learning PSO (CLPSO) in [13] . The velocity updating rule is given by:
where f i (j) defines which particle's experience should be learnt from by particle i for dimension j.
The value of f i (j) is computed as follows. For each dimension j of particle i, a number is randomly generated from [0, 1] . If the number is larger than a parameter Pc called learning probability, then f i (j) = i, which means particle i will learn from its own experience. Otherwise particle i will learn from another particle's experience. Then the algorithm employs a tournament selection strategy to determine the value of f i (j). Two particles are randomly selected, and the value of f i (j) is the ID of the particle with higher fitness. In this way, all these j j f i pbest ) ( can be derived from different particles' pbest positions. To ensure that a particle learns from good directions and saves time on learning from poor directions, CLPSO does not use the learning strategy in every generation. When a particle stops improving for a certain number of generations which is called refreshing gap rg, CLPSO recalculates the value of f i for the particle. According to the discussions in [36] , the velocity updating strategies in CLPSO were very effective.
III. BASIC CONCEPTS AND OPERATIONS FOR PFP IN THE S-PSO FRAMEWORK

A. Solution Representation
According to the S-PSO [36] framework, candidate solutions are in effect crisp subsets out of a universal set E of elements. In the 2D HP model for PFP, each element is denoted as an arc (j, d), where j is the amino acid index (j = 1,2,…,n,); n is the number of amino acids and d ∈ {L,R,F,B} is the folding direction. There are n
n in the PFP with E j ⊆ E and n is equal to the number of amino acids. Each dimension E j comprises four arcs that are connected with j, and can be denoted as E j = {(j,L), (j,R), (j,F), (j,B)}. Each candidate solution X is composed of an element in E j with j = 1,2,…,n and the arcs must be connected to form a protein folding conformation. X is feasible only when it forms a self-avoiding path. Fig. 2 shows an example of the representation of the folding conformation. The solid nodes are amino acids in the protein sequence. The solution by particle i is represented as X i = {(2,B), (3,R), (4,R), (5,F), (6,L)}. Suppose a particle i chooses the first amino acid as the starting point for folding the protein sequence. Then both E 1 and X 1 are empty sets. The amino acids with indices from 2 to 6 have non-empty dimensions and an element is chosen from each dimension to form a selfavoiding path. The representation of the folding conformation in Fig. 2 is described as follows:
In the remainder of this paper, we also use position to represent a feasible solution found by a particle. The position of a particle i is the same as its solution } ,..., , { 
B. Folding Velocity
In S-PSO, a velocity is defined as a set of possibilities, which are used to guide the movements of particles towards the optima. Given a universal set E, the velocity V is defined as:
is the possibility for selecting the element e. We use a subscript i to denote the velocity V i for each particle i, and thus the velocity of dimension j is denoted as Folding backward has the largest possibility for being chosen by the particle, whereas folding left has the smallest possibility. In the subsequent section, the method for adaptively updating the possibilities in the velocity will be presented.
C. Calculation Operations
Traditional PSOs for continuous optimization involve several arithmetical operations for updating the positions of particles and their velocities. However, for discrete optimization, operations such as additions and subtractions are needed to be redefined. Here we describe the operations for PFP based on the S-PSO framework.
1) Coefficient×Velocity:
Multiply a coefficient by a velocity, the result is also a velocity. Given a coefficient c(c≥0) and a velocity V={e/p(e)|e∈E} defined on E, the product is:
If the multiplication is greater than 1, p'(e) is simply truncated to 1. For example, when 
2) Velocity + Velocity:
Given two velocities V 1 ={e/p 1 (e)|e ∈ E} and
The possibility after the summation of two velocities equals to the larger possibility of the two velocities. For example, suppose
3) Position-Position:
The minus operator between the positions of two particles is defined the same as the subtraction of two crisp sets, as
4) Coefficient×Position:
Multiplying a coefficient by a position is defined as a velocity. Given a coefficient c (c ≥ 0) and a position A, the product is defined as follows: 
IV. IMPLEMENTATION OF THE PROPOSED DPSO HP FOR SOLVING PFP
This section describes the implementation of the proposed DPSO HP in solving PFP in detail. First, we outline the overall framework of the algorithm. Then the velocity updating and position updating processes are described. For simplicity, we only present examples in 2D space for the position updating process. At last, we present the method for extending the algorithm to 3D space.
A. Framework of DPSO HP
The overall framework of DPSO HP is presented as Algorithm 1. In the following subsections, we will describe the special velocity updating and position updating processes of DPSO HP .
Algorithm 1 DPSO HP algorithm 1: Initialization 2: While termination not met 3: for each particle i (i=1,2,…,m) 
B. Velocity Updating
In S_PSO, the authors showed that the velocity updating strategies in CLPSO obtained the best results in discrete domains. Accordingly, in DPSO HP , we use the velocity updating rule in CLPSO with the redefinitions in S_PSO. The arithmetic operators in the velocity updating rule of DPSO HP can be summarized as the following seven steps.
(1) Calculate ωv i j by Equation (6); (2) Calculate the value of f i (j) by the method mentioned in Section II B;; by Equation (7); (7) Updating v i j by the result calculated in step (6).
In the construction phase, there are only four directions for a particle to choose. With the effect of inertia weight, the possibility of a direction may decrease very fast. It means that the probability to choose the direction will be very low. As a result, the algorithm can be easily trapped in a local optimum. To address this problem, we define a lowest possibility p min . When a possibility is lower than p min , it will be adjusted to p min .
C. Position Updating
Each particle uses the newly updated velocity to adjust its position in order to improve its solution quality. Since the number of elements in each dimension is limited in the discrete space, a particle needs to reconstruct the path for adjusting the position. Given a protein sequence with length n, i.e. n amino acids, a square lattice board with n+2 rows and n+2 columns is used for the 2D HP model as in Fig.4 . Each cell in the lattice is indexed according to their positions on the board from the top left cell 0 to the bottom right cell (n+2) 2 -1. In this way, when a protein sequence folds to the left, right, forward, or backward, the corresponding increments of the cell index is -1, 1,-(n+2), and n+2. Let ⎡ ⎤ 2 / n Mid = , the indices of the two central cells are Mid×(n+2)+Mid and Mid×(n+2)+Mid+1, and they are termed as the 'left start cell' and the 'right start cell', respectively. The construction of solutions is based on the lattice board. In the following, the path construction process is described, including a path retrieval strategy for fixing infeasible solutions and its extension to 3D HP model. 
1) Path Construction
The path construction process is similar to the method in [4] . For a protein sequence, the indices of the two middle amino acids are Mid-1 and Mid, respectively. At the beginning of the construction phase, each particle chooses the two middle amino acids and places them in the two central cells in the lattice board. After that, the particles randomly choose to fold the left part or right part of the protein sequence. Fig. 4 gives part of the folding conformation of a protein in the square lattice after several construction steps. The numbers in the figure indicate the indices of the cells.
During the construction process, heuristic information is used to bias the search. Because the mission for PFP is to find the conformation with the minimum energy, a direction that can result more H-H bounds will have a higher probability to be chosen to fold the protein. For hydrophobic amino acids, the heuristic values are calculated as:
where h jd is the number of new H-H bounds obtained by placing s j with direction d. For example, in 2D HP model, h jd could be 0, 1, 2, or 3. In order to ensure that η jd is greater than 0, we plus 1 to h jd . This is important to not exclude any directions in the construction phase by making sure that the probability calculated in equation (13) is greater than 0.
For polar amino acids, the heuristic values are influenced by the density of grids and the number of new P-P bounds as:
where v jd is the number of directions that the next amino acid can choose after placing s j and h´j d is the number of new P-P bounds obtained. Polar amino acids tend to surround hydrophobic amino acids and contact water molecules directly. Therefore, it is better to fold them to the grids that involve more vacant grids. Although polar amino acids contribute no new H-H bounds, forming new P-P bounds can increase the chances for the formation of other new H-H bounds.
To choose the direction in each construction step, the proportional selection method is used. Each direction d for folding an amino acid s j is determined both by the 
2) Path Retrieval
During the path construction, an amino acid cannot be placed if all possible locations are already occupied by other amino acids. In that case, the protein cannot be folded any more during the construction phase and it is termed stagnation. Therefore, a path retrieval strategy is used to adjust an infeasible solution into a feasible one.
A position is randomly been chosen and the corresponding amino acids are released when stagnation happens. A mechanism is also used to ensure that the retrieval in the same direction is not performed twice consecutively. The retrieval strategy employed in DPSO HP is described as follows. Given a sub-sequence {s left ,..., s startL , s startR ,..., s right }, left and right are the indices of the left most and right most amino acids that have already been constructed; startL and startR are the indices of the two middle amino acids. If the stagnation happens on the left path of the protein sequence, the procedure of left path retrieval is performed, whereas the procedure of right path retrieval is performed for the right stagnation. Fig. 5 illustrates the flowchart for performing path retrieval to relieve stagnation. For example, when the stagnation happens on the right path currently, if startR<right and the last retrieval is not performed on the right path, the right part of the sequence is released (the left part of Fig. 5 ). To retrieve the right part of the sequence, an index j is generated randomly from [startR+1, right-1] and then the sub-sequence {s j+1 ,..., s right } is released. However, if startR ≥ right or the last retrieval is performed on the right path, the left part of the sequence is released. An index j is generated randomly from [left+1, startL-1] and then the subsequence {s left ,...,s j-1 } is released. Fig. 6 shows an example for the retrieval where the black nodes denote the two middle amino acids. For folding a No. 3 amino acid, the sequence stagnates on the left path (Fig. 6a) , so the left path retrieval is performed. Suppose a random integer j=6 is generated, then the amino acids from indices 4 to 5 are released. Fig. 6b shows the path after the retrieval. It can be seen that the stagnation is not cleared because the left stagnation will happen again after several construction steps. Fig. 6c shows the conformation when the left stagnation happens again. Since the left path retrieval has been performed before, the right path retrieval is performed this time. Suppose the randomly generated integer j=13, then amino acids from indices 14 to 20 are released. The path after the retrieval is shown in Fig. 6d and it can be seen that the stagnation is now cleared. 
3) Further Extension to the 3D model
To extend the algorithm to the 3D HP model, some changes are listed as follows. First, there are two more absolute directions up (U) and down (D) in the 3D model. The lattice board is changed to be a cubic lattice with the size of (n+2) 3 . The cells in the lattice are indexed from 0 to ((n+2) 3 -1). When a particle chooses to go up or down, the corresponding increments of the cell index is -(n+2) 
V. EXPERIMENTAL ANALYSIS
In this section, we first investigate the influence of different parameter settings for the performance of DPSO HP . The performances of DPSO HP in solving 2D HP PFP and 3D HP PFP are then analyzed and compared with some state-of-the-art computational intelligence algorithms such as IA, EMC, GA, and EDAs. Table 1 tabulates the benchmark HP protein sequences used in this paper, where l is the number of amino acids in the protein sequence and E * is the best-known free energy of the sequence. The default parameter settings of the experiments are set as c=2.0, ω=0.95, β=3, p min =0.05, m=50. We follow the CLPSO [29] to set the refreshing gap r g =7 and:
10 ( 1) 
where i is the index of the particle and m is the swarm size. DPSO HP was implemented in C++ language on a PC with 2.0GHz Intel Pentium E2180 CPU. The experimental results of all the other compared algorithms were obtained from the reference papers. We set the same evaluation numbers as the compared algorithms did and test DPSO HP on those protein sequences which were tested in the compared algorithms. 
A. Investigations of Parameter Settings in DPSO HP
The influence of the heuristic reinforcement value β and the inertia weight ω in DPSO HP is analyzed by the average run-time. Each group of parameters is tested for 30 independent trials. The average run-time required for reaching the optimal solution is recorded for each trial. Fig. 7 illustrates the influence of different parameter settings β and ω for the sequences 1, 2, and 3. Panels from row 1 to row 3 illustrate influences of sequences 1-3. Panels on the left illustrate influences for β, and panels on the right illustrate influences for ω. The other parameter values are fixed. The characteristics of the two parameters to the performance can be concluded as: (1) When the heuristic reinforcement value β increases, the time needed to reach the optima becomes shorter for sequences 1 and 2. For sequence 3, the best result is obtained when β=3.
(2) When the inertia weigh ω is about 0.95, the performance of the algorithm is good in most of the test cases. Overall, the influence of ω is not so important as β.
According to the above experimental analysis, we set β=3 and ω=0.95 in all of our experiments. 
B. Experiments in the 2D HP Model
In the first experiments we compare DPSO HP with IA [3, 25] , EMC [13] , GA [21] , and some EDAs [5] in solving PFP with 2D HP model. Sequences 1 to 8 in Table 1 are used as the test instances for comparing DPSO HP with IA, EMC, and GA, where sequences 1 to 11 are used for comparing with the EDAs in [5] .
1) Comparison with IA, EMC and GA
The parameter settings of EMC and GA can be referred to [13, 21] . IA used memory B cells, with the aging values τ B =1 and τ Bmem =5. All the algorithms were tested for 30 independent trials with a maximum number of energy evaluations 10 7 . The results are tabulated in Table  2 to Table 4 . The best results are represented in bold in the tables. Table 2 compares the average number of energy evaluations and success rates of IA and DPSO HP . AE indicates the average number of energy evaluations and SR indicates the percentage of times which the optimal solution is found in all trials. For short sequences 1-4 (l≤36), DPSO HP and IA both find the optimal solutions in all trials successfully. However, the average number of energy evaluations used by DPSO HP is much smaller than those in IA for all short sequences. For sequences 5, 7 and 8, DPSO HP can find the optimal solutions with higher success rates than IA can. Especially for sequences 7 and 8, IA cannot find the optimal solutions in any one trial, whereas DPSO HP obtains the success rate 43.33% and 40% respectively. For sequence 6, IA with a success rate 100% performs better than DPSO HP with a success rate of 90%.
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JOURNAL OF COMPUTERS, VOL. 9, NO. 8, AUGUST 2014 Table 3 compares the best energy values obtained by EMC, IA, GA, and DPSO HP . DPSO HP can find the optimal solutions for all the eight sequences, whereas the other algorithms cannot find the optimal solutions for sequences 7 and 8. Table 4 compares the number of energy evaluations required for the best trial to achieve the optima by DPSO HP , IA, EMC and GA. DPSO HP obtains the optimal results with the lowest number of energy evaluations except for sequence 6.
2) Comparison with EDAs
Because three more sequences number 9 to 11 with longer lengths are used in this comparative experiment, a larger number of energy evaluations are conducted. The EDAs in [5] use a population size of m=5000 individuals, a maximum of g=5000 generations, and the truncation selection T=0.1. Since the EDAs use the best elitism, the maximum number of energy evaluations can be calculated as m+m (1-T) (g-1) , which is slightly larger than 2×10 7 . Hence, we run DPSO HP with a maximum number of energy evaluations 2×10 7 in comparisons with the EDAs in [5] . All the algorithms are tested for 50 independent trials. Table 5 compares the performance of DPSO HP and EDAs with BV indicating the best energy value obtained in the test trials. For sequences 1 and 2, all algorithms can find the optimal solutions in all trials successfully. For sequences 3, only DPSO HP and MK-EDA can find the optimal solution in all trials successfully. For sequences 4-6, DPSO HP can find the optimal solutions in all trials successfully, whereas the EDAs fail in some trials. Especially for sequences 4 and 5, EDAs can only find the optimal solutions in less than 20% of all trails. Note that DPSO HP can find the optimum -53 of sequence 9, compared to MK-EDA which can only find the best energy value of -52. For the longest sequences 10 and 11 with the optima -48 and -50 respectively, DPSO HP and MT-EDA can both find the near optima -47 and -48, whereas DPSO HP has higher success rates to find the near optima.
C. Experiments in the 3D HP Model
In these experiments, the performances of DPSO HP in solving PFP with 3D HP lattice model are analyzed. DPSO HP is compared with a hybrid GA [21] , IA [3, 22] , and EDAs [5] . The hybrid GA uses an absolute encoding and a repair-based approach. Sequences 1-8 in Table 1 are used as the test instances for the 3D model. All the algorithms are tested for 50 independent trials with a maximum number of energy evaluations 10 5 . To our best knowledge, the optimum energy values for the tested sequences in 3D HP lattice model are yet known. We consider that the less energy values an algorithm obtained, the better the algorithm is. The best values, means, and standard deviations (σ ) are shown in Table 6 . The best results among the compared algorithms are marked in bold. It can be seen in Table 6 that not only the best energy values but also the mean energy values reached by DPSO HP are the best in all algorithms except for the sequence 6. For sequences 1 to 4, DPSO HP obviously outperforms the other algorithms since it can find the optimal energy values in all trails. It is remarkable that DPSO HP achieves lower energy values in sequences 5, 7, and 8. In these sequences, the best energy values obtained by the other algorithms are -28, -41, and -44 respectively, whereas DPSO HP obtains the much better results of -31, -51, and -54. For sequence 6, DPSO HP can still obtain the same best value as that by Tree-EDA but with a slightly poorer mean energy value.
Since the algorithm cannot obtain satisfying results within the predefined maximum number of energy evaluations for the longer protein sequences, we use a larger number of energy evaluations to investigate whether the performance of the algorithm can be better. The maximum number of energy evaluations 5×10 6 is used by DPSO HP and the results are compared with those of MK-EDA, Tree-EDA, and MT-EDA with the same maximum number of energy evaluations. The results are shown in Table 7 . We can see that by using more energy evaluations, DPSO HP can find lower energy values for sequences 5-8. DPSO HP is more stable for obtaining highquality solutions than the compared EDAs. It can be seen that not only the best energy values, but also the mean energy values and the standard variances of DPSO HP become better and outperform the EDAs. 
VI. CONCLUSION
This paper proposes a novel DPSO HP algorithm for solving PFP with 2D and 3D HP lattice models. The algorithm adopts the framework of S-PSO for solving discrete optimization problems. In DPSO HP , the PSO learning mechanisms and the set operations are incorporated to search for the optimal protein conformation of a protein sequence. Particles start from the center of the lattice board and construct the protein conformation from the middle of the protein sequence. A selection strategy using both heuristic information and possibilities is used in the algorithm. In this paper, the overall performance of DPSO HP has been analyzed in terms of solution quality and stability. The experimental results show that the proposed DPSO HP is promising and more effective than the other state-of-the-art evolutionary algorithms for solving the PFP with 2D and 3D HP lattice models.
