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1. Introduction and statement of the result
We consider on L2(Rn) the dissipative semiclassical Helmholtz equation(−h2 + Vh − Eh)uh = Sh (1.1)
in the high-frequency limit, that is when the semiclassical parameter h > 0 goes to 0. Here the
potential Vh = V1 − ihV2 has a non-positive imaginary part of size O (h). We recall (see [3]) that
this equation models for instance the propagation of the electromagnetic ﬁeld of a laser in material
medium. In this setting the parameter h is the wave length of the laser, Re(Eh − Vh) is linked to the
electronic density of the material medium (and plays the role of the refraction index for the corre-
sponding hamiltonian problem) while h−1 Im(Eh − Vh) is the absorption index of the laser energy by
the material.
Thus, in order to consider the case of a non-constant absorption index we have to allow non-real
potentials. If the potential has non-positive imaginary part then the resolvent (−h2 + Vh − z)−1 is
well deﬁned for Im z > 0. We proved in [23] (under decay and regularity assumptions on Vh) that this
resolvent is of size O (h−1) uniformly for z close to E ∈ R∗+ if E satisﬁes an assumption on classical
trajectories for the corresponding hamiltonian problem. In this case, the resolvent has a limit for
z → E in the space of bounded operators in some weighted spaces, and this limit operator gives the
(outgoing) solution for (1.1) (see below).
Given a source term Sh and such an energy E > 0, our purpose in this paper is to study the
asymptotic when h → 0 for the outgoing solution uh of (1.1). More precisely we are interested in the
semiclassical measures (or Wigner measures) of uh . The ﬁrst work in this direction seems to be the
paper of J.-D. Benamou, F. Castella, T. Katsaounis and B. Perthame [1]. In their paper Sh = S(x/h)/h
(n = 3) concentrates on {0} and Im Eh = hαh > 0 with αh → α  0. They consider the family of Wigner
transforms fh of the solutions uh and prove that after extracting a subsequence, this family of Wigner
transforms converges to a measure f which is the (outgoing) solution of the transport equation:
α f + ξ.∂x f (x, ξ) − 1
2
∂xV1(x).∂ξ f (x, ξ) = 1
(4π)2
δ(x)
∣∣ Sˆ(ξ)∣∣2δ(|ξ | = 1), (1.2)
where Sˆ is the Fourier transform of S . Note that the solution is estimated by Morrey–Companato-type
estimates (see [21]) and that part of the result is left as a conjecture and proved in [5].
F. Castella, B. Perthame and O. Runborg study in [8] the similar problem with a source term which
concentrates on an unbounded submanifold of Rn . As a consequence there is a lack of decay of the
source and Morrey–Companato estimates cannot be used. Actually only a formal description of the
asymptotics is given and the proof concerns the case where the refraction index is constant, that is
V1 = 0, and the submanifold is an aﬃne subspace. X.P. Wang and P. Zhang give a proof for V1 = 0
(variable refraction index) in [30] using uniform estimates given by Mourre method. We also men-
tion the work of E. Fouassier who considers the case of a source which concentrates on two points
(see [12], V1 = 0 in this case) and the case of a potential discontinuous along an aﬃne hyperplane
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solution (we have already mentioned [21], see also [6,30,29,7]).
Here we are going to use the point of view of J.-F. Bony [4]. He considers the case of a source
which concentrates on one or two points (with V1 = 0) using a time-dependant method based on
a W.K.B. approximation of the propagator to prove that around any point of the phase space the
solution of the Helmholtz equation is a ﬁnite sum of lagrangian distributions, and the measure is
constructed explicitly away from the source. Moreover, this method requires a geometrical assumption
weaker than the Virial hypothesis used in the previous works (see (1.15) below). Note that this kind
of condition already appears in [5].
In this paper we consider the case where not only the refraction index but also the absorption
index are non-constant, and hence we have to work with a non-selfadjoint Schrödinger operator. For
the selfadjoint semiclassical Schrödinger operator, a non-trapping condition on classical trajectories of
energy E > 0 is required to have uniform estimates of the resolvent and the limiting absorption prin-
ciple around E (see [24,15,27]). In the dissipative case, this assumption can be generalized as follows:
any trajectory should either go to inﬁnity or meet the region where V2 > 0. This kind of condition
already appears in [19]. This is the assumption we are going to use here and, as a consequence, even
if we can show that the outgoing solution uh of (1.1) is microlocally zero in the incoming region, the
contribution of large times in uh does not vanish when h → 0 as is the case in [4]. In particular the
solution can be an inﬁnite sum of lagrangian distributions around some points of the phase space.
However, the assumption that bounded trajectories should meet the region where there is absorption
will make the sequence of amplitudes of these distributions decay in some sense, which is the key
argument in order to have a well-deﬁned semiclassical measure in our case.
Concerning the source term, Sh is allowed to concentrate on any bounded submanifold of Rn . This
is not as general as in [8,30], but this allows us to see what happens when the source concentrates
on a non-ﬂat submanifold. Note that we do not have phase factor in our source term (see below) so
we are in the propagative regime described in [8].
Let us now state the assumptions we are going to use. We denote the free laplacian −h2 by Hh0
and Hh is the dissipative Schrödinger operator on L2(Rn) (n 1):
Hh = −h2 + V1(x) − ihV2(x).
We also denote by Hh1 = −h2 + V1(x) the selfadjoint part of Hh . V1, V2 are smooth real functions
on Rn , V2 is non-negative and for α ∈ Nn:∣∣∂αV1(x)∣∣ Cα〈x〉−ρ−|α|, ∣∣∂αV2(x)∣∣ Cα〈x〉−1−ρ−|α|, (1.3)
for some ρ > 0. Here 〈·〉 denotes the function x → (1 + |x|2) 12 on Rn . Let p : (x, ξ) → ξ2 + V1(x) be
the symbol on R2n 	 T ∗Rn of the selfadjoint part Hh1. The classical trajectories for this problem are
the solutions φt(w) = (x(t,w), ξ(t,w)), w ∈ R2n , of the hamiltonian system:⎧⎪⎨
⎪⎩
∂t x(t,w) = 2ξ(t,w),
∂tξ(t,w) = −∇V1
(
x(t,w)
)
,
φ0(w) = w.
(1.4)
For J ⊂ R∗+ , we use the following notation:
Ω±b ( J ) =
{
w ∈ R2n: p(w) ∈ J and {x(t,w), ±t  0} is bounded},
Ωb( J ) = Ω+b ( J ) ∩ Ω−b ( J ),
Ω±∞( J ) =
{
w ∈ R2n: p(w) ∈ J and ∣∣x(t,w)∣∣−−−−→t→±∞ +∞}.
Note that Ω±∞( J ) is open if J is open and Ω±b ( J ) is closed if J is closed.
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and
Eh = E0 + hE1 + o
h→0
(h). (1.5)
We recall from [23] that the exact hypothesis we need to have the uniform resolvent estimate and
the limiting absorption principle around E0 is the following:
∀w ∈ Ωb
({E0}), ∃T ∈ R, V2(x(T ,w))> 0. (1.6)
We set
O = {(x, ξ) ∈ R2n: V2(x) > 0}.
This assumption means that any trapped trajectory of energy E0 should meet the set O where there
is absorption. This is actually satisﬁed for any energy close enough to E0, so we can consider two
open intervals I and J such that E0 ∈ I , I ⊂ J and any trapped trajectory of energy in J meets O.
Without loss of generality we may assume that J ⊂ [ E02 ,2E0] and Eh ∈ CI,+ for all h ∈ ]0,h0], where
CI,+ = {z ∈ C: Re z ∈ I, Im z > 0}. (1.7)
Let α > 12 . With this condition (which is actually necessary), if h0 > 0 is small enough there exists
c  0 such that, for all h ∈ ]0,h0],
sup
z∈CI,+
∥∥〈x〉−α(Hh − z)−1〈x〉−α∥∥L(L2(Rn))  ch , (1.8)
(where L(L2(Rn)) is the space of linear bounded operators on L2(Rn)), and for all λ ∈ I the limit
(
Hh − (λ + i0)
)−1 := lim
μ→0+
(
Hh − (λ + iμ)
)−1
(1.9)
exists (and is a continuous function of λ) in the space of bounded operators from L2,α(Rn) to
L2,−α(Rn), where for δ ∈ R we denote by L2,δ(Rn) the weighted space L2(〈x〉2δ dx). Then, for all
Sh ∈ L2,α(Rn),
uh =
(
Hh − (Eh + i0)
)−1
Sh ∈ L2,−α
(
R
n) (1.10)
is the outgoing solution for (1.1). Here (Hh − (Eh + i0))−1 is given by the limiting absorption principle
if Eh ∈ I and is equal to (Hh − Eh)−1 if Im Eh > 0.
Let us now introduce the source term we consider. Let Γ1 be a (bounded) submanifold of di-
mension d ∈ 0,n − 1 in Rn . If d  1, Γ1 is equipped with the Riemannian structure given by the
restriction of the inner product of Rn [14, §2.A.2] and the canonical measure σ given by this struc-
ture [14, §3.H.2]. If d = 0, then σ is the sum of the Dirac measures on each point of Γ1. Let A be
a smooth compactly supported function on Γ1 and S ∈ S(Rn) a Schwartz function. For x ∈ Rn and
h ∈ ]0,h0] we set
Sh(x) = h 1−n−d2
∫
z∈Γ
A(z)S
(
x− z
h
)
dσ(z). (1.11)1
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have Γ0 = Γ = Γ1). Without loss of generality we can assume that σ(Γ1) is ﬁnite.
As usual, for z ∈ Γ1 and ζ ∈ TzΓ1 small enough (where TzΓ1 is the tangent space to Γ1 at z),
we denote by expz(ζ ) the point cζ (1) where t → cζ (t) is the unique geodesic on Γ1 with initial
conditions cζ (0) = z and c′ζ (0) = ζ (see [14, §2.86]). On Γ1 the distance dΓ is deﬁned as follows: for
x, y ∈ Γ1, dΓ (x, y) is the inﬁmum of the lengths of all piecewise C1 curves on Γ1 from x to y. For
z ∈ Γ1, there exist a neighborhood U of z in Γ1 and ε > 0 such that for x, y ∈ U there is a unique
geodesic c from x to y of length less than ε. And the length of c is dΓ (x, y) (see [14, §2.C.3]).
We assume that
∀z ∈ Γ1, V1(z) < E0, (1.12)
and we set
NEΓ =
{
(z, ξ) ∈ NΓ : |ξ | =√E0 − V1(z)}⊂ R2n, NEΓ0 = NEΓ ∩ (Γ0 × Rn),
where NΓ = {(z, ξ) ∈ Γ ×Rn: ξ⊥TzΓ } is the normal bundle of Γ in Rn . We will also use the notation
NzΓ = {ξ ∈ Rn: ξ⊥TzΓ }. NEΓ is a submanifold of dimension n − 1 in R2n . For (z, ξ) ∈ NEΓ and
(Z ,Ξ) ∈ T(z,ξ)NEΓ we have Z ∈ TzΓ and Ξ ∈ Rn decomposes as Ξ = ΞT +Ξ+Ξ⊥ with ΞT ∈ TzΓ ,
Ξ ∈ Rξ and Ξ⊥ ∈ (TzΓ ⊕ Rξ)⊥ . Then NEΓ is endowed with the metric g deﬁned by
g(z,ξ)
((
Z1,Ξ1
)
,
(
Z2,Ξ2
))= 〈Z1, Z2〉
Rn
+ 〈Ξ1⊥,Ξ2⊥〉Rn , (1.13)
for all (Z1,Ξ1), (Z2,Ξ2) ∈ T(z,ξ)NEΓ . This means that we do not take into account the parts of Ξ
colinear to ξ and TzΓ , which is allowed since (Z ,Ξ) never reduces to (0,ΞT +Ξ) unless (Z ,Ξ) =
(0,0). Indeed, if Z = 0 then Ξ ∈ T(z,ξ)(TzΓ ⊕ Rξ)⊥ and hence Ξ = Ξ⊥ . Now we denote by σ˜ the
canonical measure on NEΓ given by the metric g . This means that for a smooth map ψ :U → V
(where U is an open set in Rn−1 and V is an open set in NEΓ ) and a measurable function f on V
we have ∫
V
f (v)dσ˜ (v) =
∫
U
f
(
ψ(u)
)(
det
(
gψ(u)
(
∂iψ(u), ∂ jψ(u)
))
1i, jn−1
) 1
2 du.
Let
ΛT =
{
φt(z, ξ); t ∈ ]0, T + 1], (z, ξ) ∈ NEΓ0
}⊂ R2n, for T  0,
Λ∞ =
{
φt(z, ξ); t > 0, (z, ξ) ∈ NEΓ 0
}⊂ R2n. (1.14)
Note that for any T > 0, NEΓ 0 ∪ ΛT is closed in R2n .
We now deﬁne
Φ0 =
{
(z, ξ) ∈ NEΓ : ∃t > 0, φt(z, ξ) ∈ NEΓ
}
.
The last assumption we need is
σ˜ (Φ0) = 0. (1.15)
In [4, Section 4] is given an example of what can happen without a hypothesis of this kind. Note that
when Γ = {0}, this assumption is weaker than the assumption ν0(E0 − V1(x)) − x.∇V1(x)  c0 > 0
for some ν0 ∈ ]0,2] which is used for instance in [29]. This is no longer true in general (for instance
we can take V1 = 0, E0 = 1 and any circle in R2 for Γ ).
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operators. Let us recall that the Weyl quantization of an observable a :R2n → C is the operator given
by
Opwh (a)u(x) =
1
(2πh)n
∫
Rn
∫
Rn
e
i
h 〈x−y,ξ 〉a
(
x+ y
2
, ξ
)
u(y)dy dξ.
We also use the standard quantization:
Oph(a)u(x) =
1
(2πh)n
∫
Rn
∫
Rn
e
i
h 〈x−y,ξ 〉a(x, ξ)u(y)dy dξ.
See [22,9,20,11] for more details about semiclassical pseudo-differential operators, [16,11] for semi-
classical measures. We are going to use the following classes of symbols. For δ ∈ R we set
Sδ
(
R
2n)= {a ∈ C∞(R2n): ∀α,β ∈ Nn, ∃cα,β, ∀(x, ξ) ∈ R2n, ∣∣∂αx ∂βξ a(x, ξ)∣∣ cα,β〈x〉δ−|α|},
while C∞b (R
2n) is the set of smooth functions whose derivatives up to any order are bounded and
C∞0 (R2n) is the set of smooth compactly supported functions. We also denote by C
0
0(R
2n) the set of
continuous compactly supported functions.
For R  0, d 0 and σ ∈ ]−1,1[ let us ﬁnally deﬁne the outgoing/incoming region:
Z±(R,d,σ ) =
{
(x, ξ) ∈ R2n: |x| R, |ξ | d and 〈x, ξ〉≷ σ |x||ξ |}.
We can now state the main theorem of this paper:
Theorem 1.1. Let Eh and Sh be given by (1.5) and (1.11), and uh be deﬁned by (1.10). Then under assump-
tions (1.3), (1.6), (1.12) and (1.15), there exists a non-negative Radon measure μ on R2n such that for all
q ∈ C∞0 (R2n):
〈
Opwh (q)uh,uh
〉−−−→
h→0
∫
R2n
q dμ.
Moreover μ is characterized by the following three properties:
(i) μ is supported on the hypersurface of energy E0:
suppμ ⊂ p−1({E0}).
(ii) μ vanishes in the incoming region: let σ ∈ ]0,1[, then there exists R  0 such that for q ∈ C∞0 (R2n)
supported in the incoming region Z−(R,0,−σ) we have∫
qdμ = 0.
(iii) μ satisﬁes the Liouville equation:
(Hp + 2 Im E1 + 2V2)μ = π(2π)d−n
∣∣A(z)∣∣2|ξ |−1∣∣ Sˆ(ξ)∣∣2σ˜ , (1.16)
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q ∈ C∞0 (R2n) we have
∫
R2n
(−Hp + 2 Im E1 + 2V2)qdμ = π(2π)d−n
∫
NEΓ
q(z, ξ)
∣∣A(z)∣∣2|ξ |−1∣∣ Sˆ(ξ)∣∣2 dσ˜ (z, ξ).
We ﬁrst remark that this theorem gives uniqueness of a semiclassical measure for (uh)h∈]0,h0] ,
since we do not need to extract a subsequence to have convergence of 〈Opwh (q)uh,uh〉 when h → 0.
Moreover, we see that in the Liouville equation the absorption coeﬃcient α of (1.2) is replaced by
our full non-constant absorption index Im E1 + V2, as one could expect.
And ﬁnally we will prove that the three properties of the theorem imply that the measure μ is
given by
∫
R2n
q dμ =
+∞∫
0
∫
NEΓ
κ(z, ξ)q
(
φt(z, ξ)
)
e−2t Im E1−2
∫ t
0 V2(x(s,z,ξ))ds dσ˜ (z, ξ)dt, (1.17)
where q ∈ C∞0 (R2n) and
κ(z, ξ) = π(2π)d−n∣∣A(z)∣∣2|ξ |−1∣∣ Sˆ(ξ)∣∣2. (1.18)
There are three main improvements in our result. The ﬁrst diﬃculty we overcome is the geom-
etry of the source. To study the solution around Γ (see Section 3) we parametrize a neighborhood
of Γ by the function (t, z, ξ) → x(t, z, ξ) for t ∈ ]0, τ0] and (z, ξ) ∈ NEΓ , generalizing the tubular
neighborhood theorem. The choice of the metric g will be important to compute the jacobian of this
diffeomorphism and hence the explicit formula (1.17) (see Section 2.2 and 5.3). The second point is
the fact that the potential is non-real. We have mentioned that the uniform resolvent estimate is still
valid in this case, and that we can even allow trapped classical trajectories. However, there still are
some trajectories which go to inﬁnity, so we still need the estimate of the outgoing solution in the
incoming region (see Lemma 2.3 in [25]). We prove in Section 6 that an analogous result holds when
the potential has a short range imaginary part. The main problem comes from trapped trajectories.
The idea of the proof in the non-trapping case is to write the resolvent of the Schrödinger operator
as the integral over positive times of the propagator. Then we can use Egorov’s Theorem to show that
only a neighborhood of times tk for which φ−tk (w) ∈ NEΓ 0 is relevant to study the semiclassical
measure around w . On the other hand it proves that the contribution of large times is controlled
by the estimate in the incoming region. This is no longer the case if we allow bounded classical
trajectories. First, there may be an inﬁnite number of times tk such that φ−tk (w) ∈ NEΓ 0, and even
if φ−t(w) never reaches NEΓ 0, there may be trajectories coming from NEΓ 0 in any neighborhood
of w . This is for instance the case if φt(w0) → w as t → +∞ for some w0 ∈ NEΓ 0. Moreover the
rest given by Egorov’s Theorem cannot be estimated uniformly for large times.
The idea will be to consider only ﬁnite times t ∈ [0, T ], and then let T go to inﬁnity. Let
Uh(t) = e− ith Hh and U Eh (t) = e−
it
h (Hh−Eh)
(given by Hille–Yosida Theorem, see for instance Theorem II.3.5 in [10]), and for all T > 0:
uTh =
i
h
∞∫
χT (t)U
E
h (t)Sh dt, (1.19)0
2710 J. Royer / J. Differential Equations 249 (2010) 2703–2756for some function χT ∈ C∞(R, [0,1]) supported in ]−∞, T + 1[ and equal to 1 in a neighborhood of
]−∞, T ] (to be deﬁned more precisely in Section 4). We can prove that (uTh )h∈]0,1] has a semiclassical
measure μT as in the non-trapping case (see Section 4) and that this family of measures has a limit μ
when T goes to inﬁnity (Section 5.2). To prove that this measure is actually a semiclassical measure
for (uh)h∈]0,h0] , we have to show that for q ∈ C∞0 (R2n), large times and small h, 〈Opwh (q)uTh ,uTh 〉 is a
good approximation of 〈Opwh (q)uh,uh〉 in some sense. This is done in Section 5.1 using a dissipative
version of Egorov’s Theorem (Section 2.1).
We begin the proof by a few preliminary results: we show to what extent the damping term V2
implies a decay of Uh(t), we look at the classical trajectories around the submanifold Γ and give
more details about the assumption (1.15) on Φ0. Finally we show that the solution uh concentrates
on the hypersurface of energy E0. In Section 3 we give an estimate of the solution near Γ , where
we cannot give a precise description for the asymptotic of uh . In Section 4 we study the ﬁnite times
contribution and give the semiclassical measure for uTh , and then in Section 5 we prove that taking
the limit T → +∞ for this family of measures gives a semiclassical measure for the solution uh . We
also show that this limit is the solution of the Liouville equation (1.16) where V2 naturally appears
as a damping factor. Finally, in Section 6, we give the proof of the estimate in the incoming region
which we use in Section 5.
2. Some preliminary results
2.1. Damping effect of the absorption index on the semigroup generated by Hh
The main tool we need in this section is the dissipative version of Egorov’s Theorem. We already
stated this result in [23] but we give here a more precise version we are going to use in the sequel.
Proposition 2.1. Let a ∈ C∞b (R2n).
(i) There exists a family of symbols α j(t) ∈ C∞b (R2n) for j ∈ N and t  0 such that for any N ∈ N and t  0
the symbol AN (t,h) =∑Nj=0 h jα j(t) satisﬁes
Uh(t)
∗Opwh (a)Uh(t) = Opwh
(
AN(t,h)
)+ O
h→0
(
hN+1
)
,
where the rest is estimated in L(L2(Rn)) uniformly in t ∈ [0, T ] for any T  0.
(ii) α0(t) = (a ◦ φt)exp(−2
∫ t
0 V2 ◦ φs ds) where, for (x, ξ) ∈ R2n, V2(x, ξ) stands for V2(x).
(iii) For all j ∈ N and t  0 we have suppα j ⊂ φ−t(suppa).
(iv) If q ∈ C∞0 (R2n) and a ∈ C∞b (R2n) vanishes in a neighborhood of φ−t(suppq), then for any β ∈ R:∥∥〈x〉βOpwh (q)Uh(t)Opwh (a)〈x〉β∥∥= O
h→0
(
h∞
)
.
Proof. In [23] we proved (i) for N = 0 and (ii). What remains can be proved as in the selfadjoint case
(see [22]) so we only recall the ideas for (i) and (iii). (i) is proved by induction. More precisely, we
show that for N ∈ N and m ∈ 0,N:
Uh(t)
∗Opwh (a)Uh(t)
=
m∑
j=0
h jOpwh
(
α j(t)
)+ N∑
j=m+1
h jOpwh
(
βm, j(t)
)
+
N∑
j=m+1
h j
t∫
0
t1∫
0
. . .
tm∫
0
Uh(tm+1)∗Opwh
(
dm, j(t1, . . . , tm+1)
)
Uh(tm+1)dtm+1 . . .dt1
+ hN+1Rm(t,h),
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n) when t stays in a compact subset
of R+ , t1 ∈ [0, t], . . . , tm+1 ∈ [0, tm], and some operators Rm(t,h) uniformly in L(L2(Rn)) for h ∈ ]0,1]
and t in a compact subset of R+ . The case m + 1 is obtained by applying the case m = 0 to dm, j . To
prove (iii) we take the derivative of Uh(t)∗Opwh (a)Uh(t) with respect to t . This gives
N∑
j=0
h jOpwh
(
∂tα j(t)
)= d
dt
Uh(t)
∗Opwh (a)Uh(t) + O
h→0
(
hN+1
)
=
N∑
j=0
ih j−1
(
H∗hOp
w
h
(
α j(t)
)− Opwh (α j(t))Hh)+ O
h→0
(
hN+1
)
.
For j ∈ 0,N we obtain
∂tα j(t) = Hp(α j) − 2V2α j(t) +
j−1∑
q=0
αq, j(t),
where suppαq, j(t) ⊂ suppαq(t). Then if α˜ j(t) = (α j(t) ◦ φ−t)exp(2
∫ t
0 V2 ◦ φ−s ds) we have
∂t α˜ j(t) =
j−1∑
q=0
(
αq, j(t) ◦ φ−t
)
exp
(
2
t∫
0
V2 ◦ φ−s ds
)
.
Let W be an open set of R2n on which a vanishes. Since α0(t) vanishes on φ−t(W) and α˜ j(0) = 0 for
j  1, we can check by induction on j  1:
∂t α˜ j(t) = 0 on W, and hence α j(t) = 0 on φ−t(W). 
Lemma 2.2. Let K be a compact subset of R2n such that K ⊂ Ω+b ( J ). There exist C  0 and δ > 0 such that:
∀w ∈ K , ∀t  0, exp
(
−
t∫
0
V2
(
φs(w)
)
ds
)
 Ce−δt .
Proof. 1. We ﬁrst recall that if w ∈ Ω+b ( J ) then there exists T > 0 such that φT (w) ∈ O (this
is slightly stronger than assumption (1.6)). Indeed, the set Kw = {φt(w), t  0} is compact, so
there is an increasing sequence (tm)m∈N with tm → +∞ and w∞ ∈ Kw such that φtm (w) → w∞ .
Since Ω+b ({p(w)}) is closed, w∞ ∈ Ω+b ({p(w)}). Moreover, for M ∈ N and m  M we have
φ−tM (φtm (w)) ∈ Kw and hence φ−tM (w∞) ∈ Kw , which proves that w∞ ∈ Ω−b (R). By assump-
tion (1.6), there is T ∈ R such that φT (w∞) ∈ O. Hence φT+tm (w) lies in O for large m. Since
T + tm > 0 when m is large enough, the claim is proved.
2. Let
K˜ = {φt(w), t  0, w ∈ K}.
For γ > 0 we set
Oγ =
{
(x, ξ) ∈ R2n: V2(x) > γ
}
.
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O2γw , so we can ﬁnd τw > 0 and a neighborhood Vw of w in R2n such that for all v ∈ Vw and
t ∈ [Tw − τw , Tw ] we have φt(v) ∈ Oγw . As K˜ is compact we can ﬁnd w1, . . . ,wk ∈ K˜ such that
K˜ ⊂⋃ki=1 Vwi . Let T = max{Twi , 1 i  k}, τ = min{τi, 1 i  k} and γ = min{γwi , 1 i  k}. For
all w ∈ K and t  0, φt(w) is in K˜ and hence we can ﬁnd Iw,t ⊂ [t, t + T ] of length at least τ such
that φs(w) ∈ Oγ for all s ∈ Iw,t . Thus:
exp
(
−
t+T∫
t
V2
(
φs(w)
)
ds
)
 e−τγ .
We apply this for tm =mT with m tT − 1. This gives
exp
(
−
t∫
0
V2
(
φs(w)
)
ds
)
 e−( tT −1)τγ = eτγ e−t τγT ,
and the result follows with C = eτγ and δ = τγT . 
Proposition 2.3. Let q,q′ ∈ C∞0 (R2n) supported in p−1( J ) and ε > 0. If T0  0 is large enough, then for all
T  T0 there exists hT > 0 such that:
∀h ∈ ]0,hT ],
∥∥Opwh (q)Uh(T )Opwh (q′)∥∥ ε.
Remark 2.4. It is actually enough to assume that q or q′ is supported in p−1( J ).
Proof. Let K = suppq′ ∩Ω+b ( J ). As K is compact and included in Ω+b ( J ), Lemma 2.2 shows that there
is T0  0 such that for T  T0:
∀w ∈ K , ‖q‖∞
∥∥q′∥∥∞ exp
(
−
T∫
0
(
V2 ◦ φs
)
(w)ds
)
 ε
4
.
As the left-hand side is a continuous function of w and a non-increasing function of T , we can ﬁnd
an open neighborhood V of K in R2n such that this holds for w ∈ V after having replaced ε/4 by ε/2.
Let now K∞ = suppq′ \ V . K∞ is compact and included in Ω+∞( J ). Therefore, if T0 is large enough,
we can assume that for T  T0 and w ∈ K∞ we have φT (w) /∈ suppq. Let
Uh1(t) = e−
it
h H
h
1 .
By Egorov’s Theorem (see also Remark 4.4 in [23]) and Theorem 5.1 in [11], we have for any T  T0:
∥∥Opwh (q)Uh(T )Opwh (q′)∥∥= ∥∥Uh1(T )∗Opwh (q)Uh(T )Opwh (q′)∥∥
= ∥∥Opwh ((q ◦ φT )e− ∫ T0 V2◦φs ds)Opwh (q′)∥∥+ O
h→0
(h)
 sup
w∈R2n
∣∣q′(w)(q(φT (w)))e− ∫ T0 V2(φs(w))ds∣∣+ O
h→0
(
√
h )
 ε
2
+ O (
√
h ),h→0
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enough to conclude. 
2.2. Classical trajectories around Γ
We recall that t → x(t,w) is the x-projection of the solution for the hamiltonian system (1.4) with
initial condition w ∈ R2n .
Proposition 2.5. If τ0 > 0 is small enough, then
T :
{ ]0,3τ0[ × NEΓ → RanT ⊂ Rn,
(t,w) → x(t,w)
is a C∞-diffeomorphism such that RanT ∪ Γ is a neighborhood of Γ0 in Rn. Furthermore:
(i) We can choose τ0 such that
∀t ∈ [0,3τ0[, ∀w ∈ NEΓ , γmt  d
(
x(t,w),Γ1
)
 γMt,
for some γM  γm > 0.
(ii) If f is a measurable function on T (]0,3τ0[ × NEΓ ) then:
∫
T (]0,3τ0[×NEΓ )
f (x)dx = 2n−d
3τ0∫
0
∫
NEΓ
f
(
x(t, z, ξ)
)|ξ |tn−d−1(1+ O
t→0
(t)
)
dσ˜ (z, ξ)dt. (2.1)
For I ⊂ ]0,3τ0[ we set Γ˜ (I) = T (I × NEΓ ) and Γ˜ ({0} ∪ I) = Γ ∪ Γ˜ (I). On the other hand, we set
for x ∈ Γ˜ (]0,3τ0[):
(tx, zx, ξx) = T −1(x). (2.2)
Proof. For τ > 0, let
N1(τ ) =
{
(z, η) ∈ NΓ1: |η| τ
√
E0 − V1(z)
}
and N(τ ) = N1(τ ) ∩ NΓ.
We consider the function T˜ from N1(1) to Rn deﬁned by
T˜ (z, η) =
{
x( |η|√
E0−V1(z) , z,
η
√
E0−V1(z)
|η| ) if η = 0,
z if η = 0.
We have
x(t, z, ξ) − z =
t∫
0
2ξ(s, z, ξ)ds = 2tξ − 2
t∫
0
s∫
0
∇V1(u, z, ξ)du ds.
So if M := supx∈Rn |∇V1(x)| this gives∣∣x(t, z, ξ) − z − 2tξ ∣∣ 2t2M, (2.3)
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T˜ (z, η) = z + 2η + O|η|→0
(|η|2).
Thus, for τ0 > 0 small enough, T˜ deﬁnes a diffeomorphism from N(3τ0) to a tubular neighborhood
of Γ (we can follow the analogous proof which is known for the function (x, η) → z + 2η, see for
instance Theorem 2.7.12 in [2]). As a consequence T : (t, z, ξ) → T˜ (z, tξ) deﬁnes a diffeomorphism
from ]0,3τ0[ × NEΓ to RanT , and RanT ∪ Γ = T˜ (N(3τ 0)) is a neighborhood of Γ0.
(i) Let ξmin = minz∈Γ
√
E0 − V1(z) > 0 and ξmax = sup{|ξ |, (x, ξ) ∈ p−1({E0})}. We recall that for
(z, ξ) ∈ NEΓ and t  0 small enough we have d(z + 2tξ,Γ1) = 2t|ξ |. For τ0 small enough we have
6τ0M  ξmin so, according to (2.3), for t ∈ [0,3τ0[ and (z, ξ) ∈ NEΓ we have
d
(
x(t, z, ξ),Γ1
)
 d(z + 2tξ,Γ1) −
∣∣x(t, z, ξ) − z − 2tξ ∣∣ 2t|ξ | − tξmin  tξmin,
and
d
(
x(t, z, ξ),Γ1
)

∣∣x(t, z, ξ) − z∣∣ 2tξmax.
(ii) Let (t, z, ξ) ∈ ]0,3τ0[ × NEΓ . For (T1, Z1,Ξ1), (T2, Z2,Ξ2) ∈ T(t,z,ξ)(]0,3τ0[ × NEΓ ) we set
g˜(t,z,ξ)
(
(T1, Z1,Ξ1), (T2, Z2,Ξ2)
)= T1T2 + g(z,ξ)((Z1,Ξ1), (Z2,Ξ2)),
where g is the metric deﬁned in (1.13). We ﬁrst look for good orthonormal bases of the tangent space
T(t,z,ξ)(]0,3τ0[ × NEΓ ) (for the metric g˜) and Rn (for the usual metric) to compute the jacobian
of T . NEΓ ∩ ({z} × NzΓ ) is a submanifold of dimension n − d − 1 in NEΓ , so we can consider an
orthonormal basis ((0,Ξ j))d+2 jn of its tangent space at (z, ξ). We now choose an orthonormal
basis (Z j)2 jd+1 of TzΓ . We can ﬁnd Ξ2, . . . ,Ξd+1 ∈ Rn such that (Z j,Ξ j) ∈ T(z,ξ)NEΓ for j ∈
2,d + 1 and since linear combinations of (0,Ξd+2), . . . , (0,Ξn) can be added, we may assume that
Ξ j ∈ TzΓ ⊕ Rξ for all j ∈ 2,d + 1. These n − 1 vectors form an orthonormal family of T(z,ξ)NEΓ .
With the canonical unit vector for the time component, we obtain an orthonormal basis
B(t,z,ξ) =
(
(1,0,0), (0, Z2,Ξ2), . . . , (0, Zd+1,Ξd+1), (0,0,Ξd+2), . . . , (0,0,Ξn)
)
of T(t,z,ξ)(]0,3τ0[ × NEΓ ). In Rn we consider the orthonormal basis
B˜T (t,z,ξ) =
(
ξ/|ξ |, Z2, . . . , Zd+1,Ξd+2, . . . ,Ξn
)
.
Since T (t, z, ξ) = z + 2tξ + O (t2), the jacobian matrix of T in these two bases is
MatB(t,z,ξ)→B˜T (t,z,ξ) D(t,z,ξ)T =
(2|ξ | 0 0
0 Id 0
0 0 2t In−d−1
)(
1+ O
t→0
(t)
)
.
On the other hand, since bases B(t,z,ξ) and B˜T (t,z,ξ) are orthonormal, we have, for x ∈ Γ˜ (]0,3τ0[):
(
det
(
g˜T −1(x)
(
∂iT −1(x), ∂ jT −1(x)
))
1i, jn
) 1
2 = ∣∣detMatB˜x→BT −1(x) DxT −1∣∣.
Thus, using the deﬁnition of the measure dt dσ˜ on ]0,3τ0[×NEΓ and the fact that T −1: Γ˜ (]0,3τ0[) →
]0,3τ0[ × NEΓ can be seen as a map for the manifold ]0,3τ0[ × NEΓ , we obtain
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Γ˜ (]0,3τ0[)
f (x)dx
=
∫
Γ˜ (]0,3τ0[)
( f ◦ T )(T −1x)∣∣detMatB˜x→BT −1(x) DxT −1∣∣|detMatBT −1(x)→B˜x DT −1(x)T |dx
=
3τ0∫
0
∫
(z,ξ)∈NEΓ
( f ◦ T )(t, z, ξ)|detMatB(t,z,ξ)→B˜T (t,z,ξ) D(t,z,ξ)T |dσ˜ (z, ξ)dt
= 2n−d
3τ0∫
0
∫
NEΓ
f
(T (t, z, ξ))|ξ |tn−d−1(1+ O
t→0
(t)
)
dσ˜ (z, ξ)dt. 
Corollary 2.6. Let (t, z, ξ) = (s, ζ,η) ∈ R∗+ × NEΓ such that φt(z, ξ) = φs(ζ,η). Then |t − s| 3τ0 where
τ0 is given by Proposition 2.5.
Let w ∈ R2n and denote(
(tw,k, zw,k, ξw,k)
)
1kKw =
{
(t, z, ξ) ∈ R∗+ × NEΓ 0: φt(z, ξ) = w
}
,
with tw,1 < tw,2 < · · · and Kw ∈ N ∪ {∞} (1, Kw is to be understood as N∗ if Kw = ∞ and Kw = 0
if w /∈ Λ∞ (which was deﬁned in (1.14))). If w ∈ NEΓ 0, we also set tw,0 = 0. Let
δw =
{
1 if w /∈ NEΓ 0,
0 if w ∈ NEΓ 0. (2.4)
We also deﬁne
K Tw = sup
{
k ∈ δw , Kw: tw,k  T + 1
} ∈ N.
For w ∈ R2n and k ∈ 1, Kw we write
Λw,k =
{
φt(z, ξ), |t − tw,k| < τ0, (z, ξ) ∈ BR2n
(
(zk, ξk), τ0
)∩ NEΓ },
and if w ∈ NEΓ 0:
Λw,0 =
{
φt(z, ξ), |t| < τ0, (z, ξ) ∈ BR2n (w, τ0) ∩ NEΓ
}
.
These sets are n-dimensional submanifolds in R2n and are endowed with the structure given by re-
striction of the inner product in R2n . We denote by σΛw,k the corresponding measure.
Proposition 2.7.
(i) Let w ∈ R2n and j,k ∈ δw , Kw. Then Λw, j ∩ Λw,k is of measure zero in Λw, j if and only if it is of
measure zero in Λw,k.
(ii) Assumption (1.15) is equivalent to
∀w ∈ R2n, ∀ j = k ∈ δw , Kw, Λw, j ∩ Λw,k is of measure 0 in Λw, j.
This proposition is proved in Section 6 of [4].
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Proposition 2.8. For any δ ∈ R we have
‖Sh‖L2,δ (Rn) = O
h→0
(
√
h ). (2.5)
Proof. 1. There exists C  0 such that for all x ∈ Rn and r > 0, the measure of BRn (x, r) ∩ Γ in Γ
is less than Crd . Otherwise for all m ∈ N we can ﬁnd xm ∈ Rn and rm > 0 such that σ(BRn (xm, rm) ∩
Γ ) >mrdm . As Γ is of ﬁnite measure, rm necessarily goes to 0 as m → +∞. This means that xm has to
stay close to Γ , hence in a compact subset of Rn . Taking a subsequence if necessary we can assume
that xm → x∞ ∈ Γ1. Using a map between an open set of Rd and a neighborhood U of w∞ in Γ1, we
see that there exists C  0 such that the measure of a ball or radius r in U is less that Crd , leading
to a contradiction.
2. Let x ∈ Rn . We have
∣∣Sh(x)∣∣2 = h1−n−d
∣∣∣∣∑
m∈N
∫
mh|x−z|<(m+1)h
A(z)S
(
x− z
h
)
dσ(z)
∣∣∣∣
2
 ch1−n−d
∑
m∈N
m2
∣∣∣∣
∫
mh|x−z|<(m+1)h
A(z)S
(
x− z
h
)
dσ(z)
∣∣∣∣
2
 ch1−n
∑
m∈N
m2+d
∫
mh|x−z|<(m+1)h
∣∣∣∣S
(
x− z
h
)∣∣∣∣
2
dσ(z),
and hence:
‖Sh‖2L2,δ (Rn)  ch1−n
∫
x∈Rn
∑
m∈N
m2+d
∫
mh|x−z|<(m+1)h
〈x〉2δ
∣∣∣∣S
(
x− z
h
)∣∣∣∣
2
dσ(z)dx
 ch
∑
m∈N
m2+d
∫
z∈Γ
∫
m|y|<(m+1)
〈z + hy〉2δ∣∣S(y)∣∣2 dy dσ(z)
 ch
∑
m∈N
m2+d
∫
m|y|<(m+1)
〈y〉2δ∣∣S(y)∣∣2 dy,
for h ∈ ]0,1], since Γ is bounded. As S decays faster than 〈y〉− (n−1)+2δ+4+d2 we ﬁnally obtain
‖Sh‖2L2,δ (Rn)  ch
∑
m∈N
〈m〉−2  ch. 
Since (Hh − (Eh + i0))−1 = O (h−1) as an operator from L2,α(Rn) to L2,−α(Rn) for any α > 12 , we
get:
Corollary 2.9. uh = O
h→0
(h− 12 ) in L2,−α(Rn).
Remark. According to (1.19), the same applies to uTh for all T  0.
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h→0
(
h∞
)
.
Proof. Let q ∈ C∞0 (R2n) supported outside NΓ0. There exists ε > 0 such that if (x, ξ) ∈ NΓ0 and|v| ε then (x+ v, ξ) /∈ suppq. We have
Opwh (q)Sh(x) =
∫
Γ
∫
Rn
∫
|v| εh
b(x, v, z, ξ,h)dv dξ dσ(z) +
∫
Γ
∫
Rn
∫
|v|>εh
b(x, v, z, ξ,h)dv dξ dσ(z),
where
b(x, v, z, ξ,h) = h
1−n−d
2
(2π)n
e
i
h 〈x−z,ξ 〉e−i〈v,ξ 〉q
(
x+ z + hv
2
, ξ
)
A(z)S(v).
If (z, ξ) is a critical point of the phase 〈x− z, ξ〉 then z = x and ξ⊥TzΓ , so
q
(
x+ z + hv
2
, ξ
)
A(z) = 0
for all v ∈ Rn such that |v| εh . By non-stationnary phase method, the ﬁrst term decays faster than
any power of h. The second term is also of size O (h∞) since v is at least of size εh and S belongs to
the Schwartz class. 
Proposition 2.11. Let α > 12 and q ∈ C∞b (R2n) be a symbol which vanishes on p−1([E0 − 2δ, E0 + 2δ]) for
some δ > 0. We have
∥∥Opwh (q)(Hh − (z + i0))−1∥∥L(L2,α(Rn),L2−α(Rn)) = O
h→0
(1)
and
∥∥∥∥∥Opwh (q) ih
∞∫
0
χT (t)e
− ith (Hh−z) dt
∥∥∥∥∥L(L2(Rn)) = Oh→0(1),
uniformly in z ∈ CIδ ,+ where Iδ = [E0 − δ, E0 + δ] (but not uniform in T for the second estimate).
We recall that (Hh − (z + i0))−1 stands for (Hh − z)−1 if Im z > 0.
Proof. For z ∈ CIδ ,+ we set a(z) = qp−z . Since q vanishes on p−1(I2δ), for all α,β ∈ Nn we have
∣∣∂αx ∂βξ a(z, x, ξ)∣∣ cα,β〈ξ〉−2,
uniformly in z ∈ CIδ ,+ . Since (Hh1 − z) = Opwh (p − z) we have
Opwh (q) = Opwh
(
a(z)
)(
Hh1 − z
)+ hOpwh (r(z,h))
= Opwh
(
a(z)
)
(Hh − z) + hOpwh
(
r(z,h)
)+ ihOpwh (a(z))V2,
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2n) uniformly in z ∈ CIδ ,+ and h ∈ ]0,1]. Thus:
Opwh (q)(Hh − z)−1 = Opwh
(
a(z)
)+ hOpwh (r(z,h))(Hh − z)−1 + ihOpwh (a(z))V2(Hh − z)−1.
According to the uniform resolvent estimate, this operator is bounded from L2,α(Rn) to L2,−α(Rn)
uniformly in z ∈ CIδ ,+ and h ∈ ]0,h0]. According to the limiting absorption principle, we can take the
limit Im z → 0+ , which gives the ﬁrst estimate. For the second we only have to write
Opwh (q)
i
h
∞∫
0
χT (t)e
− ith (Hh−z) dt = Opwh
(
a(z)
) i
h
∞∫
0
χT (t)(Hh − z)e− ith (Hh−z) dt + O
h→0
(1)
= Opwh
(
a(z)
) ∞∫
0
χT (t)
(−∂te− ith (Hh−z))dt + O
h→0
(1)
= Opwh
(
a(z)
)+ Opwh (a(z))
∞∫
0
χ ′T (t)e−
it
h (Hh−z) dt + O
h→0
(1)
= O
h→0
(1). 
As a ﬁrst consequence of this proposition we see that the solution uh concentrates on p−1({E0}),
as well as uTh for all T  0:
Corollary 2.12. If q ∈ C∞0 (R2n) is supported outside p−1({E0}) then
〈
Opwh (q)uh,uh
〉−−−→
h→0 0,
and for all T  0:
〈
Opwh (q)u
T
h ,u
T
h
〉−−−→
h→0 0.
Proof. Let q˜ ∈ C∞0 (R2n) supported outside p−1({E0}) and equal to 1 on suppq. According to Proposi-
tions 2.8 and 2.11, and using the fact that q and q˜ are compactly supported, we have
∣∣〈Opwh (q)uh,uh〉∣∣

∣∣〈Opwh (q)uh,Opwh (q˜)uh〉∣∣+ O
h→0
(
h∞
)

∥∥Opwh (q)(Hh − (Eh + i0))−1Sh∥∥L2(Rn)∥∥Opwh (q˜)(Hh − (Eh + i0))−1Sh∥∥L2(Rn) + O
h→0
(
h∞
)
= O
h→0
(h),
and the same applies to uTh . 
Proposition 2.13. Let f ∈ C∞b (R2n) be equal to 1 on a neighborhood of NEΓ 0 . Then there exists δ > 0 such
that for all q ∈ C∞b (R2n) supported in p−1([E0 − δ, E0 + δ]) and T  0 we have in L2(Rn):
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T
h =
i
h
∞∫
0
χT (t)Op
w
h (q)U
E
h (t)Oph( f )Sh dt + O
h→0
(
h∞
)
,
where the size of the rest depends on T .
Proof. We can ﬁnd δ > 0 such that p−1([E0 − 3δ, E0 + 3δ]) ∩ supp(1 − f ) does not intersect NΓ0.
Let χ ∈ C∞0 (R) supported in ]E0 − 3δ, E0 + 3δ[ and equal to 1 on [E0 − 2δ, E0 + 2δ] and f˜ = χ ◦ p.
According to Proposition 2.10, we have in L2,α(Rn):
Oph(1− f )Oph( f˜ )Sh = O
h→0
(
h∞
)
.
On the other hand, according to Egorov’s Theorem we have
∥∥Opwh (q)U Eh (t)Oph(1− f˜ )∥∥= O
h→0
(
h∞
)
,
where the rest is uniform in t ∈ [0, T + 1]. So we get the result after integration. 
3. Around Γ
3.1. W.K.B. method
According to Proposition IV.14 in [22] or Lemma 10.10 in [11] applied with the symbol
pE : (x, ξ) → ξ2 + V1(x) − E0 we know that if τ0 > 0 is small enough, then there exists a solution
ϕ ∈ C∞(]−3τ0,3τ0[ × R2n) of the Hamilton–Jacobi equation:{
∂tϕ(t, x, ξ) +
∣∣∂xϕ(t, x, ξ)∣∣2 + V1(x) − E0 = 0,
ϕ(0, x, ξ) = 〈x, ξ〉. (3.1)
Moreover ϕ is unique and
ϕ(t, x, ξ) = 〈y(t, x, ξ), ξ 〉+ 2
t∫
0
ξ˜ (s, t, x, ξ)2 ds − tpE
(
y(t, x, ξ), ξ
)
= 〈x, ξ〉 − tpE(x, ξ) + t2r(t, x, ξ), (3.2)
where r is a smooth function on ]−3τ0,3τ0[×R2n . Here y(t, x, ξ) is the unique point in Rn such that
x(t, y(t, x, ξ), ξ) = x (note that y(t, x, ξ) is well deﬁned for t small enough, see [22]), x˜(s, t, x, ξ) =
x(s, y(t, x, ξ), ξ) and ξ˜ (s, t, x, ξ) = ξ(s, y(t, x, ξ), ξ).
Proposition 3.1. Let f ∈ C∞0 (R2n,R). We can ﬁnd a function a0 ∈ C∞([0,3τ0[ × R2n) such that
a0(0, x, ξ) = f (x, ξ)
and
sup
t∈[0,3τ0[
∥∥a0(t, x, ξ)e ih ϕ(t,x,ξ) − e− ith (Hh−Eh)( f (x, ξ)e ih 〈x,ξ 〉)∥∥L2(R2n) −−−→h→0 0. (3.3)
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a0(t, x, ξ) = f
(
y(t, x, ξ), ξ
)
exp
( t∫
0
(
iE1 − V2
(
x˜(τ , t, x, ξ)
)− xϕ(τ , x˜(τ , t, x, ξ), ξ))dτ
)
.
Initial condition is satisﬁed and we can check that
(∂t + 2∂xϕ.∂x + xϕ + V2 − iE1)a0(t, x, ξ) = 0.
Since
i
h
(Hh − Eh)
(
a0e
i
hϕ
)
=
(
−ihxa0 + 2(∂xa0).(∂xϕ) + a0xϕ + i
h
a0|∂xϕ|2 + i
h
a0V1 + a0V2 − i
h
a0Eh
)
e
i
h ϕ,
we have
∥∥a0(t, x, ξ)e ih ϕ(t,x,ξ) − e− ith (Hh−Eh)( f (·, ξ)e ih 〈·,ξ 〉)(x)∥∥L2(R2n)
=
∥∥∥∥∥
t∫
0
d
ds
e−
i(t−s)
h (Hh−Eh)(a0(s, ·, ξ)e ih ϕ(s,·,ξ))(x)ds
∥∥∥∥∥
L2(R2n)
=
∥∥∥∥∥
t∫
0
e−
i(t−s)
h (Hh−Eh)
(
i
h
(Hh − Eh)
(
a0e
i
h ϕ
)+ (∂sa0)e ihϕ + i
h
(∂sϕ)a0e
i
h ϕ
)∥∥∥∥∥
L2(R2n)
−−−→
h→0 0. 
Remark. The absorption index V2 does not affect the phase ϕ: only a0 depends on V2.
Remark. If there exists (E j) j∈N such that
Eh =
N∑
j=0
h j E j + O
(
hN+1
)
for all N ∈ N, (3.4)
then we can deﬁne
a j(t, x, ξ) = i
t∫
0
(
xa j−1
(
s, x˜(s, t, x, ξ), ξ
)+ j−2∑
k=0
E j+1−kak
(
s, x˜(s, t, x, ξ), ξ
))
× exp
( t∫ (
iE1 − V2
(
x˜(τ , t, x, ξ)
)− xϕ(τ , x˜(τ , t, x, ξ), ξ))dτ
)
dss
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the transport equation
2∂xa j,±.∂xφ± + a j,±xφ± ± a j,±V2 − ixa j−1(t) = 0,
so we can check that the rest is of size O (h∞) instead of o(1) in (3.3), where a0 is replaced by a(h),
and hence in (3.13) and (3.23) below.
3.2. Critical points of the phase function
For t ∈ [0,3τ0[, x, ξ ∈ Rn and z ∈ Γ we set
ψ(t, x, z, ξ) = ϕ(t, x, ξ) − 〈z, ξ〉.
In this section we study the critical points of ψ with respect to t , z and ξ with t ∈ ]0,3τ0[, that is
the solutions of the system:
⎧⎪⎪⎨
⎪⎪⎩
∂tψ(t, x, z, ξ) = 0,
∂zψ(t, x, z, ξ) = 0,
∂ξψ(t, x, z, ξ) = 0,
t ∈ ]0,3τ0[,
⇐⇒
⎧⎪⎪⎨
⎪⎪⎩
∂tϕ(t, x, ξ) = 0,
ξ ∈ NzΓ,
∂ξϕ(t, x, ξ) = z,
t ∈ ]0,3τ0[.
(3.5)
Proposition 3.2. Let t ∈ ]0,3τ0[, x, ξ ∈ Rn and z ∈ Γ . If (t, x, z, ξ) is a solution of (3.5) then (z, ξ) ∈ NEΓ
and x= x(t, z, ξ). In particular, given any x ∈ Rn, the system (3.5) has at most a unique solution (t, z, ξ).
Proof. Assume that (t, x, z, ξ) is such a solution. We already know that ξ ∈ NzΓ . By Proposition IV.14
in [22] we have
(
x, ∂xϕ(t, x, ξ)
)= φt(∂ξϕ(t, x, ξ), ξ)= φt(z, ξ),
and in particular: x= x(t, z, ξ). Moreover, since ϕ is a solution of (3.1) we also have
p(z, ξ) = p(x, ∂xϕ(t, x, ξ))= ∣∣∂xϕ(t, x, ξ)∣∣2 + V1(x) = E0 − ∂tϕ(t, x, ξ) = E0,
which proves that |ξ |2 = E0 − V1(z). Uniqueness for the system (3.5) now comes from Corol-
lary 2.6. 
We now prove that for x close to Γ , there is indeed a solution (t, x, z, ξ) for (3.5). Let γ1 ∈ ]0,1]
be so small that for all z ∈ Γ the map ζ → expz(γ1ζ ) is a well-deﬁned diffeomorphism from BTzΓ :=
{ζ ∈ TzΓ : |ζ | < 1} to a neighborhood of z in Γ1 and dΓ (z,expz(γ1ζ )) = γ1|ζ |. Let y ∈ Γ˜ (]0,3τ0[). We
consider the function Φy deﬁned for θ ∈ ]0,3τ0/γ1[, ζ ∈ BTzyΓ , ξ ∈ Rn and δ ∈ [0, γ1] by
Φy(θ, ζ, ξ, δ) =
{
1
δ
(ϕ(δθ, x(δt y, zy, ξy), ξ) − 〈expzy (δζ ), ξ〉) if δ = 0,
〈2t yξy − ζ, ξ〉 − θ(ξ2 + V1(zy) − E0) if δ = 0.
(3.6)
For δ ∈ ]0, γ1], t ∈ ]0, 3τ0δγ1 [, x ∈ Γ˜ (]0,3δτ0[), z such that dΓ (zx, z) δ and ξ ∈ Rn we have
ψ(t, x, z, ξ) = δΦx( tx
δ
,zx,ξx)
(
t
δ
,
1
δ
(expzx)
−1(z), ξ, δ
)
,
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∂t,z,ξψ(t, x, z, ξ) = 0 ⇐⇒ ∂θ,ζ,ξΦx( tx
δ
,zx,ξx)
(
t
δ
,
1
δ
(expzx)
−1(z), ξ, δ
)
= 0. (3.7)
Proposition 3.3. There exists δ0 ∈ ]0, γ1] such that for all y ∈ Γ˜ ([τ0,2τ0]) and δ ∈ [0, δ0] the system⎧⎨
⎩
∂θ,ζ,ξΦy(θ, ζ, ξ, δ) = 0,
θ ∈
]
0,
3τ0
γ1
[
(3.8)
has a unique solution (θ, ζ, ξ) ∈ ]0,3τ0/γ1[ × BTzyΓ × Rn.
Proof. Let y ∈ Γ˜ ([τ0,2τ0]). For θ ∈ ]0,3τ0/γ1[, ζ ∈ BTzyΓ , ξ ∈ Rn and δ ∈ ]0, γ1] we compute
Φy(θ, ζ, ξ, δ) = 1
δ
(
ϕ
(
δθ, x(δt y, zy, ξy), ξ
)− 〈expzy (δζ ), ξ 〉)
= 1
δ
(〈
x(δt y, zy, ξy), ξ
〉− δθ(ξ2 + V1(x(δt y, zy, ξy))− E0)
+ δ2θ2r(δθ, x(δt y, zy, ξy), ξ)− 〈expzy (δζ ), ξ 〉)
= 〈2t yξy − ζ, ξ〉 − θ
(
ξ2 + V1(zy) − E0
)+ δR y(θ, ξ, ζ, δ),
where R y is smooth with derivatives bounded uniformly in y ∈ Γ˜ ([τ0,2τ0]), δ ∈ ]0, γ1[, ζ ∈ BTzyΓ
and ξ in any bounded subset of Rn . This proves that Φy is smooth. The point (θ, ζ, ξ,0) is a solution
of (3.8) if and only if:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
|ξ | =√E0 − V1(zy),
ξ ∈ NzyΓ,
2t yξy − ζ = 2θξ,
θ ∈
]
0,
3τ0
γ1
[
.
This system has a unique solution which we denote by (θ˜y,0, ζ˜y,0, ξ˜y,0). It is given by
θ˜y,0 = t y, ζ˜y,0 = 0, ξ˜y,0 = ξy .
For z ∈ Γ1 and ξ ∈ Rn we denote by ξz the orthogonal projection of ξ on TzΓ1 and ξ⊥z = ξ − ξz . We
have
Hessθ,ζ,ξ Φy(θ, ζ, ξ, δ) =
⎛
⎜⎜⎜⎝
0 0 −2 tξzy −2 tξ⊥zy
0 0 −Id 0
−2ξzy −Id −2θ Id 0
−2ξ⊥zy 0 0 −2θ In−d
⎞
⎟⎟⎟⎠+ Oδ→0(δ),
and in particular:
∣∣detHessθ,ζ,ξ Φy(θ˜y,0, ζ˜y,0, ξ˜y,0,0)∣∣= 2n−d+1tn−d−1y |ξy|2.
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(θ, ζ, ξ, δ) → ∂θ,ζ,ξΦy(θ, ζ, ξ, δ) ∈ Rn+d+1
with respect to θ , ζ and ξ at the point (θ˜y,0, ζ˜y,0, ξ˜y,0,0) is
Hessθ,ζ,ξ Φy(θ˜y,0, ζ˜y,0, ξ˜y,0,0) ∈ GLn+d+1(R),
Hessθ,ζ,ξ Φy(θ˜y,0, ζ˜y,0, ξ˜y,0,0) is symmetric and real, bounded uniformly in y ∈ Γ˜ ([τ0,2τ0]) and the
absolute value of its determinant is uniformly bounded form below by a positive constant. Hence
its inverse is bounded uniformly in y, and we can apply the implicit function theorem around
(θ˜y,0, ζ˜y,0, ξ˜y,0,0) uniformly in y. We obtain that there exist δ0 > 0 and, for each y, a function ϕy
from [0, δ0] to a neighborhood Uy of (θ˜y,0, ζ˜y,0, ξ˜y,0) such that:
∀δ ∈ [0, δ0], ∀(θ, ζ, ξ) ∈ Uy, ∂θ,ζ,ξΦy(θ, ζ, ξ, δ) = 0 ⇐⇒ (θ, ζ, ξ) = ϕy(δ).
This gives existence of a solution. We already have uniqueness for δ = 0 and it is a consequence
of (3.7) and Proposition 3.2 for δ ∈ ]0, δ0]. 
Corollary 3.4. For all x ∈ Γ˜ (]0,2δ0τ0[) there is a unique (t, z, ξ) ∈ ]0,2τ0] × Γ × Rn such that (t, x, z, ξ) is
a solution of the system (3.5). Moreover this solution is given by (tx, x, zx, ξx).
Proof. After Proposition 3.2, there only remains to prove existence. Let x ∈ Γ˜ (]0,2δ0τ0[). There is
δ ∈ ]0, δ0] such that y = x( txδ , zx, ξx) ∈ Γ˜ (]τ0,2τ0[). Proposition 3.3 and Eq. (3.7) give the result. 
Remark. Proposition 3.3 will also be used in the proof of Proposition 3.5.
3.3. Small times control
For d2  d1  0 we set C(d1,d2) = {ξ ∈ Rn: d1  |ξ |  d2}. If τ0 is small enough, we can ﬁnd a
neighborhood G of NEΓ 0 such that G ⊂ Rn × C(d1,d2) for some d1 > 0, and x(t,w) ∈ Γ˜ ([0,2τ0]) for
all t ∈ [0, τ0] and w ∈ G .
We choose a function χ ∈ C∞(R) supported in ]−∞, τ0[ and equal to 1 in a neighborhood of
]−∞,0]. For f ∈ C∞0 (R2n) supported in G , we set
B0(h) = i
h
∞∫
0
χ(t)e−
it
h (Hh−Eh)Oph( f )Sh dt. (3.9)
Egorov’s Theorem (see Proposition 2.1) yields
∥∥1
Rn\Γ˜ ([0,2τ0])B0(h)
∥∥
L2(Rn) = O
h→0
(
h∞
)
, (3.10)
where 1Ω denotes the characteristic function of the set Ω ⊂ Rn .
Proposition 3.5. Let f ∈ C∞0 (R2n) supported in G and B0(h) deﬁned by (3.9). If τ0 > 0 is small enough, then
for all ε > 0, there exist τ1 ∈ ]0, τ0] and h0 > 0 such that:
∀h ∈ ]0,h0],
∥∥1Γ˜ ([0,τ1])B0(h)∥∥L2(Rn)  ε. (3.11)
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Fh Sh(ξ) = h 1−n−d2
∫
Rn
∫
Γ
e−
i
h 〈x,ξ 〉A(z)S
(
x− z
h
)
dσ(z)dx
= h 1+n−d2
∫
Γ
A(z)e−
i
h 〈z,ξ 〉
∫
Rn
e−i〈y,ξ 〉S(y)dy dσ(z)
= h 1+n−d2 Sˆ(ξ)
∫
Γ
A(z)e−
i
h 〈z,ξ 〉 dσ(z),
and then
Oph( f )Sh(x) =
1
(2πh)n
∫
Rn
e
i
h 〈x,ξ 〉 f (x, ξ)Fh Sh(ξ)dξ
= h
1+n−d
2
(2πh)n
∫
Γ
∫
Rn
e
i
h 〈x−z,ξ 〉A(z) f (x, ξ) Sˆ(ξ)dξ dσ(z),
so
B0(h) = ih
− 1+n+d2
(2π)n
+∞∫
0
∫
Γ
∫
Rn
χ(t)A(z)e−
i
h 〈z,ξ 〉e−
it
h (Hh−Eh)(e ih 〈·,ξ 〉 f (·, ξ)) Sˆ(ξ)dξ dσ(z)dt. (3.12)
Let a0 and ϕ given by W.K.B. method (see Section 3.1). We deﬁne
J (x,h) =
∞∫
0
∫
Γ
∫
Rn
χ(t)e
i
h (ϕ(t,x,ξ)−〈z,ξ 〉)a0(t, x, ξ)A(z) Sˆ(ξ)dξ dσ(z)dt,
so that by Proposition 3.1:
B0(h) = ih
− 1+n+d2
(2π)n
J (h)
(
1+ o
h→0
(1)
)
in L2
(
R
n). (3.13)
Let
κ(t, x, z, ξ) = χ(t)a0(t, x, ξ)A(z) Sˆ(ξ).
We recall that we set ψ(t, x, z, ξ) = ϕ(t, x, ξ) − 〈z, ξ〉.
2. Let N ∈ N. To estimate J , we deﬁne, for all δ ∈ ]0, δ0]:
Jδ(x) = 1Γ˜ (]δτ0,2δτ0])(x)
∞∫ ∫ ∫
n
e
i
hψ(t,x,z,ξ)κ(t, x, z, ξ)dξ dσ(z)dt.0 Γ R
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J

δ (x) = 1Γ˜ (]δτ0,2δτ0])(x)
∞∫
0
∫
Γ
∫
|ξz |>d1δ
e
i
h ψ(t,x,z,ξ)κ(t, x, z, ξ)dξ dσ(z)dt.
Since ∂zψ(t, x, z, ξ) = ξz , N partial integrations in z show that
∣∣ Jδ (x)∣∣ c1Γ˜ (]δτ0,2δτ0])(x)
(
h
δ
)N
,
and hence, since Γ˜ (]δτ0,2δτ0]) is of size O (δn−d) (see (2.1)) we have
∥∥ Jδ ∥∥L2(Rn)  chNδ n−d2 −N . (3.14)
3. By (3.2) we have
∂ξψ(t, x, z, ξ) = x− (z + 2tξ) + t2∂ξ r(t, x, ξ),
and hence:
[
x− (z + 2tξ)]∧ · ∂ξψ(t, x, z, ξ) = ∣∣x− (z + 2tξ)∣∣+ t2[x− (z + 2tξ)]∧ · ∂ξ r(t, x, ξ),
where xˆ stands for x|x| . Let M = ‖∂ξ r‖L∞([0,τ0]×R2n) . For 0 t  δmin( τ0γm4d2 ,
√
τ0γm
4M ) (where γm is given
in Proposition 2.5), x ∈ Γ˜ (]δτ0,2δτ0]), z ∈ Γ and ξ ∈ C(d1,d2) we have
∣∣x− (z + 2tξ)∣∣ |x− z| − 2t|ξ | δτ0γm − 2td2  δτ0γm
2
,
and hence:
∣∣x− (z + 2tξ)∣∣+ t2[x− (z + 2tξ)]∧ · ∂ξ r  δτ0γm
4
. (3.15)
On the other hand if t ∈ [δ 2τ0(2d1+γM )+1d1 , τ0], zxx is a point of Γ1 for which |x − zxx| = d(x,Γ1)
(such a zxx exists if τ0 has been chosen small enough) and ξ ∈ C(d1,d2) is such that |ξz | δd1, then
∣∣x− (z + 2tξ)∣∣ |z + 2tξ − zxx| − |x− zxx|

∣∣z + 2tξ⊥z − zxx∣∣− 2δτ0d1 − 2δτ0γM
 2td1 − 2δτ0(2d1 + γM),
since for t small enough: d(z + 2tξ⊥z ,Γ ) = |2tξ⊥z | 2t|ξ | − 2t|ξz |. Thus:
∣∣x− (z + 2tξ)∣∣+ t2[x− (z + 2tξ)]∧ · ∂ξ r  t(d1 − τ0M) + td1 − 2δτ0(2d1 + γM) δ + t d1
2
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such that for δ ∈ ]0, δ0], t ∈ [0, δC ] ∪ [Cδ, τ0], x ∈ Γ˜ (]δτ0,2δτ0]), z ∈ Γ and ξ ∈ C(d1,d2) such that
|ξz | δd1 we have∣∣x− (z + 2tξ)∣∣+ t2[x− (z + 2tξ)]∧ · ∂ξ r(t, x, ξ) c0(δ + t). (3.16)
Hence we can check that for all α ∈ Nn there exists cα  0 such that:∣∣∣∣∂αξ [x− (z + 2tξ)]∧|x− (z + 2tξ)| + t2[x− (z + 2tξ)]∧.∂ξ r(t, x, ξ)
∣∣∣∣ cαδ .
We choose a function χ1 ∈ C∞(R) equal to 1 in a neighborhood of ]−∞, 12C ] ∪ [2C,+∞[ and zero on
[ 1C ,C], and χ0 = 1− χ1. Then we have Jδ = J1δ + J0δ + Jδ where, for j ∈ {0,1}:
J jδ(x) = 1Γ˜ (]δτ0,2δτ0])(x)
∞∫
0
∫
Γ
∫
|ξz |δd1
χ j
(
t
δ
)
e
i
h ψ(t,x,z,ξ)κ(t, x, z, ξ)dξ dσ(z)dt.
We consider the operator:
L :u →
(
(t, x, z, ξ,h) → −ih [x− (z + 2tξ)]
∧ · ∂ξu
|x− (z + 2tξ)| + t2[x− (z + 2tξ)]∧ · ∂ξ r
)
.
The function (t, x, z, ξ,h) → exp( ihψ(t, x, z, ξ)) is invariant by L and the adjoint L∗ is given by
L∗ : v →
(
(t, x, z, ξ) → ih divξ
( [x− (z + 2tξ)]∧v
|x− (z + 2tξ)| + t2[x− (z + 2tξ)]∧ · ∂ξ r
))
.
N partial integrations with L prove
∣∣ J1δ (x)∣∣ CN
(
h
δ
)N
1Γ˜ (]δτ0,2δτ0])(x),
and hence:
∥∥ J1δ∥∥L2(Rn)  CNhNδ n−d2 −N . (3.17)
4. We now turn to J0δ . We recall that for z ∈ Γ and ζ ∈ TzΓ of norm less than γ1, expz(ζ ) is well
deﬁned on Γ1. For δ and τ0 small enough, if x ∈ Γ˜ (]δτ0,2δτ0]), t ∈ [0, τ0], and dΓ (z, zx)  δ then
|x− z| δ2 and |x− (z+ 2tξ)| δ4 . As a result we can do partial integrations with L as before and see
that modulo O ((h/δ)N ), J0δ (x) is given by integration over z in a neighborhood of radius δ around zx:
J0δ (x) = 1Γ˜ (]δτ0,2δτ0])(x)
∞∫
0
∫
BΓ (zx,δ)
∫
|ξz |δd1
χ0
(
t
δ
)
e
i
hψ(t,x,z,ξ)κ(t, x, z, ξ)dξ dσ(z)dt
+ O ((h/δ)N).
After the change of variables t = θδ and z = expzx (δζ ), ζ ∈ BTzxΓ , we get for y ∈ Γ˜ (]τ0, δτ0]):
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(
x(δt y, zy, ξy)
)
= δ1+d1Γ˜ (]τ0,2τ0])(y)
∫
BTzy Γ
∫
Rn
∞∫
0
χ0(θ)κ˜(θ, y, ξ, ζ )e
i
h δΦy(θ,ζ,ξ,δ) dθ dξ dζ + O ((h/δ)N),
where
κ˜(θ, y, ζ, ξ, δ) = κ(δθ, x(δt y, zy, ξy),expzx(δζ ), ξ,h)δ−d∂ζ (expzx(δζ )),
and Φy is deﬁned in (3.6). For y ∈ Γ˜ ([τ0,2τ0]) and δ ∈ ]0, δ0], there is by Proposition 3.3 a unique
critical point (θ˜y,δ, ζ˜y,δ, ξ˜y,δ) ∈ ]0, 3τ0γ1 [×BTzyΓ × Rn for Φy . Then
∂θ,ζ,ξΦy(θ, ζ, ξ, δ) = Hessθ,ζ,ξ Φy(θ˜y,δ, ζ˜y,δ, ξ˜y,δ, δ)
(
(θ, ζ, ξ) − (θ˜y,δ, ζ˜y,δ, ξ˜y,δ)
)
+ O
(θ,ζ,ξ)→(θ˜y,δ ,ζ˜y,δ ,ξ˜y,δ)
(|θ − θ˜y,δ|, |ζ − ζ˜y,δ|, |ξ − ξ˜y,δ|),
and hence:
(θ, ζ, ξ) − (θ˜y,δ, ζ˜y,δ, ξ˜y,δ) =
[
Hessθ,ζ,ξ Φy(θ˜y,δ, ζ˜y,δ, ξ˜y,δ, δ)
]−1(
∂θ,ζ,ξΦy(θ, ζ, ξ)
)
+ O
(θ,ζ,ξ)→(θ˜y,δ ,ζ˜y,δ ,ξ˜y,δ)
(|θ − θ˜y,δ|, |ζ − ζ˜y,δ|, |ξ − ξ˜y,δ|).
Since Hessθ,ζ,ξ Φy(θ˜y,δ, ζ˜y,δ, ξ˜y,δ, δ)−1 is bounded uniformly in y and δ, the quantity
|(θ, ζ, ξ) − (θ˜y,δ, ζ˜y,δ, ξ˜y,δ)|
|∂θ,ζ,ξΦy(θ, ζ, ξ, δ)|
is bounded uniformly in y and δ. We can use Theorems 7.7.5 and 7.7.6 in [17], which gives
∣∣ J0δ (x)∣∣ cδ1+d
(
h
δ
) n+d+1
2
1Γ˜ (]δτ0,2δτ0])(x) + c
(
h
δ
)N
1Γ˜ (]δτ0,2δτ0])(x),
and thus: ∥∥ J0δ∥∥L2(Rn)  cδ 12 h n+d+12 + chNδ n−d2 −N . (3.18)
5. For γ ∈ ]0,1] we deﬁne
J˜γ (x) = 1Γ˜ ([0,2γ τ0])(x)
∞∫
0
∫
Γ
∫
Rn
e
i
h ψ(t,x,z,ξ)κ(t, x, z, ξ)dξ dσ(z)dt.
J˜

γ is deﬁned as J

δ with 1Γ˜ (]δτ0,2δτ0]) replaced by 1Γ˜ ([0,2γ τ0]) . An estimate like (3.14) holds for J˜

γ .
We now note χ+ = 1[C,+∞[χ1, χ− = 1− χ+ , and
J˜±γ (x) = 1Γ˜ ([0,2γ τ0])(x)
∞∫
0
∫
Γ
∫
|ξ|γ d
χ±
(
t
γ
)
e
i
h ψ(t,x,z,ξ)κ(t, x, z, ξ)dξ dσ(z)dt.z 1
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∥∥ J˜+γ ∥∥L2(Rn)  CNhNγ n−d2 −N . (3.19)
To estimate J−γ , we remark that we are integrating a bounded function over a set of size O (γ ) in t
and over {(z, ξ) ∈ Γ × C(d1,d2), |ξz | γ d1} whose volume is of size O (γ d), so
∣∣ J˜−γ (x)∣∣ cγ 1+d1Γ˜ ([0,2γ τ0])(x).
Taking the L2(Rn) norm in x gives
∥∥ J˜−γ ∥∥L2(Rn)  cγ 1+ n+d2 . (3.20)
6. Estimates (3.14), (3.17), (3.18), (3.19) and (3.20) allow to conclude: let τ1 ∈ ]0, δ0τ0] and μ ∈
]0,1[, we use a dyadic decomposition δ = 2−m with h1−μ < δ < τ1/τ0, that is: ln2(τ0) − ln2(τ1) <
m < −(1−μ) ln2 h. We write m− = ln2(τ0) − ln2(τ1) and m+ = −(1−μ) ln2 h. Then
‖1Γ˜ ([0,τ1]) J‖ ‖ J˜h1−μ‖ +
∑
m−<m<m+
‖ J2−m‖,
with
‖ J˜h1−μ‖
∥∥ J˜
h1−μ
∥∥+ ∥∥ J˜−
h1−μ
∥∥+ ∥∥ J˜+
h1−μ
∥∥
 cN
(
h(1−μ)(
n+d
2 +1) + h(1−μ) n−d2 +μN)
 cNh
n+d+1
2
(
h
1
2−μ( n+d2 +1) + hμN− 12−d−μ n−d2 )
and
∑
m−<m<m+
‖ J2−m‖
∑
m−<m<m+
(∥∥ J12−m∥∥+ ∥∥ J02−m∥∥+ ∥∥ J2−m∥∥)
 cN
(
hN
∑
mm+
(
2N−
n−d
2
)m + h n+d+12 ∑
m−m
2−
m
2
)
 cN
(
hN−(1−μ)(N−
n−d
2 ) + h n+d+12 √τ1
)
 cNh
n+d+1
2
(
hμN−
1
2−d−μ n−d2 + √τ1
)
.
We now take μ > 0 so small that ν := 12 −μ(n+d2 + 1) > 0 and then N big enough to have μN − 12 −
d −μn−d2  ν . This gives
‖1Γ˜ ([0,τ1]) J‖L2(Rn)  ch
n+d+1
2
(√
τ1 + hν
)
.
If τ1 and h0 are small enough we have c(
√
τ1 + hν) ε2 for all h ∈ ]0,h0]. By (3.13), it only remains
to take h0 small enough to conclude. 
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ψ˜x,z : (t, ζ, ξ) → ψ
(
t, x,expz(ζ ), ξ
)
. (3.21)
This is well deﬁned for t ∈ ]0,2τ0], ξ ∈ Rn and ζ in a neighborhood Uz of 0 in TzΓ . Now for x ∈
Γ˜ (]0,2τ0]) we set ψ(x) = ψ(tx, x, zx, ξx) = ϕ(tx, x, ξx) − 〈zx, ξx〉 and
b0(x) = i(2π) d+1−n2 e
iπ
4 sgnHess ψ˜x,zx (tx,0,ξx)
|detHess ψ˜x,zx(tx,0, ξx)|
1
2
A(zx)a0(tx, x, ξx) Sˆ(ξx)χ(tx). (3.22)
b0 can be continuously extended by 0 outside Γ˜ ([0,2τ0]).
Proposition 3.6. Let U be a neighborhood of Γ0 in Rn. Then on Rn \ U the function B0(h) is a lagrangian
distribution of phase ψ and principal symbol b0 .
This means that B0(h) is of the form B0(x,h) = e ih ψ(x)b0(x) + o(1). Note that if (3.4) holds we
can have B0(x) = e ih ψ(x)b(x,h) + O (h∞) where b(x,h) ∼∑∞j=0 h jb j(x) for some functions b j , j  1.
See [26] for more details about lagrangian distributions (in the microlocal setting). In the sequel, when
we say that fh is microlocalized in Ω ⊂ R2n , this means that for q ∈ C∞0 (R2n) supported outside Ω
we have ‖Opwh (q) fh‖ −−−→h→0 0 if we only have (1.5), and ‖Opwh (q) fh‖ = O (h∞) (this is the usual sense)
if (3.4) holds.
Proof. Everything we need is already in the proof of Proposition 3.5. Maybe after changing f away
from NΓ0, we can ﬁnd τ2 ∈ ]0,2τ0] such that x(t,w) ∈ U ∪ Γ˜ ([τ2,2τ0]) for all t ∈ [0, τ0] and w ∈
supp f , so by Egorov’s Theorem we have
1Γ˜ ([0,2τ0])\U B0(h) = 1Γ˜ (]τ2,2τ0])\U B0(h) + Oh→0
(
h∞
)
.
Let us come back to the proof of (3.15) with δ = τ2. We see that if χ ∈ C∞0 (R∗+) is such that χ(t) =
χ(t) for t min( τ2γm4d2 ,
√
τ2γm
4M ), then in L
2(Γ˜ (]τ2,2τ0])):
B0(x) = ih
− 1+n+d2
(2π)n
∞∫
0
∫
Γ
∫
Rn
χ(t)e
i
h ψ(t,x,z,ξ)a0(t, x, ξ)A(z) Sˆ(ξ)dξ dσ(z)dt
(
1+ o
h→0
(1)
)
.
Moreover as we explained for J0δ the only relevant part of integration on z is around zx , so
B0(x,h) = ih
− 1+n+d2
(2π)n
∞∫
0
∫
Uzx
∫
Rn
χ(t)e
i
h ψ˜x,zx (t,ζ,ξ)a(t, x, ξ,h)A
(
expz(ζ )
)
Sˆ(ξ) J x(ζ )dξ dζ dt
×
(
1+ o
h→0
(1)
)
(3.23)
in L2(Γ˜ (]τ2,2τ0])), where J x denotes the jacobian of the diffeomorphism expzx . Then, as we did
to study J0δ , we use the results of Section 3.2 and stationnary phase method to get the result on
Γ˜ (]τ2,2τ0]) (in particular the only stationnary point for ψ˜x,zx is (tx,0, ξx)). Then we can conclude
with (3.10). 
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∣∣detHess ψ˜x,zx(tx,0, ξx)∣∣= 2n−d+1tn−d−1x |ξx|2 + O
tx→0
(
tn−dx
)
.
Proof. By (3.2) we have
∣∣detHess ψ˜x,z(t,0, ξ)∣∣=
∣∣∣∣∣∣∣∣
det
⎛
⎜⎜⎝
∂2t ϕ(t, x, ξ) 0 −2 tξz −2 tξ⊥z
0 A −Id 0
−2ξz −Id −2t Id 0
−2ξ⊥z 0 0 −2t In−d
⎞
⎟⎟⎠
∣∣∣∣∣∣∣∣
(
1+ O
t→0
(t)
)
= 2n−d+1tn−d−1∣∣ξ⊥z ∣∣2 + O
t→0
(
tn−d
)
where, for 1 i, j  d,
Aij = −∂2ζiζ j
〈
expz(ζ ), ξ
〉
only appears in the rest, and (ξx)⊥zx = ξx since (zx, ξx) ∈ NEΓ . 
4. Partial result for ﬁnite times
For T ∈ R, let χT : t → χ(t − T ), where χ is deﬁned in Section 3.3. We use this cut-off function to
deﬁne uTh (see (1.19) and below). Without loss of generality, we may assume that τ0 < 1.
4.1. Intermediate times contribution
We begin with a proposition which states that for w ∈ R2n and q ∈ C∞0 (R2n) supported close to w ,
then in the integral
uTh =
i
h
∞∫
0
χT (t)U
E
h (t)Sh dt,
only times around tw,k for δw  k K Tw give a relevant contribution.
Proposition 4.1. Let w ∈ R2n and χ˜ ∈ C∞0 (R) a function which vanishes near tw,k for all k ∈ δw , Kw. Then
there exist a neighborhood V of w in R2n and a neighborhood G˜ ⊂ G of NEΓ 0 (G is deﬁned in Section 3.3)
such that for all q ∈ C∞0 (R2n) supported in V and f ∈ C∞0 (R2n) supported in G˜ , we have in L2(Rn):
Opwh (q)
(
i
h
∞∫
0
χ˜ (t)U Eh (t)Oph( f )Sh dt
)
= O
h→0
(
h∞
)
.
Proof. There exist a neighborhood G˜ ⊂ G of NEΓ 0 in R2n and a neighborhood V of w such that
for all w˜ ∈ G˜ and t ∈ supp χ˜ we have φt(w˜) /∈ V . Otherwise we can ﬁnd tm ∈ supp χ˜ and wm ∈ R2n
for m ∈ N such that d(wm,NEΓ 0) → 0 and φtm (wm) → w . By passing to a subsequence if needed,
we may assume that tm → t ∈ supp χ˜ and wm → w∞ ∈ NEΓ 0. Then we have φt(w∞) = w , which is
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we have for all t ∈ supp χ˜ : ∥∥Opwh (q)U Eh (t)Oph( f )∥∥= O
h→0
(
h∞
)
,
where the rest is uniform in t ∈ supp χ˜ . An integration over t gives the result. 
Let w ∈ Λ∞ and τw = min(tw,1, τ0). We consider χw ∈ C∞0 (R) supported in ]0,2τw [ and equal
to 1 in a neighborhood of τw . For T ∈ R and f as in Section 3.3 we set
BTw(h) =
i
h
∞∫
0
χT+τw (t)χw(t)U Eh (t)Oph( f )Sh dt,
and for k ∈ 1, Kw:
BTw,k(h) =
i
h
∞∫
0
χT (t)χw(t − tw,k + τw)U Eh (t)Oph( f )Sh dt. (4.1)
As in Proposition 3.6 (and we do not even have to worry about very small times since χw vanishes
around 0) we see that BTw(h) is a lagrangian distribution of submanifold
Λ˜ = {(x, ∂xψ), x ∈ Γ˜ (]0,2τ0])}= {(x, ∂xϕ(tx, x, ξx)), x ∈ Γ˜ (]0,2τ0])}
= {φtx(zx, ξx), x ∈ Γ˜ (]0,2τ0])}= {φt(z, ξ), t ∈ ]0,2τ0], (z, ξ) ∈ NEΓ }
and of principal symbol:
bTw(x) = i(2π)
d+1−n
2
e
iπ
4 sgnHess ψ˜x,zx (tx,0,ξx)
|detHess ψ˜x,zx(tx,0, ξx)|
1
2
A(zx)a0(tx, x, ξx) Sˆ(ξx)χw(tx)χT+τw (tx).
Proposition 4.2. For T  0, w ∈ ΛT and k ∈ 1, K Tw, BTw,k(h) is a lagrangian distribution of lagrangian
submanifold φtw,k−τw Λ˜. We denote by bTw,k and ψw,k the principal symbol and the phase of this distribution.
Remark. Again, with (1.5) this means that BTw,k(h) = e
i
h ψw,kbTw,k + o(1), but with assumption (3.4)
we can write BTw,k(h) = e
i
h ψw,k b˜Tw,k(h) + O (h∞) where b˜Tw,k(h) is a classical symbol of principal sym-
bol bTw,k .
Proof. We have
BTw,k(h) =
i
h
∞∫
tw,k−τw
χT (t)χw(t − tw,k + τw)U Eh (t)Oph( f )Sh dt
= i
h
∞∫
0
χT (t + tw,k − τw)χw(t)U Eh (t + tw,k − τw)Oph( f )Sh dt
= U Eh (tw,k − τw)BT−tw,kw (h).
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i(tw,k−τw )
h (H
h
1−Eh) maps a lagrangian distribution of submanifold Λ˜ into a la-
grangian distribution of submanifold φtw,k−τw Λ˜ (see [26,11]). We can see that this also applies to
U Eh (tw,k − τw). Computations are actually close to that of Section 3.1, where we see that the imag-
inary part of the potential does not affect the phase but only the amplitude. Here again, V2 only
appears in the symbol bTw,k . 
4.2. Convergence toward a partial semiclassical measure
We are now ready to give the semiclassical measure for uTh .
Theorem 4.3. Let T  0. There exists a non-negative Radon measure μT on R2n supported on NEΓ 0 ∪ ΛT
and such that for all q ∈ C∞0 (R2n) we have
〈
Opwh (q)u
T
h ,u
T
h
〉−−−→
h→0
∫
qdμT . (4.2)
Proof. 1. Localization around a point w ∈ R2n. We are going to prove that for any w ∈ R2n there exists
an open neighborhood Vw,T ⊂ R2n such that for all q ∈ C∞0 (R2n) supported in Vw,T we have
〈
Opwh (q)u
T
h ,u
T
h
〉−−−→
h→0
∫
qdμw,T , (4.3)
where μw,T is a Radon measure on Vw,T . If w1,w2 ∈ R2n are such that Vw1,T ∩ Vw2,T = ∅, then the
two measures μw1,T and μw2,T coincide on Vw1,T ∩Vw2,T (we only have to consider the two versions
of (4.3) for q ∈ C∞0 (R2n) supported in Vw1,T ∩ Vw2,T ). Thus we can deﬁne the measure μT on R2n
as the only measure which coincides with μw,T on Vw,T for all w ∈ R2n . Then, for all q ∈ C∞0 (R2n)
a partition of unity and a ﬁnite number of applications of (4.3) give (4.2). So let w ∈ R2n . According
to Corollary 2.12, we already know that
〈
Opwh (q)u
T
h ,u
T
h
〉−−−→
h→0 0 (4.4)
for all q ∈ C∞0 (R2n) supported outside p−1({E0}). Thus we can assume that p(w) = E0.
2. Localization around relevant times. We recall that χ and χw have been chosen in Sections 3.3
and 4.1. By Corollary 2.6, if w ∈ NEΓ0 ∩ ΛT then tw,1  3τ0. Hence, for all w ∈ NEΓ 0 ∪ ΛT , sup-
ports of functions δwχ and χTχw(· − tw,k + τw) for 1  k  K Tw are pairwise disjoint, so if we
set
∀t ∈ R, χ˜ (t) = χT (t) − δwχ(t) −
K Tw∑
k=1
χT (t)χw(t − tk + τw,k),
we have χ˜ ∈ C∞0 (R, [0,1]) and χ˜ vanishes around tw,k for all k ∈ δw , Kw. In particular χ˜ = χT if
w /∈ (NEΓ 0 ∪ΛT ). By Proposition 4.1 there exist a function fw,T ∈ C∞0 (R2n) supported in G and equal
to 1 around NEΓ 0, and a neighborhood Vw,T of w in R2n such that for q supported in Vw,T we have
in L2(Rn):
Opwh (q)v
T
h = Opwh (q)u˜Th + O
(
h∞
)
,h→0
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vTh =
i
h
∞∫
0
χT (t)U
E
h (t)Oph( fw,T )Sh dt and u˜
T
h = δw BTw,0(h) +
K Tw∑
k=1
BTw,k(h).
BTw,0(h) is deﬁned in (3.9) and the B
T
w,k(h) are given by (4.1) with f replaced by fw,T . We can
assume that Vw,T ⊂ p−1(]E0 − δ, E0 + δ[) where δ > 0 is given by Proposition 2.13, and then we
have
〈
Opwh (q)u
T
h ,u
T
h
〉= 〈Opwh (q)vTh , vTh 〉+ O
h→0
(
h∞
)= 〈Opwh (q)u˜Th , u˜Th 〉+ O
h→0
(
h∞
)
. (4.5)
In particular we have 〈Opwh (q)uTh ,uTh 〉 = O (h∞) if w /∈ NEΓ 0 ∪ ΛT and suppq ⊂ Vw,T .
3. Deﬁnition of the measure μw,T . For k ∈ 1, K Tw and Ω a borelian set in Vw,T we deﬁne
μw,T ,k(Ω) =
∫
Rn
1Ω
(
x, ∂ψw,k(x)
)∣∣bTw,k(x)∣∣2 dx, μw,T ,0(Ω) = δw
∫
Rn
1Ω
(
x, ∂ψ(x)
)∣∣b0(x)∣∣2 dx,
and ﬁnally:
μw,T =
K Tw∑
k=0
μw,T ,k,
which deﬁnes a Radon measure on Vw,T . Note that all these measures are non-negative. Vw,T and
μw,T are now ﬁxed, and we have to prove that for any ε > 0 and q ∈ C∞0 (R2n) supported in Vw,T ,
there is h0 > 0 such that for all h ∈ ]0,h0]:
∣∣∣∣〈Opwh (q)uTh ,uTh 〉−
∫
qdμw,T
∣∣∣∣ ε. (4.6)
Let ε > 0 and q supported in Vw,T . (4.5) yields
∣∣〈Opwh (q)uTh ,uTh 〉− 〈Opwh (q)u˜Th , u˜Th 〉∣∣ ε6 (4.7)
for all h ∈ ]0,h0] if h0 > 0 is small enough.
4. Self-intersections of ΛT . Taking Vw,T smaller if necessary, we may assume that ΛT ∩ Vw,T ⊂⋃K Tw
k=δw Λw,k ∩ Vw,T . Let j = k ∈ δw , K Tw. We set
Λw, j,k = Λw, j ∩ Λw,k.
Let l ∈ δw , K Tw. According to assumption (1.15) and Proposition 2.7, Λw, j,k ∩ Λw,l is of measure 0
in Λw,l . By regularity of the measure σΛw,l , for all m ∈ N∗ we can ﬁnd an open set Umj,k,l in Λw,l such
that:
Λw, j,k ∩ Λw,l ⊂ Umj,k,l and σΛw,l
(
Umj,k,l
)
 1 .m
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2n such that Umj,k,l = Vmj,k,l ∩ Λw,l . Let
Vm =
⋃
δw j<kK Tw
⋂
δwlK Tw
Vmj,k,l.
By Urysohn’s Lemma there exists a function γm ∈ C∞(R2n, [0,1]) equal to 1 outside Vm and zero in
a neighborhood of
⋃
δw j<kK Tw Λw, j,k . Hence the sets Λw, j for j ∈ δw , K Tw do not intersect on the
support of γm and
∀ j ∈ δw , K Tw

, σΛw, j
(
supp(1− γm)
)= O
m→∞
(
1
m
)
.
Functions Opwh (γm)B
T
w,k(h) are lagrangian distributions microlocally supported in Λw,k ∩ supp(γm)
with symbols uniformly bounded in h and k, so there is c  0 such that for all h ∈ ]0,h0]:
∥∥u˜Th − Opwh (γm)u˜Th ∥∥L2(Rn)  c√m + oh→0(1).
Moreover, for j = k ∈ δw , K Tw the distributions Opwh (qγm)BTw, j(h) and Opwh (q˜γm)BTw,k(h) have dis-
joint microsupports, so for q˜ ∈ C∞0 (R2n) supported in Vw,T and equal to 1 on a neighborhood of
suppq we have
〈
Opwh (qγm)B
T
w, j(h),Op
w
h (q˜γm)B
T
w,k(h)
〉−−−→
h→0 0.
Taking m ∈ N large enough, h0 > 0 small enough and using (4.7), we obtain for all h ∈ ]0,h0]:
∣∣∣∣∣〈Opwh (q)uTh ,uTh 〉−
K Tw∑
k=δw
〈
Opwh (qγm)B
T
w,k(h), B
T
w,k(h)
〉∣∣∣∣∣ ε3 . (4.8)
5. Convergence for intermediate times. Assume that w ∈ ΛT and let k ∈ 1, K Tw. We know that
BTw,k(h) is a lagrangian distribution of phase ψw,k and of principal symbol b
T
w,k , hence we have
〈
Opwh (qγm)B
T
w,k(h), B
T
w,k(h)
〉= ∫
Rn
(qγm)
(
x, ∂ψw,k(x)
)∣∣bTw,k(x)∣∣2 dx+ oh→0(1).
If m is large enough and h0 small enough, we have for all h ∈ ]0,h0]:∣∣∣∣〈Opwh (qγm)BTw,k(h), BTw,k(h)〉−
∫
Rn
q
(
x, ∂ψw,k(x)
)∣∣bTw,k(x)∣∣2 dx
∣∣∣∣ ε3K Tw . (4.9)
6. Convergence for small times. It only remains to consider the term δw〈Opwh (qγm)BTw,0(h), BTw,0(h)〉.
We assume that w belongs to NEΓ 0. Let τ1 ∈ ]0, τ0] and v ∈ C∞0 (Rn, [0,1]) such that supp v ⊂
Γ˜ ([0, τ1]) and v is equal to 1 in a neighborhood of Γ0. By Proposition 3.5, if τ1 > 0 is small enough
we have
∥∥vBTw,0(h)∥∥L2(Rn)  ε .6
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distribution (see Proposition 3.6) and
〈
Opwh (qγm)(1− v)BTw,0(h), BTw,0(h)
〉= ∫
Rn
(qγm)
(
x, ∂ψ(x)
)(
1− v(x))∣∣b0(x)∣∣2 dx+ o
h→0
(1).
Thus, if τ1 and h0 are small enough and m ∈ N∗ is large enough, we obtain for all h ∈ ]0,h0]:∣∣∣∣〈Opwh (qγm)BTw,0(h), BTw,0(h)〉−
∫
qdμw,T ,0
∣∣∣∣ ε3 . (4.10)
7. According to (4.8), (4.9) and (4.10), we can conclude that (4.6) holds. 
Corollary 4.4. Let T  0 and q ∈ C∞0 (R2n). We have
sup
h∈]0,1]
∥∥Opwh (q)uTh ∥∥2 < ∞.
Proof. There exists q1 ∈ C∞0 (R2n) such that:
∥∥Opwh (q)uTh ∥∥2 = 〈Opwh (q)∗Opwh (q)uTh ,uTh 〉
= 〈Opwh (|q|2)uTh ,uTh 〉+ h〈Opwh (q1)uTh ,uTh 〉+ O
h→0
(h)
−−−→
h→0
∫
|q|2 dμT . 
5. Convergence toward a semiclassical measure
5.1. Large times control
As mentioned in the introduction, the following proposition states that the outgoing solution uh is
microlocally zero in the incoming region.
Proposition 5.1. Let d > 0 and σ ∈ ]0,1[. There exists R > 0 such that for z ∈ CI,+ and ω− ∈ S0(R2n)
supported in Z−(R,d,−σ) we have
∥∥Oph(ω−)(Hh − (z + i0))−1Sh∥∥L2(Rn) = O
h→0
(
h∞
)
,
where the size of the rest does not depend on z ∈ CI,+ .
The proof is postponed to Section 6. Here we use this proposition to show that for T large enough
and h > 0 small enough (in a sense to be made precise), 〈Opwh (q)uTh ,uTh 〉 is a good approximation of〈Opwh (q)uh,uh〉.
Lemma 5.2. Let R  0. Suppose that
∣∣V1(x)∣∣+ |x|∣∣∇V1(x)∣∣ E0 (5.1)
8
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p−1( J ) there exists T0  0 such that:
∀w ∈ K , ∀t  T0, φ−t(w) ∈ Bx(2R) ∪ Z−(2R,0,−σ0),
where Bx(2R) stands for {(x, ξ) ∈ R2n: |x| < 2R}.
Remark 5.3. Since {φ−t(w), t ∈ [0, T0], w ∈ K } is bounded, we could choose to let R depend on K
and have the result for all t  0.
Proof. We recall that J ⊂ [ E02 ,2E0] and Ωb( J ) ⊂ Bx(R) = {(x, ξ) ∈ R2n: |x| < R} (see [23, Proposi-
tion 4.1]). We set U = Bx(R) ∪
◦Z−(2R,0,−σ0). U is in particular an open subset of R2n .
1. Let w ∈ K . We ﬁrst prove that if φ−tw (w) ∈ U for some tw  0, then for all t  tw we have
φ−t(w) ∈ Bx(2R) ∪ Z−(2R,0,−σ0). (5.2)
We can check by direct computations that φ−t maps Z−(2R,0,−σ0) into itself for all t  0. Hence
we can assume that |x(−tw ,w)| < R . As long as |x(−t,w)| < 2R , we have (5.2), so we can assume
that there exists tw  t0 < t1 such that |x(−t0,w)| = R , |x(−t1,w)| = 2R and |x(−s,w)| ∈ ]R,2R[ for
all s ∈ ]t0, t1[. For all s ∈ [t0, t1] we have |ξ(−s,w)| 2√E0, so t1 − t0  R4√E0 . We also have
d
ds
x(−s,w) · ξ(−s,w) = −(2ξ(−s,w)2 − x(−s,w) · ∇V1(x(−s,w)))< − E0
2
.
Since x(−t0,w) · ξ(−t0,w) 0, this gives
x(−t1,w) · ξ(−t1,w)−(t1 − t0) E0
2
< − R
√
E0
8
,
and hence:
x(−t1,w) · ξ(−t1,w)
|x(−t1,w)||ξ(−t1,w)|
< − 1
32
.
Thus φ−t1 (w) ∈ Z−(2R,0,−σ0) if σ0  1/32, and this remains true for all t  t1.
2. Let w ∈ K . w is either in Ω−b ( J ), in which case {φ−t(w), t  0} has a limit point in Ωb( J ) ⊂ U ,
or w ∈ Ω−∞( J ) and then φ−t(w) ∈
◦Z−(2R,0,−σ0) ⊂ U for t  0 large enough. In both cases, since U
is open, we can ﬁnd τw > 0 and an open neighborhood Vw of w ∈ R2n such that φ−τw (v) ∈ U for all
v ∈ Vw . Since K is covered by a ﬁnite number of such neighborhoods, if T0 is large enough, then for
all v ∈ K we can ﬁnd τv ∈ [0, T0] such that φ−τv (v) ∈ U , which concludes the proof. 
Lemma 5.4. Let R, σ0 be as in Lemma 5.2 and such that the conclusion of Proposition 5.1 holds for d =√
E0
4 and σ = σ0/2. Let δ > 0 and Q ∈ C∞0 (R2n) supported in p−1( J ) and equal to 1 on a neighborhood of
p−1(I)∩ Bx(3R). Let q ∈ C∞0 (R2n) supported in p−1( J ). Then if T0  0 is large enough, for any T  T0 there
exists hT > 0 such that for all h ∈ ]0,hT ] we have∥∥Opwh (q)uh − Opwh (q)uTh − AδT (h)Opwh (Q )uh∥∥L2(Rn)  δ,
for some operator AδT (h) of norm less than δ in L(L2(Rn)) for all h ∈ ]0,hT ].
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ω− ∈ S0(R2n) equal to 1 in a neighborhood of Z−(2R,√E0/2,−σ0) and supported in Z−(R,√E0/4,
−σ0/2). For t  0 and z ∈ CI,+ we set Uh(t, z) = e− ith (Hh−z) . For all T  0 we have
Opwh (q)(Hh − z)−1Sh =
i
h
∞∫
0
Opwh (q)Uh(t, z)Sh dt
= i
h
∞∫
0
χT (t)Op
w
h (q)Uh(t, z)Sh dt
+ i
h
∞∫
T
(
1−χT (t)
)
Opwh (q)Uh(t, z)Sh dt, (5.3)
with
i
h
∞∫
T
(
1− χT (t)
)
Opwh (q)Uh(t, z)Sh dt
= − i
h
∞∫
T
χT (t)Op
w
h (q)Uh(t, z)Sh dt +
i
h
∞∫
T
Opwh (q)Uh(t, z)Sh dt
= −Opwh (q)Uh(T , z)
i
h
∞∫
0
χ(t)Uh(t, z)Sh dt + Opwh (q)Uh(T , z)(Hh − z)−1Sh.
2. We have
Opwh (q)Uh(T , z)(Hh − z)−1Sh
= Opwh (q)Uh(T , z)Opwh (Q )(Hh − z)−1Sh
+ Opwh (q)Uh(T , z)Opwh (1− Q )θ(x)(Hh − z)−1Sh
+ Opwh (q)Uh(T , z)Opwh (1− Q )
(
1− θ(x))Oph(ω−)(Hh − z)−1Sh
+ Opwh (q)Uh(T , z)Opwh (1− Q )
(
1− θ(x))Oph(1−ω−)(Hh − z)−1Sh.
Since the function (x, ξ) → (1 − Q )(x, ξ)θ(x) vanishes on a neighborhood of p−1(I), we have by
Proposition 2.11
∥∥Opwh (q)Uh(T , z)Opwh (1− Q )θ(x)(Hh − z)−1Sh∥∥ c√h,
uniformly in T  0 and z ∈ CI,+ . According to Proposition 5.1 we have
∥∥Opwh (q)Uh(T , z)Opwh (1− Q )(1− θ(x))Oph(ω−)(Hh − z)−1Sh∥∥
 c
∥∥Oph(ω−)(Hh − z)−1Sh∥∥= O (h∞),
h→0
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Lemma 5.2 for K = suppq. The function q ◦ φT vanishes in a neighborhood of the support of the
function (x, ξ) → (1− θ(x))(1−ω−(x, ξ)), so according to Egorov’s Theorem:
∥∥Opwh (q)Uh(T , z)Opwh (1− Q )(1− θ(x))Oph(1−ω−)(Hh − z)−1Sh∥∥

∥∥Opwh (q)Uh(T )(1− θ(x))Oph(1−ω−)〈x〉∥∥∥∥〈x〉−1(Hh − z)−1Sh∥∥
= O
h→0
(
h∞
)
,
where the size of the rest depends on T but is uniform in z ∈ CI,+ . Let now Q˜ ∈ C∞0 (R2n) supported
in p−1( J ) and equal to 1 in a neighborhood of supp Q , and
AδT (z,h) = Opwh (q)Uh(t, z)Opwh (Q˜ ).
According to Proposition 2.3, if T0 is large enough then for all T  T0 there exists hT > 0 such that
‖AδT (z,h)‖ δ for all h ∈ ]0,hT ] and z ∈ CI,+ .
3. For h > 0 small enough, we can take the limit z → Eh in (5.3), which gives
Opwh (q)uh = Opwh (q)uTh − Opwh (q)U Eh (T )u0h + AδT (Eh,h)Opwh (Q )uh + O
h→0
(
√
h ),
where the rest depends on T . Let q1,q2 ∈ C∞0 (R2n) supported in p−1( J ) and such that q1 is equal
to 1 on a neighborhood of Λ0 ∪ NEΓ 0 and q2 is equal to 1 on a neighborhood of suppq1. According
to Corollary 4.4 we have
∥∥Opwh (q)U Eh (T )u0h∥∥ ∥∥Opwh (q)Uh(T )Opwh (q1)∥∥∥∥Opwh (q2)u0h∥∥+ oh→0(1)
 C
∥∥Opwh (q)Uh(T )Opwh (q1)∥∥+ oh→0(1),
which is less that δ2 if T is large enough and h small enough according to Proposition 2.3. 
Proposition 5.5. Let q ∈ C∞0 (R2n) be supported in p−1(I) and ε > 0. If T0  0 is large enough, then for all
T  T0 there exists hT > 0 such that:
∀h ∈ ]0,hT ],
∣∣〈Opwh (q)uh,uh〉− 〈Opwh (q)uTh ,uTh 〉∣∣ ε.
Proof. 1. Let Q ∈ C∞0 (R2n) as in Lemma 5.4 and such that Q = 1 in a neighborhood of suppq. We
apply Lemma 5.4 with q = Q and δ = 12 . There exist T0  0 and hT0 > 0 such that for all h ∈ ]0,hT0 ]
we have
(
1− A1/2T0 (h)
)
Opwh (Q )uh = Opwh (Q )uT0h + r(h),
where ‖A1/2T0 (h)‖L(L2(Rn))  12 and ‖r(h)‖L2(Rn)  12 for all h ∈ ]0,hT0 ]. According to Corollary 4.4, the
right-hand side is bounded uniformly in h ∈ ]0,hT0 ]. But the operator (1 − A1/2T0 (h)) has a uniformly
bounded inverse, and hence Opwh (Q )uh is bounded uniformly in h ∈ ]0,hT0 ].
2. Since Opwh (q)uh = Opwh (q)Opwh (Q )uh + O (h∞) we can ﬁnd C > 0 such that:
∀h ∈ ]0,hT0 ],
∥∥Opwh (Q )uh∥∥ C and ∥∥Opwh (q)uh∥∥ C .
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∃T1  0, ∀T  T1, ∃hT ∈ ]0,hT0 ], ∀h ∈ ]0,hT ],
∥∥Opwh (q)(uh − uTh )∥∥ ε8C ,
and the same estimate with q replaced by Q . This gives in particular
∀T  T1, ∀h ∈ ]0,hT ],
∥∥Opwh (q)uTh ∥∥ 2C (5.4)
(for ε  8C2), and the same estimate for Q . For T  T1 and h ∈ ]0,hT ] we have
∣∣〈Opwh (q)uh,uh〉− 〈Opwh (q)uTh ,uTh 〉∣∣
= ∣∣〈Opwh (q)uh,Opwh (Q )uh〉− 〈Opwh (q)uTh ,Opwh (Q )uTh 〉∣∣+ O
h→0
(
h∞
)

∣∣〈Opwh (q)(uh − uTh ),Opwh (Q )uTh 〉∣∣+ ∣∣〈Opwh (q)uh,Opwh (Q )(uh − uTh )〉∣∣+ O
h→0
(
h∞
)
 ε
2
+ O
h→0
(
h∞
)
,
which is less than ε if hT is chosen small enough. 
5.2. Convergence of the partial measures
Proposition 5.6. There exists a non-negative Radon measure μ on R2n such that
∫
qdμT −−−−−→T→+∞
∫
qdμ,
and
〈
Opwh (q)uh,uh
〉−−−→
h→0
∫
qdμ
for all q ∈ C∞0 (R2n).
Proof. 1. Let T1  T2 ∈ R+ . For w ∈ R2n and q ∈ C00(R2n,R+) supported in Vw,T1 ∩ Vw,T2 we have
∫
qdμT1 =
∫
qdμw,T1 =
K
T1
w∑
k=0
∫
qdμw,T1,k 
K
T2
w∑
k=0
∫
qdμw,T2,k =
∫
qdμT2 .
Since any q ∈ C00(R2n,R+) can be written as a ﬁnite sum
∑
qi where qi ∈ C00(R2n,R+) is supported in
Vwi ,T1 ∩ Vwi ,T2 for some wi ∈ R2n , the same applies for all q ∈ C00(R2n,R+). This proves that
∫
qdμT
grows with T , and hence has a limit in R+ ∪ {+∞} when T goes to +∞.
2. For q ∈ C00(R2n) supported outside p−1({E0}) we already have
∫
qdμT = 0−−−−−→T→+∞ 0.
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such that q  q1 and q2 = 1 on a neighborhood of suppq1. Let C  0 given by (5.4) for q1 and q2.
For T large enough we have
0
∫
qdμT 
∫
q1 dμT = lim
h→0
〈
Opwh (q1)u
T
h ,u
T
h
〉= lim
h→0
〈
Opwh (q1)u
T
h ,Op
w
h (q2)u
T
h
〉
 4C2,
and hence
∫
qdμT has a ﬁnite limit when T goes to +∞. Now, for any q ∈ C00(R2n,C),
∫
qdμT =
∫
(Req)+ dμT −
∫
(−Req)+ dμT + i
∫
(Imq)+ dμT − i
∫
(− Imq)+ dμT
has a limit when T goes to +∞ (here (s)+ stands for max(0, s)). This limit deﬁnes a non-negative
(each μT is a non-negative measure) linear form on C00(R
2n). Let K be compact in R2n and Q ∈
C00(R
2n, [0,1]) equal to 1 on K . Then for all q ∈ C00(R2n) supported in K we have
∣∣∣∣
∫
qdμT
∣∣∣∣
∫
|q|dμT  ‖q‖L∞(R2n)
∫
Q dμT  ‖q‖L∞(R2n) lim
T→+∞
∫
Q dμT ,
and hence this limit is a continuous function of q ∈ C00(R2n). By Riesz’s Theorem, there exists a non-
negative Radon measure μ on R2n such that:
lim
T→∞
∫
qdμT =
∫
qdμ.
4. Let q ∈ C∞0 (R2n) and ε > 0. There exists T0  0 such that for all T  T0:
∣∣∣∣
∫
qdμ−
∫
qdμT
∣∣∣∣ ε3 .
According to Proposition 5.5, if T is chosen large enough there is hT > 0 such that
∀h ∈ ]0,hT ],
∣∣〈Opwh (q)uh,uh〉− 〈Opwh (q)uTh ,uTh 〉∣∣ ε3 ,
and by Theorem 4.3, taking hT smaller if necessary, we have
∣∣∣∣〈Opwh (q)uTh ,uTh 〉−
∫
qdμT
∣∣∣∣ ε3
for all h ∈ ]0,hT ]. Hence we get
∀h ∈ ]0,hT ],
∣∣∣∣〈Opwh (q)uh,uh〉−
∫
qdμ
∣∣∣∣ ε,
which proves the proposition. 
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We now prove the properties (i)–(iii) given in Theorem 1.1:
Proof of Theorem 1.1. 1. Statement (i) is a consequence of Corollary 2.12 and similarly (ii) comes from
Proposition 5.1.
2. It remains to prove (iii). Let q ∈ C∞0 (R2n,R) and Q = (−Hp + 2 Im E1 + 2V2)q ∈ C∞0 (R2n). If q is
supported outside p−1({E0}), this is also the case for Q , so
∫
Q dμ = 0 according to (i). On the other
hand: ∫
R2n
Q dμ = lim
h→0
〈
Opwh (Q )uh,uh
〉
= − lim
h→0
i
h
〈([
Hh1,Op
w
h (q)
]+ 2ih Im E1Opwh (q) + 2ihV2Opwh (q))uh,uh〉
= − lim
h→0
i
h
〈(
(Hh − Eh)∗Opwh (q) − Opwh (q)(Hh − Eh)
)
uh,uh
〉
= lim
h→0
2
h
Im
〈
Opwh (q)uh, (Hh − Eh)uh
〉
= lim
h→0
2
h
Im
〈
Opwh (q)uh, Sh
〉
.
This is zero if q is supported outside NΓ0, and hence (Hp + 2 Im E1 + 2V2)μ is supported on NEΓ 0.
3. Let τ1 ∈ ]0, τ0[ such that χ = 1 in a neighborhood of ]−∞, τ1] and f ∈ C∞0 (R2n, [0,1]) sup-
ported in p−1( J ), equal to 1 in a neighborhood of NEΓ 0 and such that
Λ f :=
{
φt(w), t ∈ [τ1, τ0], w ∈ supp f
}
does not intersect NEΓ 0. As we did for BTw(h), we can check that
i
h
∞∫
0
χ ′(t)U Eh (t)Oph( f )Sh dt
is a lagrangian distribution (in the sense given after Proposition 3.6), so there exists C > 0 (which
does not depend on the choice on f ) such that:
∥∥∥∥∥ ih
∞∫
0
χ ′(t)U Eh (t)Oph( f )Sh dt
∥∥∥∥∥ C + oh→0(1). (5.5)
Let q0 ∈ C∞0 (R2n) supported in p−1( J ) and equal to 1 in a neighborhood of NEΓ 0, and f0 ∈ C∞0 (R2n)
supported in p−1( J ) and equal to 1 in a neighborhood of Λ f . Taking C larger if necessary, we may
assume that:
∀T  0, limsup
h→0
∥∥Opwh (q0)uTh ∥∥ C .
Let ε > 0. According to Proposition 2.3, there exists T0  0 such that:
∀T  T0, ∃hT > 0, ∀h ∈ ]0,hT ],
∥∥Opwh (q0)U Eh (T )Opwh ( f0)∥∥ ε 2 . (5.6)20C
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(Hp + 2 Im E1 + 2V2)μ is supported on NEΓ 0, it is enough to consider such functions q. Let Q =
(−Hp + 2 Im E1 + 2V2)q and T  T0 such that
∣∣∣∣
∫
R2n
Q d(μ−μT )
∣∣∣∣ ε5 . (5.7)
Let w ∈ Λ∞ ∪ NEΓ 0 such that tw,δw  τ1. Reducing Vw,T and supp f if necessary, we may assume
that for all a ∈ C∞0 (R2n) supported in Vw,T we have, by Proposition 4.1:
Opwh (a)
∞∫
0
(
χT (t) − χ(t)
)
U Eh (t)Oph( f )Sh dt =
K Tw∑
k=δw+1
Opwh (a)B
T
w,k(h) + O
h→0
(
h∞
)
, (5.8)
and
Opwh (a)
∞∫
0
χ(t)U Eh (t)Oph( f )Sh dt = Opwh (a)BTw,δw (h) + O
h→0
(
h∞
)
. (5.9)
Indeed, (χT − χ) vanishes in a neighborhood of tw,δw and is equal to χT in a neighborhood of tw,k
for all k ∈ δw + 1, K Tw. We can ﬁnd w1, . . . ,wN ∈ {φt(w), t ∈ [0, τ1], w ∈ NEΓ 0} such that
{
φt(w), t ∈ [0, τ1], w ∈ NEΓ 0
}⊂ N⋃
i=1
Vwi ,T ,
and reducing again supp f if necessary, we can assume that (5.8) and (5.9) hold for all i ∈ 1,N.
By changing q (and hence Q ) far from p−1({E0}) (which does not alter (5.7)) we can assume that
suppq ⊂ p−1(Iδ) given by Proposition 2.13. Let q˜ ∈ C∞0 (R2n, [0,1]) whose support satisﬁes the same
assumptions as that of q and which is equal to 1 in a neighborhood of suppq. As above we see that
∫
R2n
Q dμT = lim
h→0
2
h
Im
〈
Opwh (q)u
T
h , (Hh − Eh)uTh
〉
= lim
h→0
2
h
Im
〈
Opwh (q)u
T
h ,Op
w
h (q˜)(Hh − Eh)uTh
〉
.
Our purpose is now to replace uTh by u
0
h in this equality.
4. We have
i
h
Opwh (q˜)(Hh − Eh)
(
uTh − u0h
)
= Opwh (q˜)
(
i
h
)2 ∞∫
0
(
χT (t) − χ(t)
)
(Hh − Eh)U Eh (t)Sh dt
= −Opwh (q˜)
i
h
∞∫ (
χT (t) − χ(t)
) d
dt
U Eh (t)Sh dt0
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i
h
∞∫
0
(−χ ′(t) + χ ′T (t))U Eh (t)Sh dt
= Opwh (q˜)
i
h
∞∫
0
(−χ ′(t) + χ ′T (t))U Eh (t)Oph( f )Sh dt + O
h→0
(
h∞
)
.
According to Egorov’s Theorem, since suppχ ′ ⊂ [τ1, τ0] and supp q˜ ∩ Λ f = ∅, the ﬁrst term is of
size O (h∞). The second can be written as
Opwh (q˜)Op
w
h (q0)U
E
h (T )Op
w
h ( f0)
i
h
∞∫
0
χ ′(t)U Eh (t)Oph( f )Sh dt + O
h→0
(
h∞
)
.
According to (5.5), (5.6), and since ‖Opwh (q˜)‖ 1+ O (
√
h ), we ﬁnally obtain, for h small enough:
2
h
∣∣〈Opwh (q)uTh , (Hh − Eh)(uTh − u0h)〉∣∣ ε5 .
5. We also have
i
h
〈
Opwh (q)
(
uTh − u0h
)
, (Hh − Eh)u0h
〉
= i
h
〈
Opwh (q)(Hh − Eh)
(
uTh − u0h
)
,u0h
〉− 〈Opwh (Q )(uTh − u0h),u0h〉.
The ﬁrst term can be estimated as above. We have suppμ0 ⊂ {φt(w), t ∈ [0, τ0], w ∈ NEΓ0}, so
for the second term we can write q =∑N+1i=1 qi with suppqi ⊂ Vwi ,T for i ∈ 1,N and suppqN+1 ∩
suppμ0 = ∅, and we set Q i = (−Hp + 2 Im E1 + 2V2)qi . For Q˜ N+1 equal to 1 in a neighborhood of
supp QN+1 and such that supp Q˜ N+1 ∩ suppμ0 = ∅ we have
∣∣〈Opwh (QN+1)(uTh − u0h),u0h〉∣∣ ∥∥Opwh (QN+1)(uTh − u0h)∥∥∥∥Opwh (Q˜ N+1)u0h∥∥+ O
h→0
(
h∞
)−−−→
h→0 0.
For i ∈ 1,N we apply (5.8) and (5.9) with a = Q i . As we did in the proof of Theorem 4.3, we can
show that for h small enough we have
∣∣∣∣∣
〈
Opwh (Q i)
K Twi∑
k=δwi+1
BTwi ,k(h), B
T
wi ,δwi
(h)
〉∣∣∣∣∣ ε20N ,
and ﬁnally, for h > 0 small enough:
∣∣〈Opwh (Q )(uTh − u0h),u0h〉∣∣ ε10 .
With the estimate of the ﬁrst term we obtain
2 ∣∣〈Opwh (q)(uTh − u0h), (Hh − Eh)u0h〉∣∣ 2ε .h 5
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2
h
Im
〈
Opwh (q)u
0
h, (Hh − Eh)u0h
〉−−−→
h→0
∫
R2n
Q dμ0,
this gives
∣∣∣∣
∫
R2n
Q dμ−
∫
R2n
Q dμ0
∣∣∣∣ 4ε5 .
6. Now that we have reduced the problem to small times, we can proceed as in the non-trapping
case. Let g ∈ C∞0 (R) supported in ]−∞,1[ with g = 1 near 0. For (x, ξ) ∈ Γ˜ (]0, τ0]) × Rn we set
gm(x, ξ) = g(mtx) (continuously extended by 1 for x ∈ Γ ). In particular the function (1− gm)q vanishes
near NEΓ 0, so ∫
(−Hp + 2V2 + 2 Im E1)(1− gm)qdμ = 0
(we can assume that suppq ⊂ Γ˜ ([0, τ0[) × Rn so that qgm is well deﬁned and smooth). Let Qm =
(−Hp + 2V2 + 2 Im E1)(qgm). Since Qm is supported in Γ˜ ([0, τ0]) × Rn we can use (2.1) to write
∫
R2n
Q dμ0 =
∫
Γ˜ (]0,τ0])
Qm
(
x, ∂ψ(x)
)∣∣b0(x)∣∣2 dx
=
τ0∫
0
∫
NEΓ
2n−dtn−d−1|ξ |
(
1+ O
t→0
(t)
)∣∣b0(x(t, z, ξ))∣∣2Qm(φt(z, ξ))dσ˜ (z, ξ)dt.
By (3.22) and Proposition 3.7 we have
2n−dtn−d−1|ξ |∣∣b0(x(t, z, ξ))∣∣2 −−→t→0 κ(z, ξ) = π(2π)d−n∣∣A(z)∣∣2|ξ |−1∣∣ Sˆ(ξ)∣∣2
(as deﬁned in (1.18)), so
∫
R2n
Q dμ0 = −
τ0∫
0
∫
NEΓ
(∂t − 2 Im E1 − 2V2)
(
q
(
φt(z, ξ)
)
g(tm)
)
κ(z, ξ)
(
1+ O
t→0
(t)
)
dσ˜ (z, ξ)dt
= −
τ0∫
0
∫
NEΓ
g(tm)(∂t − 2 Im E1 − 2V2)
(
q
(
φt(z, ξ)
))
κ(z, ξ)
(
1+ O
t→0
(t)
)
dσ˜ (z, ξ)dt
−
τ0∫
0
∫
NEΓ
mg′(tm)q
(
φt(z, ξ)
)
κ(z, ξ)
(
1+ O
t→0
(t)
)
dσ˜ (z, ξ)dt,
and hence:
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∫
Q dμ0 −
∫
NEΓ
q(z, ξ)κ(z, ξ)dσ˜ (z, ξ)
∣∣∣∣
 O
(
1
m
)
+
∣∣∣∣∣
τ0∫
0
∫
NEΓ
mg′(tm)
(
q(z, ξ) − q(φt(z, ξ)))κ(z, ξ)dσ˜ (z, ξ)dt
∣∣∣∣∣
 O
(
1
m
)
+
τ0∫
0
∫
NEΓ
m
∣∣g′(tm)∣∣ sup
0t 1m
∣∣q(z, ξ) − q(φt(z, ξ))∣∣κ(z, ξ)dσ˜ (z, ξ)dt
= O
(
1
m
)
.
It only remains to choose m so large that the rest is less than ε5 . 
As said in the introduction, μ is actually characterized by the three properties of Theorem 1.1 and
is given by (1.17):
Proposition 5.7. Let ν be a Radon measure on R2n which satisﬁes properties (i)–(iii) of Theorem 1.1. Then for
all q ∈ C∞0 (R2n) we have
∫
R2n
q dν =
+∞∫
0
∫
NEΓ
κ(z, ξ)q
(
φt(z, ξ)
)
e−2t Im E1−2
∫ t
0 V2(x(s,z,ξ))ds dσ˜ (z, ξ)dt. (5.10)
Proof. Let q ∈ C∞0 (R2n). According to property (i), if suppq ⊂ p−1(R \ {E0}) then
∫
qdν = 0 which
is consistent with (5.10), since both sides vanish. So we can assume that suppq ⊂ p−1(I). Using
property (iii) we see that
d
dt
∫
R2n
(
q ◦ φt)e−2t Im E1−2 ∫ t0 V2◦φt−s ds dν
=
∫
R2n
(Hp − 2 Im E1 − 2V2)
((
q ◦ φt)e−2t Im E1−2 ∫ t0 V2◦φt−s ds)dν
= −
∫
NEΓ
κ(z, ξ)
((
q ◦ φt)e−2t Im E1−2 ∫ t0 V2◦φt−s ds)(z, ξ)dσ˜ (z, ξ),
and hence, for all τ  0:
∫
R2n
q dμ =
∫
R2n
(
q ◦ φτ )e−2τ Im E1−2 ∫ τ0 V2◦φτ−s ds dν
+
τ∫
0
∫
N Γ
κ(z, ξ)
((
q ◦ φt)e−2t Im E1−2 ∫ t0 V2◦φt−s ds)(z, ξ)dσ˜ (z, ξ)dt.E
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R2n
(
q ◦ φτ )e−2τ Im E1−2 ∫ τ0 V2◦φτ−s ds dν −−−−−→
τ→+∞ 0.
For R  0 we set KR = p−1(I) ∩ Bx(R). KR is bounded in R2n . According to property (ii) and Re-
mark 5.3, we can ﬁnd σ0 > 0 and R  0 such that ν vanishes on Z−(R,0,−σ0) and⋃
τ0
supp
(
q ◦ φτ )⊂ Z−(R,0,−σ0) ∪ KR .
Let χ ∈ C∞0 (R2n) supported in p−1( J ) and equal to 1 on KR . For τ  0, since ν vanishes on
Z−(R,0,− 12 ):∫
R2n
(
q ◦ φτ )e−2τ Im E1−2 ∫ τ0 V2◦φτ−s ds dν = ∫
R2n
χ
(
q ◦ φτ )e−2τ Im E1−2 ∫ τ0 V2◦φτ−s ds dν.
As ν is a Radon measure, there is a constant C  0 such that for all q˜ ∈ C∞0 (R2n) with suppq ⊂ suppχ
we have ∣∣∣∣
∫
R2n
q˜ dν
∣∣∣∣ C‖q˜‖L∞(R2n),
so we only need to prove that:
sup
w∈R2n
∣∣χ(w)(q ◦ φτ )(w)e−2τ Im E1−2 ∫ τ0 (V2◦φτ−s)(w)ds∣∣−−−−−→
τ→+∞ 0.
This is clear if Im E1 > 0. Otherwise, this can be done with Lemma 2.2 as in the proof of Proposi-
tion 2.3. 
6. Estimate of the outgoing solution in the incoming region
The theorem we want to prove in this section is the following:
Theorem 6.1. Let R1  0, d > d1 > 0 and 1> σ > σ1 > 0. Let I ⊂ R such that we have the uniform resolvent
estimate (1.8) and the limiting absorption principle (1.9) on CI,+ (deﬁned in (1.7)). There exists R > R1 such
that for z ∈ CI,+ , ω+ ∈ S0(R2n) supported in Z+(R,d, σ ), ω ∈ S0(R2n) supported outside Z+(R1,d1, σ1)
and α > 12 we have ∥∥〈x〉−αOph(ω)(Hh − (z + i0))−1Oph(ω+)〈x〉−α∥∥= O
h→0
(
h∞
)
,
where the size of the rest does not depend on z ∈ CI,+ . Similarly, if suppω− ⊂ Z−(R,d,−σ) and suppω ∩
Z−(R1,d1,−σ1) = ∅ we have
∥∥〈x〉−αOph(ω)(H∗h − (z − i0))−1Oph(ω−)〈x〉−α∥∥= O
h→0
(
h∞
)
.
If furthermore ω is supported in Bx(r) = {(x, ξ): |x| < r} for some r > 0, then we can replace 〈x〉−α by 〈x〉β
for any β ∈ R in these estimates.
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h→0
(
h∞
)
for all β ∈ R, which gives Proposition 5.1.
This result is the analog of [25, Lemma 2.3] in the non-selfadjoint case. To prove this theorem we
follow the ideas of [25] and [28]. In particular we use the following result of Isozaki and Kitada about
the solution of the eikonal equation in outgoing/incoming region for the long range case [18]:
Proposition 6.2. Let d0 ∈ ]0,d1[ and σ0 ∈ ]0, σ1[. There exist R0 > 0 and φ± ∈ C∞(R2n) such that
∀(x, ξ) ∈ Z±(R0,d0,±σ0),
∣∣∇xφ±(x, ξ)∣∣2 + V1(x) = |ξ |2, (6.1)
and
∀(x, ξ) ∈ R2n, ∀α,β ∈ Nn, ∣∣∂αx ∂βξ (φ±(x, ξ) − 〈x, ξ〉)∣∣ Cα,β〈x〉1−ρ−|α|, (6.2)
for some ρ > 0.
We can assume that the constants Cα,β in (6.2) are as small as we wish if we restrict our atten-
tion on Z±(R/2,d0,±σ0) with R large enough. Indeed, we choose a function χ ∈ C∞(Rn) such that
χ(x) = 0 if |x| 14 and χ(x) = 1 if |x| 12 , and for R >max(2R0, R1) we set
φR,± : (x, ξ) →
(
φ±(x, ξ) − 〈x, ξ〉
)
χ
(
x
R
)
+ 〈x, ξ〉. (6.3)
Then
∀(x, ξ) ∈ Z±
(
R
2
,d0,σ0
)
,
∣∣∇xφR,±(x, ξ)∣∣2 + V1(x) = |ξ |2, (6.4)
and for any ρ1,ρ2 > 0 such that ρ = ρ1 + ρ2:
∀(x, ξ) ∈ R2n, ∣∣∂αx ∂βξ (φR,±(x, ξ) − 〈x, ξ〉)∣∣ Cα,β R−ρ1〈x〉1−ρ2−|α|, (6.5)
where Cα,β does not depend on R .
We are going to use the Fourier integral operators Ih(a, φ) deﬁned as follows (see [22]):
Ih(a, φ)u(x) = 1
(2πh)n
∫
Rn
∫
Rn
e
i
h (φ(x,ξ)−〈y,ξ 〉)a(x, ξ)u(y)dy dξ.
Proposition 6.3. Let a ∈ C∞b (R2n), φ = φ+ or φ− given by Proposition 6.2 and h ∈ ]0,1]. Then we have
i
h
(
Hh Ih(a, φ) − Ih(a, φ)Hh0
)= Ih(p(h),φ),
where
p(h) = i
h
(|∂xφ|2 + V1 − |ξ |2)a+ (2∂xa.∂xφ + axφ + aV2) − ihxa. (6.6)
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then p(h) takes the form:
p(h) = i
h
(|∂xφ|2 + V1 − |ξ |2)a(h) + 2∂xa0.∂xφ + a0xφ + a0V2
+
N∑
j=1
h j(2∂xa j.∂xφ + a jxφ + a j V2 − ixa j−1) − ihN+1xaN . (6.7)
This gives the transport equations the symbols a j have to satisfy if we want Ih(p(h),φ) = O
h→0
(hN+1).
Remark. Similarly we have
i
h
(
H∗h Ih(a, φ) − Ih(a, φ)Hh0
)= Ih(p∗(h),φ),
where
p∗(h) = i
h
(|∂xφ|2 + V1 − |ξ |2)a+ (2∂xa.∂xφ + axφ − aV2) − ihxa.
Lemma 6.4. Let φ ∈ C∞(R2n) be a phase function which satisﬁes (6.5). Then for all (x, ξ) ∈ R2n, the Cauchy
problem
{
∂r
∂t
(t, x, ξ) = ∂xφ
(
r(t, x, ξ), ξ
)
,
r(0, x, ξ) = x
has a unique solution deﬁned on R. Furthermore, for γ ∈ ]0, σ1[, if R is large enough, we have the following
properties:
(i) For (x, ξ) ∈ Z±(0,d1,±σ1) and t  0 we have∣∣r(±t, x, ξ)∣∣ |x| + (σ1 − γ )d1t. (6.8)
(ii) If |α| + |β| 1 there is a constant cα,β such that for (x, ξ) ∈ Z−(0,d1,±σ1) and t  0 we have:
∣∣∂αx ∂βξ r(±t, x, ξ)∣∣ cα,β max(t, 〈x〉)〈x〉−|α|. (6.9)
Proof. Let (x, ξ) ∈ R2n . We have
r(t, x, ξ) = x+ tξ +
t∫
0
(
∂xφ
(
r(s, x, ξ), ξ
)− ξ)ds
where r(·, x, ξ) is deﬁned, that is everywhere since |∂xφ(r(t, x, ξ), ξ) − ξ | is bounded. According
to (6.5), we can even assume that it is not greater than γ d1 if R is chosen large enough, and hence
(i) comes from the fact that |x ± tξ |  |x| + σ1d1t for (x, ξ) ∈ Z±(0,d1,±σ1) and t  0. (ii) can be
proved by induction on |α| + |β|. For (x, ξ) ∈ Z±(0,d1,±σ1), t  0 and j ∈ 1,n we have
∂t∂x j r(±t, x, ξ) = ±(Hessx φ)
(
r(±t, x, ξ), ξ).∂x j r(±t, x, ξ).
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∥∥∂x j r(±t, x, ξ)∥∥ exp
( t∫
0
∥∥(Hessx φ)(r(±s, x, ξ), ξ)∥∥ds
)
 c,
where c does not depend on t and (x, ξ). Similarly, if α = 0 and |β| = 1 we have
∂t∂ξ j r(±t, x, ξ) = ±(Hessφ)
(
r(±t, x, ξ), ξ) · ∂ξ j r(±t, x, ξ) ± ∂x∂ξ jφ(r(±t, x, ξ), ξ),
and then:
∥∥∂t∂ξ j r(±t, x, ξ)∥∥
t∫
0
∥∥∂x∂ξ jφ(r(±s, x, ξ), ξ)∥∥exp
( t∫
s
∥∥(Hessx φ)(r(±τ , x, ξ), ξ)∥∥dτ
)
ds
 ct.
If |α| + |β| 2 we can check that
∂t∂
α
x ∂
β
ξ r(±t, x, ξ) = ±(Hessx φ)
(
r(±t, x, ξ), ξ) · ∂αx ∂βξ r(±t, x, ξ) + B±(±t, x, ξ),
with
∣∣B±(±t, x, ξ)∣∣ c〈x〉−α.
Then (6.9) follows since
∥∥∂t∂αx ∂βξ r(±t, x, ξ)∥∥
t∫
0
∥∥B±(±s, x, ξ)∥∥ exp
( t∫
s
∥∥(Hessx φ)(r(±τ , x, ξ), ξ)∥∥dτ
)
ds
 ct〈x〉−α. 
Let r± be the functions deﬁned in this proposition for φ = φ± and
F±(t, x, ξ) = (xφ±)
(
r±(t, x, ξ), ξ
)± V2(r±(t, x, ξ)).
We have in particular:
F±(0, x, ξ) = xφ±(x, ξ) ± V2(x) and F±
(
t, r±(s, x, ξ), ξ
)= F±(t + s, x, ξ).
We now solve the transport equations which appeared in (6.7). Note that V2 has to be of short
range here:
Proposition 6.5. The functions a j,±, j ∈ N, deﬁned by
a0,±(x, ξ) = exp
(
±
∞∫
F±(±2s, x, ξ)ds
)
0
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a j,±(x, ξ) = ∓i
+∞∫
0
xa j−1,±
(
r±(±2τ , x, ξ), ξ
)
exp
(
±
τ∫
0
F±(±2s, x, ξ)ds
)
dτ
for j  1 are solutions of the transport equations
2∂xa0,±.∂xφ± + a0,±xφ± ± a0,±V2 = 0, (6.10)
and for j  1:
2∂xa j,±.∂xφ± + a j,±xφ± ± a j,±V2 − ixa j−1 = 0. (6.11)
Furthermore we have the estimates:
∀(x, ξ) ∈ Z±(0,d1,±σ1),
∣∣∂αx ∂βξ a j,±(x, ξ)∣∣ cα,β〈x〉− j−|α|. (6.12)
Let N ∈ N be ﬁxed for the rest of the proof. Let σ2 and σ3 such that σ1 < σ2 < σ3 < σ , R2 and R3
such that max(R1, R2 ) < R2 < R3 < R and d2,d3 such that d1 < d2 < d3 < d. Let χ1 ∈ C∞(R) such that
χ1(s) = 0 if s σ2 and χ1(s) = 1 if s σ3, χ2 ∈ C∞(R) such that χ2(s) = 0 if s d2 and χ2(s) = 1 if
s d3 and χ3 ∈ C∞(R) such that χ3(s) = 0 if s R2 and χ3(s) = 1 if s R3. We deﬁne
a±(h) =
N∑
j=0
h ja j,± and b±(h) = χ±a±(h),
where
χ±(x, ξ) = χ1
(±〈x, ξ〉
|x||ξ |
)
χ2
(|ξ |)χ3(|x|). (6.13)
We also consider
p±(h) = i
h
(|∂xφ±|2 + V1 − |ξ |2)b±(h)
+ (2∂xb±(h).∂xφ± + b±(h)xφ± ± b±(h)V2)− ihxb±(h),
as given by Proposition 6.3.
Proposition 6.6.We have the following properties on b±(h) and p±(h):
(i) suppb± ⊂ Z±(R2,d2,±σ2) and for (x, ξ) ∈ Z±(R2,d2,±σ2), h ∈ ]0,1], α,β ∈ Nn we have
∣∣∂αx ∂βξ b(x, ξ,h)∣∣ cα,β〈x〉−|α|.
(ii) supp p± ⊂ Z±(R2,d2,±σ2) and for (x, ξ) ∈ Z±(R2,d2,±σ2), h ∈ ]0,1], α,β ∈ Nn we have
∣∣∂αx ∂βξ p±(x, ξ,h)∣∣ cα,β〈x〉−|α|.
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∣∣∂αx ∂βξ p±(x, ξ,h)∣∣ cα,βhN+1〈x〉−2−N−|α|. (6.14)
Proof. According to (6.4), (6.10) and (6.11), the expression for p±(h) reduces to
p±(h) = 2a±(h)∂xχ±.∂xφ± − iha±(h)xχ± − 2ih∂xa±(h).∂xχ± − ihN+1x(aN,±χ±)
on Z(R2,d2,±σ2), and
p±(h) = −ihN+1xaN,±
on Z(R3,d3, σ3) so (6.12) gives the result. 
The following proposition is proved in [28] (Lemma 4.5):
Proposition 6.7. If R is large enough, there exists a symbol e±(h) of the form e±(h) = ∑Nj=0 h j f j,± with
f j,± ∈ S− j(R2n) and supp f j,± ⊂ Z±(R5,d5,±σ5) ( for some R5 ∈ ]R3, R[, d5 ∈ ]d3,d[ and σ5 ∈ ]σ3, σ [)
such that:
Ih
(
b±(h),φ
)
Ih
(
e±(h),φ
)∗ = Oph(ω±) + hN+1Oph(r±(h))
where r±(h) ∈ S−N (R2n) uniformly in h.
Let Uh0(t) = e−
it
h H
h
0 be the propagator of the free laplacian Hh0.
Proposition 6.8. Let δ, l,M ∈ N. If R is large enough, there exists c  0 such that for all t  0 we have
∥∥〈x〉M−(δ+l)Oph(ω)Ih(b±(h),φ)Uh0(±t)Ih(e±, φ)∗〈x〉l∥∥ chM〈t〉−δ (6.15)
and ∥∥〈x〉2+N−(δ+l) Ih(p±(h),φ)Uh0(±t)Ih(e±, φ)∗〈x〉l∥∥ chN+1〈t〉−δ. (6.16)
Proof. 1. According to Lemma 4.4 in [28], the functions b±(h) and (x, ξ) → ω(x, ∂xφ±(x, ξ)) have
disjoint supports if R is large enough so, by Proposition A.3 in [28], we have
Oph(ω)Ih
(
b±(h),φ±
)= hM Ih(b˜±(h),φ±),
where b˜±(h) ∈ S−M(R2n) uniformly in h.
2. For u ∈ S(Rn) and t  0 we have
Ih
(
b˜±(h),φ
)
Uh0(±t)Ih
(
e±(h),φ
)∗
u(x) = 1
(2πh)n
∫
Rn
∫
Rn
e
i
h ζ±(t,x,y,ξ)b˜±(x, ξ,h)e±(y, ξ,h)u(y)dξ dy,
with
ζ±(t, x, y, ξ) = φ±(x, ξ) − φ±(y, ξ) ∓ tξ2.
Taking R large enough, we can assume that for (y, ξ) ∈ supp e± and t  0 we have
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 |y|(1− c|y|−ρ)+ 2σ5t|ξ |
 c0
(|y| + t), (6.17)
for some c0 > 0. Let us consider the operator L such that for u ∈ S(R2n):
Lu = ih (∂ξφ±(y, ξ) ± 2tξ) · ∂ξu|∂ξφ±(y, ξ) ± 2tξ)|2 .
Then we have
L∗v = ih divξ
(
∂ξφ±(y, ξ) ± 2tξ
|∂ξφ±(y, ξ) ± 2tξ |2 v
)
.
L is such that
L
(
e−
i
h (φ±(y,ξ)±tξ2))= e− ih (φ±(y,ξ)±tξ2),
so for all ν ∈ N:
Ih
(
b˜±(h),φ±
)
Uh0(±t)Ih
(
e±(h),φ±
)∗
u(x)
= 1
(2πh)n
∫
Rn
∫
Rn
e−
i
h (φ±(y,ξ)±tξ2)(L∗)ν(e ih φ±(x,ξ)b˜±(x, ξ,h)e±(y, ξ,h))u(y)dξ dy.
We can prove by induction on ν ∈ N that for some Jν ∈ N we have
(
L∗
)ν(
e
i
h φ±(x,ξ)b˜±(x, ξ,h)e±(y, ξ,h)
)= Jν∑
j=1
e
i
h φ±(x,ξ)b˜ jν,±(x, ξ,h)e
j
ν,±(t, y, ξ,h),
where for j ∈ 1, Jν and α,β ∈ Nn:
∣∣∂αx ∂βξ b˜ jν,±(x, ξ,h)∣∣ cα,β〈x〉ν−M−|α|,
and
∣∣∂αy ∂βξ e jν,±(t, y, ξ,h)∣∣ cα,β(t + 〈y〉)−ν〈y〉−|α|. (6.18)
Indeed, this holds for ν = 0 and if this is true for some ν ∈ N then for j ∈ 1, Jν we compute
ih divξ
(
∂ξφ±(y, ξ) ± 2tξ
|∂ξφ±(y, ξ) ± 2tξ |2 e
i
h φ±(x,ξ)b˜ jν,±(x, ξ,h)e
j
ν,±(t, y, ξ,h)
)
= ih∣∣∂ξφ±(y, ξ) ± 2tξ ∣∣−2e ih φ±(x,ξ)
×
[(
ξφ±(y, ξ) ± 2tn
)
b˜ jν,±(x, ξ,h)e
j
ν,±(t, y, ξ,h)
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2
|∂ξφ±(y, ξ) ± 2tξ |2 b˜
j
ν,±(x, ξ,h)e
j
ν,±(t, y, ξ,h)
+ i
h
(
∂ξφ±(y, ξ) ± 2tξ
)
∂ξφ±(x, ξ)b˜ jν,±(x, ξ,h)e
j
ν,±(t, y, ξ,h)
+ (∂ξφ±(y, ξ) ± 2tξ).∂ξ b˜ jν,±(x, ξ,h)e jν,±(t, y, ξ,h)
+ b˜ jν,±(x, ξ,h)
(
∂ξφ±(y, ξ) ± 2tξ
)
.∂ξe
j
ν,±(t, y, ξ,h)
]
,
and we check each term using (6.17). Note that the fact that we need a power of 〈x〉 at each iteration
and that there is no gain in h is due to the third term. For ν = l + δ we obtain
Ih
(
b˜±(h),φ±
)
Uh0(±t)Ih
(
e±(h),φ±
)∗ = Jν∑
j=1
Ih
(
b˜ jν,±(h),φ±
)
Uh0(±t)Ih
(
e jν,±(t,h),φ±
)∗
.
According to (6.18) and Proposition A.2 in [28], the operator 〈t〉δ Ih(eν,±(t,h),φ±)∗ is uniformly
bounded in t and h from L2,−l(Rn) to L2(Rn), the operator Uh0(±t) is bounded uniformly in t and h
and L2(Rn), and since b˜ν,±(h) ∈ Sν−M(R2n), Ih(b˜ν,±(h),φ±) is uniformly bounded from L2(Rn) to
L2,−M+δ+l(Rn). This proves (6.15).
3. Let R4 ∈ ]R3, R5[, d4 ∈ ]d3,d5[ and σ4 ∈ ]σ3, σ5[. We construct functions χ˜± as we did for χ±
in (6.13), replacing (R2,d2, σ2) and (R3,d3, σ3) by (R3,d3, σ3) and (R4,d4, σ4). Let p2,±(x, ξ,h) =
p±(x, ξ,h)χ˜±(x, ξ) and p1,±(x, ξ,h) = p±(x, ξ,h) − p2,±(x, ξ,h). According to (6.14) we have
∣∣∂αx ∂βξ p2,±(x, ξ,h)∣∣ cα,βhN+1〈x〉−2−N−|α|.
The same argument as above proves (6.16) with p2,±(h) instead of p±(h).
4. It remains to prove (6.16) with p±(h) replaced by p1,±(h). To this purpose, we remark that for
(x, ξ) ∈ supp p1,± ⊂ Z±(R2,d2,±σ2) \ Z±(R4,d4,±σ4), (y, ξ) ∈ supp e± ⊂ Z±(R5,d5,±σ5) and t  0
we have
∣∣∂ξ ζ±(t, x, y, ξ)∣∣ c0(t + |x| + |y|)
for some c0 > 0. Indeed we have (y ± 2tξ, ξ) ∈ Z±(R5,d5,±σ5) and
∣∣∂ξ ζ(t, x, y, ξ)∣∣= ∣∣∂ξφ±(x, ξ) − ∂ξφ±(y, ξ) ∓ 2tξ ∣∣ ∣∣x− (y ± 2tξ)∣∣− cR−ρ.
If |x| R4  R4R5 |y ± 2tξ |, then
∣∣x− (y ± 2tξ)∣∣ (1− R4
R5
)
|y ± 2tξ | 1
2
(
1− R4
R5
)(|x| + |y ± 2tξ |) c0(t + |x| + |y|).
We can proceed similarly if |x|  γ |y ± 2tξ | for some γ ∈ ]1, σ5σ4 [. If |x|  γ |y ± 2tξ | and ±〈x, ξ〉 
σ4|x||ξ |, then:
∣∣x− (y ± 2tξ)∣∣ 〈y ± 2tξ − x,±ξˆ 〉 (σ5|y ± 2tξ | − σ4|x|)
 (σ5 − γ σ4)|y ± 2tξ | c0
(
t + |x| + |y|).
2754 J. Royer / J. Differential Equations 249 (2010) 2703–2756Thus we can do partial integrations with the operator L = −ih ∂ξ ζ.∂ξ|∂ξ ζ |2 , each iteration giving a new
power of (t + 〈x〉 + 〈y〉)−1 and h. 
Now we can prove Theorem 6.1:
Proof of Theorem 6.1. We prove the ﬁrst estimate. According to Proposition 6.3, we have
Uh(t)Ih
(
b+(h),φ+
)= Ih(b+(h),φ+)Uh0(t) −
t∫
0
Uh(t − s)Ih
(
p+(h),φ+
)
Uh0(s)ds.
Then, by Proposition 6.7:
Uh(t)Oph(ω+) = −hN+1Uh(t)Oph
(
r+(h)
)+ Ih(b+(h),φ+)Uh0(t)Ih(e+(h),φ+)∗
−
t∫
0
Uh(t − s)Ih
(
p+(h),φ+
)
Uh0(s)Ih
(
e+(h),φ+
)∗
ds.
Let z ∈ C+ . Since (Hh − z)−1 = ih
∫∞
0 e
it
h zUh(t)dt we have
(Hh − z)−1Oph(ω+)
= −hN+1(Hh − z)−1Oph
(
r+(h)
)+ i
h
∞∫
0
e
it
h z Ih
(
b+(h),φ+
)
Uh0(t)Ih
(
e+(h),φ+
)∗
dt
− i
h
∞∫
0
t∫
0
e
it
h zUh(t − s)Ih
(
p+(h),φ+
)
Uh0(s)Ih
(
e+(h),φ+
)∗
dsdt
= −hN+1(Hh − z)−1Oph
(
r+(h)
)+ i
h
∞∫
0
e
it
h z Ih
(
b+(h),φ+
)
Uh0(t)Ih
(
e+(h),φ+
)∗
dt
−
∞∫
0
e
is
h z(Hh − z)−1 Ih
(
p+(h),φ+
)
Uh0(s)I
(
e+(h),φ+
)∗
ds,
and hence, for α > 12 :∥∥〈x〉−αOph(ω)(Hh − z)−1Oph(ω+)〈x〉−α∥∥
 hN+1
∥∥〈x〉−αOph(ω)(Hh − z)−1〈x〉−α∥∥∥∥〈x〉αOph(r+(h))〈x〉−α∥∥
+ 1
h
∞∫
0
∥∥〈x〉−αOph(ω)Ih(b+(h),φ+)Uh0(t)Ih(e+, φ+)∗〈x〉−α∥∥dt
+
∞∫ ∥∥〈x〉−αOph(ω)(Hh − z)−1〈x〉−1∥∥∥∥〈x〉Ih(p+(h),φ+)Uh0(s)Ih(e+, φ+)∗〈x〉−α∥∥ds.
0
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in z ∈ CI,+ . For the last two terms we use Proposition 6.8 with δ = 2, l = 0 and M  N + 1. For N  1
this gives
∥∥〈x〉−αOph(ω)(Hh − (z + i0))−1Oph(ω+)〈x〉−α∥∥= O
h→0
(
hN
)
,
where the size of the rest does not depend on z ∈ CI,+ . By the limiting absorption principle, we can
take the limit Im z → 0, and we get the result for all z ∈ CI,+ .
2. The second estimate is proved similarly using φ− , b−(h), p−(h), e−(h), r−(h) and the fact that
for Im z < 0:
(
H∗h − z
)−1 = − i
h
+∞∫
0
e
it
h (H
∗
h−z) dt.
3. If ω is supported in Bx(r) for some r > 0 we can apply (6.15) with large l. More precisely, we
apply Proposition 6.8 with δ = 2, l β , and M  N+1. We also use the fact that r±(h) is in S−N (R2n)
uniformly in h ∈ ]0,1] and we obtain for N  l + 1:
∥∥〈x〉βOph(ω)(Hh − (z + i0))−1Oph(ω+)〈x〉β∥∥= O
h→0
(
hN
)
. 
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