In wireless sensor network applications where data gathered by different sensor nodes is correlated, not all sensor nodes need to be active for the wireless sensor network to be functional. Given that the sensor nodes that are selected as active form a connected wireless network, the inactive sensor nodes can be turned off. Allowing some sensor nodes to be active and some sensor nodes inactive interchangably during the lifecycle of the application helps the wireless sensor network to have a longer lifetime. The problem of determining a set of active sensor nodes in a correlated data environment for a fully operational wireless sensor network can be formulated as an instance of the connected correlationdominating set problem. In this work, our contribution is twofold; we propose an effective and runtime-efficient iterative improvement heuristic to solve the active sensor node determination problem, and a benefit function that aims to minimize the number of active sensor nodes while maximizing the residual energy levels of the selected active sensor nodes. Extensive simulations we performed show that the proposed approach achieves a good performance in terms of both network lifetime and runtime efficiency.
Introduction
Wireless sensor networks (WSNs) are composed of a large number of spatially distributed sensor nodes that are limited in power. These sensor nodes are equipped with three main components to cooperatively collect information about a monitored region. These three main components of a sensor node are a processing unit with limited capability, environment sensors and a short-range wireless transceiver. By the use of these components, sensor nodes can form a multi-hop wireless network and transmit the sensed data about the monitored environment to a data gathering node. Sensors are able to obtain information about the monitored environment including but not limited to temperature, humidity, pressure, sound and motion. Some WSN applications include environment and habitat monitoring, health-care assistance, home automation, industrial process monitoring and control, and battlefield and border surveillance.
Limited energy availability in sensor nodes makes network lifetime an important issue in WSN applications. To extend the network lifetime, energy efficient wireless sensor network protocols and algorithms have been devised in the literature. Node clustering, in-network data processing, data fusion and network coding are some of the measures taken to reduce the amount of data that is processed, sensed or transmitted. Minimization of energy spent in processing, sensing and transmitting of data allows sensor nodes to save energy. Such energy savings help to extend the lifetime of WSN applications.
In some WSN applications, not all sensor nodes are required to be active (turned on, thus spending energy) in order for the WSN application to be fully functional. One example to these types of applications can be environment monitoring applications. In these types of applications, exploiting the inherent data correlations among the sensor devices may help to prolong the network lifetime extensively. The data correlations between the sensor devices may exist due to the characteristics of a sensor region and sensor node deployment such as the proximity of the sensor nodes. Moreover, correlations may be static (not changing over time) for some applications, especially for applications where data sensed by sensor nodes depend on the location of the nodes. In such applications, as long as sensor node are static (not moving), the data sensed will be location-dependent and there will be static correlations among the data sensed by nearby nodes.
The data correlations among sensor nodes can be modeled as a set of two-tuples, where each tuple contains a source set of nodes that infers a sensor node. When a source set is selected into the active sensor node set, the sensor node inferred by that source set may stay inactive. In these types of WSN applications, since the data of some sensor nodes can be inferred from the data of some other nodes, it is crucial to determine the set of active sensor nodes that can be sufficient to infer the data of inactive sensor nodes. In such scenarios, only the active sensor nodes need to sense, process and transmit data. The inactive nodes will be turned off and therefore they will not spend any energy as long as they remain inactive.
In this work, we aim to find an effective and runtimeefficient centralized active sensor node selection heuristics for correlated data gathering in WSNs to prolong the sensor network lifetime. For this purpose, we model the active node determination problem as an instance of the connected correlation-dominating set problem [1] . In connected correlation-dominating set problem, given a network and correlation information about which node subsets, i.e., source sets, infer which other nodes, we are interested in finding a set of (dominating) nodes that can infer the (correlated) data of the rest of the nodes. Gupta et al. [1] proposes a sophisticated but time-consuming constructive L-hop centralized heuristic. The objective of the L-hop centralized heuristic is to construct a connected correlation-dominating set with minimum number of active sensor nodes. In order to achieve this task, the L-hop centralized heuristic uses a benefit function that only takes into account the number of active sensor nodes while not considering the remaining energy levels of selected active nodes. Hence, our contribution in this work is twofold:
We propose an iterative active sensor node determination (IAND) heuristic, which is both effective and runtime-efficient. The IAND heuristic is composed of a greedy constructive heuristic followed by an iterative improvement heuristic to find an effective and runtime-efficient correlation-dominating set for WSNs. We define an energy-aware benefit function that is used by both the greedy constructive heuristic and the iterative improvement heuristic of IAND.
Given a large correlation data set as the input, the purpose of the greedy constructive heuristic is to construct a correlation-dominating set in a runtime-efficient manner. The iterative improvement heuristic is executed after the greedy constructive heuristic to improve the energy quality of the active sensor nodes selected by the greedy constructive heuristic. By energy quality we mean the residual energy levels of the active sensor nodes. The bigger is the residual energy, the better the energy quality is. The basic move operation in the iterative improvement heuristic is the swap of an already selected sensor node in the current correlation-dominating set with a set of unselected source sets. The objective in a swap operation is to find a set of unselected source sets that achieves the maximum amount of improvement in the energy quality of the WSN under the constraint of preserving the correlation-dominating set property. We formulate the problem of finding a good unselected source set for swapping a given sensor node as a subproblem of the original correlation-dominating set problem. The iterative improvement heuristic uses the 0-hop centralized heuristic of Gupta et al. [1] to construct a solution to this swap subproblem. Although the 0-hop centralized heuristic is slow with a large correlation data set as the input, it generates a better selection of active sensor nodes, in terms of sensor network lifetime, compared to that of the greedy constructive heuristic with small-scale correlation data as the input in the swap subproblem.
A correlation-dominating set constructed by the IAND heuristic does not necessarily have to result in a connected wireless network. To achieve wireless connectivity among active sensor nodes, we use the minimum Steiner tree construction heuristic [2] . The objective of the minimum Steiner tree heuristic is to construct a connected wireless network by adding the minimum number of additional nodes into the active sensor nodes set. Thus, the minimum Steiner tree forms the connected correlation-dominating set from the correlation-dominating set constructed by the IAND heuristic.
We performed extensive simulations to observe the performance of the IAND heuristics in Section 5. Furthermore, we compared our results with a recent and stateof-the-art solution to the active sensor node determination problem proposed in [1] . We evaluate the heuristics in terms of sensor network lifetime and runtime efficiency and show that we are able to achieve considerably better results than the existing solution to the problem.
The rest of the paper is organized as follows: In Section 2, we discuss the related work and in Section 3 we give a formal definition of the problem. In Section 4, we describe our solution approach and detail our IAND heuristic. In Section 5, we provide the results of our simulation experiments done to evaluate the performance of our IAND approach. Finally, in Section 6 we conclude our work.
Related work
In WSNs having data correlations between sensor nodes, reducing the total number of bits transmitted to the data gathering node is a common approach to reduce energy consumption and prolong the network lifetime. Some approaches to achieve a longer network lifetime in a correlated data environment include using clusters for data aggregation, constructing data aggregation trees, utilizing network coding, using probabilistic models and constructing correlation-dominating sets.
Clustering in WSNs is a rather well studied topic [3] . On one hand, there are generic clustering algorithms for WSNs such as HEED [4] and LEACH [5] that do not consider data correlations between sensor nodes. On the other hand [6] , studies the effect of partially correlated data on the performance of clustering algorithms. It uses random geometry methodologies [7] to analyze the energy consumption for forwarding data in a multi-hop sensor network. Furthermore the authors combine the result they obtain with rate distortion theory [8] . This way the authors provide a mathematical analysis framework to study the energy consumption and network lifetime when there are arbitrary data correlations between sensor nodes. The analysis framework allows to determine the optimal tuning of the cluster-head selection probability to balance the trade-off between energy consumption and network lifetime in clustering algorithms for WSNs.
To reduce the number of transmissions performed in the network [9] , devises the Clustered Aggregation (CAG) mechanism, which provides approximate results to aggregate queries using the spatial data correlations among sensor nodes. CAG selects a set of cluster-heads, which correspond to a correlation-dominating set, using a simple localized scheme during the query propagation phase. The main pitfall of CAG is that it uses a simple notion of correlation, where the edges of the forwarding tree constitute the correlations for the selection of cluster-heads and connecting sensor nodes.
A recent work on the subject, GRASS [10] , provides exact and heuristic approaches to find a minimum number of aggregation points while routing data to the data gathering node such that the network lifetime is maximized. In GRASS, correlations refer to sensor nodes' readings, which overlap statistically as they monitor the same event. These overlappings are used in GRASS to represent the relations among the gathered data. GRASS solves the aggregator selection and routing problems jointly at the data gathering node and then sends the results to the sensor nodes. This way, an optimal solution that is obtained by the data gathering node will result in an optimal routing and aggregation strategy.
Constructing data aggregation trees [11] [12] [13] [14] is another approach to reduce the amount of data transmitted by the sensor nodes and prolong the network lifetime. This approach allows data aggregation at the intermediate nodes of the data aggregation tree. The proposed methods by Goel and Estrin [11] construct efficient data aggregation trees that are rooted at the data gathering node. Similarly, work by Enachescu et al. [12] propose a randomized tree construction algorithm that achieves a constant factor approximation of the optimal tree for grid network topologies. In both works, the correlations are specific to aggregation, where multiple data values can be compressed into a data value of defined size. The correlation structure that we consider is more general in the sense that the data of the given set of sensor nodes can be compressed depending on the correlation structure available in the network. Another approach is taken by Luo et al. [13] where a randomized approximation algorithm, namely the minimum fusion Steiner tree (MFST), takes into account not only the data transmission cost but also the data fusion cost.
Utilizing network coding to efficiently gather correlated data has been investigated by several studies [15] [16] [17] . Foreign-coding and self-coding are proposed by Rickenbach and Wattenhofer [15] . In these coding techniques, they devise algorithms to construct optimal (minimum weighted number of bit transmissions) and near-optimal datagathering trees. Work by Chou et al. [16] devise a method to reduce the number of bits transmitted where the data gathering node is informed about the data correlations between sensor nodes. The data correlations that are realized by the data gathering node are then used to inform the sensor nodes about the number of bits they should use for encoding their sensed data. A pitfall of this approach is that it assumes a star topology and does not aim to reduce the number of bits transmitted in the network. Two approaches to optimize the transmission structure and the rate allocation determination at the sensor nodes is proposed by Baltasar et al. [17] . Their first approach allows nodes to use joint coding of correlated data without explicit communication where routing and coding are separated. This results in complex data coding and also global network knowledge is needed for an optimal solution. Their second approach allows nodes to exploit the data correlation only by receiving explicit side information from other nodes. This way, the correlation structure is exploited through communication and joint aggregate coding/decoding locally at each node. This results in easy data coding and relies only on locally available data as side information. However, it should be noted that optimizing the routing structure in the approach becomes quite complex.
Another approach for correlated data gathering in WSNs is use of probabilistic WSN models. The work by Deshpande et al. [18] develop correlation models for WSNs based on initial sensor readings and by using learning algorithms. According to the proposed model, for a given query, possible costs of data acquisition strategies are predicted. Then, the authors propose a simple polynomialtime heuristic for choosing the best way of collecting data by the minimization of the associated costs. This approach provides a novel framework for realizing and predicting the correlations among the sensor nodes. However, our work differs from [18] by utilizing correlations instead of deriving correlations. The work of Deshpande et al. [18] focuses on how correlations are realized and utilized in a WSN. Our work, on the other hand, focuses on prolonging the lifetime of WSNs by effectively and efficiently selecting active nodes when a set of correlations are already defined and given. By taking correlation information as input, we focus on an active node selection solution that is energyaware, effective and runtime-efficient.
A very recent solution to the connected correlationdominating set problem in the context of WSNs is given by Gupta et al. [1] . The authors propose a centralized approximation algorithm called the L-hop centralized heuristic. The objective of the L-hop centralized heuristic is to find a correlation-dominating set with minimum number of nodes. The L-hop centralized heuristic is composed of two phases. The first phase constructs a correlationdominating set and the second phase runs a Steiner tree approximation algorithm [2] to connect the correlationdominating set constructed in the first phase. The complexity of the L-hop centralized heuristic is O(nm
where n is the number of sensor nodes in the network, m is the number of correlations, g is the maximum degree of a sensor node in the intersection graph of source sensor nodes and L is the hop count used in the heuristic.
There are two main drawbacks of the L-hop centralized heuristic algorithm. The first drawback is its high computational complexity. In a dense WSN, the execution time of the algorithm becomes unexpectedly high. Gupta et al. [1] suggests that best results that are closest to the optimum solution set are obtained by taking the L value as 1. However our simulation results in Section 5.3 report that choosing the L value as 1 as opposed to 0, only produces a small increase in the network lifetime while having a dramatically better runtime performance. The second drawback is the limited energy awareness of the L-hop centralized heuristic. The heuristic tries to increase the sensor network lifetime by only selecting the minimum number of sensor nodes. However, it does not consider the residual energy levels of the sensor nodes while constructing the correlation-dominating set. In this work, we develop an iterative improvement heuristic as a solution to the first drawback by achieving an effective and runtime-efficient correlation-dominating set and we devise an energy-aware benefit function as a solution to the second drawback. Therefore, we solve the same problem as in [1] , but in a more runtime-efficient and network lifetime effective way, as our simulations show. Furthermore, to the best of our knowledge, the only proposal for solving the connected correlation-dominating set problem as defined by Gupta et al. [1] is provided by the work of Gupta et al. [1] , therefore we believe that our contribution is an improvement for solving the connected correlation-dominating set problem in a runtime-efficient and energy-aware manner.
Problem definition
We represent a WSN as a two-tuple W ¼ ðN ; CÞ. Here, N represents the set of sensor nodes and C represents the set of correlations among sensor nodes. In C, each correlation is represented as a two-tuple C = (S, s), where source set S contains the source sensor nodes and s is the inferred node. The correlation C = (S, s) means that when source sensor nodes in set S are active nodes in the WSN, sensor node s may stay inactive. This would result in energy saving in node s as it will not need to process, sense or transmit any data. In our work we assume that sensor node correlations (i.e., the source sets and their inferred nodes) are given a priori and are time-invariant (static).
Let Nodes(S) denote the set of sensor nodes constituting the source set S. We extend the Nodes(Á) operator to denote the sensor nodes that constitute a set e S of source sets, i.e., Nodesð e SÞ ¼ [
Let Infer(S) denote the set of sensor nodes that are inferred by the source set S, i.e.,
InferðSÞ ¼ fs : ðS; sÞ 2 Cg: ð2Þ
We extend the Infer(Á) operator to denote the set of nodes inferred by a set e S of source sets, i.e.,
Inferð e SÞ ¼ [
Let SrcSet(s) denote the set of source sets that contain node s, i.e.,
SrcSetðsÞ ¼ fS : ðS; sÞ 2 Cg: ð4Þ
It should be noted that the correlations are not transitive. That is, Infer(S 1 ) = S 2 and Infer(S 2 ) = S 3 does not imply
The problem of selecting the minimum number of sensor nodes while keeping the WSN fully operational can be formulated as an instance of the connected correlationdominating set problem [1] . For a given sensor network W ¼ ðN ; CÞ, a set M of source sets is called a connected correlation-dominating set if the following two conditions hold:
1. For each sensor node s R NodesðMÞ, there is a source set S # M such that (S, s) is a correlation in C.
The communication subnetwork induced by NodesðMÞ
is connected, and NodesðMÞ contains the data-gathering node.
Here, NodesðMÞ denotes the set of sensor nodes that form the connected correlation-dominating set, i.e.,
The connected correlation-dominating set problem is NPhard, since the less general minimum dominating set problem is well-known to be NP-hard [19] . Therefore, we should use heuristics for solving the problem.
Iterative active sensor node determination (IAND) heuristic
In order to effectively and efficiently solve the connected correlation-dominating set problem for wireless sensor networks, we devise a fast energy-aware greedy constructive heuristic that is followed by an iterative improvement heuristic. The proposed approach is referred to here as the iterative active node determination (IAND) heuristic. Both the greedy constructive heuristic and iterative improvement heuristic use an energy-aware benefit function for the determination of which nodes to keep active in the WSN.
Energy aware benefit function
The benefit function BðS; MÞ used by Gupta et al. [1] determines the number of newly inferred nodes per new source node added to set NodesðMÞ. Therefore the benefit function tries to select the highest number of newly inferred nodes while keeping the number of newly added source nodes to NodesðMÞ the smallest. This way set NodesðMÞ is constructed by selecting the minimum number of nodes, while inferring the maximum number of nodes. The benefit function BðS; MÞ is as follows:
BðS; MÞ ¼ Number of newly inferred nodes by S Number of new source nodes added to NodesðMÞ
Rather than defining a totally different benefit function, we extend the benefit function in Eq. (6) 
We obtain the new energy aware benefit function by combining BðS; MÞ and EðS; MÞ, where the primary benefit value is considered as BðS; MÞ and the secondary benefit value is considered as EðS; MÞ. The energy aware benefit function is outlined in Algorithm 1. The source set with the higher primary benefit value is assumed to have a higher benefit value. If two source sets have primary benefit values that are close to each other, i.e., their absolute difference is smaller than , then the secondary benefit value determines which source set has the higher benefit value. Consider a benefit value comparison of two source sets S 1 and S 2 for possible inclusion into M. If absðBðS 1 ; MÞÀ BðS 2 ; MÞÞ < then the source set with higher EðS; MÞ is assumed to have a higher benefit value. Otherwise, source set with higher BðS; MÞ value is assumed to have a higher benefit value. The purpose of the energy-aware benefit function is to select the minimum possible number of sensor nodes while preserving the energy quality of the selected nodes as much as possible.
Algorithm 1. Energy aware benefit function
We prefer geometric averaging scheme in the computation of EðS; MÞ. The geometric average of a given a set {e 1- , e 2 , . . . , e n } of data is computed as ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi e 1 ; e 2 ; . . . ; e n n p . Another approach could have been using arithmetic averaging scheme. Furthermore, instead of averaging, a min-max approach could have also been taken where EðS; MÞ would be the minimum energy value of the new sensor node in the source set divided by the maximum energy value of the new sensor node in the newly inferred nodes set.
For a given dataset with a fixed arithmetic average, geometric averaging gives higher results for lower variations in the data values. That is why we prefer using the geometric averaging scheme rather than the arithmetic averaging scheme. For example, consider a source set S 1 with two new source nodes whose energy values are 1 and 19. Also consider a second source set S 2 with again two new source nodes whose energy values are 10 and 10. Assume that both source sets infer one new node whose energy value is 20. Because BðS 1 ; MÞ ¼ BðS 2 ; MÞ, the secondary metric will decide which source set to be selected. If arithmetic averaging would be used, this would have resulted in EðS 1 ; MÞ ¼ EðS 2 ; MÞ ¼ 0:5. However, it is obvious that S 1 should definitely have a lower benefit value since source set S 2 will likely be able to live longer than S 1 . If geometric averaging would be used, this would have resulted in EðS 1 ; MÞ ' 0:2175 and EðS 2 ; MÞ ¼ 0:5 which is desirable as selection of S 2 would likely result in a longer network lifetime.
When compared with the max-min approach, geometric averaging performs better in such cases. Consider a source set S 3 with two new source nodes whose energy values are 10 and 40. Also consider a second source set S 4 with again two new source nodes whose energy values are 10 and 10. Assume both source sets infer one new node whose energy value is 20. Because BðS 3 ; MÞ ¼ BðS 4 ; MÞ, the secondary metric will decide which source set to be selected. If max-min approach would be used, this would have resulted in EðS 3 ; MÞ ¼ EðS 4 ; MÞ ¼ 0:5. However, if geometric averaging would be used, this would have resulted in EðS 3 ; MÞ ¼ 1 and E(S 4 , M) = 0.5 which is desirable as selection of S 3 would likely result in a longer network lifetime.
During simulations, we observe that using geometric averaging in computing the EðS; MÞ values prolongs the network lifetime most when combined with the iterative improvement heuristic. The details of the trade-off between these three benefit functions are given in Section 5.3.
Greedy constructive heuristic
We introduce the greedy constructive heuristic, which generates acorrelation-dominating set from the given set C of data correlations as the input. The constructed correlation-dominating set will be an input to the iterative improvement heuristic for refinement. The purpose of the greedy constructive heuristic is to perform the active sensor node selection as fast as possible for a large data correlation input. The purpose of the greedy constructive heuristic is not to find the best or the minimum set of active sensor nodes. It is intended to be used together with the iterative improvement heuristic so that the energy quality of the selected active sensor nodes can be further improved. The greedy constructive heuristic uses the energy-aware benefit function for computing the benefit values of source sets.
Our constructive heuristic briefly works as follows. It first computes the energy-aware benefit values for each source set through a single sequential pass over the given source sets. Then the source sets are sorted using a quicksort-based algorithm [20] into decreasing order according to the energy-aware benefit values. Finally, source sets with higher benefit are added to set M until M becomes a correlation-dominating set. The pseudocode of the heuristic is given in Algorithm 2.
Algorithm 2. greedyConstructiveHeuristic
For the sake of runtime efficiency, the source sets are maintained in compressed form in two one-dimensional arrays srcNodeIndexArray and srcNodeArray. The IDs of the source sensor nodes that belong to the source set S are stored in srcNodeArray at the indices beginning from srcNodeIndexArray[S] to srcNodeIndexArray[S + 1] À 1. The inferred nodes are also maintained in compressed form in two one-dimensional arraysinferredNodeIndexArray and inferredNodeArray. The IDs of the inferred sensor nodes by the source set S are stored in inferredNodeArray at the indices beginning from inferredNodeIndexArray[S] toinferredNodeIndexArray[S + 1] À 1. The data structures that are output of the greedy constructive heuristic are the setMArray that corresponds to M and the nodesInSetMArray that corresponds to NodesðMÞ. The setMArray stores 1 in its ith index if the source set with ID i is in set M or 0 otherwise. Similarly the nodesInSetMArray stores 1 in its jth index if the node with ID j is inside a source set that is in NodesðMÞ.
Iterative improvement heuristic
The selected set of active sensor nodes that constitute the correlation-dominating set found by the constructive heuristic is an initial solution to our iterative improvement heuristic. The purpose of our iterative improvement heuristic is to go through the initial solution and try to improve the quality of the selected active sensor nodes while preserving the correlation-dominating set property. Our iterative improvement heuristic is outlined in Algorithm 3.
The iterative improvement heuristic is composed of 4 phases;
1. Induction of source sets that are not in M due to the sensor nodes of source sets in M.
Identification and removal of redundant nodes in
NodesðMÞ. 3. Performing a sequence of swaps between selected sensor nodes and unselected source sets to improve the energy quality of M. For the first phase, a subset e S of source sets in M may already contain the sensor nodes of another source set S j that is not in M. Source sets such as S j are said to be induced by M. That is, 
These induced source sets are the ones that are not selected by the constructive heuristic but do exist. Such an induced source set exist when the source sensor nodes in NodesðMÞ are considered, but its nodes are probably in different source sets. Therefore, without adding any further nodes to NodesðMÞ, more source sets can be considered to exist in M. Induction of new source sets increases the number of source sets in M and the number of sensor nodes inferred by M. This increases the degrees of freedom of the iterative improvement heuristic, which in turn increases the possibility of identification and deletion of redundant sensor nodes in phases 2 and 4, and increases the possibility of performing more swaps in phase 3 to enhance the energy quality of M. For example, consider S 1 2 M; S 2 2 M and S 3 R M. Let Nodes(S 1 ) = {s 1 , s 4 , s 5 } and Infer(S 1 ) = {s 7 }, and Nodes(S 2 ) = {s 2 , s 9 } and Infer(S 2 ) = {s 10 }. Let Nodes(S 3 ) = {s 1 , s 2 } and Infer(S 3 ) = {s 3 }. Since S 1 and S 2 induce S 3 , S 3 can be added to M without any cost, and s 3 can be considered as a new induced node. This phase is outlined in Algorithm 4.
Algorithm 4. sourceSetsInductionFunction
In the second phase of the algorithm, the redundant sensor nodes in NodesðMÞ are identified and removed from M. A sensor node s is said to be redundant in NodesðMÞ if the following two conditions hold:
1. There is a source set S 2 M where S infers sensor node s and does not contain s as its source sensor node. That is, 9 S 2 M such that s R S and s 2 Infer(S). 2. The sensor nodes that are inferred by the source sets that contain s are already inferred by other source set (s) in M. That is, 9 S # M such that InferðSÞ Infer ðSrcSetðsÞÞ and S \ SrcSetðsÞ ¼ ;.
The number of active sensor nodes in wireless sensor networks is a very important factor on the network lifetime. If a sensor network has a large number of active sensor nodes, these sensor nodes will need to transmit their sensed data to the data gathering node. Due to multi-hop data routing, each forwarded data item will consume some energy from the relaying sensor node. This will affect the overall network lifetime since having more active sensor nodes will cause a faster reduction in the energy levels of the sensor nodes. Therefore it is very important to keep the number of active sensor nodes in the WSN as small as possible. For this purpose, in the iterative improvement heuristic, this phase allows to delete redundant sensor nodes from NodesðMÞ. This phase deletes these redundant sensor nodes while preserving the correlation-dominating set property of the selected active sensor node set. Deletion of redundant sensor nodes will cause less network traffic without sacrificing the correct operation of the sensor network. This will help the sensor network to have a longer lifetime. The pseudocode of this phase is provided in Algorithm 5.
In Algorithm 5, the first two for loops (lines 1-5) compute the inference count for each sensor node. Here, the inference count for sensor node s denotes the number of source sets that infer s. Then, the algorithm checks whether each sensor node s in NodesðMÞ can be eliminated. For this purpose, the algorithm checks the inference count of each sensor node r that is inferred by the source sets that contain s. If the inference count of any sensor node r is smaller than or equal to 1, it means that there is at most one source set that infers r. Therefore, elimination of s from NodesðMÞ should not be allowed as it will leave r as an uninferred node. If r would remain as uninferred, set M would no longer be a correlation-dominating set. The if statement (lines [16] [17] [18] [19] [20] [21] [22] ) is executed if s can be removed from NodesðMÞ. In that case, s is removed from NodesðMÞ, the source sets that contain s as a source sensor node are removed from M and finally the inference count of each sensor node that is no longer inferred is decremented. It should be noted here that the processing order of the sensor nodes in NodesðMÞ for elimination might affect the solution quality. Finding the maximum number of sensor nodes that can be eliminated from NodesðMÞ seems to be a hard problem. Therefore, for the sake of runtime efficiency, we prefer using a simple yet effective solution scheme.
Algorithm 5. eliminateRedundantNodesFunction
In the third phase of the algorithm, in order to improve the energy quality of selected nodes, the iterative improvement heuristic tries to perform swaps between the selected active sensor nodes and unselected source sets. For each sensor node s whose residual energy level is less than the geometric average of the sensor nodes in NodesðMÞ, the heuristic finds the set of sensor nodes that will remain uninferred if s is removed from set NodesðMÞ. Then the heuristic tries to find a ''good'' subset of unselected source sets that can replace sensor node s in order to infer the uninferred sensor nodes when s is removed from set NodesðMÞ. Here, goodness of a subset of source sets refers to containing a small number of additional sensor nodes that have high residual energy levels.
Here we show that the solution to this swapping problem can be formulated as a subproblem of the original problem in a much smaller scale. We are again trying to select source sets for the inference of some nodes, but this time in a smaller scale. In a given correlation-dominating set solution M to the original problem W ¼ ðN ; CÞ, finding a ''good'' subset of unselected source sets to replace a source node s from NodesðMÞ can be formulated as finding a ''good'' correlation-dominating set of the following subproblem 
In the subproblem W sub ðsÞ; C sub ðsÞ consists of the correlations among unselected source sets that infer the sensor nodes of already selected source sets that contains s and that are not inferred by the remaining source set in M and, N sub ðsÞ contains the sensor nodes of source sets in C sub ðsÞ. We use the 0-hop centralized constructive heuristic of Gupta et al. [1] with our energy-aware benefit function defined in Section 4.1 for solving the above problem. The 0-hop centralized constructive heuristic is outlined in Algorithm 6. The reason why we use the 0-hop centralized constructive heuristic rather than the greedy constructive heuristic (Algorithm 3) is because of the small scale of the subproblem. The scale of swapping problem is small because we are only trying to find source sets for inferring a small set of sensor nodes. Although 0-hop centralized constructive heuristic takes much more time than the greedy constructive heuristic for large scale problems, the running time of 0-hop centralized constructive heuristic is expected to be in acceptable levels for the small scale of the subproblem, and hence amortizing its better solution quality compared to the greedy constructive heuristic. The swapping of sensor nodes in M with unselected source sets is outlined in Algorithm 7.
It should be noted here that the notion of ''L-hop'' refers to the number of hops that are considered for the formation of source sets that are added to set M. For example, for 0-hop centralized heuristic, only the source sets that are the input of the algorithm are added to set M one by one while computing the benefit function, whereas for 1-hop centralized heuristic, the original source sets that are input of the algorithm and their 1-hop correlation neighboring source sets are added to set M (forming a temporary new source set) while computing the benefit function. Since our simulations showed that there is no significant performance difference in network lifetime performance between 0-hop and 1-hop centralized heuristics, but there is a very high runtime performance difference between the two, we have only used the 0-hop centralized heuristic. Therefore, here we are only giving the simplified algorithm for the 0-hop centralized heuristic saving the reader from the details of the generalized L-hop centralized heuristic.
Algorithm 6. 0-HopCentralizedHeuristic
In Algorithm 7, sensor nodes in NodesðMÞ, whose residual energy levels are smaller than the average residual energy level of M, are considered for swapping, starting from the sensor node with the minimum residual energy level. We need to maintain a priority queue Q for the selection of sensor nodes with low energy levels because new sensor nodes that are added to NodesðMÞ due to the swap operations might be considered for swapping in the future iterations. The first two inner for loops (lines 7-14) construct the correlation-dominating set subproblem that will be solved for the swap of the current sensor node s from NodesðMÞ. The subproblem is solved at line 15 using 0-hop centralized constructive heuristic. At line 16, this subproblem solution is checked in order to see whether it improves the current quality of M in terms of average residual energy level. If the newly selected sensor nodes improve the overall solution quality of set NodesðMÞ, then s is swapped with the newly selected source sets. The 0-hop centralized constructive heuristic may fail to find a solution for the subproblem, in which case the resulting M sub is not swapped for the current solution M. The last two for loops (lines 19-27) realize the swap operation together with inserting the new sensor nodes in NodesðMÞ into Q. It should be noted that the energy(s) function gives the residual energy level of sensor node s.
Algorithm 7. performSwapsFunction
The fourth phase of the algorithm is the same as the second phase. The improved solution NodesðMÞ is pruned by identifying and deleting the nodes that become redundant after the swap phase.
Minimum Steiner tree construction
After the execution of the iterative active sensor node determination heuristic, the correlation-dominating set is established. The correlation-dominating set is unaware of the network connectivity of the sensor nodes. It only guarantees that the constructed set is able to fully sense the necessary data of the WSN. In order for this data to be successfully collected at the data gathering node, the correlation-dominating set has to be fully connected. To establish the connected correlation-dominating set, we construct a minimum Steiner tree [2] rooted at the data gathering node, which connects the sensor nodes in NodesðMÞ by adding a number of sensor nodes not in NodesðMÞ to achieve wireless connected active node set. The sensor nodes that are added to NodesðMÞ by the minimum Steiner tree construction step are called Steiner sensor nodes. The objective of minimum Steiner tree algorithm is to keep the number of Steiner nodes as small as possible. Note that the Steiner sensor nodes will not need to sense data even though they will be active. The Steiner nodes will only be responsible for forwarding data packets towards the data gathering node.
Simulations
In this section, we report and discuss the results of the simulations we performed to test the validity of our proposed approach to the active sensor node determination problem in wireless sensor networks. For this purpose, we first discuss the energy consumption model used in our simulations. Then, we report simulation results in different network topologies with different parameters to observe the performance of the proposed approach.
Energy consumption model
In order to determine the amount of energy depleted from each selected sensor node, we define the following energy consumption model. After each configuration of set M as a connected correlation-dominating set, there are R data gathering rounds until the next configuration. During any given round, each selected active sensor node generates one packet towards the data gathering node. We assume that data aggregation is not applied at intermediate nodes. Let P be the amount of energy that is spent for transmitting or receiving one packet. We assume sensor nodes use short-range radios and therefore we assume that the energy spent for transmitting a packet is nearly the same for receiving a packet. We ignore the energy spent at the transmit amplifier, since it is very small for short range radios. Therefore we ignore the effect of the distance between the transmitter and receiver on the transmit energy consumption because of short distance.
Let G denote the number of descendants of an active sensor node. The total amount of energy spent by a selected active sensor node in a round is P Â 2G + 1 and the total amount of energy spent by a Steiner sensor node in a round is P Â 2G. Note that Steiner nodes do not generate data packets. They only act as routers for packets from other nodes. The total amount of energy that is consumed between two successive configurations is R Â (P Â 2G + 1) for a selected active sensor node and is R Â (P Â 2G) for a Steiner sensor node.
Assumptions and parameter values
The P value, which is the amount of energy that is spent for transmitting or receiving one packet, is selected as 0.01 energy units, where the initial energy of a sensor node is set to be 100 energy units. The R value, which is the number of data gathering rounds between two configurations, is selected as 100. The communication range between sensor nodes is assumed to be 20 m. The two main criteria for making performance comparisons between different approaches is sensor network lifetime and runtime of the active sensor node determination heuristics. We assume that the WSN is dead and cannot further operate once a connected correlation-dominating set cannot be constructed. Unless otherwise stated, the WSN topology is modeled according to Gaussian distribution with standard deviation (r) set to 1 on a 150 Â 150 m 2 area, where the data gathering node is selected from the center of the network. It should be noted that in a WSN topology modeled according to Gaussian distribution, more sensor nodes are placed around the center of the network as the r value becomes smaller. The r value indicates the variation of node positions around the data gathering node position. The correlations that define the inference relationship among nodes are generated randomly in the simulations. The three parameters that affect the random correlation generation process are C per , C maxsrc and C maxhop . A candidate correlation is accepted as a valid correlation if the correlation percentage value that is randomly selected in the scale of [0, 100] is smaller than the defined C per value for correlation generation. The C maxsrc parameter defines the maximum number of source sensor nodes that is allowed to be in a given correlation. Lastly, the C maxhop parameter defines the maximum hop-count in the WSN for sensor nodes to infer one another. Unless otherwise stated, the correlation generation parameter values are C per = 50, C maxsrc = 5 and C maxhop = 3.
For each simulation experiment, 10 different correlation sets are generated with different random seeds. The average of the 10 simulations on these correlation sets is reported in the following figures. This simulation scheme is used in order to provide average case results in the comparison of various active node determination heuristics.
It should be noted here that in this work we assume that correlations among sensor nodes may exist due to many reasons which may or may not depend on the communication topology of the network. The focus of our paper is not characterizing correlations, but using given correlations to efficiently and effectively decide on nodes to be active.
The correlations that are randomly generated in our simulations are for showing the performance of our proposed heuristics to solve the connected correlation-dominating set problem. It is up to the specific WSN application to decide whether or not to consider the actual network topology or other factors while deciding on the correlation model that is best for the developed WSN application. Moreover, our correlation generation model is not a framework for generating the best set of possible correlations among the sensor nodes that reflect the real data correlations in a WSN. Instead, it provides an example set of correlations that are used to evaluate our proposals for solving the connected correlation-dominating set problem.
Simulation results
We first performed simulations to determine the parameters to be used in the comparison of IAND and L-hop centralized heuristics. Once we determined the parameter values to be used in these heuristics, we compared them in different network topologies. Finally, we changed the correlation generation parameter values to further observe and report the performance of the compared heuristics. Fig. 1 compares the performance of the 0-hop and 1-hop centralized heuristics with increasing number of nodes. The 0-hop and 1-hop heuristics are L-hop heuristics where L is 0 and 1, respectively. Fig. 1a shows that the network lifetime performance of the 1-hop centralized heuristic is slightly better than that of the 0-hop centralized heuristic. The reason for the slightly better network lifetime performance of the 1-hop centralized heuristic is because of the fact that it includes a larger set of source sets into M through 1-hop union of source sets. However, in terms of runtime performance, Fig. 1b shows that the runtime of the 1-hop centralized heuristic dramatically increases as the network becomes denser. Therefore, it becomes impractical to use the 1-hop centralized heuristic even for medium scale WSNs (and any L-hop heuristic with L larger than 1). For this reason, we compare our IAND heuristic against the 0-hop centralized heuristic in the rest of the experiments. The 0-hop centralized heuristic achieves a solution of reasonably good quality with very short running time. It should be noted that the runtime of the 0-hop centralized heuristic is very small compared to that of the 1-hop centralized heuristic, so that its running time seems to lie on the x-axis of Fig. 1b . Because of the extremely long runtime of the 1-hop centralized heuristic, this simulation is performed on a 110 Â 110 m 2 area in which the number of sensor nodes in the network is varied between 125 and 350. Fig. 2a shows the effect of the parameter on the performance of our IAND heuristic. As seen in Fig. 2a , the network lifetime performance of IAND heuristic increases with increasing until = 0.5, and then it begins to decrease for higher values. This experimental finding is as expected. For small values, the energy-aware benefit function gives more emphasis to the BðS; MÞ function, which considers the number of source nodes and inferred nodes. For large values, the energy-aware benefit function gives more emphasis to EðS; MÞ function, which considers the residual energy levels of the source nodes and inferred nodes. We have performed this experiment in order to show that selecting the value affects the WSN lifetime that is obtained using our heuristics. The difference between different values might seem small, however, as it can be seen from Fig. 2a , there is a value of ( = 0.5) for which WSN lifetime is further improved. This information is useful to fix at best possible value and do all other simulation experiments with this fixed value. Fig. 2b shows the effect of three different energy averaging schemes proposed in Section 4.1 for our energy-aware benefit function in the performance of IAND heuristic. We compare the performance of our energyaware benefit function against the benefit function of Gupta et al. [1] which is referred to as ''base'' in Fig. 2b . As seen in the figure, although the difference is not large, all proposed energy-aware benefit function schemes perform better than the benefit function of Gupta et al. [1] , in terms of their effect on network lifetime. Furthermore, Fig. 2b confirms our expectation that the geometric averaging scheme performs better than the arithmetic averaging scheme and min-max scheme. Fig. 3 shows the IAND heuristic compared with the 0-hop centralized heuristic as the WSN becomes denser. In Fig. 3 , we also display the simulation results for an IAND version in which a random constructive heuristic is used instead of the greedy constructive heuristic given in Algorithm 2. This random constructive heuristic selects source sets randomly until the correlation-dominating set is constructed. IAND-rand results are given here to show the effectiveness of iterative improvement heuristic even when a simple constructive heuristic is used for finding an initial solution. Thus, the IAND-rand heuristic is composed of the random constructive heuristic followed by the iterative improvement heuristic. As seen in Fig. 3a , both IAND and IAND-rand perform considerably better than the 0-hop centralized heuristic in terms of average network lifetime, while IAND performs better than IANDrand. As seen in Fig. 3b , the proposed IAND heuristics run drastically faster than the 0-hop centralized heuristic and the runtime performance gap increases considerably with the increasing network density in favor of IAND heuristics. Fig. 4 compares the performance of the IAND and IANDrand heuristics with the 0-hop centralized heuristic as the r value of the Gaussian distribution of the given WSN topology increases while the number of nodes stays as 500 in the same area. It should be noted here that the WSN topology becomes more uniform with increasing r.
Similarly, Fig. 5 compares the performance of the IAND and IAND-rand heuristics against the 0-hop centralized heuristic in a uniform network topology as the number of nodes in the same area increases. Fig. 4b compares the heuristics in terms of their run-time performance. We can see from this figure that the IAND approach is able to achieve better network lifetime performance for small values of r where the network topology is skewed and denser around the data gathering node. As also seen in Fig. 4a , the performance gap between the IAND heuristics and the 0-hop centralized heuristic becomes smaller with increasing r. However, as seen in Fig. 5a , there is still considerable network lifetime performance difference between IAND approach and the 0-hop centralized heuristic in the uniform WSN topology. As seen in Fig. 4b , the runtime performance gap between IAND and the 0-hop centralized heuristic stays the same with increasing r. As seen in Fig. 5b , the IAND heuristics run drastically faster than the 0-hop centralized heuristic as the number of nodes in the uniform WSN topology increases.
The main reason for the decrease in the network lifetime performance gap between IAND heuristics and 0-hop centralized heuristic with increasing r is because of the fact that when the network topology is uniform, the nodes around the data gathering node constitute a bottleneck for the performance of all heuristics. The energy levels of the sensor nodes around the data gathering node deplete faster than other nodes in the network because the sensor nodes around the data gathering node have more descendant sensor nodes and therefore they need to forward more packets than other sensor nodes. Since the sensor nodes around the data gathering node deplete their energy levels and become unusable, it becomes harder to construct a connected correlation-dominating set in a uniform topology. That is why all the approaches were not able to increase the network lifetime after a certain point. This experimental finding was also reported in [21, 22] . Fig. 5a also shows that in uniform WSN topology, the network lifetime performance gap between the IAND and IAND-rand heuristics is quite small.
Figs. 6-8 are presented to show the effect of the correlation-set generation parameters C per , C maxsrc and C maxhop in the performance comparison of heuristics. Figs. 6-8 show the performance variation of IAND and 0-hop centralized heuristic when varying one of the parameters while fixing the other two. The simulations were performed with a 500 node WSN network.
As seen in Fig. 6a , with increasing C per value, the network lifetime performance of all heuristics increase while the performance gap between IAND and 0-hop centralized heuristic remains nearly the same. Fig. 6b shows that the runtime performance gap between IAND and 0-hop centralized heuristic becomes smaller as the correlation percentage increases. This is because, as the C per value increases, the number of available candidate source sets increases and hence the number of passes over the candidate source sets performed by the 0-hop centralized heuristic decreases.
As seen in Fig. 7 , the C maxsrc value does not affect the network lifetime and runtime performance of the heuristics considerably. This behavior might be attributed to the possibility that the size of the union of source sets that constitute the connected correlation-dominating set remains nearly the same with varying C maxrsc value.
As seen in Fig. 8a , the increase of the C maxhop value increases the performance gap between IAND and 0-hop centralized heuristic in favor of IAND. As the C maxhop value increases, more sensor nodes that are distant from each other are able to infer one another. This allows the iterative improvement heuristic to perform more swap operations which in turn increases the network lifetime performance. As seen in Fig. 8b , the runtime performance gap between IAND heuristics and 0-hop centralized heuristic remains nearly the same when C maxhop is increased.
Conclusion
In wireless sensor network (WSN) applications where data gathered by different sensor nodes is correlated, all sensor nodes need not be active for the WSN to be functional. In such WSN applications, selecting a set of active sensor nodes in the network is a critical issue for the performance of the WSN. In this work, we considered the problem of finding an active subset of nodes that are connected and can infer the correlated data of the inactive sensor nodes. This problem was formulated as an instance of the connected correlation-dominating set problem. In order to solve the connected correlation-dominating set problem in the context of WSNs, we have proposed and developed an Iterative Active sensor Node Determination (IAND) heuristic that is composed of a fast constructive heuristic followed by an effective and runtime-efficient iterative improvement heuristic. The constructive heuristic is a fast algorithm that provides an initial solution for the iterative improvement heuristic. This initial solution is composed of selected active sensor nodes that constitute a correlation-dominating set for the given network.
The iterative improvement heuristic performs a sequence of swap operations to further improve the quality of active sensor nodes while preserving the correlationdominating set property of the set of active sensor nodes. The swap operations take place between the selected sensor nodes in the current correlation-dominating set and the unselected source sets. The problem of finding a ''good'' swap for a given selected source node was formulated as a subproblem of the original correlation-dominating set problem. We used the 0-hop centralized heuristic of Gupta et al. [1] for solving this swap subproblem due to the small-size of the subproblem.
The extensive simulations that we performed showed that the proposed approach can efficiently compute an active sensor node set and can be effective in prolonging the network lifetime. We also compared our approach with a state-of-the-art approach. The simulation results showed that our approach can perform considerably better in terms of WSN lifetime than the existing approach, while achieving drastically better runtime efficiency.
