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DECISION THEORETICAL REMARK ON 
SENSITIVITY ANALYSIS 
H .  S t e h f e s t  
F e b r u a r y  1975 
R e s e a r c h  R e p o r t s  a r e  p u b l i c a t i o n s  r e p o r t i n g  
on t h e  work o f  t h e  a u t h o r .  Any views o r  
c o n c l u s i o n s  a r e  t h o s e  o f  t h e  a u t h o r ,  and  d o  
n o t  n e c e s s a r i l y  r e f l e c t  t h o s e  o f  IIASA. 

D e c i s i o n  T h e o r e t i c a l  Remark on 
S e n s i t i v i t y  A n a l y s i s  
H .  ~ t e h f e s t *  
A b s t r a c t  
The s e n s i t i v i t y  o f  dynamic sys tems t o  changes  o f  t h e  
pa ramete r  v a l u e s  can  b e  e s t i m a t e d  by two f i r s t  o r d e r  methods: 
e i t h e r  by s o l v i n g  t h e  s e n s i t i v i t y  sys tem,  o r  by s o l v i n g  t h e  
o r i g i n a l  sys tem t w i c e  w i t h  s l i g h t l y  d i f f e r e n t  pa ramete r  v a l -  
ues .  I n  t h i s  p a p e r  t h e  problem i n v e s t i g a t e d  i s  which method 
s h o u l d  be  p r e f e r r e d  i n  o r d e r  t o  minimize l o s s e s  due t o  d e v i a -  
t i o n s  of  t h o s e  f i r s t  o r d e r  approx imat ions  from t h e  a c t u a l  
s e n s i t i v i t y .  I t  i s  shown t h a t  t h e  method u s i n g  two d i f f e r -  
e n t  p a r a m e t e r  v a l u e s  i s  t o  be p r e f e r r e d  if one is  t o  f i n d  
o u t  whether  t h e  s o l u t i o n  of  t h e  dynamic sys tem cou ld  d e v i a t e  
from t h e  nominal  s o l u t i o n  by more t h a n  a  p r e s c r i b e d  s t a n d -  
a r d .  A problem o f  o p t i m a l  c o n t r o l  i s  d e s c r i b e d  f o r  which 
t h e  o t h e r  method t u r n e d  o u t  t o  be  p r e f e r a b l e .  Some o t h e r  
problems a r e  mentioned f o r  which t h e  p r e f e r a b i l i t y  o f  one 
o f  t h e  two methods c o u l d  be  proved.  
I.  I n t r o d u c t i o n  
The changes  o f  t h e  s t a t e  v a r i a b l e s  o f  a  dynamic sys tem 
- - dX - f  ( x , t , p )  d t  ( x  s t a t e  v e c t o r ,  t t i m e ,  f  v e c t o r -  (1) 
v a l u e d  f u n c t i o n ,  p  p a r a m e t e r )  
due  t o  d e v i a t i o n s  o f  t h e  pa ramete r  v a l u e  from t h e  "nominal"  
v a l u e  Po c a n  be e s t i m a t e d  by two f i r s t  o r d e r  methods [ I ] :  
A. One can compute t h e  f u n c t i o n s  
which a r e  t h e  s o l u t i o n  o f  t h e  s o - c a l l e d  s e n s i t i v i t y  
sys tem 
* 
The h e l p f u l  d i s c u s s i o n s  w i t h  S .  R i n a l d i  r e g a r d i n g  t h i s  
problem a r e  g r a t e f  u l l y  acknowledged. 
af 
where i s  t h e  Jacobian mat r ix  of f .  
System ( 3 )  i s  a  l i n e a r  system, whose s o l u t i o n  r e q u i r e s  
t h e  s o l u t i o n  of t h e  o r i g i n a l  system ( 1 ) .  
B. One can a l s o  so lve  t h e  o r i g i n a l  system twice  wi th  t h e  
parameter va lues  p  and po + Ap and cons ider  t h e  f u n c t i o n  0 
a s  an e s t i m a t e  f o r  t h e  s e n s i t i v i t y  of x wi th  r e s p e c t  t o  
p. The va lue  of Ap i s  normally r e l a t e d  i n  some way t o  
t h e  expected v a r i a t i o n s  of p. 
With bo th  methods p  may be a l s o  an i n i t i a l  va lue  of an 
x-component. I n  t h e  fo l lowing  we r e f e r  t o  t h e  f i r s t  method 
a s  " d i f f e r e n t i a l  s e n s i t i v i t y  a n a l y s i s "  and t o  t h e  second one 
a s  " f i n i t e  s e n s i t i v i t y  a n a l y s i s " .  The c r i t e r i o n  f o r  choosing 
between t h e  two methods i s  u s u a l l y  t h e  computat ional  e f f o r t .  
Often d i f f e r e n t i a l  s e n s i t i v i t y  i s  p r e f e r r e d  because t h e  
l i n e a r i t y  of t h e  s e n s i t i v i t y  system a l lows  gene ra l  s t a t emen t s  
t o  be de r ived  wi thout  numerical  c a l c u l a t i o n .  Another impor tan t  
a s p e c t ,  which seems n o t  t o  have been taken  i n t o  account  s o  f a r ,  
i s  t h e  l o s s e s  connected wi th  wrong p r e d i c t i o n s  of t h e  methods 
about  system s e n s i t i v i t y .  I n  t h e  fol lowing bo th  methods a r e  
cons idered  on ly  wi th  r ega rd  t o  t h i s  a s p e c t .  
I f ,  f o r  i n s t a n c e ,  we e v a l u a t e  t h e  d i f f e r e n t i a l  s e n s i t i v i t y  
( 2 )  of t h e  system 
w i t h  r e s p e c t  t o  t h e  parameter p we g e t  t h e  f u n c t i o n s  which a r e  
shown i n  F igure  1 t o g e t h e r  wi th  t h e  nominal s o l u t i o n  of System 
(5 )  f o r  po = 0.97. The i n i t i a l  va lues  a r e  
I f  we a c t u a l l y  i n c r e a s e  t h e  parameter p by 5X, however, w e  g e t  
t h e  s o l u t i o n  shown i n  F igure  2. I t  shows t h a t  t h e  d i f f e r e n t i a l  
s e n s i t i v i t y  would l e a d  t o  a completely wrong p r e d i c t i o n  about  
t h e  model behavior  i n  t h e  case  of "smal l"  parameter changes. 
But examples could be given where f i n i t e  s e n s i t i v i t y  i s  s i m i -  
l a r l y  mis leading.  The problem a r i s e s  which method should be 
p r e f e r r e d  i n  o r d e r  t o  minimize l o s s e s  due t o  such c a s e s .  The 
r e s u l t  depends on what conc lus ions  a r e  drawn from t h e  r e s u l t s  
of t h e  s e n s i t i v i t y  a n a l y s i s .  
11. The Problem of Maximum Permiss ib le  Deviat ion 
A common problem f o r  s e n s i t i v i t y  a n a l y s i s  i s  t o  f i n d  o u t  
whether t h e  s o l u t i o n  of a System ( 1 )  can d e v i a t e  from t h e  nom- 
i n a l  s o l u t i o n  by more than  a p re sc r ibed  s tandard  A i f  t h e  para-  
meter can vary  over  a c e r t a i n  range (po - Ape, po + Ape). I f  
t h e  s tandard  i s  exceeded c e r t a i n  a c t i o n s  a r e  taken:  i f  a sys-  
l sys tem (5)  can be looked upon a s  t h e  d e s c r i p t i o n  of a 
t h r e e  s p e c i e s  e c o l o g i c a l  system wi th  x l  = r a b b i t  d e n s i t y ,  x2 
= d e n s i t y  of g r a s s  e a t e n  by t h e  r a b b i t s ,  x3 = d e n s i t y  of p l a n t s  
n o t  e a t a b l e  by r a b b i t s  b u t  i n t e r a c t i n g  wi th  t h e  g r a s s .  
tem i s  t o  be de s igned ,  t h e  component which c a u s e s  t h e  e x c e s s  
h a s  t o  be r e p l a c e d  by a component w i th  h i g h e r  s p e c i f i c a t i o n s .  
O r ,  i f  t h e  System ( 1 )  i s  t o  d e s c r i b e  a n a t u r a l  s i t u a t i o n ,  more 
a c c u r a t e  measurements may be nece s sa ry .  
The v a l u e s  of  S1 = Max ( s l a p o )  o r  S2 = Max (x(po+Apo) 
t t 
- x ( p  ) )  can be t aken  a s  i n d i c a t o r s  of  whether  t h e  supplementary 0 
motion exceeds  t h e  p r e s c r i b e d  l i m i t s  o r  n o t .  For t h e  s a k e  o f  
s i m p l i c i t y  and w i thou t  l o s s  of  g e n e r a l i t y ,  w e  c o n s i d e r  a  one 
v a r i a b l e  sys tem and d i s r e g a r d  t h e  t i m e  dependence of  t h e  sen- 
s i t i v i t y .  Le t  SO be t h e  maximum d e v i a t i o n  of x from t h e  normal 
s o l u t i o n  over  t h e  i n t e r v a l  ( p  O-ApO,pO+ApO). Then t h e  payoff  
t a b l e  f o r  t h e  c h o i c e  between t h e  two methods o f  s e n s i t i v i t y  
a n a l y s i s  ha s  t h e  fo l l owing  form: 
L i s  t h e  l o s s  s u s t a i n e d  i f  it i s  n o t  recogn ized  t h a t  t h e  s t a n -  1 
a r d  i s  v i o l a t e d ,  L2 i s  t h e  l o s s  i n  t h e  c a s e  where s e n s i t i v i t y  
i s  ov e re s t ima t ed .  The a l t e r n a t i v e  w i t h  t h e  minimum expec ted  
l o s s  i s  t o  be  chosen.  From t h e  payoff  t a b l e  it can be s een  
D i f f e r e n t i a l  
S e n s i t i v i t y  
(i = 1 )  
F i n i t e  S e n s i t i v i t y  
(i = 2) 
P r o b a b i l i t y  
P1 1 
P12 
'1 3 
'1 4 
Loss 
0 
1 
0 
L2 
..- 
So > H I S i  > A  
5 > A n S i < A  0 
so < A ~ s ~  < A  
So < A ~ s ~ >  A 
I 
i 
P r o b a b i l i t y  
P21 
P22 
'23 
0 
Loss 
0 
I 1 
0 
L2 
t h a t  t h e  d e c i s i v e  even t  f o r  t h i s  cho ice  i s  t h e  second one,  s o  
t h a t  we must compare P  wi th  P22: 1 2  
We have 
hecause f o r  any two even t s  a  and b ,  we have 
By d e f i n i t i o n  of S2 we have P (SO > A1 s2 > A )  = 1 .  Furthermore,  
we can under very weak assumptions prove t h a t  
P (S2  > A )  - > P(S1 > A )  : we can s e t  
S1 = I B I  and S2 = I B  + R I  , 
where B and R a r e  random v a r i a b l e s  which a r e  reasonably assumed 
t o  be independent.  (One can t h i n k  of B and R a s  t h e  f i r s t  o r d e r  
term and t h e  r e s t  of a  Taylor expansion.  ) Let vB ( b )  , v R ( r )  , and 
v ( z )  be t h e  frequency f u n c t i o n s  of B ,  R and B + R ,  r e s p e c t i v e l y ,  z 
and l e t  us  assume t h a t  f o r  bo th  vB and v R  t h e  fol lowing condi-  
t i o n s  a r e  f u l f i l l e d :  
With t h e s e  weak assumptions we have 
v  ( Z  - r )  v (r) d r  d z  
= 2 1  1 B  R 
A -03 
+A 4 - 1  v B ( z  - 6 )  dz with  - < 6 < 0 
- 
-A 
The l a s t  i n t e g r a l  i s  maximal f o r  5 = 0. I n  t h i s  c a s e  t h e  i n t e -  
g r a l  i s  equa l  t o  P ( I B I < A) . Therefore  w e  have 
This means that for the problem at hand the finite sensitivity 
analysis ought to be preferred to the differential sensitivity 
analysis. 
The same arguments can be applied to the case where 
So = Max (x) - Min (x) , 
P P 
111. The Problem of Owtimallv Sensitive Control 
Another problem, for which the differential sensitivity 
turns out to be preferable, is the design of a system feed- 
back which corrects an optimal open loop control Go such that 
the performance index 
remains as close as possible to the minimum if a system para- 
meter deviates from its nominal value. Let us again assume 
a system with only one state variable, one control variable, 
and one parameter. Then a first order approximation to the 
solution of the problem is to add the feedback 
to the nominal optimal control GO [2]. Here xo is the 
nominal motion of the state variable. Another possibility 
would be to feedback 
where Ap could be, for instance, the variance of p. By simple 0 
geometrical reasoning, one can prove that using expression (8) 
with finite sensitivities gives a greater expected value of 
the shortest distance between any point {GO + Au2, XI and the 
curve G(x) if the parameter values are symmetrically distributed 
around the nominal value. Figure 3 illustrates for a certain 
time the relationship between the two approximations and the 
optimal control curve, for which a second order approximation 
was chosen. In general, greater distance from the optimal con- 
trol means a greater value of the performance index. Therefore 
feedback (7) should be preferred in order to minimize expected 
costs. 
I V .  Possible Extensions 
A possible generalization of the problem in section 2 is 
to ask whether expression (2) or (4) is more appropriate for 
estimating the probability that a parameter value is drawn for 
which the state variable exceeds a prescribed limit. Though it 
has not yet been proved, some numerical experiments indicate 
that, for this problem also, finite sensitivity is to be pre- 
ferred. Figure 4 shows such an experimental result: for a 
great number of functions f('p), with p normally distributed 
around the nominal value, those probabilities are computed and 
compared with' the estimates according to (2) (Fig. 4a) and (4) 
(Fig. 4b). (The estimates have been computed with sl0(p - po) 
and S2* (p - po) as approximations to f(p) . )  Ap in (4)was chosen 
to be equal to the variance of the parameter. The functions f 
were 5th order polynomials with coefficients randomly selected 
from normal distributions with zero mean and the variance de- 
c r e a s i n g  a s  t h e  o r d e r  of t h e  polynomial term i n c r e a s e s .  The 
c r i t i c a l  c a s e s  a r e  aga in  t hose  i n  which t h e  p r o b a b i l i t y  of ex- 
ceeding t h e  s t anda rd  i s  g r e a t e r  than  a  c e r t a i n  d e c i s i o n  th re sh -  
o l d ,  say 5 % ,  whi le  t h e  s e n s i t i v i t y  e s t i m a t e  remains below 
t h i s  t h r e sho ld .  The f i g u r e  c l e a r l y  shows t h a t  t h e r e  a r e  more 
c a s e s  i n  t h e  c r i t i c a l  (shaded) a r e a  w i th  t h e  d i f f e r e n t i a l  sen- 
s i t i v i t y  (F ig .  4a) than  wi th  t h e  f i n i t e  s e n s i t i v i t y  (F ig .  4 b ) .  
There a r e  c e r t a i n l y  s t i l l  more problems so lved  by means of sen- 
s i t i v i t y  f u n c t i o n s  f o r  which one can prove t h a t  one of t h e  two 
methods i s  i n  g e n e r a l  " b e t t e r "  ( i n  t h e  sense  desc r ibed  i n  t h e  
i n t r o d u c t i o n ) .  I t  would a l s o  be of i n t e r e s t  t o  compare bo th  
methods f o r  h ighe r  o r d e r  s e n s i t i v i t i e s .  ÿ his means, f o r  i n -  
s t a n c e ,  f i n d i n g  o u t  whether it i s  b e t t e r  i n  a  c e r t a i n  s i t u a t i o n  
t o  know t h e  v a l u e s  of  a  f u n c t i o n  a t  t h r e e  p o i n t s  o r  t o  have a t  
one p o i n t  t h e  f i r s t  t h r e e  terms of t h e  Taylor  expansion of t h a t  
func t ion .  
Figure 1. Nominal solutions xi (- ) and sensitivity functions 
( - - - - - )  f 
'li or System ( 5 ) .  
Figure 2. Solution of System ( 5 )  with p = 1.05 po. 
Figure 3. Illustration of the relationship between optimal 
feedback ; and the approximations (7) and (8) of ;. 
(It is Dist (P~,;) - < 5 Dist (P2,;) if x < x0.) 
F i g u r e  4a .  P r o b a b i l i t y  o f  e x c e e d i n g  a  maximum p e r m i s s i b l e  d e v i a t i o n  f rom 
t h e  f u n c t i o n  v a l u e  £ (po l  f o r  a  l a r g e  number o f  f u n c t i o n s  
f  ( p )  , p  n o r m a l l y  d i s t r i b u t e d  a r o u n d  po. A c t u a l  p r o b a b i l i t y  Po 
compared w i t h  t h e  d i f f e r e n t i a l  s e n s i t i v i t y  e s t i m a t e  P1. The 
numbers i n d i c a t e  how many p o i n t s  (PO,P1) f e l l  i n t o  t h e  same 
i n t e r v a l .  
Figure  4b. A s  i n  F igu re  4a,  b u t  Po compared w i t h  t h e  f i n i t e  
s e n s i t i v i t y  e s t i m a t e  P2. 
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