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Resumo
Nesta dissertac¸a˜o estuda-se o problema da etiquetagem (anotac¸a˜o) fone´tica
aplicada a`s bases de dados de fala. A existeˆncia de corpora anotados de ele-
vada qualidade e´ um requisito absolutamente essencial para o desenvolvimento
e construc¸a˜o de sistemas de s´ıntese ou reconhecimento de fala. Pore´m a tarefa
de anotac¸a˜o manual de uma base de dados e´ fastidiosa e muito demorada sendo
portanto de grande interesse possuir um sistema que execute esta operac¸a˜o au-
tomaticamente. Deste modo e´ poss´ıvel criar rapidamente anotac¸o˜es para novas
bases de dados de fala que possibilitam a transformac¸a˜o e adaptac¸a˜o de sistemas
que utilizam esta informac¸a˜o.
E´ assim objectivo deste trabalho desenvolver um sistema totalmente au-
toma´tico de anotac¸a˜o de corpora de fala. A avaliac¸a˜o do sistema sera´ feita
por comparac¸a˜o com anotac¸o˜es manuais do mesmo conteu´do da base de fala
gravada.
Inicialmente investigaram-se outros trabalhos na a´rea e compararam-se te´cnicas
e me´todos e respectiva evoluc¸a˜o com a intenc¸a˜o de reunir as melhores pra´ticas
que conduziriam a um desempenho o´ptimo. Realizou-se tambe´m um estudo e
uma actualizac¸a˜o para a construc¸a˜o do estado da arte.
Uma vez que os corpora de fala ocupam um papel central neste trabalho
efectuou-se tambe´m uma ana´lise pormenorizada da sua concepc¸a˜o. Como e´ re-
colhido o sinal de voz, quais as caracter´ısticas que os textos devem possuir, a
anotac¸a˜o e respectivas me´tricas de comparac¸a˜o, foram problemas que se ana-
lisaram a fundo. Fez-se ainda uma revisa˜o dos corpora FEUP/IPB e TIMIT
utilizados para o desenvolvimento e teste do sistema desenvolvido.
Seguidamente e para fundamentar todos os passos dados na construc¸a˜o da
ferramenta de anotac¸a˜o estudaram-se pormenores da ana´lise de sinais de fala
e te´cnicas de etiquetagem. Para a ana´lise de sinais abordam-se va´rias carac-
ter´ısticas que podem ser extra´ıdas e que permitem evidenciar diversos compor-
tamentos e apresentam-se ainda modelos de representac¸a˜o de sinais no tempo.
Aqui investigam-se essencialmente as te´cnicas de predic¸a˜o linear (domı´nio AR,
MA e ARMA) e a representac¸a˜o alternativa por frequeˆncias de linhas espectrais
(LSF).
Ainda como base para o trabalho apresentam-se as principais te´cnicas de seg-
mentac¸a˜o utilizadas: Dynamic Time Warping (DTW) e Hidden Markov Models
(HMM).
Depois de fundamentada a teoria iniciou-se a descric¸a˜o de duas abordagens
distintas que foram experimentadas. A primeira te´cnica e´ baseada apenas na
ana´lise directa do sinal em que, a partir de comparac¸o˜es sucessivas, se efectua
a segmentac¸a˜o da fala. Sa˜o utilizadas redes neuronais artificiais (ANN) que
interveˆm posteriormente no processo para classificar cada um dos segmentos
identificados. Na segunda te´cnica, mais comum e utilizada em outros traba-
lhos, construiu-se um sistema inteiramente baseado em HMMs. Em ambas as
situac¸o˜es apresentam-se os resultados obtidos e sua ana´lise cr´ıtica.
A dissertac¸a˜o e´ terminada com a apresentac¸a˜o das principais concluso˜es e
com a refereˆncia a`s possibilidades de evoluc¸a˜o e melhoria que se colocam.
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Abstract
In this dissertation the problem of automatic annotation at the phonetic level
applied to speech databases is studied. The existence of high quality annotated
speech corpora is an absolute and essential requirement for the development and
construction of speech synthesis and recognition systems. However, the task of
manually annotating a database is tedious and time consuming thus being of
great interest the availability of a system that can automatically execute this
operation. In this manner it is possible to quickly create new corpora annotati-
ons that enable the adaptation of systems that use this kind of information.
The objective of this work is to develop a totally automatic system for anno-
tating speech corpora. The performance evaluation will be made by comparison
with other manually generated annotations of the same audio data.
Initially other works in the area were researched and studied. Techniques
and methods and their relative evolutions were compared with the purpose of
finding the best practices that could enable the achievement of optimal results.
The most recent papers and scientific work were analysed and a clear picture of
the state of the art in this area was created.
Speech corpora production, due to the main role in this dissertation, has also
been highly considered. How the speech signal is acquired, what are the key
elements in the definition of the texts, the annotation and comparison measures
were all deeply studied. In addition, the main characteristics of the FEUP/IPB
and TIMIT speech databases, used in the development and benchmarking of
the system, were also presented.
To establish the basis of all the subsequent steps in the construction of
the annotation tool, relevant signal processing and annotation techniques were
studied. For signal processing a special focus has been made in speech features
and what kind of information can be provided by them. Linear prediction
models (AR, MA and ARMA) and the alternative line spectral frequencies (LSF)
representation were also analysed.
Still on the theoretical concepts the most widely used techniques for this task
are presented: Dynamic Time Warping (DTW) and Hidden Markov Models
(HMM).
After explaining the whole theory and introducing some preliminary experi-
mental work the description of two distinct ways that were followed is initiated.
A first technique uses direct analysis of the speech signal and generates the time
divisions by successive comparisons in time. Artificial neural networks (ANN)
are used for classifying the segments. The second technique, a more common
one, follows an HMM based annotation approach. In both cases practical results
and their related analysis were presented.
The dissertation ends with the presentation of the main conclusions and
some comments to the evolution and improvement possibilities that emerged
during the work.
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Resume´e
Dans cette dissertation on e´tudie le proble`me de l’annotation phone´tique
aplique´e aux bases de done´s de parole. L’e´xistence de corpora de parole annote´s
de grande qualite´ est une condition absolument essentielle pour le de´veloppement
et construction de syste`mes de synthese ou de reconnaissance de la voix. Ce-
pendant, la taˆche d’annotation manue`lle d’une base de donne´s est fastidieuse
et tre´s lente, et c’est pourquoi qu’il tre`s necessaire d’avoir un syste`me qui fasse
cette ope´ration automatiquement. Ainsi c’est possible de cre´er, d’une fac¸on ra-
pide, des annotations pour nouvelles bases de donne´s de parole qui permetent
la transformation et adaptation de syste`mes qui utilisent cette information.
L’objectif de ce travail est alors de de´velopper un syste`me d’annotation de
corpora de parole tout a fait automatique. L’e´valuation du syste`me sera´ faite
par comparison avec des annotations manue`lles du meˆme mate´riel d’audio.
Initialement, on a recherche´ d’autres travails concernant le meˆme sujet, et
on a compare´ des te´chniques et des me´thodes et sa respective e´volution afin de
re´unir les meilleurs pratiques qui conduissent a un de´gagement optimale. On a
fait aussi un e´tude de l’actualite´ pour la construction de l’e´tat de l’art.
Une fois que les corpora de parole jouent un roˆle central dans ce travail, on
a fait aussi une analyse de´taille´ de sa conception. L’enregistrement du signal
de parole, les proprie´te´s que les textes doivent avoir, l’annotation et respectives
me´triques de comparaison ont e´te´ quelques proble`mes qui on e´te´ analise´s en
de´tail. On a fait une re´vision des corpora FEUP/IPB et TIMIT utilise´s pour le
de´veloppement et pour le test du syste`me qu’on pre´sente.
Ensuite, pour appuyer tous les proce´de´s qui seront faits dans la construction
de l’outil d’annotation, on a e´tudie´ des de´tails de l’analyse des signaux de parole
et techniques d’annotation. Pour l’analyser des signaux on fait re´fe´rence a
plusiens caracte´ristiques qui peuvent eˆtre obtenues et qui perment de souligner
divers comportements. On pre´sente aussi des mode`les de re´pre´sentation des
signaux dans le temps, ou` on a fait la recherche des techniques de pre´diction
line´aire (AR, MA et ARMA) et sa re´presentation alternative par fre´quences de
lignes spectrales (LSF).
Comme base pour ce travail on a pre´sente´ les principales techniques de
se´gmentation utilise´es: Dynamic Time Warping (DTW) et Hidden Markov Mo-
dels (HMM).
Apre`s avoir fondamente´ la the´orie on a fait la description des deux appro-
ches distinctes qui ont ete´ expe´rimente´es. La premie`re technique est appuye´e
seulement dans l’analyse directe du signal dans lequel, apre`s des comparaisons
succe´ssives, on a effectue´ la se´gmentation de la parole. Les re´seaux neuronaux
artificiaus (ANN) intervie`nnent apre`s dans le proce´de´ pour classifier chacun
des segments identifie´s. Avec la deuxie´me technique, plus fre´quente et utilise´e
dans pluspart des autres travails, on a construit un syste`me comple`tement base´
en HMMs. Dans les deux situations, on pre´sent des re´sultats et son analyse
critique.
La dissertation termine avec la pre´sentation des principales conclusions et
avec la re´fe´rence aux possibilite´s d’e´volution et d’ame´lioration pertinantes.
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Cap´ıtulo 1
Introduc¸a˜o
Inicialmente e´ feita uma pequena introduc¸a˜o ao estudo das l´ınguas onde sa˜o
apresentados va´rios conceitos utilizados pela lingu´ıstica e que sa˜o importantes
para o estudo do problema da identificac¸a˜o de fronteiras1.
Seguidamente e´ tambe´m apresentada uma breve resenha histo´rica sobre a
evoluc¸a˜o dos sistemas de segmentac¸a˜o automa´ticos terminando-se com a des-
cric¸a˜o do estado da arte actual.
1.1 Objectivos
O objectivo desta dissertac¸a˜o e´ estudar e construir um sistema de anotac¸a˜o au-
toma´tico para sinais de fala e, em particular, para bases de dados de fala. De
um modo mais simples, pretende-se desenvolver um sistema que, a partir de
a´udio de fala, gere um ou va´rios ficheiros que contenham uma lista de s´ımbolos
representativos de uma determinada ocorreˆncia acu´stica. No trabalho a desen-
volver cada s´ımbolo correspondera´ essencialmente a um fonema e trabalhar-se-a´
com todo o conjunto dos fonemas existentes para uma l´ıngua. Cada unidade ou
s´ımbolo identificado devera´ estar acompanhado de informac¸a˜o temporal relativa
ao seu instante de in´ıcio e de fim.
1.2 Motivac¸o˜es
Para o desenvolvimento de sistemas de s´ıntese ou reconhecimento ou simples-
mente para a investigac¸a˜o na a´rea da voz e fala e´ indispensa´vel a existeˆncia de
uma base de dados que sirva de suporte aos estudos a realizar. Normalmente,
esta base de dados e´ constitu´ıda por um conjunto de dados a´udio acompanhados
por um ou va´rios n´ıveis de etiquetagem2 que podem passar pela simples trans-
cric¸a˜o fone´tica ate´ a` identificac¸a˜o de marcas e contornos proso´dicos, ou mesmo
anotac¸o˜es pragma´ticas e semaˆnticas.
1Conceito que se tornara´ claro mais tarde mas que pretende designar valores temporais
que limitam um determinado segmento de a´udio de fala.
2A tarefa de etiquetagem consiste, de um modo gene´rico para este contexto, na segmentac¸a˜o
temporal de uma informac¸a˜o de a´udio e posterior classificac¸a˜o. As unidades a isolar e identi-
ficar esta˜o de acordo com o n´ıvel de etiquetagem desejado.
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Figura 1.1: Evoluc¸a˜o do reconhecimento da fala
A tarefa de etiquetagem quando efectuada a` ma˜o e´ de execuc¸a˜o bastante
demorada e aborrecida. Ao n´ıvel fone´tico, mais interessante para a maioria das
aplicac¸o˜es, e´ poss´ıvel demorar, dependendo da dificuldade do trecho, va´rios dias
para etiquetar apenas 1 minuto de fala. Ale´m disto esta tarefa por constituir a
base de desenvolvimento dos sistemas de voz deve ser executada com o ma´ximo
de rigor. O anotador deve ser algue´m com formac¸a˜o espec´ıfica e de prefereˆncia
com experieˆncia na a´rea. Deste modo para ale´m do longo tempo necessa´rio
existem ainda custos elevados com pessoal especializado.
A importaˆncia da existeˆncia de um sistema que efectue a tarefa de anotac¸a˜o
automaticamente fica assim comprovada e com estes motivos decidiu-se levar a
cabo o desenvolvimento deste trabalho.
1.3 Estudo das L´ınguas
O Homem, como animal social, desenvolveu desde muito cedo me´todos de co-
municac¸a˜o que permitiam a interacc¸a˜o com outros membros do grupo. Inicial-
mente, aproveitando a capacidade auditiva aliada a` utilizac¸a˜o do aparelho fona-
dor3, ambos pouco desenvolvidos, a comunicac¸a˜o4 seria essencialmente realizada
por meio de grunhidos ou outros sons ba´sicos mas sempre com o objectivo de
transmissa˜o de uma mensagem5. Na sua esseˆncia mais ba´sica estas mensagens
seriam alarmes em relac¸a˜o a situac¸o˜es de perigo, o que aumentava a seguranc¸a
global do grupo. De um modo mais evolu´ıdo, a utilizac¸a˜o de co´digos mais sofisti-
cados permitia por exemplo coordenar va´rios elementos numa cac¸ada. Uma boa
3Conjunto dos orga˜os do corpo humano que permitem a produc¸a˜o de sons, nomeadamente
sons de fala [23].
4Processo de transmissa˜o e recepc¸a˜o de ideias, informac¸o˜es ou mensagens [58].
5Conceito da teoria da comunicac¸a˜o que designa uma sequeˆncia portadora de informac¸a˜o
enviada por um emissor para um receptor que, em geral, assenta num co´digo compartilhado
por ambos [32].
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utilizac¸a˜o da comunicac¸a˜o contribu´ıa nesses tempos para uma maior longevi-
dade daqueles que a dominavam. No entanto, a comunicac¸a˜o oral pressupo˜e um
emissor e, pelas suas caracter´ısticas intr´ınsecas, conduz a mensagens efe´meras,
localizadas no tempo e na˜o repet´ıveis. O registo da informac¸a˜o assume uma
importaˆncia vital e a necessidade de dar a` mensagem recebida um cara´cter mais
persistente e definitivo e´ fulcral. Criam-se enta˜o te´cnicas de registo em pedra,
em madeira, em folhas, e em outros materiais e com elas co´digos de s´ımbolos
mais ou menos elaborados. Surgem desenhos representativos de cenas do quoti-
diano, registos de informac¸o˜es importantes ou alertas para um ou outro perigo.
Seguem-se co´digos pictogra´ficos/ideogra´ficos que, obedecendo a` mesma filosofia
de representac¸a˜o de uma imagem/ideia, possuem um conjunto de s´ımbolos fixo
e limitado com o qual a mensagem e´ constru´ıda. Destes sistemas teˆm-se como
exemplos bem divulgados os hiero´glifos eg´ıpcios, mais antigos, e os caracteres
japoneses, utilizados na actualidade e com cerca de 20.000 s´ımbolos.
Da evoluc¸a˜o destes sistemas surgem co´digos simplificados em que cada s´ımbolo
representa apenas uma s´ılaba, silaba´rios6, ou apenas um som, alfabeto7. Nestes
existe uma correspondeˆncia directa entre s´ımbolos e sons, sendo um alfabeto,
a` luz dos objectivos que levaram a` sua criac¸a˜o, uma representac¸a˜o fone´tica
dos sons de uma linguagem8. No vale do Nilo, no Egipto, datadas de 1900
a.C., existem inscric¸o˜es referentes a transacc¸o˜es comerciais que esta˜o represen-
tadas utilizando o que se considera o primeiro alfabeto. O seu desenvolvimento
e´ atribu´ıdo aos semitas, conhecidos pela sua organizac¸a˜o e pelos grandes co-
merciantes. Este primeiro alfabeto era constitu´ıdo por 22 s´ımbolos distintos
correspondentes apenas a`s consoantes. As vogais, apenas treˆs, eram considera-
das como impl´ıcitas. Em 1000 a.C. os Gregos adoptaram a variante Fen´ıcia do
alfabeto Semita e este foi-se disseminado em todo o Mediterraˆneo, aceite como
co´digo em todas as actividades mercantis. Deste, surge o alfabeto Romano que
e´ espalhado pela forc¸a do impe´rio e que ainda hoje persiste.
Para ale´m das evoluc¸o˜es gra´ficas de representac¸a˜o da linguagem surgem
tambe´m evoluc¸o˜es no significado original dos s´ımbolos. Devido a feno´menos
de simplificac¸a˜o da linguagem por economia lingu´ıstica (assimilac¸o˜es, sono-
rizac¸o˜es, eliso˜es, etc.) a oralidade vai-se distanciando gradualmente da grafia.
Como extenso˜es ao alfabeto ba´sico surgem acentos e outras marcas diacr´ıticas
que permitem representar variantes de alguns sons. Do distanciamento dos
dois co´digos surgem dificuldades. Actualmente sa˜o necessa´rio muitos anos de
pra´tica para conseguir falar correctamente uma l´ıngua pois a um mesmo carac-
ter, de acordo com o contexto, podem corresponder va´rios sons. Por exemplo,
no portugueˆs europeu, o caracter ”a”surge duas vezes na palavra ”pata”e possui
correspondeˆncias sonoras distintas.
As discrepaˆncias referidas sa˜o mais acentuadas nos alfabetos mais antigos.
O alfabeto coreano, com apenas alguns se´culos de existeˆncia, e´ por esta raza˜o
um dos que mais se aproxima da oralidade. Numa outra perspectiva existem
os silaba´rios japoneses, hiragana e katakana, que possuem tambe´m uma grande
6Conjunto dos sinais componentes de uma escrita sila´bica ou por s´ılabas.
7Da unia˜o de alfa e beta, as duas primeiras letras do alfabeto Grego. Diz respeito a um
conjunto de s´ımbolos escritos que representam um ou va´rios sons e que sa˜o combinados para
formar as mu´ltiplas palavras de uma linguagem [58].
8Referente, em sentido estrito, a` linguagem verbal utilizada por dois falantes que comuni-
cam entre si uma mensagem e que esta˜o inseridos num contexto espec´ıfico. De um modo mais
lato designa todos os sistemas de sinais, signos ou s´ımbolos escritos utilizados segundo uma
convenc¸a˜o no seio de uma comunidade [62].
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proximidade entre os dois campos.
Para o estudo cient´ıfico das linguagens em geral, os alfabetos tradicionais
tornaram-se limitados e criaram-se, com a filosofia inicial, novos alfabetos em
que a cada som corresponde bi-univocamente um s´ımbolo: alfabetos fone´ticos.
Actualmente e com maior expressa˜o existem o IPA9 (International Phonetic
Alphabet), utilizado essencialmente por profissionais da Lingu´ıstica, e o SAMPA10
[93], orientado para o processamento computacional das l´ınguas [69]. O pri-
meiro, criado em finais do se´c. XIX e ja´ revisto por algumas vezes, e´ consi-
derado como refereˆncia internacional. Utiliza os s´ımbolos do alfabeto latino e
alguns s´ımbolos extra espec´ıficos para a representac¸a˜o de alguns sons. O se-
gundo, mais recente e adaptado para a representac¸a˜o em computadores, baseia-
se em s´ımbolos universais existentes nos teclados com que procura a mesma
flexibilidade e abrangeˆncia do primeiro. No apeˆndice C apresentam-se em por-
menor, para o Portugueˆs Europeu, os alfabetos referidos e da˜o-se exemplos de
ocorreˆncias em palavras.
Importa agora introduzir treˆs conceitos fundamentais que sera˜o intensiva-
mente utilizados ao longo deste documento: fonema, fone e alofone. Um fonema
e´ uma entidade abstracta que representa um som mı´nimo com significado dentro
de uma l´ıngua. E´ com estes sons mı´nimos que, por associac¸a˜o, se constro´em pa-
lavras. A origem da palavra vem do grego pho´nema que significa som da voz [58].
Os fonemas representam-se tradicionalmente entre duas barras obl´ıquas. Um
fone e´ uma realizac¸a˜o pra´tica de um fonema. Representam-se tradicionalmente
dentro de pareˆntesis rectos bem como as transcric¸o˜es fone´ticas das palavras.
Para clarificar, considere-se por exemplo a palavra <vaga>, esta pronuncia-se
em Lisboa como ”vaga”(em Sampa [bag6]) e no Porto como ”baga”(em Sampa
[bag6]) sem qualquer perda de significado desde que esteja dentro de um con-
texto adequado. Ao fonema /v/, primeiro da palavra, correspondem portanto
os fones [v] e [b]. Por u´ltimo surge o conceito de alofone que e´ referente a`s va´rias
realizac¸o˜es poss´ıveis de um fonema devido a interacc¸o˜es de contexto com fones
vizinhos ou variac¸o˜es livres.
O nu´mero de sons diferentes e´ varia´vel consoante a l´ıngua e, dentro desta,
consoante as variac¸o˜es dialectais. No caso do portugueˆs europeu distinguem-se
habitualmente 37 fonemas, sendo 14 vogais e 23 consoantes, podendo estes ser
classificados segundo va´rios aspectos [23].
1.4 Fone´tica e Fonologia
A lingu´ıstica e´ a a´rea cient´ıfica que se dedica ao estudo da linguagem e das
l´ınguas naturais. Possui va´rios ramos de onde se destacam para os nossos ob-
jectivos a Fone´tica e a Fonologia. A Fone´tica [26] concentra-se no estudo dos
sons da fala humana e do modo como sa˜o produzidos e percebidos pelo locuto-
res/auditores envolvidos. Subdivide-se em treˆs grandes ramos: fone´tica articu-
lato´ria, estudo da produc¸a˜o dos sons pelo aparelho fonador; fone´tica acu´stica:
estudo dos feno´menos f´ısicos dos sons de fala; fone´tica perceptiva, estudo do
relacionamento dos orga˜os da audic¸a˜o com as zonas e mecanismos cerebrais
de percepc¸a˜o [23]. A Fonologia [56] procura caracterizar o sistema sonoro de
uma l´ıngua, as regras subjacentes a` combinac¸a˜o desses sons e o modo como
9http://www.arts.gla.ac.uk/IPA/index.html
10http://www.phon.ucl.ac.uk/home/sampa/portug.htm
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i e E a O o u j w l λ r R m n n˜ p b t d k g f v s z S Z
Soante + + +++++++++++ + ++ - - - - - - - - - - - -
Sila´bico + + +++++ - - - - - - - - - - - - - - - - - - - - -
Consonaˆntico - - - - - - - - - + + ++ + ++++++++++++++
Alto + - - - - - + + + - + - + - - + - - - - + + - - - - + +
Baixo - - + ++ - - - - - - - - - - - - - - - - - - - - - - -
Recuado - - + +++ - + - - - + - - - - - - - + + - - - - - - -
Arredondado - - - - + ++ - + - - - - - - - - - - - - - - - - - - -
Anterior - - - - - - - - - + - + - + + - ++++ - - + +++ - -
Coronal - - - - - - - - - + - + - - + - - - + + - - - - - + + -
Cont´ınuo ++ +++++++++++ - - - - - - - - - + +++++
Sonoro + + +++++++++++ + ++ - + - + - + - + - + - -
Lateral - - - - - - - - - + + - - - - - - - - - - - - - - - - -
Nasal - - - - - - - - - - - - - + ++ - - - - - - - - - - - -
Tabela 1.1: Matriz fonolo´gica para o portugueˆs europeu
esse sons exprimem distinc¸o˜es de significado [62]. Trubetzkoy [85] e´ o principal
responsa´vel por esta distinc¸a˜o:
”Daremos a` cieˆncia dos sons da fala o nome de fone´tica e a` cieˆncia
dos sons da l´ıngua o nome de fonologia.”
A fonologia efectua uma classificac¸a˜o dos sons baseada no conceito de trac¸o
distintivo que e´ a unidade mı´nima de significado dentro de um fonema que e´
responsa´vel por oposic¸o˜es fonolo´gicas distintivas. Surgiram duas propostas, uma
primeira, em 1952, de base acu´stica [41] e outra em 1968 de base articulato´ria
[19]. Esta u´ltima foi mais bem aceite e foi adaptada ao Portugueˆs por Mateus
[57]. Na tabela 1.1 apresenta-se a matriz fonolo´gica e os respectivos trac¸os
distintivos.
Este tipo de classificac¸a˜o e´ utilizado por alguns autores para realizar tarefas
de reconhecimento de fala e segmentac¸a˜o [43].
1.5 Articulac¸a˜o
A articulac¸a˜o diz respeito a` forma como o aparelho fonador se comporta para a
produc¸a˜o de cada um dos sons e esta´ inserida no campo de estudo da fone´tica ar-
ticulato´ria. A classificac¸a˜o da articulac¸a˜o dos fonemas pode ser feita em relac¸a˜o
ao modo de articulac¸a˜o, que especifica a natureza da obstruc¸a˜o que ocorre em
determinado local do tracto vocal, e em relac¸a˜o ao ponto de articulac¸a˜o, que
especifica o local onde ocorre a obstruc¸a˜o. Considera-se ainda importante a
caracterizac¸a˜o do vozeamento11 ou na˜o vozeamento.
Analisem-se assim os constituintes do aparelho fonador e como se desenrola
todo o processo que permite a produc¸a˜o dos sons de fala e contribui para isso.
11Constitui a primeira distinc¸a˜o fonolo´gica ao longo do aparelho fonador. E´ produzida pela
vibrac¸a˜o das cordas vocais resultante da pressa˜o sub-glo´tica que elas exercem a` passagem do
ar egressivo pela laringe. Ou seja, se as cordas vocais na˜o vibrarem esta´-se perante um som
surdo ou na˜o-vozeado se as cordas vocais vibrarem esta´-se perante um som sonoro ou vozeado.
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Figura 1.2: Aparelho fonador: desenho ciet´ıfico
1.5.1 Anatomia e Fisiologia do Sistema de Produc¸a˜o de
Fala
Para a completa compreensa˜o dos assuntos relacionados com o processamento
da fala importa, para ale´m do conhecimento e domı´nio das mu´ltiplas te´cnicas
e ferramentas, perceber a natureza da produc¸a˜o dos pro´prios sons. O aparelho
fonador, possuindo apenas um orga˜o espec´ıfico, laringe, partilha va´rios com os
sistemas respirato´rio e digestivo. Pode ser decomposto em treˆs secc¸o˜es princi-
pais: pulmo˜es, fontes de energia do processo como fornecedores de um fluxo de
ar cont´ınuo, laringe e cordas vocais, que criam uma vibrac¸a˜o e cavidades supra-
lar´ıngeas, responsa´veis pela articulac¸a˜o e ressonaˆncia [100]. Nas figuras 1.2 e 1.3
surgem duas representac¸o˜es do tracto vocal, uma primeira mais realista onde
se podem ver claramente os pormenores fisiolo´gicos e a segunda, esquema´tica,
onde ressaltam os elementos que teˆm sido referidos [6]
A respirac¸a˜o, processo do aparelho respirato´rio, compreende para este estudo
dois momentos essenciais controlados pela contracc¸a˜o e distensa˜o do diafragma.
Na inspirac¸a˜o, o ar, por um mecanismo de diferenc¸a de presso˜es, atravessa um
percurso que se inicia na boca ou nariz e termina nos pulmo˜es. Na expirac¸a˜o, fase
em sa˜o produzidos os sons da maioria das l´ınguas, o fluxo de ar efectua o trajecto
inverso ate´ ao exterior. Depois de sair dos pulmo˜es, alve´olos e broˆnquios, passa
pela traqueia e seguidamente pela laringe onde se situam as cordas vocais. Estas
sa˜o constitu´ıdas por va´rios ligamentos e mu´sculos e ao seu espac¸amento chama-
se glote. As cordas vocais podem estar completamente unidas fechando a glote
e contrariando a circulac¸a˜o do ar, podem estar abertas, com va´rios graus de
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Figura 1.3: Aparelho fonador: esquema
abertura, permitindo que o ar circule e podem efectuar movimentos repetidos
de abertura e fecho que produzira˜o um caudal de ar pulsado. Estes impulsos
de ar, designados por impulsos glotais, sera˜o depois modulados pelas cavidades
superiores, movimentos da l´ıngua e la´bios ate´ chegarem ao exterior com a forma
de sons vozeados ou sonoros. Quando na˜o existe vibrac¸a˜o das cordas vocais os
sons sa˜o considerados na˜o vozeados ou surdos.
Os impulsos glotais possuem uma forma bastante caracter´ıstica que se apre-
senta ilustrada na figura 1.4, sendo tambe´m assinalado o per´ıodo fundamental T .
Em sistemas artificiais utiliza-se com frequeˆncia um modelo que se designa por
impulso glotal sinte´tico, dado pela expressa˜o 1.1, e que foi trabalhado por Row-
den [73]. O impulso sinte´tico e´ utilizado em modelos artificiais para a gerac¸a˜o
de sinais de voz que simulam o comportamento do aparelho fonador humano.
Figura 1.4: Impulsos glotais artificiais (a=0.9)
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G(z) =
−a.e.ln(a).z−1
(1− a.z−1)2
(1.1)
Assim a cada per´ıodo da figura 1.4 corresponde um ciclo de abertura e fecho
das cordas vocais. A durac¸a˜o de cada ciclo denomina-se per´ıodo fundamental e
o seu inverso sera´ a frequeˆncia fundamental.
Apo´s atravessar as cordas vocais o ar prossegue o trajecto atrave´s da fa-
ringe que se localiza imediatamente antes da cavidade oral e se pode considerar
decomposto nas zonas lar´ıngea, oral e nasal. A divisa˜o entre as duas u´ltimas
e´ realizada pelo ve´u palatino. Este e´ um mu´sculo ligado a`s paredes laterais
posteriores da cavidade oral e ao palato duro. Possui uma extremidade solta
designada por u´vula. O ve´u palatino, pelas suas caracter´ısticas musculares, pos-
sui a capacidade de se movimentar para cima ou para baixo orientando o fluxo
de ar apenas para a cavidade oral ou em simultaˆneo para as cavidades oral e
nasal respectivamente.
Aqui faz-se outra importante divisa˜o na classificac¸a˜o dos sons distinguindo os
sons nasalados, quando existe passagem de ar pela cavidade nasal, e sons na˜o-
nasalados quando a passagem do ar se efectua exclusivamente pela cavidade
oral.
Depois de definido o trajecto inicial do ar durante o processo de fonac¸a˜o,
distinguidos os sons em vozeados e na˜o vozeados e em nasais e orais importa
clarificar qual o papel das cavidades supraglotais nesse processo e como se forma
cada um dos sons da l´ıngua.
Designam-se por supraglotais as cavidades orais e nasais e a laringe. A
modulac¸a˜o final dos sons, no momento da sa´ıda do ar para o exterior, e´ essen-
cialmente efectuada na cavidade oral devido a`s va´rias zonas mo´veis que possui.
E´ tambe´m a partir destas zonas que se efectua uma classificac¸a˜o em relac¸a˜o aos
pontos que influenciam e contribuem para a articulac¸a˜o.
Devido a`s suas va´rias diferenc¸as realizam-se classificac¸o˜es diferentes para
os sons consonaˆnticos e para os sons voca´licos. Nos primeiros, analisados no
pro´ximo ponto, o ar encontra obsta´culos importantes ate´ a` sua sa´ıda para o
exterior enquanto que nos segundos existe uma quase livre circulac¸a˜o do ar.
1.5.2 Sons Consonaˆnticos e sua Classificac¸a˜o
Em relac¸a˜o ao ponto de articulac¸a˜o, cuja noc¸a˜o foi atra´s introduzida, e apenas
para os sons consonaˆnticos, distinguem-se, para a l´ıngua portuguesa, essen-
cialmente sete locais a que correspondem as classificac¸o˜es bilabial, labioden-
tal, dental, alveolar, pre´-palatal, palatal e velar. Na tabela 1.2 apresentam-se
com clareza as categorias, seguidas dos orga˜os articuladores envolvidos e alguns
exemplos.
Em relac¸a˜o ao modo de articulac¸a˜o a classificac¸a˜o e´ efectuada entre oclusivas,
fricativas e l´ıquidas que se dividem em laterais e vibrantes.
As oclusivas possuem a particularidade de serem articuladas em duas fases
existindo inicialmente a oclusa˜o, onde o ar e´ completamente impedido de circular
para o exterior com um consequente aumento de pressa˜o e finalmente a explosa˜o
ou plosa˜o, em que a pressa˜o acumulada e´ rapidamente libertada e o som e´
produzido. O ponto de oclusa˜o e´ varia´vel.
Nas fricativas existe um fluxo de ar cont´ınuo no tracto vocal que dependendo
da obstruc¸a˜o e da velocidade do ar ira´ provocar diferentes sons.
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Classe Articuladores Exemplo
Bilabial Ambos os la´bios b, p, m
Labiodental La´bio inferior com os dentes incisivos v, f
Dental Ponta da l´ıngua com os dentes incisivos d, t, z
Alveolar Ponta da l´ıngua com os incisivos superiores l, n, r
Pre´-Palatal Laˆmina da l´ıngua com o pre´-palato z, x
Palatal Laˆmina da l´ıngua com o palato lh, nh
Velar Zona posterior da l´ıngua com o ve´u palatino g, k, R
Tabela 1.2: Classificac¸a˜o das consoantes quanto ao ponto de articulac¸a˜o
Clas. Articul. Caracter´ısticas Acu´sticas
Ponto Bilabial F2 e F3 comparativamente baixas
Dental F2 perto de 1600-1800Hz; F3 perto de 2000-3050Hz
Alveolar F2 perto de 1700-1800Hz
Velar F2 alto; origem comum das transic¸o˜es de F2 e F3
Modo L´ıquida Descida de F3 e F4
Oclusiva Pico saliente no in´ıcio da estrutura de formantes
Fricativa Padra˜o aleato´rio dependente do ponto de articulac¸a˜o
Nasal Estrutura de formates semelhante a` das vogais com
formantes perto de 250,2500,3250Hz
Laterais Estrutura de formates semelhante a` das vogais com
formantes perto de 250,1200,2400Hz
Tabela 1.3: Caracter´ısticas acu´sticas das consoantes de acordo com o modo e o
ponto de articulac¸a˜o.
As l´ıquidas sa˜o articuladas com uma obstruc¸a˜o completa ou quase completa
da cavidade oral seguida de um escoamento livre do ar. Quando o ar se escoa
atrave´s dos dois lados da l´ıngua temos as laterais. Quando surge uma vibrac¸a˜o
dos articuladores temos as vibrantes.
No apeˆndice C apresenta-se uma tabela geral para a classificac¸a˜o das conso-
antes e outras tabelas complementares.
Em alguns trabalhos procuram criar-se relac¸o˜es acu´stico-articulato´rias que
podera˜o fornecer pistas importantes para as tarefas de processamento da fala
que envolvam a extracc¸a˜o de informac¸a˜o partindo do sinal. Num dos trabalhos
mais recentes David Chappell [18] propo˜e as relac¸o˜es que se apresentam na
tabela 1.3.
1.5.3 Sons Voca´licos e sua Classificac¸a˜o
Como ja´ foi referido, no caso das vogais existe uma livre circulac¸a˜o do ar para o
exterior existindo sempre a intervenc¸a˜o das cordas vocais. Deste modo todas os
sons voca´licos sera˜o necessariamente vozeados e na˜o e´ poss´ıvel definir um ponto
espec´ıfico de articulac¸a˜o.
A classificac¸a˜o possui assim categorias distintas das consoantes e e´ realizada
segundo os crite´rios de lugar ou zona de articulac¸a˜o, abertura e labializac¸a˜o.
O primeiro diz respeito a` posic¸a˜o da l´ıngua, o segundo ao grau de abertura da
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Zona de Articulac¸a˜o
Abertura Anteriores Me´dias Posteriores L´ıngua
Abertas [a] - pato Baixa
Semi-abertas [E℄ - terra [O℄ - gola Baixa
Semi-Fechadas [e] - Pedro [α] - manual [o] - poc¸o Me´dia
Fechadas [i] - livro [℄ - secar [u] - pular Alta
Tabela 1.4: Classificac¸a˜o das vogais orais
Zona de Articulac¸a˜o
Abertura Anteriores Me´dias Posteriores L´ıngua
Semi-Fechadas [e˜] - dente [α˜] - manto [o˜] - fonte Me´dia
Fechadas [˜i] - pinto [u˜] - mundo Alta
Tabela 1.5: Classificac¸a˜o das vogais nasais
cavidade oral e o u´ltimo refere-se a` intervenc¸a˜o dos la´bios. Nos quadros 1.4 e
1.5 apresentam-se as vogais da l´ıngua portuguesa e a respectiva classificac¸a˜o,
repartidas em func¸a˜o da posic¸a˜o da u´vula, ou seja, em func¸a˜o da distinc¸a˜o entre
oral e nasal.
Para o reconhecimento de voz, a identificac¸a˜o de vogais e´ uma das tarefas
mais simples. Esta´ ja´ estudado e provado por va´rios autores [25, 66] que e´
poss´ıvel caracterizar completamente uma vogal apenas atrave´s da ana´lise das
duas primeiras formantes12 F1 e F2. Estas sa˜o fornecidas respectivamente pelas
ressonaˆncias da cavidade oral e da faringe e surgem depois de F0, frequeˆncia
fundamental, definida pela vibrac¸a˜o das cordas vocais. Em 1988, Delgado Mar-
tins [25] propo˜e para o Portugueˆs o triaˆngulo acu´stico que se apresenta na figura
1.5. A configurac¸a˜o das escalas de frequeˆncia e´ um pouco invulgar mas resulta
da intenc¸a˜o de facilitar a visualizac¸a˜o da posic¸a˜o da l´ıngua nos va´rios pontos
quando o triaˆngulo se sobrepo˜e a` imagem 1.3 do trato vocal.
Resta ainda referir as glides ou semi-vogais, fonemas /j/ e /w/ na˜o inclu´ıdos
nas tabelas, que sa˜o sons voca´licos e pro´ximos das vogais fechadas. Estes sons
surgem normalmente acoplados a outras vogais na formac¸a˜o de ditongos.
Na articulac¸a˜o dos ditongos os orga˜os articuladores movem-se suavemente
do primeiro som para o som final sendo por vezes dif´ıcil identificar a fronteira
entre os dois. Por este motivo os ditongos podem ser consideradas unidades
independentes e auto´nomas.
12O termo formante e´ um adjectivo atribu´ıdo a`s frequeˆncias que, somadas, constituem um
determinado som. Deste modo, cada som e´ caracterizado por um conjunto de formantes.
As formantes principais, geralmente designadas por F1 e F2, surgem em frequeˆncias mais
favorecidas pelas cavidades supra-glotais, as frequeˆncias de ressonaˆncia do trato vocal.
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Figura 1.5: Triaˆngulo acu´stico das vogais to´nicas para o Portugueˆs Europeu
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Cap´ıtulo 2
Corpora de Fala
Todos os sistemas de s´ıntese e reconhecimento de voz utilizam, no mı´nimo du-
rante o seu desenvolvimento, base de dados com mu´ltiplas informac¸o˜es que per-
mitem treinar os modelos em que se baseiam. Assim, para ale´m da qualidade
intr´ınseca dos modelos, as informac¸o˜es que lhes ira˜o dar uma expressa˜o pra´tica
possuem um papel preponderante no desempenho e na qualidade dos resultados
finais. Quais as informac¸o˜es que devem constar de uma base de dados para uma
aplicac¸a˜o de processamento de voz? O que define uma boa base de dados? As
respostas na˜o sa˜o fa´ceis pois muitas vezes dependem fortemente da aplicac¸a˜o
a que se destinam. Existem pore´m pontos comum que ajudam a delimitar a
extensa˜o das varia´veis envolvidas. Nas pro´ximas linhas tentar-se-a´ abordar os
va´rios pontos que devem ser considerados no desenvolvimento de uma base de
dados de fala e que conduzira˜o a uma maior ou menor adequac¸a˜o e qualidade
para uma determinada aplicac¸a˜o.
2.1 Recolha dos Dados
Antes de qualquer outra explicac¸a˜o e´ importante comec¸ar pela criac¸a˜o da pro´pria
base de dados que muitas vezes veˆ alguns aspectos serem negligenciados. A voz,
para que possa ser processada por um computador, tem de ser submetida a um
processo cuidadoso de recolha para que o seu registo se aproxime o mais poss´ıvel
da realidade.
Logo a` partida e como condic¸a˜o base para a gravac¸a˜o dos dados devera´ ser
escolhida uma sala com boas caracter´ısticas de insonorizac¸a˜o em relac¸a˜o ao ru´ıdo
exterior e com um n´ıvel reduzido de reverberac¸a˜o interior. Os equipamentos em
funcionamento devem reduzir-se aos absolutamente necessa´rios a` tarefa, para a
eliminac¸a˜o de perturbac¸o˜es de ventoinhas e outros ru´ıdos.
O sinal de voz, variac¸o˜es de pressa˜o do acu´stica, e´ captado por um trans-
dutor que produz um sinal ele´ctrico correspondente. Aqui deve ser conside-
rado um bom microfone, com largura de banda reduzida e de prefereˆncia com
mecanismos activos de reduc¸a˜o de perturbac¸o˜es ambientais. Seguidamente o
sinal e´ conduzido para uma carta de conversa˜o analo´gico-digital com os devi-
dos cuidados de reduc¸a˜o de perturbac¸o˜es electromagne´ticas. Na carta, o sinal
analo´gico e´ convertido num sinal digital, processo de amostragem, obedecendo
a uma frequeˆncia fixa e posteriormente quantizado num determinado nu´mero
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de n´ıveis. As duas u´ltimas varia´veis sa˜o escolhidas em func¸a˜o da aplicac¸a˜o e a
sua incorrecta escolha pode ditar a inviabilizac¸a˜o da informac¸a˜o recolhida.
A informac¸a˜o digital e´ registada num suporte f´ısico e armazenada. O su-
porte podera´ ser um CD, DVD, uma cassete DAT, etc. Existem diferenc¸as
entre eles mas o CD, por comodidade, e´ frequentemente o escolhido. O ar-
mazenamento pode ser feito sem compressa˜o de dados, com compressa˜o sem
perda de informac¸a˜o ou com compressa˜o e perdendo alguma informac¸a˜o con-
siderada negligencia´vel. Depois de realizada alguma organizac¸a˜o que facilite a
manipulac¸a˜o, a recolha dos dados esta´ conclu´ıda.
2.2 Riqueza Fone´tica e Acu´stica
As bases de dados de fones possuem, para ale´m da qualidade do a´udio resultante
do cuidado colocado na gravac¸a˜o, outras caracter´ısticas que permitem compara´-
las e afirmar se esta ou aquela se adequa mais ou menos a determinada tarefa.
Obviamente o ideal seria que todas as caracter´ısticas que aqui se va˜o descrever
pudessem ser encontradas numa u´nica base de dados tornando-a universal. No
entanto, na fala, as situac¸o˜es a considerar sa˜o de tal modo vastas que e´ pratica-
mente imposs´ıvel reunir numa u´nica colecc¸a˜o todas as possibilidades deseja´veis.
A riqueza fone´tica de uma base de dados diz respeito ao nu´mero de diferentes
fones nela existentes. A maioria dos registos existentes sa˜o sempre restringidos
a apenas uma l´ıngua ou a uma variante da l´ıngua limitando a generalizac¸a˜o dos
sistemas desenvolvidos e a comparac¸a˜o de resultados inter-l´ınguas. Deste modo,
a situac¸a˜o ideal seria que todos os fones previstos na representac¸a˜o fone´tica IPA,
que se considera universal, pudessem ser encontrados num determinado corpus
cobrindo va´rias l´ınguas e dentro destas todas as variac¸o˜es poss´ıveis. Tambe´m
importante para a riqueza fone´tica e´ o esforc¸o colocado na selecc¸a˜o dos textos
que devera˜o conduzir a fala foneticamente diversificada.
Do ponto de vista acu´stico existem tambe´m va´rias caracter´ısticas a conside-
rar. Tanto para o treino de modelos para o reconhecimento como para a s´ıntese
de fala, a existeˆncia de mu´ltiplas ocorreˆncias de fones com durac¸o˜es diferentes
e´ importante. Na s´ıntese concatenativa, por exemplo, utilizam-se te´cnicas para
ajustar a dimensa˜o temporal de cada fone ao desejado para a palavra a sinte-
tizar. O resultado final consegue ser bom mas seria indubitavelmente melhor
se existisse uma unidade com a dimensa˜o adequada que na˜o sofresse qualquer
tratamento.
Tambe´m importante e´ a multiplicidade de falantes. Cada pessoa possui
caracter´ısticas f´ısicas particulares concernentes ao tracto vocal que influenciam
o timbre da sua voz. A dicc¸a˜o, referente a` forma de articulac¸a˜o, podera´ tambe´m
conduzir a sons melhor ou pior definidos. A compreensa˜o humana e´ afectada
por estes factores e do mesmo modo e´ a das ma´quinas. Assim, quando maior
nu´mero de falantes puderem ser inclu´ıdos mais possibilidades de utilizac¸a˜o de
fones surgira˜o. Esta caracter´ıstica e´ crucial para o desenvolvimento de sistemas
de reconhecimento de fala independentes do falante.
Devido a` natureza cont´ınua da articulac¸a˜o e dos sinais de voz a vizinhanc¸a de
um fone, a` esquerda e a` direita, altera as suas caracter´ısticas junto a`s fronteiras.
A existeˆncia do maior nu´mero poss´ıvel de vizinhanc¸as distintas de um certo fone
aumenta tambe´m a riqueza da base de dados. Aqui os ditongos merecem um
nota especial pois devido a` grande dificuldade que existe em determinar com
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exactida˜o o ponto de corte das duas vogais muito autores defendem o seu registo
como unidade independente.
2.3 Anotac¸a˜o
Um outro factor que tambe´m influencia a qualidade de uma base de dados
fone´tica e´ a qualidade da anotac¸a˜o e o nu´mero de n´ıveis ou caracter´ısticas a que
diz respeito.
A tarefa de anotac¸a˜o e´ constitu´ıda por duas outras distintas: uma, desig-
nada por segmentac¸a˜o, que consiste na identificac¸a˜o das fronteiras que delimitam
cada fonema e outra, a classificac¸a˜o fone´tica, que cria correspondeˆncias entre
o sinal de voz e um conjunto finito de s´ımbolos constituintes de um inventa´rio
fone´tico. Estas tarefas podem ser realizadas de forma independente, o que acon-
tece em muitos sistemas automa´ticos, ou de uma u´nica vez, como sucede com
frequeˆncia quando se realiza de forma manual. Para efectuar a anotac¸a˜o e´ ne-
cessa´rio definir um conjunto de s´ımbolos finito representativos dos fonemas que
podera˜o surgir. Normalmente utilizam-se para o efeito o alfabeto SAMPA ou,
quando este e´ limitativo, variac¸o˜es que incluem outros s´ımbolos que se adequem
a` tarefa. Para ale´m dos s´ımbolos fone´ticos definem-se tambe´m outros para assi-
nalar a ocorreˆncia de feno´menos com interesse (silaba to´nica, oclusa˜o, sileˆncio,
respirac¸a˜o, etc.).
A anotac¸a˜o manual e´ feita geralmente a partir de uma ana´lise conjunta
da imagem da forma de onda do sinal nos tempos e do espectrograma com a
audic¸a˜o do som correspondente. As capacidades de percepc¸a˜o visual e acu´stica
dos anotadores sa˜o sempre diferentes e dai resultam opinio˜es diferentes. A ta-
refa de anotac¸a˜o e´ tambe´m bastante variada e apresenta muitas vezes situac¸o˜es
amb´ıguas que obrigam a tomar deciso˜es nem sempre consensuais. Com o objec-
tivo de minimizar as discrepaˆncias que inevitavelmente surgiriam do trabalho
de va´rios anotadores desenvolveram-se va´rios documentos que procuram criar
regras e definir estrate´gias para a anotac¸a˜o. Um destes documentos mais am-
plamente utilizado e´ o CSLU Labeling Guide produzido no Oregon Graduate
Institute [45].
O n´ıvel de anotac¸a˜o mais baixo localiza-se geralmente ao n´ıvel do fone[55].
Aqui, o nu´mero de fronteiras a assinalar e´ bastante grande e nem sempre fa´cil
de definir. Esta tarefa apresenta os melhores resultados quando e´ realizada
manualmente por profissionais treinados e com experieˆncia. Um destes profissi-
onais conseguira´ demorar em me´dia pouco menos de 1 minuto para identificar
as fronteiras e classificar um determinado fone. Considerando que uma base
de dados possui va´rias horas de som facilmente se percebe que o tempo ne-
cessa´rio para efectuar a etiquetagem fone´tica completa sera´ bastante longo. A
t´ıtulo de curiosidade pode-se referir que os laborato´rios ATR no Japa˜o utili-
zam para o treino dos seus sistemas de reconhecimento de voz uma base de
dados de 750 horas totalmente etiquetada a` ma˜o. No entanto, este processo
so´ e´ poss´ıvel quando esta˜o dispon´ıveis grandes recursos financeiros e humanos,
sendo noutros casos invia´vel. Por este motivo e´ frequente utilizar-se um sistema
de segmentac¸a˜o automa´tica de boa qualidade e posteriormente proceder a uma
revisa˜o das anotac¸o˜es para corrigir eventuais erros. Este processo reduz consi-
deravelmente o tempo necessa´rio para efectuar a anotac¸a˜o e conduz igualmente
a bons resultados.
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Podem tambe´m surgir n´ıveis de anotac¸a˜o onde se incluem difones e trifones
que sa˜o unidades com relevaˆncia para va´rias tarefas. No entanto, a anotac¸a˜o
destas unidades em particular e´ normalmente dispensada optando-se por pro-
curar conjunto de fones ao n´ıvel do fone.
Os n´ıveis superiores sa˜o geralmente os da s´ılaba, palavra e da frase. Aqui
assinalam-se os in´ıcios e fins e no caso das frase outras marcas que possam
caracterizar o tipo de frase. No caso das palavras podem tambe´m utilizar-se
anotac¸o˜es de classificac¸a˜o morfolo´gica. Actualmente comec¸am tambe´m a surgir
anotac¸o˜es semaˆnticas e proso´dicas que permitem analisar outras situac¸o˜es.
Uma classificac¸a˜o mais detalhada e que complementa a apresentada e´ des-
crita por Martins et al. [55] que se baseia nas recomendac¸o˜es EAGLES [31].
Resumidamente sugerem-se os seguintes n´ıveis:
1. Guia˜o de Gravac¸a˜o. Conjunto dos textos que serviram de guia˜o para a
gravac¸a˜o do a´udio.
2. Transcric¸a˜o Ortogra´fica. Representac¸a˜o ortogra´fica do que foi na rea-
lidade pronunciado pelos locutores.
3. Morfolo´gico, Sinta´tico, Semaˆntico e Pragma´tico. Relativo aos
n´ıveis lingu´ısticos acima do fonema.
4. Citac¸a˜o Fone´mica. Corresponde a sequeˆncias fone´ticas de cada uma das
palavras pronunciadas e consideradas isoladamente. Utilizac¸a˜o as regras
de conversa˜o grafema-fone adequadas a` l´ıngua.
5. Transcric¸a˜o Fone´tica Larga. Baseado no n´ıvel anterior onde, a par-
tir de regras fonolo´gicas se consideram feno´menos de inserc¸a˜o, eliminac¸a˜o
ou substituic¸a˜o de fones. Os s´ımbolos utilizados possuem um significado
ideˆntico ao dos fonemas. Alguns autores defendem que este tipo de trans-
cric¸a˜o so´ pode ser correctamente realizado apo´s a audic¸a˜o do sinal de voz.
6. Transcric¸a˜o Fone´tica Estreita. Surge da transcric¸a˜o do n´ıvel anterior
onde, apo´s a inspecc¸a˜o e ana´lise do sinal, se acrescentam outros s´ımbolos,
na˜o necessariamente fone´ticos, para a representac¸a˜o de feno´menos como
alofones, vozeamento, nasalizac¸a˜o, etc.
7. Transcric¸a˜o Acu´stico-Fone´tica. Refinamento do n´ıvel anterior consi-
derando outros feno´menos acu´sticos como a divisa˜o de uma oclusiva nos
seus momentos de oclusa˜o e explosa˜o.
8. F´ısico. Utilizado para a separac¸a˜o de va´rias fontes de informac¸a˜o si-
multaˆneas (ex: palatografo) quando existentes.
9. Proso´dico. Para a marcac¸a˜o de eventos proso´dicos. Na˜o existem ainda
recomendac¸o˜es r´ıgidas para o tipo de s´ımbolos ou notac¸a˜o a utilizar sendo
a mais frequente baseada no sistema ToBI (Tone and Break Indices) [75].
Para ale´m dos n´ıveis de anotac¸a˜o referidos, que sa˜o os mais frequentes e os
que permitem uma utilidade mı´nima da base de dados, e´ ainda poss´ıvel, parale-
lamente, efectuar outras anotac¸o˜es com qualquer informac¸a˜o que seja relevante.
Aqui incluem-se, por exemplo, informac¸o˜es de frequeˆncia, marcac¸o˜es de pitch,
mudanc¸as de falante, etc.
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2.4 Aplicac¸o˜es Informa´ticas para Anotac¸a˜o
As dificuldades inerentes a` anotac¸a˜o de um corpus sa˜o bem conhecidas e sentidas
por todos os que teˆm de executar esta tarefa em larga ou pequena escala. As
informac¸o˜es analisadas para realizar esta tarefa manualmente, em geral sinal
de fala e espectrograma correspondente, sa˜o calculadas e apresentadas por um
computador. Faz enta˜o sentido que existam aplicac¸o˜es de software que para
ale´m de apresentarem as informac¸o˜es referidas permitam tambe´m a manipulac¸a˜o
e registo das etiquetas subjacentes a` anotac¸a˜o.
Nesta secc¸a˜o sera˜o abordadas as ferramentas mais populares para a execuc¸a˜o
desta tarefa e analisar-se-a˜o algumas funcionalidades extra que facilitam a re-
alizac¸a˜o de outras operac¸o˜es associadas. Os programas apresentados oferecem
possibilidades que lhes sa˜o comuns e possuem outras que sa˜o exclusivas. Por
esta raza˜o e para tirar todo o partido das ferramentas e´ frequentemente ne-
cessa´rio utilizar va´rios dos programas em conjunto ou alternadamente. Para
as operac¸o˜es mais comuns a escolha dependera´ da familiaridade ou gosto pela
interface de cada aplicac¸a˜o.
2.4.1 Speech Filling System
Desenvolvido por Mark Huckvale do University College of London, o Speech Fil-
ling System (SFS)1 e´ talvez a aplicac¸a˜o mais popular para a ana´lise de sinais
de fala. Possui uma interface bem organizada e simples, disponibiliza um con-
junto alargado de func¸o˜es e oferece boas possibilidades de integrac¸a˜o com outras
aplicac¸o˜es e sistemas.
As principais caracter´ısticas apresentam-se:
• Plataformas: Windows, Linux, MS-Dos
• Ana´lise de fala: espectrograma, pitch, formantes, processamento de la-
ringogra´ficos, predic¸a˜o linear.
• S´ıntese de fala: por formantes, por filtros, a partir do pitch, formantes
e intensidade. S´ıntese articulato´ria.
• Anotac¸a˜o: etiquetagem de intervalos e marcas temporais em va´rios n´ıveis,
utilizac¸a˜o de alfabetos fone´ticos, anotac¸a˜o automa´tica, comparac¸a˜o de ali-
nhamentos.
• Manipulac¸a˜o de a´udio: Aquisic¸a˜o e manipulac¸a˜o directa de a´udio, al-
terac¸a˜o dos contornos de pitch e durac¸a˜o, filtragem, resampling.
• Compatibilidade: suporte para va´rios formatos de a´udio (WAV, AU,
AIFF, ILS, HTK, etc), suporte para va´rios formatos de anotac¸a˜o (ex-
portac¸a˜o de imagens em formato EPS e GIF, compatibilidade com HTK.
• Programac¸a˜o: scripts SML (Speech Measurement Language), SPC (Spe-
ech Pascal), C-SPAN e K-SPAN .
Pelas facilidades de integrac¸a˜o oferecidas este foi, dentro das funcionalidades
apresentadas, o software mais utilizado ao longo dos trabalhos desta dissertac¸a˜o.
1Dispon´ıvel em ftp://ftp.phon.ucl.ac.uk/pub/sfs
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2.4.2 Praat
Apresentado em 1995 por Paul Boersma e David Weenink, do Instituto de
Cieˆncias Fone´ticas da Universidade de Amesterda˜o, na Holanda, o Praat2 e´,
em paralelo com o SFS, extensivamente utilizado para a ana´lise de sinais de
fala. A aplicac¸a˜o bem como todo o co´digo sa˜o distribu´ıdos gratuitamente sob
uma licenc¸a GNU.
As principais funcionalidades passam-se a descrever:
• Ana´lise de fala: espectrograma, pitch, formantes, intensidade, jitter,
shimmer, cocleagrama e padro˜es de excitac¸a˜o.
• S´ıntese de fala: a partir do pitch, formantes e intensidade. S´ıntese
articulato´ria.
• Ensaios de audic¸a˜o: testes de identificac¸a˜o e distinc¸a˜o.
• Anotac¸a˜o: etiquetagem de intervalos e marcas temporais em va´rios n´ıveis,
utilizac¸a˜o de alfabetos fone´ticos, ficheiros de a´udio ate´ 2Gb.
• Manipulac¸a˜o de a´udio: Alterac¸a˜o dos contornos de pitch e durac¸a˜o,
filtragem
• Algoritmo de aprendizagem: Redes neuronais e teorias de optimizac¸a˜o.
• Estat´ısticas: ana´lise PCA (Principal Component Analysis), de discrimi-
nantes e multidimensional.
• Compatibilidade: suporte para a maioria dos formatos a´udio, exportac¸a˜o
de imagens em EPS.
• Programac¸a˜o: utilizac¸a˜o de scripts.
2.4.3 WaveSurfer
O WaveSurfer3 e´ uma aplicac¸a˜o menos ambiciosa do que as duas apresentadas
antes e podera´ servir de complemento para realizar algumas operac¸o˜es. Devido
ao facto de ser mais recente, os autores Kare Sjolander e Jonas Beskow do
Royal Institute of Technology em Estocolmo, apresentam frequentemente novas
actualizac¸o˜es. O co´digo fonte e´ distribuido gratuitamente sob uma licenc¸a BSD.
As func¸o˜es mais importantes sa˜o:
• Plataformas: Linux, Windows 95/98/NT/2K/XP, Macintosh, Sun So-
laris, HP-UX, FreeBSD e SGI IRIX;
• Ana´lise de fala: espectrograma, pitch e formantes;
• Anotac¸a˜o: suporte para os formatos (HTK eMLF, TIMIT, ESPS/Waves+
e Phondat);
• Manipulac¸a˜o de a´udio: Aquisic¸a˜o e manipulac¸a˜o directa de a´udio; ,
alterac¸a˜o dos contornos de pitch e durac¸a˜o, filtragem, resampling.
2Praat homepage: http://www.fon.hum.uva.nl/praat/
3WaveSurfer homepage: http://www.speech.kth.se/wavesurfer/index.html
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• Compatibilidade: suporte para va´rios formatos de a´udio sem limite de
durac¸a˜o (WAV, AU, AIFF, MP3, CSL, SD, Ogg/Vorbis e NIST/Sphere).
• Programac¸a˜o: scripts e funcionamento modular.
Esta aplicac¸a˜o apesar de na˜o ser ainda compara´vel ao SFS e ao Praat possui
ja´ um interessante conjunto de funcionalidades ao n´ıvel da manipulac¸a˜o do a´udio
e respectivas etiquetas. Na presente dissertac¸a˜o foi utilizado para a partic¸a˜o de
ficheiros de a´udio longos em outros mais pequenos.
2.4.4 Transcriber
Uma alternativa menos espec´ıfica, orientada apenas para a anotac¸a˜o de a´udio
em geral, e´ o software Transcriber4 cuja primeira versa˜o remonta a 1998 [4]. Este
utiliza em va´rias situac¸o˜es um conjunto de bibliotecas de func¸o˜es de distribuic¸a˜o
gratuita e, a` semelhanc¸a do que acontece com outras aplicac¸o˜es, tem tambe´m
dispon´ıvel todo o seu co´digo fonte sem qualquer custo sob uma licenc¸a GNU.
As principais caracter´ısticas sa˜o:
• Anotac¸a˜o: Va´rios n´ıveis de segmentac¸a˜o e possibilidade organizac¸a˜o
hiera´rquica, manipulac¸a˜o de fronteiras. Gesta˜o de uma lista de falan-
tes e to´picos de anotac¸a˜o. Possibilidade de alterac¸a˜o do tipo de letra e
cores para cada n´ıvel de anotac¸a˜o.
• Manipulac¸a˜o de a´udio: suporte para a´udio com va´rias horas de durac¸a˜o,
zoom horizontal e vertical, visualizac¸a˜o do mesmo sinal em va´rios pontos
diferentes.
• Compatibilidade: suporte para a maioria dos formatos a´udio, suporte
para anotac¸o˜es em formato texto e XML
O Transcriber na˜o esta´ orientado para a ana´lise do sinal mas sim para a
sua anotac¸a˜o propriamente dita. Assim, e pelas caracter´ısticas apresentadas,
esta aplicac¸a˜o sera´ mais adequada para tarefas de anotac¸a˜o manual de grande
complexidade mas que na˜o exijam o ca´lculo de caracter´ısticas particulares do
sinal.
2.5 Corpus FEUP/IPB
A gravac¸a˜o do corpus FEUP/IPB, desenvolvido pelo Laborato´rio de Sinais e
Sistemas da Universidade do Porto, surge de uma colaborac¸a˜o entre a Faculdade
de Engenharia da Universidade do Porto e a Escola Superior de Tecnologia e
Gesta˜o do Instituto Polite´cnico de Braganc¸a. A principal motivac¸a˜o para a sua
criac¸a˜o foi a inexisteˆncia de uma base de dados de fala de elevada qualidade que
pudesse ser utilizada para o desenvolvimento de sistemas de s´ıntese de fala em
portugueˆs europeu.
Toda a gravac¸a˜o foi efectuada num estu´dio da RDP (Ra´dio Difusa˜o Portu-
guesa) com um tratamento acu´stico de elevada qualidade. A voz utilizada e´ de
um locutor profissional, adulto, do sexo masculino e com cerca de 30 anos de
4Transcriber homepage: http://www.ldc.upenn.edu/mirror/Transcriber/
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idade. As sesso˜es de gravac¸a˜o foram preparadas com grande cuidado. Foram
feitos va´rios ensaios onde se simularam sesso˜es de gravac¸a˜o. Os textos foram
sempre lidos previamente pelo locutor e foram dadas indicac¸o˜es sobre a intenc¸a˜o
de determinada leitura. O a´udio foi gravado utilizando equipamento de estu´dio
de utilizac¸a˜o comum e apo´s algumas operac¸o˜es de edic¸a˜o (corte e unia˜o) foram
produzidos cerca de 100 minutos de material a´udio organizados em mu´ltiplos
ficheiros com durac¸a˜o entre 2 e 3 minutos cada. Com estes dados foi produzido
um CD em formato CDA e um conjunto de ficheiros em formato wav com uma
taxa de amostragem de 44,1 KHz, 16 bis por cada amostra, mono.
2.5.1 Texto
O corpus de texto e´ constitu´ıdo por 9 excertos de diferentes artigos publicados
no jornal portugueˆs dia´rio de maior tiragem em Novembro de 1999, 2 textos
adicionais de um outro jornal, uma entrevista publicada no jornal portugueˆs
semanal de maior tiragem no mesmo meˆs, 2 conjuntos de frases do tipo inter-
rogativo especialmente preparadas para o efeito, com e sem pronomes (quem,
qual, quantos, como, onde, etc.), e um conjunto de loga´tomos5, tambe´m espe-
cialmente preparados, com todos os difones do Portugueˆs e va´rios trifones em
contexto congruente. Alguns dos textos, devido a` sua extensa˜o esta˜o divididos
em va´rias partes.
O conjunto de loga´tomos consiste em vogais orais, nasais e ditongos, lidos
continuamente numa alternaˆncia entre sons voca´licos ou entre sons voca´licos e
sons consonaˆnticos. Este conjunto esta´ dividido em treˆs ficheiros. O objectivo
da gravac¸a˜o dos loga´tomos prende-se com a criac¸a˜o de alguns difones de rara
ocorreˆncia no le´xico ou mesmo nele inexistentes, para efeitos de s´ınteses de fala,
pronunciados da forma mais mono´tona poss´ıvel.
2.5.2 Segmentac¸a˜o e Classificac¸a˜o
Cada um dos ficheiros de som foi cuidadosamente examinado e segmentado utili-
zando a aplicac¸a˜o SFS da UCL [39]. A aplicac¸a˜o Cool Edit foi tambe´m utilizada
para qualquer eventual manipulac¸a˜o do a´udio necessa´ria e a aplicac¸a˜o PRAAT
[8] para a visualizac¸a˜o de algumas caracter´ısticas do sinal. A segmentac¸a˜o e
classificac¸a˜o dos ficheiros relativos a textos foi efectuada ao n´ıvel do fonema,
palavra e frase, tendo sido registadas num logbook todas as situac¸o˜es que ao
longo do processo se consideraram especiais por alguma raza˜o. Os s´ımbolos uti-
lizados para a classificac¸a˜o de cada segmento sa˜o baseados no alfabeto SAMPA
e apresentam-se na tabela 2.1. Sa˜o na totalidade 42 s´ımbolos ao n´ıvel do fone,
38 representam fonemas da l´ıngua portuguesa, 1 s´ımbolo u´nico para a repre-
sentac¸a˜o da zona de oclusa˜o para todas as oclusivas e treˆs s´ımbolos adicionais
para o sileˆncio (X), a aspirac¸a˜o (XX) e a marcac¸a˜o de s´ılaba to´nica (”). Este
u´ltimo s´ımbolo e´ colocado imediatamente antes do primeiro s´ımbolo de fonema
da s´ılaba em causa. As informac¸o˜es de etiquetagem relativas a cada ficheiro de
som e a cada n´ıvel foram guardadas em ficheiros tipo texto em que cada linha
possui o tempo de in´ıcio e o s´ımbolo respectivo.
No n´ıvel de etiquetagem de palavras utilizaram-se apenas dois s´ımbolos para
in´ıcio e para fim. Sempre que uma palavra comec¸a imediatamente a seguir a
5Unidade fone´tica concebida para fins cient´ıficos ou experimentais sendo constitu´ıda por
uma sequeˆncia consoante-vogal, vogal-consoante ou consoante-vogal-consoante.
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S´ımbolo Significado
Ao n´ıvel do fonema
p, t, k, b, d, g Exploso˜es das oclusivas em SAMPA
! Oclusa˜o comum a todas as oclusivas
f, v, s, z, S, Z Fricativas em SAMPA
m, n, J Nasais em SAMPA
L, l, R, r L´ıquidas em SAMPA
l* l no final das s´ılabas (l velar)
i, e, E, a, 6, O, o, u, @ Vogais em SAMPA
i∼, e∼, 6∼, o∼, u∼, w∼, j∼ Vogais nasais em SAMPA
w, j Semi-vogais em SAMPA
X Sileˆncio
XX Aspirac¸a˜o
” In´ıcio de s´ılaba to´nica
Ao n´ıvel da palavra
i In´ıcio da palavra
f Fim da palavra
Ao n´ıvel da frase
i In´ıcio da frase
. Fim da frase
, ! () - ; : ... ” Todas as marcas de pontuac¸a˜o do texto
Tabela 2.1: S´ımbolos utilizados para etiquetar a base de dados FEUP/IPB
outra sem qualquer interrupc¸a˜o acu´stica utiliza-se apenas o s´ımbolo de marcac¸a˜o
de in´ıcio. O mesmo princ´ıpio foi utilizado para o n´ıvel de frase.
Ao n´ıvel da frase utilizaram-se dois s´ımbolos para a marcac¸a˜o de in´ıcio e
fim e ainda os s´ımbolos tradicionais para as marcas de pontuac¸a˜o do texto. A
marcac¸a˜o a este n´ıvel e´ u´til para o estudo da proso´dia e tem sido utilizado em
va´rios trabalhos para este efeito por Braga et al. [11, 9, 12] e Teixeira [82].
O trabalho de etiquetagem para cerca de metade do tempo total foi efectuado
manualmente por foneticistas profissionais e estimou-se um tempo me´dio para a
tarefa de 1 dia para cada minuto de fala. O restante material foi pre´-etiquetado
automaticamente utilizando um sistema desenvolvido na universidade de Gent,
por Vorstermans [90] e posteriormente foi revisto manualmente obedecendo a`s
regras que foram utilizadas na primeira metade.
2.5.3 Estat´ısticas Fone´ticas
Para avaliar a riqueza da base de dados foram realizadas diversas estat´ısticas
que se centraram essencialmente nos n´ıveis fone´ticos e de palavra. Entre outras
ferramentas utilizou-se o Matlab, uma aplicac¸a˜o dedicada de divisa˜o sila´bica
para o portugueˆs europeu desenvolvida por Gouveia et al. [35] e outra, do
mesmo autor, para a conversa˜o grafema-fonema. Outro trabalho para a tarefa
de conversa˜o grafema-fonema para o Portugueˆs pode ser encontrado em [17].
Foi analisada a totalidade dos ficheiros com uma durac¸a˜o total de 1 hora e
10 minutos e cerca de 45000 fonemas. Foi encontrada um taxa me´dia de fala de
12,3 fonemas/s.
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# S´ımbolo Ocorreˆncias # S´ımbolo Ocorreˆncias
1 p 1327 20 b 447
2 t 2371 21 d 2484
3 k 1833 22 g 499
4 f 465 23 v 457
5 s 1721 24 z 483
6 S 2099 25 Z 469
7 m 1478 26 n 1146
8 J 125 27 l 1029
9 l* 308 28 L 121
10 r 2901 29 R 307
11 i 2811 30 e 1928
12 E 578 31 a 1943
13 6 4245 32 O 276
14 o 1446 33 u 3027
15 @ 1428 34 i∼ 250
16 e∼ 639 35 6∼ 1173
17 o∼ 519 36 u∼ 249
18 w∼ 320 37 j∼ 316
19 w 688 38 j 850
Total: 44756 fonemas
Tabela 2.2: Ocorreˆncias de fonemas para a base de dados FEUP/IPB
Para cada fonema foram consideradas duas varia´veis estat´ısticas: o nu´mero
de ocorreˆncias e a durac¸a˜o me´dia. O nu´mero de ocorreˆncias e´ um indicador
absoluto e da´-nos uma ideia da riqueza fone´tica da base de dados ou de cada
ficheiro independentemente. Uma vez que os textos foram recolhidos de artigos
de jornais e´ tambe´m leg´ıtimo considerar, com alguma margem de erro, que o
nu´mero relativo de ocorreˆncias de cada fonema na base de dados sera´ ideˆntico
ao da l´ıngua Portuguesa [24].
Estas estat´ısticas, relativas ao nu´mero de ocorreˆncias, foram comparadas
com outras efectuadas a partir de textos dispon´ıveis na base de dados on-line
Linguateca [48]. Os resultados foram ideˆnticos.
Muitas vezes associadas a`s estat´ısticas sobre a riqueza fone´tica de uma base
de dados surge o conceito de foneticamente balanceado ou foneticamente equili-
brado. Em relac¸a˜o a este conceito na˜o existe grande clareza no seu significado e
surgem mesmo desacordos entre autores. O equil´ıbrio fone´tico e´ considerado por
alguns como a existeˆncia de um nu´mero ideˆntico de ocorreˆncias para cada fo-
nema, outros, definem-no como um nu´mero de ocorreˆncias ideˆntico ao existente
na l´ıngua. A primeira situac¸a˜o e´ a mais deseja´vel do ponto de vista da criac¸a˜o
de modelos para um sistema de reconhecimento, no entanto, e´ tambe´m a mais
artificial e surgira´ de uma colecc¸a˜o propositada de alguns fonemas. A segunda
situac¸a˜o e´ mais natural mas podera´ levar a que surja uma quantidade de dados
bastante reduzida e que limitara´ o rigor de determinados modelos fone´ticos.
Apenas a t´ıtulo de curiosidade e uma vez que a sua importaˆncia na compre-
ensa˜o da l´ıngua e´ grande apresenta-se na figura 2.1 um gra´fico com os pesos de
cada vogal no seu conjunto.
Para as durac¸o˜es dos fonemas efectuou-se tambe´m um estudo semelhante
cujos resultados se apresentam na tabela 2.3 onde surgem os fonemas, suas
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Figura 2.1: Ocorreˆncias de vogais na base de dados FEUP-IPB
# S´ımbolo Durac¸a˜o DP # S´ımbolo Durac¸a˜o DP
1 p 86,7 0,0172 20 b 44,1 0,0060
2 t 51,5 0,0126 21 d 43,7 0,0051
3 k 79,5 0,1982 22 g 45,7 0,0080
4 f 86,7 0,0319 23 v 77,1 0,1884
5 s 77,5 0,1282 24 z 68,5 0,0263
6 S 62,4 0,0079 25 Z 74,7 0,0218
7 m 65,5 0,0374 26 n 86,2 0,0239
8 J 67,1 0,0141 27 l 67,5 0,0112
9 l* 89,6 0,0184 28 L 88,3 0,0250
10 r 61,4 0,0064 29 R 72,8 0,0304
11 i 66,1 0,0102 30 e 51,5 0,0269
12 E 70,4 0,0268 31 a 50,6 0,0328
13 6 55,3 0,0174 32 O 52,6 0,0188
14 o 52,3 0,0086 33 u 60,3 0,0264
15 @ 52,5 0,0098 34 i∼ 71,5 0,0322
16 e∼ 59,9 0,0161 35 6∼ 61,7 0,0279
17 o∼ 40,0 0,0905 36 u∼ 62,0 0,0270
18 w∼ 81,4 0,0090 37 j∼ 78,4 0,0100
19 w 61,3 0,0171 38 j 71,5 0,0139
Tabela 2.3: Durac¸o˜es me´dias e respectivo desvio padra˜o para os fonemas da
base de dados FEUP/IPB. Valores em milisegundos.
durac¸o˜es me´dias e desvio padra˜o. Neste caso os valores apresentados na˜o podem
ser generalizados pois a durac¸a˜o e´ bastante dependente do falante e e´ afectada
por muitas varia´veis na˜o facilmente controla´veis (por exemplo nervosismo, so-
noleˆncia ou mesmo outras caracter´ısticas que sejam intr´ınsecas do falante). A
durac¸a˜o e´ ainda uma das caracter´ısticas da proso´dia e pode tambe´m ser alterada
pelo tipo de discurso.
Num trabalho de Teixeira et al.[83] podem ser encontradas outras informac¸o˜es
com estat´ısticas sobre a ocorreˆncia de alguns feno´menos fone´ticos e ainda num
trabalho de Braga et al.[10] surge um estudo sobre o comportamento de alguns
fones do Portugueˆs.
2.6 Corpus TIMIT
A base de dados TIMIT com fala resultante da leitura de textos foi criada com
o objectivo de estudar caracter´ısticas acu´stico-fone´ticas da l´ıngua Inglesa, vari-
ante Americana e para o desenvolvimento e avaliac¸a˜o de sistemas automa´ticos
de reconhecimento de voz. A base de dados resulta de um projecto conjunto que
envolveu va´rias instituic¸o˜es e foi patrocinado pelo respectivo governo atrave´s da
Defense Advanced Research Projects Agency - Information Science and Techno-
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Tipo #Frases #Oradores Total #Frases/Orador
Dialectal (SA) 2 630 1260 2
Compacta (SX) 450 7 3150 5
Diversa (SI) 1890 1 1890 3
Total 2342 6300 10
Tabela 2.4: Material dispon´ıvel no corpus TIMIT
logy Office (DARPA-ISTO). O audio foi gravado pela TI (Texas Instruments)
e a anotac¸a˜o totalmente manual foi realizada pelo MIT (Massaschusetts Insti-
tute of Technology). Toda a informac¸a˜o foi tratada, verificada e preparada para
distribuic¸a˜o em CD-ROM pelo National Institute of Standards and Technology
(NIST).
2.6.1 Texto
As principais organizac¸o˜es envolvidas e que definiram os textos onde se baseia
o corpus sa˜o o Massaschusetts Institute of Technology, o Stanford Research Ins-
titute (SRI) e a Texas Instruments.
O texto do corpus e´ constitu´ıdo por duas frases dialectais escolhidas pelo
SRI, 450 frases com um conjunto de fonemas reduzido definidas pelo MIT e
1890 frases com elevada diversidade fone´tica desenvolvidas pela TI. As frases
dialectais (assinaladas com a refereˆncia SA) teˆm por objectivo expoˆr as variac¸o˜es
no dialecto de cada orador e foram lidas por todos os oradores. As frases com
conjunto de fonemas reduzido (assinaladas com a refereˆncia SX) foram escolhi-
das de forma a cobrir a maior diversidade poss´ıvel de pares de fones e vizinhanc¸as
poss´ıveis. Foi tambe´m colocado especial cuidado na criac¸a˜o de ocorreˆncias de
contextos fone´ticos pouco frequentes ou com um interesse particular. As frases
foneticamente diversas (com a refereˆncia SI) foram retiradas de fontes ja´ exis-
tentes como o Brown Corpus (Kuchera e Francis, 1967) e Playwrights Dialogs
(Hultzen et al., 1964). O crite´rio de selecc¸a˜o foi a da maximizac¸a˜o da variedade
de contextos alofo´nicos. O conjunto do material recolhido no corpus TIMIT
esta´ sumariado na tabela 2.4.
Assim, o corpus TIMIT e´ constitu´ıdo por 63000 frases, 10 frases pronunciadas
por 630 oradores diferentes. Os oradores sa˜o origina´rios das 8 principais regio˜es
dialectais dos Estados Unidos da Ame´rica e a sua atribuic¸a˜o a cada regia˜o
dialectal foi realizada tendo em conta o local de morada durante a infaˆncia.
Foram ainda criadas sub-diviso˜es do material com determinados objectivos.
Existe assim um conjunto de teste e um conjunto de treino etiquetado ao n´ıvel
do fone, palavra e frase que e´ constitu´ıdo por 4620 frases correspondentes a 462
falantes.
2.6.2 Segmentac¸a˜o e Classificac¸a˜o
As leituras TIMIT foram etiquetadas manualmente utilizando, como habitu-
almente, um conjunto de s´ımbolos particular. Foram definidos s´ımbolos para
61 fones diferentes e outros adicionais para a marcac¸a˜o de eventos acu´sticos
particulares [97]. Existem autores que defendem uma reduc¸a˜o para 48 fones
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ou mesmo para apenas 39 fones baseando-se na proximidade aos fones existen-
tes habitualmente nas l´ınguas ocidentais e tendo por objectivo a reduc¸a˜o das
possibilidades para os descodificadores fone´ticos [71]. Na maioria dos estudos
publicados baseados nesta base de dados adopta-se o conjunto de 48 fones e
esta´ provado que a utilizac¸a˜o do conjunto mais alargado na˜o e´ necessariamente
vantajoso [46].
A etiquetagem contemplou para todas as oclusivas, sonoras e surdas, de
modo independente, o momento da oclusa˜o e da explosa˜o. Teˆm-se assim em
complemento das etiquetas p, t, k, b, d e g os s´ımbolos das ocluso˜es respectivas
pcl, tcl, kcl, bcl, dcl e gcl onde a sigla cl vem do ingleˆs closure.
Existem ainda outros s´ımbolos de importaˆncia menor para o Portugueˆs pois
na˜o fazem parte do le´xico fone´tico da l´ıngua na variante europeia. Nestes
incluem-se o h com vozeamento (por exemplo em inherited), as consoantes afri-
cadas jh e ch (que existem na variante do Portugueˆs do Brasil), para as quais
foi seguida uma metodologia ideˆntica a` utilizada para as oclusivas, as flaps dx
(muddy) e nx (dinner) que surgem nas consoantes duplicadas e outras que na˜o
se ira˜o referir exaustivamente.
Foram ainda utilizados os s´ımbolos h# para os sileˆncios iniciais e finais, pau
para as pausas e epi para os sileˆncios epente´ticos6.
2.7 Sistemas de Segmentac¸a˜o Automa´tica
A necessidade de possuir um corpora de fala foneticamente anotado e´ fundamen-
tal para qualquer investigac¸a˜o ou desenvolvimento de sistemas baseados em voz.
Sendo esta tarefa, quando realizada manualmente, altamente fastidiosa e demo-
rada, apesar de ser realizada com relativa facilidade por anotadores treinados,
rapidamente surge o desejo de desenvolver um sistema que automaticamente
execute o trabalho ou pelo menos oferec¸a algum aux´ılio na sua execuc¸a˜o.
2.7.1 Indicadores de Desempenho
Num sistema do tipo em estudo nesta dissertac¸a˜o, como ja´ se referiu anteri-
ormente, existem duas tarefas distintas a efectuar: uma, designada por seg-
mentac¸a˜o, que consiste na identificac¸a˜o das fronteiras que delimitam cada fo-
nema e outra, a classificac¸a˜o fone´tica, que cria correspondeˆncias entre o sinal de
voz e um conjunto finito de s´ımbolos constituintes de um le´xico ou inventa´rio
fone´tico.
Importa agora definir como avaliar o desempenho na realizac¸a˜o de cada
uma das tarefas e ao mesmo tempo criar indicadores que fornec¸am resultados
quantitativos que permitam apreciar a qualidade dos resultados, que facilitem
a comparac¸a˜o entre sistemas e obviem discrepaˆncias.
A avaliac¸a˜o isolada de cada tarefa e´ sempre feita por confrontac¸a˜o com os
resultados de uma anotac¸a˜o manual, efectuada por profissionais, que se consi-
dera de grande rigor. Daqui, e com os indicadores utilizados, podem efectuar-se
comparac¸o˜es com outras situac¸o˜es ou com outros sistemas.
Na tarefa de segmentac¸a˜o, partindo do princ´ıpio que a sequeˆncia fone´tica
ja´ se encontra ajustada, ou seja, a sequeˆncia em ana´lise e´ igual a` refereˆncia, o
6Relativo a` epeˆntese que e´ um feno´meno fone´tico que consiste no acrescento de fonema ou
s´ılaba no meio de palavra. [62].
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problema resume-se a um alinhamento das fronteiras limı´trofes. Por esta raza˜o
a tarefa e´ tambe´m designada por alinhamento fone´tico. Para obter indicado-
res quantitativos basta definir-se um intervalo de erro que ditara´ a conformi-
dade ou na˜o de duas fronteiras e efectuar as respectivas contagens. A avaliac¸a˜o
de ocorreˆncia de uma determinada situac¸a˜o e´ realizada por comparac¸a˜o com
fronteiras definidas manualmente, dentro de um intervalo temporal. O desvio
admitido para ser considerado o acerto para a fronteira no intervalo deve ser pre´-
especificado e constante ao longo de toda a avaliac¸a˜o. Os erros encontrados na
segmentac¸a˜o possuem quase sempre um erro de classificac¸a˜o associado e recipro-
camente pois uma ana´lise recai sobre valores temporais consecutivos (fronteiras
ou limites) ao passo que a outra recai sobre os segmentos enquadrados pelos
valores anteriores.
O valor de ±20ms para o intervalo de concordaˆncia entre fronteiras e´ aceite
como norma na maioria das situac¸o˜es sendo tambe´m frequente encontrar-se um
limite de ±10ms (sera˜o estes os intervalos a utilizar ao longo deste trabalho). A
dimensa˜o destes intervalos de conformidade pode ser qualquer outra mas alguns
autores [21, 86], depois de realizarem comparac¸o˜es de segmentac¸o˜es realizadas
por mu´ltiplos anotadores, verificaram que sa˜o frequentes erros ate´ ±10ms e que
com um intervalo de 20ms se reu´nem a maioria dos erros.
Os indicadores mais ba´sicos sa˜o obtidos por uma relac¸a˜o entre o nu´mero
de fronteiras conformes (quando uma fronteira se encontra dentro do intervalo
temporal em redor da fronteira de refereˆncia) e o nu´mero total de fronteiras.
Deste modo, tem um indicador que se designa por taxa de acerto ou taxa de
concordaˆncia e que se calcula pela expressa˜o 2.1 onde surgem a totalidade de
fronteiras (N) e o nu´mero de fronteiras correctamente identificadas (A). Os no-
mes a atribuir a cada me´trica na˜o encontram ainda consenso entre autores apesar
de em geral terem a mesma representatividade. Tentar-se-a´ utilizar uma nomen-
clatura em harmonia com os termos mais frequentes nos trabalhos cient´ıficos da
a´rea.
Acertofront(%) =
A
N
× 100% (2.1)
No entanto, o indicador apresentado na˜o considera situac¸o˜es de eliminac¸a˜o e
inserc¸a˜o de fronteiras que surgem frequentemente e na˜o ficam assim claramente
identificadas. Por esta raza˜o utilizam-se numa ana´lise de maior complexidade
algoritmos de programac¸a˜o dinaˆmica que ao comparar duas sequeˆncias conside-
ram a possibilidade de ocorreˆncia das situac¸o˜es referidas.
As situac¸o˜es a considerar para a avaliac¸a˜o sa˜o, com excepc¸a˜o da u´ltima,
semelhantes para fronteiras e fones e elencam-se rapidamente:
• Concordaˆncia. Quando uma fronteira/fone identificados forem assinalados
no local correcto
• Eliminac¸a˜o. Quando uma fronteira/fone existente na˜o for assinalada (D)
• Inserc¸a˜o. Quando forem assinaladas fronteiras/fones na˜o existentes (I)
• Substituic¸a˜o. Quando for assinalado um fone existente no local errado (S)
A Substituic¸a˜o na˜o faz sentido quando se faz refereˆncia a uma fronteira pois
esta e´ indiferenciada. Os treˆs u´ltimos itens correspondem a situac¸o˜es de erro
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(a) Eliminac¸a˜o (b) Inserc¸a˜o (c) Substituic¸a˜o
Figura 2.2: Situac¸o˜es de erro na comparac¸a˜o de duas sequeˆncias de anotac¸a˜o
(em cima a sequeˆncia original e em baixo a hipote´tica sequeˆncia gerada auto-
maticamente).
que devem ser contabilizadas na taxa de erro global. Na figura 2.2 ilustram-se
com clareza os casos apresentados.
Tendo em conta estas considerac¸o˜es tem-se um novo indicador para a per-
centagem de fronteiras correctas dado pela expressa˜o 2.2 na qual surgem como
varia´veis a totalidade de fronteiras na base de refereˆncia (N), o nu´mero de erros
de eliminac¸a˜o (D) e o nu´mero de erros de inserc¸a˜o (I).
Exactida˜ofront(%) =
N −D − I
N
× 100% (2.2)
Do ca´lculo deste u´ltimo indicador podem resultar valores negativos quando
o nu´mero de erros ocorridos for superior ao nu´mero total de ocorreˆncias da
refereˆncia.
Para ale´m destes indicadores surgem outros que podem fornecer outro tipo
de resultados. Acrescente-se por exemplo a taxa de erro dada pela expressa˜o
2.3 e que considera apenas os erros cometidos pelo sistema.
Erro (%) =
D + I
N
× 100% (2.3)
Este u´ltimo indicador possui uma variac¸a˜o inversa a` dos anteriores o que se
pode revelar interessante para algumas aplicac¸o˜es.
Para a tarefa de classificac¸a˜o fone´tica, analogamente ao que se passa com a
segmentac¸a˜o, e´ aceite como indicador ba´sico a percentagem de fonemas correc-
tamente identificados face a` totalidade dos fonemas a identificar. A expressa˜o
de ca´lculo sera´ ideˆntica e designa-se tambe´m por taxa de acerto.
Analogamente ao que se passa na segmentac¸a˜o, tambe´m aqui e´ poss´ıvel uti-
lizar indicadores mais fia´veis onde se consideram erros de inserc¸a˜o e eliminac¸a˜o
e se ainda os de substituic¸a˜o.
Considerando enta˜o todas as situac¸o˜es que podem surgir, incluindo agora
as substituic¸o˜es, pode definir-se um outro indicador, dado pela expressa˜o 2.4,
para a percentagem de fonemas correctos. Neste, as varia´veis sa˜o semelhantes
a`s utilizadas para o indicador homo´nimo da segmentac¸a˜o considerando ainda
uma varia´vel para a contabilizac¸a˜o dos erros de substituic¸a˜o (S).
Exactida˜ofones(%) =
N −D − S − I
N
× 100% (2.4)
Tambe´m frequente, mas que na˜o considera os erros de inserc¸a˜o e´ a ”Percen-
tagem Correcta”dada por:
Percentagem Correctafones(%) =
N −D − S
N
× 100% (2.5)
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E´ tambe´m poss´ıvel definir outros indicadores, como a Taxa de Erro, mas
considerando sempre os erros de substituic¸a˜o que sa˜o frequentes na classificac¸a˜o
fone´tica automa´tica. Quando se realiza apenas o alinhamento fone´tica estes
erros na˜o fazem sentido.
A ana´lise das situac¸o˜es de erro referidas, tanto para a segmentac¸a˜o como
para a classificac¸a˜o, e´ feita com recurso a algoritmos dinaˆmicos relativamente
simples. Uma possibilidade para a contabilizac¸a˜o das situac¸o˜es assinaladas [38]
apresenta-se nos passos seguintes para a classificac¸a˜o por considerar mais pos-
sibilidades.
1. Inicializac¸a˜o. Considerem-se duas sequeˆncias fone´ticas compostas for n
e m fones respectivamente. Considerem-se tambe´m as matrizes R[i, j] e
B[i, j] com 0 ≤ i ≤ n e 0 ≤ j ≤ m.
{
R[0, 0] = 0
B[0, 0] = 0
(2.6)
2. Iterac¸a˜o. Sera˜o percorridas ambas as sequeˆncias do in´ıcio ao fim e utiliza-
se R[i, j] para armazenar o custo acumulado. A contabilizadas das va´rias
situac¸o˜es e´ feita com os ciclos:
Com i=1, ...,n executar { Com j=1,...,m executar {
R[i, j] = min


R[i− 1, j] + 1 (eliminac¸a˜o)
R[i− 1, j − 1] (concordaˆncia)
R[i− 1, j − 1] + 1 (substituic¸a˜o)
R[i, j − 1] + 1 (inserc¸a˜o)

 (2.7)
B[i, j] =


1 se eliminac¸a˜o
2 se inserc¸a˜o
3 se concordaˆncia
4 se substituic¸a˜o
(2.8)
} }
3. Retro-Propagac¸a˜o e Conclusa˜o. Em R[n,m] tem-se o alinhamento
o´ptimo.
Taxa de erro = 100%×
R(n,m)
n
(2.9)
Caminho o´ptimo = (s1, s2, . . . , 0) (2.10)
s1 = B[n,m] (2.11)
st =

 B[i− 1, j] se st−1 = 1B[i, j − 1] se st−1 = 2
B[i− 1, j − 1] se st−1 = 3 ∨ st−1 = 3

 (2.12)
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Um aspecto de elevada importaˆncia para a presente dissertac¸a˜o e´ que o algo-
ritmo descrito podera´ tambe´m ser aplicado, com ligeiras alterac¸o˜es, a`s fronteiras
da segmentac¸a˜o.
2.7.2 Anotac¸a˜o Manual
Os primeiros ensaios realizados com experieˆncias de segmentac¸a˜o e classificac¸a˜o
colocam a` prova va´rias sequeˆncias produzidas por diferentes anotadores sobre
um mesmo corpus. Nesta situac¸a˜o uma das anotac¸o˜es e´ tido como correcta,
sendo utilizada como refereˆncia, e as restantes sa˜o avaliadas em relac¸a˜o a esta.
Esta forma de avaliac¸a˜o e´ aceite e utilizada pela maioria dos autores.
Em 1984, Leung e Zue [47] compara o alinhamento manual efectuado por
dois anotadores sobre 5 frases em Ingleˆs Americano retiradas da ”Harvard List
of Phonetically Balanced Sentences”. Comunicou uma me´dia de 30s para o
ajuste das fronteiras de cada fonema, cerca de 80% de concordaˆncia para um
intervalo de 10ms, 87% para um intervalo de 15ms e 93% para um intervalo de
20ms.
Em 1991, Cosi et al. [21] avalia o alinhamento manual para 10 frases de fala
cont´ınua em Italiano efectuado por treˆs anotadores diferentes. Foi encontrado
um desvio me´dio nas fronteiras de 6ms, cerca de 55% de concordaˆncia para o
intervalo de ± 5ms e 94% para o intervalo de 20ms.
Cole et Al. [20], em 1994, efectua uma comparac¸a˜o baseada num corpora
multilingue (OGI Multi Language Corpus [60]) constitu´ıdo por frases de conver-
sas telefo´nicas em Ingleˆs Americano, Alema˜o, Mandarim e Espanhol anotadas
por falantes nativos e falantes na˜o-nativos. Para o Ingleˆs Americano, anota-
das por dois nativos, anuncia 79% de concordaˆncia para um intervalo de 11ms.
A mesma comparac¸a˜o para o Alema˜o, com condic¸o˜es semelhantes, produziu os
mesmos valores sendo no entanto 4% superior para o Mandarim. Na comparac¸a˜o
entre falantes nativos e na˜o-nativos anuncia 81% de concordaˆncia para o mesmo
intervalo.
Cosi [21], Torkkola [84] e Van Erp [86] pronunciam-se sobre a elevada di-
ficuldade em conseguir resultados o´ptimos de concordaˆncia absoluta entre ali-
nhamentos realizados por diferentes alinhadores humanos. Isto devido a` grande
variabilidade das capacidades de percepc¸a˜o visual e acu´stica de cada indiv´ıduo e
tambe´m devido a` inexisteˆncia frequente de regras de segmentac¸a˜o claras e bem
definidas que constituam uma estrate´gia a utilizar para cada situac¸a˜o.
Tendo em conta estas afirmac¸o˜es, Wesenick e Kipp [94] comparam, em 1996,
o alinhamento efectuado por treˆs anotadores sobre frases em l´ıngua Alema˜. Os
anotadores eram estudantes universita´rios de fone´tica e receberam formac¸a˜o
espec´ıfica para a realizac¸a˜o da tarefa existindo um conjunto de regras comuns a
utilizar. Encontram uma concordaˆncia de 73% para um intervalo de 5ms, 87%
para um intervalo de 10ms e 96% para um intervalo de 20ms. Dos trabalhos
analisados surge aqui a melhor taxa de concordaˆncia.
Em 1997, Ljolje et. al [50] comparam dois anotadores que trabalharam 100
frases em Italiano. Comunicam para o intervalo de 10ms, concordaˆncia em 80%
dos casos e para o intervalo de 20ms, concordaˆncia em 93% dos casos.
Da breve ana´lise dos trabalhos de alguns autores aqui realizada verifica-se
a existeˆncia de uma grande coereˆncia na tarefa de alinhamento manual com
uma dependeˆncia reduzida da l´ıngua, dos anotadores e do ano. Na figura 2.3
apresentam-se claramente os resultados obtidos por cada um dos autores. Os
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Figura 2.3: Resultados de tarefas de alinhamento manual
valores apresentados para as discrepaˆncia entre diferentes anotadores podera˜o
ser utilizados como tecto para a tarefa de anotac¸a˜o automa´tica. Para ale´m disto
prova-se [21, 86] que diferentes anotadores humanos discordam em mais de 20ms
em 10% das situac¸o˜es.
Infelizmente nenhum dos trabalhos apresentados se centra na base de dados
TIMIT que serve com frequeˆncia para efectuar comparac¸o˜es.
Em 2004, Ulrike [36] analisa va´rias anotac¸o˜es manuais e conclui que a qua-
lidade da anotac¸a˜o esta´ correlacionada com a complexidade do conjunto de
s´ımbolos escolhidos para a tarefa.
2.7.3 Utilizac¸a˜o de DTW
Uma das primeiras te´cnicas utilizadas para a tarefa de alinhamento e´ a que uti-
liza DTW (Dynamic Time Warping). Baseada num algoritmo de programac¸a˜o
dinaˆmica (como o e´ tambe´m o algoritmo de Viterbi e o algoritmo Forward-
Backward), procura alinhar duas sequeˆncias minimizando as diferenc¸as entre
caracter´ısticas do sinal. As distaˆncias entre caracter´ısticas sa˜o medidas utili-
zando uma qualquer me´trica que se convencione. A utilizac¸a˜o desta te´cnica na˜o
obriga a` existeˆncia de um corpus de treino.
Em 1981, Wagner [91] apresenta um dos primeiros sistemas baseados nesta
te´cnica. Em 1987, Svendsen e Soong [80] utilizam DTW para alinhamento
fone´tico e anunciam 32% de concordaˆncia para um intervalo de 15ms e 72%
para um intervalo de 30ms. Falavigna, em 1990, com objectivos semelhantes,
comunica uma concordaˆncia em 61% dos casos avaliados para um intervalo de
20ms.
Mais recentemente, em 1998, Malfrere et al. [54] utilizam te´cnicas DTW
refinadas para efectuar o alinhamento de um sinal de voz proveniente de um
sistema TTS (Text-to-Speech) e comparam o seu desempenho com um sistema
baseado em modelos escondidos de Markov. Anunciam 82,1% de concordaˆncia
para um intervalo de 20ms para o sistema DTW o que torna este resultados nos
melhores encontrados para esta tecnologia. Para o sistema baseado em modelos
de Markov obteˆm 84,0% no mesmo intervalo.
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O desempenho inferior da te´cnica DTW, ja´ bastante madura e explorada,
que esta´ presente nos resultados de Malfrere et al. e´ confirmado pela abandono
quase completo desta te´cnica para efectuar o alinhamento fone´tico. Os avanc¸os
na tecnologia trouxeram ma´quinas que permitiram utilizar algoritmos de base
probabil´ıstica que se revelaram superiores.
2.7.4 Anotac¸a˜o Automa´tica com HMM
Incontorna´veis na a´rea do processamento de voz, os modelos escondidos de Mar-
kov (HMM - Hidden Markov Models) permitem entre outras aplicac¸o˜es o de-
senvolvimento de sistemas de alinhamento fone´tico atrave´s de um processo co-
nhecido por alinhamento forc¸ado. Os HMM fazem uma descric¸a˜o da evoluc¸a˜o
temporal de um processo que no caso da voz e´ constitu´ıdo por sequeˆncias de
caracter´ısticas7 do sinal em estudo. Os algoritmos utilizados sa˜o globalmente
mais exigentes do ponto de vista computacional que os utilizados no DTW.
No caso de uma tarefa de reconhecimento de voz8 gene´rica todos os HMMs
existentes, cada um correspondente a um tipo de sequeˆncia acu´stica, sa˜o tes-
tados com o objectivo de procurar o que melhor se ajusta a um determinado
sinal. No alinhamento forc¸ado a sequeˆncia de fonemas e´ ja´ conhecida e portanto
tambe´m o e´ o HMM correspondente, restando apenas efectuar o ajuste tempo-
ral. Esta tarefa e´ efectuada normalmente pelo algoritmo de Viterbi que para
ale´m de fornecer as fronteiras de cada fonema permite tambe´m ter uma ideia da
qualidade do ajuste sob a forma de uma probabilidade. A pesquisa Viterbi na
sequeˆncia de caracter´ısticas e´ baseada em crite´rios de ma´xima verosimilhanc¸a e
em probabilidades de transic¸a˜o.
Em 1990, Svendsen e Kvale [79] apresentam um sistema de alinhamento au-
toma´tico parcialmente baseado em HMMs e efectuam testes no corpus EUROM0
constitu´ıdo por um pequeno nu´mero de frases em va´rias l´ınguas europeias. Para
o Ingleˆs-Britaˆnico e´ anunciada uma taxa de concordaˆncia de 82.3% para um in-
tervalo de 20ms. O sistema utiliza modelos mono-fonema com treˆs estados e
uma mistura gaussiana.
Em 1991, Ljolje e Riley [51] desenvolvem um sistema que utiliza para a
modelizac¸a˜o dos fonemas treˆs HMMs distintos que sa˜o escolhidos em func¸a˜o
da disponibilidade de dados para o seu treino. Todos os modelos possuem
treˆs estados. Se existirem dados suficientes utiliza-se um modelo de trifone
completo que considera o contexto a` esquerda e a` direita, se na˜o existirem dados
suficientes constro´i-se um ”quasi trifone”em que se va˜o criando independeˆncia
sucessivas do contexto, se ainda assim os dados na˜o forem suficientes utiliza-se
um modelo completamente independente do contexto. O sistema foi testado na
base de dados TIMIT e para um intervalo 15ms consegui-se um uma taxa de
concordaˆncia de 80%.
Brugnara et al. [13, 14], em 1993, comunicam os resultados da ferramenta
de alinhamento desenvolvida. Na base de dados TIMIT obteˆm 75,3% para um
intervalo de 10ms, 84,4% para um intervalo de 15ms e 88,9% para um intervalo
7Esta palavra surge da traduc¸a˜o do ingleˆs features e que designa vectores que conteˆm um
conjunto de valores que descrevem de algum modo uma parte de um sinal de voz. Frequen-
temente utilizam-se como caracter´ısticas MFCCs, LPCs ou outras. Este tema sera´ abordado
mais a` frente neste texto.
8Tarefa que consiste na identificac¸a˜o de uma sequeˆncia de s´ımbolos (fonemas, difones,
palavras, etc.) dentro de um le´xico finito a partir de um sinal de fala.
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de 20ms. A utilizac¸a˜o de caracteristicas de variac¸a˜o espectral permitiu reduzir
o erro em 2% em relac¸a˜o a um primeiro ensaio com coeficientes cepstrais.
Em 1995, Rapp [70], utiliza o HTK Toolkit da Entropics [96] para o ali-
nhamento fone´tico num corpus em l´ıngua alema˜. Anuncia um concordaˆncia de
84,4% para um intervalo de 20ms.
Em 1996, Kipp et al. [44] surgem com um sistema para transcric¸a˜o au-
toma´tica ao n´ıvel da palavra. Avaliado com base no corpus em l´ıngua alema˜
PHONDAT-II o sistema apresentou uma taxa de concordaˆncia de 84% para um
intervalo de 20ms.
Ljolje et al. [50] apresentam, em 1997, numa abordagem diferente do pro-
blema, uma taxa de concordaˆncia de 78.1% para um intervalo de 20ms. Neste
caso utilizam um sistema baseado em HMMs com treˆs estados mono-fonema e
utilizam um corpus em l´ıngua Italiana.
O conhecido sistema The Aligner e´ apresentado em 1997 por Wightman e
Talkin [95]. Este sistema de alinhamento e´ constru´ıdo utilizando as ferramentas
disponibilizadas pelo HTK Toolkit [96]. Foram utilizados modelos mono-fonema
com cinco misturas e para o treino foi feita uma distinc¸a˜o entre as ocluso˜es dos
fonemas surdos e sonoros. No corpus TIMIT o sistema apresentou uma taxa de
concordaˆncia de 80% para intervalos de 20ms.
Em 1998, Malfrere et al. [54] comparam um sistema de alinhamento baseado
em HMMs com um sistema de alinhamento baseado em DTW (Dynamic Time
Warping). Para o sistema baseado em HMMs foram utilizados modelos para os
fonemas com 16 misturas e o sistema foi desenvolvido treinado e avaliado sobre
corpus em l´ıngua francesa. Anunciam uma taxa de concordaˆncia de 84% para
um intervalo de 20ms.
Em Portugal, Amaral et al. [2] apresenta em 1999, um alinhador baseado em
HMMs que utiliza as ferramentas do HTK Toolkit [96]. Foi utilizado o corpus
multilingue EUROM1 que compila frases em Portugueˆs Europeu, Espanhol e
Grego. Para a tarefa de alinhamento anuncia um taxa de concordaˆncia de 78,9%
para um intervalo de 10ms. Estes resultados sa˜o ligeiramente melhorados por
Carvalho [16]. Este u´ltimo autor utiliza uma te´cnica baseada em HMMs para
efectuar o alinhamento fone´tico e aborda va´rios problemas relacionados com
discrepaˆncias entre transcric¸o˜es largas e estreitas que dificultam a melhoria dos
resultados.
Em 2000, Hosom [37] desenvolve um sistema de alinhamento baseado em
HMMs e redes neuronais (ANN - Artificial Neural Networks) que utiliza um
conjunto alargado de informac¸a˜o acu´stica e fone´tica. O sistema e´ extensivamente
testado em 14 corpora diferentes em va´rias l´ınguas. Para o base de dados
TIMIT, termo de comparac¸a˜o frequente, anuncia 92,6% de concordaˆncia para
um intervalo de 20ms. Este e´ o autor que comunica os melhores resultados para
a tarefa de alinhamento fone´tico.
Mais recentemente, em 2002, Sethy e Narayanan [74], propo˜em um sistema
de refinamento para um seu sistema de alinhamento por HMMs dependentes
do contexto. O refinamento conduz a um ganho relativo de 10 a 12% para a
concordaˆncia avaliada para intervalos de 20ms. Demuynck [28] compara ainda
alternativas para o algoritmo Viterbi e propo˜e alterac¸o˜es que levam a um ganho
relativo de 7% em relac¸a˜o a trabalhos seus anteriores.
Os resultados apresentados podem ser mais facilmente comparados na figura
2.4. Os valores anunciados por Hosom destacam-se como os melhores para a
tarefa do alinhamento e o seu sistema e´ testado num grande variedade de corpus.
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Figura 2.4: Resultados de tarefas de alinhamento baseadas em HMM
Com excepc¸a˜o deste u´ltimo autor a maioria dos sistemas propostos e´ testado
apenas num corpus espec´ıfico e na l´ıngua dos autores o que introduz algum grau
de erro na comparac¸a˜o dos resultados.
2.7.5 Outros Sistemas de Anotac¸a˜o
As tecnologias apresentadas, DTW e HMM, na˜o sa˜o obviamente as u´nicas exis-
tentes e muito menos as u´nicas poss´ıveis para realizar a tarefa de alinhamento.
Existem diversas outras te´cnicas que com maior ou menor sucesso conseguem
cumprir este objectivo. Apresentam-se aqui algumas refereˆncias a trabalhos que
utilizaram outras abordagens para o problema e que mereceram a atenc¸a˜o da
comunidade cient´ıfica.
Em 1984, Leung e Zue [47] anunciam um processo de alinhamento fone´tico
em treˆs fases. Inicialmente o sinal e´ classificado por uma a´rvore de decisa˜o
em seis grandes categorias fone´ticas. Depois, atrave´s de um algoritmo de pro-
gramac¸a˜o dinaˆmica sa˜o seleccionadas sub-unidades da primeira segmentac¸a˜o que
se pretende ja´ corresponderem a fonemas. Por fim, utilizam-se regras heur´ısticas
para refinar o processo. Foi comunicada uma taxa de concordaˆncia de 75% para
intervalos de 10ms e 90% para um intervalo de 20ms. Estes resultados sa˜o
excelentes na e´poca em que foram publicados.
Vorstermans et al. [90], em 1996, utilizam uma te´cnica de alinhamento ba-
seada em segmentos/redes neuronais com uma base estat´ıstica. Fazem uma ex-
tensa fundamentac¸a˜o matema´tica do problema da anotac¸a˜o e desenvolvemmeca-
nismos probabil´ısticos formais para a linguagem e para caracter´ısticas acu´sticas
do sinal. Utilizam para o treino do sistema um corpus em l´ıngua flamenga e
com pequenas adaptac¸o˜es efectuam ensaios na base de dados TIMIT, no corpus
EUROM0 e em outros corpus em va´rias l´ınguas. Para a primeira anuncia uma
concordaˆncia em 81% dos casos para um intervalo de 20ms.
Em 1997, Amaral et al. [3], apresentam um sistema de anotac¸a˜o para a
base de dados TELEFALA constitu´ıdo por locuc¸o˜es dos d´ıgitos de 0 a 9 em
l´ıngua Portuguesa variante Europeia. Testam para a segmentac¸a˜o um algo-
ritmo baseado em MLR (Maximum Likelihood Ratio) e outro baseado em KLT
(Karhunen-Loeve Transform). Do sinal extraem caracter´ısticas baseadas na
percepc¸a˜o atrave´s de um conjunto de filtros alinhados na escala de Bark. Uti-
lizando este me´todo de segmentac¸a˜o na˜o e´ necessa´rio efectuar qualquer treino
pre´vio do sistema sendo poss´ıvel adapta´-lo a outras l´ınguas. A classificac¸a˜o e´
34 CAPI´TULO 2. CORPORA DE FALA
realizada por um processo baseado em lo´gica difusa. Anunciam um taxa de
concordaˆncia de 88.7% para um intervalo de 20ms.
Em 1998, Gholampour e Nayebi [33] apresentam um sistema baseado em
dendogramas e em comparac¸o˜es de ma´xima verosimilhanc¸a. Anunciam para a
base de dados TIMIT uma taxa de concordaˆncia de 77,4% para um intervalo de
20ms.
No mesmo ano, Keller [43] apresenta um sistema de segmentac¸a˜o com redes
neuronais e utiliza uma abordagem original baseada apenas na extrac¸a˜o dos
trac¸os fonolo´gicos de cada fonema existente na l´ıngua.
Em 1999, Van Santen e Sproat [87] utilizam para a tarefa de alinhamento
a energia do sinal e caracter´ısticas do domı´nio espectral em diferentes bandas
de frequeˆncia. O sistema foi testado num corpus de apenas um falante e possui
uma taxa de concordaˆncia de 90% para um intervalo de 20ms. Quando avaliado
sobre os dados de treino comunica-se um taxa de 95% para um intervalo de 6ms.
Num trabalho recente, Wang et al. [92] utilizam uma te´cnica para efectuar
a segmentac¸a˜o de um sinal de fala e classificar cada segmento identificado como
pertencente a uma das classes vogal (V), consoante (C) ou pausa (P). A iden-
tificac¸a˜o das pausas utiliza uma te´cnica adaptativa que se ajusta a diferentes
n´ıveis de ru´ıdo de fundo e a identificac¸a˜o das fronteiras fone´ticas utiliza uma
suavizac¸a˜o dos paraˆmetros. Pela sua simplicidade e interesse apresenta-se com
brevidade o algoritmo desenvolvido:
1. Sinal de fala segmentado em janelas de 20ms sem sobreposic¸a˜o e sa˜o ex-
tra´ıdas a taxa de passagens por zero, energia e informac¸a˜o de pitch.
2. As curvas de energia e pitch sa˜o suavizadas.
3. Calcula-se a me´dia (MedE) e o desvio padra˜o (DPE) da energia para obter
uma estimativa do n´ıvel de energia do ru´ıdo de fundo (NRF). Este sera´
dado por NRF = MedE − 0.75DPE. Estima-se tambe´m um n´ıvel de
threshold para a taxa de passagens por zero (ThresTPZ) que sera´ dada
por ThresTPZ =MedTPZ + 0.5DPTPZ.
4. Cada janela e´ classificada grosseiramente como vogal, consante ou pausa
de acordo com as regras seguintes:
• Se TPZ > ThresTPZ enta˜o sinal da janela e´ consoante;
• Se Energia < NRF enta˜o sinal da janela e´ pausa;
• Se na˜o se verificar nenhuma das situac¸o˜es anteriores enta˜o o sinal da
janela e´ vogal.
5. Actualizac¸a˜o do n´ıvel de ru´ıdo (NRF) como a enrgia me´dia ponderada das
janelas em cada fronteira de vogal e os segmentos de pausa
6. Reclassificar os segmentos utilizando o procedimento do passo 4 com o
novo n´ıvel de ru´ıdo. As pausas sa˜o concatenadas atrave´s da remoc¸a˜o de
consoantes soltas de curta durac¸a˜o. As vogais sera˜o partidas quando no
vale de energia correspondente se a sua durac¸a˜o for elevada.
Com este algoritmo os autores afirmam conseguir sobre o corpus HUB4 En-
glish Broadcast News uma taxa de 82.3% na segmentac¸a˜o de frases. Na clas-
sificac¸a˜o obtem-se um acerto de 86.7% na˜o sendo pore´m fornecida informac¸a˜o
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Figura 2.5: Resultados ma´ximo, me´dio e mı´nimo para cada um das te´cnicas de
alinhamento para um intervalo de concordaˆncia de ±20ms
sobre a qualidade da segmentac¸a˜o fone´tica. Uma abordagem semelhante sera´
utilizada mais a` frente num dos ensaios realizados.
2.7.6 Comparac¸o˜es
Os resultados apresentados pelos va´rios autores e para as diferentes te´cnicas
esta˜o resumidos no gra´fico da figura 2.5 e podem ser facilmente comparados.
Os valores observados para a segmentac¸a˜o manual sa˜o os mais regulares
e simultaneamente os melhores na globalidade. Isto mostra que existe uma
elevada coereˆncia entre os va´rios anotadores e vem legitimar a utilizac¸a˜o das
fronteiras fone´ticas colocadas manualmente como refereˆncia para a avaliac¸a˜o do
desempenho dos sistemas automa´ticos.
De entre as va´rias te´cnicas automa´ticas os HMMs sa˜o os que melhores re-
sultados apresentam e sera˜o por isso utilizados neste trabalho. A reduzida
diferenc¸a entre os valores ma´ximo e mı´nimo e´ tambe´m indicadora da adequac¸a˜o
desta tecnologia a` tarefa. No caso do DTW esta´ bem patente a variabilidade
dos resultados demonstrando que existem muitas outras varia´veis a considerar
para ale´m do algoritmo de alinhamento propriamente dito.
O breve resumo aqui apresentado apenas versa alguns dos autores mais co-
nhecidos e os trabalhos que possuem maior representatividade no panorama
cientifico nacional e internacional na˜o incluindo exaustivamente tudo o que na
a´rea foi feito. Os va´rios resultados apresentados permitem dar um termo de
comparac¸a˜o ao trabalho que neste texto se ira´ descrever e ao mesmo tempo
apontam objectivos de desenvolvimento que de outro modo correriam o risco de
ser menos ousados.
2.7.7 Feno´menos Lingu´ısticos
Quando se realiza a conversa˜o grafema-fonema de uma dada palavra utilizam-se
regras baseadas na pronu´ncia padra˜o da l´ıngua. No entanto existem alterac¸o˜es
devidas a variedades dialectais ou mesmo outros feno´menos relacionados com a
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Exemplo Norma Alterac¸a˜o
doutores /o/ /ow/ ditongac¸a˜o
hoje /o/ /oj/, /je/ ditongac¸a˜o
ele /e/ antes de consoante palatal
regressou /R/ /r/ vibrante alveolar mu´ltipla
embora /e∼/ /6∼j/
Tabela 2.5: Exemplos de deslizes dialectais para o Portugueˆs Europeu carac-
ter´ısticos da regia˜o do Porto
Reduc¸o˜es [@] [u]
No in´ıcio <explorado> n/a
[Splu”radu]
Ao meio <decisa˜o> <portugueˆs>
[dsi”z6 ∼ w] [prt”geS]
No fim <deve> <Porto>
[”dEv] [”port]
Tabela 2.6: Exemplos de reduc¸o˜es na articulac¸a˜o.
oralidade que fazem com que a o equivalente fone´tico difira do que se considera
norma.
Os feno´menos mais comuns para a zona do Porto apresentam-se segundo
Teixeira [83]:
• Deslizes dialectais. Causados por ha´bitos de articulac¸a˜o relaxada que e
sa˜o assinala´veis na maioria dos falantes nativos da l´ıngua podendo surgir
mesmo em locutores profissionais. Alguns exemplos na tabela 2.5.
• Supresso˜es ou Reduc¸o˜es. Alterac¸o˜es devidas ao contexto que provo-
cam a na˜o articulac¸a˜o de fonemas. Por exemplo as vogais [@] e [u] sa˜o fre-
quentemente omitidas em va´rias posic¸o˜es no contexto da palavra excepto
quando se encontram em posic¸a˜o to´nica. Alguns exemplos na tabela 2.6.
• Transformac¸a˜o da qualidade das vogais. Surge quando duas vogais
de qualidades (ou timbres) diferentes se associam. Duas situac¸o˜es podem
resultar: na primeira as duas vogais fundem-se e sofrem uma mudanc¸a
voca´lica (ex.: <fica admirado> [fikadmiradu]; <contra o> [ko∼trO]), na
segunda a vogal fechada [@] ou [i] reduz-se e transforma-se numa semivogal
resultado da´ı um ditongo (ex.: <se aprende> [sj6pre∼d]; <na idade>
[n6jdad]). Estes feno´menos sa˜o conhecidos ha´ muito pelos poetas que
deles se aproveitam para o ajuste de me´tricas e ritmos nas suas criac¸o˜es.
• Adic¸o˜es. Nos pares de consoantes oclusiva-l´ıquida, oclusiva-lateral (pl,
tl, kl, bl, dl, gl) e oclusiva-vibrante (pr, tr, kr, br, dr, gr), surgem pequenos
sons voca´licos designados por ”schwas”(ex.: <branco> [b@ra∼ku]).
• Mudanc¸as fone´ticas. Os feno´menos de co-articulac¸a˜o e os mecanismos
de compensac¸a˜o devido a` natureza cont´ınua de funcionamento do tracto
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vocal muitas vezes provocam erros na articulac¸a˜o mas que ainda assim na˜o
destro˜em o inteligibilidade da mensagem. Aqui existem um grande nu´mero
de feno´menos. Um exemplo habitual e´ a transmissa˜o das caracter´ısticas de
vozeamento de uma vogal a` consoante na˜o vozeada procedente (ex.: <ao
contra´rio> [awgo ∼ ”trariu]; <quarenta> [kware ∼ d6]). Nesta situac¸a˜o
surge uma sonorizac¸a˜o.
Na anotac¸a˜o de um ficheiro de voz deve existir um especial cuidado na iden-
tificac¸a˜o dos feno´menos apresentados. Esta tarefa e´ bastante dif´ıcil e para que
na˜o se cometam erros, num corpus que se quer que esteja de acordo com a
padra˜o da l´ıngua, o melhor sera´ escolher um locutor (ou va´rios) que possuam a
melhor articulac¸a˜o poss´ıvel.
A anotac¸a˜o incorrecta podera´ levar a um treino erro´neo de modelos de fala
que deterioram o desempenho de sistemas de s´ıntese e de reconhecimento.
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Cap´ıtulo 3
Ana´lise de Sinais de Fala
Antes de qualquer considerac¸a˜o sobre o trabalho de segmentac¸a˜o e alinhamento
desenvolvido ao longo desta dissertac¸a˜o conve´m apresentar sucintamente as fer-
ramentas e te´cnicas utilizadas para o seu desenvolvimento.
Ao longo deste cap´ıtulo sera˜o revistos inicialmente os conceitos ba´sicos onde
se fundamenta a ana´lise dos sinais de fala e seguidamente apresentar-se-a˜o carac-
ter´ısticas dos sinais e respectivas te´cnicas que conduzem a` respectiva obtenc¸a˜o.
Cada uma destas caracter´ısticas sera´ enquadrada no trabalho desenvolvido na
dissertac¸a˜o.
3.1 Conceitos Ba´sicos
Para se proceder a` ana´lise de um sinal e´ necessa´rio possuir previamente o ob-
jecto da ana´lise. Num sistema real o sinal de fala e´ adquirido atrave´s de um
microfone e convertido atrave´s de um processo de amostragem e quantificac¸a˜o
numa sequeˆncia nume´rica que sera´ a sua representac¸a˜o digital. A amostragem
e´ feita com uma determinada frequeˆncia que normalmente varia entre os 8 KHz
e os 44 KHz (qualidade de CD) e a quantificac¸a˜o utiliza 8 ou 16 bits. No desen-
volvimento de sistemas em laborato´rio esta informac¸a˜o esta´ em geral dispon´ıvel
em bases de dados. Na figura 3.1 apresenta-se a sequeˆncia com os passos t´ıpicos
envolvidos na aquisic¸a˜o e ana´lise de um sinal sendo o primeiro passo o que se
acabou de descrever.
Seguidamente sa˜o realizadas eventuais filtragens quando o sinal estiver con-
taminado com algum tipo de ru´ıdo e efectua-se a pre´-eˆnfase. Esta consiste em
passar o sinal por um filtro de primeira ordem, passa-alto, nivelando a repre-
sentac¸a˜o espectral do sinal [63]. A func¸a˜o de transfereˆncia utilizada e´ a de um
Figura 3.1: Sequeˆncia t´ıpica para a aquisic¸a˜o e ana´lise de um sinal
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Figura 3.2: Resposta em frequeˆncia de um filtro FIR de primeira ordem para
va´rios valores de α
filtro FIR de primeira-ordem:
y[n] = x[n] + αx[n− 1] (3.1)
com transformada Z:
H(z) = 1 + αz−1 (3.2)
Este filtro e´ na˜o uniforme para qualquer valor de α com excepc¸a˜o de 0. A
amplitude e fase da sua resposta em frequeˆncia sa˜o dadas por:
∣∣H(ejw∣∣ = |1 + α(cosω − j sinω|2
= (1 + α cosω)2 + (α sinω)2
= 1 + α2 + 2α cosω (3.3)
ou, em (dB),
10 log
∣∣H(ejw)∣∣2 = 10 log [(1 + α)2 + 2α cosω] (3.4)
Para a fase tem-se:
θ(ejw) = − arctan
(
α sinω
1 + α cosω
)
(3.5)
A resposta em frequeˆncia para va´rios valores de α apresenta-se na figura 3.2.
No caso do filtro de pre´-eˆnfase escolhe-se −0.9 < α < −0.99 o que levara´ a um
filtro que ira´ colocar alguma eˆnfase nas frequeˆncias mais altas.
Os sinais de voz sa˜o altamente na˜o lineares mas possuem uma variac¸a˜o bas-
tante suave no tempo. Por esta raza˜o, apo´s a filtragem procede-se a` partic¸a˜o das
sequeˆncias nume´ricas representativas do sinal em blocos ideˆnticos e com uma
determinada durac¸a˜o. Esta operac¸a˜o e´ designada por janelamento e possibilita,
para cada bloco, a criac¸a˜o de condic¸o˜es de quasi-estacionariedade que permi-
tem desenvolver padro˜es e estabelecer modelos descritivos. A durac¸a˜o de cada
bloco e´ normalmente mu´ltipla da frequeˆncia fundamental na˜o ultrapassando um
factor de 4.
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O tipo de janelamento que se sugeriu passa apenas pela simples truncatura
da sequeˆncia nume´rica anulando todos os valores abaixo e acima dos limites
estabelecidos. Esta janela, designada rectangular, conduz a elevadas fugas es-
pectrais que deterioram a ana´lise. E´ comum por esta raza˜o utilizarem-se func¸o˜es
de janelamento alternativas que reduzam este efeito.
As func¸o˜es de janelamento mais comuns apresentam-se abaixo para, salvo
excepc¸a˜o, os intervalos 0 ≤ n ≤M sendo 0 para os restantes valores:
• Rectangular
w[n] = 1 (3.6)
• Hanning
w[n] = 0.5− 0.5 cos
(
2pin
M
)
(3.7)
• Hamming
w[n] = 0.54− 0.46 cos
(
2pin
M
)
(3.8)
• Bartlett ou Triangular
w[n] =


2n
M , 0 ≤ n ≤M/2
2−2n
M , M/2 ≤ n ≤M
0, outros valores
(3.9)
Devido a` atenuac¸a˜o nos extremos da janela causado pelo uso de func¸o˜es
de janelamento diferentes da rectangular e´ habitual que o passo de avanc¸o na
ana´lise seja inferior a` durac¸a˜o de uma janela produzindo uma sobreposic¸a˜o en-
tre janelas consecutivas com a finalidade de utilizar convenientemente todas as
regio˜es do sinal. E´ comum utilizar uma janela de Hamming com uma dimensa˜o
correspondente a dois per´ıodos fundamentais e um passo de avanc¸o (ou simple-
meste avanc¸o) de meia janela.
Terminadas as operac¸o˜es de pre´-processamento, ja´ com o sinal dividido em
blocos e devidamente janelado, e´ poss´ıvel comec¸ar a extrair informac¸a˜o do
mesmo. A ana´lise de um qualquer sinal pode ser realizada no domı´nio do tempo,
directamente sobre a forma de representac¸a˜o tradicional, ou no domı´nio das
frequeˆncias, depois de uma transformac¸a˜o frequencial. Menos populares mas
com a mesma legitimidade de ferramentas de ana´lise existem tambe´m a ana´lise
por oˆndulas (wavelets) [65] e a distribuic¸a˜o de Wigner [1], de aplicac¸a˜o crescente
[5], sendo ambas realizadas num domı´nio simultaˆneo de tempo e frequeˆncia.
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Figura 3.3: Amplitude me´dia deslizante calculada utilizando uma janela com
dimensa˜o de 30 amostras.
3.2 Amplitude Me´dia Deslizante
A amplitude me´dia deslizante e´ calculada efectuando, bloco a bloco, a me´dia
das amplitudes de cada bloco, do in´ıcio ao fim do sinal.
Para um u´nico bloco a expressa˜o e´ dada por:
Amed[n] =
1
M
n∑
i=n−M+1
|x[i]| (3.10)
Na totalidade do sinal e a partir da convoluc¸a˜o com uma func¸a˜o de janela-
mento w:
Amed[n] =
1
M
∞∑
i=−∞
|x[m]| .w[n− i] (3.11)
A amplitude me´dia deslizante cujo u´nico paraˆmetro de controlo e´ a dimensa˜o
M da janela tem um efeito de suavizac¸a˜o do sinal atenuando as variac¸o˜es brus-
cas. Quando o comprimento da janela e´ cerca de um per´ıodo fundamental
os valores resultantes do ca´lculo da amplitude me´dia deslizante tera˜o corres-
pondeˆncias com o pro´prio per´ıodo fundamental. Quando o comprimento tem
uma dimensa˜o superior conseguem-se pistas importantes para a identificac¸a˜o de
zonas de vozeamento e na˜o vozeamento[81].
Na figura 3.3 mostra-se um sinal de fala, a ponteado, e a respectiva amplitude
me´dia, a trac¸o cheio, ficando claro o efeito suavizador desta operac¸a˜o. Os valores
ma´ximo e mı´nimo resultantes tendem a aproximar-se do valor me´dio do sinal
em ana´lise a` medida que a dimensa˜o da janela vai abrangendo um maior nu´mero
de amostras.
3.3 Energia Me´dia Deslizante
A energia de um sinal e´ obtida a partir do ca´lculo da variaˆncia da sequeˆncia
nume´rica representativa desse mesmo sinal, ou seja, e´ dada pelo quadrado da
diferenc¸a entre os valores da sequeˆncia nume´rica e a sua me´dia. Para os sinais
de fala que possuem geralmente valor me´dio nulo a energia sera´ dada pela me´dia
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dos quadrados da cada valor. Considerando o sinal e efectuando os ca´lculos para
uma janela wn de dimensa˜o M tem-se:
E(n) =
1
M
∞∑
i=−∞
[x[n].w[n− i]]2 (3.12)
A energia me´dia deslizante e´ utilizada como indicador sobre as zonas com
vozeamento, na˜o vozeamento e sileˆncio. Quando comparada com a amplitude
me´dia deslizante em relac¸a˜o a estes aspectos, a energia me´dia deslizante for-
nece melhores resultados devido a` maior selectividade de amplitudes da func¸a˜o
quadra´tica utilizada. O ca´lculo num sistema computacional e´ tambe´m efectuado
sobre um conjunto de janelas sucessivas e com alguma sobreposic¸a˜o.
3.4 Passagens por Zero e Classificac¸a˜o de Seg-
mentos
As passagens por zero ou a taxa de passagens por zero sa˜o, como o nome deixa
pressupor, indicadores da frequeˆncia com que a amplitude do sinal atravessa o
eixo dos tempos e muda de sinal. As passagens por zero podem ser dadas pela
expressa˜o:
Z[n] =
1
2M
∞∑
i=−∞
|sign(x[i])− sign(x[i− 1])| .w[n− i] (3.13)
na qual,
sign(a) =
{
1, a ≥ 0
0, a < 0
(3.14)
Para a detecc¸a˜o de fala, Rowden [73] recomenda a utilizac¸a˜o do ca´lculo da
energia me´dia deslizante acompanhado do ca´lculo das passagens por zero. Estes
dois indicadores permitem, de modo simples e com razoa´vel fiabilidade, distin-
guir zonas com vozeamento de zonas sem vozeamento. Na figura 3.4 apresenta-se
um exemplo onde se representam as passagens por zero sobre o espectrograma
do sinal de fala correspondente a` palavra ”pataca”. Os pontos relativos a`s pas-
sagens por zero, um pouco menos percept´ıveis, esta˜o assinaladas na zona mais
inferior da figura e sa˜o mais evidentes para as vogais.
Segundo Teixeira [81] os melhores resultados obteˆm-se aplicando a taxa de
passagens por zero a` derivada discreta do sinal que se calcula pela expressa˜o 3.15
e considera um conjunto de amostras igualmente espac¸adas (como em princ´ıpio
acontece):
d[n] = x[n+ 1]− x[n] (3.15)
Ainda segundo o trabalho de Teixeira, onde se podem encontrar diversos
ensaios com estes dois indicadores, os sinais vozeados sa˜o caracterizados por uma
energia elevada e uma taxa de passagens por zero reduzida ao passo que nos sons
na˜o vozeados a energia e´ elevada e uma taxa de passagens por zero e´ tambe´m
elevada. Na figura 3.5 apresenta-se um domı´nio de decisa˜o resultante dos estudos
do autor referido em que as escalas se baseiam nos valores de energia e taxa de
passagens por zero. O seu ca´lculo obedece a um algoritmo na˜o apresentado.
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Figura 3.4: Taxa de passagens por zero representada sobre o espectrograma do
sinal correspondente a` palavra ”pataca”.
Figura 3.5: Domı´nio de decisa˜o para a caracterizac¸a˜o de sinais de voz tendo por
base a energia me´dia deslizante e a taxa de passagens por zero
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3.5 Modelos de Predic¸a˜o Linear
A te´cnica da predic¸a˜o linear tem um conjunto de aplicac¸o˜es extremamente amplo
sendo utilizado em Engenharia, Economia, Biologia, etc.. No caso do processa-
mento de voz esta te´cnica e´ particularmente interessante pois permite modelizar
de forma bastante satisfato´ria o comportamento do trato vocal e do sinal de voz
em geral. Para ale´m disto o esforc¸o computacional para obter um modelo de
boa qualidade e´ relativamente reduzido e facilmente implementa´vel em compu-
tadores ou outros sistemas de computac¸a˜o digital. Por estas razo˜es, a predic¸a˜o
linear serve de base a muitas outras te´cnicas, mais recentes e elaboradas, para
a ana´lise de sinais de fala.
Inicialmente referido por Makhoul [53] e mais divulgado por Rabiner [68], o
princ´ıpio ba´sico da codificac¸a˜o por predic¸a˜o linear (Linear Predictive Coding ou
LPC na literatura internacional na a´rea do processamento de sinal) considera
que uma qualquer amostra de um sinal pode ser determinada a partir de uma
combinac¸a˜o linear de p amostras anteriores e q amostras de um sinal de excitac¸a˜o
externo ao sistema.
Este princ´ıpio pode ser representado matematicamente por uma equac¸a˜o a`s
diferenc¸as:
s(n) =
p∑
k=1
aks(n− k) +G0.
q∑
l=0
blu(n− l) (3.16)
Na expressa˜o 3.16, ak e bl sa˜o constantes e G0 e´ um factor de ganho. Estes
sa˜o os paraˆmetros a definir para a determinac¸a˜o do modelo de predic¸a˜o linear.
O sinal e´ representado por s(n) e a excitac¸a˜o do modelo por u(n), sendo n um
determinado instante de tempo discreto.
No domı´nio Z tem-se:
S(z) =
p∑
k=1
akS(z)z
−k +G0.
q∑
l=0
blU(z)z
−l (3.17)
Ou, numa representac¸a˜o mais tradicional para a ana´lise de sistemas:
H(z) =
S(z)
U(z)
= G
1 +
∑q
l=1 blz
−l
1−
∑p
k=1 akz
−k
(3.18)
com
G = G0.b0
Os coeficientes com ı´ndice zero, a0 e b0, apresentam-se geralmente com valor
unita´rio por uma questa˜o de normalizac¸a˜o.
Destas expresso˜es podem distinguir-se treˆs casos distintos. Um primeiro,
constitu´ıdo exclusivamente por po´los, conhecido no literatura internacional por
all-pole model ou auto-regressive (AR) model, em que os coeficientes bl = 0 com
l 6= 0. Um outro, constitu´ıdo apenas por zeros, moving-average (MA) model, em
que os coeficientes ak = 0 (k 6= 0), e por u´ltimo, correspondente a`s expresso˜es
gerais, constitu´ıdo por po´los e zeros, o modelo auto-regressive moving average
(ARMA).
Na figura 3.6 apresenta-se um modelo gene´rico para a produc¸a˜o de sinais de
voz baseado nas te´cnicas de predic¸a˜o linear.
46 CAPI´TULO 3. ANA´LISE DE SINAIS DE FALA
Ruído
Tremde
Impulsos
G+
Modelo de
Predição LinearMisto
F0 = Frequência Fundamental
Não Vozeado
U(z) S(z)
H(z)
Decisão de Vozeamento Coeficientes de PrediçãoGanho
Vozeado
Figura 3.6: Modelo gene´rico para a produc¸a˜o de sinais de fala
As particularidades de cada um dos modelos referidos sera˜o alvo de ana´lise
detalhada.
3.5.1 Modelo Auto-Regressivo
Considere-se enta˜o a equac¸a˜o 3.16 aplicada ao modelo auto-regressivo.
H(z) =
S(z)
U(z)
=
G
1−
∑p
k=1 akz
−k
=
1
A(z)
(3.19)
Neste caso o modelo fica inteiramente determinado pelos coeficientes ak e o
ganho G. O numerador A(z) e´ designado como filtro de predic¸a˜o inverso.
Os me´todos que se utilizam tradicionalmente para a obtenc¸a˜o dos paraˆmetros
dos modelos sa˜o os da auto-correlac¸a˜o e da covariaˆncia sendo ambos descritos
em mais pormenor no anexo B.
Pelo me´todo da autocorrelac¸a˜o efectua-se uma deduc¸a˜o onde, em determi-
nado ponto efectuando uma substituic¸a˜o utilizando a func¸a˜o de auto-correlac¸a˜o
que da´ nome ao me´todo, se obtem um conjunto de equac¸o˜es que se apresenta
abaixo na forma matricial:


R(0) R(1) . . . R(p− 1)
R(1) R(0) . . . R(p− 2)
...
...
...
R(p− 1) R(p− 2) . . . R(0)

 ∗


α1
α2
...
αp

 =


R(1)
R(2)
...
R(p)

 (3.20)
A matriz principal e´ uma matriz de auto-correlac¸o˜es. A resoluc¸a˜o do sistema
levara´ a` obtenc¸a˜o dos coeficientes do modelo.
O erro de predic¸a˜o vem tambe´m como:
En = Rn(0)−
p∑
k=1
αkRn(k) (3.21)
O me´todo da covariaˆncia baseia-se em princ´ıpios semelhante mas leva a uma
outra matriz, desta vez de covariaˆncias:


C(1, 1) C(1, 2) . . . C(1, p)
C(2, 1) C(2, 2) . . . C(2, p)
...
...
...
C(p, 1) C(p, 2) . . . C(p, p)

 ∗


α1
α2
...
αp

 =


C(1, 0)
C(2, 0)
...
C(p, 0)

 (3.22)
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Este me´todo, devido a caracter´ısticas particulares da matriz principal, utiliza
algoritmos diferentes para a resoluc¸a˜o do sistema. Os resultados obtidos podem
diferir ligeiramente dos conseguidos pelo me´todo da auto-correlac¸a˜o.
Outros Me´todos
Os me´todos existentes para o ca´lculo dos coeficientes LPC sa˜o va´rios e ja´ se
apresentaram os da autocorrelac¸a˜o e da covariaˆncia que constituem a abordagem
cla´ssica e mais popular. Existem ainda outros que procuram obter o resultado
por outras vias ou de um modo mais eficiente. Relata-se enta˜o a existeˆncia
do me´todo lattice [68], o me´todo da filtragem inversa, me´todo da estimac¸a˜o
espectral, me´todo da ma´xima verosimilhanc¸a e o me´todo do produto interno
que na˜o sera˜o abordados neste documento.
Ganho do Modelo AR
Resta ainda calcular o ganho para determinar completamente o modelo de
predic¸a˜o que tem vindo a ser desenvolvido. Este ca´lculo baseia-se quase sem-
pre na igualdade de energias do sinal original e do sinal produzido pelo modelo
de predic¸a˜o. Assim, utilizando esta ideia e partindo das equac¸o˜es anteriores
deduz-se facilmente:
G2 = Rn(0)−
p∑
k=1
αkRn(k) = En (3.23)
Desempenho do Modelo AR
Depois de apresentados os detalhes matema´ticos para o ca´lculo dos paraˆmetros
dos modelo de predic¸a˜o baseados em po´los apresentam-se alguns resultados de-
monstrativos do seu desempenho.
Uma das caracter´ısticas que e´ alvo de particularizac¸a˜o no modelo LPC e´ o
facto de o sinal de voz a estimar ser vozeado ou na˜o vozeado. Na figura 3.7
apresenta-se um sinal de voz e o res´ıduo resultante de um modelo de predic¸a˜o
baseado em 12 po´los analisado com janelas de Hamming com durac¸a˜o de 20ms
e um overlap de meia-janela.
O res´ıduo de predic¸a˜o corresponde a` func¸a˜o de excitac¸a˜o ideal, ou seja, uti-
lizando o res´ıduo como sinal de entrada, o sinal produzido pelo modelo sera´
exactamente igual ao sinal original. Esta observac¸a˜o fica bastante clara compa-
rando as equac¸o˜es B.3 e B.5.
As zonas vozeadas, correspondentes aos fones [a] e [6], esta˜o bem evidenci-
adas no sinal residual, com maior energia, e os impulsos correspondentes aos
pulsos glotais, marcados pelos picos mais elevados, bem salientados. Aqui fica
tambe´m patente a necessidade de, sempre que poss´ıvel, utilizar sinais de ex-
citac¸a˜o distintos de acordo com a existeˆncia ou na˜o de vozeamento.
Analise-se agora o efeito da variac¸a˜o do nu´mero de coeficientes de predic¸a˜o.
Na figura 3.8 apresenta-se o erro me´dio de predic¸a˜o para um modelo de um sinal
vozeado, desenvolvido para uma vogal [a], excitado por impulsos.
O decre´scimo mais acentuado que se pode observar na figura termina com
a utilizac¸a˜o de 13 coeficientes sendo as reduc¸o˜es no erro, depois de um ligeiro
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Figura 3.7: Sinal de voz foneticamente anotado correspondente a` palavra
”pataca” e quadrado do res´ıduo de predic¸a˜o respectivo para p = 12.
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Figura 3.8: Exemplo de variac¸a˜o do erro me´dio de predic¸a˜o em func¸a˜o do nu´mero
de coeficientes AR
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Figura 3.9: Variac¸a˜o do nu´mero de coeficientes AR (domı´nio do tempo)
aumento, mais ligeiras. Este resultado vem de encontro aos estudos de Rabi-
ner [68] que afirma que um modelo AR baseado em 12 po´los possui a melhor
relac¸a˜o desempenho/esforc¸o computacional e oferece um bom comportamento
na maioria das situac¸o˜es.
Na curva da figura 3.8 surgem por vezes algumas evoluc¸o˜es positivas que
contrariam a tendeˆncia descendente global. Isto deve-se ao facto de a adic¸a˜o de
um po´lo extra nem sempre significar um modelo com melhor desempenho. Por
outro lado, a adic¸a˜o de um par de po´los, permite obter quase sempre melhores
resultados.
Portanto, a tendeˆncia descendente da curva deve ser generalizada com cui-
dado pois diz apenas respeito a uma ocorreˆncia do fone utilizado e que esta´
relacionada com a capacidade de ajuste do modelo AR. Pore´m, e´ esperado que
nas condic¸o˜es apresentadas, qualquer sinal vozeado com boa qualidade, devido
ao seu comportamento mais c´ıclico, seja eficazmente descrito por um modelo
AR.
A variac¸a˜o do nu´mero de coeficientes AR traduz-se numa variac¸a˜o do grau do
denominador na equac¸a˜o do filtro de predic¸a˜o. O grau deste polino´mio da´ uma
indicac¸a˜o do nu´mero de oscilac¸o˜es que o seu gra´fico podera´ ter. Para clarificar o
relacionamento dos conceitos matema´ticos com uma aplicac¸a˜o real apresentam-
se na figura 3.9 as diferenc¸as que surgem, no domı´nio do tempo, na predic¸a˜o de
um sinal utilizando um modelo de 8 e 16 coeficientes. Escolheram-se aproxima-
damente treˆs ciclos do primeiro fone [6] da palavra ”pataca”ja´ utilizada noutros
exemplos. A trac¸o cheio surge o sinal produzido pelo modelo e a tracejado o
sinal original.
Como seria esperado a sa´ıda do modelo aproxima-se do sinal original quando
o nu´mero de coeficientes de estimac¸a˜o aumenta. Um polino´mio de grau superior
possui uma maior capacidade descritiva sendo deste modo o modelo respectivo
mais exacto.
A partir da comparac¸a˜o das figuras e´ poss´ıvel observar que as maiores os-
cilac¸o˜es sa˜o correctamente modelizadas mesmo utilizando apenas 8 coeficientes
e que a utilizac¸a˜o de 16 coeficientes apenas contribui para melhorar o ajuste em
zonas com oscilac¸o˜es de menor amplitude. Fica assim evidente que o aumento
do grau do modelo, reflectindo-se apenas em zonas do sinal com menor energia,
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Figura 3.10: Variac¸a˜o do nu´mero de coeficientes AR (domı´nio das frequeˆncias)
tera´, por consequeˆncia, uma menor importaˆncia.
No domı´nio das frequeˆncias, rico em outras informac¸o˜es, pode ser feita uma
ana´lise semelhante. Na figura 3.10 tem-se a cheio o periodograma do sinal de
sa´ıda do modelo e a tracejado o periodograma correspondente ao sinal original.
Os picos do periodograma a cheio correspondem a`s va´rias frequeˆncias for-
mantes ou de ressonaˆncia que caracterizam este sinal de fala. Neste caso, o mo-
delo mais simples possui claramente um periodograma mais suave perdendo-se
alguma informac¸a˜o frequencial. Numa utilizac¸a˜o real, esta suavizac¸a˜o frequen-
cial e´ noto´ria mas geralmente e para sinais de fala na˜o resulta numa diminuic¸a˜o
grave da inteligibilidade da mensagem. Importante ainda acrescentar que mui-
tas vezes, por este processo, se utiliza a te´cnica da ana´lise LPC para a obtenc¸a˜o
de uma imagem do envelope espectral de um sinal.
Em relac¸a˜o ao tipo de excitac¸a˜o, e recordando o modelo da figura 3.6, deve-se
utilizar um trem de impulsos s´ıncrono com a frequeˆncia fundamental para os si-
nais vozeados e ru´ıdo branco para os sinais na˜o-vozeados. Em casos particulares,
nomeadamente nos casos das consoantes sonoras, pode ser feita a combinac¸a˜o
de ambos obtendo-se um sinal de excitac¸a˜o misto.
Simplificando o modelo e ignorando as recomendac¸o˜es relativas ao sinal de
entrada apresentam-se, na figura 3.11, dois sinais produzidos por um modelo
AR de 12 coeficientes para a palavra ”pataca”com uma excitac¸a˜o constitu´ıda
apenas por um trem de impulsos ou apenas por ru´ıdo.
Na figura 3.11, para o modelo excitado por impulsos, estes ficam claramente
vis´ıveis ao passo que no resultado baseado numa excitac¸a˜o por ru´ıdo o sinal
apresenta-se mais compacto.
Do ponto de vista da voz tem-se, para uma excitac¸a˜o completamente baseada
em ru´ıdo, uma voz sussurrante. Por outro lado, utilizando apenas um trem de
impulsos, obte´m-se uma voz um pouco mais limpa, mas bastante meta´lica. Neste
u´ltimo caso deve ser ressaltada a importaˆncia do sincronismo dos impulsos com
o trem de marcas relativas a` frequeˆncia fundamental de forma a simular os
pulsos produzidos pela glote.
A ordem do modelo a utilizar em cada situac¸a˜o e´ ajustada pela frequeˆncia
de amostragem do sinal e e´ independente do me´todo de ca´lculo escolhido. Ge-
ralmente os sinais de fala, devido a`s caracter´ısticas do tracto vocal, possuem 2
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Figura 3.11: Variac¸a˜o do sinal de excitac¸a˜o dos modelos AR de 12 coeficientes
para a palavra ”pataca”’
po´los por Khz, ou seja, 1 po´lo complexo conjugado por Khz. Tanto a influeˆncia
do sinal de excitac¸a˜o e como a da radiac¸a˜o podem ser modelizadas por 3 a 4
po´los. Assim, para um valor habitual de 22Khz para a frequeˆncia de amos-
tragem, seriam aconselha´veis para a construc¸a˜o de um modelo de desempenho
satisfato´rio, 22/2+4 po´los.
Ate´ agora, analisou-se uma te´cnica que permite desenvolver um modelo bas-
tante fiel do comportamento do tracto vocal e que se baseia apenas em po´los.
Pore´m, alguns fones, nomeadamente os nasalados e alguns na˜o vozeados, pos-
suem caracter´ısticas espectrais que se associam mais facilmente a zeros e na˜o
sa˜o ta˜o bem modelizados pela te´cnica apresentada.
3.5.2 Modelo de Me´dia Movente
Outra abordagem menos frequente nos sistemas de processamento de fala e´ a
que se baseia num sistema baseado apenas em zeros. Neste caso, recordando a
equac¸a˜o 3.16, os coeficientes ak teˆm valor nulo e o processo de me´dia mo´vel ou
moving average (MA) e´ descrito pela equac¸a˜o:
s(n) = G0.
q∑
l=0
blu(n− l) (3.24)
ou, no domı´nio Z,
S(z) = G0.
q∑
l=0
blU(z)z
−1 (3.25)
Neste caso na˜o sa˜o consideradas amostras anteriores do sinal de sa´ıda. Toda
a predic¸a˜o e´ baseada em amostras do sinal de excitac¸a˜o que deste modo tera´
um papel preponderante.
Mais uma vez, e a` semelhanc¸a dos modelos AR, pretende-se calcular os
coeficientes bl que minimizem o erro de predic¸a˜o. A sa´ıda do modelo sera´ s˜(n):
52 CAPI´TULO 3. ANA´LISE DE SINAIS DE FALA
Figura 3.12: Estrutura lattice para um sistema AR(p) a transformar
s˜(n) = G0.
q∑
l=0
βlu(n− l) (3.26)
O erro de predic¸a˜o e(n) respectivo e´ a diferenc¸a entre ambos os sinais.
e(n) = s(n)− s˜(n) = s(n)−
q∑
l=0
βlu(n− l) (3.27)
Optando pelo erro me´dio quadra´tico temos um problema ideˆntico ao dos
modelos AR e que pode ser resolvido por te´cnicas semelhantes.
Considere-se o sistema baseado apenas em po´los com func¸a˜o de transfereˆncia:
H(z) =
1
1 +
∑p
k=1 a(k)z
−k
(3.28)
Esta equac¸a˜o e´ ideˆntica a` de um filtro IIR a que corresponde a equac¸a˜o a`s
diferenc¸as:
y(n) = −
p∑
k=1
a(k)y(n− k) + x(n) (3.29)
Trocando x(n) com y(n), ou seja, invertendo os pape´is da entrada e da sa´ıda,
tem-se a equac¸a˜o a`s diferenc¸as:
x(n) = −
p∑
k=1
a(k)x(n − k) + y(n) (3.30)
ou, equivalentemente,
y(n) = x(n) +
p∑
k=1
a(k)x(n− k) (3.31)
Observando a equac¸a˜o 3.31 surgem rapidamente as semelhanc¸as com um
sistema FIR com func¸a˜o A(z). Enta˜o um filtro IIR baseado em po´los pode ser
convertido num sistema baseado em zeros atrave´s da troca dos pape´is da entrada
com a sa´ıda. Ficam assim mais evidentes as semelhanc¸as entre os processos AR
e MA.
A t´ıtulo de exemplo, na figura 3.12 apresenta-se um modelo de um filtro AR
versa˜o lattice em que a entrada e´ x(n) = fp(n) e a sa´ıda e´ y(n) = f0(n). Enta˜o,
para obter a versa˜o MA basta efectuar a transformac¸a˜o:
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Figura 3.13: Comportamento do modelo MA com excitac¸a˜o por impulsos
x(n) = f0(n)
y(n) = fp(n) (3.32)
Os coeficientes de reflexa˜o Ki sa˜o ideˆnticos em ambas as situac¸o˜es.
Importa ainda afirmar que a predic¸a˜o baseada em zeros obriga ao conhe-
cimento do sinal de excitac¸a˜o o que quase sempre e´ imposs´ıvel. No entanto,
devido a`s caracter´ısticas intr´ınsecas do modelo, e´ fundamental a utilizac¸a˜o do
sinal adequado no momento adequado.
Desempenho do Modelo MA
Na figura 3.13 apresentam-se parte dos comportamentos de dois modelos MA
desenvolvidos para o fone [6] e para o fone [t], baseados em 16 coeficientes MA,
com excitac¸a˜o por impulsos. Para o fone [6] mostram-se aproximadamente 2
ciclos fundamentais, para o fone [t] mostra-se a zona transito´ria da oclusa˜o para
a explosa˜o. O sinal original surge a pontilhado enquanto a trac¸o cheio se tem o
sinal produzido pelo modelo.
No resultado obtido para o fone [6] e´ n´ıtido o inferior desempenho quando
comparado com o dos modelos AR. O comportamento aproximadamente c´ıclico
de [6], que possui alguma previsibilidade, na˜o e´ aproveitado pelo modelo, e
mesmo as energias de ambos os sinais apresentam grandes discrepaˆncias.
Por outro lado, para o fone na˜o-vozeado [t], observa-se uma maior simila-
ridade com o sinal original. As sequeˆncias com su´bitas inverso˜es de sentido,
ciclos pouco evidentes e mu´ltiplas frequeˆncias envolvidas sa˜o modelizadas com
boa qualidade e as energias de ambos os sinais aproximam-se. Neste tipo de
ocorreˆncias, com sinais de comportamento mais aleato´rio e menos perio´dico,
os modelos baseados em zeros proporcionam melhor desempenho comparativa-
mente com os modelos baseados em po´los.
Optando por uma excitac¸a˜o do modelo com ru´ıdo os resultados na˜o sa˜o ta˜o
animadores. Na figura 3.14 apresentam-se novamente parte dos comportamentos
de dois modelos MA desenvolvidos para os fone [6] e [t], tambe´m baseados em
16 coeficientes MA, mas com excitac¸a˜o por ru´ıdo. As restantes condic¸o˜es sa˜o
ideˆnticas a`s da figura 3.13.
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Figura 3.14: Comportamento do modelo MA com excitac¸a˜o por ru´ıdo
Mais um vez, o comportamento do modelo no caso na˜o-vozeado e´ bastante
melhor, com uma boa similaridade entre sinal original e o sinte´tico. Para o fone
[6], cujo ensaio se apresenta como curiosidade e que nas condic¸o˜es em que foi
efectuado desrespeita os pressupostos da predic¸a˜o linear, tem-se uma grande
quantidade de ru´ıdo extra que reduz a qualidade e clareza da onda. Do ponto
de vista auditivo este efeito na˜o passa despercebido e diminui a inteligibilidade.
3.5.3 Modelo Auto-Regressivo e de Me´dia Movente
O u´ltimo caso a analisar no estudo dos modelos de predic¸a˜o linear utiliza simulta-
neamente po´los e zeros para a modelizac¸a˜o do tracto vocal. Assim, e recordando
a equac¸a˜o geral 3.16, tem-se para os modelos ARMA (Auto-Regressive Moving
Average), p > 0 e q > 0.
s(n) =
p∑
k=1
aks(n− k) +G0.
q∑
l=0
blu(n− l)
No domı´nio Z e incluindo o factor de ganho G0 nos paraˆmetros bl tem-se:
H(z) =
S(z)
U(z)
=
∑q
l=0 blz
−l
1−
∑p
k=1 akz
−k
(3.33)
O modelo fica totalmente determinado pelos paraˆmetros ak e bl que sa˜o no
total p+q+1. No ca´lculo destes coeficientes, a utilizac¸a˜o do me´todo dos mı´nimos
quadrados, resulta num sistemas de equac¸o˜es na˜o lineares de dif´ıcil resoluc¸a˜o. Os
me´todos existentes para a resoluc¸a˜o do problema, levam a soluc¸o˜es sub-o´ptimas,
mas que ainda assim resultam em boas aproximac¸o˜es.
Me´todo de Prony
O algoritmo de Prony [61], que se passa a descrever, e´ uma opc¸a˜o popular que
produz resultados satisfato´rios quando o sinal na˜o possui perturbac¸o˜es de ru´ıdo
acentuadas.
Para a determinac¸a˜o dos paraˆmetros do modelo, este me´todo, pressupo˜e uma
excitac¸a˜o u(n) = δ(n). Assim, a resposta do sistema sera´:
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Figura 3.15: Diagrama para determinac¸a˜o dos paraˆmetros AR num modelo
ARMA
s(n) = h(n) =
p∑
k=1
akh(n− k) +
q∑
l=0
blδ(n− l), n ≥ 0 (3.34)
Uma vez que a func¸a˜o δ(n − k) e´ sempre nula excepto em n = k, pode-se
escrever a equac¸a˜o 3.34 num outro formato.
h(n) =
p∑
k=1
akh(n− k) + bn, 0 ≤ n ≤ q (3.35)
h(n) =
p∑
k=1
akh(n− k), n > q (3.36)
A partir da equac¸a˜o 3.36 podem ser calculados os paraˆmetros ak que mini-
mizam o erro e(n). Este, nas mesmas condic¸o˜es e´ dado por:
e(n) = h(n)− h˜(n) = h(n)−
p∑
k=1
akh(n− k), (3.37)
Aplicando o tradicional erro quadra´tico, para um conjunto de amostras
N >> p, tem-se a expressa˜o:
E =
N∑
n=q+1
e2(n) =
N∑
n=q+1
[
h(n)−
p∑
k=1
akh(n− k)
]2
(3.38)
Na figura 3.15 apresenta-se um esquema representativo do processo ate´ aqui
desenvolvido.
Aplicando agora um racioc´ınio ana´logo ao exposto para os processos AR,
calculam-se as derivadas parciais da equac¸a˜o 3.38, igualam-se a zero os resulta-
dos e, partindo das semelhanc¸as com a func¸a˜o de correlac¸a˜o, tem-se:
p∑
k=1
akΦ(i, k) = Φ(i, 0), i = 1, 2, . . . , p (3.39)
O ca´lculo dos coeficientes ak torna-se agora imediato. Substituindo estes
valores em 3.35 chega-se rapidamente a um valor para bn.
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bn = h(n)−
p∑
k=1
akh(n− k), 0 ≤ n ≤ q (3.40)
Me´todo de Steiglitz-McBride
A alternativa ao me´todo exposto proposta por Steiglitz e McBride [77] leva
geralmente a melhores resultados tendo pore´m uma maior tendeˆncia para criar
um modelo insta´vel quando a sua ordem e´ elevada. Este e´ um me´todo iterativo
ra´pido que calcula simultaneamente os coeficientes do numerador e denominador
da func¸a˜o de transfereˆncia do modelo atrave´s da minimizac¸a˜o do erro entre a
sua sa´ıda e a sa´ıda dada [52]. A convergeˆncia do me´todo na˜o e´ garantida mas
surge geralmente ao fim de poucas iterac¸o˜es.
O filtro IIR ou sistema a modelizar baseia-se na expressa˜o geral dos modelos
ARMA com p po´los e q zeros que, sendo fiel a` apresentac¸a˜o do autor mas
adaptando a` notac¸a˜o que tem sido utilizada, e´ dada pela expressa˜o:
H(z) =
b0 + b1.z
−1 + . . .+ bqz
−q
a0 + a1.z−1 + . . .+ apz−p
=
B(z)
A(z)
O ca´lculo dos paraˆmetros do modelo ai e bj e´ feito a partir da sua resposta
ao impulso h(z) tentando minimizar o erro quadra´tico com o sinal x(z).
min
a,b
∞∑
i=0
|x(i)− h(i)|
2
(3.41)
Inicialmente e´ gerada uma primeira aproximac¸a˜o para os coeficientes ai que
pode ser dada por qualquer um dos me´todo estudados para os modelos AR
ou pelo me´todo de Prony considerando nula a ordem do numerador. Tendo
os primeiros coeficientes e´ feita uma filtragem de h e x utilizando 1/a(z) que
resulta num sistema de equac¸o˜es lineares que permite calcular os coeficientes
bi. O processo e´ repetido quantas iterac¸o˜es forem desejadas ou ate´ se atingir o
limiar de erro exigido. A convergeˆncia do algoritmo na˜o e´ garantida e quando
e´ conseguida nem sempre o modelo e´ esta´vel. Apesar destes problemas conhe-
cidos o algoritmo de Steiglitz-McBride conduz geralmente a modelos esta´veis e
bastante fie´is sendo por isso uma boa opc¸a˜o.
Para ale´m dos algoritmos apresentados existem ainda a aproximac¸a˜o de
Pade´, o me´todo de Shank e outros. Quase todos sa˜o baseados em te´cnicas
recursivas e computacionalmente bastante exigentes. Um estudo aprofundado
de alguns destes algoritmos encontra-se nas refereˆncias [15], [61] e [64].
Desempenho do Modelo ARMA
Apresentado o modelo e as algumas te´cnicas de ca´lculo dos paraˆmetros respec-
tivos, analise-se agora a capacidade descritiva proporcionada. O modelo AR,
que pode ser deduzido a partir do modelo de tubos sem perdas ja´ apresen-
tado, pressupo˜e no seu desenvolvimento a inexisteˆncia da cavidade nasal. No
entanto, na produc¸a˜o de sons nasais, surgem feno´menos de reflexa˜o que levam
ao aparecimento de anti-ressonaˆncias correspondentes a zeros. Esta situac¸a˜o
ocorre quando, para determinadas frequeˆncias, a onda reflectida na oclusa˜o oral
cancela a onda produzida na faringe.
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Figura 3.16: Modelo do te´rmino do trato vocal com a cavidade oral fechada
MA AR Erro Me´dio Erro Ma´ximo
16 4 0.53% 3.07%
4 16 1.51% 12.13%
16 16 0.19% 18.60%
Tabela 3.1: Variac¸a˜o do nu´mero de coeficientes de um modelo ARMA com
excitac¸a˜o por impulsos
Nas tabelas 3.1 apresentam-se, para va´rias realizac¸o˜es do fone [m], o valor
do erro me´dio e erro ma´ximo, em percentagem.
O erro e´ claramente inferior quando se opta por um modelo com maior
nu´mero de zeros e menor nu´mero de po´los.
Para ale´m dos sons nasais, que teoricamente sa˜o os mais adaptados e com-
pat´ıveis, os modelos ARMA oferecem boas possibilidades em outras situac¸o˜es
mais gene´ricas. Na figura 3.17 apresenta-se o erro me´dio de predic¸a˜o para va´rios
modelos de um sinal vozeado [a] e um sinal na˜o vozeado [s]. O eixo horizontal
apresenta um escala crescente para o nu´mero de coeficientes AR. Cada curva
representa a evoluc¸a˜o do erro me´dio com o nu´mero de coeficientes AR para um
nu´mero de coeficientes MA constante.
No caso do sinal vozeado, o aumento do nu´mero de coeficientes AR traduz-
se numa clara melhoria dos resultados, bem patente nas curvas descendentes.
O aumento dos coeficientes MA oferece benef´ıcios modestos na qualidade do
modelo. Por outro lado, para o sinal na˜o vozeado, observa-se o comportamento
inverso. Ou seja, a melhoria introduzida pelo aumento do nu´mero de po´los
e´ quase impercept´ıvel nos resultados finais, pore´m, a` medida que o nu´mero
de zeros e´ incrementado tem-se uma reduc¸a˜o do erro acentuada e consistente,
indicadora da compatibilidade do modelo.
Os resultados apresentados esta˜o de acordo com o esperado depois do estudo
independente realizado para os modelos AR e para os modelos MA.
MA AR Erro Me´dio Erro Ma´ximo
16 4 2.16% 31.14%
4 16 3.47% 54.51%
16 16 2.41% 18.60%
Tabela 3.2: Variac¸a˜o do nu´mero de coeficientes de um modelo ARMA com
excitac¸a˜o por ru´ıdo
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(a) Sinal vozeado [a] (b) Sinal na˜o vozeado [s]
Figura 3.17: Erro me´dio de predic¸a˜o em func¸a˜o dos valores de p e q
3.5.4 Considerac¸o˜es
Foram assim apresentadas as va´rias possibilidades oferecidas pela teoria da
predic¸a˜o linear e desenvolveu-se pormenorizadamente cada um dos modelos.
Em cada caso foram analisados os efeitos da variac¸a˜o dos paraˆmetros envolvi-
dos sempre acompanhados de representac¸o˜es gra´ficas dos resultados.
A predic¸a˜o linear e´ extensivamente utilizada pela sua qualidade global e
eficieˆncia. Para ale´m das possibilidades referidas esta te´cnica permite tambe´m
desenvolvimentos para o ca´lculo de formantes, estimac¸a˜o do espectro, entre
outros.
Assim, e em tom de resumo, os modelos AR possuem um boa capacidade des-
critiva para os sinais vozeados enquanto os modelos MA sa˜o mais adapta´veis a
sinais na˜o-vozeados. Quando existir capacidade computacional dispon´ıvel pode-
se optar por um modelo ARMA que combine as potencialidades de ambos. O
nu´mero de coeficientes a escolher dara´ uma maior ou menor capacidade de des-
cric¸a˜o ao modelo, sendo func¸a˜o da frequeˆncia de amostragem como ja´ se referiu.
E´ frequente utilizarem-se entre 12 e 16 po´los e 1 a 2 zeros. Estas opc¸o˜es devem ser
ponderadas caso a caso tendo em conta a relac¸a˜o capacidade descritiva/esforc¸o
computacional.
Normalmente a ana´lise LPC e´ realizada apo´s a pre´-eˆnfase do sinal, que visa a
elevac¸a˜o das amplitudes das frequeˆncias mais altas na banda da voz, e cada bloco
de amostras e´ janelado com uma func¸a˜o de atenuac¸a˜o nas extremidades, muitas
vezes uma janela de Hamming, que se impo˜e para na˜o degradar os resultados
dado que reduz as fugas espectrais (spectral leakage).
Como inconveniente apenas e´ apontada a grande sensibilidade dos coefici-
entes que, ao serem alvo de alguma perturbac¸a˜o, podem destruir por completo
a validade do modelo calculado. Os po´los e zeros sa˜o uma representac¸a˜o nu-
mericamente menos sens´ıvel, excepto quando os po´los se aproximam do c´ırculo
unita´rio.
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Figura 3.18: Resultado da degradac¸a˜o dos coeficientes AR
3.6 Line Spectral Frequencies
A te´cnica LPC, de acordo com as explicac¸o˜es ja´ apresentadas, foi inicialmente
aplicada na transmissa˜o de sinais de voz em linhas digitais de baixo de´bito.
O sinal e´ janelado, extraem-se os paraˆmetros do modelo LPC, enviam-se pela
linha e procede-se no receptor a` operac¸a˜o inversa, recuperando o sinal inicial
com perdas no geral na˜o significativas. No entanto, a transmissa˜o directa dos
paraˆmetros do modelo LPC, valores reais de elevada precisa˜o, apresenta alguns
problemas devido a` necessidade de quantizac¸a˜o e/ou ao ru´ıdo na comunicac¸a˜o.
Na figura 3.18 mostram-se as representac¸o˜es resultantes da modelizac¸a˜o de
um sinal por um filtro AR de 12 coeficientes. O sinal original a ponteado, a cheio
a` esquerda o sinal produzido pelo modelo de ordem 12 e a cheio a` direita o sinal
produzido pelo mesmo modelo mas com os coeficientes de predic¸a˜o truncados
na 7a casa decimal. Este u´ltimo resultado e´ bastante distante do original e a
degradac¸a˜o de qualidade substancial. No sinal utilizado qualquer truncatura
numa casa decimal inferior, 6a por exemplo, conduz mesmo a um filtro insta´vel.
Pelas razo˜es apresentadas, na˜o compat´ıveis com os n´ıveis de qualidade de-
sejados, desenvolveram-se representac¸o˜es alternativas como os coeficientes de
reflexa˜o, as razo˜es logar´ıtmicas de a´rea (log area ratios) e os coeficientes LSF
(Line Spectral Frequencies) ou LSP (Line Spectral Pairs). Inicialmente intro-
duzidos por estudos de Itakura em 1975 [40] e popularizados no aˆmbito da
compressa˜o de sinal posteriormente por Soong e Juang [76] que apresentaram
um trabalho de refereˆncia, os coeficientes LSF tornaram-se bastante populares e
pelas caracter´ısticas que se ira˜o apresentar possuem um interesse relevante para
este estudo.
3.6.1 Ca´lculo
De acordo com a definic¸a˜o de Itakura, os coeficientes LSF correspondem aos
aˆngulos das ra´ızes complexas de dois polino´mios P (z) e Q(z) derivados de A(z),
filtro de predic¸a˜o inverso.
A expressa˜o do filtro de predic¸a˜o inverso de ordem p, ja´ apresentado durante
a deduc¸a˜o do modelo AR, e´:
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A(z) = 1−
p∑
k=1
akz
−k (3.42)
Os coeficientes ak caracterizam o modelo de predic¸a˜o linear.
Os polinomios P (z) e Q(z), de ordem p + 1, correspondentes, respectiva-
mente, aos filtros sime´trico e antisime´trico, podem ser obtidos por adic¸a˜o e
subtrac¸a˜o entre A(z) e o seu conjugado (se´rie invertida no tempo) [42].
P (z) = A(z) + z−(p+1)A(z−1) (3.43)
Q(z) = A(z)− z−(p+1)A(z−1) (3.44)
As ra´ızes dos polino´mios permitem determinar os coeficientes LSF. Estes
polino´mios sa˜o tambe´m representativos de uma estrutura recursiva cruzada de
um filtro IIR de predic¸a˜o com grau p+ 1. Ao filtro de ordem p e´ acrescentado
em cascata um novo n´ıvel com coeficientes de reflexao +1 e -1 para se obter o
comportamento dos polino´mios P (z) e Q(z). Destes polino´mios, o primeiro cor-
responde ao comportamento do trato vocal com a fonte glotal completamente
fechada, ou seja, com coeficiente de reflexa˜o kp+1 = 1, enquanto ao segundo, cor-
responde uma representac¸a˜o do tracto vocal com a fonte glotal completamente
fechada, com coeficiente de reflexa˜o kp+1 = −1.
A soma de P (z) e Q(z) multiplicada por 0.5 permite a recuperac¸a˜o do po-
lino´mio inicial.
A(z) =
P (z) +Q(z)
2
(3.45)
Para explicitar algumas das caracter´ısticas destes polino´mios procedeu-se,
para um caso gene´rico, a` sua expansa˜o:
P (z) = 1− a1z
−1 − a2z
−2 − . . .− apz
−p − . . .
−a1z
−p − a2z
1−p − . . .− apz
−1 + z−(p+1) (3.46)
P (z) = 1− (a1 + ap)z
−1 − (a2 + ap−1)z
−2 − . . .
−(a1 + ap)z
−p + z−(p+1) (3.47)
e
Q(z) = 1− a1z
−1 − a2z
−2 − . . .− apz
−p + . . .
+a1z
−p + a2z
1−p + . . .+ apz
−1 − z−(p+1) (3.48)
Q(z) = 1− (a1 − ap)z
−1 − (a2 − ap−1)z
−2 − . . .
−(a1 − ap)z
−p − z−(p+1) (3.49)
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Desta formulac¸a˜o observa-se que o coeficiente do termo da maior ordem e´
ideˆntico ao de menor ordem, acontecendo, de acordo com a mesma lo´gica, o
mesmo para os restantes. Desta forma, numa perspectiva mais pra´tica e de
implementac¸a˜o, apenas sera´ necessa´rio o ca´lculo de metade dos coeficientes.
Soong e Juang [76] mostraram que se A(z) e´ um filtro esta´vel enta˜o as
ra´ızes de P (z) e Q(z) esta˜o no c´ırculo unita´rio e sa˜o distintas. Foi tambem
demonstrado que -1 e +1 sao ra´ızes respectivas.
Efectuando a divisa˜o dos polino´mios pelas respectivas ra´ızes e´ poss´ıvel sim-
plificar a ana´lise mas leva a obrigatoriedade de particularizar para os casos de
p par e p impar o que e´ facilmente observa´vel nas equac¸o˜es 3.47 e 3.49.
Tem-se assim, para p par:
P˜ =
P (z)
1− z−1
(3.50)
Q˜ =
Q(z)
1− z−1
(3.51)
E, para p ı´mpar:
P˜ = P (z) (3.52)
Q˜ =
Q(z)
1− z−1
(3.53)
SejamRP e RQ o nu´mero de pares de zeros conjugados. Enta˜o, para clarificar
a contribuic¸a˜o de zeros de cada polino´mio tem-se, para p par:

RP = p/2
RQ = p/2
(3.54)
E, para p ı´mpar:


RP =
p+1
2
RQ =
p−1
2
(3.55)
Para encontrar as ra´ızes desejadas existem mu´ltiplos me´todos. Soong e Ju-
ang procuram mudanc¸as de sinal numa grelha de intervalos bem definidos depois
de uma transformada de cosenos. Outros autores propo˜em a manipulac¸a˜o das
equac¸o˜es para: 

P (z) = A(z)
[
1 + z−(p+1)A(z
−1)
A(z)
]
Q(z) = A(z)
[
1− z−(p+1)A(z
−1)
A(z)
] (3.56)
e definindo o filtro passa-tudo H(z) com ganho unita´rio como:
H(z) = z−(p+1)
A(z−1)
A(z)
(3.57)
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Figura 3.19: Localizac¸a˜o dos zeros dos polino´mios P (z), Q(z) e A(z) no plano
de Argand
E´ poss´ıvel descobrir as ra´ızes fazendo H(z) = 1 e H(z) = −1. Neste caso
e´ analisada a resposta em frequeˆncia e os coeficientes LSF correspondem aos
valores mu´ltiplos de pi.
As soluc¸o˜es apresentadas, matematicamente correctas, na˜o possuem con-
tudo as caracter´ısticas deseja´veis para uma implementac¸a˜o em ma´quinas digi-
tais. Kabal e Ramachandran [42] e mais recentemente Rothweiler [72] apresen-
tam formulac¸o˜es alternativas que sem perderem rigor permitem o ca´lculo dos
coeficientes LSF de um modo mais expedito. A abordagem de Kabal utiliza po-
lino´mios de Chebyshev e a de Rothweiler, um aperfeic¸oamento da primeira, com
polino´mios de Chebyshev de ca´lculo recursivo. Esta u´ltima e´ menos exigente
computacionalmente e segundo o autor permite obter resultados mais precisos.
3.6.2 Desempenho das LSF
Os coeficientes LSF possuem algumas particularidades matema´ticas interessan-
tes. Uma delas e´ a tendeˆncia para se localizarem perto dos coeficientes LPC
quando representados num plano de Argand.
Os aˆngulos de cada coeficiente sa˜o responsa´veis pelos formantes no espectro
de predic¸a˜o linear. A largura de banda de cada formante e´ definida pela pro-
ximidade dos LSFs, correspondendo a uma maior proximidade um pico mais
aguc¸ado para esse formante na representac¸a˜o espectral. Assim sendo a deteri-
orac¸a˜o de um coeficiente LSF possui um impacto espectral localizado e limitado
(esta caracter´ıstica na˜o existe nos coeficientes LPC).
Assim sendo, para efeitos de representac¸a˜o de sinais de fala os coeficientes
LSF possuem em relac¸a˜o aos LPC uma maior imunidade a pequenas variac¸o˜es.
Ou seja, se devido a arredondamentos resultantes de um qualquer processa-
mento interme´dio, os coeficientes LSF apresentarem algum desvio em relac¸a˜o
aos seus valores iniciais, as consequeˆncias nefastas para a reconstruc¸a˜o do sinal
de fala sera˜o inferiores a`s que resultariam de um processamento semelhante com
coeficientes LPC [34].
Por estas razo˜es esta representac¸a˜o alternativa tornou-se popular na codi-
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Figura 3.20: Representac¸a˜o da palavra ”pataca”por coeficientes LSF
ficac¸a˜o de sinal para comunicac¸o˜es. Por razo˜es semelhantes mas numa outra
perspectiva sera´ utilizada neste documento.
De acordo com o apresentado as frequeˆncia dadas pelos coeficientes LSF
esta˜o distribu´ıdas no plano de Argand de um modo relativamente espac¸ado e
dentro de uma gama de aˆngulos limitada. O sinal de voz, quando analisado por
janelamentos sucessivos, possui no domı´nio das frequeˆncias variac¸o˜es bastante
suaves. Pela relac¸a˜o ı´ntima das LSF com as principais frequeˆncias formantes do
espectro conclui-se que os coeficientes LSFs evoluira˜o tambe´m de modo suave
(embora com perturbac¸o˜es ocasionais).
Como exemplo de uma codificac¸a˜o LSF apresenta-se na figura 3.20 uma
representac¸a˜o gra´fica da evoluc¸a˜o temporal dos aˆngulos dados por 8 coeficientes
para uma sequeˆncia de janelas de 20ms com sobreposic¸a˜o de meia janela. A
palavra utilizada na˜o e´ rica do ponto de vista fone´tico mas e´ a adequada para
explicitar as caracter´ısticas referidas.
Pela ana´lise da figura veˆ-se claramente que existem diferenc¸as nos aˆngulos
bem marcadas entre os va´rios fonemas. Veˆ-se tambe´m que os primeiros coefi-
cientes, ou seja, os que possuem aˆngulos mais reduzidos possuem maior sensi-
bilidade enquanto que os mais afastados do aˆngulo nulo, na figura mais acima,
manteˆm-se praticamente inalterados. Isto e´ igualmente vis´ıvel quando surgem
as passagens das consoantes para as vogais onde se nota que nas linhas mais in-
feriores existe uma quase previsa˜o da transic¸a˜o entre fonemas. Mostra-se ainda
que a evoluc¸a˜o dos aˆngulos ao longo de toda a palavra se faz de modo suave
(na˜o seria poss´ıvel efectuar uma representac¸a˜o semelhante com os coeficientes
LPC).
3.7 MFCC
A representac¸a˜o por coeficientes Mel cepstrais e´ uma representac¸a˜o baseada no
comportamento do ouvido humano e e´ uma das mais utilizadas no domı´nio do
reconhecimento da fala pelo seu desempenho mais favora´vel [22].
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Os MFCC (Mel Frequency Cepstral Coeficients) sa˜o representativos do ceps-
tro real da FFT de um sinal analisado num janela de curta durac¸a˜o. No entanto,
e´ utilizada uma escala de frequeˆncia na˜o linear que tenta reproduzir a forma
como o ouvido humano percebe os sons em bandas de frequeˆncia diferentes.
Assim, considerando a DFT do sinal de entrada:
Xa[k] =
N−1∑
n=0
x[n]e−j2pink/N , 0 ≤ k < N (3.58)
O ca´lculo dos coeficientes Mel e´ efectuado a partir de um conjunto de M
filtros triangulares que permitem obter o espectro me´dio sobre uma frequeˆncia
central. O banco de filtros podem ser constitu´ıdo por M filtros cuja expressa˜o
e´ dada em 3.59 onde m = 1, 2, . . . ,M :
Hm[k] =


0, k < f [m− 1]
2(k−f [m−1])
(f [m+1]−f [m−1])(f [m]−f [m−1]) , f [m− 1] ≤ k ≤ f [m]
2(f [m+1])−k
(f [m+1]−f [m−1])(f [m]−f [m−1]) , f [m] ≤ k ≤ f [m+ 1]
0, k > f [m+ 1]
(3.59)
Em alternativa, existe uma representac¸a˜o normalizada para o banco de filtros
na qual
∑M
m=1H
′[k] = 1, dada pelas expresso˜es:
H ′m[k] =


0, k < f [m− 1]
k−f [m−1]
f [m]−f [m−1] , f [m− 1] ≤ k ≤ f [m]
f [m+1]−k
f [m+1]−f [m−1] , f [m] ≤ k ≤ f [m+ 1]
0, k > f [m+ 1]
(3.60)
Os valores das frequeˆncias na escala de Mel podem ser calculados a partir
da escala linear assim como a operac¸a˜o inversa, pelas expresso˜es:
B(f) = 1125. ln
(
1 +
f
700
)
(3.61)
B−1 = 700.
(
exp(
b
1125
)− 1
)
(3.62)
As frequeˆncias centrais de cada filtro sa˜o dadas, na escala de Mel, por:
f [m] =
(
N
Fs
)
b−1
(
b(fl) +m
B(fh)−B(fl)
M + 1
)
(3.63)
Nesta expressa˜o, fl e fh sa˜o as frequeˆncias (em Hz) mais baixa e mais elevada
do banco de filtros, Fs e´ a frequeˆncia de amostragem do sinal (em Hz), M e´ o
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Figura 3.21: Banco de filtros baseado na percepc¸a˜o utilizado para o ca´lculo dos
MFCCs
nu´mero de filtros e N e´ a dimensa˜o da FFT. Na figura 3.21 apresentam-se um
banco de 6 filtros de Mel onde e´ vis´ıvel a reduc¸a˜o da contribuic¸a˜o das frequeˆncias
mais elevadas que e´ caracter´ıstica do ouvido humano.
Os coeficientes Mel cepstrais por serem calculados no domı´nio das frequeˆncias
fornecem uma descric¸a˜o do sinal superior ao coeficientes baseados no tempo. No
entanto, a evoluc¸a˜o temporal do espectro da´ um contributo na˜o negligeˆncia´vel
para a tarefa de reconhecimento para ale´m de ser uma caracter´ıstica de fun-
cionamento da audic¸a˜o humana. Por estes motivos e´ frequente utilizarem-se,
para ale´m dos pro´prios coeficientes Mel-Cepstrais, os coeficientes delta, repre-
sentativos da derivada discreta, e os coeficientes de acelerac¸a˜o ou delta-delta,
correspondentes a` derivada discreta da derivada anterior.
3.8 Distaˆncias
Em muitas situac¸o˜es no processamento de fala e´ necessa´rio comparar dois sinais
e saber em que medida estes sa˜o ou na˜o semelhantes. As me´tricas devem possuir
as seguintes propriedades:
• d(Sa, Sb) ≥ 0;
• d(Sa, Sb) = 0, s.s.s. Sa = Sb;
• d(Sa, Sb) ≤ d(Sa, Sc) + d(Sc, Sb)
Estes propriedades va˜o de encontro ao tradicional conceito de me´trica e exis-
tem muitas possibilidades que cumprem os requisitos apresentados. A maioria
das me´tricas que se utilizam em processamento de fala sa˜o casos particulares da
distaˆncia de Minkowski ou esta˜o relacionadas [27].
3.8.1 Distaˆncia de Minkowski
A distaˆncia de Minkowski de ordem a entre os vectores Si e Sc e´ dada pela
expressa˜o abaixo:
dMinkowski(Si, Sc) =
a
√√√√ N∑
k=1
|Sik − Sck|
a
(3.64)
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As varia´veis Sik e Sck representam as componentes de ordem k dos vectores
em ana´lise Si e Sc. Sendo lx a norma do vector S como:
|S|a =
a
√√√√ N∑
k=1
|S|
a
(3.65)
Enta˜o a distaˆncia de Minkowski e´ igual a` norma do vector distaˆncia entre os
vectores em ana´lise. A distaˆncia Euclideana sera´ o caso particular mais imediato
desta distaˆncia para a = 2.
3.8.2 Distaˆncia Euclideana
A distaˆncia Euclideana e´ ja´ sobejamente conhecida e e´ dada pela expressa˜o:
dEuclideana(Si, Sc) =
√√√√ n∑
k=1
(Sik − Sck)2 =
√
(Si − Sc)T (Si − Sc) (3.66)
Segundo um trabalho de Donovan [29], esta distaˆncia na˜o e´ a que mais se
compatibiliza com as diferenciac¸o˜es perceptuais humanas. Uma alternativa sera´
utilizar uma matriz w que permita atribuir diferentes ponderac¸o˜es para cada
uma das caracter´ısticas. A nova expressa˜o sera´ dada por:
dE(Si, Sc) =
√
(Si − Sc)Tw−1(Si − Sc) (3.67)
Esta me´trica aproxima-se bastante da me´trica de Mahalanobis.
3.8.3 Distaˆncia de Mahalanobis
Se na˜o se considerar a operac¸a˜o de ra´ız quadrada utilizada na distaˆncia Eucli-
deana modificada, o que na˜o trara´ grandes alterac¸o˜es aos resultados do ponto
de vista da diferenciac¸a˜o, tem-se a distaˆncia de Mahalanobis:
dM (Si, Sc) = (Si − Sc)
Tw−1(Si − Sc) (3.68)
Se w−1 for a matriz identidade enta˜o esta distaˆncia sera´ igual a` distaˆncia
Euclideana quadra´tica.
3.8.4 Distaˆncia de Itakura-Saito
A distaˆncia de Itakura-Saito e´ baseada nos polino´mios de predic¸a˜o AR. De
acordo com [67] a medida e´ dada pela expressa˜o:
dIS(A,B) =
∫ pi
−pi
[
eV (w) − V (w) − 1
] dw
2pi
(3.69)
onde V (w) = logA(w) − logB(w) e A(w) e B(w) sa˜o espectros poteˆncia.
Esta me´trica, mais pesada computacionalmente, tem como vantagem a sua sen-
sibilidade a`s variac¸o˜es espectrais.
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Figura 3.22: Coeficientes de correlac¸a˜o para a comparac¸a˜o de uma me´trica de
distaˆncia espectral e o resultado de um ouvinte humano
3.8.5 Distaˆncia de Kullback-Leibler
Uma outra medida bastante popular e´ a de Kullback-Leibler que, utilizando a
mesma notac¸a˜o, e´ dada pela expressa˜o [27, 29]:
dKL(A,B) =
∫ pi
−pi
A(w) log
(
A(w)
B(w)
)
dw
2pi
(3.70)
Num trabalho de Donovan comparam-se va´rias distaˆncias 3.22 com a per-
cepc¸a˜o humana onde se incluem as que aqui foram apresentadas. O mesmo
autor propo˜e uma nova me´trica que segundo os seus resultados e´ a que mais se
aproxima das distinc¸o˜es do ouvido humano.
3.8.6 Alinhamento com DTW
Apesar de na˜o ser utilizado nesta dissertac¸a˜o, o algoritmo DTW e´ incontorna´vel
na segmentac¸a˜o e reconhecimento de fala sendo uma das mais antigas e impor-
tantes te´cnicas em utilizac¸a˜o neste campo [88, 40].
O funcionamento e´ simples e baseia-se na comparac¸a˜o directa do sinal ou
na comparac¸a˜o de outras caracter´ısticas representativas com outros sinais de
refereˆncia e daqui obter a maior semelhanc¸a poss´ıvel. Existem pore´m algumas
dificuldades a ultrapassar. Em primeiro, palavras diferentes tera˜o durac¸o˜es dife-
rentes apesar das semelhanc¸as acu´sticas. Este problema poderia ser contornado
pela normalizac¸a˜o dos segmentos em ana´lise no caso de na˜o se verificar um outro
problema. A velocidade com que um sinal e´ produzido, que em fala se designa
tipicamente por taxa de discurso, pode na˜o ser constante. Ou seja, o alinha-
mento o´ptimo entre dois segmentos de sinal pode na˜o ser linear. Para resolver
estas situac¸o˜es pode-se utilizar eficazmente o algoritmo DTW.
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Figura 3.23: Alinhamento utilizando a te´cnica de Dynamic Time Warping
O DTW pertence a uma classe de algoritmos conhecidos por programac¸a˜o
dinaˆmica. O algoritmo efectua uma u´nica passagem ao longo de uma matriz de
vectores de caracter´ısticas com pontuac¸o˜es enquanto calcula segmentos optimi-
zados localmente que formam o caminho de alinhamento total. Se a estimac¸a˜o
da similaridade entre dois vectores pode-se usar uma qualquer das me´tricas refe-
ridas. Se D(x, y) representar a distaˆncia Euclideana entre o segmento x da sinal
em ana´lise e o segmento y do sinal de refereˆncia, e se C(x, y) for a pontuac¸a˜o
acumulada ao longo um caminho o´ptimo de alinhamento que leva a (x, y) enta˜o:
C(x, y) = min [C(x − 1, y), C(x− 1, y − 1), C(x, y − 1)] +D(x, y) (3.71)
O ca´lculo e´ realizado desde o ponto (0, 0) ate´ ao ponto limite (X,Y ) do
extremo oposto. No final possui-se um valor acumulado ao longo do caminho
e o percurso seguido pode ser analisado fazendo o inverso. Quando se efectua
esta ana´lise para va´rios sinais, o que mais se aproximara´ sera´ o que, no final,
possuir um menor valor acumulado.
O algoritmo foi apresentado na sua forma mais simples existindo muitas
variac¸o˜es poss´ıveis. E´ por exemplo frequente utilizarem-se formas de ca´lculo
da pontuac¸a˜o acumulada diferentes onde se consideram outros pontos vizinhos
dentro da matriz. Este algoritmo e´ muito semelhante ao algoritmo de Viterbi
que se analisara´ mais a` frente.
De notar que a exposic¸a˜o feita se baseia no pressuposto da existeˆncia de dois
sinais que podem ser comparados. No caso da segmentac¸a˜o existe inicialmente
apenas um sinal, o que se pretende segmentar, sendo enta˜o necessa´rio possuir um
outro que permita a realizac¸a˜o das comparac¸o˜es necessa´rias ao algoritmo DTW.
Um procedimento gene´rico para a anotac¸a˜o baseada em DTW apresenta-se na
figura 3.24.
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Figura 3.24: Procedimento gene´rico para anotac¸a˜o com DTW.
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Cap´ıtulo 4
Modelo LSF/ANN
Para a etiquetagem de sinais de fala optou-se por utilizar numa primeira abor-
dagem de menor complexidade uma te´cnica baseada na inspecc¸a˜o directa do
sinal acu´stico. As tarefas de segmentac¸a˜o e classificac¸a˜o sera˜o executadas sepa-
radamente o procedimento seguido sera´ descrito. Uma vez que na classificac¸a˜o
sa˜o utilizadas redes neuronais apresentar-se-a´ tambe´m uma breve descric¸a˜o da
teoria envolvida.
4.1 Abordagem 1: Alinhamento Fone´tico
A primeira tentativa de anotac¸a˜o de um sinal de fala e´ baseada num traba-
lho apresentado por Amaral et al. [3] onde se propo˜e um sistema para a seg-
mentac¸a˜o e etiquetagem de uma base de dados de d´ıgitos de fala telefo´nica. O
autor realiza uma segmentac¸a˜o baseada na acu´stica do sinal e numa medida de
verosimilhanc¸a. A classificac¸a˜o e´ depois realizada com um sistema baseado em
lo´gica difusa.
A abordagem aqui proposta, por se destinar a uma utilizac¸a˜o mais abran-
gente, foi ligeiramente modificada. Utilizou-se a base de dados FEUP/IPB e
considerou-se que o sinal de fala vinha acompanhado de informac¸a˜o sobre a
sequeˆncia fone´tica restando assim efectuar apenas a segmentac¸a˜o. Os passos
da sequeˆncia de processamento constitu´ıda sa˜o descritos em pormenor abaixo e
representam-se tambe´m num esquema apresentado na figura 4.1.
1. Inicialmente, apo´s a normalizac¸a˜o do sinal e pre´-eˆnfase, fez-se a partic¸a˜o
do sinal de fala em blocos de 128 amostras e com um passo de avanc¸o de
40 amostras, pouco menos de um terc¸o da durac¸a˜o da janela.
2. Extrai-se para cada bloco a energia e 16 coeficientes LSF e calculam-se as
correspondentes caracter´ısticas dinaˆmicas, delta e acelerac¸a˜o constituindo
assim vectores de caracter´ısticas de dimensa˜o 51.
3. Calcula-se a distaˆncia euclidiana entre vectores de caracter´ısticas sucessi-
vos.
4. Analisam-se os valores das distaˆncias e sempre que estas sa˜o superiores
a um determinado valor pre´-especificado (n´ıvel de threshold) assume-se
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Figura 4.1: Procedimento para a segmentac¸a˜o baseada na acu´stica do sinal
a existeˆncia de uma candidata a fronteira. As durac¸o˜es dos segmentos
encontrados sa˜o depois comparadas com outras da base de dados sendo
o n´ıvel de threshold ajustado dentro de intervalos temporais que se va˜o
ajustando. Os valores limite que indicam o aumento ou diminuic¸a˜o do
n´ıvel de threshold sa˜o dados respectivamente por metade da durac¸a˜o me´dia
do fone em causa e pelo dobro da durac¸a˜o do fone em causa.
Para a avaliac¸a˜o deste sistema utilizou-se a me´trica que atra´s se designou
de Exactida˜o que considera no seu ca´lculo situac¸o˜es de inserc¸a˜o e eliminac¸a˜o.
Obteve-se um valor de 62.14% para um intervalo de 10ms e 69.33% para um
intervalo de 20ms. Foram ainda ensaiadas outras possibilidades para a dimensa˜o
da janela de ana´lise mantendo-se sempre a relac¸a˜o de cerca de um terc¸o para
o passo de avanc¸o. Com 64 amostras os resultados pioraram consideravelmente
surgindo va´rios demasiados erros de inserc¸a˜o que, na tentativa de ser corrigidos
pelo ajuste do n´ıvel threshold, levavam ao aparecimento de erros de eliminac¸a˜o.
Para 256 amostras os resultados foram pouco diferentes sendo mesmo em alguns
casos ligeiramente superiores.
Todo o procedimento, implementado utilizando o software Matlab, baseia-se
em mu´ltiplos pressupostos que o afastam um pouco de situac¸o˜es reais e limitam
a sua utilizac¸a˜o. O ajuste do n´ıvel de threshold em func¸a˜o de durac¸o˜es me´dias
pre´-conhecidas obriga a` posse de informac¸o˜es que podem na˜o estar dispon´ıveis
e serem de dif´ıcil obtenc¸a˜o. Decidiu-se tentar uma alternativa.
4.2 Redes Neuronais
Sendo as redes neuronais utilizadas na abordagem alternativa apresenta-se aqui
uma pequena descric¸a˜o do assunto.
As redes neuronais artificiais sa˜o estruturas computacionais constitu´ıdas por
mu´ltiplas unidades de processamento simples, designadas por neuro´nios ou no-
dos, que sa˜o interligadas de um modo inspirado nos neuro´nios do ce´rebro.
Numa rede neuronal, um grupo de neuro´nios de entrada recebe um dado
conjunto de informac¸o˜es. Estes neuro´nios esta˜o ligados a outros, escondidos, que
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Figura 4.2: Modelo computacional de um neuro´nio
por sua vez esta˜o ligados a outros. Existira´ finalmente ligados aos restantes um
conjunto de neuro´nios de sa´ıda. Cada ligac¸a˜o, tambe´m designada por sinapse,
tem um peso associado. Dependendo do valor destes pesos, a sa´ıda sera´ mais ou
menos sens´ıvel a certos est´ımulos. O valor dos referidos pesos e´ ajustado num
processo de treino obrigato´rio antes da rede ser utilizada.
4.2.1 Neuro´nio Ba´sico
O neuro´nio e´ o elemento processador da rede neuronal (figura 4.2). Cada
neuro´nio gera uma sa´ıda a partir da combinac¸a˜o linear dos sinais de entrada
recebidos de outros neuro´nios aos quais esta´ ligado ou a partir de sinais exter-
nos. O sinal de sa´ıda e´ o resultado da aplicac¸a˜o da func¸a˜o de transfereˆncia ou
func¸a˜o de activac¸a˜o a` combinac¸a˜o dos sinais de entrada. O estado do neuro´nio
e´ representado pelo seu sinal de sa´ıda.
O sinal de entrada total do neuro´nio e´ obtido pela combinac¸a˜o linear dos
sinais recebidos:
ui =
∑
j
wijvj + λi (4.1)
Na expressa˜o ui representa a entrada total do neuro´nio i, vj representa a
sa´ıda do neuro´nio j, wij representa o peso da ligac¸a˜o entre os neuro´nios i e j e,
por u´ltimo, λ e´ um factor de polarizac¸a˜o.
O peso atribu´ıdo a cada ligac¸a˜o representativa das sinapses e´ uma forma
de ponderac¸a˜o do sinal recebido. Em alguns modelos o factor de polarizac¸a˜o e´
considerado como mais um sinal recebido podendo representar uma forma de
limiar de est´ımulo. A func¸a˜o de activac¸a˜o e´ responsa´vel por produzir a sa´ıda
final do neuro´nio. Podem ser utilizadas diversas func¸o˜es sendo as mais comuns
a func¸a˜o sigmo´ide e a func¸a˜o degrau.
4.2.2 Ligac¸o˜es
As unidades de processamento dentro de uma rede neuronal esta˜o organizadas
de acordo com uma determinada topologia e atrave´s de uma se´rie de ligac¸o˜es
pesadas. Cada peso possui um valor real, tipicamente entre −∞ e +∞, sendo
em alguns casos limitado a uma gama menor. O peso de cada ligac¸a˜o descreve
a influeˆncia que uma determinada unidade tera´ na unidade vizinha; considera-
se [49] que um peso positivo tera´ uma func¸a˜o de excitac¸a˜o da unidade vizinha
ao passo que um peso negativo tera´ uma func¸a˜o inibidora da unidade vizinha.
As ligac¸o˜es e respectivos pesos sa˜o geralmente unidireccionadas mas quando,
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(a) Na˜o-Estruturada (b) Em camadas (c) Recorrente
Figura 4.3: Topologias mais comuns para redes neuronais.
dependendo do tipo de rede, na˜o existe uma distinc¸a˜o clara entre entrada e
sa´ıda, podem surgir ligac¸o˜es bidireccionais.
Assim, o conjunto de todos os pesos determinara´ a reacc¸a˜o computacional
da rede a um qualquer est´ımulo externo. Os pesos representam a memo´ria ou
o conhecimento da rede. O seu valor e´ ajustado como ja´ se referiu por um
processo inicial de treino.
As topologias de rede podem ser quaisquer existindo pore´m alguns formatos
t´ıpicos que se apresentam representados na figura 4.3. Cada uma das topologias
e´ mais adequada a um determinado tipo de tarefas. Por exemplo:
• Na˜o-Estruturada. Adequada para tarefas onde seja necessa´rio comple-
tar um padra˜o dada uma parte desse padra˜o.
• Em Camadas. Adequada para associac¸o˜es entre conjuntos de valores de
entrada e conjuntos de valores de sa´ıda.
• Recorrente. Adequada para o sequenciamento de padro˜es.
As redes na˜o-estruturadas podem ter ciclos internos que as tornem recorren-
tes; As redes em camada por ou na˜o ser recorrentes.
4.2.3 Treino
Apresentados os elementos e princ´ıpios ba´sicos das redes neuronais torna-se
agora importante analisar as formas como uma rede neuronal se adapta a um
determinado problema atrave´s do processo de treino.
De acordo com os dados dispon´ıveis e com a topologia da rede podem utilizar-
se va´rios me´todos de treino:
• Aprendizagem supervisionada. Quando e´ poss´ıvel fornecer a` rede um con-
junto de entradas/sa´ıdas conhecidos e a partir do ca´lculo do erro a` sa´ıda
se efectuam ajustes nos pesos das ligac¸o˜es inter-neuronais.
• Aprendizagem semi-supervisionada. Situac¸a˜o semelhante a` anterior di-
ferindo no facto de o erro na˜o ser calculado explicitamente. E´ apenas
indicado se a o resultado esta´ ou na˜o de acordo com as expectativas.
• Aprendizagem na˜o-supervisionada. Quando a rede tem de encontrar por
si pro´pria padro˜es ou regularidades nos dados fornecidos.
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Nas aplicac¸o˜es de processamento de voz e´ em geral poss´ıvel calcular cla-
ramente o erro cometido pela rede sendo portanto aplica´vel a aprendizagem
supervisionada. O treino nesta situac¸a˜o faz-se tradicionalmente pelo algoritmo
de retro-propagac¸a˜o.
O algoritmo de treino da rede por back-propagation ou retropropagac¸a˜o e´
uma generalizac¸a˜o de um outro algoritmo designado por algoritmo de erro
quadra´tico me´dio ou regra delta. O seu funcionamento e´ bastante simples
baseado-se numa pesquisa no sentido e direcc¸a˜o do gradiente descendente para
uma func¸a˜o erro igual a` diferenc¸a quadra´tica me´dia entre as sa´ıdas esperadas e
as geradas pela rede, para todos os padro˜es1 do conjunto de treino.
O erro para cada padra˜o pode ser calculado pela expressa˜o abaixo:
Ep =
1
2
NS∑
k=1
(rpk − vpk)
2 (4.2)
Aqui tem-se Ep como o erro quadra´tico para o padra˜o p, rpk como a sa´ıda
esperada do neuro´nio k da camada de sa´ıda para o padra˜o p, vpk como a sa´ıda
calculada para o neuro´nio k da camada de sa´ıda para o padra˜o p, upk como a
entrada total do neuro´nio k da camada de sa´ıda para o padra˜o p, wl como o
peso da ligac¸a˜o l da rede com l=0,1,2 ... nu´mero total de ligac¸o˜es e NS como o
nu´mero total de neuro´nios da camada de sa´ıda.
Os pesos das ligac¸o˜es constituem as varia´veis a ajustar. A partir do ca´lculo
do gradiente de Ep, resultam derivadas parciais em relac¸a˜o a cada wl e a partir
destas sa˜o calculados os incrementos para os pesos. O algoritmo de treino por
retro-propagac¸a˜o [27, 38] simplificado, para apenas duas camadas de neuro´nios,
passa-se a descrever:
1. Inicializac¸a˜o dos pesos das ligac¸o˜es e respectivos factores de polarizac¸a˜o
com valores aleato´rios (geralmente entre -0.5 e 0.5); definir velocidade de
aprendizagem η; inicializar erro total E = 0;
2. Utilizac¸a˜o de um novo vector de dados para a entrada xp = (xp1, xp2, . . . , xpN )
e, caso na˜o existam mais na sequeˆncia de treino, saltar para o passo 12
3. Ca´lculo do somato´rio de entrada dos neuro´nios da camada oculta consi-
derando NI o nu´mero de neuro´nios.
uepj =
NI∑
i=1
wejixpi + λ
e
j (4.3)
4. Ca´lculo da sa´ıda da camada oculta
vepj = f(u
e
pj) (4.4)
5. Ca´lculo do somato´rio de entrada para cada neuro´nio k da camada de sa´ıda
considerando NE o nu´mero de neuro´nios da camada oculta.
uspk =
NE∑
j=1
wskjv
e
pj + λ
e
k (4.5)
1Considera-se aqui como padra˜o um determinado conjunto de valores, a fornecer na entrada
da rede, acompanhados de um outro conjunto com os valores a obter na sa´ıda da rede. Ou
seja, no processo de treino sa˜o fornecidos a` rede padro˜es, conjunto de entradas e respectivas
sa´ıdas, com o objectivo de ajustar os paraˆmetros internos.
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6. Ca´lculo da sa´ıda de cada neuro´nio da camada de sa´ıda
vspk = f(u
s
pk) (4.6)
7. Ca´lculo de Ep e componentes de erro associadas a cada neuro´nio k da
camada de sa´ıda
δspk = (rpk − v
s
pk)fpk(v
s
pk) (4.7)
8. Ca´lculo das componentes de erro para cada neuro´nio j da camada oculta
δepj = fpj(v
e
pj)
∑
k
δspkw
s
kj (4.8)
9. Actualizac¸a˜o dos pesos das ligac¸o˜es entre a camada de sa´ıda e a oculta
wskj(t+ 1) = w
s
kj(t) + ηδ
s
pku
e
pj (4.9)
10. Actualizar os pesos das ligac¸o˜es entre a camada oculta e a entrada da rede
weji(t+ 1) = w
e
ji(t) + ηδ
e
pjxpj (4.10)
11. Actualizac¸a˜o do valor do erro total fazendo E = E + Ep e regresso ao
passo 2.
12. Se o valor de E for menor do que erro mı´nimo estipulado enta˜o o pro-
cesso pode ser terminado, caso contra´rio, reinicializar lista de vectores de
padro˜es e regressar ao passo 2.
Esta iterac¸a˜o deve ser feita ate que o erro E esteja dentro de um limite
considerado aceita´vel. O valor da taxa de aprendizagem η afecta o desempenho
na fase de treino. Em geral, η deve ser um valor positivo pequeno (0.05 a 0.25
sa˜o valores frequentes), de modo a assegurar a convergeˆncia. Quanto menor o
valor de η maior sera´ o nu´mero de iterac¸o˜es. Em algumas situac¸o˜es o valor de
η pode ser alterando durante o processo de treino com o intuito de acelerar o
processo de convergeˆncia e evitar oscilac¸o˜es.
Um outro modo de acelerar a convergeˆncia pode ser utilizado se se alterar
ligeiramente o algoritmo apresentado. Substitui-se as equac¸o˜es de ajuste dos
pesos das ligac¸o˜es entre a camada de sa´ıda e a oculta pela expressa˜o abaixo:
wskj(t+ 1) = w
s
kj(t) + ηδ
s
pkXj + α∆w
s
kj(t− 1) (4.11)
Considerando ∆wskj(t − 1) a variac¸a˜o do peso na iterac¸a˜o t − 1 e α um
coeficiente de momento. Deste modo, ao actualizar os pesos, uma fracc¸a˜o do
ajuste anterior sera´ inclu´ıda. Este acre´scimo tendera´ a manter constante o
sentido de ajuste que foi utilizado na iterac¸a˜o anterior. Em geral, tem-se α < 1.
Uma equac¸a˜o semelhante devera´ ser aplicada para a camada oculta.
O processo de treino pode resultar numa convergeˆncia para um mı´nimo
local e na˜o num global. Isto dependera´ do valor inicial dos pesos, do nu´mero
de neuro´nios utilizados e dos paraˆmetros de aprendizagem. Se a rede convergir
para um mı´nimo local inaceita´vel em termos do erro, o processo de aprendizagem
deve ser repetido com a alterac¸a˜o de alguns dos paraˆmetros citados. Num caso
pra´tico, apesar desta situac¸a˜o ser remota, chegar voltar a inicializar a rede com
novos valores aleato´rios. Se o processo convergir para um mı´nimo aceita´vel do
ponto de vista do erro obtido na˜o fara´ sentido a distinc¸a˜o entre o mı´nimo local
ou global.
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Figura 4.4: Procedimento alternativo para a segmentac¸a˜o baseada na acu´stica
do sinal e posterior classificac¸a˜o
4.3 Abordagem 2: Segmentac¸a˜o e Classificac¸a˜o
Partiu-se enta˜o para um outro procedimento desta vez utilizando apenas como
material de base o sinal de fala. Descreve-se enta˜o o novo procedimento e
apresenta-se na figura 4.4 o esquema correspondente.
1. Inicialmente, apo´s a normalizac¸a˜o e pre´-eˆnfase, fez-se a partic¸a˜o do sinal de
fala em blocos de 128 amostras e com um passo de avanc¸o de 40 amostras,
pouco menos de um terc¸o da durac¸a˜o da janela.
2. Extrai-se para cada bloco a energia e a taxa de passagens por zero e com
estas informac¸o˜es efectua-se a classificac¸a˜o em vozeado, na˜o-vozeado e
sileˆncio. Aqui foram utilizadas va´rias ideias de Teixeira [81].
3. Extrai-se para cada bloco 16 coeficientes LSF e calculam-se as corres-
pondentes caracter´ısticas dinaˆmicas, delta e acelerac¸a˜o constituindo assim
vectores de caracter´ısticas de dimensa˜o 51.
4. Calcula-se a distaˆncia euclidiana entre vectores de caracter´ısticas sucessi-
vos.
5. Analisam-se os valores das distaˆncias e sempre que estas sa˜o superiores
a um determinado valor pre´-especificado (n´ıvel de threshold) assume-se a
existeˆncia de uma candidata a fronteira. O n´ıvel de threshold e´ sucessiva-
mente aumentado ate´ que na˜o existam segmentos de durac¸a˜o superior a
um dado valor. Ou seja, pretende-se reduzir ao mı´nimo a possibilidade de
ocorreˆncia de erros por eliminac¸a˜o. Os segmentos encontrados sa˜o depois
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classificados por uma rede neuronal. Uma vez que se potenciou o apareci-
mento de erros por inserc¸a˜o, um pequeno mo´dulo final junta ocorreˆncias
consecutivas de fones iguais num u´nico fone e elimina fones de acordo com
algumas regras gramaticais simples.
A rede neuronal constru´ıda era constitu´ıda por 4 camadas sendo uma de
entrada, com 153 neuro´nios correspondentes a treˆs vectores de caracter´ısticas,
duas camadas escondidas (tambe´m designadas por ocultas ou interme´dias), com
200 e 100 neuro´nios e uma camada de sa´ıda, com 40 neuro´nios correspondentes
ao s´ımbolos principais utilizados na base de dados FEUP/IPB. As func¸o˜es de
activac¸a˜o escolhidas foram sigmoidais. Com a rede em funcionamento, apo´s o
treino, os resultados obtidos a` sa´ıda eram comparados com a classificac¸a˜o de vo-
zeado, na˜o-vozeado ou sileˆncio, efectuada no segundo passo passo da sequeˆncia,
com o objectivo de reduzir os erros cometidos.
Os resultados obtidos com este procedimento foram um pouco mais animado-
res mas ainda assim um pouco abaixo do esperado. Para a tarefa de segmentac¸a˜o
obteve-se um valor de 62.81% para um intervalo de 10ms e 70.32% para um in-
tervalo de 20ms. A tarefa de classificac¸a˜o, introduzida na sequeˆncia, foi tambe´m
avaliada utilizando a me´trica de Exactida˜o correspondente. Esta forneceu um
valor global de 83.49%. Os sons vozeados e em particular as vogais, analisando
os resultados a` sa´ıda da rede neuronal, foram mais facilmente aprendidos pela
rede. Consegui-se cerca de 86% de resultados correctos em relac¸a˜o ao nu´mero
total de ocorreˆncias e 97% para as vogais. Para os sons na˜o-vozeados conseguiu-
se o valor de 78% mais uma vez considerando os resultados correctos sobre a
totalidade de ocorreˆncias submetidas a` ana´lise da rede.
Uma alternativa aos processos apresentados e´ utilizada por Gholampour
[33] que sugere que se utilizem treˆs vectores para a comparac¸a˜o, um fixado
temporalmente e outros dois, sucessivos, que se va˜o deslocando no tempo. Os
vectores, A, B e C, sa˜o inicialmente adjacentes, sendo C o mais adiantado no
tempo. E´ calculada a distaˆncia entre A e B e entre B e C. Os vectores B e
C va˜o avanc¸ando no eixo dos tempos e em cada passo sa˜o calculadas as novas
distaˆncias de B a A e a C. Quando a diferenc¸a/distaˆncia entre B e A e´ maior
que a diferenc¸a entre B e C marca-se uma candidata a fronteira e o vector A,
que estava fixo, e´ deslocado para a posic¸a˜o de B. O processo e´ repetido ao longo
de todo o sinal de fala sendo os resultados processados por dois outros mo´dulos
que utilizam dendogramas (na˜o estudados nesta dissertac¸a˜o). E´ utilizada uma
me´trica de comparac¸a˜o baseada na distaˆncia de Kullback-Leibler.
O procedimento inicial seguido por Gholampour foi tambe´m experimentado
e resultou num maior nu´mero de erros de inserc¸a˜o existindo pore´m a vantagem
de na˜o ser necessa´rio pre´-especificar um n´ıvel de threshold.
A dificuldade de especificac¸a˜o de um n´ıvel de threshold adequado e o excesso
ou de´fice de fronteiras que daqui podem resultar e´ consequeˆncia da ana´lise de
algum modo r´ıgida que tem sido efectuada e que na˜o se compatibiliza total-
mente com os sinais de fala. Considere-se a evoluc¸a˜o do sinal acu´stico ou de
caracter´ısticas representativas ao longo de uma transic¸a˜o de um fone para um
outro adjacente. Do ponto de vista do primeiro fone, a distaˆncia que o separa do
segundo tendera´ a diminuir com a evoluc¸a˜o do tempo, no entanto, devido a`s ca-
racter´ısticas intr´ınsecas da fala, esta aproximac¸a˜o podera´ na˜o ser mono´tona. Ao
se considerar uma linha de fronteira r´ıgida entre os dois supostos fones surgira˜o
inevitavelmente situac¸o˜es na˜o desejadas resultantes de uma certa aproximac¸a˜o
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(a) Nı´vel de threshold fixo (b) Banda de threshold
Figura 4.5: Abordagens para a marcac¸a˜o de fronteiras.
hesitante entre os dois.
Para a resoluc¸a˜o destes problemas sugere-se um novo processamento um
pouco mais complexo. A ana´lise das distaˆncias, no lugar de ser efectuar directa-
mente sobre as caracter´ısticas extra´ıdas, passara´ a ser feita sobre um conjunto de
caracter´ısticas cujas transic¸o˜es/trajecto´rias foram suavizadas. Procura-se com
isto criar trajecto´rias de evoluc¸a˜o do sinal mais mono´tonas e sustentadas. Em
relac¸a˜o a` fixac¸a˜o do n´ıvel de threshold sugere-se uma abordagem dinaˆmica com
um comportamento que possua alguma histerese. Ou seja, passar-se-a´ a possuir
uma banda de threshold com um funcionamento semelhante a um sistema de
controlo on/off. Na figura 4.5 esquematiza-se este funcionamento. A linha curva
nos gra´ficos superiores pretende modelizar uma trajecto´ria entre dois sons. Na
zona inferior marcam-se as fronteiras resultantes da intersecc¸a˜o da curva com os
limites de threshold. No exemplo apresentado utiliza-se um espac¸o bidimensio-
nal mas que na realidade sera´ um espac¸o multidimensional ajustado aos vectores
de caracter´ısticas. Enta˜o, na figura 4.5(a) mostra-se o funcionamento que tem
sido implementado e, na figura 4.5(b), mostra-se o funcionamento alternativo
proposto. Assim, executando a operac¸a˜o sugerida, sera´ supostamente reduzido
o nu´mero de fronteiras hipote´ticas gerado pelo algoritmo.
O algoritmo alternativo aqui apresentado foi imaginado para dar resposta
aos problemas que se encontraram na˜o tendo, no entanto, sido implementado.
Apesar do interesse da abordagem considerou-se que esta constituia um per-
curso menos promissor e adequado para os objectivos a atingir. Deste modo
devido a`s restric¸o˜es temporais subjacentes a este trabalho decidiu-se abandonar
o aprofudamento desta te´cnica e procurar-se-a´ retoma-lo numa outra ocasia˜o.
As ana´lises efectuadas e os algoritmos implementados com o n´ıvel de desen-
volvimento conseguido podera˜o ser ainda u´teis como complemento para outras
te´cnicas.
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Cap´ıtulo 5
Anotac¸a˜o com HMMs
A utilizac¸a˜o de modelos escondidos de Markov e´ uma te´cnica largamente utili-
zada e que permite efectuar em simultaˆneo as tarefas de segmentac¸a˜o e anotac¸a˜o.
Comparando diversas te´cnicas na sua forma mais pura, ou seja, sem que se utili-
zem sistemas de refinamento dos resultados, os modelos de Markov apresentam o
melhor desempenho. Em relac¸a˜o ao esforc¸o computacional, que na˜o e´ um ponto
demasiado importante pois a anotac¸a˜o na˜o tem de ser em tempo-real, tambe´m
na˜o existem grandes desvantagens sendo as va´rias te´cnicas muito ideˆnticas para
resultados semelhantes.
Neste cap´ıtulo analisar-se-a´ em pormenor a construc¸a˜o de um sistema de
etiquetagem automa´tico baseado em modelos escondidos de Markov. Em cada
fase do processo sera˜o apresentadas as varia´veis que influenciam o desempenho
e sera˜o feitos diversos ensaios com que se procura identificar a configurac¸a˜o mais
favora´vel.
5.1 HMM - Hidden Markov Models
Os modelos escondidos de Markov sa˜o um te´cnica de base estoca´stica que per-
mite descrever no tempo a evoluc¸a˜o de uma sequeˆncia de valores discretos. Esta
te´cnica para ale´m de possibilitar o desenvolvimento de modelos parame´tricos
fia´veis possui tambe´m flexibilidade para que se utilizem te´cnicas de programac¸a˜o
dinaˆmica para a segmentac¸a˜o e classificac¸a˜o de padro˜es resultantes das va-
riac¸o˜es temporais dos dados. O essencial desta teoria deve-se a Baum et al.
[7] e remonta a 1967. Com a evoluc¸a˜o da tecnologia que permitiu explorar ao
ma´ximo todas as potencialidades e resolver eficientemente alguns dos problemas
intr´ınsecos, os modelos de Markov tornaram-se uma das principais te´cnicas para
a modelizac¸a˜o de sinais de fala (reconhecimento de voz, s´ıntese, segmentac¸a˜o,
modelos de linguagem, etc.) e encontram aplicac¸o˜es numa vasta gama de a´reas.
Os sistemas de processamento de sinais resultantes da aquisic¸a˜o de um sinal
de fala assumem que este corresponde a uma sequeˆncia de s´ımbolos bem defi-
nidos e com fronteiras delimitadas no tempo. Na figura 5.1 ilustra-se de modo
esquema´tico este funcionamento. Para identificar tanto a sequeˆncia como os
s´ımbolos e suas fronteiras, o sinal e´ segmentado, com janelas de dimensa˜o fixa
e a intervalos constantes e seguidamente calculam-se, atrave´s de uma parame-
trizac¸a˜o, vectores de caracter´ısticas correspondentes a cada janela. Dentro de
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Figura 5.1: Processamento computacional de mensagens de fala
cada janela pode-se, com um erro em geral pequeno, partir do princ´ıpio que
o sinal de fala e´ estaciona´rio e que o vector que lhe corresponde descreve com
rigor o seu comportamento.
Apo´s a obtenc¸a˜o da sequeˆncia de vectores descritivos do sinal o principal ob-
jectivo e´ efectuar uma correspondeˆncia entre esta e uma sequeˆncia de s´ımbolos fi-
nal. Daqui surgem dois problemas: a classificac¸a˜o dos vectores de caracter´ısticas
e a segmentac¸a˜o por blocos que fac¸am sentido do ponto de vista da sa´ıda do
sistema.
O primeiro problema prende-se com a criac¸a˜o de uma correspondeˆncia en-
tre uma determinada ocorreˆncia acu´stica e um s´ımbolo que o identifica. A
dificuldade e´ grande pois o sinal acu´stico e´ extremamente variado e facilmente
influenciado pelo ru´ıdo ambiente, orador, estado de esp´ırito, etc. Para ale´m
disto podem existir sinais muito semelhantes com sons/s´ımbolos corresponden-
tes diferentes.
No caso de um sistema de reconhecimento automa´tico de fala pode-se con-
siderar que a principal questa˜o a resolver e´ a da classificac¸a˜o, terminando as
suas func¸o˜es quando e´ encontrada uma sequeˆncia de s´ımbolos representativos
da mensagem acu´stica. Ainda que existam erros de classificac¸a˜o resultantes
de um reconhecimento menos correcto, estes podem ser posteriormente corrigi-
dos por sistemas baseados em regras (ex.: grama´tica) ou bases de dados (ex.:
conjunto de nomes de cidades) e que assim melhoram o desempenho global do re-
conhecimento. No caso de um sistema de anotac¸a˜o automa´tica em que apenas e´
fornecido o sinal de voz (ou os vectores de caracter´ısticas correspondentes) surge
ainda um segundo problema a resolver. E´ necessa´rio efectuar a segmentac¸a˜o, ou
seja, definir com precisa˜o as fronteiras que limitam cada uma das palavras do
le´xico de trabalho. Por palavra entende-se, neste caso, um sinal que possui um
s´ımbolo associado que o representa podendo ser uma palavra propriamente dita,
um fone ou qualquer outra unidade que se convencione. Nos sistema de anotac¸a˜o
automa´ticos, que constituem o tema a abordar aqui, as palavras correspondem
a fones e estes possuem um s´ımbolo fone´tico que os representa.
Muitas vezes a tarefa de anotac¸a˜o e´ simplificada pelo fornecimento da sequeˆncia
de s´ımbolos fone´ticos a que corresponde o sinal de fala em conjunto com o pro´prio
sinal. Deste modo elimina-se o primeiro problema e e´ apenas necessa´rio efectuar
a segmentac¸a˜o que neste caso se designa por alinhamento fone´tico.
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5.1.1 Modelos de Markov
Para iniciar a descric¸a˜o dos processos de Markov partir-se-a´ do princ´ıpio que se
esta´ a realizar o reconhecimento de palavras isoladas na˜o se colocando o pro-
blema de segmentac¸a˜o ou de identificac¸a˜o de limites temporais. Considere-se
enta˜o uma sequeˆncia de vectores de caracter´ısticas a que se chamara´ tempora-
riamente observac¸o˜es de forma a compatibilizar a explicac¸a˜o com a base pro-
babil´ıstica da teoria. A cada observac¸a˜o O, constitu´ıda por uma sequeˆncia de
vectores de caracter´ısticas ot surgidos nos instante t, corresponde uma palavra.
O = o1, o2, . . . , oT (5.1)
A soluc¸a˜o do problema do reconhecimento passa enta˜o por encontrar a pa-
lavra wi do vocabula´rio que mais se aproxima da ocorreˆncia em ana´lise, ou
seja:
argmax
i
{P (wi|O)} (5.2)
Esta probabilidade na˜o pode ser resolvida directamente mas fica simplificada
pela aplicac¸a˜o da regra de Bayes:
P (wi|O) =
P (O|wi)P (wi)
P (O)
(5.3)
Assim, conhecendo a` partida um conjunto de probabilidades P (wi) para
cada palavra, seria poss´ıvel unicamente a partir de P (O|wi) efectuar o ca´lculo
completo. No entanto O e´ constitu´ıdo por va´rios vectores de caracter´ısticas e
portanto multi-dimensional passando o ca´lculo a efectuar a ser o de uma proba-
bilidade conjunta P (o1, o2, . . . |wi) que na˜o e´ facilmente resolu´vel nas condic¸o˜es
apresentadas.
E´ aqui que os processos de Markov proporcionam uma ajuda inega´vel subs-
tituindo o ca´lculo da probabilidade pelo ajuste simples dos paraˆmetros de um
modelo. Considere-se enta˜o um sistema que num instante de tempo discreto t
esta´ num estado Si pertencente a um conjunto limitado de estados 1 ≤ i ≤ N .
O sistema pode mudar de um estado i para um outro estado j, que podera´ ser
o pro´prio estado, obedecendo a um conjunto de probabilidades aij . Os estados
Si possuem tambe´m uma probabilidade inicial pi, ou seja, uma probabilidade
de serem os primeiros estados sem predecessores de uma sequeˆncia. Estes pres-
supostos sa˜o os necessa´rios para definir uma cadeia Markoviana de primeira
ordem. Na figura 5.2 representa-se um modelo de Markov exemplificativo com
apenas 3 estados.
Assim, com base num modelo λ qual sera´ enta˜o a probabilidade de uma
observac¸a˜o O? Assumindo que o estado actual e´ representado por oi tem-se:
P (O|λ) = P (o1).
T∏
i=2
P (oi|oi−1) (5.4)
Ou seja, a probabilidade de uma determinada sequeˆncia e´ dada pela multi-
plicac¸a˜o das probabilidades de transic¸a˜o entre estados. O primeiro estado na˜o
tendo nenhum precedente surge sozinho.
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Figura 5.2: Modelo de uma cadeia de Markov com 3 estados
Para clarificar apresenta-se o exemplo do artigo cla´ssico de Rabiner [66] que
utiliza os estados S1 = chuva, S2 = nuvens e S3 = sol. A matriz de probabi-
lidades de transic¸a˜o e´ dada abaixo (note-se que a soma das probabilidades de
cada linha e´ 1):
A = {aij} =

 0.4 0.4 0.30.2 0.6 0.2
0.1 0.1 0.8

 (5.5)
Sabendo que esta´ Sol no primeiro dia qual sera´ a probabilidade do tempo
nos pro´ximos 7 dias ser ”sol, sol, chuva, chuva, sol, nuvens, sol”? De um modo
mais formal, qual a probabilidade da observac¸a˜o corresponder a` sequeˆncia O =
{S3, S3, S3, S1, S1, S3, S2, S3} ?
P (O|Modelo) = P (S3, S3, S3, S1, S1, S3, S2, S3|Modelo)
= P (S3) · P (S3|S3) · P (S3|S3) · P (S1|S3) · . . .
. . . · P (S3|S1) · P (S2|S3) · P (S3|S2)
= pi3 · a33 · a33 · a31 · a11 · a13 · a32 · a23
= 1 · 0.8 · 0.8 · 0.1 · 0.4 · 0.3 · 0.1 · 0.2
= 1.536× 10−4
Assim, e em tom de resumo, um modelo de Markov e´ um auto´mato de
estados finito com transic¸o˜es de base estoca´stica em que a sequeˆncia de estados
e´ uma cadeia de Markov. Um modelo de Markov fica totalmente definido a
partir de:
• A = {aij} - Matriz quadrada com as probabilidades de transic¸a˜o do estado
i para o estado j, ou seja, aij = P (St = j|St−1 = i), 1 ≤ i, j ≤ N
• Π = {pii} - Matriz coluna com as probabilidades iniciais do modelo comec¸ar
no estado i, ou seja, pii = P (S1 = i), 1 ≤ i ≤ N
O nu´mero de estados fica implicitamente definido pela dimensa˜o das matrizes
referidas. Os modelos tem por objectivo a identificac¸a˜o de um padra˜o no tempo
e baseia-se nos pressupostos de que o tempo e´ discreto bem como os estados e as
probabilidades de transic¸a˜o de estado sa˜o constantes durante a vida do modelo.
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Figura 5.3: Funcionamento de um HMM
5.1.2 Modelos Escondidos de Markov
Utilizando o exemplo do tempo dado antes, imagine-se a situac¸a˜o de um algue´m
que esta´ fechado num quarto sem acesso ao mundo exterior e apenas possui uma
televisa˜o onde pode ver a meteorologia. Neste caso, para quem esta´ dentro do
quarto, na˜o existe a evideˆncia de que o estado do tempo e´ o afirmado pela
meteorologia, apenas existe uma possibilidade de o ser mas podera´ ser qualquer
outro estado. Se a esta possibilidade se puder associar uma base estat´ıstica e´
enta˜o poss´ıvel definir um modelo escondido de Markov. Na figura 5.3 ilustra-se
a situac¸a˜o referida.
Assim, nos modelos de Markov cada sa´ıda do modelo corresponde a um
evento determin´ıstico ao passo que nos modelos escondidos de Markov cada
sa´ıda corresponde a uma func¸a˜o de densidade de probabilidade.
Um modelo escondido de Markov e´ enta˜o definido por:
• A = {aij} - Matriz quadrada com as probabilidades de transic¸a˜o do estado
i para o estado j, ou seja, aij = P (St = j|St−1 = i), 1 ≤ i, j ≤ N
• B = {bi(k)} - Matriz confusa˜o com a probabilidade de ocorreˆncia de uma
sa´ıda ok quando se esta´ no estado i, ou seja, bi(k) = P (Xt = ok|St = i)
em que X = X1, X2, . . . , XT e´ a sequeˆncia observada
• Π = {pii} - Matriz coluna com as probabilidades iniciais do modelo comec¸ar
no estado i, ou seja, pii = P (S1 = i), 1 ≤ i ≤ N
E´ necessa´rio ainda que se verifiquem as condic¸o˜es:
aij ≥ 0, bi(k) ≥ 0, pii ≥ 0, ∀i, j, k
N∑
j=1
aij = 1,
∑M
k=1 bi(k) = 1,
N∑
i=1
pii = 1
A notac¸a˜o que se utiliza tradicionalmente para a representac¸a˜o de um modelo
escondido de Markov Φ e´:
86 CAPI´TULO 5. ANOTAC¸A˜O COM HMMS
Φ = (A,B,Π) (5.6)
Em resumo, um HMM e´ ideˆntico a um modelo de Markov tradicional cu-
jos estados deixaram de ser observa´veis mas que em contrapartida recebeu um
conjunto de estados associados e observa´veis que possuem uma relac¸a˜o proba-
bil´ıstica com os que foram escondidos.
Os HMMs possuem para cada estado uma ou mais func¸o˜es de densidade de
probabilidade e podem segundo esta perspectiva classificar-se como discretos,
cont´ınuos e semi-cont´ınuos.
Os discretos possuem na relac¸a˜o dos estados observa´veis com os escondidos
uma probabilidade discreta. Este tipo tem sido utilizado ate´ aqui na apre-
sentac¸a˜o dos HMMs pois permite mais facilmente criar analogias com situac¸o˜es
da realidade. Para estes, e considerando ja´ a possibilidade de processar in-
formac¸a˜o de va´rias fontes (processamento multistream), a probabilidade bj(ot)
do estado j produzir a observac¸a˜o ot e´ dada por:
bj(ot) =
S∏
s=1
{Pjs[vs(ost)]}
γs (5.7)
Na expressa˜o vs(ost) e´ a sa´ıda do quantisador vectorial para o stream s dado
um vector de entrada ost e Pjs[v] e´ a probabilidade do estado j gerar o s´ımbolo
v para o stream s.
No caso cont´ınuo a func¸a˜o densidade de probabilidade e´ cont´ınua optando-se
quase sempre por uma distribuic¸a˜o gaussiana. A opc¸a˜o por este tipo de distri-
buic¸a˜o prende-se com o facto de a partir desta ser poss´ıvel aproximar qualquer
outra func¸a˜o densidade de probabilidade cont´ınua. Quando se utilizam va´rias
func¸o˜es deste tipo e´ frequente utilizar-se a expressa˜o mistura gaussianas (gaus-
sian mixtures). As distribuic¸o˜es cont´ınuas podem ser vistas como uma genera-
lizac¸a˜o das distribuic¸o˜es discretas. A mesma probabilidade calculada acima e´
neste caso, considerando M misturas, dada por:
bj(ot) =
S∏
s=1
[
M∑
m=1
cjsmN(ost;µjsm,Σjsm)
]γs
(5.8)
Aqui, asM misturas sa˜o relativas ao estado j para o stream s, cjsm e´ o peso
da mistura m e N(·;µjsm,Σjsm) e´ uma distribuic¸a˜o Gaussiana multivaria´vel
com um vector me´dia µ e uma matriz covariaˆncia Σ. Esta distribuic¸a˜o e´:
N(o;µ,Σ) =
1√
(2pi)n|Σ|
e−
1
2
(o−µ)′Σ−1(o−µ) (5.9)
em que n e´ a dimensa˜o de o.
Estes sa˜o potencialmente os mais precisos [59] pois na˜o existe o erro associado
a` quantizac¸a˜o do espac¸o de caracter´ısticas de entrada. Uma outra vantagem e´
o facto de qualquer distribuic¸a˜o poder ser suavemente ajustada pelo aumento
ou diminuic¸a˜o do nu´mero de componentes utilizadas nas misturas permitindo
assim a utilizac¸a˜o de distribuic¸o˜es gaussianas simples para modelos na˜o ligados
e com uma quantidade de dados de treino reduzida [59, 99].
Os semi-cont´ınuos possuem distribuic¸o˜es que sa˜o comuns a va´rios estados [59]
e segundo Strom [78] permitem que com um baixo nu´mero de caracter´ısticas,
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aproximadamente ortogonais se fac¸a uma boa representac¸a˜o das propriedades
estat´ısticas do modelos e dos me´todos de treino. Assim e comparando com os
HMMs cont´ınuos, os semicont´ınuos permitem libertar paraˆmetros e reduzir a
complexidade computacional devido a` partilha de informac¸a˜o entre as func¸o˜es
densidade de probabilidade. Este tipo de HMMs possui a melhor relac¸a˜o de
compromisso entre modelizac¸a˜o e treinabilidade.
Da definic¸a˜o dos HMMs surgem treˆs problemas impl´ıcitos [66, 38]:
• Problema da Avaliac¸a˜o, em que dado um modelo Φ e uma sequeˆncia
de observac¸o˜es X = (X1, X2, . . . , XT ) se procura calcular a probabili-
dade P (X |Φ), ou seja, a probabilidade de o modelo gerar as observac¸o˜es
(ideˆntico ao reconhecimento de voz).
• Problema de Descodificac¸a˜o, em que dado um modelo Φ e uma sequeˆncia
de observac¸o˜esX = (X1, X2, . . . , XT ) se procura identificar qual a sequeˆncia
de estados S = (S1, S2, . . . , ST ) mais prova´vel no modelo que produziu as
observac¸o˜es.
• Problema da Aprendizagem, em que dado um modelo Φ e uma sequeˆncia
de observac¸o˜es X = (X1, X2, . . . , XT ) se procura ajustar os paraˆmetros
do modelo (estimac¸a˜o de modelos a partir de dados de treino).
Todos estes problemas teˆm de ser resolvidos em qualquer sistema que utilize
a teoria dos modelos escondidos de Markov. Cada um dos problemas possui
mu´ltiplas formas de abordagem e resoluc¸a˜o, aqui abordar-se-a˜o os algoritmos
mais populares e que encontram implementac¸a˜o em va´rios pacotes de software
para processamento de fala.
5.1.3 Problema da Avaliac¸a˜o (Forward Algorithm)
Para resolver o primeiro problema, ou seja, para efectuar o ca´lculo de P (X |Φ)
dada uma sequeˆncia de observac¸o˜es X = (X1, X2, . . . , XT ), o me´todo mais
imediato e´ enunciar todas as sequeˆncias S de comprimento T e somar todas as
suas probabilidades. A operac¸a˜o resume-se enta˜o a` soma das probabilidades de
todas as sequeˆncia de estado poss´ıveis:
P (X |Φ) =
∑
S
P (S|Φ)P (X |S,Φ), ∀S (5.10)
A probabilidade da sequeˆncia S e´ o produto da probabilidade da sequeˆncia
de estados pela probabilidade conjunta da sa´ıda ao longo da sequeˆncia.
O princ´ıpio de Markov (Markov assumption) para os modelos de primeira
ordem dado pela equac¸a˜o 5.11 indica que a probabilidade de um estado apenas
depende do u´ltimo estado.
P (st|s
t−1
1 ) = P (st|st−1), s
t−1
1 = s1, s2, . . . , st−1 (5.11)
Aplicando este princ´ıpio, o primeiro factor da equac¸a˜o 5.10 pode ser re-
escrito na forma:
P (S|Φ) = P (s1|Φ)
T∏
t=2
P (St|st−1,Φ)
= pis1as1s2 . . . asT−1sT (5.12)
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Do mesmo modo, o segundo factor fica:
P (X |S,Φ) = P (XT1 |s
T
1 ,Φ) =
T∏
t=1
P (Xt|st,Φ)
= bs1(X1)bs2(X2) . . . bsT (XT ) (5.13)
A substituic¸a˜o na equac¸a˜o 5.10 dos desenvolvimento apresentados leva a`
escrita de:
P (X |Φ) =
∑
S
pis1bs1(X1)as1s2bs2(X2) . . . asT−1sT bsT (XT ), ∀S (5.14)
Aqui veˆ-se claramente que a operac¸a˜o a efectuar e´ bastante simples mas
obriga a um esforc¸o computacional exigente e de crescimento exponencial. O
algoritmo forward efectua este ca´lculo de um modo mais eficiente atrave´s do
armazenamento de valores interme´dios utilizados num ciclo recursivo.
Considere-se a probabilidade forward como :
αi(t) = P (X
t
1, st = i|Φ) (5.15)
Esta representa a probabilidade do modelo Φ com N estados no estado i
no instante t ter gerado a observac¸a˜o parcial Xt1 em que t ≤ T . O algoritmo
forward e´ enta˜o constitu´ıdo por treˆs passos, inicializac¸a˜o, induc¸a˜o e conclusa˜o,
que se apresentam pela ordem respectiva:
αi(1) = piibi(X1), 1 ≤ i ≤ N
αj(t) =
[
N∑
i=1
αi(t− 1)aij
]
, 2 ≤ t ≤ T ; 1 ≤ j ≤ N
P (X |Φ) =
N∑
i=1
αi(T )
Este algoritmo possui complexidade O(N2T ) o que consegue ser bastante
inferior na maioria das situac¸a˜o a` complexidade O(NT ) da formulac¸a˜o inicial
que na˜o explora a recursividade permitida.
5.1.4 Problema da Descodificac¸a˜o (Algoritmo de Viterbi)
O segundo problema da teoria dos modelos de Markov procura encontrar a
sequeˆncia S∗ mais prova´vel dada uma determinada observac¸a˜o X dado um mo-
delo Φ. O algoritmo forward calcula a probabilidade de um modelo gerar uma
determinada sequeˆncia de observac¸a˜o atrave´s do ca´lculo das probabilidades de
todas as sequeˆncias de estado (ou caminhos) poss´ıveis. No caso da descodificac¸a˜o
pretende-se calcular o melhor caminho. Este e´ um problema t´ıpico do reconhe-
cimento cont´ınuo de fala onde se pretende, com base num conjunto de modelos,
encontrar a melhor sequeˆncia fone´tica a partir da observac¸a˜o de caracter´ısticas
acu´sticas. A te´cnica tradicional para resolver eficientemente este problema re-
corre ao algoritmo de Viterbi [89] baseado em programac¸a˜o dinaˆmica.
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Considere-se Vi(t) como a probabilidade do melhor caminho ou sequeˆncia de
estados no tempo t ter resultado na observac¸a˜o Xt1 e ter terminado no estado i:
Vi(t) = P (X
t
1, S
t−1
1 , st = i|Φ) (5.16)
O algoritmo de Viterbi resume-se em quatro passos descritos pelas equac¸o˜es:
• Inicializac¸a˜o
Vi(1) = piibi(X1), 1 ≤ i ≤ N
Bi(1) = 0
• Induc¸a˜o
Vj(t) = max
1≤i≤N
[Vi(t− 1)aij ] bj(Xt), 2 ≤ t ≤ T ; 1 ≤ j ≤ N
Bj(t) = arg max
1≤i≤N
[Vi(t− 1)aij ] , 2 ≤ t ≤ T ; 1 ≤ j ≤ N
• Conclusa˜o
melhor = max
1≤i≤N
[Vi(t)]
s∗T = arg max
1≤i≤N
[Bi(T )]
• Recuo
s∗t = Bst+1(t+ 1), t = T − 1, T − 2, . . . , 1
S∗ = (s∗1, s
∗
2, . . . , s
∗
T )
A melhor sequeˆncia ou o melhor caminho e´ dado por S∗. A` semelhanc¸a do
algoritmo forward a complexidade do algoritmo de Viterbi e´ O(N2T ).
Na figura 5.4 ilustra-se o funcionamento do algoritmo apresentado para um
modelo com 6 estados. O modelo esta´ adaptado para uma utilizac¸a˜o com o
software HTK no qual os primeiro e u´ltimo estados sa˜o designados por non-
emitting states. O espac¸o parametrizado esta´ organizado em duas dimenso˜es em
que no eixo dos xx, com significac¸a˜o temporal, surgem as janelas sucessivas de
fala (ou os seus vectores de caracter´ısticas representativos do sinal) e no eixo dos
yy teˆm-se os va´rios estados do HMM. Cada um dos pontos da matriz representa
a probabilidade de observac¸a˜o daquela janela naquele instante (dada por bs) e
cada arco representa a probabilidade de transic¸a˜o de um estado para outro (dada
por as1s2). Devido a` topologia do modelo associada ao eixo vertical e a` dimensa˜o
temporal do eixo horizontal apenas se permite que a pesquisa do melhor percurso
se efectue da esquerda para a direita e de baixo para cima. Em casos pra´ticos
todas as probabilidades referidas surgem na forma logar´ıtmica pois deste modo
e´ poss´ıvel, explorando as propriedades dos logaritmos, substituir multiplicac¸o˜es
por adic¸o˜es o que obviamente simplifica e acelera o desempenho dos algoritmos
de ca´lculo.
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Figura 5.4: Funcionamento do algoritmo de Viterbi aplicado ao reconhecimento
de fala com um modelo de Markov (adaptado de: HTK Book [98])
5.1.5 Problema da Aprendizagem (Algoritmo de Baum-
Welch)
Resta agora dar resposta ao u´ltimo e mais complexo problema intr´ınseco a`
teoria dos HMMs. Neste caso pretende-se estimar os paraˆmetros A, B e Π de
um modelo Φ de forma a que este descreva o melhor poss´ıvel as sequeˆncias de
observac¸o˜es.
Para solucionar este problema na˜o e´ conhecido nenhum me´todo anal´ıtico
que possa ser equacionado e que permita maximizar as probabilidades conjun-
tas resultantes da ana´lise dos dados de treino. No entanto o ca´lculo pode ser
realizado pelo algoritmo iterativo de Baum-Welch tambe´m conhecido como al-
goritmo forward-backward.
Defina-se a probabilidade backward analogamente ao que se fez para a pro-
babilidade forward :
βi(t) = P (X
T
t+1, st = i|Φ) (5.17)
Aqui βi(t) e´ a probabilidade do modelo Φ no estado i no instante t ter gerado
a observac¸a˜o parcial XTt+1 (de t + 1 ate´ ao final). Esta probabilidade pode ser
calculada recursivamente em dois passos:
• Inicializac¸a˜o
βi(T ) = 1/N, 1 ≤ i ≤ N (5.18)
• Induc¸a˜o
βi(t) =

 N∑
j=1
aijbj(Xt+1)βj(t+ 1)

 , t = T − 1, . . . , 1; 1 ≤ i ≤ N (5.19)
Defina-se tambe´m γt(i, j) (note-se que aqui, por uma questa˜o de organizac¸a˜o,
se alterou ligeiramente a notac¸a˜o que tem vindo a ser utilizada passando o tempo
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a ser representado em ı´ndice) que e´ a probabilidade de levar a transic¸a˜o do estado
i para o estado j no instante t dado o modelo Φ e a sequeˆncia observada X .
γt(i, j) = P (st−1 = i, st = j|X
T
1 ,Φ)
=
P (st−1 = i, st = j,X
T
1 |Φ)
P (XT1 , |Φ)
=
αt−1(i)aijbj(Xt)βt(j)∑N
k=1 αT (k)
Uma vez que o objectivo e´ efectuar o refinamento dos paraˆmetros do modelo
ao longo de va´rias iterac¸o˜es defina-se ainda um novo modelo Φˆ = (Aˆ, Bˆ, Πˆ) que
resulta do modelo de Φ.
Com isto e´ poss´ıvel formular as equac¸o˜es que permitem criar uma estimativa
para o modelo:
aˆij =
1
P (X|Φ)
∑T
t=1 P (X |st−1 = i, st = j|Φ)
1
P (X|Φ)
∑T
t=1 P (X |st−1 = i|Φ
=
∑T
t=1 γt(i, j)∑T
t=1
∑N
k=1 γt(i, k)
(5.20)
bˆj(k) =
1
P (X|Φ)
∑T
t=1 P (X |st = j|Φ)δ(Xt, ok)
1
P (X|Φ)
∑T
t=1 P (X |st = j|Φ)
=
∑
t∈Xt=ok
∑
i γt(i, j)∑T
t=1
∑
i γt(i, j)
(5.21)
A equac¸a˜o 5.20 representa basicamente a relac¸a˜o entre o nu´mero esperado
de transic¸o˜es do estado i para o estado j e o nu´mero esperado de transic¸o˜es
a partir do estado i. A equac¸a˜o 5.21 e´ o quociente entre o nu´mero esperado
de vezes que os dados observados origina´rios do estado j sa˜o o s´ımbolo ok e o
nu´mero esperado de vezes que os dados observados sa˜o origina´rios do estado j.
Importante tambe´m e´ a definic¸a˜o da func¸a˜o auxiliar Q, utilizada por [38],
e que e´ de um modo simples uma forma de avaliar a proximidade entre dois
modelos.
E´ agora poss´ıvel descrever o algoritmo de Baum-Welch que se resume em
quatro passos:
1. Encontrar uma estimativa inicial para o modelo Φ
2. Calcular a func¸a˜o Q(Φ, Φˆ)
3. Calcular os paraˆmetros do novo modelo Φˆ de acordo com as equac¸o˜es de
estimac¸a˜o 5.20 e 5.21
4. Caso na˜o se tenha atingido a convergeˆncia desejada, fazer Φ = Φˆ e regres-
sar ao passo 2.
5.1.6 Limitac¸o˜es dos HMMs
Os modelos escondidos de Markov ja´ demonstraram que sa˜o uma boa te´cnica
para a modelizac¸a˜o de sinais de fala pois permitem, com bom desempenho, des-
crever simultaneamente a variabilidade no tempo e no espac¸o de caracter´ısticas.
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O facto de se poderem treinar e ajustar de forma a refinar a qualidade do mo-
delo e a sua base estoca´stica que possibilita a combinac¸a˜o de diversas fontes
de informac¸a˜o sa˜o tambe´m factores importantes que contribuem para a grande
implantac¸a˜o dos HMMs.
Pore´m, a teoria dos modelos de Markov possui duas caracter´ısticas menos
interessantes que acabam por limitar a sua utilizac¸a˜o. A primeira limitac¸a˜o,
concernente aos HMMs de primeira ordem, refere-se aos pressupostos de inde-
pendeˆncia condicional que indicam que a passagem para um determinado estado
apenas depende do estado anterior. Esta na˜o e´ uma limitac¸a˜o drama´tica pois e´
poss´ıvel definir HMMs de ordem superior que aumentam o grau de dependeˆncia
em relac¸a˜o a estados anteriores. Este aumento de ordem tem o inconveniente
de aumentar tambe´m as exigeˆncias computacionais de forma bastante superior.
A segunda limitac¸a˜o e´ mais forte e prende-se com o facto de os HMMs serem
apenas func¸a˜o de uma varia´vel independente como o tempo ou um espac¸o uni-
dimensional. A soluc¸a˜o para este problema, mais dif´ıcil de resolver, passa muitas
vezes pela utilizac¸a˜o de uma transformada que permita combinar numa u´nica
dimensa˜o informac¸o˜es de va´rios dimenso˜es (Esta te´cnica e´ utilizada por exemplo
para o reconhecimento o´ptico de caracteres).
5.2 Hidden Markov Model Toolkit
Inicialmente desenvolvido em 1989 pelo Speech Vision and Robotics Group da
Universidade de Cambridge para utilizac¸a˜o pro´pria, o HTK, depressa se mostrou
de interesse pu´blico e comec¸ou a ser distribu´ıdo sob licenc¸a a`s faculdades e
instituic¸o˜es de ensino. Devido ao grande aumento do nu´mero de utilizadores foi
criada a Entropics, empresa parceira da universidade, que passou a comercializar
parte das ferramentas. Pelo interesse que o software mostrava ter, em 1999, a
Microsoft adquiriu a Entropics mas o core-business da empresa foi-se alterando
sucessivamente. Em Setembro de 2000, a Microsoft decide tornar novamente
livre a utilizac¸a˜o do software e o co´digo fonte passou a estar dispon´ıvel s´ıtio web
do Departamento de Engenharia da Universidade de Cambridge1.
Actualmente, as refereˆncias ao pacote de software HTK (Hidden Markov
Model Toolkit) sa˜o incontorna´veis na a´rea do processamento de voz e o seu
me´rito e´ amplamente reconhecido. Este conjunto de aplicac¸o˜es disponibiliza de
forma modular ferramentas que permitem implementar rapidamente sistemas
baseados em modelos escondidos de Markov. Existem mo´dulos para a criac¸a˜o
de vectores de caracter´ısticas, treino dos modelos, pesquisa Viterbi e outros que
cobrem a maioria das necessidades.
5.2.1 Motivac¸o˜es
A utilizac¸a˜o do HTK na˜o seria um opc¸a˜o obrigato´ria para o desenvolvimento do
sistema que aqui se propo˜e. Existem outras ferramentas e pacotes de software,
desenvolvidos por empresas ou laborato´rio acade´micos, que poderiam servir de
base ao etiquetador automa´tico. O software Matlab2, ja´ com va´rios algoritmos
implementados, foi uma opc¸a˜o considerada. Os conjunto de rotinas dispon´ıveis
1CUED - http://htk.eng.cam.ac.uk
2Mathworks: http://www.mathworks.com
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no Instituto de Tecnologia de Nagoya3 e no CSLU4 (Center for Spoken Language
Understading), algumas complementares ou variac¸o˜es do HTK, foram tambe´m
analisadas. No entanto a utilizac¸a˜o do HTK mostrou-se sempre mais adequada
e favora´vel.
O HTK foi desenvolvido especificamente para o processamento de sinais
de fala e possui a maioria das ferramentas necessa´rias para a implementac¸a˜o
completa de um sistema deste tipo. O facto de ser baseado em mo´dulos inde-
pendentes que correm na linha de comando oferece uma grande flexibilidade e
facilita a sua integrac¸a˜o com outras aplicac¸o˜es de n´ıvel superior. Os algoritmos
mais utilizados sa˜o implementados por programadores profissionais e recorrendo
a diversas te´cnicas de optimizac¸a˜o que permitem um desempenho muito supe-
rior. Para ale´m disto, o co´digo fonte completo esta´ dispon´ıvel na internet o que
permite a criac¸a˜o de novas ferramentas sem ser necessa´rio o desenvolvimento de
ra´ız. Este desenvolvimento, completo, sem recorrer a ferramentas ja´ existentes,
seria demorado, consumidor de tempo e sem du´vida um desvio dos objectivos
deste trabalho.
Ainda importante e´ a possibilidade de comparac¸a˜o de resultados com outros
sistemas ideˆnticos. Devido a` grande popularidade e difusa˜o do HTK uma boa
parte dos resultados que surgem em comunicac¸o˜es cient´ıficas e´ baseada em siste-
mas que utilizam este pacote de ferramentas. Deste modo, existindo a garantia
de que a base de trabalho e´ exactamente igual, e´ poss´ıvel comparar com maior
rigor os trabalhos que va˜o surgindo.
Assim e pelas razo˜es apresentadas utilizaram-se para o desenvolvimento do
etiquetador aqui proposto as ferramentas disponibilizadas pelo HTK versa˜o
3.2.1.
5.2.2 Funcionamento
A maioria das ferramentas do HTK na˜o possuem interface gra´fica e a sua uti-
lizac¸a˜o e´ realizada a partir da linha de comandos o que permite o armazena-
mento de sequeˆncias de comandos e a criac¸a˜o de scripts (realizadas por exemplo
em Perl) para a automatizac¸a˜o de procedimentos. Cada ferramenta possui um
conjunto de paraˆmetros obrigato´rios e permite a alterac¸a˜o do seu modo de fun-
cionamento a partir de alguns paraˆmetros opcionais.
Um comando t´ıpico poderia ser:
Hxyz -T 1 -f 12.3 -a -s ficheiro1 ficheiro2
A primeira palavra da linha sera´ o nome da ferramenta a utilizar que comec¸a
sempre pelo caracter ”H”(no exemplo dado o nome da ferramenta na˜o tem signi-
ficado) e vem seguida de um conjunto de paraˆmetros. Os paraˆmetros opcionais
sa˜o identificados por um h´ıfen antes de um caracter identificador e, quando
necessa´rio, sa˜o procedidos dos novos valores a atribuir a`s varia´veis separados
por um espac¸o. Existem paraˆmetros espec´ıficos que apenas dizem respeito a
uma determinada ferramenta e outros que possuem funcionalidades comuns a`s
va´rias ferramentas. Estes u´ltimos sa˜o identificados sempre pelo mesmo carac-
ter maiu´sculo. Para reduzir a dimensa˜o das linhas de comando e facilitar uma
utilizac¸a˜o mais intensiva e´ poss´ıvel, atrave´s da opc¸a˜o -C, especificar um ficheiro
3SPTK (Speech Signal Processing Toolkit): http://kt-lab.ics.nitech.ac.jp/ tokuda/SPTK/
4Oregon Graduate Institute-CSLU: http://cslu.cse.ogi.edu
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Figura 5.5: Arquitectura das ferramentas HTK (fonte: HTK Book [98])
externo onde esta˜o armazenados conjuntos frequentes de paraˆmetros de confi-
gurac¸a˜o.
A arquitectura base por tra´s de cada ferramenta HTK surge esquematizada
na figura 5.5. Todas as ferramentas partilham um conjunto de rotinas que
possuem funcionalidades comuns e fornecem assim um comportamento global
homoge´neo. As interacc¸o˜es com o sistema operativo sa˜o geridas pelo HShell e
as operac¸o˜es de memo´ria recorrem ao HMem. As operac¸o˜es matema´ticas esta˜o
a cargo do HMath e o processamento de sinal utilizam o HSigP. Existem ainda
mo´dulos para o processamento de cada tipo de ficheiro, HLabel para os ficheiros
com anotac¸o˜es, HLM para os modelos de linguagem, HModel para os modelos
de HMMs, etc. O comportamento de cada uma destas rotinas pode tambe´m ser
alterado pela manipulac¸a˜o de paraˆmetros de configurac¸a˜o.
Sera´ agora feita uma breve apresentac¸a˜o das ferramentas fundamentais do
HTK guiada pelas orientac¸o˜es dos seus autores [98] e seguindo uma sequeˆncia
constitu´ıda por quatro fases: preparac¸a˜o dos dados, treino dos modelos, seg-
mentac¸a˜o e anotac¸a˜o e finalmente ana´lise.
5.2.3 Ferramentas de Preparac¸a˜o
Antes de qualquer operac¸a˜o de processamento e´ necessa´rio organizar os dados
que permitira˜o treinar e testar o sistema. Para o treino, estes sa˜o constitu´ıdos
geralmente por ficheiros de a´udio contendo fala e em anexo ficheiros com as
anotac¸o˜es respectivas. No caso de na˜o estarem dispon´ıveis estas informac¸o˜es e´
poss´ıvel utilizar o HSLab que permite efectuar a gravac¸a˜o do a´udio e a etique-
tagem manual do mesmo. Neste trabalho utilizaram-se exclusivamente bases de
dados ja´ prontas na˜o sendo por isso necessa´rio efectuar esta tarefa.
Com os dados reunidos passa-se para a conversa˜o destes em vectores de ca-
racter´ısticas para que possam ser utilizados pelas ferramentas seguintes. Para
o efeito existe a ferramenta HCopy que para ale´m das operac¸o˜es tradicionais de
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janelamento, divisa˜o em blocos e concatenac¸a˜o permite ainda o ca´lculo das fea-
tures mais populares como os MFCCs, PLPs, LPCs e os respectivos paraˆmetros
dinaˆmicos. Todos os pormenores podem ser ajustados pela configurac¸a˜o dos
paraˆmetros apropriados.
A ferramenta HList permite visualizar o conteu´do dos ficheiros gerados pelo
HCopy. Aqui e´ poss´ıvel analisar os vectores de caracter´ısticas, o seu conteu´do
e a forma como foi efectuado o janelamento e o armazenamento dos valores
calculados. Com esta ana´lise breve e´ poss´ıvel detectar eventuais erros antes de
processar um grande volume de dados.
Para a manipulac¸a˜o dos ficheiros com anotac¸o˜es existe o HLed. Este e´ um po-
deroso editor de etiquetas baseado em scripts simples e que permite por exemplo
a conversa˜o entre conjuntos de labels. Esta operac¸a˜o e´ quase sempre necessa´ria
pois o HTK na˜o permite grande flexibilidade nos nomes atribu´ıdos a`s etiquetas
e efectua a contagem do tempo em unidades de 100ns, bastante invulgar se
comparado com outros softwares. A ferramenta HLed e´ tambe´m importante na
manipulac¸a˜o dos ficheiros de anotac¸a˜o e permite realizar importantes tarefas na
conversa˜o de um sistema de modo a considerar o contexto. Os ficheiros gerados
podem ser independentes ou compilados num ficheiro global, com extensa˜o MLF
(Master Label File), que oferece algumas vantagens no processamento posterior.
Por u´ltimo existe o HLStat que produz estat´ısticas a partir dos ficheiros com
as etiquetas e o HQuant que permite a construc¸a˜o de codebook para a construc¸a˜o
de HMMs discretos.
5.2.4 Ferramentas de Treino
Tendo toda a informac¸a˜o recolhida e pronta para ser utilizada e´ poss´ıvel iniciar
a preparac¸a˜o do treino dos modelos. E´ necessa´rio definir a topologia de cada
HMM o que pode ser feito num qualquer editor de texto. Nesta fase, criam-se
apenas HMMs proto´tipo, cujos valores especificados sa˜o ignorados sendo apenas
aproveitada a sua presenc¸a como forma de definic¸a˜o da arquitectura. A excepc¸a˜o
e´ feita aos valores das transic¸o˜es de estado cujos valores sera˜o analisados mas
que podem, inicialmente, possuir valores ideˆnticos (mas cuja soma seja 1).
Para o processo de treino podem ser seguidos dois caminhos distintos. Se
existirem, para ale´m do a´udio, ficheiros etiquetados contendo as fronteiras tem-
porais de cada palavra enta˜o pode utilizar um processo de bootstrap. Neste caso
utilizam-se as ferramentas HInit e HRest. A primeira isola todas as ocorreˆncias
de dados correspondentes ao modelo a ser treinado e calcula iterativamente uma
primeira aproximac¸a˜o aos paraˆmetros respectivos atrave´s de um procedimento
segmental k-means5. Na primeira iterac¸a˜o e´ feita uma segmentac¸a˜o uniforme,
cada estado do modelo e´ comparado com os segmentos de dados correspondentes
e com esta informac¸a˜o calculam-se estimac¸o˜es da me´dia e variaˆncia. No caso de
se utilizarem modelos com misturas gaussianas e´ utilizada uma te´cnica seme-
lhante mas com algumas modificac¸o˜es. Nas iterac¸o˜es seguintes a segmentac¸a˜o e´
substitu´ıda por um alinhamento de Viterbi. Os paraˆmetros iniciais calculados
pelo HInit sa˜o depois re-estimados pelo HRest. Aqui sa˜o utilizados novamente
os dados de bootstrap mas o procedimento segmental k-means e´ substitu´ıdo pela
re-estimac¸a˜o Baum-Welch. Um outro caminho pode ser seguido quando na˜o
5Consiste em classificar n ocorreˆncias em q conjuntos minimizando a soma do quadrado
das distaˆncias de cada ocorreˆncia de cada conjunto ao centro do conjunto
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existe qualquer etiquetagem dos ficheiros de a´udio. Neste caso opta-se por um
processo de flatstart no qual todos os modelos possuem paraˆmetros ideˆnticos
que resultam das me´dias e variaˆncias calculadas para o a´udio global. Para esta
situac¸a˜o pode-se recorrer a` ferramenta HCompV que no trabalho presente na˜o
foi utilizada por na˜o se verificarem as condic¸o˜es assinaladas.
Possuindo um conjunto inicial de valores para os modelos e´ poss´ıvel recorrer
ao HERest para realizar o treino embebido utilizando a totalidade dos dados
de treino. Esta ferramenta efectua uma re-estimac¸a˜o Baum-Welch de todo o
conjunto de modelos simultaˆneamente. Para cada ocorreˆncia, os modelos cor-
respondentes sa˜o concatenados e seguidamente e´ utilizado o algoritmo forward-
backward para acumular valores estat´ısticos representativos para cada HMM na
sequeˆncia. Apo´s o processamento de todos os dados de treino as estat´ısticas
acumuladas sa˜o utilizadas para re-estimar os paraˆmetros do modelos. Esta e´ a
ferramenta central do HTK estando projectada para processar grandes volumes
de dados e para realizar processamento paralelo com va´rias ma´quinas em rede.
O HTK foi desenvolvido com o objectivo de permitir o refinamento gradual
do conjunto de modelos melhorando assim sucessivamente o desempenho do
sistema. Inicialmente comec¸a-se com um conjunto de modelos sem misturas e
independentes do contexto e, por iterac¸o˜es, atinge-se um sistema com modelos
dependentes do contexto e com va´rias misturas gaussianas com um desempe-
nho optimizado. A ferramenta HHed e´ um editor de paraˆmetros dos HMMs
que permite efectuar a clonagem dos modelos isolados para modelos depen-
dentes do contexto. E´ tambe´m poss´ıvel criar diversos tipos de ligac¸o˜es entre
modelos e incrementar o nu´mero de misturas. Isto e´ feito habitualmente pela
repetic¸a˜o sucessiva de alterac¸o˜es com o HHed seguida de re-estimac¸a˜o com o
HERest. A ferramenta HHed utiliza tambe´m scripts com comandos pro´prios
para a execuc¸a˜o das operac¸o˜es. Para melhorar o desempenho em aplicac¸o˜es
orientadas para um determinado utilizador existem as ferramentas HEAdapt e
HVite que permitem criar modelos de boa qualidade quando existem poucos
dados de treino.
Para a construc¸a˜o de modelos dependentes do contexto e´ necessa´rio pos-
suir uma maior quantidade de dados de treino devido a` maior complexidade
do sistema e maior nu´mero de situac¸o˜es diferentes envolvidas. O aumento da
complexidade de um modelo obriga a que exista uma maior quantidade de in-
formac¸a˜o de treino para conseguir um conjunto robusto de paraˆmetros. Como
os dados de treino sa˜o sempre limitados deve-se procurar conseguir obter um
compromisso entre quantidade e qualidade que va´ ao encontro dos resultados
esperados. Para sistemas que utilizem distribuic¸o˜es cont´ınuas e´ poss´ıvel ligar
alguns paraˆmetros de modo a partilhar valores que sera˜o tambe´m estimados
com qualidade. Para sistema com misturas ou com probabilidades discretas e´
tambe´m poss´ıvel realizar a ligac¸a˜o e partilha de paraˆmetros. Neste caso, a in-
suficieˆncia de dados e´ atenuada por uma suavizac¸a˜o das distribuic¸o˜es realizada
com o HSmooth.
5.2.5 Ferramentas de Segmentac¸a˜o e Anotac¸a˜o
Para estas tarefas existe apenas a ferramenta HVite que se baseia na te´cnica
Viterbi para efectuar uma tarefa que genericamente sera´ a de reconhecimento
de fala. Para o efeito e´ carregada uma rede que descreve as sequeˆncias de
palavras permitidas, um diciona´rio que conte´m a forma como as palavras sa˜o
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pronunciadas (no caso das palavras a identificar serem fonemas a pronuncia
sera´ o pro´prio s´ımbolo fone´tico) e um conjunto de HMMs. A partir daqui pode
ser efectuado o reconhecimento a partir de ficheiros ou directamente a partir de
a´udio directo. Existem va´rias possibilidades de configurac¸a˜o do sistema podendo
ser realizado por exemplo um alinhamento forc¸ado.
As redes de palavras necessa´rias utilizadas pelo HVite sa˜o geralmente loops
simples de palavras, em que a seguir a uma palavra pode ocorrer uma qualquer
outra, ou podem ser baseadas em grama´ticas definidas por grafos que limitam as
possibilidades de escolha e a`s quais se associam probabilidades bi-gram. As redes
ou grama´ticas sa˜o escritas num ficheiro de texto e obedecem a uma especificac¸a˜o
pro´pria do HTK. Para auxiliar no desenvolvimento destas existe a ferramenta
HBuild que possibilita a criac¸a˜o de sub-redes e a sua utilizac¸a˜o dentro de redes
de mais alto n´ıvel. Deste modo evitam-se duplicac¸o˜es pois utiliza-se o mesmo
baixo n´ıvel de notac¸a˜o. Existe ainda a possibilidade de aproveitar os resultados
gerados pelo HLStats, estat´ısticas de palavras que podem constituir um modelo
lingu´ıstico designado por backed-off bi-gram, para modificar as transic¸o˜es dos
loops de palavras.
Alternativamente esta´ dispon´ıvel a facilidade de interpretac¸a˜o de grama´ticas
especificadas utilizando uma notac¸a˜o BNF estendida (Extended Backus Naur
Form) de mais alto n´ıvel e mais fa´cil de compreender.
Para analisar a rede criada existe a ferramenta HSGen que produz exemplos
de linguagem a partir das ligac¸a˜o definidas na grama´tica. A ferramenta HSGen
carrega a rede e percorre-a aleatoriamente, baseado-se nas ligac¸o˜es e probabi-
lidades e produz cadeias de palavras. A perplexidade emp´ırica da tarefa pode
tambe´m ser avaliada deste modo.
Para diciona´rios de grandes dimenso˜es existe ainda a ferramenta HDMan
que facilita a gesta˜o de va´rias fontes e permite compilac¸o˜es e cortes.
5.2.6 Ferramentas de Ana´lise
Por u´ltimo, depois de o sistema realizar todo o processamento que lhe compete,
e´ necessa´rio avaliar o seu desempenho. Para o efeito utiliza-se um conjunto
de dados independente do utilizado para o treino mas igualmente etiquetado.
A avaliac¸a˜o e´ realizada pela ferramenta HResult que efectua a comparac¸a˜o da
etiquetagem ja´ existente com a produzida pelo sistema em ana´lise. Esta fer-
ramenta utiliza um algoritmo de programac¸a˜o dinaˆmica que alinha ambos os
conjuntos de etiquetas e efectua a contabilizac¸a˜o dos casos correctos e das si-
tuac¸o˜es de erro (substituic¸o˜es, inserc¸o˜es e eliminac¸o˜es). Para ale´m das me´tricas
de desempenho caracter´ısticas do HTK e´ ainda poss´ıvel que os resultados sejam
apresentados segundo as regras do US National Institute of Standards and Tech-
nology (NIST ), comuns na literatura cient´ıfica. Existem ainda outras me´tricas
parciais ou outras ana´lises como o ca´lculo de figuras de me´rito (figures of merit
- FOM ) ou Receiver Operating Curves (ROC ).
Esta tarefa e´ realizada apenas para as palavras pois o HTK destina-se es-
sencialmente ao reconhecimento. Para a avaliac¸a˜o da qualidade das fronteiras
geradas desenvolveu-se um outro software (HTKFace) que oferece, entre outras
funcionalidades, a possibilidade de contabilizar o mesmo tipo de erros encontra-
dos pelo HResults.
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5.3 Nova Ferramenta Denominada HTKFace
A utilizac¸a˜o frequente de ferramentas de software inteiramente baseadas na li-
nha de comandos para a realizac¸a˜o de va´rios ensaios com mu´ltiplas configurac¸o˜es
pode ser bastante demorada. Para ale´m disto e´ necessa´rio realizar algum tipo de
memorizac¸a˜o dos caracteres representativos dos paraˆmetros mais comuns para
que se possam escrever os comandos com alguma eficieˆncia. O HTK, como ja´
se referiu, permite a utilizac¸a˜o de ficheiros externos onde se podem armaze-
nar os paraˆmetros de configurac¸a˜o utilizados. Ainda assim, quando se esta˜o a
testar va´rias configurac¸o˜es em va´rias ferramentas com paraˆmetros distintos e´
necessa´rio consultar com frequeˆncia a ajuda. Os ecrans de ajuda das ferramen-
tas do HTK possuem uma apresentac¸a˜o sempre semelhante e um exemplo, para
o HVite, mostra-se abaixo:
D:\HTK>hinit
USAGE: HInit [options] hmmFile trainFiles...
Option Default
-e f Set convergence factor epsilon 1.0E-4
-i N Set max iterations to N 20
-l s Set segment label to s none
-m N Set min segments needed 3
-n Update hmm (suppress uniform seg) off
-o fn Store new hmm def in fn (name only) outDir/srcfn
-u mvwt Update m)eans v)ars w)ghts t)rans mvwt
-v f Set minimum variance to f 1.0E-2
-w f set mix wt/disc prob floor to f 0.0
-A Print command line arguments off
-B Save HMMs/transforms as binary off
-C cf Set config file to cf default
-D Display configuration variables off
-F fmt Set source data format to fmt as config
-G fmt Set source label format to fmt as config
-H mmf Load HMM macro file mmf
-I mlf Load master label file mlf
-L dir Set input label (or net) dir current
-M dir Dir to write HMM macro files current
-S f Set script file to f none
-T N Set trace flags to N 0
-V Print version information off
-X ext Set input label (or net) file ext lab
Apo´s a consulta frequente destas ajudas, tendo em conta a forma organi-
zada de apresentac¸a˜o da ajuda e sabendo quais os paraˆmetros espec´ıficos das
ferramentas e os paraˆmetros comuns (distinguidos por maiu´sculas) decidiu-se de-
senvolver uma aplicac¸a˜o que facilite a utilizac¸a˜o das ferramentas do HTK. Esta
aplicac¸a˜o, baptizada de HTKFace, foi integralmente desenvolvida em ambiente
Windows utilizando a linguagem Borland Delphi 5. A caixa de dia´logo utilizada
para todas as ferramentas e´ apenas uma, sendo as opc¸o˜es correspondentes lidas
e colocadas na interface automaticamente a partir da ana´lise da ajuda dessa
ferramenta. Um exemplo, tambe´m para o HInit, mostra-se na figura 5.6. As
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Figura 5.6: Utilizac¸a˜o da ferramenta HInit com a aplicac¸a˜o HTKFace
opc¸o˜es sa˜o divididas em particulares e comuns, e´ analisada a existeˆncia ou na˜o
de paraˆmetros, que levara´ a` criac¸a˜o ou na˜o de uma caixa para introduc¸a˜o de
dados, o conteu´do desta caixa sera´ igual ao existente na coluna default. Sempre
que surge a palavra dir e´ adicionado um bota˜o que permite a selecc¸a˜o de uma
pasta do sistema de arquivos, para as palavras mmf, mlf e ext e´ adicionado um
bota˜o que permite a selecc¸a˜o de um ficheiro e para as restantes palavras nenhum
bota˜o e´ acrescentado.
O conjunto de opc¸o˜es pode deste modo ser facilmente ajustado uma vez
que todas as possibilidades se encontram vis´ıveis acompanhadas das respectivas
descric¸o˜es. A existeˆncia de boto˜es permite a refereˆncia ra´pida a ficheiro e di-
recto´rios. Todas as opc¸o˜es que sa˜o configuradas podem tambe´m ser guardadas
num ficheiro para serem posteriormente analisadas ou re-utilizadas. A activac¸a˜o
de opc¸o˜es da interface ou o preenchimento de campos reflecte-se numa linha de
texto onde vai sendo constru´ıdo o comando que sera´ executado pelo sistema ope-
rativo. No final, depois de parametrizado o comportamento desejado, possui-se
um comando completo constru´ıdo automaticamente que pode ser executado
pela activac¸a˜o do bota˜o Run no separador Execution. A execuc¸a˜o da mesma
ferramenta mu´ltiplas vezes com a variac¸a˜o de apenas um paraˆmetro e´ tambe´m
poss´ıvel, no separador Running Options, pela introduc¸a˜o de uma lista de valores
e pela selecc¸a˜o do paraˆmetro a variar.
A aplicac¸a˜o desenvolvida permite a utilizac¸a˜o das ferramentas do HTK de
modo bastante simples e facilitado e foi u´til para a maioria das situac¸o˜es ne-
cessa´rias. Para ale´m das funcionalidades apresentadas foram acrescentadas ou-
tras que se enquadram tambe´m no desenvolvimento do sistema de etiquetagem
automa´tica com HMMs e que surgiram de va´rias necessidades a que foi ne-
cessa´rio dar resposta.
Um dos primeiros problemas a ser identificado foi a diferenc¸a entre a forma
como as informac¸o˜es de etiquetagem estavam armazenadas nos corpora utiliza-
dos e o formato utilizado pelo HTK. Para o corpus FEUP/IPB, por exemplo,
foram detectadas discrepaˆncias na unidade de representac¸a˜o dos tempos, na or-
ganizac¸a˜o e quantidade de informac¸a˜o por linha de texto e no tipo de nomes
de etiquetas admitidos. O mesmo aconteceu para a base de dados TIMIT que,
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FEUP / IPB TIMIT HTK
0.00320 XX 512 10150 h# 32000 6344000 sp
0.63440 "s 10150 11245 s 6344000 7028000 s
0.70280 E 11245 13210 eh 7028000 8256500 em
0.82565 ! 13210 14762 tcl 8256500 9226500 ocl
0.92265 t 14762 17323 t 9226500 10827000 t
1.08270 X 17323 21784 h# 10827000 13615000 sil
1.36150 XX 21784 26699 zz 13615000 16687000 asp
1.66870 u 26699 27766 u 16687000 17354000 u
Tabela 5.1: Formatos de armazenamento de etiquetas
apesar de possuir a mesma informac¸a˜o por linha que o HTK, utiliza nu´meros
de amostras como medida de posicionamento no a´udio o que implica tambe´m
alguma conversa˜o. Os nomes atribu´ıdos aos fonemas tambe´m na˜o sa˜o os mais
adequados para utilizar com o HTK. Na tabela 5.1 apresentam-se treˆs pequenos
exemplos que espelham claramente as diferenc¸as entre os formatos de registo
das informac¸o˜es de etiquetagem (existe correspondeˆncia entre os valores para o
posicionamento dentro do a´udio mas o mesmo na˜o se passa para os nomes das
etiquetas que sa˜o apenas indicativos).
O criac¸a˜o de um formato de etiquetagem adequado ao HTK foi uma das pri-
meiras questo˜es que se colocou e que levou ao desenvolvimento de uma aplicac¸a˜o.
Para este efeito poderia ter sido utilizada a ferramenta HLed mas ainda assim
optou-se por desenvolver um executa´vel espec´ıfico. A linguagem de programac¸a˜o
a utilizar foi ponderada. C++ e Java sa˜o linguagens bastante comuns e o co´digo
poderia ser re-utilizado noutras situac¸o˜es. Matlab, seria um pouco mais compli-
cado mas facilitaria a integrac¸a˜o com outras ferramentas dispon´ıveis para ca´lculo
estat´ıstico e a realizac¸a˜o de gra´ficos. Por u´ltimo analisou-se o Delphi que aca-
bou por ser a linguagem de eleic¸a˜o. Pela sua simplicidade na programac¸a˜o, pela
rapidez com que se constroem interfaces gra´ficas de boa qualidade (que foram
tambe´m aqui previstas) e por existirem ja´ dispon´ıveis rotinas espec´ıficas para o
processamento de sinal esta foi a escolha final.
Em Delphi 5 desenvolveu-se um conjunto de rotinas que permitem a con-
versa˜o entre va´rios formatos de etiquetas bastando para isso especificar o for-
mato inicial, o formato final e uma tabela de equivaleˆncias dos s´ımbolos fone´ticos.
Devido a problemas de limitac¸a˜o de memo´ria causados pela grande dimensa˜o
dos ficheiros de a´udio da base de dados FEUP/IPB foi tambe´m acrescentada a
possibilidade de partir um ficheiro de etiquetas e o respectivo a´udio em va´rios
sub-ficheiros. Neste caso o processo e´ realizado sobre um u´nico formato de dados
e basta especificar os pontos de corte em segundos ou em amostras. O a´udio e´
segmentado bem como as etiquetas respectivas. Nestas e´ retirado a cada valor
de tempo o valor inicial de modo que a contagem temporal em cada sub-ficheiro
comece sempre a partir do zero. O conversor de formatos e segmentador de
etiquetas foram assim as primeiras ferramentas do que viria a ser o HTKFace.
Uma outra necessidade que surgiu foi a de criac¸a˜o de modelos para os HMMs.
Estes sa˜o armazenados em ficheiros de texto e as regras de definic¸a˜o sa˜o bas-
tante simples. A construc¸a˜o dos modelos e´ igualmente simples mas obriga a
definir va´rios paraˆmetros que teˆm de ser frequentemente repetidos um nu´mero
espec´ıfico de vezes. A alterac¸a˜o manual destes paraˆmetros e´ bastante tediosa
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Figura 5.7: Definic¸o˜es principais para os HMMs com a aplicac¸a˜o HTKFace
Figura 5.8: Definic¸a˜o das caracter´ısticas a utilizar com a aplicac¸a˜o HTKFace
quando se realizam va´rios ensaios. Ale´m disso, a` medida que cresce a complexi-
dade do modelo cresce tambe´m o nu´mero de paraˆmetros. Assim, e procurando
facilitar tambe´m esta tarefa, desenvolveu-se uma pequena interface com muito
pouco co´digo extra que permite desenvolver rapidamente um modelo a` medida
das necessidades. Na figura 5.7 apresenta-se o aspecto da caixa de dia´logo que
permite aceder a`s funcionalidades referidas. E´ poss´ıvel especificar completa-
mente as configurac¸o˜es mais habituais manipulando facilmente o nu´mero de
estados, nu´mero e tipo de misturas, alterac¸a˜o dos vectores de caracter´ısticas e
ajuste de me´dias, variaˆncias, matriz de transic¸a˜o, etc. Adicionalmente foi ainda
acrescentada a possibilidade de criar de uma so´ vez va´rios modelos com a mesma
configurac¸a˜o (situac¸a˜o bastante comum).
Por fim, e ja´ numa fase mais avanc¸ada do desenvolvimento do sistema de
etiquetagem, foi necessa´rio criar novas ferramentas de ana´lise de resultados que
permitissem o ca´lculo de alguns indicadores que se consideraram importantes
e que ao mesmo tempo permitissem visualizar mais informac¸a˜o em simultaˆneo.
Nasceu enta˜o uma nova caixa de dia´logo que permite carregar um sinal em
formato WAV e n ficheiros de etiquetas que sera˜o depois apresentados simul-
taneamente. A visualizac¸a˜o possui os habituais comandos de deslocamento no
tempo e zoom. Para a ana´lise das tarefas de segmentac¸a˜o e anotac¸a˜o criaram-se
va´rios procedimentos que calculam as me´tricas mais frequentes e que apresen-
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Figura 5.9: Comparac¸a˜o de dois ficheiros com etiquetas acompanhados do sinal
de voz correspondente na aplicac¸a˜o HTKFace
tam graficamente as va´rias situac¸o˜es. A caixa de dia´logo principal surge na
figura 5.9.
Foram ainda adicionadas funcionalidades gerais que permitem a criac¸a˜o de
scripts, a organizac¸a˜o dos va´rios ficheiros em projectos e que se ajustam a uma
estrutura de directo´rios pro´pria, e outras, menores, que foram sendo desenvol-
vidas a` medida das necessidades que surgiam. O produc¸a˜o de uma interface
gra´fica para cada funcionalidade foi sempre ponderada, pesando-se o benef´ıcio
conseguido e o esforc¸o e tempo a despender. Em muitas situac¸o˜es e sempre que
na˜o foram encontradas mais valias significativas foi utilizado o HTK directa-
mente na linha de comandos ou numa janela que permite esta facilidade criada
no HTKFace.
Para ale´m do referido existem ainda outras caracter´ısticas importantes. Para
na˜o alargar a descric¸a˜o do sistema resumem-se rapidamente as principais func¸o˜es
da aplicac¸a˜o desenvolvida HTKFace:
• Plataformas: Windows e facilmente porta´vel para Linux
• Ana´lise de fala: espectrograma, energia e frequeˆncia fundamental.
• Anotac¸a˜o: compat´ıvel com va´rios formatos de etiquetas, etiquetagem
de intervalos e marcas temporais em va´rios n´ıveis, utilizac¸a˜o de alfabetos
fone´ticos, comparac¸a˜o de alinhamentos utilizanda va´rias me´tricas sob as
perspectivas de segmentac¸a˜o e classificac¸a˜o e com apresentac¸a˜o de resul-
tados nume´ricos e gra´ficos;
• Manipulac¸a˜o de a´udio: Manipulac¸a˜o directa de a´udio sem limite de
durac¸a˜o, zoom e deslocamento temporal, selecc¸a˜o de blocos e audic¸a˜o;
• Compatibilidade: Suporte para os formatos de a´udio WAV e TIMIT,
compatibilidade com HTK.
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Tarefa Tracks #Fonemas Durac¸a˜o
Treino 2 a 8 12465 20m57s
Teste 1 2452 3m28s
Tabela 5.2: Ficheiros utilizados da base de dados FEUP/IPB
• Interacc¸a˜o HTK: utilizac¸a˜o das ferramentas do HTK indepedentemente
da versa˜o, scripts compat´ıveis, visualizac¸a˜o de resultados em linha de
comando integrada, gravac¸a˜o de paraˆmetros ao longo de mu´ltiplas uti-
lizac¸o˜es, gerac¸a˜o de HMMs independentes ou em grupo com manipulac¸a˜o
dos seus paraˆmetros;
• Func¸o˜es de editor de texto e gestor de ficheiros.
As funcionalidades principais do software HTKFace foram apresentadas e
terminam assim as refereˆncias a`s ferramentas de trabalho utilizadas para o de-
senvolvimento do sistema de etiquetagem automa´tico. Passar-se-a´ a` descric¸a˜o
dos procedimentos utilizados para o tratamento dos corpora ja´ abordados.
5.4 Corpora Utilizado
Todos os modelos baseados em dados estat´ısticos teˆm de ser sujeitos a um
processo de treino antes da sua utilizac¸a˜o. Posteriormente e antes do sistema
final e´ necessa´rio realizar alguns testes, preferencialmente com dados diferentes
dos de treino, para confirmar a validade dos modelos encontrados. Assim, para
o desenvolvimento de um sistema de etiquetagem importa, para ale´m da boa
qualidade dos dados propriamente ditos, definir que dados sera˜o utilizados em
cada situac¸a˜o. Para o objectivo a que se propo˜e este trabalho, esta separac¸a˜o
foi feita de modo a que certas me´tricas estat´ısticas de cada sub-conjunto sejam
ideˆnticas a`s obtidas para a globalidade da base de dados.
5.4.1 Corpus FEUP-IPB
A base de dados FEUP/IPB e´ constitu´ıda por 13 tracks num total de cerca de
100 minutos de fala. Para a selecc¸a˜o das tracks efectuaram-se algumas ana´lise
estat´ısticas e consideraram-se essencialmente a frequeˆncia relativa de ocorreˆncias
e a durac¸a˜o me´dia de cada fone. Com valores ideˆnticos a` totalidade dos dados,
utilizou-se para o teste do sistema a track 1 e para treino tracks de 2 a 8. Na
tabela 5.2
Todos os ficheiros de a´udio utilizados foram re-amostrados sendo feita a
conversa˜o de 44.1KHz para 16.0KHz. As restantes caracter´ısticas, resoluc¸a˜o 16
bits e mono-canal, foram mantidas conforme o original. Estes valores foram
considerados suficientes para os objectivos e sa˜o habituais quando comparados
com outros sistemas ideˆnticos.
No treino do sistema, durante a refinac¸a˜o dos paraˆmetros dos modelos, sur-
giram algumas dificuldades. A ferramenta HERest produzia erros frequentes
devido a problemas de limitac¸a˜o de memo´ria (o PC utilizado possui 512Mb de
memo´ria). Os ficheiros de a´udio, que em me´dia possuem cerca de 8Mb cada,
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foram enta˜o segmentados em ficheiros mais pequenos. A unidade utilizada para
a selecc¸a˜o dos pontos de corte foi a frase e tentou-se que os ficheiros finais
tivessem-se um tamanho sempre inferior a 1Mb.
5.4.2 Corpus TIMIT
A base de dados TIMIT tem ja´ va´rios anos e possui mu´ltiplos falantes. Por
outro lado, pela sua larga divulgac¸a˜o, e´ uma das refereˆncias mais habituais para
a comparac¸a˜o do desempenho de sistemas de anotac¸a˜o e reconhecimento. Assim
sendo decidiu-se tambe´m realizar alguns testes sobre esta base de dados.
As anotac¸o˜es dispon´ıveis baseiam-se num conjunto de 61 etiquetas, que po-
dem ser consultadas no anexo E, e que esta˜o adaptadas aos sons da l´ıngua
inglesa. De forma a aproximar este conjunto de etiquetas do considerado para
a base de dados FEUP/IPB optou-se por efectuar uma reduc¸a˜o do inventa´rio
fone´tico. Utilizando as sugesto˜es dadas por Lee [46] chegou-se a um novo con-
junto de 48 etiquetas.
Apesar da compatibilidade com as ferramentas HTK todas as informac¸o˜es
dispon´ıveis neste corpus foram convertidas para formatos mais comuns e seme-
lhantes ao utilizados para a base de dados FEUP/IPB.
A durac¸a˜o do a´udio contido em cada um dos ficheiros da base de dados e´
bastante pequena na˜o sendo necessa´rio qualquer tipo de transformac¸a˜o a este
n´ıvel. As frases esta˜o tambe´m bastante bem organizadas.
5.5 Procedimento e Resultados
Passar-se-a´ a descrever o procedimento seguido para o desenvolvimento do sis-
tema de anotac¸a˜o automa´tico. A sequeˆncia seguida compreende os quatro passos
principais que ja´ foram enumerados quando se referiram as ferramentas utiliza-
das. Nesta secc¸a˜o sera˜o colocados em segundo plano os meios e sera´ dada par-
ticular eˆnfase a` exposic¸a˜o dos paraˆmetros impl´ıcitos num sistema de anotac¸a˜o
automa´tico baseado em HMMs e a` forma como estes influenciam o seu desem-
penho. Os resultados da variac¸a˜o de um determinado paraˆmetro deveriam ser
apresentados apenas no final de todo o procedimento concernente a` avaliac¸a˜o do
sistema. No entanto, por se considerar mais oportuno, os resultados sera˜o apre-
sentados imediatamente no ponto onde cada refereˆncia for efectuada. A ligeira
quebra de sequeˆncia resultante da antecipac¸a˜o do final sera´ com certeza mini-
mizada pela eliminac¸a˜o da expectativa de resultados pra´ticos. Deste modo sera´
enta˜o descrita em avanc¸o a metodologia seguida para a ana´lise do desempenho.
5.5.1 Avaliac¸a˜o
A avaliac¸a˜o do desempenho de um sistema de anotac¸a˜o automa´tico com as ca-
racter´ısticas aqui definidas e´ feita separadamente sobre as tarefa de segmentac¸a˜o
e classificac¸a˜o. A refereˆncia a este assunto foi ja´ realizada na secc¸a˜o 2.7.1.
Para a tarefa de classificac¸a˜o va˜o ser utilizadas as me´tricas ”Percentagem
Correcta”(PC) e ”Exactida˜o”(EX). Para a tarefa de segmentac¸a˜o sera´ consi-
derada uma me´trica que se designara´ por ”Taxa de Acerto”(TA) dada pela
expressa˜o:
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Taxa de Acerto (%) =
N −D − I
N
× 100% (5.22)
Para as varia´veis tem-se N , como a totalidade de fronteiras na refereˆncia, D
como nu´mero de fronteiras eliminadas e I como nu´mero de fronteiras inseridas
(sempre em relac¸a˜o a` refereˆncia).
A aplicac¸a˜o destas me´tricas de comparac¸a˜o recai sobre duas sequeˆncias
fone´ticas que sera˜o, como habitualmente, a anotac¸a˜o manual e a anotac¸a˜o au-
toma´tica realizada pelo sistema. No sistema desenvolvido valida-se como cor-
recta uma determinada ocorreˆncia de fronteira quando esta se encontra a menos
de 10ms da fronteira real (intervalo de erro de ±10ms). Num segundo caso,
valida-se como correcta para uma distaˆncia menor que 20ms da fronteira real
a fim de obter os valores das me´tricas para esse intervalo (intervalo de erro de
±20ms).
Com estas pequenas notas iniciar-se-a´ agora a descric¸a˜o do processo de
anotac¸a˜o automa´tica desde o in´ıcio.
5.5.2 Preparac¸a˜o
A preparac¸a˜o dos dados passa inicialmente pela organizac¸a˜o do grande nu´mero
de ficheiros envolvidos. Foram criadas pastas para armazenar ficheiros de a´udio,
ficheiros de etiquetas, HMMs proto´tipo e respectivas iterac¸o˜es e ficheiros com
resultados e ana´lise.
A primeira tarefa realizada foi a transformac¸a˜o dos ficheiros de etiquetas
para um formato interpreta´vel pelo HTK. Esta tarefa foi ja´ descrita e passa
apenas por uma conversa˜o dos valores de posicionamento dentro do a´udio e dos
nomes das etiquetas. O corpus FEUP/IPB utiliza o tempo em segundos e o
corpus TIMIT utiliza o nu´mero da amostra. Em ambos os casos foi feita a
conversa˜o para a unidade de 100ns usada pelo HTK utilizando o HTKFace.
A partir dos ficheiros de a´udio sa˜o produzidos outros com os vectores de ca-
racter´ısticas correspondentes. Foram utilizados essencialmente MFCCs e energia
e respectivas caracter´ısticas dinaˆmicas, delta e delta-delta (acelerac¸a˜o).
O ficheiro de configurac¸a˜o que se mostra abaixo, gerado pelo HTKFace,
possui os paraˆmetros principais que foram sendo ajustados.
SOURCEKIND = WAVEFORM
SOURCEFORMAT = WAV
SOURCERATE = 625
TARGETKIND = MFCC_E_D_A
TARGETRATE = 100000.0
SAVECOMPRESSED = F
SAVEWITHCRC = F
WINDOWSIZE = 250000.0
ZMEANSOURCE=T
USEHAMMING = T
PREEMCOEF = 0.97
NUMCHANS = 26
CEPLIFTER = 22
NUMCEPS = 12
ENORMALISE = F
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Indicam-se o tipo de dados de entrada (WAV a 16KHz), o tipo de dados
a` sa´ıda (MFCC e nu´mero de filtros) e a forma como a ana´lise e´ efectuada
(dimensa˜o das janelas, tipo de janela, etc.).
No HTK o ca´lculo de algumas caracter´ısticas e´ realizado de modo um pouco
diferente do tradicional. Para refereˆncia, a energia e´ calculada como o logaritmo
da energia do sinal:
E = log
N∑
n=1
s2n (5.23)
Os coeficientes Mel-Cepstrais sa˜o especificados num banco de filtros lo-
gar´ıtmico de amplitudes mj atrave´s de uma DCT:
ci =
√
2
N
N∑
j=1
mj cos
(
pii
N
(j − 0.5)
)
(5.24)
Onde N representa o nu´mero de filtros que no ficheiro de configurac¸o˜es e´
indicado pelo paraˆmetro NUMCHANS. O paraˆmetro NUMCEPS especifica o
nu´mero de coeficientes cepstrais que neste caso na˜o tem de ser necessariamente
o mesmo que o nu´mero de canais do banco de filtros.
Os coeficientes delta sa˜o calculados por:
dt =
∑Θ
θ=1 θ(ct+θ − ct−θ)
2
∑Θ
θ=1 θ
2
(5.25)
Cada um dos paraˆmetros apresentado foi variado individualmente varrendo
uma zona de interesse e o seu efeito nos resultados analisado. Avaliaram-se
tambe´m separadamente as tarefas de classificac¸a˜o e segmentac¸a˜o pois os seus
diferentes objectivos obrigam a` construc¸a˜o de sistemas com parametrizac¸o˜es
distintas.
Para se compreender a contribuic¸a˜o de cada paraˆmetro define-se como con-
figurac¸a˜o base a apresentada anteriormente e varia-se cada um deles indepen-
dentemente. Para ale´m do especificado antes, utilizaram-se 41 fones da base
de dados FEUP/IPB e uma grama´tica sem regras (onde a cada fone do le´xico
pode seguir-se qualquer outro). Realizaram-se para cada ensaio as re-estimac¸o˜es
necessa´rias ate´ que a reduc¸a˜o do erro entre duas iterac¸o˜es sucessivas seja in-
ferior a 1%. Com o sistema constru´ıdo deste modo obteve-se, como valores
de refereˆncia, para a tarefa de classificac¸a˜o, 68.60% na Percentagem Correcta,
52.75% na Exactida˜o, para a tarefa de segmentac¸a˜o, 61.14% na Taxa de Acerto.
Inicialmente, efectuou-se um estudo gene´rico onde se utilizaram modelos de
topologia ideˆntica para todos os fonemas e, num fase de refinac¸a˜o, analisou-se
cada uma das varia´veis, de forma independentemente, sobre um conjunto de
fonemas pertencentes a uma mesma categoria fone´tica.
Dimensa˜o da Janela e do Passo de Avanc¸o
Os primeiros ensaios realizados visaram avaliar a adequac¸a˜o a`s tarefas de seg-
mentac¸a˜o e classificac¸a˜o da dimensa˜o da janela, para a divisa˜o dos vectores de
caracter´ısticas em blocos, e o respectivo passo de avanc¸o ou, de uma outra forma,
a sobreposic¸a˜o entre janelas sucessivas. Os resultados obtidos resumem-se na
tabela 5.3.
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Janela (ms)
Hop 15 20 25
2.5 77.5/10.9 76.3/12.6 75.3/18.3
5.0 75.0/40.1 74.7/40.5 73.8/41.2
7.5 72.3/47.2 72.5/51.3 70.0/50.6
10.0 68.4/52.8 69.3/53.5 68.6/52.8
(a) Classificac¸a˜o
Janela (ms)
Hop 15 20 25
2.5 65.2 63.2 61.0
5.0 69.7 67.2 65.7
7.5 64.9 64.5 63.9
10.0 62.9 62.7 61.1
(b) Segmentac¸a˜o
Tabela 5.3: Resultados da classificac¸a˜o (PC%/EX%) e segmentac¸a˜o (TA%)
variando a dimensa˜o da janela e o passo de avanc¸o.
Na tarefa de classificac¸a˜o, considerando apenas as concordaˆncias (PC), ficou
evidente que os resultados melhores se obteˆm nas situac¸o˜es em que a janela
e o passo teˆm menor dimensa˜o. No entanto, para a exactida˜o esta na˜o e´ a
situac¸a˜o mais bene´fica pois o seu valor reduz-se em grande parte devido ao
elevado nu´mero de erros por inserc¸a˜o que surgem.
Em relac¸a˜o a` taxa de acerto para a tarefa de segmentac¸a˜o os melhores resul-
tados sa˜o encontrados para um passo de 5ms e para uma janela de 15ms. Em
valores mais pequenos surgem problemas ana´logos ao referidos na classificac¸a˜o
(a inserc¸a˜o de um fone numa sequeˆncia provoca tambe´m a inserc¸a˜o de uma
fronteira).
Refira-se que em situac¸o˜es de decisa˜o se optou por preferir escolhas que
levam a erros por inserc¸a˜o em vez das que levam a erros por eliminac¸a˜o. Isto
deve-se ao facto de os erros por inserc¸a˜o serem mais facilmente resolvidos pois
a probabilidade associada ao fonema e´ geralmente baixa. Assim, definindo um
valor de threshold para a probabilidade associada e´ poss´ıvel limpar os fonemas
menos fia´veis. A` medida que se sobe o threshold desaparecem os erros de inserc¸a˜o
e, em contra partida, va˜o surgindo outros por eliminac¸a˜o. O valor a escolher
para o n´ıvel de threshold deve resultar de um compromisso entre ambos os erros
que permita maximizar a me´trica da exactida˜o. Geralmente, para intervalos e
passos pequenos, esta operac¸a˜o e´ vantajosa e permite melhorar a exactida˜o em
cerca de 8%.
Nu´mero de Coeficientes Mel-Cepstrais
Foi tambe´m alvo de ana´lise a influeˆncia do nu´mero de coeficientes mel-cepstrais
nas tarefas da anotac¸a˜o. Mantiveram-se enta˜o os paraˆmetros apresentados e
variou-se o nu´mero de coeficientes entre 10 e 18 utilizando sempre os respectivos
coeficientes delta e acelerac¸a˜o. Os resultados obtidos apresentam-se na tabela
5.4.
De acordo com o esperado e como os resultados confirmam o aumento do
nu´mero de coeficientes e´ bene´fico para o desempenho do sistema. Quanto maior
for o nu´mero de coeficientes melhor sera´ descrito o sinal de a´udio e consequente-
mente, apo´s o treino, mais fiel sera´ o modelo resultante. A utilizac¸a˜o de apenas
10 coeficientes e´ nitidamente insuficiente para o efeito e resulta numa dimi-
nuic¸a˜o de PC e TA. A exactida˜o (EX) apesar de sair beneficiada pela reduc¸a˜o
do nu´mero de erros por inserc¸a˜o na˜o foi considerada relevante pois nos restan-
tes ensaios utilizando uma correcc¸a˜o por n´ıvel de threshold, como ja´ foi descrito,
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Classificac¸a˜o Segmentac¸a˜o
#Coef PC (%) EX (%) TA (%)
10 64.59 55.89 58.96
12 68.60 52.75 61.14
14 71.12 56.89 62.46
16 72.35 56.82 63.92
18 73.01 57.01 64.11
Tabela 5.4: Resultados da classificac¸a˜o e segmentac¸a˜o variando o nu´mero de
coeficientes mel-cepstrais.
Dim. Classificac¸a˜o Segmentac¸a˜o
Caracter´ısticas Vector PC (%) EX (%) TA (%)
MFCC 12 49.64 35.78 40.54
MFCC E 13 57.71 47.01 47.95
MFCC 0 13 56.78 45.10 46.13
MFCC ED 26 65.77 56.68 56.37
MFCC DA 36 66.12 53.52 59.03
MFCC EDA 39 68.60 52.75 61.14
Tabela 5.5: Resultados da classificac¸a˜o e segmentac¸a˜o variando o vector de
caracter´ısticas.
conseguem-se melhorias significativas. O recurso a 14 coeficientes, 2 mais do
que a refereˆncia, provoca o aumento da dimensa˜o do vector de caracter´ısticas
de 39 para 45 pois foram tambe´m utilizados os coeficientes delta e acelerac¸a˜o
bem como a respectiva energia. Situac¸a˜o ana´loga acontece com os outros casos.
O aumento da dimensa˜o do vector de caracter´ısticas reflecte-se no tempo de
treino dos modelos e no nu´mero de iterac¸o˜es que aumentam consideravelmente.
Para um maior nu´mero de coeficientes os valores dos va´rios indicadores va˜o au-
mentando ligeiramente sem que no entanto se notem melhorias dra´sticas. Tendo
em conta a globalidade das me´tricas e o esforc¸o de treino dos modelos (tempo
e iterac¸o˜es) considerou-se que as melhores opc¸o˜es sa˜o para a classificac¸a˜o 14
coeficientes e para a segmentac¸a˜o 16 coeficientes.
Descric¸a˜o do Sinal
Analisado o nu´mero de coeficientes a considerar decidiu-se tambe´m analisar o
papel das caracter´ısticas dinaˆmicas dos MFCCs e o de outras caracter´ısticas
complementares. Assim sendo e tendo por refereˆncia os paraˆmetros referidos
efectuaram-se ensaios e obtiveram-se resultados para a introduc¸a˜o das carac-
ter´ısticas delta (assinaladas com o caracter ”D”na tabela 5.5), acelerac¸a˜o (ca-
racter ”A”), energia (caracter ”E”) e coeficiente de ordem nula (caracter ”0”)
tendo sempre por base 12 coeficientes MFCC. Os valores obtidos reunem-se na
tabela 5.5.
A ana´lise da tabela mostra que os coeficientes dinaˆmicos delta e acelerac¸a˜o
teˆm um papel de substancial importaˆncia na tarefa de segmentac¸a˜o, cerca de
menos 5% em relac¸a˜o a` refereˆncia, mas por outro lado sa˜o menos relevantes para
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a classificac¸a˜o, reduc¸a˜o inferior a 2% em PC e cerca de 4% em EX. Para esta
u´ltima tarefa e´ suficiente a utilizac¸a˜o dos coeficientes delta acompanhados da
respectiva energia. Estes resultados fazem sentido pois para a marcac¸a˜o de uma
fronteira sera´ mais u´til ter uma boa descric¸a˜o da dinaˆmica do modelo ao passo
que para a identificac¸a˜o ou diferenciac¸a˜o de um determinado modelo chegara´
um conjunto com menor capacidade descritiva.
Partindo do conjunto de MFCCs simples conclui-se tambe´m que a utilizac¸a˜o
da energia proporciona melhores resultados do que a utilizac¸a˜o do coeficiente
de ordem nula seja qual for a me´trica ou tarefa em questa˜o.
Topologia dos HMMs
Depois de definidas e extra´ıdas as caracter´ısticas do sinal que melhor o descre-
vem para os efeitos desejados e´ necessa´rio especificar a topologia dos modelos
markovianos a utilizar. Na versa˜o mais simplificada estes modelos sa˜o definidos
um a um, em ficheiros separados. Um exemplo do conteu´do de um proto´tipo de
HMM apresenta-se abaixo:
~o <VecSize> 39 <MFCC_E_D_A>
~h "a"
<BeginHMM>
<NumStates> 5
<State> 2
<Mean> 39
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ...
<Variance> 39
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 ...
<State> 3
<Mean> 39
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ...
<Variance> 39
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 ...
<State> 4
<Mean> 39
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ...
<Variance> 39
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 ...
<TransP> 5
0.00 1.00 0.00 0.00 0.00
0.00 0.50 0.50 0.00 0.00
0.00 0.00 0.50 0.50 0.00
0.00 0.00 0.00 0.50 0.50
0.00 0.00 0.00 0.00 0.00
<EndHMM>
No in´ıcio da definic¸a˜o do HMM sa˜o indicadas a dimensa˜o e tipo dos vectores
de caracter´ısticas e o nome do modelo. No exemplo dado, coerente com o ficheiro
de configurac¸o˜es apresentado antes, o vector tem dimensa˜o 39 pois resulta de
12 coeficientes MFCC mais energia a que se juntam os respectivos paraˆmetros
dinaˆmicos delta e delta-delta (ou acelerac¸a˜o). Seguidamente especificam-se as
me´dias e variaˆncias relativas aos estados do modelo. No HTK o primeiro e
u´ltimo estado teˆm um valor simbo´lico e apenas sa˜o utilizados internamente pelo
software para efeitos de ligac¸o˜es entre HMMs. Assim, o modelo apresentado,
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1 2 3 4 5
1 2 3 4 5
(a) Esquerda-direita (b) Esquerda-direita com saltos
Figura 5.10: Topologias HMM.
Classificac¸a˜o Segmentac¸a˜o
Topologia PC (%) EX (%) TA (%)
Esq-Dir 68.60 52.75 61.14
Esq-Dir com saltos 75.31 48.39 64.95
Tabela 5.6: Resultados da classificac¸a˜o e segmentac¸a˜o variando a topologia dos
modelos.
onde se declaram 5 estados pelo identificador NumStates, possui efectivamente
3 estados. Na figura 5.10 mostram-se dois modelos de HMM poss´ıveis corres-
pondendo o da esquerda a` descric¸a˜o do proto´tipo apresentada.
Por estado devera˜o existir 39 valores para a me´dia e 39 valores para a
variaˆncia (no caso apenas surgem alguns por uma questa˜o de apresentac¸a˜o).
Finalmente, para terminar a definic¸a˜o do modelo, indicam-se as probabilida-
des de transic¸a˜o entre estados que, quando diferentes de zero, implicitamente
ira˜o definir a topologia. A soma dos valores ao longo de uma linha tem de
ser obrigatoriamente um com excepc¸a˜o da u´ltima linha que corresponde a um
estado terminador (designado por non-emitting state). Os valores indicados no
modelo apresentado sa˜o aleato´rios, respeitando a gama de valores admiss´ıveis,
e destinam-se apenas a` definic¸a˜o inicial da topologia do modelo. Estes valores
sera˜o depois alterados na fase de treino pelas ferramentas adequadas. A topo-
logia apresentada corresponde a um HMM simples, da esquerda para a direita,
com um u´nica distribuic¸a˜o gaussiana e representativa de um fonema isolado (sem
considerar vizinhanc¸as). Na figura 5.10 tem-se, a` esquerda, um HMM simples da
esquerda para a direita, e a` direita, um HMM esquerda-direita com saltos. Estas
sa˜o as topologias mais comuns na descric¸a˜o de voz mas sa˜o poss´ıveis outras.
Com o objectivo de encontrar a melhor topologia realizaram-se dois ensaios
cujos resultados se afixam na tabela 5.6. Utilizaram-se os paraˆmetros refereˆncia
e todos os fonemas teˆm, em cada ensaio, modelos com igual topologia.
Os modelos com saltos proporcionam melhores resultados no geral sendo a
sua utilizac¸a˜o particularmente bene´fica para a tarefa de segmentac¸a˜o. Anali-
sando os resultados modelo a modelo ou fone a fone verifica-se que, com alguma
regularidade (mas com excepc¸o˜es), que a topologia com saltos oferece maiores
vantagens nos fonemas com menor durac¸a˜o.
Nu´mero de Estados
Ainda sobre a topologia do modelo e´ poss´ıvel variar o nu´mero de estados. Assim,
partindo mais uma vez do modelo de refereˆncia, com treˆs estados, investigaram-
se as possibilidades oferecidas pela alterac¸a˜o das topologias neste sentido. Os
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Classificac¸a˜o Segmentac¸a˜o
#Estados PC (%) EX (%) TA (%)
3 68.60 52.75 61.14
4 65.83 56.45 55.62
5 63.98 54.10 56.39
6 60.40 52.75 53.52
7 60.41 52.75 53.54
Tabela 5.7: Resultados da classificac¸a˜o e segmentac¸a˜o variando o nu´mero de
estados dos modelos.
Classificac¸a˜o Segmentac¸a˜o
#Misturas PC (%) EX (%) TA (%)
1 68.60 52.75 61.14
3 73.41 60.76 64.17
5 75.88 62.99 65.83
7 76.68 64.84 69.02
9 77.54 65.33 67.96
Tabela 5.8: Resultados da classificac¸a˜o e segmentac¸a˜o variando o nu´mero de
misturas gaussianas por estado.
resultados encontram-se na tabela 5.7.
O aumento do nu´mero de estados na˜o constitui uma boa opc¸a˜o para a mai-
oria dos modelos. A utilizac¸a˜o de 4 estados podera´, do ponto de vista de classi-
ficac¸a˜o, ser considerada positiva na˜o se podendo afirmar o mesmo para os outros
casos. Analisando os resultados modelo a modelo conclui-se que os resultados
sa˜o melhores nos modelos cujo sinal acu´stico e´ menos c´ıclico e modela´vel mas
estes sa˜o apenas uma pequena minoria.
Foram ainda realizados outros ensaios em visaram apenas alguns fones em
especial. Por exemplo verificou-se que as oclusivas orais propriamente ditas,
sem considerar a zona de oclusa˜o, sa˜o melhor modelizadas por HMMs (esquerda-
direita sem saltos) de 2 estados. Na zona de oclusa˜o os treˆs estados representam
o nu´mero ideal. Nas nasais conseguem-se melhorias em modelos de 4 estados.
Outras situac¸o˜es foram testadas sem grande expressa˜o nos resultados finais. O
ajuste particular de modelos foi relevando enta˜o para segundo plano passando-se
ao ensaio de outras possibilidades mais promissoras.
Nu´mero de Misturas
Um outro paraˆmetro importante e´ o nu´mero de gaussianas utilizadas em cada
estado. O modelo de refereˆncia baseia-se numa u´nica distribuic¸a˜o gaussiana na˜o
existindo portanto as chamadas misturas.
A utilizac¸a˜o de va´rias distribuic¸o˜es por estado contribui em muito para o
correcto ajuste dos modelos HMM conforme se pode analisar na tabela 5.8. O
maior incremento e´ notado logo com a introduc¸a˜o das primeiras misturas, entre
a refereˆncia e as treˆs misturas, onde surgem aumentos absolutos de cerca de
5% para PC, 8% para EX e mais de 3% em TA. A partir daqui os incrementos
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sa˜o sendo sucessivamente menores mas sempre bastante consistentes. Na seg-
mentac¸a˜o obteve-se o melhor valor de TA para as 7 misturas ao passo que para
a classificac¸a˜o as 9 misturas foram as mais abonato´rias.
O aumento do nu´mero de misturas para la´ das 9 ensaiadas com certeza con-
tribuira´ ainda mais para a melhoria da fidelidade dos modelos. Estes benef´ıcios
nos resultados fazem todo o sentido pois, sendo os HMMs comprovadamente
adequados a` tarefa, ao aumentar as misturas aumenta-se tambe´m o nu´mero de
valores que efectivamente constituem o modelo e isso so´ podera´ melhorar a sua
fidelidade. O tempo de treino e o nu´mero de iterac¸o˜es aumenta tambe´m consi-
deravelmente sendo necessa´rio cerca de 6 vezes mais tempo entre o primeiro e o
u´ltimo e mais exigente ensaio. O benef´ıcio para a introduc¸a˜o de misturas tera´
sempre um limite, ainda que na˜o se atinja a perfeic¸a˜o dos 100% nos resultados,
pois a partir de certo momento surgira˜o situac¸o˜es de redundaˆncia de valores ou
casos de sobre-adaptac¸a˜o (estes mais facilmente resolu´veis).
Os paraˆmetros estudados que constituem um HMM sa˜o armazenados num
ficheiro tipo texto. Para a definic¸a˜o de um conjunto de HMMs podem criar-se
va´rios ficheiros independentes com as va´rias descric¸o˜es dos modelos ou, em al-
ternativa, um u´nico ficheiro designado por Master Macro File (tipicamente com
extensa˜o MMF), cujo conteu´do correspondera´ a` concatenac¸a˜o dos conteu´dos
dos va´rios ficheiros independentes. Esta u´ltima alternativa oferece vantagens
em termos de organizac¸a˜o e rapidez de processamento.
Nu´mero de Fones
Depois de analisadas as caracter´ısticas que melhor descrevem o sinal acu´stico e
avaliados os paraˆmetros dos HMM que melhor descrevem sequeˆncias temporais
de vectores de caracter´ısticas passar-se-a´ a` ana´lise de outras situac¸o˜es mais
relacionadas com a l´ıngua para que o sistema de anotac¸a˜o se desenvolve. Aqui
incluem-se o conjunto de fonemas utilizado para a classificac¸a˜o e a grama´tica
com regras de construc¸a˜o de palavras e orientadora das sequeˆncias fone´ticas. O
sistema foi tambe´m testado com a base de dados TIMIT em ingleˆs e pode ser
facilmente adaptado para outra qualquer l´ıngua se forem utilizados conjuntos
de fones mais universais e grama´ticas adequadas.
Para a base de dados FEUP/IPB foi utilizado ate´ ao momento e em todos os
ensaios apresentados um conjunto de 41 modelos de fones que correspondem aos
38 fonemas apresentados na tabela 2.3 acrescidos de modelos para a oclusa˜o, a
pausa e a aspirac¸a˜o.
Decidiu-se efectuar alguns testes tendo por objectivo encontrar o conjunto
de fonemas mais adequado a cada situac¸a˜o. Os resultados obtidos encontram-se
na tabela 5.9 e devem ser interpretados tendo em mente que sa˜o valores globais
e que a influeˆncia do acrescento/eliminac¸a˜o de um fone esta´ dependente da sua
frequeˆncia na sequeˆncia de teste. Nos ensaios observaram-se, para ale´m dos
apresentados, outros indicadores centrados nas alterac¸o˜es espec´ıficas.
Devido a`s grandes diferenc¸as existentes nas durac¸o˜es das pausas, incluiu-
se um modelo novo, designado por short-pause (SP), para a modelizac¸a˜o de
sileˆncios ou pausas com dimensa˜o inferior a 180ms. Esta opc¸a˜o levou a uma
melhoria aprecia´vel na classificac¸a˜o, pois os sileˆncios eram frequentemente con-
fundidos com ocluso˜es, mas na˜o se mostrou ta˜o importante para a segmentac¸a˜o.
As oclusivas orais foram tambe´m alvo de ensaio. O s´ımbolo u´nico e comum
foi eliminado e criaram-se 6 novos s´ımbolos para a representac¸a˜o da oclusa˜o de
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Num. Classificac¸a˜o Segmentac¸a˜o
#Descric¸a˜o Fones PC (%) EX (%) TA (%)
Refereˆncia 41 68.60 52.75 61.14
Com short-pause 42 69.02 55.37 62.19
Ocluso˜es espec´ıficas 46 69.41 53.12 64.24
Pares de oclusivas 38 65.43 52.09 60.46
Com ditongos 49 67.99 54.18 63.22
Tabela 5.9: Resultados da classificac¸a˜o e segmentac¸a˜o variando o le´xico.
Figura 5.11: Procedimento para treino dos HMMs
cada fonema com esta classificac¸a˜o. Os resultados obtidos para a segmentac¸a˜o
foram animadores na˜o encontrando pore´m paralelo na classificac¸a˜o. Num ou-
tro ensaio, mais orientado para a segmentac¸a˜o, decidiu-se agrupar as oclusivas
sonoras e surdas em pares por ponto de articulac¸a˜o. O novo conjunto de 38
modelos na˜o se revelou interessante.
Devido a` dificuldade que por vezes surge na definic¸a˜o da fronteira interior
dos ditongos realizou-se tambe´m um ensaio onde se acrescentaram 8 novos mo-
delos para a representac¸a˜o destes pares sonoros. Os resultados foram um pouco
inferiores ao esperado tendo-se registado valores semelhantes a` refereˆncia no
caso da classificac¸a˜o e para a segmentac¸a˜o benef´ıcios ligeiros.
5.5.3 Treino
Para a criac¸a˜o de uma primeira estimativa dos paraˆmetros dos modelos existem
duas metodologias que podiam ter sido seguidas: flatstart, na˜o considerando os
ficheiros de etiquetas, ou bootstrap, utilizando os ficheiros com etiquetas. Optou-
se por esta u´ltima opc¸a˜o por levar mais rapidamente a melhores resultados e por
na˜o existir o perigo de dificuldades de convergeˆncia iniciais. Os va´rios passos
do procedimento utilizado para o treino esta˜o esquematizados na figura 5.11.
Assim, por um processo de bootstrap, utilizaram-se as informac¸o˜es da fala,
sobre a forma de vectores de caracter´ısticas, e as informac¸o˜es de etiquetagem, ja´
no formato HTK, para o ca´lculo de uma primeira aproximac¸a˜o aos paraˆmetros
dos HMMs respeitando a tolopogia especificada nos proto´tipos.
Nesta primeira aproximac¸a˜o cada HMM e´ visto como um gerador de vectores
de caracter´ısticas. Cada ocorreˆncia acu´stica de um determinado fonema e´ vista
como a sa´ıda de um HMM cujos paraˆmetros e´ necessa´rio estimar. Assim, se o
estado que gerou cada vector de caracter´ısticas for conhecido, enta˜o as me´dias
e as variaˆncias podem ser estimadas atrave´s do ca´lculo da me´dia de todos os
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vectores associados a esse estado. Do mesmo modo, a matriz de transic¸a˜o pode
ser estimada pela contagem do nu´mero de janelas que cada estado ocupa.
O processo apresentado e´ implementado atrave´s de uma sequeˆncia recursiva.
Para isto e´ necessa´rio obter estimativas iniciais que sera˜o depois refinadas. Para
isto e´ realizada uma segmentac¸a˜o uniforme dos dados e associam-se segmentos
sucessivos a estados sucessivos. No caso de existirem va´rias misturas os vectores
de caracter´ısticas sa˜o associados a`s misturas sendo o nu´mero de vectores associ-
ada a cada mistura utilizado para estimar o peso de cada mistura. Possuindo a
primeira estimativa para os modelos utiliza-se recursivamente um alinhamento
Viterbi para procurar a sequeˆncia mais prova´vel correspondente a cada exemplo
de treino e que levara´ a um re-ajuste dos paraˆmetros.
Depois da inicializac¸a˜o dos modelos efectua-se uma re-estimac¸a˜o indepen-
dente de cada modelo. O procedimento a seguir e´ ana´logo ao da inicializac¸a˜o
mas dispensa o ca´lculo da primeira estimativa e substitui o alinhamento Vi-
terbi por uma re-estimac¸a˜o Baum-Welch. Assim, procura-se a probabilidade de
estar em cada estado em cada segmento de fala utilizando o algoritmo Forward-
Backward. Quando os modelos possuem misturas pode surgir a situac¸a˜o de
algumas componentes terem um nu´mero muito reduzido de informac¸a˜o asso-
ciado o que levara´ a que os valores das variaˆncias ou do peso da mistura em
causa sejam muito pequenos. Nesta situac¸a˜o e´ eliminada a mistura, se existir
mais do que uma para o estado respectivo, de modo a na˜o comprometer o va-
lidade do modelo. E´ tambe´m mantida a sequeˆncia iterativa onde se procura a
convergeˆncia dos novos paraˆmetros.
O processo de re-estimac¸a˜o independente pode ser repetido algumas vezes
ate´ que o nu´mero de iterac¸o˜es que procuram a convergeˆncia seja globalmente
reduzido. O nu´mero de iterac¸o˜es e´ bastante varia´vel de fonema para fonema
e e´ dependente da topologia do modelo onde se incluem todos os paraˆmetros
ja´ referidos. Para os modelos mais simples verificou-se que 3 repetic¸o˜es da re-
estimac¸a˜o independente eram suficientes para garantir uma boa aproximac¸a˜o,
nos modelos mais complexos podem ser necessa´rias cerca de 7 a 9 repetic¸o˜es.
Finalmente, para terminar a sequeˆncia de treino, efectua-se uma re-estimac¸a˜o
embebida. Aqui, ao contra´rio dos processos que foram ate´ agora descritos, o
treino embebido actualiza simultaneamente todos os HMMs do sistema utili-
zando todos os dados de treino. No in´ıcio sa˜o carregados todos os modelos
envolvidos, reunidos propositadamente num u´nico ficheiro, e a` vez, sa˜o tambe´m
carregados cada um dos ficheiros de treino e respectiva anotac¸a˜o. A sequeˆncia
de etiquetas fone´ticas da anotac¸a˜o e´ utilizada para a construc¸a˜o de um HMM
composto que e´ alargado aos dados existentes. O HMM composto surge da
concatenac¸a˜o dos modelos existentes com correspondeˆncia nas etiquetas que
surgem na anotac¸a˜o. E´ depois utilizado o algoritmo Forward-Backward e va˜o
sendo acumulados, com o peso apropriado, os resultados do ca´lculo das me´dias
relativas a cada ficheiro de treino. Apo´s o processamento de todos os ficheiros de
treino sa˜o calculadas as novas estimativas dos paraˆmetros dos modelos a partir
das somas pesadas. Com este passo termina o processo de treino dos modelos
que constituem um sistema baseado em HMMs.
Na figura 5.12 pode observar-se o desempenho dos modelos ao longo de
sucessivas iterac¸o˜es para o caso de uma u´nica distribuic¸a˜o gaussiana e para o
caso de 5 distribuic¸o˜es gaussianas.
O processo apresentado pode ainda ser modificado quando se verificar que
os modelos esta˜o sobre-treinados, ou seja, quando os modelos esta˜o demasiado
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Figura 5.12: Taxa de acerto (TA) na tarefa de segmentac¸a˜o ao longo de va´rias
iterac¸o˜es
ajustados aos dados de treino. Do ponto de vista dos paraˆmetros gaussianos
dos modelos significa que as variaˆncias ficam bastante diminu´ıdas (curva gaus-
siana mais reduzida). Esta situac¸a˜o so´ pode ser confirmada pelo aumento dos
erros nos resultados finais ao longo de sucessivas iterac¸o˜es (tarefa seguinte de
avaliac¸a˜o de resultados apo´s a segmentac¸a˜o e classificac¸a˜o). Quando isto acon-
tece os ficheiros de etiquetas resultantes da anotac¸a˜o automa´tica substituem
as etiquetas originais produzidas manualmente. Desta forma os modelos sa˜o
re-treinados com informac¸a˜o ligeiramente distorcida que lhes induzira´ alguma
liberdade (operac¸a˜o frequentemente designada por relaxamento dos modelos).
Para ale´m disso torna-se poss´ıvel analisar outras sequeˆncias fone´ticas va´lidas
mas que diferem das criadas na anotac¸a˜o manual. Um exemplo seria a identi-
ficac¸a˜o da sequeˆncia fone´tica correspondente a` palavra ”Porto”como /puortu/
quando o anotador decidiu por /portu/. Estas sequeˆncias resultam de trans-
cric¸o˜es alternativas que podem ser na verdade as que melhor correspondem ao
sinal acu´stico. Sempre que estas situac¸o˜es surjam frequentemente, por exemplo
na criac¸a˜o de um corpus baseado numa variante dialectal do Portugueˆs mais
long´ınqua do Portugueˆs padra˜o, a realizac¸a˜o de uma pequeno relaxamento dos
modelos na˜o deve ser esquecida sob pena de as taxas de erro relativas serem
bastante elevadas.
O treino pode ser conclu´ıdo neste ponto pois os modelos ja´ possuem os seus
paraˆmetros optimizados para a informac¸a˜o que lhe foi fornecida. No entanto,
cada fone, do ponto de vista acu´stico, e´ altamente influenciado pela sua vizi-
nhanc¸a sendo por isso de grande interesse ter este aspecto em considerac¸a˜o.
Contexto
Na ana´lise do contexto podem referir-se va´rias orientac¸o˜es que consideram vizi-
nhanc¸as apenas a` esquerda, vizinhanc¸as apenas a` direita ou ambas. Em relac¸a˜o
a` profundidade da ana´lise podem considerar-se apenas os fones imediatamente
cont´ıguos ou abranger uma maior quantidade que se considere relevante (me-
nos u´til do ponto de vista da ana´lise de influeˆncia acu´stica). As situac¸o˜es mais
comuns teˆm apenas em conta a vizinhanc¸a a` esquerda (fone anterior) ou, em
alternativa, utilizam trifones que reunem os fones a` esquerda e a` direita. Numa
outra perspectiva existe ainda a distinc¸a˜o entre n-fones intra-palavra, apenas
no interior de palavras delimitadas por sileˆncios ou pausas, ou inter-palavra,
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Classificac¸a˜o Segmentac¸a˜o
Contexto PC (%) EX (%) TA (%)
Sem contexto 68.60 52.75 61.14
A` esquerda e a` direita 75.53 62.94 65.88
Tabela 5.10: Resultados da classificac¸a˜o e segmentac¸a˜o considerando ou na˜o o
contexto de cada fone.
que consideram todas as possibilidades incluindo sileˆncios e pausas. A t´ıtulo de
curiosidade apresenta-se no anexo D um tabela com as ocorreˆncias de bi-fones
na base de dados FEUP/IPB.
O sistema a construir passa agora a ser baseado em trifones no lugar dos
monofones que ate´ ao momento teˆm sido falados. Cada trifone e´ representado
por um novo HMM resultante da conjugac¸a˜o dos HMMs de cada um dos mono-
fones constituintes. No lugar dos cerca de 40 monofones utilizadas passar-se-a´ a
ter um conjunto muito mais vasto de trifones correspondentes a`s possibilidades
permitidas pela l´ıngua. No caso utilizaram-se apenas aqueles que surgiam na
base de dados. Incluiram-se ainda alguns difones que surgem no in´ıcio e fim de
palavras.
Existem trifones bastante frequentes, como os pares oclusiva-l´ıquida seguidos
de vogal, e que permitem reunir um conjunto de ocorreˆncias suficientemente
diverso para a realizac¸a˜o de um bom ajuste do modelo representativo. Pore´m,
outros trifones surgem muito raramente, com 2 ou menos ocorreˆncias, o que e´
insuficiente para a realizac¸a˜o de um treino adequado. Assim, para resolver este
problema criaram-se novos modelos que partilham paraˆmetros, essencialmente a
matriz de transic¸o˜es e que sa˜o designados por tied-state triphones. Estes modelos
conduzem a estimativas melhores pois reu´nem mais informac¸a˜o de treino. A
escolha dos paraˆmetros a partilhar deve ser cuidadosa e cingir-se apenas aos
factores que na˜o influenciam a capacidade de discriminac¸a˜o dos modelos.
Para o treino e´ tambe´m necessa´rio efectuar a conversa˜o das anotac¸o˜es com
monofones para trifones. Existira´ assim todo um novo conjunto de informac¸a˜o
que leva a novos resultados que se apresentam na tabela 5.10.
As melhorias sa˜o extremamente significativas para a classificac¸a˜o conseguindo-
se um ganho absoluto de cerca de 10% na exactida˜o. Na tarefa de segmentac¸a˜o
as melhorias sa˜o tambe´m animadoras mas um pouco mais modestas.
Terminadas as tarefas de treino, os paraˆmetros estimados para os modelos
sera˜o, de acordo com os algoritmos utilizados, os que melhor permitira˜o descre-
ver a sequeˆncia temporal de caracter´ısticas acu´sticas representativas do sinal de
fala.
5.5.4 Segmentac¸a˜o e Classificac¸a˜o
Nesta fase o sistema de anotac¸a˜o tem ja´ os modelos treinados e esta´ pronto a
ser ensaiado. Para este efeito e´ necessa´rio, para ale´m do conjunto de HMM,
um conjunto de ficheiros de teste com informac¸a˜o distinta da utilizada para o
treino. Apesar de na˜o serem obrigato´rias neste momento, os ficheiros de teste
devera˜o possuir tambe´m informac¸o˜es de anotac¸a˜o de modo a que os resultados
das tarefas de segmentac¸a˜o e classificac¸a˜o possam ser posteriormente avaliados.
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Figura 5.13: Exemplo de um modelo de linguagem
Se, para ale´m dos recursos referidos, for ainda fornecida a` ferramenta de
anotac¸a˜o a sequeˆncia de s´ımbolos fone´ticos dos dados a processar, a tarefa fica
bastante simplificada. Sera´ assim simplesmente realizado o alinhamento forc¸ado,
restando depois apenas a identificac¸a˜o das fronteiras (limı´trofes), ou seja, a
segmentac¸a˜o.
Se, por outro lado, se considerar que apenas sa˜o fornecidos os ficheiros de
fala, sem qualquer informac¸a˜o de anotac¸a˜o, o alinhamento forc¸ado ja´ na˜o sera´
poss´ıvel e realizar-se-a˜o as tarefas de segmentac¸a˜o e classificac¸a˜o. A classificac¸a˜o
pode ser facilitada ou os resultados melhorados se for fornecida uma grama´tica
que contenha regras ou probabilidades para as sequeˆncias fone´ticas admiss´ıveis.
Assim, criou-se uma rede fone´tica onde se indicam todas os possibilidades de
sequeˆncia para o Portugueˆs Europeu e, a partir da informac¸a˜o contida nos fi-
cheiros de anotac¸a˜o de toda a base de dados (FEUP/IPB), obtiveram-se as
probabilidades de cada sequeˆncia. Os valores aqui encontrados foram depois
comparados com uma amostra de menor dimensa˜o constru´ıda a partir dos re-
cursos de corpora fonolo´gico de imprensa do s´ıtio web Linguateca[48]. Para
os textos recolhidos obteve-se a transcric¸a˜o fone´tica correspondente utilizando
um sistema de conversa˜o grafema-fonema automa´tico e seguidamente utilizou-
se um procedimento estat´ıstico ana´logo. Na˜o foram encontradas discrepaˆncias
significativas.
A grama´tica referida, ou modelo de linguagem, pode ser inicialmente defi-
nida como uma simples rede c´ıclica de fonemas com algumas bifurcac¸o˜es. Um
exemplo e´ dado na figura 5.13. As regras definidas para as situac¸o˜es poss´ıveis
conseguem limitar bastante as escolhas e assim reduzir a perplexidade da pes-
quisa Viterbi. No entanto, numa l´ıngua, o nu´mero de sequeˆncias fone´ticas ad-
miss´ıveis e´ bastante grande e e´ dif´ıcil criar regras que possuem uma rigidez
impl´ıcita para limitar as possibilidades.
Mais u´til e mais realista e´ a utilizac¸a˜o de modelos de linguagem onde se
reu´nam as regras poss´ıveis e que estas sejam complementadas por informac¸a˜o
estat´ıstica de ocorreˆncias. A este tipo de grama´tica chamar-se-a´ bi-gram. A sua
construc¸a˜o baseia-se nas probabilidades:
p(i, j) =


N(i,j)−D
N(i) N(i, j) > t
b(i)p(j) outros valores
(5.26)
Sendo N(i, j) o nu´mero de vezes que o fonema j precede o fonema i, N(i)
e´ o nu´mero de vezes que o fonema i surge e D e´ um valor de desconto. Este
desconto e´ feito no final a`s sequeˆncias mais frequentes e o seu valor e´ distribu´ıdo
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Classificac¸a˜o Segmentac¸a˜o
Situac¸a˜o PC (%) EX (%) TA (%)
Sem grama´tica 68.60 52.75 61.14
Com grama´tica 76.92 66.84 67.08
Tabela 5.11: Resultados da classificac¸a˜o e segmentac¸a˜o utilizando ou na˜o uma
grama´tica.
pelas sequeˆncias muito pouco frequentes. A varia´vel t e´ um valor de threshold
abaixo do qual a criac¸a˜o de uma sequeˆncia de dois fonemas (bi-gram) e´ anulada
e utiliza-se apenas um fonema. Neste caso tem-se:
p(i) =


N(i)
N N(i) > u
u/N outros valores
(5.27)
O valor de u e´ novamente um valor mı´nimo para o nu´mero de ocorreˆncias
de um fonemas simples e N e´ dado por:
N =
L∑
i=1
max[N(i), u] (5.28)
Ainda em relac¸a˜o a` expressa˜o 5.26 resta esclarecer:
b(i) =
1−
∑
j∈B p(i, j)
1−
∑
j∈B p(j)
(5.29)
Aqui, B e´ o conjunto dos fonemas para os quais existe a probabilidade de
um bi-gram, p(i, j).
As frequeˆncias absolutas de pares fone´ticos encontrados na base de dados
FEUP/IPB esta˜o dispon´ıveis para consulta no anexo D.
Foi confirmado em va´rios ensaios que a utilizac¸a˜o de probabilidades asso-
ciadas a`s redes fone´ticas da´ uma contribuic¸a˜o importante para a melhoria do
desempenho do sub-sistema de classificac¸a˜o. Estes resultados esta˜o apresenta-
dos na tabela 5.11.
Os resultados obtidos apesar de serem orientados essencialmente para a clas-
sificac¸a˜o acabam por influenciar tambe´m a segmentac¸a˜o, um fone extra traz
consigo uma fronteira extra. Os benef´ıcios da introduc¸a˜o de uma grama´tica
com algumas regras foram considera´veis para ambas as tarefas da anotac¸a˜o. As
regras criadas foram bastante simples e seria interessante conseguir um modelo
de linguagem mais apurado.
Regressando a` apresentac¸a˜o do procedimento executado onde se referia a
prontida˜o dos modelos markovianos treinados para os testes, recorda-se que
foram previstas duas possibilidades de prosseguir. Uma primeira, onde existe
apenas a sequeˆncia fone´tica dos novos ficheiros de fala a anotar, e outra, em que
nada e´ fornecido para ale´m do a´udio e se sugere a utilizac¸a˜o de um modelo de
linguagem. A seguir e independentemente das situac¸o˜es e´ calculado o melhor
caminho (o caminho mais prova´vel) ao longo do a´udio de fala.
No caso do trabalho aqui apresentado optou-se pela na˜o utilizac¸a˜o de qual-
quer informac¸a˜o para ale´m da voz com o objectivo de simplificar ao ma´ximo a
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criac¸a˜o de um corpus anotado. Com o sistema a funcionar deste modo e´ apenas
necessa´rio realizar a recolha do sinal de voz sendo eliminado todo o trabalho de
organizac¸a˜o dos textos e de transcric¸a˜o fone´tica. O opc¸a˜o alternativa, onde se
fornece a sequeˆncia fone´tica, e´ tambe´m aceite pelo sistema mas deixa-se para a
parte final deste cap´ıtulo. Nesta situac¸a˜o, devido a` informac¸a˜o extra, deixa de
fazer sentido calcular erros de classificac¸a˜o.
A procura do melhor caminho e´ realizada com a ajuda do algoritmo de Vi-
terbi ja´ apresentado. Partindo da informac¸a˜o dos modelos de linguagem sa˜o
criadas redes com estados ligados por arcos. A cada estado corresponde um
modelo HMM que e´ tambe´m proriamente uma rede com estados ligados por
arcos. No final possui-se uma rede global de grande complexidade que possui
va´rios n´ıveis. Assim, para uma sequeˆncia de n caracter´ısticas acu´sticas analisar-
se-a˜o n estados aos quais correspondera´ uma determinada probabilidade. Cada
caminho ao longo da rede possuira´ tambe´m uma probabilidade que resulta da
soma sucessiva das probabilidades ao longo dos sucessivos arcos. A procura do
melhor caminho e´ realizada com a ajuda de uma te´cnica designada por passa-
gem de testemunho (token). O testemunho neste caso conte´m a probabilidade
acumulada ate´ determinado estado. Inicialmente e´ colocado um testemunho
nulo em cada um dos estados iniciais poss´ıveis de acordo com a rede. Os teste-
munhos va˜o percorrendo a rede e sempre que se situam num estado que possui
va´rios arcos de sa´ıda para outras sub-redes sa˜o replicados e va˜o avanc¸ando pa-
ralelamente. Cada testemunho armazena ainda uma refereˆncia temporal que
permite ter uma ideia da sua localizac¸a˜o e avanc¸o dentro do sinal de a´udio.
No final de cada passo temporal os valores acumulados para cada testemunho
sa˜o comparados e apenas e´ propagado o testemunho que possuir uma maior
probabilidade acumulada. Como a rede de pesquisa e´ normalmente bastante
complexa, o nu´mero de testemunhos acaba por ser tambe´m bastante elevado.
Para optimizar a busca define-se um valor de threshold para a diferenc¸a, num
determinado instante, entre a melhor probabilidade e as restantes. Sempre que
um testemunho estiver abaixo desse valor e´ eliminado precocemente. Se este
valor for demasiado reduzido corre-se o risco de eliminar o testemunho que viria
a conduzir ao melhor caminho sendo por isso necessa´ria alguma sensibilidade
na definic¸a˜o do valor de threshold. No final obtem-se finalmente o caminho que
permitiu acumular ao longo dos va´rios arcos a maior probabilidade.
O ajuste de cada estado de um determinado HMM dentro de uma sequeˆncia
de caracter´ısticas acu´sticas oferece grandes vantagens. Assim os HMMs, devido
a` sua natureza, e os algoritmos utilizados, possibilitam a obtenc¸a˜o simultaˆnea
de informac¸a˜o de classificac¸a˜o e segmentac¸a˜o bem como uma probabilidade que
caracteriza o erro de avaliac¸a˜o cometido.
5.6 Resultados
Os va´rios ensaios que foram sendo apresentados permitem ter uma noc¸a˜o bas-
tante clara de quais as soluc¸o˜es que resultam ou na˜o resultam para cada uma das
tarefas que se pretende desempenhar. Com esta informac¸a˜o em ma˜os iniciou-se
a construc¸a˜o um sistema completo constitu´ıdo por dois subsistemas, um para a
classificac¸a˜o e outro para a segmentac¸a˜o.
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Classificac¸a˜o Segmentac¸a˜o TA (%)
Corpus PC (%) EX (%) 10ms 20ms
FEUP/IPB (com gram.) 82.02 76.43 77.55 84.03
FEUP/IPB (sem gram.) 77.31 71.89 72.14 79.97
TIMIT (sem gram.) 74.11 68.38 70.05 78.81
Tabela 5.12: Resultados da classificac¸a˜o e segmentac¸a˜o para os corpora utiliza-
dos.
5.6.1 Ensaios gerais
Reunindo as caracter´ısticas que se consideraram mais adequadas constru´ıram-se
os subsistemas de acordo com as configurac¸o˜es abaixo:
• Classificac¸a˜o.
Janelas de ana´lise com 25ms com passo de avanc¸o de 7.5ms, 14 MFCCs
mais energia com coeficientes delta, 41 modelos de treˆs estados, esquerda-
direita com saltos e 5 componentes gaussianas por estado.
• Segmentac¸a˜o.
Janelas de ana´lise com 15ms com passo de avanc¸o de 5ms, 16 MFCCs mais
energia com coeficientes delta e acelerac¸a˜o, 47 modelos de treˆs estados,
esquerda-direita com saltos e 7 componentes gaussianas por estado.
O subsistema de classificac¸a˜o e´ bastante menos exigente e treina-se mais ra-
pidamente que o subsistema de segmentac¸a˜o. Em funcionamento efectivo, apo´s
o treino, e apesar de a rapidez de um sistema de anotac¸a˜o na˜o ser uma carac-
ter´ıstica fundamental, ambos os subsistemas possuem um desempenho bastante
ce´lere.
Os primeiros resultados obtidos resumem-se na tabela 5.12 e dizem respeito
a um intervalo de erro de 10ms. As me´tricas mostram valores interessantes para
a base de dados FEUP/IPB tanto para a classificac¸a˜o como para a segmentac¸a˜o.
Os resultados sa˜o obviamente influenciados pelo facto da base de dados conter
apenas uma voz o que facilita a resoluc¸a˜o do problema.
Para avaliar o sistema desenvolvido com va´rios falantes e para comparar
tambe´m os resultados obtidos com os publicados por outros autores efectuou-se
um ensaio com a base de dados TIMIT sem qualquer grama´tica e efectuou-se
o mesmo para a base de dados FEUP/IPB. O peso da na˜o utilizac¸a˜o de uma
grama´tica fica novamente bem evidenciado.
Os valores conseguidos para a base de dados TIMIT sa˜o bons mas esta˜o um
pouco abaixo dos melhores encontrados na literatura (que se encontram entre
79.8% e 92.6%). Tal facto deve-se provavelmente a` optimizac¸a˜o dos sistemas
desenvolvidos para a base de dados FEUP/IPB que e´ constitu´ıda apenas por
uma voz em l´ıngua portuguesa. A orientac¸a˜o para a l´ıngua portuguesa foi
considerada priorita´ria devido ao menor nu´mero de recursos dispon´ıveis para
esta.
Importante dizer que os resultados que esta˜o a ser utilizados para termo de
comparac¸a˜o se referem a tarefas de alinhamento onde a sequeˆncia fone´tica e´ ja´
conhecida. Esta situac¸a˜o, apesar de na˜o ter sido considerada, devera´ permitir a
introduc¸a˜o de um benef´ıcio considera´vel nos resultados.
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Classificac¸a˜o Segmentac¸a˜o TA (%)
Corpus PC (%) EX (%) 10ms 20ms
FEUP/IPB (com gram.) 82.11 78.67 77.97 84.33
FEUP/IPB (sem gram.) 76.94 73.20 72.83 79.29
Tabela 5.13: Resultados da classificac¸a˜o e segmentac¸a˜o optimizados para a base
de dados FEUP/IPB.
5.6.2 Refinamento
Tendo por objectivo melhorar ainda mais os resultados realizaram-se algumas
tarefas adicionais de optimizac¸a˜o. Como ja´ se referiu, a utilizac¸a˜o de HMMs
permite obter implicitamente uma probabilidade de ajuste do modelo aos vec-
tores acu´sticos representativos do sinal. Assim, e´ poss´ıvel eliminar os modelos
que possuem uma probabilidade de ajuste inferior a um determinado valor e
assim limpar alguns erros por inserc¸a˜o. Esta tarefa foi realizada aumentando
sucessivamente o n´ıvel de threshold ate´ que a me´trica exactida˜o se deteriorasse.
A me´trica PC sai sempre prejudicada pois sa˜o eliminados, em muito menor
nu´mero, alguns fones que esta˜o efectivamente correctos.
Na eliminac¸a˜o dos fones com durac¸o˜es abaixo de um n´ıvel considerado mı´nimo
surge um problema. Um fone possui duas fronteiras, uma a` esquerda e ou-
tra a` direita. Assumindo que a sequeˆncia fone´tica e´ constitu´ıda por elementos
cont´ıguos enta˜o quando se procede a` eliminac¸a˜o de um fone tera´ de ser feito
um reajuste de uma das fronteiras adjacentes. Este reajuste pode ser feito alte-
rando a marcac¸a˜o de fim do fone anterior ou alterando a marcac¸a˜o de in´ıcio do
fone seguinte. Numa tentativa de determinar a situac¸a˜o que mais favorecesse
os resultados ensaiaram-se os dois casos. O anulac¸a˜o da primeira fronteira, ou
seja, a absorc¸a˜o do fone a eliminar pelo fone anterior mostrou-se um pouco mais
favora´vel e foi esta a utilizada nos resultados apresentados. Em princ´ıpio esta
opc¸a˜o na˜o podera´ ser generalizada.
Uma outra tarefa que se realizou foi a colocac¸a˜o das fronteiras fone´ticas no
local mais adequado poss´ıvel tendo por refereˆncia o sinal acu´stico. Assim, as
fronteiras foram reposicionadas o mais pro´ximo poss´ıvel de uma passagem por
zero. Sempre que o fone identificado possui vozeamento realizou-se tambe´m
uma estimativa dos ciclos de f0 e colocou-se a fronteira junto a` passagem por
zero mais pro´xima do in´ıcio de um per´ıodo. Esta operac¸a˜o e´ indicada quando
os resultados da anotac¸a˜o se destinarem a` constituic¸a˜o de uma base de dados
para s´ıntese de fala. No reconhecimento na˜o se revela em geral de tanta im-
portaˆncia. Os ciclos de f0 foram estimados utilizando o Praat tendo no entanto
sido experimentados alguns algoritmos desenvolvidos pelo autor que na˜o ofere-
ciam resultados com a exactida˜o desejada.
Para terminar, utilizaram-se algumas das informac¸o˜es obtidas nos va´rios
ensaios que visaram apenas alguns fonemas em particular e inclu´ıram-se estes
pormenores no sistema final. Os resultados finais, na tabela 5.13, melhoraram
ligeiramente.
Estas u´ltimas operac¸o˜es centraram-se essencialmente nas unidades represen-
tativas do sileˆncio, sileˆncio curto, aspirac¸a˜o e momentos de oclusa˜o por regista-
rem um nu´mero elevado de erros. Estas e outras situac¸o˜es de erro onde se notou
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(a) (b) (c)
(d) (e) (f)
Figura 5.14: Situac¸o˜es de erro encontradas com frequeˆncia nas anotac¸o˜es ge-
radas automaticamente (em cima a sequeˆncia original e em baixo a hipote´tica
sequeˆncia gerada automaticamente).
alguma recorreˆncia e que se consideraram comuns surgem ilustradas na figura
5.14. O tratamento automa´tico de situac¸o˜es como as representadas em (a), (b)
e (c) sera˜o alvo de trabalho futuro. Mais adiante realiza-se uma experieˆncia
com resultados significativos de forma ja´ semi-automatizada que fundamenta as
referidas intenc¸o˜es desenvolvimento do trabalho.
Em (a), (b) e (c) da mesma figura esta˜o representadas situac¸o˜es de erro que
apesar de poderem ser correctas do ponto de vista da correspondeˆncia acu´stica
na˜o o sa˜o do ponto de vista lingu´ıstico. Estas situac¸o˜es podem ser resolvi-
das com uma bom modelo de linguagem. Em (d), (e) e (f) surgem casos onde a
sequeˆncia fone´tica faz sentido e pode perfeitamente estar correctamente identifi-
cada. No entanto sa˜o assinalados erros pois surgem discrepaˆncias quando se efec-
tua a comparac¸a˜o com a refereˆncia. Estes problemas sa˜o devidos a feno´menos
lingu´ısticos, conforme se fez notar em 2.7.7, e cuja resoluc¸a˜o pode passar pelo de-
senvolvimento de um sistema de ana´lise mais complexo que permita a gerac¸a˜o
de transcric¸o˜es fone´ticas alternativas que contemplem os feno´menos da orali-
dade. A figura 5.14(f) tem por objectivo apresentar um padra˜o de erro comum
mas na˜o em especial o apresentado, ou seja, pretende-se apenas representar a
situac¸a˜o frequente de substituic¸a˜o de uma vogal pela sua conge´nere nasalada e
o rec´ıproco.
Apo´s uma ana´lise pormenorizada dos erros concluiu-se que as fronteiras que
registam uma maior disparidade em relac¸a˜o a` refereˆncia produzida manualmente
sa˜o as que dividem os difones vogal-vogal, vogal-glide, glide-vogal e vogal-nasal
l´ıquida. Esta observac¸a˜o e´ tambem feita por outros autores [50, 16]. Apesar
do verificado na˜o existe a evideˆncia de que os resultados sejam necessariamente
menos exactos. Analisando a evoluc¸a˜o das formantes e do espectrograma ao
longo da transic¸a˜o entre os sons referidos observa-se uma variac¸a˜o muito suave
sendo bastante dif´ıcil identificar o ponto onde termina um som e se inicia o se-
guinte. A anotac¸a˜o manual destas situac¸o˜es e´ por isso tambe´m du´bia existindo
grandes variac¸o˜es quando se compara o trabalho de va´rios anotadores humanos.
Os erros nestes casos podera˜o enta˜o ser de algum modo considerados meno-
res (este julgamento qualitativo na˜o foi considerado em nenhum dos resultados
nume´ricos apresentados pois na˜o foi quantificado).
Para terminar foi testada uma forma de po´s-processamento com alguma
intervenc¸a˜o manual. O sequeˆncia fone´tica gerada automaticamente foi mani-
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(a) Absorc¸a˜o pelo fone a` esquerda (b) Absorc¸a˜o pelo fone a` direita
Figura 5.15: Procedimentos para a eliminac¸a˜o de fones (em cima a sequeˆncia
original e em baixo a hipote´tica sequeˆncia gerada automaticamente).
(a) Inserc¸a˜o a` esqurda (b) Inserc¸a˜o a` direita
Figura 5.16: Procedimentos para a inserc¸a˜o de fones (em cima a sequeˆncia
original e em baixo a hipote´tica sequeˆncia gerada automaticamente).
pulada, efectuando eliminac¸o˜es, inserc¸o˜es e substituic¸o˜es, tendo por objectivo
conseguir uma sequeˆncia igual a` utilizada para refereˆncia. A sequeˆncia gerada
automaticamente possuia inicialmente um nu´mero de fones um pouco superior
a` refereˆncia. Sempre que se eliminou um fone foi escolhida individualmente e
por intervenc¸a˜o manual a melhor fronteira. As duas situac¸o˜es poss´ıveis nesta
operac¸a˜o ilustram-se na figura 5.15 e sa˜o absorc¸a˜o pelo fone a` esquerda ou ab-
sorc¸a˜o pelo fone a` direita. Na figura 5.15(a) o fone [w] esta´ a mais, erro de
inserc¸a˜o, e sera´ absorvido pela fone imediatamente anterior. No final, apo´s a
absorc¸a˜o, o fone [o ∼] mantera´ a sua fronteira inicial e passara´ a ter como nova
fronteira final a do fone [w] ja´ desaparecido. Para a decisa˜o entre uma ou outra
situac¸a˜o teve-se em conta a durac¸a˜o do fone e a sua probabilidade (que resulta
do ajustamento ao modelo). Para a inserc¸a˜o de fones na sequeˆncia gerada auto-
maticamente, situac¸a˜o que ocorre muito raramente por se terem priveligiado os
erros por inserc¸a˜o, usa-se como refereˆncia a fronteira mais pro´xima a` esquerda
ou a` direita. Na figura 5.16(a) o fone [e] estava em falta na sequeˆncia gerada
automaticamente e e´ inserido alinhado pela fronteira mais pro´xima. A durac¸a˜o
utilizada e´ a me´dia das durac¸o˜es para o fonema em causa encontrada ao longo
da sequeˆncia automa´tica.
Com este processo obtiveram-se duas sequeˆncias fone´ticas ideˆnticas com di-
ferenc¸as apenas ao n´ıvel das marcas temporais de fronteira entre fones. Ana-
lisando as diferenc¸as por fronteira conclui-se que 73.5% esta˜o dentro de um
intervalo de ±10ms, 88.4% esta˜o dentro de um intervalo de ±15ms e 92.6%
esta˜o dentro de um intervalo de ±20ms. Estes u´ltimos resultados sa˜o bastante
interessantes apesar de terem sido obtidos com alguma intervenc¸a˜o manual. No
entanto o procedimento e´ de fa´cil automatizac¸a˜o e sera´ alvo de implementac¸a˜o
num desenvolvimento futuro.
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Cap´ıtulo 6
Concluso˜es e Trabalho
Futuro
Ao longo deste trabalho estudou-se a composic¸a˜o de um sistema de segmentac¸a˜o
automa´tica e os muitos e diversos tipos de paraˆmetros que influenciam o seu
desempenho. Apo´s a investigac¸a˜o de outros trabalhos na a´rea, levou-se a cabo,
inicialmente, um estudo das caracter´ısticas que se podem extrair dos sinais de
fala no sentido da sua identificac¸a˜o.
Os modelos ARMA foram estudados nas va´rias configurac¸o˜es bem como
os algoritmos que levam a` obtenc¸a˜o dos paraˆmetros constituintes. Analisou-
se separadamente e em conjunto a influeˆncia do nu´mero de po´los e de zeros
na capacidade descritiva dos modelos. Concluiu-se que os po´los teˆm uma im-
portaˆncia maior na descric¸a˜o do sinal e que o seu nu´mero devera´ ser superior
a 12. O nu´mero de po´los pode ser sempre aumentado existindo pore´m limites
para a beneficiac¸a˜o dos modelos. Depois de esgotada a capacidade de descric¸a˜o
de sinal a adic¸a˜o de novos po´los pode mesmo levar a resultados menos interes-
santes. Tendo em conta o poder computacional actualmente existente e os cada
vez mais elevados requisitos de qualidade sugere-se que 16 seja o nu´mero mais
adequado e o´ptimo considerando a relac¸a˜o esforc¸o computacional/qualidade.
Os modelos exclusivamente baseados em po´los mostraram-se no entanto in-
suficientes para a caracterizac¸a˜o de alguns sons, nomeadamente e de forma mais
n´ıtida nos sons na˜o-vozeados e em particular nas consoantes nasaladas. Nestas
situac¸o˜es, em consequeˆncia de uma diferente configurac¸a˜o do tracto vocal, e´
bene´fica a introduc¸a˜o de zeros. Nos va´rios ensaios realizados com sons destas
categorias mostra-se que os modelos se revelaram pouco sens´ıveis a` adic¸a˜o de
novos po´los enquanto que, com novos zeros, se obtiveram melhorias significati-
vas. A quantidade de zeros a utilizar merece os mesmos comenta´rios feitos para
os po´los sendo todavia necessa´rios em menor nu´mero. Um modelo com 4 zeros
e 16 po´los mostrou-se bastante adequado a` maioria das situac¸o˜es.
As te´cnicas de ca´lculo dos paraˆmetros dos modelos, zeros e po´los ou coefi-
cientes dos polino´mios do filtro de predic¸a˜o, foram tambe´m analisadas. Para
os po´los os me´todos da autocorrelac¸a˜o e covariaˆncia, amplamente conhecidos,
foram sucintamente abordados. Para os zeros apresentaram-se os me´todos de
Prony e Steiglitz-McBride.
A grande sensibilidade dos coeficientes de predic¸a˜o linear dos modelos ARMA
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levou a que se estuda-se adicionalmente a representac¸a˜o por Line Spectral Fre-
quencies (LSF). Esta te´cnica, baseada na predic¸a˜o linear, gera um conjunto
de paraˆmetros mais robusto que, devido a` sua natureza particular, se encon-
tram distribu´ıdos ao longo do c´ırculo unita´rio. Explorando esta caracter´ıstica e´
poss´ıvel fazer representac¸o˜es bastante claras da evoluc¸a˜o destes coeficientes ao
longo do tempo e analisar facilmente variac¸o˜es no sinal. Em conjunto com es-
pectrogramas e pequenos trechos anotados foram realizados ensaios que validam
as capacidades discriminativas das LSFs.
Outras caracter´ısticas como a taxa de passagens por zero, a energia me´dia
deslizante ou os coeficientes Mel-cepstrais, que sa˜o utilizadas ao longo deste
trabalho, foram tambe´m brevemente expostas.
Apo´s este estudo preparato´rio sobre caracter´ısticas e modelos conceberam-se
dois sistemas de anotac¸a˜o com abordagens distintas.
Na primeira abordagem realiza-se numa fase preparato´ria a extracc¸a˜o de
caracter´ısticas do sinal. Utilizaram-se, em va´rias combinac¸o˜es, a taxa de pas-
sagens por zero, a energia e os coeficientes LSFs acompanhados dos respectivos
paraˆmetros dinaˆmicos, delta e acelerac¸a˜o. As caracter´ısticas representativas do
sinal acu´stico sa˜o depois comparadas de dois modos: comparac¸o˜es sucessivas
e comparac¸o˜es in´ıcio-fim. Estes dois me´todos combinados permitem obter re-
sultados razoa´veis para a segmentac¸a˜o. Quando o sistema e´ utilizado em modo
semi-automa´tico, isto e´, com alguma intervenc¸a˜o humana, os resultados atingem
valores pro´ximos dos 90%.
Quando a sequeˆncia fone´tica e´ desconhecida e na˜o e´ poss´ıvel efectuar ape-
nas o alinhamento fone´tico utilizam-se redes neuronais para a classificac¸a˜o.
Utilizam-se duas redes, uma para segmentos vozeados e outra para segmen-
tos na˜o-vozeados, sendo a escolha realizada essencialmente a partir da ana´lise
da energia e da taxa de passagens por zero. Os resultados obtidos para a clas-
sificac¸a˜o atingiram os 80% para os sons vozeados e os 69% para os sons na˜o
vozeados. Neste ponto, por ser ja´ um pouco desviado da segmentac¸a˜o que
motiva este trabalho, deixou-se algum espac¸o para melhoria. A alterac¸a˜o da
topologia das redes, nu´mero de camadas e nu´mero de neuro´nios por camada,
levara´ provavelmente a resultados melhores.
As te´cnicas baseadas em HMMs constituem a segunda abordagem seguida.
Aqui analisaram-se em pormenor va´rios paraˆmetros e a sua contribuic¸a˜o para o
bom funcionamento do sistema. Estudaram-se a dimensa˜o da janela de ana´lise
e respectivo avanc¸o, a dimensa˜o dos vectores de caracter´ısticas e a sua cons-
tituic¸a˜o, as topologias dos HMMs, o nu´mero de estados por HMM, o nu´mero
de misturas gaussianas por estado, o contexto ou enquadramento acu´stico dos
fones, a dimensa˜o do le´xico fone´tico e finalmente a inclusa˜o de modelos de lingua-
gem. Todos as ana´lises foram efectuadas partindo de uma configurac¸a˜o que se
definiu como padra˜o permitindo assim compreender com clareza a intervenc¸a˜o
de cada varia´vel no desempenho do sistema. Deste estudo chegou-se a duas
configurac¸o˜es distintas, uma mais adaptada a` segmentac¸a˜o e outra ajustada a`
classificac¸a˜o. Os resultados obtidos foram muito bons quando o sistema foi apli-
cado a` base de dados FEUP/IPB. Algumas das situac¸o˜es onde foi assinalado um
erro, tanto na segmentac¸a˜o como na classificac¸a˜o, poderiam estar efectivamente
correctas. O problema e´ explicado e resulta de feno´menos da oralidade onde por
vezes se omitem, juntam ou criam sons. Um mo´dulo ainda extra que permitisse
considerar estes feno´menos poderia ter conduzido a um melhor desempenho. O
facto da base de dados FEUP/IPB possuir apenas um falante reduz a dificul-
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dade das tarefas de segmentac¸a˜o e classificac¸a˜o. Para a base de dados TIMIT os
resultados para a segmentac¸a˜o sa˜o igualmente bons mas um pouco inferiores ao
anunciado por outros autores. Na classificac¸a˜o verifica-se uma situac¸a˜o ideˆntica.
Este corpus esta´ em l´ıngua inglesa e devido a uma menor profundidade de co-
nhecimento desta algumas possibilidades, como por exemplo a grama´tica, na˜o
foram convenientemente exploradas. Os restantes ensaios e resultados manteˆm
toda a sua validade.
O sistema baseado em HMMs utiliza um conjunto de ferramentas de software
de distribuic¸a˜o gratuita que funciona na linha de comandos. Para facilitar a
sua utilizac¸a˜o desenvolveu-se uma aplicac¸a˜o denominada HTKFace que cria um
ambiente de desenvolvimento integrado, com interface gra´fica, que permite criar
e manipular os ficheiros necessa´rios ao sistema de anotac¸a˜o, executar treino e
testes e avaliar o desempenho.
Observando globalmente os resultados das duas abordagens pode chegar-se
a algumas concluso˜es mais sustentadas.
As janelas de menor durac¸a˜o para a ana´lise do sinal e o passo de avanc¸o das
mesmas mais curto favorecem a tarefa de segmentac¸a˜o. Isto faz sentido pois
uma fronteira e´ um feno´meno sem durac¸a˜o e deve ser procurado em intervalos
de menor durac¸a˜o. Ja´ a classificac¸a˜o, devido a` dimensa˜o dos fones, pode ser
realizada a partir de janelas com durac¸o˜es um pouco maiores.
A dimensa˜o e diversidade de caracter´ısticas a utilizar devem ser pondera-
das caso a caso. A quantidade pode ser aumentada ate´ ao limite de descric¸a˜o
poss´ıvel e analisando sempre o esforc¸o computacional requerido. A diversidade
e´ tambe´m favora´vel enquanto as perspectivas que se va˜o adicionando forem di-
ferentes, ou seja, se os paraˆmetros extra na˜o oferecerem um visa˜o do sinal de
um outro prisma na˜o trara˜o qualquer valor acrescentado sendo por isso redun-
dantes. Nas tarefas analisadas utilizaram-se MFCCs e energia que revelaram
ter uma boa capacidade descritiva. Para a segmentac¸a˜o foram ainda conside-
rados os paraˆmetros dinaˆmicos delta e delta-delta respectivos. Na classificac¸a˜o
os paraˆmetros de acelerac¸a˜o na˜o se mostraram ta˜o interessantes sendo sufici-
entes para a distinc¸a˜o entre dois sons fone´ticos os MFCCs acompanhados dos
paraˆmetros dinaˆmicos de primeira ordem. Ja´ na segmentac¸a˜o, uma vez que se
procuram variac¸o˜es no sinal, e´ importante considerar uma ordem superior.
Em relac¸a˜o a` dimensa˜o do inventa´rio fone´tico concluiu-se que a` medida que
esta aumenta os resultados da segmentac¸a˜o melhoram. O inverso se passa com
os resultados da classificac¸a˜o. Um maior nu´mero de hipo´teses de escolha difi-
culta a tarefa de classificac¸a˜o e diminui a probabilidade global de acerto. Na
segmentac¸a˜o, como apenas se procura distinguir a transic¸a˜o de um determinado
fone para outro, e´ favora´vel a utilizac¸a˜o de um le´xico mais alargado.
Por u´ltimo, as grama´ticas e a ana´lise do contexto teˆm um papel importante
na melhoria dos resultados de ambas as tarefas.
Com o trabalho desenvolvido, onde se propo˜em duas soluc¸o˜es distintas para
a etiquetagem de sinais de fala, e com a qualidade do desempenho obtido, bas-
tante bom para a base de dados FEUP/IPB e ligeiramente inferior aos resultados
de outros autores na base de dados TIMIT, considera-se que os objectivos pro-
postos inicialmente foram cumpridos. O trabalho desenvolvido revelou-se um
pouco mais extenso do que o previsto mas devido ao interesse que certos assun-
tos despertaram decidiu-se na˜o prescindir da sua explorac¸a˜o. O percurso um
pouco menos linear que foi seguido permitiu que outros conhecimentos fossem
adquiridos revelando-se compensador no final.
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6.1 Trabalho Futuro
O trabalho realizado deixou espac¸o por melhorias e despertou o desejo de expe-
rimentar outras soluc¸o˜es. Assim, num prazo mais curto pretende-se:
• Explorar e desenvolver modelos de linguagem mais apurados.
• Analisar e apurar os modelos HMM fone a fone procurando uma confi-
gurac¸a˜o optimizada e mais adaptada a`s caracter´ısticas acu´sticas particu-
lares de cada um.
• Explorar outras possibilidades oferecidas pelos HMMs.
• Melhorar a topologia das redes neuronais utilizadas e ensaiar outras pos-
sibilidades.
• Construc¸a˜o de um sistema h´ıbrido baseado em HMMs e redes neuronais
que permita conjugar o melhor de cada te´cnica.
• Desenvolver um mo´dulo de po´s-processamento para melhorar os resultados
da anotac¸a˜o por HMMs.
A mais longo prazo, pretende-se estudar te´cnicas alternativas e construir
um novo sistema de etiquetagem utilizando uma abordagem diferente. A uti-
lizac¸a˜o de Bayesian Networks tem suscitado algum interesse e os resultados
apresentados por alguns autores sa˜o indicadores de um desempenho superior.
Uma outra opc¸a˜o baseada numa abordagem DTW modificada revela-se tambe´m
interessante.
A aplicac¸a˜o das actividades de segmentac¸a˜o e anotac¸a˜o na a´rea de s´ıntese
da fala aponta tambe´m para a preparac¸a˜o de ferramentas adicionais de caracte-
rizac¸a˜o dos segmentos que permita alimentar algoritmos de diversos tipos para
a s´ıntese, tais como os de selecc¸a˜o de unidades.
Apeˆndice A
Divisa˜o e Multiplicac¸a˜o de
Polino´mios por um Bino´mio
A divisa˜o e multiplicac¸a˜o de polino´mios de coeficientes reais por uma ou mais
ra´ızes e´ utilizada frequentemente como ferramento de ca´lculo em va´rios domı´nios
da a´rea do processamento da fala. Faz-se aqui uma pequena revisa˜o dos procedi-
mentos elementares que permitem o seu ca´lculo atrave´s de me´todos adapta´veis
a` implementac¸a˜o em computadores.
Num caso gene´rico, para um polino´mio de grau N com coeficientes reais ai
e uma raiz r, a expressa˜o e´:
N∑
i=0
aix
i = (x− r)
[
a′1 +
N−1∑
i=2
ai + r.ai−1)
]
(A.1)
Para clarificar, considere-se um polino´mio gene´rico de grau 3:
Ax3 +Bx2 + Cx +D (A.2)
Os coeficientes sa˜o valores reais. Procura-se atingir um polino´mio equiva-
lente com a forma:
(x− r)(ax2 + bx+ c) (A.3)
Tem-se uma ra´ız r num primeiro factor e um polino´mio de grau imediata-
mente inferior.
Fazendo a expansa˜o dos termos:
(x− r)(ax2 + bx+ c) = ax3 + bx2 + cx− r.ax2 − r.bx− rc
= ax3 + (b − r.a)x2 + (c− r.b)x− r.c (A.4)
Comparando agora os coeficientes das expresso˜es A.2 e A.4:
a = A
b = B + r.a
c = C + r.b
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Figura A.1: Esquema exemplificativo para o divisa˜o de polino´mios
Ainda um u´ltimo exemplo, frequentemente utilizado para o ca´lculo expedito
e que recorre a uma pequena tabela. o polino´mio sera´ x3− x2 +2x− 2 com um
ra´ız em x = 1. No topo da tabela surgem os coeficientes do polinomios na forma
canonica e mais a esquerda a raiz. O valor do primeiro coeficiente e copiado
para a zona inferior ao passo que os restantes correspondem a soma entre o
coeficente que se encontra acima com a multiplicacao da raiz pela coeficiente
encontrado anteriormente.
A multiplicac¸a˜o de polino´mios baseia-se nas mesmas regras bastando inverter
as igualdades apresentadas.
Apeˆndice B
Determinac¸a˜o dos
Paraˆmetros AR
Os modelos de predic¸a˜o linear baseados apenas em po´los sa˜o extensivamente
utilizados em mu´ltiplas aplicac¸o˜es. Nesta secc¸a˜o sera˜o apresentados os me´todos
de ca´lculo t´ıpicos para a determinac¸a˜o dos paraˆmetros destes modelos.
Considere-se enta˜o a equac¸a˜o gene´rica da predic¸a˜o linear aplicada ao modelo
auto-regressivo.
H(z) =
S(z)
U(z)
=
G
1−
∑p
k=1 akz
−k
=
1
A(z)
(B.1)
Neste caso o modelo fica inteiramente determinado pelos coeficientes ak e
o ganho G. O numerador A(z) e´ designado como filtro de predic¸a˜o inverso.
Centre-se a discussa˜o apenas na determinac¸a˜o dos coeficientes.
De acordo com o exposto, e considerando os coeficientes bl nulos (b0 = 1),
uma qualquer amostra de um sinal de fala pode ser determinada a partir de uma
combinac¸a˜o linear de amostras anteriores e um termo adicional para considerar
a excitac¸a˜o. Assim:
s(n) = a1s(n− 1) + a2s(n− 2) + . . .+ aps(n− p) +G.u(n) (B.2)
Num formato simplificado:
s(n) =
p∑
k=1
aks(n− k) +G.u(n) (B.3)
Ou, no domı´nio Z:
S(z) =
p∑
k=1
aks(z)z
−k +G.U(z) (B.4)
Admitindo que apenas e´ poss´ıvel considerar um nu´mero limitado de amostras
anteriores e que se desconhece por completo o sinal de excitac¸a˜o do sistema,
tem-se como aproximac¸a˜o ao valor real de uma amostra:
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s˜(n) =
p∑
k=1
αks(n− k) (B.5)
A diferenc¸a entre o valor real e o estimado sera´ o erro de predic¸a˜o, resultando
na expressa˜o:
e(n) = s(n)− s˜(n) = s(n)−
p∑
k=1
αks(n− k) (B.6)
Para a determinac¸a˜o dos paraˆmetros do modelo o objectivo sera´ enta˜o en-
contrar os valores de αk que minimizem o erro e(n). Uma vez que a` partida
se desconhece qualquer tipo particular de distribuic¸a˜o de probabilidade para
os paraˆmetros procede-se tradicionalmente ao ca´lculo do erro me´dio quadra´tico
considerando um intervalo limitado de amostras pro´ximas de n. Assim, sendo
sn(m) um sinal constitu´ıdo por amostras na vizinhanc¸a de n, o erro de predic¸a˜o
total En (designado por erro de predic¸a˜o de curta durac¸a˜o ou short-term pre-
diction error), sera´:
En =
∑
m
en
2(m) =
∑
m
[
sn(m)−
p∑
k=1
αksn(m− k)
]2
(B.7)
Atrave´s de derivadas parciais em relac¸a˜o a cada αk e igualando a zero tem-se:
∂En
∂αk
= 0, k = 1, 2, . . . , p (B.8)
Chegando-se a` expressa˜o:
∑
m
sn(m− i)sn(m) =
p∑
k=1
αˆk
p∑
m
sn(m− i)sn(m− k) (B.9)
Observando a equac¸a˜o B.9 surgem o´bvias semelhanc¸as entre os termos e a
func¸a˜o de correlac¸a˜o Φn(i, k) que se apresenta como refereˆncia:
Φn(i, k) =
∑
m
sn(m− i)sn(m− k) (B.10)
Assim, efectuando a substituic¸a˜o de B.10 em B.9 chega-se a` expressa˜o final:
p∑
k=1
αkΦ(i, k) = Φn(i, 0), i = 1, 2, . . . , p (B.11)
A expressa˜o B.11 representa um sistema de p equac¸o˜es com p varia´veis, no
formato de Yule-Walker, que pode ser facilmente resolvido para a determinac¸a˜o
dos coeficientes αk.
Para a resoluc¸a˜o deste sistema de equac¸o˜es sa˜o sugeridos va´rios me´todos com
abordagens mais ou menos eficientes e com mu´ltiplos graus de complexidade
matema´tica.
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B.1 Me´todo da Autocorrelac¸a˜o
O me´todo da auto-correlac¸a˜o e´ tido como a abordagem cla´ssica e e´ o que resulta
de se considerarem as sequeˆncias de sinais sn como obtidas de sinais infinitos
por truncatura.
A equac¸a˜o B.9 pode ser re-escrita efectuando uma substituic¸a˜o pela func¸a˜o
de auto-correlac¸a˜o avaliada em (i− k).
Rn(k) =
N−1−k∑
m=0
sm(m)sn(m+ k) (B.12)
com
Φn(i, k) = Rn(i− k) (B.13)
Assim, e´ poss´ıvel escrever na forma matricial:


R(0) R(1) . . . R(p− 1)
R(1) R(0) . . . R(p− 2)
...
...
...
R(p− 1) R(p− 2) . . . R(0)

 ∗


α1
α2
...
αp

 =


R(1)
R(2)
...
R(p)

 (B.14)
A matriz principal e´ uma matriz de auto-correlac¸o˜es dando portanto o nome
a este me´todo.
O erro de predic¸a˜o vem tambe´m como:
En = Rn(0)−
p∑
k=1
αkRn(k) (B.15)
O problema pode ser resolvido pelo tradicional me´todo de Gauss-Jordanmas,
tendo em conta a simetria da matriz e a igualdade dos elementos da diagonal,
matriz Toeplitz, e´ aconselhado o algoritmo de Levinson-Durbin, computacio-
nalmente eficiente e optimizado para este caso particular. Este algoritmo inici-
almente desenvolvido e apresentado por Levinson em 1947, foi posteriormente
modificado e optimizado por Durbin em 1959 [30], e´ um algoritmo recursivo que
comec¸a com o ca´lculo de um modelo de ordem unita´ria que sera´ sucessivamente
aumentada sendo os novos coeficientes calculados a partir dos do modelo de
menor ordem.
Resumidamente as equac¸o˜es que traduzem o algoritmo apresentam-se:
E(0) = R[0]
ki =
{
R[i]−
∑(i−1)
j=1 ajR[i− j]
}
E(i−j)
, 1 ≤ i ≤ p
a
(i)
i = ki
aj = a
(i−1)
j − kia
(i−1)
i−j , i ≤ j ≤ i− 1
E(i) = (1− k2i )E
(i−1)
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A segunda e u´ltima equac¸o˜es sa˜o resolvidas de modo iterativo com i =
1, 2, . . . , p e o resultado final e´ dado por:
aj = a
(p)
j
O algoritmo de Schur (1917) pode tambe´m ser utilizado em alternativa ao de
Durbin mas com algumas adaptac¸o˜es. Atrave´s de uma te´cnica de processamento
paralelo os tempo de ca´lculo sa˜o quadraticamente reduzidos. Mais pormenores
podem ser encontrados em [64].
B.2 Me´todo da Covariaˆncia
O me´todo da covariaˆncia baseia-se em princ´ıpios semelhante mas deixa de con-
siderar o sinal limitado a um intervalo. As equac¸o˜es conduzem neste caso a uma
sistema ideˆntico mas baseado numa matriz de covariaˆncias, tambe´m sime´trica
mas na˜o Toeplitz.


C(1, 1) C(1, 2) . . . C(1, p)
C(2, 1) C(2, 2) . . . C(2, p)
...
...
...
C(p, 1) C(p, 2) . . . C(p, p)

 ∗


α1
α2
...
αp

 =


C(1, 0)
C(2, 0)
...
C(p, 0)

 (B.16)
Mais uma vez, para o ca´lculo das soluc¸o˜es, pode ser aplicado um algoritmo
optimizado designado por decomposic¸a˜o de Cholesky e que conduz a resulta-
dos mais eficientemente. A utilizac¸a˜o do me´todo da covariaˆncia pode resultar
num nu´mero de equac¸o˜es mais simples, com resultados um pouco diferentes do
me´todo da autocorrelac¸a˜o, mas que, de acordo com [15], conduz a modelos com
melhor desempenho. Existe pore´m a possibilidade de o filtro obtido na˜o ser
esta´vel, situac¸a˜o que na˜o ocorre optando pela autocorrelac¸a˜o. A dificuldade
em ajustar o modelo a` realidade que ocorre deriva dos problemas de condici-
onamento da matriz do sistema que pode facilmente degradar-se. O esforc¸o
computacional dos me´todos apresentados e´, de acordo com [68], sensivelmente
o mesmo.
Apeˆndice C
Tabelas IPA e SAMPA para
o Portugueˆs Europeu
O actual alfabeto fone´tico IPA (International Phonetic Alphabet), evoluc¸a˜o de
sucessivas propostas de Rousselot, Gilie´ron e Straka, e desenvolvido com o ob-
jectivo de ser uma norma internacional possui um conjunto vasto de s´ımbolos
para a representac¸a˜o dos sons na maioria das l´ınguas conhecidas e estudadas.
Os s´ımbolos IPA de dif´ıcil representac¸a˜o num computador levaram ao desen-
volvimento do SAMPA. Este utiliza caracteres internacionais e dispon´ıveis de
forma quase universal nos teclados dos computadores.
Os alfabetos podem ser consultados na sua totalidade nos enderec¸os internet
respectivos.
• IPA: http://www.arts.gla.ac.uk/IPA/index.html
• SAMPA: http://www.phon.ucl.ac.uk/home/sampa/portug.htm
Na tabela apresentam-se apenas os s´ımbolos principais respeitantes ao por-
tugueˆs europeu, 20 consoantes, 14 vogais e 4 semi-vogais.
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# Classificac¸a˜o SAMPA IPA Exemplo
01 Sileˆncio -
02 Oclusivas p p pai
03 b b bar
04 t t tia
05 d d data
06 k k casa
07 g g gato
08 Fricativas f f fe´rias
09 v v vaca
10 s s selo
11 z z azul
12 S S chave
13 Z Z agir
14 Nasais m m meta
15 n n neta
16 J ñ senha
17 L´ıquidas l l lado
18 l∼ ë sal
19 L L folha
20 Vibrantes r r caro
21 R R carro
22 Vogais i i fita
23 e e peˆra
24 E 3 seta
25 a a caro
26 6 5 cama
27 O O corda
28 o o sopa
29 u u muda
30 @  deste
31 i∼ i˜ pinta
32 e∼ e˜ menta
33 6∼ 5˜ manta
34 o∼ o˜ ponta
35 u∼ u˜ mundial
36 Semi-vogais w w pau
37 j j pai
38 w∼ w˜ pa˜o
39 j∼ j˜ ma˜e
Tabela C.1: S´ımbolos IPA e SAMPA para o portugueˆs europeu
Apeˆndice D
Caracter´ısticas da Base de
Dados FEUP/IPB
A base de dados FEUP/IPB, desenvolvida pelo Laborato´rio de Sinais e Sistemas
(LSS) da Universidade do Porto, surge de uma colaborac¸a˜o entre a Faculdade
de Engenharia da Universidade do Porto e a Escola Superior de Tecnologia e
Gesta˜o do Instituto Polite´cnico de Braganc¸a. A principal motivac¸a˜o para a sua
criac¸a˜o foi a inexisteˆncia de uma base de dados de fala de elevada qualidade que
pudesse ser utilizada para o desenvolvimento de sistemas de fala em portugueˆs
europeu.
Algumas das caracter´ısticas desta base de dados foram ja´ apresentadas ao
longo do texto principal deste trabalho, as restantes, ou por serem adjacentes
ao tema ou por motivos de organizac¸a˜o foram reservadas para este anexo. Nos
quadros seguintes apresentam algumas particularidades deste corpus que em
muitas situac¸o˜es, considerando as devidas reservas, podem ser extrapoladas para
a l´ıngua Portuguesa.
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1 2 3 4 5 6 7
p 77 91 50 63 57 74 35
b 38 27 18 30 7 38 8
t 141 117 90 102 89 81 64
d 136 111 84 85 73 128 56
k 89 120 57 79 66 87 31
g 23 42 15 54 10 7 10
f 25 27 15 27 15 12 15
v 30 33 36 34 21 13 20
s 102 116 64 86 69 106 34
z 46 26 27 36 30 17 10
S 113 108 64 50 71 121 40
Z 35 45 43 43 31 15 17
m 62 84 42 47 44 70 20
n 45 56 31 48 30 38 8
J 10 9 11 6 7 4 1
l 52 38 40 38 22 43 38
l* 19 32 22 28 7 0 0
L 13 11 5 6 0 6 1
r 182 141 93 132 123 132 78
R 19 16 11 15 20 11 4
i 141 109 78 112 93 129 79
e 26 77 36 35 21 106 30
E 35 34 35 27 30 31 24
a 87 97 50 99 66 90 54
6 249 201 174 201 195 181 127
O 25 35 18 44 26 5 20
o 43 44 19 39 29 77 15
u 120 124 76 109 72 142 82
@ 45 36 33 24 32 68 24
i∼ 21 10 2 22 13 6 11
e∼ 37 29 25 22 12 28 29
6∼ 73 86 44 46 46 38 18
o∼ 16 26 14 19 13 49 11
u∼ 15 24 8 9 5 12 7
w∼ 3 0 0 0 0 23 10
j∼ 6 0 0 0 0 20 5
w 73 73 37 41 51 15 19
j 61 89 47 59 41 43 26
Σ 2.333 2.344 1.514 1.917 1.537 2.066 1.081
Tabela D.1: Ocorreˆncias de fonemas por cada track da base de dados FEUP/IPB
(Tracks de 1 a 7 de 13).
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X 8 9 10 11 12 13 Total
p 44 98 502 209 11 16 1327
b 22 27 134 95 0 3 447
t 85 204 838 490 24 46 2371
d 93 203 914 554 27 20 2484
k 76 150 691 324 11 52 1833
g 12 27 182 101 9 7 499
f 17 39 165 92 11 5 465
v 24 26 104 97 10 9 457
s 65 135 620 291 23 10 1721
z 36 32 139 78 5 1 483
S 110 162 680 532 14 34 2099
Z 48 18 107 63 1 3 469
m 53 131 591 301 12 21 1478
n 45 85 420 311 18 11 1146
J 7 8 34 24 2 2 125
l 20 101 336 275 14 12 1029
l* 15 0 120 62 0 3 308
L 10 22 26 20 0 1 121
r 154 259 1000 553 29 25 2901
R 6 28 95 76 4 2 307
i 108 266 981 662 31 22 2811
e 33 151 917 441 35 20 1928
E 51 26 192 81 8 4 578
a 111 143 719 383 25 19 1943
6 253 340 1283 950 38 53 4245
O 24 4 46 29 0 0 276
o 36 143 601 347 14 39 1446
u 128 304 1135 647 24 64 3027
@ 52 113 638 321 26 16 1428
i∼ 13 20 84 39 5 4 250
e∼ 24 38 233 149 8 5 639
6∼ 68 77 452 196 10 19 1173
o∼ 20 48 186 106 1 10 519
u∼ 11 12 93 50 2 1 249
w∼ 0 36 161 81 3 3 320
j∼ 0 30 168 77 6 4 316
w 59 36 204 74 3 3 688
j 73 44 234 117 6 10 850
Σ 2.006 3.586 16.025 9.298 470 579 44.756
Tabela D.2: Ocorreˆncias de fonemas por cada track da base de dados FEUP/IPB
(Tracks de 8 a 13 de 13 e Totais).
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p b t d k g f v s z S Z m n J
p 0 0 0 0 0 0 0 0 0 3 0 0 2 0 0
b 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0
t 0 0 0 1 0 0 1 1 4 1 12 0 5 0 0
d 0 0 0 1 0 0 6 1 4 2 4 2 1 0 1
k 0 0 0 0 0 0 1 0 9 0 1 1 2 7 1
g 0 0 0 0 0 0 0 0 1 0 1 0 0 4 0
f 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0
v 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0
s 1 0 0 0 0 0 2 1 1 1 1 1 1 3 0
z 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0
S 0 0 1 0 0 0 2 0 10 0 1 1 2 1 0
Z 0 0 0 1 0 0 0 3 0 0 2 0 9 5 0
m 0 0 0 0 0 0 0 0 1 0 2 0 0 1 0
n 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0
J 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
l 0 0 0 0 0 0 0 2 0 0 0 1 0 0 0
l* 0 0 0 0 0 0 2 2 1 0 6 0 3 0 0
L 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0
r 0 0 0 0 0 0 1 1 16 1 3 1 1 3 0
R 0 0 0 0 0 0 0 2 1 2 1 0 0 0 0
i 0 0 0 0 2 0 1 9 19 9 8 4 21 6 1
e 0 0 0 0 0 0 0 2 5 1 10 4 10 5 0
E 0 0 0 0 0 0 0 0 14 0 6 1 1 2 0
a 0 0 0 0 0 0 0 6 7 7 4 1 3 3 0
6 0 0 1 0 0 0 6 9 24 5 31 17 9 7 3
O 0 0 0 0 0 0 2 3 3 1 1 1 6 1 0
o 0 0 0 0 0 0 0 2 1 1 0 1 0 0 1
u 0 0 0 0 0 0 7 3 8 2 21 7 25 4 2
@ 0 0 0 0 0 0 0 5 3 0 2 2 1 4 0
i∼ 0 0 0 0 0 0 0 2 1 0 0 2 0 0 0
e∼ 0 0 1 0 0 0 4 3 6 0 1 0 0 0 0
6∼ 0 0 1 0 0 0 0 0 1 0 0 2 0 0 0
o∼ 1 0 0 0 0 0 1 0 0 0 1 1 1 0 0
u∼ 0 0 0 0 0 0 1 0 1 2 2 0 1 2 0
w∼ 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
j∼ 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
w 0 0 0 0 0 0 2 0 4 0 8 0 3 6 0
j 0 0 0 0 0 0 1 0 3 3 17 9 2 0 0
X 2 0 2 0 2 0 2 0 9 0 1 0 2 2 0
XX 8 0 5 0 13 0 4 1 8 0 1 1 4 4 0
! 137 43 189 171 160 66 0 0 0 0 0 0 0 0 0
Tabela D.3: Ocorreˆncias de alguns difones na base de dados FEUP/IPB para
os tracks 1 e 2.
Apeˆndice E
S´ımbolos Utilizados
Para a anotac¸a˜o do corpus FEUP/IPB utilizou-se um conjunto de 41 fonemas a
que correspondeu o mesmo nu´mero de modelos HMM no sistema baseado nesta
te´cnica. Este conjunto apresenta-se na tabela E.1.
Para considerar outras possibilidades este conjunto foi alargado para 47 fo-
nemas. Este novo conjunto apresenta-se na tabela E.2.
Para a anotac¸a˜o da base de dados TIMIT utilizaram-se 48 fonemas da to-
talidade dos 61 dispon´ıveis. A reduc¸a˜o obedeceu ao procedimento utilizado por
Lee [46] e os dois conjuntos mostram-se na tabela E.3.
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# Classificac¸a˜o SAMPA FEUP/IPB
01 Oclusivas p p
02 t t
03 t t
04 b b
05 d d
06 g g
07 Fricativas f f
08 v v
09 s s
10 z z
11 S sm
12 Z zm
13 Nasais m m
14 n n
15 J jm
16 L´ıquidas l l
17 l∼ l
18 L lm
19 Vibrantes r r
20 R rm
21 Vogais i i
22 e e
23 E em
24 a a
25 6 sx
26 O om
27 o o
28 u u
29 @ at
30 i∼ i
31 e∼ e
32 6∼ sx
33 o∼ o
34 u∼ u
35 Semi-vogais w w
36 j j
37 w∼ w
38 j∼ j
39 Sileˆncio - sil
40 Aspirac¸a˜o asp
41 Oclusa˜o ocl
Tabela E.1: Conjunto base de HMMs para a base de dados FEUP/IPB
Conjunto base de modelos HMM considerados para a base de dados
FEUP/IPB e sons SAMPA correspondentes.
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# Classificac¸a˜o SAMPA FEUP/IPB
01 Oclusivas p p
02 t t
03 t t
04 b b
05 d d
06 g g
07 Fricativas f f
08 v v
09 s s
10 z z
11 S sm
12 Z zm
13 Nasais m m
14 n n
15 J jm
16 L´ıquidas l l
17 l∼ l
18 L lm
19 Vibrantes r r
20 R rm
21 Vogais i i
22 e e
23 E em
24 a a
25 6 sx
26 O om
27 o o
28 u u
29 @ at
30 i∼ i
31 e∼ e
32 6∼ sx
33 o∼ o
34 u∼ u
35 Semi-vogais w w
36 j j
37 w∼ w
38 j∼ j
39 Sileˆncio - sil
40 Aspirac¸a˜o asp
41..46 Oclusa˜o oclp, oclt, oclk, oclb, ocld, oclg
47 Pausa sp
Tabela E.2: Conjunto alargado de HMMs para a base de dados FEUP/IPB
Conjunto alargado de modelos HMM considerados para a base de dados
FEUP/IPB e sons SAMPA correspondentes
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# TIMIT Lee # TIMIT Lee
01 p p 32 b b
02 t t 33 d d
03 k k 34 g g
04 pcl cl 35 bcl vcl
05 tcl cl 36 dcl vcl
06 kcl cl 37 gcl vcl
07 dx dx 38 q
08 m m 39 em m
09 n n 40 en en
10 ng ng 41 eng ng
11 nx n 42 sh sh
12 s s 43 zh zh
13 z z 44 jh jh
14 ch ch 45 dh dh
15 th th 46 v v
16 f f 47 el el
17 l l 48 w w
18 r r 49 h# sil
19 y y 50 epi epi
20 pau sil 51 hv hh
21 hh hh 52 ih ih
22 eh eh 53 ae ae
23 ao ao 54 ah ah
24 aa aa 55 uh uh
25 uw uw 56 ux uw
26 er er 57 oy oy
27 ay ay 58 iy iy
28 ey ey 59 ow ow
29 aw aw 60 axr er
30 ax ax 61 ax-h ah
31 ix ix
Tabela E.3: Conjunto de HMMs para a base de dados TIMIT
Conjunto de modelos HMM considerados para a segmentac¸a˜o da base de
dados TIMIT.
Apeˆndice F
Acro´nimos e Abreviaturas
ANN - Artificial Neural Networks
AR - Auto-Regressive
ARMA - Auto-Regressive Moving Average
CD - Compact Disc
DARPA - Defense Advanced Research Projects
DCT - Discrete Cosine Transform
DTW - Dynamic Time Warping
FEUP - Faculdade de Engenharia da Universidade do Porto
FFT - Fast Fourier Transform
FIR - Finite Impulse Response
HMM - Hidden Markov Model
IIR - Infinite Impulse Response
IPB - Instituto Polite´cnico de Braganc¸a
KLT - Karhunen-Loeve Transformation
LPC - Linear Predictive Coding
LSF - Line Spectral Frequencies
LSP - Line Spectrum Pairs
MA - Moving Average
MAP - Maximum A posteriori Probability
MFCC - Mel Frequency Cepstral Coeficients
MIT - Massaschusetts Institute of Technology
MLP - Multi Layer Perceptron
MLR - Maximum Likelihood Ratio
NIST - National Institute of Standards and Technology
OGI - Oregon Graduate Institute
PCA - Principal Component Analysis
PLP - Perceptual Linear Prediction
PSOLA - Pitch Syncronous Overlap and Add
RMS - Root Mean Square
SRI - Stanford Research Institute
TI - Texas Instruments
ToBI - Tone and Break Indices
WER - Word Error Rate
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