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Abstract—Consider a team of mobile agents monitoring large
areas, e.g. in the ocean or the atmosphere, with limited sensing
resources. Only the leader transmits information to other
agents, and the leader has a role to monitor battery levels
of all other agents. Every now and then, the leader commands
all other agents to move toward or away from the leader
with speeds proportional to their battery levels. The leader
then simultaneously estimates the battery levels of all other
agents from measurements of the relative distances between the
leader and other agents. We propose a nonlinear system model
that integrates a particle motion model and a dynamic battery
model that has demonstrated high accuracy in battery capacity
prediction. The extended Kalman filter (EKF) is applied to this
nonlinear model to estimate the battery level of each agent.
We improve the EKF so that, in addition to gain optimization
embedded in the EKF, the motions of agents are controlled to
minimize estimation error. Simulation results are presented to
demonstrate effectiveness of the proposed method.
I. INTRODUCTION
In mobile sensor networks, each sensor is a mobile robot
(agent) that is able to reconfigure the structure of the
network [1], [2], [3], [4]. Consider a team of mobile agents
monitoring large areas, e.g. in the ocean or the atmosphere,
with limited sensing resources. To build a map of the area
where the team explores, a human operator at the base camp
needs to collect the sensor data from the agents. However,
transmitting sensor data may cost significant amount of
energy and may not even be desirable from a security point-
of-view. As such, we investigate a scenario in which only
one agent (the leader) is transmitting the data. We assume
that every agent is equipped with a data storage device large
enough to store collected sensor data during the exploration.
The sensor data stored at each agent can be delivered to the
human operator after all agents get back to the base camp.
This scenario reflects current practice in ocean sampling [5].
Due to the requirement for mobility, most mobile sensor
networks are powered by batteries. Until now, the majority
of batteries used are electrochemical batteries. The human
operator of the sensor network needs to monitor battery
levels of all agents not to lose control of any exhausted agent.
One way to achieve this is to let the the leader to play a role
to monitor battery levels of all other agents (followers).
Many battery models have been developed with varying
degrees of complexity. Analytical battery models are abstract
models that are derived by simplifying physical models us-
ing mathematical analytic methods. Simple empirical equa-
tions or stochastic methods are used to model battery behav-
iors [6], [7], [8], [9]. Authors of [6] developed a dynamic
battery model based on the Rakhmatov-Vrudhula-Wallach
(RVW) model in [10]. The RVW model has been shown
to agree with experimental results and has demonstrated
high accuracy in battery capacity prediction and battery life
estimation [10]. The dynamic battery model is input-output
equivalent to the RVW model when the number of state
variables goes to infinity.
A key idea for cyber-physical systems research is to co-
design different controlling mechanisms to balance perfor-
mance in both physical systems and computing systems
[6]. To estimate battery levels of followers that are under
communication constraints, a simple coordinated motion
is developed assuming that each agent is a particle that
obey first order kinematics. Every now and then, the leader
commands other agents to move toward or away from the
leader with speeds proportional to their battery levels. Note
that a triggering signal (1 bit) emitted from the leader is
enough to initiate the movements. The leader then simul-
taneously estimates battery levels of all other agents from
measurements of the relative distances between itself and
other agents1.
We propose a nonlinear system model that integrates the
agent motion model and the dynamic battery model [6].
Based on this nonlinear model, the leader computes the
extended Kalman filter (EKF) to estimate the battery level
of every follower. We further improve the EKF so that, in
addition to gain optimization embedded in the EKF, the
motions of agents are controlled to minimize estimation
error. We follow a co-design approach for cyber-physical
systems where the motion of an agent and battery level es-
timation algorithms are jointly designed. Simulation results
are presented to demonstrate effectiveness of the proposed
method.
This paper is organized as follows: Section II formulates
the problem. Section III introduces the nonlinear system
model that integrates the particle motion model and the dy-
namic battery model. Battery level estimation is discussed in
Section IV. In addition, Section V demonstrates simulation
results, and Section VI provides conclusions.
1Once an exhausted agent is detected, the leader transmits a signal to
the human operator at the base camp so that the operator recognizes the
situation.
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Consider a team of agents (agent 1,..., agent n) where
a leader (agent 1) has a role to monitor battery levels of
followers (agent 2,..., agent n). Suppose that agent 1 is the
leader. Only agent 1 is capable of transmitting information to
other agents. To estimate the battery level of agent i (∀i 6= 1)
which is under communication constraints, we allow agent
1 to control motions of other agents. Every now and then,
agent 1 commands other agents to move toward or away
from agent 1 with speeds proportional to their battery levels.
Agent 1 then simultaneously estimates the battery levels of
all other agents from measurements of the relative distances
between itself and other agents.
We suppose that the leader is equipped with range sensors
to measure the relative distances to other agents. Since all
real range sensors have finite range, let the maximal distance
at which two agents can be separated and still sense each
other be given by ∆. To estimate the battery level of agent i
(∀i 6= 1) based on the relative motion, we need the following
assumption:
(A1) Every agent, other than agent 1, has an unique identi-
fier to be distinguishable by agent 1. All agents are
within the maximum sensing range ∆ of agent 1,
and line of sight from agent 1 to any other agent is
guaranteed.
In assumption (A1), line of sight from agent 1 to agent i
should be guaranteed, since agent 1 uses range sensors to
detect agent i.
III. NONLINEAR SYSTEM MODEL
A. Particle Motion Model
This subsection presents a particle motion model for the
coordinated motion.
Agent 1 initiates the motion by sending a triggering signal
to agent i for all i 6= 1. After receiving the signal, agent i
first stops. Then, agent i begins to move away from agent 1
with the speed kcΓi where kc is a positive constant, and
Γi denotes the battery level (remaining concentration of
electrolyte) of agent i. The discrete-time control law that
makes agent i move away from agent 1 is
si,k+1 = si,k − kcΓi,kε(s1,k − si,k), (1)
where si,k denotes the state (position) of agent i at the kth
sampling in the discrete-time system, and Γi,k is the battery
level of agent i at the kth sampling. Furthermore, ε 1 is
related to the sample period of the discrete-time system.
Keep in mind that agent 1 is equipped with range sensors
with limited sensing abilities. Thus, once the distance be-
tween agent 1 and agent i reaches the maximum sensing
range (∆ − ε2 where ε2  ∆), then agent i begins to
move toward agent 1 with the speed kcΓi. The discrete-
time control law that makes agent i move toward agent 1
is
si,k+1 = si,k + kcΓi,kε(s1,k − si,k). (2)
While agent i moves toward agent 1, it must not collide
with agent 1. Thus, once the distance between agent 1 and
agent i is smaller than a certain threshold (ε2  ∆), then
(1) is applied again.
Fig. 1 illustrates states (positions) of agent 1 and agent i
(i ∈ {2, ..., n}). In this figure, si denotes the state of agent
i. Bidirectional arrow shows the feasible position of agent i





Figure 1. States (positions) of agent 1 and agent i (i ∈ {2, ..., n}). In
this figure, si denotes the state of agent i. Bidirectional arrow shows the
feasible position of agent i under the switching control.
B. System Modeling Incorporated with the Dynamic Battery
Model
We present the nonlinear system model, which integrates
the particle motion model and the dynamic battery model in
[6]. To obtain the relation between the loss of battery level
and the movement of each agent, the following assumption
is required:
(A2) Discharge current of agent i at time step k is propor-
tional to the speed of the agent at time step k.
Let Ii,k denote the discharge current of agent i at time step
k. Recall that the speed of agent i at time step k is kcΓi,k.
Using assumption (A2), we get
Ii,k = gkcΓi,k, (3)
where g > 0 is a constant.
To simplify the analysis, we use only two state vari-
ables in the dynamic battery model (See [6] for details of
the dynamic battery model). Define the state variables for
agent i as xi,k = [x0i,k, x
1
i,k]
T where xi,0 = [0, 0]T . Let
C = [1, 1]1×2. Then the output yi,k = Cxi,k represents the
normalized remaining concentration of electrolyte for agent
i. As time goes on, yi,k increases from 0 to 1. We get the
system model as
xi,k+1 = xi,k + ε(Axi,k +BIi,k),
yi,k = Cxi,k,
xi,0 = [0, 0]T , (4)
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where








xi,k = [x0i,k, x
1
i,k]
T . As yi,k increases from 0 to 1, the
battery level decreases from Γ∗i to 0 where Γ
∗
i is an initial
concentration of electrolyte for agent i. Thus, we obtain the
equation for Γi,k as follows:
Γi,k = Γ∗i (1− yi,k) = Γ∗i (1− Cxi,k). (5)
Let’s consider the system model when agent i moves away
from agent 1 with the speed proportional to Γi,k. Since agent
i can not transfer Γi,k to agent 1, agent 1 needs to estimate
Γi,k based on the relative distance between itself and agent
i.
Let di denote the relative displacement between agent 1
and agent i. Due to noise in the estimation, we get
di,k+1 = di,k + ε(kcΓi,k) + vk (6)
where vk is a zero mean Gaussian noise. Further, di,k
denotes di at the kth sampling.
Using (6) and (5), we obtain
di,k+1 = di,k + ε(kcΓ∗i (1− Cxi,k)) + vk. (7)
If we set k = 0 in (7), we get
di,1 = di,0 + ε(kcΓ∗i ) + v0, (8)
since xi,0 = [0, 0]T .
Note that we need to estimate an initial concentration of
electrolyte Γ∗i , since v0 is unknown in (8). Using (3), (4),
(5), and (7), we get




di,k+1 = di,k + ε(kcΓ∗i,k − kcΓ∗i,kCxi,k) + vk,
(9)




T and qk = [wTk , 0, vk]
T , we can express (9)
as
Xk+1 = F1(Xk) + qk, (10)
where qk is a gaussian noise with zero mean and the
covariance matrix Qk.
Since di,k can be measured, we have
Yk = HXk + rk, (11)
where H1×4 = [0, 0, 0, 1], and rk is a gaussian noise with
zero mean and the covariance matrix Rk. In the case where
agent i moves away from agent 1, (10) and (11) are state
equation and measurement equation respectively.
Consider the system model when agent i moves toward
agent 1 with the speed proportional to Γi,k. In this case, we
need to change kc in (6) to −kc. Then the state equation (9)
changes to




di,k+1 = di,k + ε(−kcΓ∗i,k + kcΓ∗i,kCxi,k) + vk.
(12)
We can express (12) as
Xk+1 = F2(Xk) + qk, (13)
which is only slightly different from (10). We use (11) as
the measurement equation for this case.
IV. BATTERY LEVEL ESTIMATION
A. Extended Kalman Filter
Since system models (10) and (13) are nonlinear systems,
the extended Kalman Filter (EKF) can be applied to estimate
Xk based on the measurement equation (11). Once Xk is
estimated, we can obtain the battery level of agent i using
(5).





Note that x̂i,0 = [0, 0]T is known.
In the case where agent i moves away from agent 1,
(10) and (11) are state equation and measurement equation
respectively. Let µk be the estimate of Xk. The EKF is
applied to update µk and Pk at each step k.
µ−k+1 = F1(µk). (15)
Let F1,k =
∂F1(x)










Update µk+1 which is the estimate of Xk+1.
µk+1 = µ−k+1 +Kk+1(Yk+1 −Hµ−k+1). (18)
Finally, update the covariance matrix.
Pk+1 = ((F1,kPkFT1,k +Qk)
−1 +HTR−1k+1H)
−1. (19)
Since µk+1, and Pk+1 are derived in (18) and (19) respec-
tively, we can iterate equations from (15) to (19).
Next, consider the system where agent i moves toward
agent 1. Let F2,k =
∂F2(x)
∂x |x=µk . F1 and F1,k in (15), (16),
and (19) are replaced by F2 and F2,k respectively to obtain
the system where agent i moves toward agent 1.
Keep in mind that the transition of the EKF occurs at
the moment when the relative distance between agent 1 and
agent i at time step k, di,k, satisfies di,k ≤ ε2 or di,k ≥
∆− ε2.
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B. Adjusting Motions of Agents to Minimize Estimation
Error
We improve the EKF so that, in addition to gain opti-
mization embedded in the EKF, the motions of agents are
controlled to minimize estimation error. At every N steps
under the EKF, agent 1 adjusts the speed gain of agent i, kc,
to minimize the error covariance predicted N steps forward
in time.
Consider the system where agent i moves away from
agent 1. A naive method to predict forward in time is
to iterate equations from (15) to (19). Note that while
predicting forward in time, we can not use measurement
updates. Therefore, by setting H = 0 in EKF equations






P̄s+1 = F̄1,sP̄sF̄T1,s + Q̄s, (20)
where predicted variables are denoted by a bar, and the index
s is used to indicate prediction steps. Note that µ̄0 = µk and
that P̄0 = Pk where k denotes the current time step in the
EKF.
Similarly, for the system where agent i moves toward






P̄s+1 = F̄2,sP̄sF̄T2,s + Q̄s. (21)
To find an adaptive gain, say k∗c , that minimizes the error
covariance predicted N steps forward in time, we suppose
that kc is parameterized finitely, i.e., kc ∈ {k1, k2, ..., kM}2.
To find k∗c , we iterate equations (20) or (21) N times
while changing kc from k1 to kM . In other words, brute
force search is applied to find the adaptive gain k∗c ∈
{k1, k2, ..., kM}.
Let d̄i,s = Hµ̄s denote predicted relative distance be-
tween agent 1 and agent i. Keep in mind that at the moment
when d̄i,s ≤ ε2 or d̄i,s ≥ ∆−ε2 during the prediction within
N steps, the propagation of error covariance must change,
since (21) and (20) are for the systems where agent i moves
toward agent 1 and away from agent 1 respectively.
Once the adaptive gain k∗c ∈ {k1, k2, ..., kM} is found
using brute force search, then agent 1 updates kc to k∗c . At
the same time, agent 1 transmits k∗c to agent i so that the
speed of agent i changes to k∗cΓi.
2Parametrization of input can be found in literature on nonlinear model
predictive control [11], [12].
C. Implementation Issues
Prediction process to obtain k∗c must be done in real-time,
which implies that the overall prediction process is done
within a single sampling period. However, as M increases,
it takes longer to obtain k∗c using brute force search.
Note that iterating (20) or (21) N times while setting kc as
km1 is independent of iterating (20) or (21) while setting kc
as km2 (∀m2 6= m1). This implies that the prediction process
to find k∗c in {k1, k2, ..., kM} can be performed in a parallel
manner if M different computing devices are utilized [13].
Suppose that agent 1 is equipped with M processing
devices. Then each processing device, say procm (1 ≤ m ≤
M ), performs the prediction N steps forward in time while
setting kc as km.
Comparing predicted error covariances P̄N obtained us-
ing M different processing devices, we can find k∗c that
minimizes the error covariance predicted N steps forward
in time.
V. SIMULATION RESULTS
The EKF using fixed kc is compared with the EKF
using adaptive kc in MATLAB simulations. In [6], [10], the
physical parameters of a battery were chosen as α = 40375
and λ = 0.04. These parameters are used in MATLAB
simulations, since the nonlinear system model in our paper
integrates the battery model in [6], [10]. The positive gain
g in (3) is set to be 100. To estimate the battery level of
agent i at each step k, (5) is applied to the states that are
estimated using the EKF.
Fig. 2 shows the EKF by fixing kc as 50. Estimated battery
level is shown in red, and true battery level is shown in blue.
Initially, the difference between estimated battery level and
true battery level is 1.5. However, after running the EKF
within 17 time steps, estimated battery level converges to
true battery level.
Figure 2. The EKF using fixed kc.
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Fig. 3 shows the EKF by adjusting the gain kc in kcΓi.
At every 5 steps under the EKF, agent 1 adjusts kc to
minimize the error covariance predicted 5 steps forward
in time. kc is parameterized as kc ∈ {1, 1.1, 1.2, ..., 100}.
Initially, the difference between estimated battery level and
true battery level is 1.5. However, after running the EKF
within 6 time steps, estimated battery level converges to
true battery level. Observe that, using adaptive kc, estimated
battery level converges to true battery level faster than the
case where fixed gain is used. In other words, time efficiency
of the EKF increases using adaptive gain.
Figure 3. The EKF using adaptive kc.
Fig. 2 shows that estimated battery level converges to true
battery level after true battery level decreases by almost 0.8
from the initial battery level. In contrast, Fig. 3 shows that
estimated battery level converges to true battery level after
true battery level decreases by almost 0.2 from the initial
battery level. This implies that using adaptive gain in the
EKF decreases the power consumption required for battery
level estimation.
VI. CONCLUSIONS
We introduce the nonlinear system model that integrates
the particle motion model and the dynamic battery model.
Then the EKF is applied to the nonlinear system model
to estimate the battery level of every agent. Battery level
estimation is presented as an example where a co-design for
cyber-physical systems is achieved by integrating motion,
battery model, and communication.
In our paper, the leader estimates the battery level of every
follower by observing the motion of the follower. However,
in the real application scenario, the leader’s role may be just
to check if there is an exhausted agent. In this scenario, an
exhausted agent may make a sound (or stop movements) so
that it is detected by the leader. Once the leader detects an
exhausted agent, the leader transmits a signal to the human
operator at the base camp so that the operator recognizes
the situation.
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