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Abstract
In this paper, three new classes of generalized monotone operators are introduced: the relaxed µ pseudomonotone operator,
relaxed µ quasimonotone operator and densely relaxed pseudomonotone operator. The relations between these three classes and
the relations between them and some other well known classes of generalized monotone operators are discussed in detail. Various
existence results for variational inequalities in normed spaces are derived. The results generalize some known results.
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1. Introduction
Let X be a normed space with norm ‖ · ‖ and dual space X∗. The pairing between X and X∗ is denoted by 〈·, ·〉.
Let K be a nonempty convex subset of X , and let T : K → X∗ be a nonlinear operator. The variational inequality
problem is to find x ∈ K such that
〈T (x), y − x〉 ≥ 0, ∀y ∈ K . (1.1)
Variational inequality theory plays an important role in many fields, such as optimal control, mechanics, economics,
transportation equilibrium, engineering sciences, etc. Because of its wide applicability, variational inequality has
become an important area of investigation in the past several decades, and has been extensively studied both in finite-
dimensional and in infinite-dimensional spaces (see, e.g., [1–8] and the references therein). An important part of
research focuses on the existence of solutions to variational inequality. The most basic result is due to Hartman
and Stampacchia [4], which states that if X is a finite dimensional space, K is a nonempty convex and compact
subset, and T is a continuous operator, then the variational inequality problem has a solution. When K is not
compact, or X is infinite dimensional, certain monotonicity properties are required to guarantee the existence of
solutions. Furthermore, several important generalizations of monotonicity have been proposed in recent decades, such
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as pseudomonotonicity, quasimonotonicity, relaxed monotonicity, semimonotonicity, relaxed η−α monotonicity, etc.;
see for example [1,5–15] and references therein.
Note that the variational inequality with the function T : R → R defined by T (x) = −x has a solution x = 0.
However, it is easy to check that T (x) = −x is not monotone on R, and is neither pseudomonotone nor quasimonotone
on R. But it is relaxed monotone on R. Hence further generalizations of the above monotonicity concepts are needed
in order to establish the corresponding existence results for variational inequalities.
In this paper, we will introduce new concepts of relaxed µ pseudomonotone operators, relaxed µ quasimonotone
operators and densely relaxed µ pseudomonotone operators. The relations between them and the relations between
one of them and pseudomonotone operators, relaxed monotone operators and quasimonotone operators are discussed
in detail. We also show that relaxed µ pseudomonotonicity and relaxed µ quasimonotonicity coincide under a very
weak condition. Using the KKM technique, we establish existence results for the variational inequality problem (1.1)
in normed spaces involving densely relaxed µ pseudomonotone operators and relaxed µ quasimonotone operators,
respectively. Our results generalize some corresponding results in [8,9,15].
2. Generalized monotone operators
Let us introduce the following definition:
Definition 2.1. An operator T : K → X∗ is said to be
(i) relaxed µ pseudomonotone at x ∈ K if there exists a constant µ > 0 such that for each y ∈ K
〈T (x), y − x〉 ≥ 0 H⇒ 〈T (y), y − x〉 ≥ −µ‖y − x‖2;
We say that T is relaxed µ pseudomonotone on K if T is relaxed µ pseudomonotone for every x ∈ K ;
(ii) relaxed µ quasimonotone at x ∈ K if there exists a constant µ > 0 such that for each y ∈ K
〈T (x), y − x〉 > 0 H⇒ 〈T (y), y − x〉 ≥ −µ‖y − x‖2;
We say that T is relaxed µ quasimonotone on K if T is relaxed µ quasimonotone for every x ∈ K .
We will show that relaxed µ pseudomonotonicity is a real generalization of pseudomonotonicity and relaxed
monotonicity.
Definition 2.2 ([10]). An operator T : K → X∗ is said to be
(i) pseudomonotone at x ∈ K if for each y ∈ K
〈T (x), y − x〉 ≥ 0 H⇒ 〈T (y), y − x〉 ≥ 0;
if T is pseudomonotone for every x ∈ K , we say that T is pseudomonotone on K ;
(ii) quasimonotone at x ∈ K if for each y ∈ K
〈T (x), y − x〉 > 0 H⇒ 〈T (y), y − x〉 ≥ 0;
if T is quasimonotone for every x ∈ K , we say that T is quasimonotone on K .
Definition 2.3 ([3]). An operator T : K → X∗ is said to be relaxed monotone on K if there exists a constant µ > 0
such that
〈T (y)− T (x), y − x〉 ≥ −µ‖y − x‖2, ∀y, x ∈ K .
Recall that T : K → X∗ is said to be monotone on K if
〈T (y)− T (x), y − x〉 ≥ 0, ∀y, x ∈ K .
By our definitions, we can see that monotonicity implies relaxed monotonicity.
Remark 2.1. It is easy to check (by our definitions) that a pseudomonotone operator is relaxed µ pseudomonotone,
and a relaxed monotone operator is relaxed µ pseudomonotone. However, the converses are not true in general.
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Example 2.1. The function T : [0,+∞)→ R defined by
T (x) =
{
x2 − 2, if x ≥ √3− 1,
−2x, if 0 ≤ x < √3− 1,
is relaxed µ pseudomonotone on [0,+∞) with µ = 2, but not peudomonotone on [0,+∞), i.e., T (x) is not
pseudomonotone at x = 0.
Example 2.2. The function T : (−∞, 0) → (0,+∞) defined by T (x) = x2 is relaxed µ pseudomonotone, but not
relaxed monotone on (−∞, 0), since for all δ > 0, there exist x0 < 0 and y0 < 0 with x0 + y0 < −δ < 0 such that
〈T (y0)− T (x0), y0 − x0〉 < −δ‖y0 − x0‖2.
So T is not relaxed monotone on (−∞, 0).
Example 2.3. The function T : R → R defined by T (x) = x2 is quasimonotone on R, but not pseudomonotone on
R, since T is not pseudomonotone at x = 0. Also, T is not relaxed µ pseudomonotone on R.
Example 2.4. The function T : R → R defined by T (x) = −x is relaxed µ pseudomonotone on R with µ = 1, but
neither pseudomonotone nor quasimonotone on R.
Remark 2.2. (i) It can be concluded from the above examples that relaxed µ pseudomonotonicity is a real
generalization of pseudomonotonicity and relaxed monotonicity, and is different from quasimonotonicity.
(ii) It is easy to check by Definitions 2.1 and 2.2 that a quasimonotone operator is a relaxedµ quasimonotone operator.
However, the converse is not true in general, which is shown by the following example.
Example 2.5. The function T : R → [−1, 1] defined by T (x) = sin x is not quasimonotone on R. However, T is
relaxed µ quasimonotone on R with µ = 1. In fact,
| sin y − sin x | =
∣∣∣∣2 cos y + x2 sin y − x2
∣∣∣∣
≤ 2
∣∣∣∣sin y − x2
∣∣∣∣
≤ 2
∣∣∣∣ y − x2
∣∣∣∣
= |y − x |.
So if
〈sin x, y − x〉 > 0,
then
〈sin y, y − x〉 = 〈sin y − sin x + sin x, y − x〉
= 〈sin y − sin x, y − x〉 + 〈sin x, y − x〉
> 〈sin y − sin x, y − x〉
≥ −| sin y − sin x | · |y − x |
≥ −|y − x |2.
This implies that T is relaxed µ quasimonotone.
Let K be a convex set in X and K0 a subset of K . Recall [15] that K0 is segment-dense in K if for each x ∈ K
there exists x0 ∈ K0 such that x is a cluster point of the set [x, x0] ∩ K0. Now we introduce a concept of densely
relaxed µ pseudomonotone operator as follows:
Definition 2.4. T : K → X∗ is said to be densely relaxed µ pseudomonotone on K if there exists a segment-dense
subset K0 ⊆ K such that T is relaxed µ pseudomonotone at every point of K0.
M.-R. Bai et al. / Computers and Mathematics with Applications 53 (2007) 910–917 913
If T is pseudomonotone at every point of K0, then T is said to be densely pseudomonotone on K , as defined by
Luc [15]. By the relation between pseudomonotonicity and relaxed µ pseudomonotonicity, we can see that if T is
densely pseudomonotone on K , then T is densely relaxed µ pseudomonotone on K .
Note that a continuous function on K which is relaxed µ pseudomonotone on a segment-dense subset of K is not
necessarily relaxed µ pseudomonotone on K . For instance, the function T : (−∞, 2)→ R defined by
T (x) =
{
x2, if x ≤ 1,
−x + 2, if 1 < x < 2,
is relaxed µ pseudomonotone with µ = 1 on (−∞, 0) ∪ (0, 2), but it is not relaxed µ pseudomonotone on K , where
K = (−∞, 2).
Remark 2.3. From the above definitions and examples, we have the following implications (and the inverse of every
implication is not true), see Fig. 1.
Fig. 1. Relations between different kinds of generalized monotonicity.
Relaxed µ pseudomonotonicity implies relaxed µ quasimonotonicity, which is easy to check immediately from
Definition 2.1. Next, we will show that relaxed µ pseudomonotonicity and relaxed µ quasimonotonicity coincide
under a very mild condition. Recall that T : K → X∗ is said to be hemicontinuous if its restriction to line segments
of K is continuous with respect to the weak∗ topology of X∗.
Lemma 2.1. Assume that T is hemicontinuous and relaxed µ is quasimonotone on K . Then for every x, y ∈ K with
〈T (y), x − y〉 ≥ 0 one has either
〈T (x), x − y〉 ≥ −µ‖x − y‖2 or 〈T (y), z − y〉 ≤ 0, for all z ∈ K .
Proof. It is sufficient to prove that if for some z ∈ K such that 〈T (y), z− y〉 > 0, then 〈T (x), x − y〉 ≥ −µ‖x − y‖2.
Indeed, in this case, we set
xt = t z + (1− t)x, for 0 < t ≤ 1.
Then
〈T (y), xt − y〉 = (1− t)〈T (y), x − y〉 + t〈T (y), z − y〉
> 0.
Since T is relaxed µ quasimonotone, this implies that
〈T (xt ), xt − y〉 ≥ −µ‖xt − y‖2.
Now, letting t → 0, by hemicontinuity of T , we have
〈T (x), x − y〉 ≥ −µ‖x − y‖2.
This completes the proof. 
Denote
K⊥ = {ξ ∈ X∗ : 〈ξ, x − y〉 = 0,∀x, y ∈ K },
T (K ) = {T (x) : x ∈ K }.
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Definition 2.5 ([15]). We say that x0 ∈ K is a positive point of T : K → X∗ on K if for every x ∈ K one has either
T (x) ∈ K⊥ or there exists y ∈ K such that 〈T (x), y − x0〉 > 0. The set of all positive points of T on K is denoted
by KT .
Now we give the following proposition.
Proposition 2.1. Assume that T is hemicontinuous and relaxed µ quasimonotone on K , and T (K ) ∩ K⊥ = ∅. Then
T is relaxed µ pseudomonotone at every positive point.
Proof. Let x ∈ KT , y be any point of K with 〈T (x), y − x〉 ≥ 0. According to Lemma 2.1, we have either
〈T (y), y − x〉 ≥ −µ‖x − y‖2 or 〈T (x), z − x〉 ≤ 0, for all z ∈ K . (2.1)
To complete the proof we only need to show that the latter inequality is impossible. In fact, since x is a positive point
and T (x) 6∈ K⊥, there exists z ∈ K such that
〈T (x), z − x〉 > 0,
which shows that the second inequality of (2.1) is impossible. Thus
〈T (y), y − x〉 ≥ −µ‖x − y‖2,
and the proof is completed. 
Remark 2.4. Lemma 2.1 and Proposition 2.1 generalize Hadjisavvas and Schaible’s result [9, Lemma 3.1] and
Luc’s result [15, Proposition 3.2] from the case of quasimonotone operators to the more general case of relaxed µ
quasimonotone operators, respectively.
3. Existence results for variational inequality problems
In this section, we discuss the existence of solutions to the variational inequality problem (1.1).
We recall that a set-valued mapping G : K → 2X is said to be a KKM mapping if for any {x1, . . . , xn} ⊂ K ,
co{x1, . . . , xn} ⊂⋃ni=1 G(xi ), where co{x1, . . . , xn} denotes the convex hull of x1, . . . , xn . The following lemma can
be obtained directly from [16, Lemma 1], and will be needed in the sequel.
Lemma 3.1. Assume that K is a nonempty compact convex subset of a Hausdorff topological vector space X. Let
K0 ⊆ K be nonempty and G : K0 → 2K a KKM mapping. If G(x) is closed in X for each x in K0, then⋂
x∈K0
G(x) 6= ∅.
Now we can consider the following problem of finding x ∈ K such that
〈T (y), y − x〉 ≥ −µ‖y − x‖2, ∀y ∈ K . (3.1)
We denote by Ω∗ and Ωd the solutions sets of problem (1.1) and problem (3.1), respectively. Now we give the
relationships between problems (1.1) and (3.1).
Lemma 3.2. Assume that K is a nonempty closed convex subset of a normed space X. If T : K → X∗ is
hemicontinuous, then Ωd ⊂ Ω∗. In addition, if T is relaxed µ pseudomonotone, then Ωd = Ω∗.
Proof. Let x ∈ Ωd . For any y ∈ K , let
xt = t y + (1− t)x, t ∈ (0, 1].
Then xt ∈ K and
〈T (xt ), xt − x〉 = t〈T (xt ), y − x〉. (3.2)
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Moreover, by (3.1), we have
〈T (xt ), xt − x〉 ≥ −µ‖xt − x‖2
= −µ‖t (y − x)‖2
= −µt2‖y − x‖2. (3.3)
It follows from (3.2) and (3.3) that
〈T (xt ), y − x〉 ≥ −µt‖y − x‖2, ∀y ∈ K . (3.4)
Letting t → 0, by hemicontinuity of T , we get
〈T (x), y − x〉 ≥ 0, ∀y ∈ K ,
which means x ∈ Ω∗.
In addition, if T is relaxed µ pseudomonotone, we will show that Ωd = Ω∗. Suppose x ∈ Ω∗; then
〈T (x), y − x〉 ≥ 0, ∀y ∈ K .
Since T is relaxed µ pseudomonotone, we have
〈T (y), y − x〉 ≥ −µ‖y − x‖2, ∀y ∈ K ,
which means x ∈ Ωd . So Ωd = Ω∗. 
Theorem 3.1. Assume that the following conditions hold:
(1) K is a convex compact subset of a normed space X;
(2) T is hemicontinuous, densely relaxed µ pseudomonotone on K .
Then problem (1.1) has a solution.
Proof. Let K0 be the subset mentioned in the definition of the densely relaxed µ pseudomonotone function T . Define
two set-valued mappings F and G from K0 to K as follows: for y ∈ K0,
F(y) = {x ∈ K : 〈T x, y − x〉 ≥ 0}, (3.5)
G(y) = {x ∈ K : 〈T y, y − x〉 ≥ −µ‖y − x‖2}. (3.6)
Obviously, F(y) and G(y) are nonempty for every y ∈ K0. We claim that F is a KKM mapping, otherwise, there
exist {y1, . . . , yn} ⊂ K0 and ti ≥ 0, i = 1, 2, . . . , n, such that
n∑
i=1
ti = 1, y0 =
n∑
i=1
ti yi 6∈
n⋃
i=1
F(yi ).
By the definition of F , we have
〈T y0, yi − y0〉 < 0,
for i = 1, . . . , n. It follows that
〈T y0, y0 − y0〉 =
〈
T y0,
n∑
i=1
ti yi − y0
〉
≤
n∑
i=1
ti 〈T y0, yi − y0〉 < 0,
which contradicts
〈T y0, y0 − y0〉 = 0.
This implies that F is a KKM mapping.
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Now we prove that
F(y) ⊂ G(y), ∀y ∈ K0.
For any given y ∈ K0, let x ∈ F(y), then
〈T x, y − x〉 ≥ 0.
Since T is relaxed µ pseudomonotone on K0, we have
〈T y, y − x〉 ≥ −µ‖y − x‖2,
which shows that x ∈ G(y) and so
F(y) ⊂ G(y), ∀y ∈ K0. (3.7)
This implies that G is also a KKM mapping.
Next, we prove that G(y) is closed for each y ∈ K0. Indeed, if xn ∈ G(y), n = 1, 2, . . . , and xn → x (n →∞),
then by xn ∈ G(y)
〈T y, y − xn〉 ≥ −µ‖y − xn‖2,
i.e.,
〈T y, y − x〉 + 〈T y, x − xn〉 ≥ −µ‖y − xn‖2. (3.8)
Letting n →∞ in (3.8), we get
〈T y, y − x〉 ≥ −µ‖y − x‖2,
which means x ∈ G(y). So G(y) is closed for each y ∈ K0.
It follows from Lemma 3.1 that⋂
y∈K0
G(y) 6= ∅.
In the next step, we prove that⋂
y∈K0
G(y) =
⋂
y∈K
G(y). (3.9)
Since K0 ⊂ K , it is obvious that⋂
y∈K0
G(y) ⊇
⋂
y∈K
G(y).
For the converse inclusion, let x∗ ∈⋂y∈K0 G(y). This means that
〈T y, y − x∗〉 ≥ −µ‖y − x∗‖2, ∀y ∈ K0.
Since K0 is segment-dense in K and T is hemicontinuous on K , the latter relation holds true for every y ∈ K . This
means that x∗ ∈⋂y∈K G(y), and equality (3.9) is established. So⋂
y∈K
G(y) 6= ∅.
According to Lemma 3.2, each x∗ ∈ ⋂y∈K G(y) is a solution to problem (1.1), and hence the proof is completed.

Remark 3.1. Theorem 3.1 extends Theorem 4.3 in [15] to the more general case where T is densely relaxed µ
pseudomonotone.
Below, we derive a useful consequences for problem (1.1) over unbounded sets.
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Corollary 3.1. Assume that K is a locally compact, convex unbounded set in a normed space and T is hemicontinuous
and densely relaxed µ pseudomonotone on K . Then the following condition is sufficient for the problem (1.1) to
possess a solution: for every sequence {xn} ⊆ K with lim ‖xn‖ = +∞,
(H) There are n0 > 0 and y ∈ K with ‖y‖ < ‖xn0‖ such that 〈T (xn0), xn0 − y〉 ≥ 0.
Proof. This can be proved by Theorem 3.1 and the same argument as that given for Corollary 4.5 in [15]. 
Theorem 3.2. Assume that the following conditions hold:
(1) K is a convex compact subset of a normed space X;
(2) T is hemicontinuous and relaxed µ quasimonotone on K ;
(3) KT is segment-dense in K .
Then the problem (1.1) has a solution.
Proof. If, for some x0 ∈ K , T (x0) ∈ K⊥, then this x0 is a solution to the problem (1.1). Therefore, we may assume
that T (K ) ∩ K⊥ = ∅. By Proposition 2.1, T is relaxed µ pseudomonotone at every point of KT . It remains to apply
Theorem 3.1 to complete the proof. 
Remark 3.2. Theorem 3.2 generalizes Luc’s result [15, Corollary 4.4] from the case of quasimonotone operators to
the more general case of relaxed µ quasimonotone operators.
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