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1. Introduction. 
The work presented in this thesis deals with regional climate models (RCMs) and 
numerous aspects of their quality and uncertainty due to their set up. Even though the thesis 
deals with RCMs for climate projections purposes, several of the issues discussed are also 
relevant for limited area models in day to day weather forecasting. 
Climate is generally defined as the long-term average of daily weather and the 
frequency at which different weather appears. Because of the internal dynamics of the climate 
system a long period is necessary to capture the existence of different weather regimes. 
Furthermore, the earth’s climate evolves in time under the influence of external forcings (i.e. 
volcanic eruptions, solar variations, human-induced changes in atmospheric composition). At 
the moment the earth experience an increase in the atmospheric green house gases due to 
human-induced pollution and thereby possibly changes in climate. 
Regarding a possible change in global mean temperature between late 20th and 21th 
century, the best estimate for a low emission scenario of green house gases is an increase of 
1.8°C (likely range 1.1°C to 2.9°C), while the best estimate for a high emission scenario is an 
increase of 4.0°C (likely range 2.4°C to 6.4°C) (IPCC, 2007). Similar regional estimates for 
Norway suggest an increase in temperature between 2.3°C and 4.6°C at the end of this 
century. The largest increase is expected during winter and in the northern parts of Norway. 
Also an increase between 5% and 30% in precipitation is expected for the same time period 
(Hansen-Bauer et al., 2009). 
The findings mentioned are just a glimpse of different estimates of potential climate 
change in the future. It is important to recognize that all such estimates are associated with 
uncertainty. Presented for all (possible) scenarios of future climate change, a natural question 
to ask is “how are these climate change estimates constructed?” and “how certain are they?” 
These are simple questions that demands complex answers. The complex story on the 
construction of climate change estimates are documented in the IPCC reports (i.e. IPCC, 2007) 
and only a short version is given here, while parts of the certainty questions are discussed in 
the thesis.  
The most common way to create climate projections is based on a climate model 
approach and scenarios for future emissions of green house gases. The emission scenarios are 
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used as input to General Circulation Models (GCMs) or Earth System Models (ESMs, if bio-
geochemical processes are included on-line). In GCMs (and ESMs) the physical laws 
describing the climate are modelled mathematically. However, the full descriptions of the 
relevant physical processes are computational expensive. With respect to available computer 
resources (central processing units and storage capacity) GCMs can only be employed on a 
quite coarse horizontal and vertical resolution (i.e. the physical processes can only be 
described as an average over a certain area or grid box). In the 4th Assessment Report (IPCC, 
2007), the horizontal resolution of the atmospheric components in the global models was 
typically on the order of 150-300km. This is a source of errors in (regional) climate 
simulations. Additionally the lack of regional details makes the GCM output inappropriate for 
many impact studies that require regional details. 
Several methods or techniques have therefore been developed to add fine scale features 
to the GCM results needed in impact studies. These methods are called downscaling. The 
different techniques in use are; variable resolution GCMs, global time slices simulations with 
an atmosphere GCM and statistical and dynamical downscaling.  
GCMs with stretched grids employ finer resolution for the area of interest than for the 
rest of the earth. The advantages of stretched-grid GCMs are that they do not require any 
lateral boundary conditions/forcing and are free of the associated computational problems (i.e. 
Fox-Rabinoviz et al., 2006).  
In time slice experiments, the atmospheric component of a GCM is run without the full 
coupled ocean component of the model. The sea surface boundary conditions are based on 
observations in the historical run, while the same data are perturbed for the projection runs. 
Without the ocean component and simulations only of slices of time, higher resolution of the 
atmospheric model become affordable (see i.e. IPCC, 2007) 
In statistical downscaling a relationship between large-scale variables as predictors (i.e. 
mean sea level pressure) and local variables as predictands (i.e. temperature and precipitation) 
is created and assumed constant under climate change. Statistical methods can in principle use 
both global and regional model results as input (see i.e. IPCC, 2007). 
Dynamical downscaling is a widely applied approach for high resolution climate 
prediction. In dynamical downscaling a RCM is employed on a limited area of interest. A 
limited area for the RCM implies that higher horizontal and vertical resolution is affordable. In 
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the 3th Assessement Report from IPCC (2001), the horizontal resolutions of the atmosphere 
part of the GCM employed were 250-300km. This increased with a factor of 1.5-2 to the 4th 
Assessement Report (IPCC, 2007). In the latter report most regional climate models where 
employed with approximately 50km resolution although some climate simulations were 
performed on much finer resolution. In other words the RCMs clearly increase the resolution 
compared to GCMs. This increased resolution is a potential source for better description of the 
climate system by better resolving the dynamics of the system and better description of surface 
forcings (i.e. topography, land-sea and vegetation contrasts). However, there are issues 
regarding the nesting strategy of the RCMs and the choice of integration domains. These 
issues are discussed further in this thesis. 
In many assessment studies there are a further need for even finer resolution than 
provided by RCMs. Removal of regional systematic errors (bias correction) in the RCM 
output may also be desirable. Several geostatistical approaches are therefore applied for 
further refinements of the RCM output (i.e. Engen-Skaugen et al, 2007, Hageman et al., 2011). 
A challenging task for these bias corrections are to couple observed present day climate with 
one or more realizations of present day climate from (regional) climate model(s). 
As described above, the generation of climate change estimates based on a model 
approach constitutes of a sequence of methods/models employed on different scales. All steps 
in the cascade add uncertainty to the estimates of future climate change. Rowell (2006) 
describes four different sources of uncertainty; (1) The uncertainty due to emission rate 
scenarios, (2) the uncertainty due to GCM formulations, (3) the uncertainty due to the RCM 
formulations and set up, and (4) the uncertainty due to internal variability in the climate 
system. Rowell (2006) and Déqué et al. (2007) studied the relative importance of the different 
sources of uncertainty for seasonal means of temperature and precipitation. They found that 
the major source of uncertainty is connected with the choice of GCM. For temperature the 
uncertainty of the RCM formulation and setup is comparable to the uncertainty connected to 
internal variability but slightly smaller than that associated with the emission scenario. For 
precipitation the GCM still plays the major role, but now the RCM add more uncertainty than 
the emission scenarios. However, Déqué et al. (2007) emphasize that other sources of 
uncertainty may play an important role and that the discussion done is only valid for the 
current state of the art models. Räisänen (2001) compared the results from 15 GCMs and 
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concluded that model differences create larger uncertainty than that from internal variability of 
each model. A general discussion on the different aspects of uncertainty in climate modeling 
can be found in Foley (2010). 
One way to quantify these different sources of uncertainty in regional climate 
projections is to employ ensemble techniques, i.e. perform a range of model calculations with 
different prescribed emission rates, different GCMs, different RCMs and simulations with 
different initial states. Such an approach will give a consensus estimate for future climate 
change (i.e. (weighted) ensemble mean) and an associated estimate of uncertainties and other 
possible outcomes. 
The thesis is in the following organized as follows. In chapter 2, a short introduction to 
RCMs, how they differ from regional weather forecast models and methods for validation of 
RCMs is given. In chapter 3 issues concerning the use of RCMs are discussed, while chapter 4 
summarizes the papers included in the thesis. These papers are in the following referred to as 
paper 1 (Køltzow, 2007), paper 2 (Køltzow et al., 2008) and paper 3 (Køltzow et al., 2011). 
Finally, some concluding remarks are drawn in chapter 5. 
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2. Regional models.  
The main purpose of a regional model or a limited area model (LAM) is to provide 
added value when forced (i.e. at the lateral and surface boundaries) by a GCM (or some other 
coarse resolution data set) to the latter regarding more detailed description of small scale 
features of weather and climate. 
In the following we describe the use of regional climate models (RCMs). However, a 
brief introduction to similarities and differences between RCMs and LAMs for Numerical 
Weather Prediction (NWP) is given in the next section. A RCM is in principal similar to a 
GCM, but only applied for a limited area with open lateral boundaries. While a GCM most 
commonly constitutes both atmosphere and ocean coupled together, the most common 
approach in RCMs is purely an atmospheric or ocean model. However, examples exist of 
global atmosphere (ocean) models only and of coupled RCMs (i.e. Döscher et al., 2002, Rinke 
et al., 2003). Since the RCM is applied for shorter time periods and at a limited spatial area 
compared to GCMs, better horizontal and vertical resolution is affordable and therefore more 
detailed simulations are possible. 
With increased (horizontal) resolution there are three major sources for a better 
description of fine scale motions: (1) improved description of ground surface structures and 
contrasts, (2) more explicit description of nonlinear dependencies in the dynamics and (3) a 
better description of hydrodynamic instabilities (Denis et al., 2002). 
Downscaling global projection data by employing RCMs with higher resolution has 
become common procedure in recent years (IPCC, 2001 and 2007). A review of the RCM 
concept can be found in Rummukainen (2010). Laprise et al. (2008) summarized the original 
views on the RCM concept, and their validity, in 4 tenets concerning the nesting strategy (i.e. 
not the quality of the RCM itself). Based on own experiments and based on others work they 
confirmed that (1) RCMs do generate small scale features (even without strong surface 
forcing) absent in the driving data and (2) that these small scales features for mid-latitudes 
have the appropriate amplitudes and climate statistics. However, for the full spin-up of small 
scale features a rather large domain are required and especially in the upper troposphere. 
Furthermore, they argued for the partial failure of (3) the development of fine scales features 
with correct geographical location for a specific time. An exception to this failure was possible 
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seen for very short time scales when the small scales were present in the initial conditions. The 
failure of tenet (3) has little impact for climate projection purposes since it do not alter the 
climate statistics, but large implications in weather prediction. Due to internal variability of 
the RCM they also argued for the failure of a fourth tenet (4): “RCM generated small scales 
are uniquely defined for a given set of lateral boundary conditions”. 
As described above, the main purpose of RCMs are to add realistic small scale features 
to their driving data. An extended view is that in addition to the positive impact on small scale 
features, the RCM could also have a positive impact on the large scale circulation and 
improving this as well. This is also discussed by Laprise et al. (2008) as a possible fifth tenet 
with alternative wordings: The large scales are (5a) unaffected, (5b) improved or (5c) 
degraded within the RCM domain. The wording of such a tenet is still up for debate (Laprise 
et al. 2008). For practical purposes (5a) is mostly true for small integration domains, while 
(5b) and (5c) means that the lateral boundaries should put less constrains on the large scale 
circulation in the interior of the RCM domain. The latter is probably not a desirable effect if 
the purpose is to downscale re-analysis for better small scale information. However, since 
GCMs do contain errors in their large scales tenet 5b might be a desirable feature especially 
since the large scales may be a prerequisite for regional features (Simmons, 2006, Diaconescu 
et al., 2007). In paper 2 and in Veljovic et al. (2010) the idea of also improving the large scales 
was supported. Veljovic et al. (2010) suggest that in addition to better resolution in RCMs, an 
improved physical description in the RCM compared to the GCM can contribute to 
improvement of the large scales of the driving data. 
Several issues concerning the nesting process was called for further investigations by 
Laprise et al. (2008) and several of them are included in the discussion in chapter 3. 
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3. Differences and similarities between 
regional models for the purpose of weather 
forcasting and for the purpose of climate 
predictions.  
So far in this thesis no attempt has been made to distinguish between LAMs for the 
purpose of numerical weather prediction and for the purpose of regional climate downscaling. 
There are many similarities, but also some important differences.  Here we briefly outline 
some of the differences before discussing RCMs only in the rest of the thesis. 
The problem of weather forecasting can mainly be described as an initial value 
problem, while the climate prediction problem can be described as a boundary value problem. 
In weather forecasting the objective is to give an estimate of the weather for a given place and 
time together with its uncertainty and probabilities for other outcomes. In climate projections 
the objective is to give estimates of the statistics of weather and the frequency for different 
weather events. However, global and regional numerical models are used for both cases.  
In weather forecasts the most important sources of error is found in the initial state 
uncertainty and in the model formulation. Most regional NWP models therefore employ 
systems for assimilating observational data to estimate the initial state and reduce the initial 
state uncertainty. In addition, a proper assimilation system will ensure that fine scale structures 
are present from the integration start. Due to the (partial) failure of tenet 3 described in the 
previous section an ensemble approach should be included in designing a proper weather 
forecasting system to take into account the initial uncertainty. However, some LAMs are also 
used in a pure downscaling mode in the forecast context, but then with a smaller resolution 
jump between the regional model and the driving data compared to common use by RCMs. 
In climate projections the results are sensitive to the natural and anthropogenic forcing 
(i.e. a change in the CO2 content of the atmosphere) and model formulation. Additional, both 
in weather forecasting and for climate simulations the set up and nesting of the regional model 
may be reflected in the quality of the simulations. To deal with internal variability in the 
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system also an ensemble approach is needed to calculate climate statistics for a time-
dependent change in external forcing. Another possibility to overcome the internal variability 
problem is to perform averaging over a very long time period (even though this can be 
problematic under a changing climate). 
Furthermore, the relevant processes differs on which time scales they operate, i.e. the 
need for information about deep ocean processes is not necessary for a 2-day weather forecast, 
but is of critical importance in climate projections. The different demands on the accuracy of 
the description of the physical processes may also be noticed. A small systematic drift is 
negligible for day-to-day forecasts as the model get a new initialization for each model run. 
However, such artificial systematic drifts will eventually ruin a climate prediction simulation. 
While NWP models always need to be ready as fast as possible to be used by duty 
forecasters and others, RCM simulations do not experience a similar demand. 
State of the art limited area NWP models are today employed with resolutions of 1-
10km, which is finer than in most RCMs (i.e 10km and coarser). This difference reflects the 
length of the simulations needed and differences in the requirements for a limited NWP 
compared with a RCM.  
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4. Validation and verification methods of 
RCMs. 
As described above the objective for limited area models for weather forecasting and 
climate predictions differs and therefore also the verification and validation methods 
employed. Here only validation of RCMs is discussed (for an introduction to weather forecast 
verification see Joliffe and Stephenson (2003)). 
One step in the validation of atmospheric downscaling with RCMs is the performing of 
Perfect Boundary Experiments (PBEs) (e.g. Christensen et al., 1997; Rinke et al., 1999). When 
GCM-data are downscaled with a RCM, systematic and random errors imposed at the lateral 
boundary and at the ocean surface are unavoidable due to the imperfections inherent in any 
GCM. In PBEs the RCM is driven with analysed atmospheric fields at the lateral boundaries 
and similar for the ocean surface. Hence, a PBE is a demanding test of the quality of the RCM 
with regard to downscaling, as the results can be compared directly with observed climate data 
over the specific time-period. 
However, as advocated by Denis et al. (2002), regular atmospheric climate 
observations often lack the spatial and temporal resolutions needed for adequate validation of 
the fine scale features calculated by the RCM. Fields from very-high resolution data 
assimilation are contaminated by inaccuracies of the assimilation method and errors in the 
model used for the purpose. Finally, PBEs does not differ between errors originating from the 
RCM itself and from the downscaling technique. Denis et al. (2002) therefore suggested a new 
type of PBE which are fully based on models. This is nick-named the Big Brother experiments 
(BBEs) and enables evaluation of nesting strategies for dynamical downscaling. First a 
reference climate from a simulation is established as a pure model product using the resolution 
intended for use when downscaling GCM data. This simulation is called the Big Brother (BB). 
The BB simulation can also be established by using a large integration domain (but not global) 
and if this is the case it is occasionally in the literature called poor-man BBE. In the method 
proposed by Denis et al., (2002) and used in later experiments (Denis et al., 2003; Antic et al., 
2004; Herceg et al., 2006; Diaconescu et al., 2007, Leduc and Laprise, 2009, Leduc et al., 
2011) data from the BB are then degraded towards the common resolution used in the 
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atmospheric components of the global climate models (GCM) by simply removing, or filtering 
off, the smaller scales. The resulting filtered fields are then used as lateral boundary data to 
drive an RCM (called the Little Brother, LB) which is integrated using the same resolution as 
the BB, in a subarea of the BB domain. The climate statistics of the LB is validated by 
comparing with the unfiltered BB data in the LB domain. Differences between the two 
statistics can then unambiguously be attributed to errors associated with the dynamical 
downscaling technique, and not to model errors or observational limitations 
Independent of experimental set up it is necessary to compare the RCM output, the 
driving data and some observational data to assess the quality and added value by the RCM. A 
comparison, i.e. by eye, of maps of precipitation or near surface temperature from a GCM and 
a RCM will probably reveal small scale details in the RCM, apparently quite realistic, not 
present in the GCM. However, this is not sufficient evidence that the RCM really add value to 
its driving data. Such fine structures are often smoothed in the time averaged fields with 
reduced differences between the driving data and the RCM. Given this, a comparison of the 
area mean skill of the GCM and the RCM against observations will not necessarily prove 
added value by the RCM. One exception is regions with strong local forcing (see i.e. all three 
papers of this thesis). Furthermore, the added value is more likely to be associated with a 
better frequency distribution, and reflecting more intense and localized weather events 
(Laprise, 2008). It is therefore argued that it is a pressing need to expand on existing tools to 
identify and extract the added value of RCMs (Laprise et al., 2008). This is similar to the need 
to show added value by high resolution LAMs in NWP. 
Along these lines Di Luca et al. (2010) elaborated on the concept of Potential Added 
Value (PAV). The PAV explore a necessary (but not sufficient) condition for RCMs to 
produce added value, namely, that small scales features (not present in the driving data) are 
present in the RCM results. They showed that for precipitation (and their specific integration 
domain) this is true, but PAV is much higher for short temporal scales, higher in the warm 
season (compared to the cold season) and enhanced in regions of complex topography. Their 
results also suggest that PAV varies between RCMs (model formulation and set up). The 
added value at smaller scales was further studied by Feser (2006) who applied an isotropic 
digital spatial filter to evaluate LAM results separately at different scales and found a 
significant added value for temperature on regional scales. Kanamitsu and Dehaan (2011) 
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have suggested a somewhat complementary approach by defining an Added Value Index 
(AVI) as the area in the probability density function where the regional model skill is greater 
than that of the driving data. This was done to show that RCMs contain added value which 
often may be masked out when only examine area mean skill. 
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5. RCMs and added value. 
There are a range of different ways RCMs can be employed; (i) forced by re-analysis 
(i.e. PBE, hindcasts), (ii) forced by GCMs for today’s climate (i.e. as a reference for a climate 
projection), (iii) forced by GCMs for future climate and (iv) for sensitivity studies (i.e. study 
the importance of different parameterization schemes). 
Most producers of RCM simulations compare their historical simulations with 
observations (either point based or gridded) and/or re-analysis to validate the RCM abilities in 
climate simulations. However, the actually added value by the RCM compared to the driving 
data is not well explored yet, but some results are reported in recent years (i.e. Prommel, 2010, 
Winterfeldt and Weisse, 2009, Feser et al., 2011). Feser et al. (2011) summarize some of these 
studies and conclude that in the presence of local forcing the RCMs do add value.  
The results by Feser et al. (2011) suggest that spectral nudging (see chapter 3) give the 
highest added value. However, many of the mentioned investigations make use of measures 
not adequate for climate modeling purposes and more suitable for weather forecasting 
verification or high resolution hindcasts (i.e. they use measures that penalize deviation in 
time). In a climate modeling view it is the climate statistics (i.e. mean value and frequency 
distribution) that are of importance. 
Furthermore, most added value experiments employs re-analysis as driving data with 
the implication that the large scales of the driving data are “perfect” and thereby penalizing 
deviations from this in comparison with observations and favors nesting strategy methods that 
ensure a large scale similarity between the RCM and the driving data (i.e. spectral nudging, 
frequent re-initializations and/or small integration domains). This is reasonable for hindcast 
simulations but does it necessarily be best practice for the production of future climate 
projections with more or less imperfect driving data from a GCM?  It should therefore be 
noticed that the above conclusions are valid for “perfect” large-scale forcing data (re-analysis) 
and are necessarily not valid for imperfect GCM climate predictions. 
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6. Issues concerning the use of nested limited 
area models for climate downscaling.  
Many studies support the basic assumption of dynamical downscaling, that RCMs only 
fed by large scale data produce realistic fine scale features (i.e. Køltzow et al. 2008, Denis et 
al., 2002, Laprise et al., 2008). Some studies also support the extended idea of also improving 
the large scale fields, even if this is rarely reported (i.e. Mesinger et al., 2002, paper 2, 
Veljovic et al., 2010). In addition, there are studies that report on added value by the RCMs as 
described in the previous chapter. Despite this, there are several issues connected to the RCM 
nesting and set up that need further investigation. 
Denis et al. (2002) discussed 9 such issues originally discussed by Warner et al. (1997) 
for NWP and Giorgi and Mearns (1999) for RCMs . These issues are briefly outlined (below) 
and discussed in view of scientific achievements the last decade. The main emphases are on 
the specific subjects which constitute the main part of this thesis. More details can be found in 
Denis et al. (2002), Laprise et al. (2008), Rummukainen (2010).  
Issue 1. Numerical nesting: mathematical formulation and 
nesting. 
There are several approaches on how to force the RCM with global data when doing 
dynamical downscaling. Which method you use may depend on your goals for the regional 
model output.  
The traditional approach is to force the RCM with large scale variables at the lateral 
boundaries and prescribed sea surface variables from the global data. This approach is also 
common in NWP. The objective is clear; “Air masses should flow into and out of the regional 
model as if it still formed part of a global air-mass” (MacDonald, 1997). However, no well-
posed treatment of the lateral boundaries when applying the primitive equations exists (that is 
a unique solution which depends continuously on the boundary conditions) and pragmatic 
approached has been developed. Some completely over-specify the fields and filter out the 
generated noise while others try to be “fairly well posed” (MacDonald, 1997). 
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Many models make use of the flow relaxation formulation by Davies (1976) (i.e. 6 out 
of 8 RCMs compared in the study by Rinke et al., 2006). Here the regional model variables are 
relaxed toward the driving data in a relaxation zone at the lateral boundaries. At the outermost 
boundary an over-specification is done, but the generated errors are damped in the relaxation 
zone to minimize the effect on the interior solution. The width of the zone and weighting 
function may differ between model set ups. See i.e. MacDonald (1997) for a review on lateral 
boundary conditions. The met.no HIRHAM version used in all three papers in this thesis, 
make use of the flow relaxation formulation (Davies, 1976) with some modification. A cosine 
relaxation function is applied through the relaxation zone and a cubic interpolation is applied 
in time. 
Spectral nudging is another approach, which differ from the classical nesting at the 
lateral boundaries by also prescribing the forcing in the interior of the domain on the largest 
spatial scales. By doing this the large scale stays close to the driving data and only small scales 
are free to develop. However, it can be argued that this can create inconsistency and dampen 
potential feedbacks between scales.  
Kida (1991) introduced the spectral nudging technique for regional climate simulations 
and demonstrated the potential of the method. The concept was further elaborated by von 
Storch et al. (2000) who demonstrated that the large scales stayed close to the driving data 
while fine scale structures were allowed to develop. They also warned about the use of the 
method when dynamical aspects are addressed or when a significant two-way coupling is 
expected to take place (i.e. the life cycle of a hurricane). 
Later, several studies have been published on the topic. Migues-Macho et al. (2004) 
showed less sensitivity to domain size and location for precipitation amounts and patterns 
when the regional model employed spectral nudging on the large scales. Alexandru et al. 
(2009) performed a series of experiments during a single summer season varying the vertical 
profile and intensity of the spectral nudging (from no spectral large scale nudging to strong 
large scale nudging). The results indicate on the one hand, a reduction of internal variability 
(more constraints by the large scales of the driving data), less dependency on the domain size, 
and improvement of geopotential height time means (again an effect of more constraints by 
the re-analysis used as large scale driving data). On the other hand the spectral nudging also 
showed a tendency to reduce precipitation maxima. Colin et al. (2010) investigated the effect 
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of spectral nudging on precipitation extremes and did not find that this systematically 
degraded the representation of the climate model's extremes. Furthermore, a positive impact 
on a T2m bias was found.  
The results from spectral nudging experiments are mostly positive (i.e. more desirable 
than undesirable effects), but also some indications of undesirable behaviour is found. In 
addition, the positive/negative impacts may vary between set-ups, and no general rule to the 
applied strength of the spectral nudging is established. Since both the traditional approach of 
lateral boundary forcing and the spectral nudging approach do have strengths and weaknesses, 
the objective of the simulations may decide which of the methods are  most appropriate in that 
particular case.  
In the following sections mainly the traditional nesting approach is discussed with the 
exceptions where the spectral nudging can contribute to reduce some of the problematic issues 
experienced. 
 
Issue 2. Spatial resolution and difference between the driving 
data and the nested model. 
Denis et al. (2002) raised the question of jump in resolution between the driving data 
and the RCM. They noticed that reported ratios are usually between 2 and 5, but sometimes as 
high as 10. 
The importance of the resolution jump was investigated in the BBE context by Denis et 
al. (2003) with a regional model with 45km horizontal resolution. They found for a winter 
case that the generated fields show satisfactory quality for most variables when the driving 
data is degraded up to a factor of 12. For a similar summer study Dimitrijevic and Laprise 
(2005) stated that T30 was the minimum acceptable resolution of the driving data, but the 
results were improved employing T60 resolution. However, it is reasonable to believe that 
these numbers are subject to RCM set up, resolution, domain area size and location (discussed 
later under issue 7). 
With the HIRHAM RCM (used in all three papers in this thesis) experiments with the 
horizontal resolution of the lateral and surface boundary data where done with 2.5°, 2.0°, and 
1.5° (the RCM employed 0.5°). An improvement was found when 2.0° was used instead of 
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2.5°. A further increased resolution of the forcing data from 2.0° to 1.5° gave little 
improvement (Haugen, 2012). 
In the albedo sensitivity studies in paper 1, the HIRHAM RCM had 0.5 horizontal 
resolution and was forced with ERA40 data on a grid with 2.0° for the atmospheric variables 
and 1.25° for the surface soil variables. In the BBE in paper 2, the regional model applied 0.5° 
horizontal resolution forced by data interpolated to a grid with 2.8° horizontal resolution. In 
the last paper of the thesis (paper 3) a jump from T106 (MPI GCM) and 3.75°x2.5° (HAD 
GCM) to the RCM with 0.5° horizontal resolution was made. No technical difficulties were 
noticed in any of these experiments.  
 
Issue 3. Spin-up. 
What is the time needed for the RCM to develop proper small scale structures? This 
depends heavily on which component of the climate system we look at. Soil and hydrology 
processes need typically months to years to spin up in many cases, while small scale structures 
in the atmosphere need hours, up to a few days (Denis et al. 2002, Laprise et al., 2008).  
Lately Leduc & Laprise (2009) demonstrated that the spin-up distance (the distance 
the large scale flow needs to travel before developing small scale features) depends on the 
flow speed, which means that it increases at higher levels in the atmosphere and varies with 
season. This existence of a spin-up distance was recognized early in the use of RCMs and 
Jones et al. (1995) suggested that the area should be small enough to keep the large scale flow 
as in the driving data, but large enough to allow small scale features to develop properly for 
the area of interest.   
 
Issue 4. Update frequency of the lateral boundary conditions 
(LBCs). 
At which temporal frequency should the lateral boundaries be updated? For RCM 
simulations with 45km horizontal resolution Denis et al. (2003) found for a winter case an 
upper limit of update frequency of 12hr ensuring acceptable results, while little difference was 
found with a further improvements from 6hr to 3hr. Dimitrijevic and Laprise (2005) did a 
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similar experiment on a summer case and found also only minor differences between 6hr and 
3hr updates. 
However, the updates at the lateral boundaries must be frequent enough to capture the 
phase speed of the meteorological phenomena we want to simulate.  Finer horizontal 
resolution is required to describe smaller and more rapidly evolving systems, which therefore 
needs more frequent updates at the lateral boundaries than spatially coarser models. An effect 
of this is that several operational NWP runs (i.e. at met.no) employ an update frequency of 
1hr. In NWP experiments testing 1hr versus 3hr update frequency, only minor impacts on the 
overall quality are found. However, some high-impact weather situations are considerably 
improved when 1hr update frequency is used (Martinsen et al., 2010). 
 
Issue 5. Physical parameterisations consistencies. 
Non-resolved physical processes in climate models are described by parameterisations 
where a certain large scale forcing give a certain (deterministic) output of the small scale 
processes trough complex physical descriptions. The processes typically include radiation 
transfer, turbulent fluxes, cumulus convection, cloud microphysics, cloud cover determination 
and land surface processes and are done separately in each vertical grid cell column.  
A different description of the physics between the RCM and the GCM at the lateral 
boundaries combined with the dynamics of the RCM may generate undesirable noise at the 
boundaries which can propagate to the interior of the domain. This problem can be omitted if 
the same parameterizations are used in both the RCM and the GCM. However, because of the 
differences in resolution this is not desirable as one in general wish to use parameterizations 
appropriate to the model resolution. 
Issue 6. Horizontal and vertical interpolation errors. 
Which inconsistencies and imbalances are introduced when interpolations are made 
between the driving data and the RCM in the nesting process? The answer is not obvious since 
differences between topographic fields due to different resolution imply extrapolation below 
the surface of the driving model. 
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Wu et al. (2005) used four different interpolation techniques to create an ensemble of 
RCM simulations based on global re-analysis and showed that even if the effect of 
interpolation is smaller than i.e. the choice of driving data, it is not negligible.  
Issue 7. Domain size and location. 
The impact of the integration domain on RCM results has been widely recognized and 
discussed for a long period (see i.e. Jones et al., 1995, Seth and Giorgi, 1998, Christensen et 
al., 1997) and further discussed by Denis et al. (2003). In this thesis we also argue that not 
only the size but also the placement of the integration domain should be included. When 
Norway is the area of interest for RCM simulations the whole of Norway should be included 
in the integration domain. However, should Norway be located in the middle of the domain or 
perhaps slightly to the west, east, north or south? Domain size (and location) has gained a 
lot of attention the last decade. In the literature there exist many papers on the subject relevant 
for climate modelling, but fewer papers concerning weather forecasting. However, it has 
gained attention also in operational weather forecasting communities even though not 
published peer-review as commonly as with RCMs. An example is that for a very high 
resolution ensemble experiment the simulated probabilities for high impact weather show 
sensitivity to domain size and location (Kristiansen et al., 2011). A quite pragmatic approach 
is to make the domain size as large as possible given available computer resources and, in the 
NWP context, the time limits for making the forecasts available for duty forecasters and 
others. However, such an approach to decide on integration domain size should be made with 
care as demonstrated in the next paragraphs. 
Paper 2 and 3 of this thesis shows that the integration domain size plays a role and may 
alter the RCM results. Basically, this is because with larger domains less constraint by the 
lateral forcing is put on the interior solution. Thereby more internal variability is allowed and 
the large scale flow in the RCM may deviate from that of the driving data. This is 
demonstrated and discussed in paper 2 and 3 and their references.  
Leduc et al. (2011) demonstrated that the effect of the domain size is differently under 
different seasons. In other words, the importance of the domain size depends on the circulation 
regime. The optimal choice of domain may also depend on the meteorological variable of 
interest (see paper 2). This relates to how the domain size and location influence the necessary 
spin-up time/distance for small scale features (discussed under issue 3).   
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With increasing domain size, internal processes of the RCM become more important 
relative to the lateral boundary forcing. This is important to bear in mind when designing 
RCM experiments. For climate simulations the domain size must be of a size big enough to 
allow for added value by the RCM. In process studies (i.e. sensitivity experiments with a 
parameterization scheme) with regional models, the integration domain must be large enough 
to ensure that the actual sensitivity is not damped due to the control of the lateral boundary. 
The internal variability of the RCM (i.e. the differences between simulations only 
different in their initial conditions) are a subject for investigation in several recent papers.  
Lucas-Picher et al. (2008) demonstrated that there is an almost linear relationship between the 
internal variability and the residence time of air parcels in the integration domain. This implies 
less internal variability in winter (compared to summer) and at high elevations of the 
troposphere (compared to near ground elevations). Furthermore, Alexandru et al. (2007) 
demonstrated that the internal variability varies with synoptic events, domain size and with 
respect to variable. In addition to these settings Crétat and Pohl (2011) launched the idea that 
also the choice of the employed physical parameterization package in the RCM contributes 
substantially to create internal variability. 
As described in this section and highlighted in paper 1 to 3 there are many 
considerations to take into account when deciding upon an integration domain for the purpose 
of downscaling climate predictions. The spectral nudging approach has been suggested to 
reduce the dependence on domain size and location. Such an approach will possibly also have 
some other effects on the results (positive or negative dependent on the objective of the 
simulations) as already discussed under issue 1. One of these effects are the damping of the 
internal variability of the RCM. 
 
Issue 8. Quality of the driving data. 
Even with a perfect formulation of the RCM and a perfect nesting strategy the quality 
of the driving data is crucial for the quality of the RCM output. 
Wu et al. (2005) investigated the importance of the initial and lateral boundaries on 
monthly mean atmospheric states by downscaling ensembles of four different global re-
analyses. The impact of the initial conditions decreased with simulation length, while the 
impact of the lateral boundaries showed no such tendency, and the differences between the 
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global data sets contribute significantly to the uncertainty in the ensemble simulations. They 
also stated that the impact is dependent on variable. 
Diaconescu et al. (2007) did further studies on the impact of the lateral forcing by 
forcing a RCM with several data sets with increasing errors at the boundaries and found (for 
that particular set up) an almost perfectly linear dependence between the large scale errors in 
the RCM and in the driving data. Furthermore, for the small scales the RCM only corrected 
errors in the driving data in the vicinity of orographic forcing or land-sea contrasts. The results 
indicate that the large scales precondition the small scales and the quality of the driving data is 
therefore also of importance for the correct generation of small scale features when strong 
surface forcing is absent. That the large scales precondition the small scales is also suggested 
by Simmons (2006) and by Anthes et al. (1985). 
This thesis highlights some important aspects associated with the relative importance 
of the lateral boundary conditions. Paper 1, is a clear example that changes in the internal 
description of the RCM can change the RCM output significantly. While paper 3 demonstrates 
that the driving data have a major impact on the results. In paper 2, this is studied in more 
detail and some indications are found that the RCM may also improve the large scales of the 
driving models. The latter is similar to what is suggested by Mesinger et al. (2002) and 
Veljovic et al. (2010). The ability to improve on large scales is also an important finding if the 
large scales (to some extent) precondition the small scales. 
 
Issue 9. Climate drift or systematic errors. 
This issue differs from the previous 8 issues in the way that it also concerns about the 
quality of the RCM itself and that the issue is also relevant for GCMs. Can the RCM be run 
for a long period without systematic errors or with out a climate drift. It is important to notice 
that in addition to model deficits, all of the previous issues discussed can contribute to 
systematic errors in the RCM results. Small domains or spectral nudging may reduce such 
problems in RCMs. 
The examples and discussion of the 9 issues, originally discussed by Giorgi and 
Mearns (1999), above are mainly on atmosphere RCMs. For fully coupled RCMs, which have 
started to become available the last decade (i.e. Döscher et al., 2002, Rinke et al., 2003), the 
issues are still valid. However, the relative importance of the different issues may change. For 
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example will coupled RCMs possibly allow more realistic feedback mechanisms, which will 
influence the relative importance of lateral forcing versus internal processes of the RCM. The 
HIRHAM RCM used in paper 1-3 was set up on the same domain as in paper 1 and applied in 
a sensitivity experiment on the effect of sea ice thickness (Mauritsen et al., 2011). A 
significant change in near surface temperature and mean sea level pressure were found as 
response to changed prescription of sea ice thickness. Krinner et al. (2009) performed 
experiments with an atmosphere RCM with a prescribed sea ice thickness (one thickness for 
all sea ice) compared  to a more realistic sea ice thickness distribution an found a clear 
sensitivity in the marginal Arctic Seas in today’s climate, and interestingly a sensitivity in 
central Arctic for future climate. These examples illustrate that a coupled RCM (or at least a 
better description of sea ice thickness distribution in atmosphere RCMs) has the potential of 
improving RCM climate projections. A coupled RCM may also (but not necessarily) introduce 
increased sensitivity to model description. The albedo scheme developed in paper 1 was tested 
in one GCM and in two coupled RCMs. In the GCM (Dethloff et al., 2006) it was shown that a 
more realistic sea ice albedo triggered changes in the Arctic and North Atlantic Oscillation 
pattern with implications for the European climate. In one of the coupled RCMs Dorn et al. 
(2007) noticed that a changed sea ice albedo description introduced a sensitivity similar to the 
parameterization of lateral ice growth (a commonly used parameterization for tuning sea ice 
models), while in the other coupled RCM (Döscher et al., 2006) all sea ice melted away within 
a few years with the new albedo scheme. Castro et al. (2005) showed that the ground surface 
boundary conditions are important in generating large scale variability in RCMs, and that this 
importance increases as the integration domain increases. Thus, large scale atmospheric 
variability tends to be increasingly underestimated as the domain size increases when the 
lower boundaries are prescribed as over oceans in atmosphere RCMs, and this may change in 
a fully coupled RCM. 
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7. Summary of papers. 
This thesis constitutes of the work presented in three papers. The three papers address 
one or more of the issues summarized and discussed in the previous section. 
In this context the first paper (paper 1: Køltzow, 2007), concerns the relative 
importance of internal processes in a RCM compared with external forcing. The second (paper 
2: Køltzow et al. 2008) and third papers (paper3: Køltzow et al. 2011) addresses several of the 
issues in more detail (i.e. the size of the integration domain, the quality of the driving data, and 
the objective of the nesting strategy). 
 
Paper1: 
Køltzow, M. (2007):  
The effect of a new snow and sea ice albedo scheme on regional climate model simulations.  
J. Geophys. Res., 112, D07110, doi:10.1029/2006JD007693. 
In this paper several parameterization schemes for snow and sea ice albedo are 
compared. Based on the results of the comparison a new scheme is proposed and implemented 
in the HIRHAM RCM. Experiments with the old and the new schemes have then been 
performed and the results are evaluated. This paper can therefore be regarded as a paper on the 
description of physical processes in RCMs. The final comparison between the old and the 
proposed new scheme is, however, an illustration of how internal processes (i.e. physical 
description) in a RCM can alter the simulated climate downscaled from the lateral boundary 
data. 
The paper starts with a comparison of several existing parameterization schemes for 
snow and sea ice albedo. The different schemes are forced with observational data. For snow 
on land the description of albedo is divided into forested and non-forested areas. The most 
critical period for correct description of snow albedo is in spring, when snow still is present 
and the snow albedo is in transition, and the amount of solar radiation at the surface increases. 
The evaluation of the land snow albedo schemes therefore focused on this period. For forested 
areas the original HIRHAM scheme was the better of the compared schemes and therefore 
kept in the model. However, for non-forested areas the original HIRHAM scheme 
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underestimated the albedo for temperatures close to 0°C. In this case, a polynomial albedo 
dependency of temperature gave a more realistic result.  
None of the compared sea ice albedo schemes adequately described the annual cycle of 
sea ice albedo. A common deficiency was too high albedo in summer. In addition, the 
temperature dependent schemes had too low albedo in the transition period between spring 
and summer. A new scheme was constructed to include the effect of melt ponds. Forced with 
observed temperatures and snow depths this scheme is in better agreement with observed 
albedo and absorbed solar radiation from the SHEBA experiment.  
The new albedo schemes for sea ice and snow in non-forested areas were implemented 
and tested in the HIRHAM RCM for a pan-Arctic domain. The effect of the new sea ice 
albedo scheme is present in the period between April and September. The effect on 2m air 
temperature is mainly restricted to local changes associated with changes in the sea ice albedo 
and, compared to ERA40 data, a significant improvement of the model performance is found. 
The sea ice albedo does not only have an effect on near surface temperature, but alters also the 
simulated mean sea level pressure (MSLP). A positive impact of the new sea ice albedo 
scheme on MSLP was found in spring and autumn, while a negative impact was found in 
summer. The changes in MSLP is however, insignificant at the 5%-level. 
The changes of the snow albedo scheme for non-forested land areas showed less 
impact on the simulation than the effect of the sea ice albedo. In spring a change of net solar 
radiation at the top of the atmosphere by 5W/m2 was found for some regions. However, little 
effect on other variables like near surface temperature, pressure and cloud cover was detected. 
In summer, some changes of 1-2°C  in near surface temperatures and up to 1hPa in MSLP are 
seen in some areas with late snow melt.  
The findings in this study illustrates that a RCM is not entirely steered by the lateral 
forcing, but that surface forcing and model physics are crucial for the quality of the RCM 
ouput. Furthermore the different response of HIRHAM to the changes in snow albedo changes 
(close to the lateral boundary) compared to the response of the changes in sea ice albedo 
(interior of the domains) illustrates that the RCM is sensitive to the size and distribution of the 
internal forcing. 
 
Paper 2: 
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Køltzow, M.; Iversen, T.; Haugen, J.E. (2008) 
Extended Big-Brother experiments: the role of lateral boundary data quality and size of 
integration domain in regional climate modeling.  
Tellus, 60A, 398-410 
This paper investigates the added value of dynamical downscaling. The objective was 
to study the nesting strategy and the investigation is conducted by adopting and extending the 
Big-Brother approach of Denis et al. (2002) which attribute errors solely to the dynamical 
downscaling method. In particular the role of the lateral boundary data quality and the size of 
the integration domain are investigated. 
The traditional BBE approach is described in section 2.3. In addition to the traditional 
BBE we add a second BB simulation in order to realistically mimic the actual situation where 
the coarse-resolution data have to be taken from a coarse-resolution model where the large 
scale fields do contains errors. This is a similar approach as Diaconescu et al. (2007). In total 8 
simulations for the period 1970 to 1990 were performed. First, two BB simulations were 
performed, one “fine-scale BB” with high resolution (0.5 horizontal resolution and 31 vertical 
levels) and one “coarse-scale BB” with coarse resolution (2.8 horizontal resolution and 19 
vertical levels). A filtered version (small scale features are removed) of the “fine-scale BB” 
and the “coarse-scale BB” are then used to force LB simulations on a small, medium, and a 
large size domain.  
The filtered fine resolution data represent the upper bound in the potential quality of 
coarse resolution data, since they contain resolution errors without phase shift. Comparison 
between downscaled versions of the two BB data-sets gives therefore valuable insight into the 
abilities of downscaling to improve the climatology of the coarse resolution BB. 
The results are analyzed with respect to climate averages, daily statistics and extreme 
values and the truth is taken as the fine scale BB.  
Forced by high quality lateral forcing the LBs captured well the MSLP patterns in the 
small and medium domain. However, larger deviations were found in the large domain due to 
reduced influence by the lateral forcing. When driven by the coarse-resolution BB data, little 
evidence of improvement of the MSLP pattern in the LBs was found over Norway. However 
there are some indications that the MSLP patterns are slightly improved in the Barents Sea and 
in the Greenland region employing the largest integration domain. 
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In the climate averages the near surface temperature (T2m) is well captured 
independent of the lateral forcing and domain size. The main reason for this behavior is strong 
local and regional surface forcing (i.e. topography, land sea contrasts and prescribed sea 
surface temperatures).   
The main features of the BB precipitation are re-generated independent of lateral 
forcing, but the size of the integration domain is important. The precipitation was 
underestimated in the smallest area due to spin-up effects, but also for the large domain there 
were deficiencies most probably due to deviations in the large scale pattern.  
For wind the LB simulations driven by high quality data captured the wind pattern very 
well in all domains. However, a bias was present when the LBs were driven by the coarse 
resolution BB, but this bias was to some extent corrected with increasing size of the 
integration domain. While the errors in the LBs were quite homogeneous over the annual 
cycle when forced with high quality data, the errors varied more throughout the year when 
forced with coarse resolution BB. 
In general, the extremes were regenerated in the LB simulations. In this respect high 
quality driving data gave a better reproduction than LBs driven by the coarse resolution BB. 
However, in the latter the extremes were improved compared with the extremes in the coarse 
resolution BB. Which of the small, medium and large domains that did the better job in the re-
production of the extremes varied with respect to variable and driving data. 
The findings of this study suggest that your confidence in the driving data and what the 
purpose of the regional study are, should be taken into considerations when deciding on the 
model setup of the RCM. 
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Paper 3: 
Køltzow, M. A. Ø., T. Iversen, J. E. Haugen (2011) 
The Importance of Lateral Boundaries, Surface Forcing and Choice of Domain Size for 
Dynamical Downscaling of Global Climate Simulations. 
Atmosphere, 2(2):67-95 
The aim of this study was to explore (i) the importance of the surface forcing (i.e. sea 
surface temperature and sea ice), (ii) the importance of the lateral boundary forcing, and (iii) 
the importance of the size of the integration domain for dynamical downscaling with the 
HIRHAM RCM. This was done through a set of experiments where the surface forcing, the 
lateral forcing and the integration domain have been systematically varied. The lateral 
boundary and surface forcings were taken either from global simulations with the Hadley 
Centre GCM or the Max-Planck-Institute GCM while the HIRHAM RCM were employed on 
two different integration domains. 
The main purpose for all simulations was to simulate the Norwegian climate for the 
period 1961–1990. In principle, there should therefore only be insignificant differences 
between the results since they are supposed to be realizations of the same climate. The highest 
sensitivity of the RCM results was found during winter, and the results for December-January-
February were the subject of the analysis. 
The analysis shows that the RCM climate was sensitive to both the lateral boundary 
and surface forcing, as well as to the size of the integration domain. The findings on the RCM 
sensitivity with respect to climate averages are summarized in Table 1. 
Dividing Norway into sub-regions showed different sensitivities to changes in the 
external forcing. Several of the different simulations gave a statistical different climate for 
different variables for the Norwegian regions at a significance level of 5% with northern 
Norway experienced the highest sensitivity.  
It is also worth noting that the different variables showed different sensitivity to 
changed  forcing. Large scale variables like MSLP were sensitive to lateral forcing and size of 
integration domain, but less sensitive to surface forcing. However, more locally forced 
variables, like T2m, were less sensitive outside the areas of changed surface forcing. 
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Table 1. Summary of findings for RCM sensitivity on climate averages due to different 
surface forcing, lateral forcing and the size of the integration domain. 
 MSLP Precipitation T2m 
Different 
Surface forcing 
modest local 
sensitivity 
modest local 
sensitivity 
Clear local response 
/ minor remote 
response 
Different 
Lateral forcing 
Clear response (most 
pronounced near the 
main storm tracks) 
Clear sensitivity at 
the Norwegian coast 
Minor sensitivity. 
Different 
Integration domain 
(small / large) 
Clear sensitivity (in 
value and 
distribution). 
Clear sensitivity at 
the Norwegian coast. 
Minor Sensitivity. 
 
In many respects, the results generated in this paper support earlier findings described 
in the previous chapters of this thesis, but highlight the importance of the Norwegian 
geography. 
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8. Concluding remarks. 
Numerous aspects of the quality, added value and uncertainty associated with the 
employment of RCMs have been discussed extensively for almost two decades. This thesis 
contribute to this discussion and the main focus has been (i) the ability of RCMs to simulate 
fine scale features lacking in the driving data, (ii) the importance of the size of the integration 
domain, (iii) the importance of the quality of the lateral boundary forcing and (iv) the relative 
importance of external forcing versus internal RCM processes on the RCM results. The 
findings contribute to the existing body of knowledge. A particular finding (paper 2) is that 
when a RCM is forced with low quality lateral boundary conditions it has the possibility to 
improve not only on the small scales, but also on the large scales. This should be further 
investigated with RCM simulations with imperfect driving data since most studies on the topic 
so far has employed “perfect large scale driving data” either by re-analysis or in the BBE 
context. Whether RCMs also should improve the large scales of the driving data is still subject 
for debate (i.e. Laprise et al., 2008, Veljovic, 2010). 
In the context of experiments on the abilities and limitations of RCMs this thesis add 
novelty by exploration of these issues with another RCM (than most other similar studies), 
other domain sizes and placements, the length of the experiments, and with a special focus on 
Norway and adjacent areas. 
This thesis, together with previous studies suggests that the set up of a RCM should be 
done with care. This might even be of higher importance for some regions than for other 
regions. The choices made concerning size of integration domain and lateral- and surface 
forcing in dynamical downscaling may contribute to uncertainties in future climate scenarios. 
However, despite that careful considerations are needed, the potential of added value of RCMs 
is widely recognised and proved. Further investigations are anyway needed to fully understand 
the relevant issues and to fully take advantage of the added value produced by RCMs. 
There are no reasons why these issues should be less important when RCMs now start 
to make use of horizontal resolutions well below 10km (i.e. Lucas-Picher et al., 2012, Kendon 
et al., 2012) 
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The effect of a new snow and sea ice albedo scheme on regional climate
model simulations
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[1] The HIRHAM snow and sea ice albedo scheme and several other existing snow and
sea ice albedo parameterizations forced with observed input parameters are compared
with observed albedo. For snow on land in non-forested areas, the original linear
temperature-dependent snow albedo is suggested to be replaced with a polynomial
temperature-dependent scheme. For sea ice albedo none of the evaluated schemes
manage to simulate the annual cycle successfully. A suggestion of a new sea ice albedo
including the effects of melt ponds, snow on the sea ice and the surface temperature is
presented. Simulations with original and new snow and sea ice albedo are performed in the
regional atmospheric model HIRHAM and the results are compared. Compared with
ERA40 the control simulation with original surface albedo reveals a warm bias during
spring in the Arctic. Changing the surface albedo, the biggest differences are found in the
same period. Model simulations with old and new surface albedo in HIRHAM clearly
reveal that the new albedo scheme is superior to the currently implemented scheme in
reproducing the ERA40 temperature climatology. In these experiments the new snow
albedo scheme has less impact than the new sea ice albedo. This is probably because areas
with changed snow albedo have smaller extent than areas with sea ice in the model setup
and are more constraint by the lateral boundaries.
Citation: Køltzow, M. (2007), The effect of a new snow and sea ice albedo scheme on regional climate model simulations,
J. Geophys. Res., 112, D07110, doi:10.1029/2006JD007693.
1. Introduction
[2] This study addresses the representation of the albedo
of snow on ground and sea ice in climate models. Surface
albedo is defined as the fraction of incident radiation that is
reflected by a surface. This implies that surface albedo is a
key climate parameter. At high latitudes there are pro-
nounced annual cycles in surface albedo due to changes
in snow and sea ice features during the year [Winther et al.,
2002; Perovich et al., 2002a, 2002b; Lindsay and Rothrock,
1994]. Furthermore, the positive sea-ice albedo feedback
mechanism increases the climate sensitivity and might
accelerate the effect of anthropogenic warming [Lindsay
and Zhang, 2005]. There are also numerous papers that
point out the importance of surface albedo in snow covered
areas on the climate [e.g., Thomas and Rowntree, 1992;
Barnett et al., 1989].
[3] The albedo of snow depends on the grain-shape and
size, the solar zenith angle, impurities in the snow, surface
roughness and thickness of the snow layer [Grenfell et al.,
1994; Curry et al., 1996]. The information required for
describing snow and sea ice albedo based on the above
mentioned characteristics are usually missing in present
climate models. For land covered areas, usually a climato-
logical background albedo is used, which is modified
according to changes in the surface characteristics (i.e.,
snow cover and changes in vegetation). Simple schemes
use only a constant albedo when snow and sea ice appear in
the model, while schemes of medium complexity take into
account snow age or temperature dependence. These depen-
dencies account for the amount of water in the snow and
snow metamorphism during the melting. Complex snow
albedo schemes in addition include features like snow on
vegetation and radiation wavelength dependency.
[4] Several studies have previously addressed the param-
eterization of snow albedo in climate and Numerical
Weather Prediction (NWP) models. Roesch et al. [1999]
compared simulated albedo in ECHAM4 with observations.
Snow albedo was underestimated in cold periods, which
partly could be attributed to the albedo description and
partly to the description of snow cover. Furthermore, the
influence of a spectral temperature-dependent snow albedo
scheme (divided in near-infrared (NIR) and visible (VIS)
wavelengths) in ECHAM4 was investigated by Roesch et
al. [2002]. Only a small impact of the albedo was found,
but the largest deviation from observations was found
between 50N and 70N, which is an area of huge vari-
ability in snow cover. Viterbo and Betts [1999] removed a
cold bias in the ECMWF model during spring for Eurasia
by reducing boreal snow albedo from varying between 0.6
and 0.8 to 0.2, and thereby showed that snow albedo can
have a considerable impact on the model results.
[5] Validation studies by forcing albedo schemes with
observations are performed by Loth and Graf [1998]. A
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scheme based on snow-age captured variations in snow
albedo when forced with observations from Cole de Porte
in the French Alps. Pedersen and Winther [2005] compared
7 different GCM snow albedo schemes with observations.
They found that the snow albedo schemes had large scatter
in their behavior.
[6] The sea ice albedo depends on the ice thickness, the
melt pond fraction, brine volume and air bubbles in the sea
ice, and the ice growth rate and melting conditions
[Perovich and Grenfell, 1981; Curry et al., 1996; Perovich
et al., 2002b]. The surface albedo varies with solar
radiation wavelength.
[7] For sea ice albedo, complex schemes may use infor-
mation on snow, melt pond fraction, and cloud fraction and
radiation wavelength variations. In many models, however,
information of one or several of these parameters is not
available and only simple descriptions of sea ice albedo are
possible (e.g., constant sea ice albedo or a surface temper-
ature dependency).
[8] A comparison and validation study for sea ice albedo
schemes of different complexity were performed by Curry
et al. [2001]. Forced with observations all schemes per-
formed well in some periods, but failed to succeed through
the whole annual cycle. In summer the scheme were not
able to capture the sea ice albedo evolution properly. An
interesting finding of single-column model tests was that
more advanced schemes allows for larger feedbacks.
[9] Snow and sea ice albedo are used as tuning parame-
ters in some climate models. Weatherly and Zhang [2001]
tuned the model albedo values to remove a cold bias in
polar surface temperatures while Mellor and Kantha [1989]
did the same to simulate the sea ice thickness properly. It is
believed that such a treatment not allows for a reasonable
description of the sea ice albedo feedback mechanism in
climate models.
[10] At theNorwegianMeteorological Institute (met.no) the
regional atmosphere climate model HIRHAM [Christensen
et al., 1996] is applied for regional climate assessments.
HIRHAM is an example of a model which use a temperature-
dependent parameterization for both snow and sea ice albedo.
For Arctic simulations with HIRHAM a warm bias for 2 m
air temperature is found during spring. Since surface albedo
in general, and in the Arctic in particular is of importance we
want to investigate the parameterization of snow and sea ice
albedo in the regional climate model (RCM) HIRHAM; we
investigate (1) the properties, and (2) the impact of various
snow/sea-ice parameterizations on the simulated climate.
Both the model sensitivity and the change in performance
compared to observations are discussed.
[11] We apply an atmospheric RCM in this study. With
such a model high horizontal resolution is possible, which
may be crucial to simulate the Arctic climate properly
[Walsh et al., 2002]. Experiments can be set up as Perfect
Boundary Experiments (PBE) and are suitable for testing
the physical parameterization in the model. However, a
major part of the sea ice albedo feedback will not be
included since sea ice concentration and thickness are
prescribed parameters in the model. Furthermore, to inves-
tigate remote implications of changing surface albedo, a
Global Circulation Model (GCM) is needed. A GCM,
however, demands huge computer resources and lacks the
same high resolution RCMs can offer. A proper way to
investigate the effects of physical schemes should therefore
be to do both RCMs and GCMs. The effects of the newly
developed snow and sea ice albedo scheme (presented in
section 5) on sea ice thickness and areas outside the Arctic
in a GCM are described in Dethloff et al. [2006].
[12] The present study validates albedo schemes by
comparison with observations, and studies their impact on
simulated climate in HIRHAM. First a description of the
observational data used is given in section 2, and then
different snow and sea ice albedo schemes are presented in
section 3. An off-line comparison of the described schemes
with observations is given in section 4, while a suggestion
for a new albedo parameterization in HIRHAM is presented
in section 5. The HIRHAM model and experimental setup is
described in section 6, while the effects of the new scheme
are given in section 7. Results will be discussed concerning
model sensitivity to albedo parameterization and to what
extent an improved albedo scheme improves the perfor-
mance of the climate model. In section 8 we summarize and
draw conclusions.
2. Observational Data
2.1. Snow
[13] To evaluate the snow albedo schemes we use
Advanced Very High Resolution Radiometer (AVHRR)
data from NOAA satellites. All data are collected from Scan-
dinavia during cloud free periods with snow at the surface.
From the AVHRR channel 1 we get the bi-directional ref-
lectance in a visible wavelength interval (0.58–0.68 mm)
and from channel 2 we get it in a near-infrared interval
(0.72–1.10 mm). These channel values are normalized to
solar nadir conditions by dividing with cosines of the solar
zenith angle. These channel values are then used as esti-
mates of albedo at visible wavelengths (aVIS) and near-
infrared wavelengths (aNIR), respectively. The AVHRR
channel 4 temperatures are used to estimate the surface
temperature. However, a correction for atmospheric influ-
ence is not done. Since most of the investigated schemes
only use a broadband albedo (albedo over all wave-
lengths), this is constructed following Collins et al. [2002]:
abroadband = 0.53aVIS + 0.47aNIR. This equation is only valid
for mean atmospheric conditions. The ratio of incoming
visible and near-infrared radiation depends on the total water
vapor column, which is not taken into account. The AVHRR
data are then combined with the United States Geological
Survey (USGS) (http://edcdaac.usgs.gov/glcc/glcc.html)
data set for land type to discriminate between forested
and non-forested areas. Each value of surface albedo and
surface temperatures refers to an area of 1.5 km  1.5 km.
2.2. Sea Ice
[14] During the SHEBAproject (http://sheba.apl.washington.
edu/), meteorological and sea ice parameters were collected
in the Arctic sea from September 1997 to September 1998.
This data set is suitable for evaluating different albedo
schemes as shown in Curry et al. [2001]. In this study we
use two data sets from the SHEBA project. The first are
data from the Atmospheric Surface Flux group tower
described in Persson et al. [2002]. These are data from
one location with high temporal resolution, which rarely
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include melt ponds during summer. The main advantages of
this data set are the high temporal resolution, and that the
measured albedo can directly be connected with other
measured variables. The second data set is an average
albedo over a 200-m long line [Perovich et al., 2002a] a
few hundred meters away from the tower. This albedo line is
a better estimate of area average albedo, but do not have the
straight forward connection with measurements taken at the
surface tower. The observation period was only from June to
September 1998.
3. Parameterization of Snow and Sea Ice Albedo
3.1. Parameterization of Snow Albedo
[15] A common approach to diagnosing snow albedo in
climate models is to apply a snow temperature dependency.
We limit this study to do the same. This is mainly due to
the fact that the observational data set of snow albedo
(described above) only contains surface temperature as a
potential forcing variable, but also because the availability
of forcing variables in HIRHAM (and other climate models)
are limited. Table 1 presents different snow albedo schemes
for forested and non-forested areas. Number in brackets in
the text refers to where in Table 1 the albedo scheme is
described.
3.2. The Parameterization of Sea Ice Albedo
[16] Several different types of sea ice albedo schemes
were selected and forced with SHEBA observations.
Descriptions of the different schemes are given in Table 2.
In the following, the number in brackets refers to where in
Table 2 the sea ice albedo scheme is described.
4. Results of Offline Comparison of Snow
and Sea Ice Albedo
4.1. Results of Offline Comparison of Snow Albedo
Schemes
[17] Systematic differences between AVHRR estimated
albedo and the different albedo parameterization schemes
forced with AVHRR estimated surface temperature are
presented in Tables 3 and 4 for non-forested and forested
areas, respectively.
[18] For non-forested areas the original HIRHAM [1]
albedo has no systematic overall deviation compared to
observations. A positive bias is found in the other schemes.
The original HIRHAM scheme has however, a large under-
estimation of the snow albedo for surface temperatures close
to 0C, which is compensated for by an overestimation for
cold temperatures. The same deficiency was found by Loth
and Graf [1998]. Except for the NCAR [7] scheme all the
other schemes show a better agreement with the AVHRR
Table 1. Description of Snow Albedo Schemes Used in Comparison With Observations
Scheme Number Model/Reference Area Description
(1) HIRHAM
[Christensen et al., 1996]
Non-forested areas Linear function of surface temperature between 10C and 0C.
ECHAM4
[Roeckner et al., 1996]
For T = 0C ; amin = 0.4
REMO
[Mikolajewicz, 2003]
For T < 10C; amax = 0.8
(2) HIRHAM
[Christensen et al., 1996]
Forested areas Linear function of surface temperature between 10C and 0C.
ECHAM4
[Roeckner et al., 1996]
For T = 0C ; amin = 0.3
REMO
[Mikolajewicz, 2003]
For T < 10C ; amax = 0.4
(3) ECHAM5
[Roeckner et al, 2003]
Non-forested areas Linear function of surface temperature between 5C and 0C
For T = 0C ; amin = 0.4
For T < 5C ; amax = 0.8
(4) ECHAM5
[Roeckner et al., 2003]
Forested areas Linear function of surface temperature between 5C and 0C
For T = 0C; amin = 0.3
For T < 5C; amax = 0.4
(5) Roesch [2000] Non-forested areas Polynomial temperature dependency between 10C and 0C.
a = 0.5 + a1 TS + a2 TS
2 + a3 TS
3 + a4 TS
4
(a1 = 0.0758627, a2 = 5.5360168 103,
a3 = 5.2966269 105, a4 = 4.2372742 106)
For T = 0C; amin = 0.5
For T < 10C; amax = 0.8
(6VIS) (6NIR) Roesch et al. [2002] Non-forested areas Spectral albedo divided in visible and near-infrared wavelengths,
which is a linear function of surface temperature between 10C
and 0C.
For T = 0C; aVIS,min = 0.57, aNIR,min = 0.39
For T < 10C; aVIS,max = 0.95, aNIR,max = 0.65
(7VIS) (7NIR) NCAR, Collins et al. [2002] Spectral albedo divided in visible and near-infrared wavelengths,
which is a linear function of surface temperature between 1C
and 0C.
For T = 0C; aVIS,min = 0.88, aNIR,min = 0.55
For T < 1C; aVIS,max = 0.98, aNIR,max = 0.70
(8) Viterbo and Betts [1999] Forested areas Constant snow albedo = 0.2
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estimated albedo in the different temperature intervals. It is
important to calculate the surface albedo properly under
periods with high solar radiation. For snow covered areas
this is typically in spring when surface temperatures are
approaching 0C with frequent melting. From a model
perspective snow albedo should have small systematic
errors under such conditions. Based on this, the polynomial
approach by Roesch [2000] [5] seems like the most suitable
albedo scheme for non-forested areas.
[19] For forested areas, 4 different albedo schemes are
compared. However, the spectral approach by Roesch et al.
[2002] [6] do not differ between near-infrared and visible
wavelengths and only differ from the original HIRHAM [2]
scheme conceptually. While HIRHAM [2] and ECHAM5
[4] have small overall systematic errors the use of the
constant value of Viterbo and Betts [1999] [8] underesti-
mates the snow albedo with 0.17. However, several obser-
vational studies support the low value of Viterbo and Betts
[8]. Ni and Woodcook [2000] state that when forest cover is
higher than 70%, presence of snow has little effect on
surface albedo. However, for the AVHRR data the surface
albedo increases when snow is presenting forested areas. In
temperature intervals close to melting the original HIRHAM
[1] scheme has lower errors than the other schemes.
[20] Based on the above comparison it is tempting to use
the original HIRHAM [2] scheme for snow covered forested
areas and the polynomial temperature-dependent albedo
from Roesch [2000] [5] for non-forested areas. The effect
of using these parameterizations in HIRHAM will be
presented in section 7.
Table 2. Description of Sea Ice Albedo Schemes Used in Comparison With Observations
Scheme Number Model/Reference Description
(9) HIRHAM
[Christensen et al., 1996]
Linear function of surface temperature between 1.5C and 0C.
Fixed above at amin = 0.55 and below at amax = 0.75
(10) REMO
[Mikolajewicz, 2003]
Linear function of surface temperature between 3.0C and 0C.
Fixed above at amin = 0.55 and below at amax = 0.85
(11VIS) (11NIR) NCAR CCSM
Collins et al. [2002]
Distinguish between snow and ice surface, and between albedo
at VIS and NIR wavelength. For each group linear function of
temperature between 1C and 0C;
Fixed above at amin
SNOW/VIS = 0.88
amin
SNOW/NIR = 0.55
aminICE/VIS = 0.705
aminICE/NIR = 0.285
Fixed below at amax
SNOW/VIS = 0.98
amax
SNOW/NIR = 0.70
amaxICE/VIS = 0.78
amaxICE/NIR = 0.36
A total surface albedo was found by;
aVIS/NIR = aVIS/NIR
ICE (1  fs) + fs aVIS/NIRSNOW
(12) Mellor and Kantha [1989] aDRYSNOW = 0.82 aMELTINGSNOW = 0.73 aICE = 0.64
(13) Melia [2002] Distinguish between snow, non-melting and melting sea ice.
For non-melting ice the albedo is set to the constant value 0.71
and for melting ice 0.50. The treatment of snow albedo is more
advanced and includes snow aging processes following
Douville et al. [1995]. The snow albedo is allowed to vary
between 0.50 and 0.85. After a snow fall the albedo is
increased according to (8) at = at1  (at1  amax) PsPs;new
where at is the albedo at a given time t, Ps is the liquid
precipitation rate (m/s) and Ps,new = 0.002 m/s. When no new
snow falls, the albedo decreases with time. For melting and rainy,
and dry cold conditions the decaying formulas are:
at = at1t1td when T < 0 C;
at = at1 tetd (at1amin) when T  0 C
where t1,te,td are 0.008, 0.24 and 86400, respectively.
Table 3. Systematic Errors (Bias = Model-AVHRR) for Different Albedo Schemes and Separated Into Temperature Intervals in Non-
Forested Areasa
Temperature
Range , C N
Scheme
(1)
Scheme
(3)
Scheme
(5)
Scheme
(6VIS)
Scheme
(6NIR)
Scheme
(6)
Scheme
(7VIS)
Scheme
(7NIR)
Scheme
(7)
30, 0 6039 0.0 0.06 0.07 0.12 0.05 0.04 0.27 0.08 0.18
2, 0 1200 0.16 0.12 0.03 0.07 0.10 0.09 0.28 0.15 0.22
4, 2 549 0.14 0.02 0.02 0.04 0.13 0.08 0.26 0.10 0.18
6, 4 496 0.08 0.10 0.07 0.03 0.11 0.04 0.25 0.06 0.16
8, 6 755 0.01 0.12 0.10 0.11 0.07 0.02 0.25 0.06 0.16
10, 8 820 0.08 0.12 0.12 0.20 0.02 0.09 0.27 0.06 0.17
30, 10 2208 0.12 0.12 0.12 0.25 0.00 0.13 0.28 0.05 0.17
aScheme number refers to description of scheme in Table 1. N is number of observations. All schemes are forced with estimated surface temperature from
AVHRR.
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4.2. Results of Offline Comparison of Sea Ice Albedo
Schemes
[21] Table 5 shows monthly mean observed and simu-
lated albedo. Since, the line-albedo is the best estimate of
the area albedo with melt ponds [Perovich et al., 2002a],
the comparison of simulated values is done with the line
albedo when this is available and with the tower albedo
during winter/spring. This should give a good representa-
tion of the annual sea ice albedo cycle, since the sea ice
surface is very homogenous during winter and very hetero-
geneous after the onset of the melt period and during the
summer.
[22] During winter all schemes are in reasonable agree-
ment with observations except for the HIRHAM [9] albedo
which underestimates the sea ice albedo. When the snow
starts to melt in June, the albedo in the temperature-
dependent schemes (HIRHAM [9] and REMO [10]) rap-
idly decrease, leading to a negative albedo bias. Schemes
which differ between snow on sea ice and snow-free sea
ice (NCAR [11], Mellor and Kantha [12], Melia [13]),
overestimate the albedo. In July, when melt ponds have
formed, all schemes overestimate the albedo. The over-
estimations vary from 0.02 to 0.15, with the NCAR [11]
scheme to fit the observed values best. A Kolmogorov-
Smirnov test is performed on the data set and all schemes
do significantly differ from the observations.
[23] In August, the observed surface albedo continue to
decrease while the parameterized albedo keep their July
values. In Figure 1, time series of the difference between
observed absorption of solar radiation and modeled absorp-
tion with the different schemes are shown. This figure
underlines some of the mentioned findings. During winter,
the impact of different albedo schemes is small except for
the HIRHAM [9] scheme which leads to a 10–20 W/m2
overestimated absorption of solar radiation in the sea ice in
late winter. The peak in the error by the HIRHAM [9] and
the REMO [10] scheme at the onset of the melting season
(around day 150) is a common deficiency for temperature-
dependent schemes. A temperature-dependent scheme
decreases the albedo immediately when the temperature
approaches the melting point. From the figure it is also
clear that too little radiation is absorbed during summer for
all schemes. Table 5 and Figure 1 show that the NCAR
scheme is most appropriate for a correct simulation of the
annual albedo cycle.
[24] In Table 6, the deviation between simulated and
observed absorbed radiation is presented as monthly
means. In average over all months, the systematic error
for the different models varies between an overestimation
of 3.8 W/m2 for HIRHAM [9] to an underestimation of
12.2 W/m2 for the Mellor and Kantha [1989] [12]
scheme. All schemes reflect too much radiation in July
and August. The NCAR [11] scheme is closest with biases
of 7.3 W/m2 (July) and 14.2 W/m2 (August). However,
based on these numbers it is difficult to claim that one
scheme performs reasonable well over the Arctic sea ice.
This is in agreement with the findings of Curry et al.
[2001] in a similar evaluation of other sea ice albedo
schemes.
5. A New Description of Snow and Sea Ice
Albedo in Hirham
5.1. The New Snow and Sea Ice Albedo Scheme
[25] From the above discussion, it can be concluded that
the HIRHAM scheme should improve if we replace the
original snow albedo for non-forested areas with the poly-
nomial temperature dependency of Roesch [2000] [5]. We
refer to this parameterization as the new snow albedo
scheme.
[26] Replacement of the albedo for sea ice albedo does
not look equally promising. Therefore we suggest a com-
pletely new parameterization for sea ice albedo. Three
versions of the new sea ice albedo scheme with different
input requirements are presented. All three schemes are
based on observations from the SHEBA project and a
literature study of observed sea ice albedo [Køltzow et al.,
2003]. All 3 schemes include the effect of melt ponds
during summer and the effect of snow on sea ice in
winter/spring.
5.1.1. A New Sea Ice Albedo Scheme: Version 1
[27] Forcing for this scheme is surface temperature, and
the scheme can therefore be used in a variety of models.
Table 5. Average Monthly Mean Albedo From Observations and Different Albedo Schemesa
Total February March April May June July August
TOWALB 0.77 0.83 0.85 0.85 0.85 0.83 0.66 0.58
LINALB 0.58 – – – – 0.75 0.55 0.45
Scheme (9) 0.69 0.75 0.75 0.75 0.75 0.68 0.59 0.58
Scheme (10) 0.75 0.85 0.85 0.85 0.85 0.73 0.60 0.60
Scheme (11) 0.74 0.85 0.85 0.85 0.85 0.80 0.57 0.57
Scheme (12) 0.76 0.82 0.82 0.82 0.82 0.81 0.70 0.64
Scheme 13) 0.77 0.81 0.84 0.85 0.85 0.80 0.63 0.65
aTOWALB is albedo observed at the SHEBA tower (described by Persson et al., 2002), LINALB is albedo observed at the SHEBA albedo line
(described by Perovich et al., 2002a, 2002b).
Table 4. As in Table 3, but for Forested Areas and the Schemes
(2), (4), (8)
Temperature
Range, C N
Scheme
(2)
Scheme
(4)
Scheme
(8)
30, 0 9775 0.01 0.03 0.17
2, 0 1558 0.02 0.07 0.13
4, 2 1449 0.01 0.08 0.12
6, 4 1529 0.01 0.06 0.14
8, 6 1516 0.02 0.05 0.15
10, 8 1055 0.02 0.03 0.17
30, 10 2630 0.06 0.06 0.26
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Snow and sea ice surfaces are not distinguished and the sea
ice albedo is estimated by:
aseaice ¼ 0:84 TS  2C
aseaice ¼ 0:84 0:145ð2þ TSÞ 0C > TS > 2C
aseaice ¼ 0:51 TS  0C
ð1Þ
this relationship is based on examination of the SHEBA
data set and maximum and minimum values given in
Table 7. The high value for cold ice is supposed to include
the effect of snow on sea ice in winter and spring. Melt pond
albedo is parameterized following Table 7, while melt pond
fraction is approximated by the surface temperature (C);
Dmeltpond ¼ 0:11  ð2þ TSÞ TS  2C ð2Þ
[28] No melt ponds develop for temperature below 2C.
This relationship is a crude estimate based on SHEBA data.
This approximation is setting limitations to the parameter-
ization. Firstly, this scheme will always predict melt ponds
immediately when snow melting starts and therefore predict
too low albedo in early summer. Secondly, this approxima-
tion limits the amount of melt pond fraction to 0.22 which is
below several observations [Tschudi et al., 2001]. The total
albedo is given by:
asurface ¼ ð1DmeltpondÞ  aseaice þDmeltpond  ameltpond ð3Þ
5.1.2. A New Sea Ice Albedo Scheme: Version 2
[29] Forcing for this scheme is surface temperature and
snow cover. The surface is divided into three types, snow,
bare sea ice and melt ponds. The bare sea ice and snow
covered sea ice is given an albedo based on the surface
temperature (Table 7). In addition, melt pond fraction is
calculated by equation (2), and melt pond albedo is taken
from Table 7. The total area albedo is then
area ¼snow  aSNOW þseaice  SEAICE
þDmeltpond  meltpond ð4Þ
where Dsnow, Dseaice, Dmeltpond is the fraction of snow
covered surface, bare sea ice and melt ponds, respectively.
5.1.3. A New Sea Ice Albedo Scheme: Version 3
[30] Forcing for this scheme is surface temperature, snow
cover fraction and melt pond fraction. The surface is divided
into three types, snow, bare sea ice, and melt ponds. The
three different surface types are given an albedo based on
the surface temperature (Table 7).
[31] As the sea ice albedo depends on ice thickness we
use the above descriptions for sea ice thicker than 0.25 m. A
linear decrease toward the ocean albedo is applied for
thinner ice [Perovich and Grenfell, 1981].
5.2. Comparison of the New Sea Ice Albedo Scheme
With Observations
[32] A first test of the new sea ice albedo schemes is to
compare them with the SHEBA data set. However, melt
pond data from the SHEBA data set is only available once
every day. Because of too little input data we are not able to
validate version 3 of the new sea ice albedo scheme.
[33] In Figure 2, the estimated and observed melt pond
fractions are shown. The missing inertia in the model
contributes to a swift response in the melt pond fraction, in
addition, to the fact that the model calculates hourly values
while observations are taken diurnally. Given that the
observations in Figure 2 and Table 8 are not taken
independently from the deduced model formulas the com-
parison is not a true validation, but serves to illustrate that
the albedo scheme manage to reproduce melt pond frac-
Table 6. Monthly Mean of Differences Between Observed Absorption of Solar Radiation (W/m2) and Simulated Values Using the
Different Albedo Schemesa
Total February March April May June July August
Scheme (9)-OBS 3.8 1.4 6.1 11.9 15.7 22.9 9.3 22.3
Scheme (10)-OBS 5.7 1.2 1.1 2.2 4.8 6.6 12.6 24.6
Scheme (11)-OBS 6.0 1.2 1.2 2.3 5.1 11.0 7.3 14.2
Scheme (12)-OBS 12.2 0.4 1.0 2.1 1.4 11.9 43.9 34.0
Scheme (13)-OBS 11.8 0.3 0.4 1.5 3.8 10.4 27.7 38.8
aThe albedo schemes are forced with observations to decide surface albedo, and then with observed incoming solar radiation to calculate absorbed
energy. Positive values imply that the albedo schemes absorb more solar energy than measured. The observed absorption use the tower albedo from
February to May and the line albedo from June to September (best estimate of observed surface albedo).
Figure 1. Time series of differences between observed and
simulated absorbed solar radiation by using albedo para-
meterization from HIRHAM (red), REMO (green), NCAR
(dark blue), Melia (light blue) and Mellor and Kantha (pink).
Table 7. Albedo Values for Different Surface Types in the
Proposed New Sea Ice Albedo Scheme
aDRYSNOW = 0.84 Grenfell and Perovich [1984], Grenfell
et al. [1994], Curry et al. [1996] and
[Curry et al., 2001]
aMELTING_SNOW = 0.77 Curry et al., 2001, Lindsay and Rothrock
[1994] and Perovich et al. [2002a]
aBARE_ICE = 0.57 [Persson et al., 2002; Eicken et al., 1994]
aMELTING_SEA_ICE = 0.51 Curry et al. [2001]
aMELTPONDS (TS) = 0.36–0.1
(2 + TS) TS  2C
Tschudi et al. [2001], Perovich and
Grenfell [1981], Langleben [1969]
and Perovich et al. [2002a]
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tions. This is novel compared to earlier schemes. Unfortu-
nately, independent data are not available. The gross fea-
tures are the same for observed and the simulated melt pond
fraction. As expected the simulated melt pond fraction
increase immediately when the temperature reaches the
melting point. In reality it takes time to accumulate
meltwater. A more complex scheme should account for this
inertia.
[34] Monthly mean albedo and systematic error for
absorbed solar radiation are printed in Table 8. Versions 2
and 1 are very similar through the year, but version 1 has
slightly higher biases than version 2. Both schemes are
however, closer to observed albedo and has lower system-
atic error than existing schemes, regarding absorbed solar
radiation (Table 6). In section 7 will the new snow albedo
scheme be tested in HIRHAM, and version 1 for sea ice
albedo, referred to as new sea ice albedo, in climate
simulations with HIRHAM. Dethloff et al. [2006] tested
the more advanced version 2 for sea ice albedo in a GCM
and discussed global implications of sea ice albedo changes
in the Arctic.
6. Hirham and Experimental Setup
[35] The regional climate model HIRHAM consists of the
HIRLAM Eulerian grid point model [Gustafsson, 1993] and
the ECHAM4 physical parameterization routine [Roeckner
et al., 1996]. In addition to this, some minor modifications
are done and the whole model is described in detail by
Christensen et al. [1996]. The dynamics include prognostic
equations for surface pressure, horizontal wind components,
specific humidity, cloud water, and temperature. Processes
that are not resolved with the horizontal and vertical
resolution are parameterized and include radiation transfer,
turbulent fluxes, cumulus convection, large scale conden-
sation and land surface processes. Over land surfaces,
albedo is given by climatology and modified according to
appearance of snow. The snow albedo scheme are described
in section 3.1 (scheme number 1 (non-forested areas) and
scheme number 2 (forested areas) in Table 1). Description of
the sea ice albedo is given in section 3.2 (scheme number 9,
Table 3).
[36] The treatment of heat conduction in sea ice and the
diagnostic equation for snow fraction over land will in the
following be described. Sea ice concentration is an input
field in HIRHAM, while sea ice thickness in the Arctic is
fixed to 2 m. Additional accumulation of snow on the sea
ice is neglected. The sea ice skin temperature is calculated
according to the linearized heat balance equation;
Q Tskinð Þ ¼ Cp
Dt
Tskin  Tskin t  Dtf gð Þ ð5Þ
where the capacity Cp corresponds to the fixed ice
thickness, Q denotes the heat flux, Tskin the skin surface
temperature and Dt is the time step.
[37] Fraction of snow cover on land ( fsnow) is diagnosed
as a function, of snow water equivalent (SWE), fsnow =
SWE/(SWE + 0.01), which is a prognostic variable in the
model given in meter. This implies that for approximately
20 cm of fresh snow the snow cover is approximately 95%.
[38] A control simulation (original snow and sea ice
albedo), experiment 1 with new sea ice albedo (version 1
described in the previous section) and experiment 2 with
new snow albedo for non-forested areas (from Roesch
[2000], described as scheme number (5) in Table 1) are
performed with HIRHAM. All simulations are 9 year long
and the last 8 year (1991–1998) is used in the analyses. The
model makes use of 0.5 horizontal resolution and 19
vertical levels. Lateral and surface boundary conditions
are taken from the ERA40 data set, and the integration
domain is shown in Figure 3. In the same figure fraction of
forest is shown together with sea ice cover in May 1990.
7. Response to New Surface Albedo in
Simulations With HIRHAM
7.1. Response to New Sea Ice Albedo in Simulations
With HIRHAM
[39] Compared to the old sea ice albedo scheme, the new
sea ice albedo scheme gives higher sea ice albedo in winter
and spring and lower sea ice albedo in summer (June and
July). In winter due to the effect of a snow cover which
increases the albedo in the new formulation and the forma-
tion of melt ponds on the sea ice which decreases the albedo
Figure 2. Observed (solid) and parameterized (dashed)
melt pond fraction following equation (3).
Table 8. Monthly Mean Albedo and Radiation From Observations and Different Albedo Schemesa
Total Feb Mar Apr May Jun Jul Aug
Tower albedo 0.77 0.83 0.85 0.85 0.85 0.83 0.66 0.58
Line albedo – – – – – 0.75 0.55 0.45
V2 albedo 0.70 0.84 0.84 0.84 0.84 0.74 0.51 0.49
V1 albedo 0.71 0.84 0.84 0.84 0.84 0.73 0.53 0.52
V2 ASW-OBS ASW 0.0 0.9 0.4 0.7 2.8 3.6 8.1 6.7
V3 ASW-OBS ASW 0.6 0.9 0.4 0.7 2.8 8.1 5.0 12.3
aTOWALB is albedo observed at the tower, LINALB is albedo observed at the albedo line. ASW is absorbed short wave radiation at the surface, while
V1, V2 and V3 refer to versions of the new sea ice albedo scheme. The two last lines show monthly means of differences between observed absorption of
solar radiation (W/m2) and simulated values using the different albedo schemes. The observed absorption use the tower albedo from February to May and
the line albedo from June to September (best estimate of observed surface albedo).
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in summer. This changes the fraction of absorbed solar
radiation in the sea ice. In April and May, 4 W/m2 less solar
radiation is absorbed with the new scheme averaged over
the integration domain. Furthermore, 2 W/m2 more solar
radiation is absorbed in the summer (JJA). For only sea ice
covered areas these changes are up to 15 W/m2 in monthly
means. These findings are in agreement with the off-line
evaluation of sea ice albedo schemes in sections 4 and 5.
[40] Figure 4 show differences in 2 m air temperature for
March, April and May (MAM) between the control simu-
lation and ERA40, and changes due to the new sea ice
albedo scheme. In the control simulation a warm bias of up
to 7C is present in the Arctic. For large parts of the Arctic
the new sea ice albedo scheme is 2–3C colder than the old
scheme. A statistical t-test is performed on the differences in
temperature between the new sea ice albedo simulation and
the control simulation. The areas where the probability that
they differ is higher than 95% are marked in the figure, and
enclose large parts of the Arctic Ocean, Labrador Sea and
Hudson Bay. The new scheme is in better agreement with
ERA40 temperatures, but still, HIRHAM with new sea ice
albedo has a warm bias in Arctic (2–3C). The contribu-
tions to the improved spring temperature in HIRHAM are
similar in April and May month. In March, less solar
radiation is present in the Arctic combined with a colder
surface for which HIRHAM is less sensitive to differences
in the albedo description. The new sea ice albedo tends to
decrease mean sea level pressure (MSLP) bias compared to
ERA40 during spring (Figure 5). This is seen for Northern
Scandinavia and parts of Russia and Canada. However, a
too high surface pressure seems to be present over the North
Pole with the new sea ice albedo. None of these changes are
statistical significant.
[41] In summer, the surface pressure response (Figure 6),
although apparently large, is insignificant in the 5% level. In
July and August considerably smaller differences are found
for surface pressure.
[42] For the autumn (September, October and November)
the 2-m air temperature with the new sea ice albedo is up to
1C colder than the original scheme. This is mainly due to
differences in September (Figure 7) where the new sea ice
albedo gives a temperature 0.5–2.0C colder than the old
scheme and increasing the temperature gradient southwards.
In October and November less solar radiation reaches sea
ice covered parts of Arctic and only minor differences are
found. However, compared to ERA40 the different albedo
schemes are equally skillful during autumn regarding 2 m
air temperature. The positive surface pressure bias in the
eastern part of the Arctic is reduced by 1–2 hPa. As for
surface air temperature the change in mean sea level
pressure in autumn is mainly due to changes in September
(Figure 8). The new sea ice albedo strengthens the low
pressure system in the Barents Sea with up to 5 hPa, which
is in better agreement with ERA40. However, none of the
changes in autumn are statistical significant.
[43] Despite more solar radiation during summer (JJA)
the change in sea ice albedo formulation has larger impact
in spring (MAM). This is partly due to less sea ice in
summer and partly due to the model formulation with
prescribed sea ice thickness and cover. Early in June the
surface temperatures of the sea ice reaches 0C with both
Figure 3. Integration domain for HIRHAM. Fraction of
forest in grey, sea ice cover valid for may 1990 (solid lines).
Figure 4. (a) 2 m air temperature [C], control simulation
minus ERA40, average over March, April and May.
Differences plotted in 1C intervals. (b) 2 m air temperature
[C], new sea ice albedo simulation minus control simu-
lation, average over March, April and May. Differences
plotted in 0.5C intervals. The two simulations differ with
more than 95% probability in areas with white background
enclosed by the black lines.
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sea ice albedo formulations. Little will therefore distinguish
the two simulations during the rest of the melt period. In a
coupled model system and in the real world, the situation
would be different as the extra absorbed energy with the
new albedo scheme will melt sea ice.
7.2. Response to New Snow Albedo in Simulations
With Hirham
[44] The change of snow albedo scheme for non-forested
areas shows less impact than for the new sea ice albedo.
However, local responses are seen. Possible reasons for this
is that the land surface in the integration domain is domi-
nated by forested areas except for north of 65N and some
mountainous regions (Figure 3). These areas are smaller
than sea ice covered areas and are more constrained by the
lateral boundary fields.
[45] In MAM the new snow albedo gives higher surface
albedo in snow covered areas close to the Arctic Ocean.
In these areas a reduction of about 5 W/m2 in net solar
radiation at TOA is seen, but little impact on other
parameters (T2M, MSLP, cloud cover). An impact in
summer average (June, July and August) is found in
some regions with late snowmelt. This is especially seen
near the Kara Sea were the new snow albedo scheme is
1–2C colder (Figure 9), and with 1 hPa higher surface
pressure (not shown), and in better agreement with
ERA40-data than the original scheme. Associated with
these changes are an increase of 4–8% in cloud cover and
a decrease of 10–15 W/m2 of net solar radiation at TOA
(not shown). However, none of these differences are
statistical significant.
[46] In winter (December, January and February) little
impact of changing snow and sea ice albedo is found due to
the lack of solar radiation at high northern latitudes.
8. Summary and Conclusions
[47] Several existing snow and sea ice albedo schemes
have been off-line validated against observed albedo. Com-
pared with observations from the SHEBA experiment it was
found a large scatter in the quality of different sea ice albedo
schemes. However, no scheme were superior the other
schemes as they failed to describe the entire annual cycle.
Figure 6. (a) Mean sea level pressure [hPa], control
simulation minus ERA40, average over June. Differences
plotted in 1 hPa intervals. (b) Mean sea level pressure [hPa],
new sea ice albedo minus control simulation, average over
June. Differences plotted in 0.5 hPa intervals.
Figure 5. (a) Mean sea level pressure [hPa], control
simulation minus ERA40, average over March, April and
May. Differences plotted in 1-hPa intervals. (b) Mean sea
level pressure [hPa], new sea ice albedo minus control
simulation, average over March, April and May. Differences
plotted in 0.5 hPa intervals.
D07110 KØLTZOW: SNOW AND SEA ICE ALBEDO
9 of 12
D07110
This is the same findings as Curry et al. [2001] in a similar
comparison, but with other sea ice albedo schemes. A
common deficiency was too high albedo in summer. In
addition, the temperature-dependent schemes had too low
albedo in the transition period between spring and summer.
It was further shown that a sea ice albedo scheme should
include the effects of snow and melt-ponds on the sea ice,
and by doing this it was possible to improve the existing sea
ice albedo scheme in HIRHAM and getting better agree-
ment with observed albedo from the SHEBA campaign.
[48] For forested areas there were good agreement
between estimated snow albedo from AVHRR and simu-
lated snow albedo, except for the constant value of 0.2
suggested by Viterbo and Betts [1999]. For non-forested
areas a large spread in simulated albedo was found.
However, the most important period to correctly simulate
the snow albedo is during melting in spring due to increased
solar radiation. Having this in mind the polynomial
temperature-dependent approach [Roesch, 2000] is probably
the best of the compared snow albedo schemes and might
improve the HIRHAM snow albedo.
[49] Effects of changing the description of snow and sea
ice albedo in HIRHAM are seen in the period from April to
September. From October to March the amount of solar
radiation hitting snow and sea ice covered areas are small
and only minor changes occur. The most pronounced
change happens in surface air temperature over Arctic sea
ice in spring due to changed sea ice albedo. The effect of
new surface albedo on T2M is mainly restricted to local
changes in surface albedo, which is in agreement with the
findings of Barnett et al. [1989].
[50] Compared to ERA40 data a significant improvement
of the model performance is found during spring. In mean
sea level pressure a positive impact of new sea ice albedo is
found in spring and autumn, while a decrease in quality is
found in June. Except for the latter, the overall performance
of HIRHAM is improved with new snow and sea ice
albedo. This suggests that a RCM is not entirely steered
by the lateral forcing, but that surface forcing and model
physics are important for successful simulations. It is worth
to notice that HIRHAM is much more sensitive to changes
in sea ice albedo than snow albedo on land in the performed
Figure 8. (a) Mean sea level pressure [hPa], control
simulation minus ERA40, average over September. Differ-
ences plotted in 1 hPa intervals. (b) Mean sea level pressure
[hPa], new sea ice albedo minus control simulation, average
over September. Differences plotted in 0.5 hPa intervals.
Figure 7. (a) 2 m air temperature [C], control simulation
minus ERA40, average over September. Differences plotted
in 1C intervals. (b) 2 m air temperature [C], new sea ice
albedo simulation minus control simulation, average over
September. Differences plotted in 0.5C intervals.
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simulations. This is due to (i) the integration domain and
(ii) the sea-ice and land distribution within the model
domain. In addition, it should be expected even higher
sensitivity to changes in sea ice albedo in a coupled climate
model because of the sea ice albedo feedback process.
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ABSTRACT
Dynamical downscaling by atmospheric Regional Climate Models (RCMs) forced with low-resolution data should
produce ﬁne scale climate details with skill. This is investigated by adopting and extending the Big-Brother approach
of Denis et al. (2002). A reference climate is established from a ﬁne resolution RCM simulation in a large domain (the
Big-Brother). These Big-Brother (BB) data are degraded by removing small scales, and then used for downscaling by
the RCM (the Little Brother) with the same resolution as the BB in three domains of different size. Differences between
the Little- and BB are attributed to errors caused by the downscaling. We have furthermore extended the original BB
method and investigated the impact of the quality of the driving data. The RCM manage to reproduce the general large
scale climate features of the BB when forced with high quality data, but show deﬁciencies when the driving data differ
both in phase and scale from the BB. Forced with data with lower quality on a sufﬁciently large integration domain and in
regions inﬂuenced by strong local forcing, the RCM signiﬁcantly improve the climate statistics for local variables (2 m
air-temperature, 10 m wind speed, precipitation). We even found that the improvement increased with domain size.
1. Introduction
Global projections for anthropogenic climate change are pro-
vided by coupled global climate models (GCMs) and scenarios
for constituent emissions to the atmosphere. Typical horizontal
resolution in GCMs for IPCC (2001) was 250–300 km in the
atmosphere and 100–150 km in the oceans (Lambert and Boer,
2001). In the 4th Assessment Report of IPCC (2007), resolution
has been increased a factor 1.5–2 by some GCMs, but this is
still insufﬁcient for most studies of impacts of climate change.
The low resolution also constitutes a source of errors in the re-
gional aspects of climate simulation results. Downscaling global
projection data by employing regional climate models (RCMs)
with higher resolution has therefore become common procedure
in the recent years (see e.g. IPCC 2001 and 2007). There still is
some discussion related to the proper set-up of dynamical down-
scaling, and to what extent the downscaling augments the value
of the global calculations for the region.
This paper revisits these challenges by employing a further
developed type of the ‘Big-Brother Experiments’ (BBE) intro-
∗Corresponding author.
e-mail: morten.koltzow@met.no
DOI: 10.1111/j.1600-0870.2008.00309.x
duced by Denis et al. (2002). We only consider pure atmospheric
downscaling which makes use of nesting (e.g. Jones et al., 1995;
Christensen et al., 1997; Noguer et al., 1998). The GCM data are
imposed at the open lateral boundaries of the RCM and by the
sea surface temperature and sea ice cover. We do not consider
the method of spectral nudging (Kida et al., 1991; von Storch
et al., 2000).With this method the large scale part of the GCM
data are forced in the interior of the RCM integration domain.
Another method for more ﬁne scale simulations are GCMs with
variable resolution and focus over the area of interest (e.g. Fox-
Rabinovitz et al., 2001).
The rational behind dynamical downscaling is that RCMs
should produce realistic ﬁne-scale details over a region when fed
by information from coarser-resolution GCM data at the bound-
aries, and that the results are better suited for impact assessment
studies. In RCMs there should be at least three sources of motion
systems on scales not resolved by GCMs: (1) improved descrip-
tion of ground surface structures and contrasts, (2) more explicit
description of nonlinear dependencies in the dynamics and (3)
improved resolution and more explicit description of hydrody-
namic instabilities (Denis et al., 2002). There are two quality
aspects which need to be addressed in this respect: (1) the ability
to reproduce observed historical and present-day climate condi-
tions and (2) the ability of the RCM to improve, or add value,
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to the climate statistics of the GCM which provides data for
downscaling.
There are also a number of issues concerning the use of the
nesting technique and their outcome for regional climate mod-
elling (Giorgi and Mearns, 1991, 1999; Denis et al., 2002). One
issue is to force the RCM with GCM data in a proper way. This
concerns not only the mathematical formulation, but also the
difference in spatial resolution between the RCM and the GCM,
the frequency of boundary data updates, and errors introduced
by temporal and spatial interpolation of the GCM data. A sec-
ond issue is inconsistent physical parametrizations in the GCM
and RCM models. This was addressed by, for example, Rum-
mukainen et al., (2001) who found that the relative humidity
in the vicinity of the lateral boundaries in a RCM is depen-
dent on differences in the way precipitation processes is handled
in the GCM and in the RCM. Thirdly, there are aspects con-
cerning the choice of integration domain for the RCM. Jones
et al., (1995 and 1997) emphasize that the RCM circulation
should be constrained by the ﬁelds of the driving model for
features resolved by the latter and advocated the use of small
RCM integration domains in order to secure this whilst others
have proposed spectral nudging (Kida et al 1991). This opin-
ion has been supported by others (e.g. von Storch et al., 2000),
but not generally (e.g. Machenhauer et al., 1994; Christensen et
al., 1997). In the Norwegian research project Regional Climate
DevelopmentUnderGlobalWarming (RegClim, 1997–2006) at-
tentionwas not paid to this issue (Bjørge et al., 2000;Haugen and
Iversen, 2008). Less controversial is the requirement that ﬁne-
scale features developed in the RCM should not be damped or
destroyed by the open lateral boundary conditions (Jones et al.,
1995). A fourth aspect concerns the application of atmosphere
only RCMs. Castro et al., (2005) showed that the ground sur-
face boundary conditions are important in generating large scale
variability in RCMs, and that this importance increases as the
integration domain increases. Thus, large scale atmospheric vari-
ability tends to be increasingly underestimated as the domain size
increases when the lower boundary conditions are not allowed to
respond to the atmosphere. In atmospheric RCMs the continental
ground surface variables are adjustable whilst the ocean surface
is fully prescribed from the GCM. Only a few RCMs include
coupling to the ocean (e.g. Do¨scher et al., 2002; Rinke et al.,
2003).
One step in the validation of the quality of atmospheric down-
scalingwithRCMs is the performing of Perfect BoundaryExper-
iments (PBEs) (e.g. Christensen et al., 1997; Rinke et al., 1999).
When GCM-data are downscaled with a RCM, systematic and
random errors imposed at the lateral boundary and at the ocean
surface are unavoidable due to the imperfections inherent in any
GCM. In PBEs the RCM is driven with analysed atmospheric
ﬁelds at the lateral boundaries and similar for the ocean surface.
Hence, a PBE is a demanding test of the quality of the RCM with
regard to downscaling, as the results can be compared directly
with observed climate data over the speciﬁc time-period. How-
ever, as advocated by Denis et al., (2002), regular atmospheric
climate observations often lack the spatial and temporal resolu-
tions needed for adequate validation of the ﬁne scale features
calculated by the RCM. Fields from very-high resolution data
assimilation are contaminated by inaccuracies of the assimila-
tionmethod and errors in themodel used for the purpose. Finally,
PBEs does not differ between errors originating from the RCM
itself and from the downscaling technique.
Denis et al., (2002) therefore suggested a new type of PBEs
which are fully based on models. This is nick-named the BBE
and enables evaluation of nesting strategies for dynamical down-
scaling. First a reference climate from a RCM simulation is es-
tablished as a pure model product using a large integration do-
main and the high resolution intended for use when downscaling
GCM data. This simulation is called the Big Brother (BB). In
the method proposed by Denis et al., (2002) and used in later
experiments (Denis et al., 2003; Antic et al., 2004; Herceg et al.,
2006; Diaconescu et al., 2007) data from BB are then degraded
towards the common resolution used in the atmospheric compo-
nents of the global climate models (GCM) by simply removing,
or ﬁltering of, the smaller scales. The resulting ﬁltered ﬁelds are
then used as lateral boundary data to drive an RCM (called the
Little Brother, LB) which is integrated using the same resolution
as the BB, in a subarea of the BB domain. The climate statis-
tics of the LB is validated by comparing with the unﬁltered BB
data in the LB domain. Differences between the two statistics
can unambiguously be attributed to errors associated with the
dynamical downscaling technique, and not to model errors or
observational limitations.
Denis et al., (2002, 2003) introduced the concept of the BBE,
and performed it for a one month long simulation. They found
that time mean and variability of ﬁne scale features are success-
fully reproduced over regions with strong small-scale surface
forcing.Over ocean and away from the surface, less reproducibil-
ity is achieved. Antic et al., (2004) extended the time period to
yield 4 winter months on a domain covering the west coast of
North America. These results are in agreement with predictabil-
ity aspects of forced versus free ﬂows (Anthes et al., 1985; Boer,
1994).
These results were also interpreted to be in favour of the idea
that the RCMs should not be able to change the driving GCM
data on the scales resolved by the latter (e.g. Jones et al., 1995,
1997). We advocate that this interpretation can be a false effect
of the fact that the driving data for the LB are not taken from
a coarse resolution model with associated errors, but from data
which by construction are perfect on the coarser scales. In a BBE
experimental set-up the large scale patterns of the LB should
stay close to the BB data. We therefore take the original BBE a
step further by comparing the original experiments with results
for which the BB data have errors typical for coarse resolution
models.
In Section 2, the RCM HIRHAM used in the study is de-
scribed, before a more detailed description of the experiment
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is given. Then the results are presented in Section 4, before a
summary is given and conclusions are drawn in Section 5.
2. The regional climate model HIRHAM
Our version of the HIRHAM RCM was imported from Max
Planck Institute for Meteorology (MPI) in 1997. A similar ver-
sion was used at the Danish Climate Centre (Christensen et al.,
1996, 1997, 1998). As described in Bjørge et al., (2000) the
model has been used for dynamical downscaling of global cli-
mate scenarios on a rotated spherical grid with 0.5◦ (∼55 km)
horizontal grid resolution and 19 levels in the vertical). The phys-
ical processes are adapted from the ECHAM4ACGM(Roeckner
et al., 1996).
A more recent version (Haugen and Haakenstad, 2006) of
the HIRHAM RCM is used in this study. In this version, the
dynamical core uses a two-time-level three-dimensional semi-
Lagrangian semi-implicit time-integration scheme, adopted
from the more recent version (no. 5) of the HIRLAM nu-
merical weather prediction model (Unde´n et al., 2002.). The
physical parametrization package of HIRHAM was modiﬁed
to couple to this scheme. Furthermore, the lateral boundary
relaxation scheme, the horizontal diffusion, and the surface
albedo parametrization (Køltzow, 2007) was updated. The lat-
eral boundary relaxation is based on Davies (1976) and is com-
monly in use in RCM’s (e.g. used in 6 out of 8 RCM’s in Rinke
et al., 2006). The linear interpolation in time of the boundary data
was replaced by a cubic interpolation. The changes were imple-
mented in successive steps. InHaugenandHaakenstad (2006) the
model output was validated by downscaling re-analyzed ERA40
data and compared tomonthlyCRUTS2.1 gridded observations.
Temperature and precipitation errors were slightly reduced for
Europe in general, and the precipitation errors in particular in
some mountainous areas were much reduced. In addition, the
computational efﬁciency was improved.
Fig. 1. The different integration domains
used in the study. The large domain (marked
A) is used in the ﬁne- and coarse-resolution
Big-Brother (BB) simulations. The smaller
embedded areas are the large (marked B),
medium (marked C) and small (marked D)
Little Brother (LB) model domains. The
common veriﬁcation domain which is used
in Figures 2–5 are the innermost area marked
E.
3. The extension of the Big-Brother experiments
In this study the perfect prognosis approach called the poorman’s
Big-Brother Experiment (hereafter referred to as BB) is followed
(Denis et al., 2002).TwoBBsimulations are done; theﬁrst uses of
0.5◦ ×0.5◦ horizontal grid and 31 levels on the big domain shown
in Fig. 1. This simulation is referred to as the ﬁne-resolution
BB and is considered to represent the truth in the experiments.
Small scales features in this ﬁne-resolution BB are removed by
interpolating to a 2.8◦ × 2.8◦ grid with 19 levels by a bi-linear
interpolation in the horizontal and by interpolating from 31 to 19
vertical levels. As in Denis et al., (2002) this degraded data-set,
hereafter referred to as the ﬁltered ﬁne resolution BB data, can be
dynamically downscaled in a smaller domain, thus investigating
to what extent the downscaling can regenerate the ﬁltered small
scale structures.
Compared to Denis et al., (2002) we extend the BB technique
with a second BB simulation in order to more realistically mimic
the actual situation where the coarse-resolution data have to be
taken from a coarse-resolution model. To generate large-scale
data, the model is run with coarser resolution (2.8◦ × 2.8◦ and
19 levels) directly in the same big domain, which is similar to the
approach used by Diaconescu et al., (2007) independent of our
present study.We refer to this simulation as the coarse-resolution
BB.
The ﬁltered ﬁne resolution datamust be regarded as represent-
ing the upper bound in the potential quality of coarse resolution
data, since they contain resolution errors without phase shifts.
Differences between results obtained from downscaling ﬁltered
ﬁne resolution BB data and those from downscaling coarse
resolution BB, represent a potential for improvement in dynam-
ical downscaling.
Compared to output from GCM’s, the BB data sets simula-
tions are produced in a limited area with the same model tool
as used for downscaling, thereby referred to as poor man’s BB
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experiments. Both BB runs are forced with the ECMWF ERA40
re-analysis data set at the lateral and surface boundary (Uppala
et al., 2005). All simulations are for the period 1970–1990. The
ﬁrst year is considered as spin-up and not included in the analysis
that thus contains 20 yr.
The dynamical downscaling of BB data uses the same model
as used to generate the BB data, and is termed Little Brother
simulations (hereafter referred to as LB). In this paper we apply
three alternative LB runs based on three different integration
domain sizes; small, medium and large. For each of the three
LBs, data from both the ﬁltered BB and the coarse-resolution
BB data sets are downscaled. In the LB runs, data at the lateral
boundaries are updated every 6 h, as supported by others (e.g.
Dimitrijevic and Laprise, 2005; Antic et al., 2004). All the three
integration domains are given in Fig. 1. Results from the different
domains are intended to highlight the importance of the domain
size.
It is expected that the ﬁltered BB data set deviates from the
coarse-resolution BB with respect to circulation patterns. Com-
parison between downscaled versions of the two data-sets is
therefore expected to give valuable insight into the abilities of the
downscaling to improve the climatology of the coarse-resolution
BB.The original experiment byDenis et al., (2002)was not prop-
erly designed to address this problem, since the ﬁltered data were
perfect except for the ﬁnest scales. To generalize the BB experi-
ments one step further towards practical realism, the downscaling
should be run with several other models than the one used for
producing the BB data. This is not attempted in this study.
4. Results
We focus our attention on the potential qualities of dynamical
downscaling for Norway, even though some aspects of down-
scaling elsewhere are discussed. The 20-yr climatic averages of
the ﬁne-resolution BB, that is, our version of the ‘truth’, is com-
pared with those of the three different LB’s inside a common
veriﬁcation area for all model domains (see Fig. 1). Similarly,
the quality of daily values of mean sea level pressure (MSLP),
2 m air temperature (T2m), precipitation (PREC), and wind
speed at 10 m heights (V10) is discussed on the basis of bias
error, root mean square error, and temporal correlations relative
to the ﬁne-resolution BB for all model grid points in Norway.
Finally, the day-by-day variability is studied, including the re-
production of extreme values.
4.1. Reproduction of climate averages
Figure 2 show the temporal averages of MSLP for the years
1971–1990 in the ﬁne- and coarse-resolution BB simulation,
alongwith deviations of eachLBversion from the ﬁne-resolution
BB. The ﬁne-resolution BB has low MSLP over the ocean west
of Norway and higher over land with a gradient condensed along
the western coastline. In the coarse-resolution BB the zone of
Fig. 2. Results for mean sea level pressure, with equidistance 0.5 hPa,
averaged over the years 1971–1990. Upper left-hand side:
ﬁne-resolution BB; upper middle: coarse-resolution BB and upper
right-hand side: the difference between the coarse- and ﬁne-resolution
BB. The middle row shows the downscaling errors (the difference
between LB results and the ﬁne-resolution BB) for the LB simulations
driven by the ﬁltered BB over the small (left-hand side), medium
(middle) and large (right-hand side) LB integration domain. The
bottom row shows the corresponding errors of the three LB simulations
when driven by the coarse-resolution BB.
strong MSLP gradient does not follow the coast to the same ex-
tent, and the extremes and gradients are weaker. All LB versions
yield too high MSLP. When ﬁltered ﬁne resolution BB data are
downscaled, the LB on small and medium domains give a 1–
1.5 hPa bias with little geographical variation, whilst in the large
domain the bias varies from 1.5 hPa in the north to 3.5 hPa in
the south. With coarse-resolution BB for downscaling the bias
is between 1 and 3 hPa with largest values to the west and south.
The quality of the data for downscaling is shown to be partic-
ularly important, when the LB is applied to downscale ﬁltered
ﬁne resolution BB data in the two smallest domains. For the
largest domain, however, the MSLP bias is slightly worse when
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Fig. 3. Same as Fig. 2, but for air temperature 2 m above the ground
surface with equidistance 0.5 ◦C.
downscaling ﬁltered data, indicating that LB in that case is able
to develop more of its own model-speciﬁc features in the inte-
rior. Comparingwith theMSLPbias of the coarse-resolutionBB,
however, there is otherwise little evidence of improved MSLP-
patterns in the results from downscaling of the coarse-resolution
BB data. One exception is seen over the ocean North West of
Norway (mostly outside the area covered by Figure 2), which
will be discussed below under the comparison of areas outside
Norway.
Figure 3 shows 20-yr climate averages for 2-m temperature
(T2M), which is strongly inﬂuenced locally by the different res-
olution of the topography and other ground-surface features.
Hence, over the ocean the coarse and the ﬁne scale BB are similar
since prescribed sea surface temperatures in both cases are taken
from the ERA40 analysis. The Scandinavian mountains are too
smooth and too low in the coarse resolution BB, which therefore
is too warm in these areas. (The T2M from the coarse resolution
BB is not height corrected by post-processing.) However, all LB
computations show little bias error. In fact, the biggest deviations
are found in the large-domain LB when ﬁltered ﬁne resolution
Fig. 4. Same as Fig. 2, but for 24 h accumulated precipitation with
equidistance 0.5 mm (24 h)–1.
BB data is downscaled. This case is ∼0.5◦ warmer than the other
LB results. Some regions at the west coast of Norway have a 0.5◦
too warm climate in all LB simulations, originating from situa-
tions in autumn and winter together with an increased on-shore
wind component compared to the ﬁne scale BB (not shown).
Figure 4 show the 20-yr average climate statistics for pre-
cipitation. Also precipitation patterns are highly related to the
topography, resulting in strong features over the westward fac-
ing coastlines in the ﬁne resolution BB which are absent in
the coarse resolution BB. All LB simulations show consider-
able agreement with the ﬁne scale BB and there are almost no
signals that can be related to the quality of the two data sets
for downscaling. This is in agreement with, for example, Antic
et al., (2004) who stated that complex topography enhances the
downscaling ability of precipitation. Nevertheless, an important
deviation is that precipitation is underestimated in LB with the
small domain. This is a shortcoming of the closeness to the in-
ﬂux lateral boundary. Even though speciﬁc humidity and cloud
water is included in the boundary forcing, the HIRHAM RCM
needs a downwind distance time to establish dynamical balance
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between ﬁelds like vertical motions and moisture. For the small
domain there is insufﬁcient (lagrangian) time to establish this
balance in air downstream of the lateral boundary before it hits
the mountains in our area of interest. Also, differences in land-
sea mask between the coarse and ﬁne grids close to the lateral
boundary of the small domain, are prone to inﬂuence the evapo-
ration from the sea surface. However, we have not quantiﬁed this
error. Furthermore, also the precipitation in the large-domain LB
is underestimated in some regions, leaving the LB on medium-
sized domain with smallest precipitation bias. Downscaling the
ﬁltered ﬁne resolution data yields the smallest bias, but the dif-
ference from downscaling the coarse resolution BB is only tiny.
This indicates that the medium-sized domain is closest to the
optimal trade-off between the requirement of necessary mois-
ture spin-up and a proper control of the large scale ﬂow pattern
provided by the driving data. Too much precipitation at the West
Coast of Norway is produced in the same areas where the T2M in
the LB’s show positive bias. Again these deviations are related
to an increased on-shore wind component during autumn and
winter (not shown).
Figure 5 shows the average climatology forwind speed at 10m
above ground surface. Also this parameter is strongly inﬂuenced
by ground surface features such as topography and coast-lines.
In the ﬁne resolution BB, the pronounced average wind max-
ima occur over the oceans along the western coasts of Norway,
which the coarse resolution BB fails to reproduce. This bias is to
some extent corrected when downscaling the coarse resolution
BB with LB applied in the two smallest domains. With the large
domain, the LB results are less restricted by the lateral bound-
aries, and the biases are to a large extent corrected. Downscaling
ﬁltered ﬁne-resolution BB data yields small biases independent
of integration domain, but the improvement above downscaling
coarse-resolution BB data in the largest domain is small.
4.2. Daily statistics for Norway
In this section daily values are presented by monthly statistics
in order to emphasize seasonal variations between BB and LB
computations. In Fig. 6 20 yr statistics for MSLP error, that is,
differences between ﬁne resolution BB and all other model cal-
culations, are given for all land grid points in Norway. The error
measures are the bias, the error in variance of daily values as
a measure of the day-to-day variability, the standard deviation
(SD) of the error, are all shown along with the correlation with
the ﬁne resolution BB. The diagrams show that best veriﬁca-
tion results for MSLP are obtained for all statistical parameters
when LB is applied with a small integration domain and ﬁltered
ﬁne resolution BB data are downscaled. The annual cycles in
statistics for errors in the coarse resolution BB are also present
in the LB results obtained when coarse resolution BB data are
downscaled, irrespective of domain size.
Errors are large in autumn and winter. In these seasons the re-
production of the average climatology of T2M and precipitation
Fig. 5. Same as Fig. 2, but for wind speed at 10 m height with
equidistance 0.5 m s–1.
along the Norwegian West Coast was problematic (not shown),
and the extra-tropical system of cyclones shows its highest activ-
ity. Stronger winds at the lateral boundaries increase the down-
wind distance that the RCM needs to develop smaller scaled
features. At the same time, strong winds are associated with
large gradients in pressure and temperature, and therefore an in-
creased risk of phase errors in the simulations of synoptic and
mesoscale features such as cyclones and fronts. For all measures
the importance of the quality of the data used for downscaling
is demonstrated. For MSLP, it is only for day to day variability,
and to someextent for the correlation, obtained after downscaling
with LB in a large domain, that it is possible to detect an added
value of dynamical downscaling from the coarse resolution BB.
Figure 7 shows similar statistics for daily data for temperature
2 m above the ground. Downscaling decreases the temperature
errors compared to those in the coarse resolution data throughout
the year. This is mainly because the Scandinavian topography
is considerably improved with better horizontal resolution. An-
nually averaged, the T2M is in good agreement with the ﬁne
scale BB, but this hides the fact there are underestimates in
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Fig. 6. Monthly mean error statistics, relative to ﬁne resolution BB, of
daily mean sea level pressure (hPa) over 20 yr and all land-based grid
points in Norway. Shown are bias error (upper left-hand side),
day-to-day variability (upper right-hand side), standard deviation
(lower left-hand side), and correlation (lower right-hand side) for the
six LB simulations and the ﬁne resolution BB.
summer and autumn and overestimates during winter. The errors
are considerably more evenly distributed through the year when
the LB’s downscale ﬁltered ﬁne resolution BB data. It is notice-
able that during summer the smallest bias is calculated with LB
in the medium-sized domain, whilst in winter the smallest bias
is found with the smallest LB domain. This reﬂects that local
forcing is relatively more important during the summer when
information from the lateral boundary is slowly penetrating the
integration domain. For SD and correlation no added value of
dynamical downscaling of the coarse-resolution BB is found.
For the day to day variability, however, a clear improvement in
the downscaled data is apparent.
The monthly error statistics for daily precipitation is shown
in Fig. 8. Again the best results are obtained when ﬁltered ﬁne
resolution BB data are downscaled, but the smallest bias error
is obtained when LB is applied with the medium sized domain.
This domain is sufﬁciently small such that the synoptic circula-
tion does not depart signiﬁcantly from the data imposed at the
Fig. 7. Same statistics as in Fig. 6, but for 2 m air temperature T2M.
boundaries (Jones et al., 1995), but is large enough to allowmois-
ture to adjust downstream from the boundaries over the region
of interest.
Even more important, however, is the added value in precip-
itation data obtained by downscaling the coarse resolution BB
data. This is evident for bias error and the error of the day to
day variability, and the best results are obtained with the largest
LB domain. This contradicts the argument that smaller domains
should be used to ensure that the LB stay close to the large
scale ﬂow in the coarse resolution model. For SD and correla-
tion, downscaling of the coarse resolution BB worsen slightly or
make no impact. The seasonal differences show less correlation
and higher SD during summer and autumn when precipitation is
strongly inﬂuenced by convection with a more stochastic nature.
This conﬁrms the ﬁndings of Dimitrijevic and Laprise (2005)
based on simulations of 5 July months.
Figures 7 and 8 show that surface temperature and precipita-
tion from downscaled scenarios are not crucially dependent on
the quality of the data used for downscaling. This agrees with
Noguer et al., (1998) who stated that parts of the distribution
of the mentioned variables are controlled by internal processes
in a RCM. However, seasonal deﬁciencies in the data used for
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Fig. 8. Same statistics as in Fig. 6, but for valid for 24 h accumulated
precipitation.
downscaling are to some degree also seen in the downscaled data
from the LB.
Figure 9 is similar to the three previous ﬁgures, but is valid
for wind speed 10 m above the ground. The main features and
differences in wind are seen over the ocean immediately west of
Norway (see Fig. 5). The majority of these grid points are not
included in the statistics of Fig. 9. Again the quality of the data
used for downscaling is important. Downscaling of the coarse
resolution BB adds value in summer, but only for the largest LB
domain for bias error, and in winter for day to day variability for
all LB domains.
From a deterministic point of view dynamical downscaling is
not very efﬁcient, since the SD is quite large for the different LB
simulations. This was also one of the ﬁndings of de Elı´a et al.,
(2002). However, the method of dynamical downscaling shows
skill in reproducing the climatology and theday todayvariability.
This is especially seen when the coarse resolution forcing is of
high quality. However, also when the driving data deviates from
the correct large scale circulation, dynamical downscaling is able
to reproduce data in agreement with the ﬁne resolution BB.
The analysis done in this section has also been performed in
regions of Norway (Northern Norway, the West coast and the
Fig. 9. Same statistics as in Fig. 6, but for 10 m wind speed.
South East in-land). No differences in the ability of dynamical
downscaling are found between the regions (not shown). This
do not support earlier ﬁndings (Dimitrijevic and Laprise, 2005;
Denis et al., 2003) which found that the skill in reproducing
precipitation over the West Coast of North America is higher
than the skill over the East Coast of North America, a region
with weaker topographic forcing. This can be explained by the
fact that in contrast to the wide North American continent, the
southeast part of Norway is strongly inﬂuenced by improved to-
pography in the ﬁne resolution grid. The region with best agree-
ment between the ﬁne and the coarse scale BB varies. For MSLP
and precipitation the southeast part of Norway is in best agree-
ment while for wind speed, Northern Norway obtains the best
agreement. For two meter temperature, only minor differences
between regions are found.
4.3. Extreme values for Norway
From the 20-yr-long simulations we extract the 20 highest
(MSLP, T2M, precipitation and wind) and lowest (MSLP and
T2M) daily values from each model simulation. Spatial mean
values and Mean Absolute Error (MAE), SD and Correlation of
the extremes compared to the ﬁne resolution BB are listed in
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Table 1. Each cell in this table gives the average over Norway of the 20 highest and lowest extremes for MSLP, T2M, precipitation and wind speed
at 10 m height in each grid square. Also the average over Norway of the mean absolute error, the standard deviation of the errors, and the Correlation
with the ﬁne resolution Big-Brother are given in each cell of the table.
Fine Coarse Small LB Medium LB Large LB Small LB Medium LB Large LB
resol. resol. forced with forced with forced with forced with forced with forced with
BB BB BBF BBF BBF BBC BBC BBC
Max MSLP 1054.52 1049.78 1054.76 1055.05 1054.47 1049.30 1049.74 1052.16 Mean
4.74 0.26 0.53 0.28 5.22 4.78 2.36 MAE
1.98 0.19 0.27 0.35 1.40 1.28 1.04 SD
0.33 0.99 0.99 0.97 0.71 0.79 0.85 Corr
Max T2m 293.54 289.81 293.52 293.33 293.71 290.23 290.58 291.08 Mean
3.90 0.71 0.77 0.73 3.36 3.00 2.52 MAE
3.04 1.33 1.30 1.28 2.45 2.09 1.86 SD
0.73 0.96 0.96 0.96 0.84 0.91 0.94 Corr
Max Precip 33.89 19.05 33.06 34.34 34.19 37.08 35.60 35.28 Mean
14.84 3.91 3.04 3.32 6.33 4.43 4.14 MAE
8.36 5.56 3.99 4.50 8.57 5.32 5.89 SD
0.42 0.83 0.91 0.89 0.71 0.84 0.83 Corr
Max wind 11.30 11.62 11.13 11.15 11.17 10.36 10.63 10.99 Mean
2.34 0.64 0.64 0.65 1.30 1.08 0.78 MAE
2.71 1.13 1.17 1.17 1.43 1.31 1.21 SD
0.88 0.98 0.98 0.98 0.97 0.97 0.97 Corr
Min MSLP 970.72 970.17 971.39 971.78 972.79 973.07 973.74 972.06 Mean
1.17 0.67 1.08 2.06 2.36 3.01 1.52 MAE
1.32 0.25 0.59 0.87 1.04 1.22 1.19 SD
0.85 0.99 0.90 0.88 0.87 0.86 0.89 Corr
Min T2m 252.00 254.92 252.37 253.56 252.22 253.60 252.02 253.26 Mean
3.39 0.97 0.99 1.52 1.43 1.29 1.48 MAE
4.10 1.54 1.30 1.58 1.84 1.32 1.57 SD
0.94 0.99 0.99 0.99 0.99 0.99 0.99 Corr
Table 1. In each grid point in Norway, the average over the 20
most extreme values are calculated. The numbers given in Ta-
ble 1 are averages of all the thus obtained grid point speciﬁc
extremes in Norway. Table 1 also gives the MAE, the SD of
the error, and the correlation with the ﬁne-resolution BB data
(‘the truth’). The coarse resolution BB clearly underestimates
the highest pressures, while the LB simulations stay close to
their driving data. However, when the downscaling domain is
sufﬁciently large, an improvement for events with high MSLP
appears. For low surface pressures we do not see the same im-
provement.
TheLB resultswhich are produced by downscaling the ﬁltered
ﬁne resolution BB data, reproduce the maximum temperatures
well. The coarse resolution BB underestimates the highest tem-
peratures considerably, and this also inﬂuences the results from
the LB downscaling. However, the underestimation decreases
when the LB domain increase in size. For the minimum T2M
the coarse resolutionBBoverestimates, but for the LB downscal-
ing the results’ quality depend less critically on the data used
for downscaling. Extremely low temperatures are often deter-
mined as a result of weak turbulent ﬂuxes in the stable planetary
boundary layer which is strongly inﬂuenced by long-wave ra-
diative cooling during nights with anticyclonic subsidence and
clear skies. Also extremely high temperatures are generated lo-
cally during anticyclonic subsidence and a stable boundary layer.
The local component is further enhanced by the fact that evap-
oration from the ground is an important moderator (Scha¨r and
Jendritzky, 2004).However,whilst radiative cooling during night
feeds positively back on the stabilization of the boundary layer,
the strong solar radiation during heat-waves tends to destabi-
lize the column. Extremely high temperatures therefore depend
on dynamical processes which suppress destabilization, such as
strong anticyclonic subsidence coupled with horizontal advec-
tion of deep tropospheric layers of potentially warm air. High
temperatures are therefore more inﬂuenced by the lateral bound-
ary conditions than low temperatures.
Themaximumprecipitation is considerably underestimated in
the coarse resolution BB, but any downscaling with LB signiﬁ-
cantly improve this situation, even though there is a tendency of
to overestimate when coarse resolution BB data are downscaled.
Furthermore, relative high values of MAE and SD suggest that
the localization is probably not the same in the downscaled data
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as in the ﬁne scale BB. The LB results obtained when using
the medium or large domains are considerably better than those
obtained when the small domain is used.
Little difference between the experiments is found for extreme
winds, although surprisingly the strongest winds are produced
with the coarse resolution BB. However, compared with the ﬁne
resolution BB the MAE, SD and correlation show considerable
improvements by downscaling with the LB. The statistical pa-
rameters indicate that the coarse resolution BB compensate ar-
tiﬁcially for higher/lower wind speeds compared to the ﬁne res-
olution BB. The high correlations for the LB which downscales
the coarse resolution BB data, documents an increased ability
to localize wind extremes. Also in this case, the best results are
obtained with the largest LB domain.
4.4. Climate of the large LB domain
Figure 10a show the differences in climatological average of
MSLP between the coarse- and the ﬁne resolution BB. The high-
Fig. 10. (a) Fine scale Big-Brother MSLP
(average 1971–1990) minus coarse
resolution Big-Brother MSLP (1971–1990).
Equidistance is 0.5 (b) Coarse resolution
Big-Brother MSLP (1971–1990) minus
MSLP (1971–1990) from downscaled coarse
resolution Big-Brother with LB in the largest
domain.
est resolution gives a deeper low pressure system in the North
AtlanticOcean, theBarents Sea, and parts of thewestward facing
European regions. Pressure is otherwise higher over major con-
tinental areas in Eurasia, Canada and Greenland. The difference
over Greenland is probably a consequence of higher Greenland
topography in the ﬁne resolution version inﬂuencing the post-
processing of MSLP.
The difference in climatology between the coarse resolution
BB and its downscaled results with the large domain LB, is
given in Fig. 10b. The patterns are to a large extent equal, but
opposite in signs to those of Fig. 10a. Thus, downscaling partly
repairs the MSLP errors over Greenland. Over the North At-
lantic Ocean, however, the downscaling slightly increases the
error in the MSLP present the coarse resolution BB, except over
the Barents Sea where downscaling reduces MSLP and thus re-
pairs the error in the coarse resolution BB. Over continental
Eurasia (Finland/Russia) the LB increases the MSLP towards
the ﬁne resolution BB. It has earlier been stated that RCMs are
not able to reduce circulation errors in coarse resolution driving
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data (Noguer et al., 1998). However, this study indicates that at
least in some regions and with a sufﬁciently large integration
domain, it is possible to improve the climate of the large scale
circulation.
Except for differences close to the lateral boundaries, the only
major differences found in T2m, precipitation and wind speed
are those already discussed for the Scandinavian area. Elsewhere
they are remarkable similar (not shown).
5. Discussion and conclusions
In this study abilities and limitations of dynamical downscaling
of global climate model data have been investigated by employ-
ing an extended version of the BB approach introduced by Denis
et al., (2002). Compared to earlier studies, the simulation length
(20 yr), the size of the integration domain, and the geographical
scope are new. Furthermore, the investigation of the impact of
the quality of the data being downscaled is an extension com-
pared to the original method of Denis et al., (2002), and follows
the same approach as Diaconescu et al., (2007).
Eight simulations were performed in total. Two 20-yr BB sim-
ulations are made, one with 0.5◦ horizontal resolution and 31
levels and another with 2.8◦ horizontal resolution and 19 lev-
els. The ﬁrst of these were established to mimic the truth, to
which all the LB simulations (on a small, medium and large
domain) were compared. The LBs were forced with both ﬁl-
tered data from the ﬁne-resolution BB run (‘the truth’) and with
data from the coarse BB simulation. The second constituted the
data for dynamical downscaling. This is a step towards real-
ity compared to the procedure of downscaling ﬁne resolution
BB data after removal of the ﬁne-scale structures by ﬁltering,
which represent the highest possible quality of coarse resolution
data.
When the LB is used to downscale high quality data they
manage to reproduce the climatology and variability of the ﬁne
resolution BB very well. However, when the integration domain
is large the LB circulation pattern may deviate from the ﬁne
resolution BB. This is especially seen in the MSLP ﬁelds. In a
small domain the low-level circulations (i.e. the MSLP-pattern)
is to a large extent steered by the lateral forcing and agree well
with the ﬁne resolution BB, but in this case the LB fails to re-
generate some important features of precipitation because the
closeness to the lateral boundary hampers upstream moisture
adjustment. This illustrates that the optimal domain should be
small enough to constrain the large scale circulation, but sufﬁ-
ciently large to allow small scale features to develop (Jones et al.,
1995). On the other hand, this is not necessarily true when the
quality of forcing data at the lateral boundaries is inferior. The
regeneration of extreme values shows skill both in values and in
localization.
The basic assumption behind dynamical downscaling is that
RCMs should produce realistic ﬁne scale features just by being
fed by large scale and low resolution information at the bound-
aries. This study supports this assumption, although we ﬁnd this
positive impact in a region strongly dominated by local forcing
by local topography and complex coastlines. This conﬁrms sug-
gestions by Anthes et al (1985) and Boer (1994), and does not
contradict the results of de Elı´a and Laprise (2003) since they
focused on unforced variability.
When the LB is used to downscale coarse resolution BB data
which have lower quality than the ﬁltered ﬁne resolution data,
it has problems in regenerating the correct large scale patterns,
such as those characterized by the MSLP. This is in agreement
with the ﬁndings of Diaconescu et al., (2007) with a rather small
integration domain (4500 km × 4500 km) for the LB. However,
our results indicate thatwith a sufﬁciently large domain, theLB is
able to correct some of the deﬁciencies. For more local weather-
related variables such as T2M, precipitation, and 10 m wind,
skillful climate information is generated by the LB. We ﬁnd that
a large integration domain enhances the improvements, both in
climate averages and for the day to day variations. Extremes in
weather are potentially important when assessing consequences
of climate change, and they are often related to featureswhich are
not properly resolved in GCMs. An important issue is therefore
to what extent dynamical downscaling can reproduce extreme
events when they are not explicitly present in the data applied
for downscaling. Also in this respect we ﬁnd that the LB has
ability to regenerate extremes with quality which increases with
increasing size of the integration domain.
In conclusion, we ﬁnd that there is little doubt that downscal-
ing may add value to coarse resolution data in areas dominated
by local quasi-stationary forcing. We have also seen that, for a
high-quality RCM, when the downscaling conﬁguration allows
improving the quality of the coarse resolution data, even better
results may be obtained.
This conclusion should be used with some caution. For ex-
ample, real dynamical downscaling of data from global climate
scenarios represents even one step further in BB experimenta-
tion compared to our work. This step concerns that the coarse
resolution GCM data in reality are produced with a consider-
ably different model than the LB. Some aspects of our conclu-
sions may depend on the simpliﬁcation that the coarse resolu-
tion data are produced with the same model system as the LB
except for resolution and integration domain. Deﬁciencies re-
vealed in BBE may interact with other sources of error in a real-
istic downscaling set-up. Such aspects are recently discussed by
Jacob et al., (2007), but without formally addressing the domain
size.
Another caution relates to the fact that our ‘truth’ actually
is a model product of the same type as used to produce the
calculated data that are validated. Hence, the missing source of
climate variability clearly present in a pure atmospheric RCM,
is also missing both in our version of the ‘truth’ and in the coarse
resolution BB data. Our experiments are therefore not designed
to properly account for insufﬁcient climate variability related to
interactions with, for example, the oceans (Castro et al., 2005).
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Abstract: Dynamical downscaling by atmospheric Regional Climate Models (RCMs) 
forced with low-resolution data should produce climate details and add quality and value to 
the low-resolution data. The aim of this study was to explore the importance of (i) the 
oceanic surface forcing (sea-surface temperature (SST) and sea-ice), (ii) the lateral 
boundary condition data, and (iii) the size of the integration domain with respect to 
improved quality and value in dynamically downscaled data. Experiments addressing the 
three aspects were performed and the results were investigated for mean sea level pressure 
(mslp), 2 m air temperature (T2m) and daily precipitation. Although changes in SST gave a 
clear response locally, changes in the lateral boundary data and the size of the integration 
domain turned out to be more important with our geographical scope being Norway. The 
T2m turned out less sensitive to the changes in lateral forcing and the size of the 
integration domain than mslp and precipitation. The sensitivity for all three variables 
differed between Norwegian regions; northern parts of Norway were the most sensitive. 
Even though the sensitivities found in this study might be different in other regions and for 
other RCMs, these results call for careful consideration when choosing integration domain 
and driving lateral boundary data when performing dynamical downscaling.  
Keywords: dynamical downscaling; lateral- and surface forcing; domain size 
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1. Introduction 
State-of-science climate predictions are based on scenarios for future natural and societal 
developments which influence the external forcing of processes in the climate system. These processes 
are modelled mathematically by the use of General Circulation Models (GCMs) or Earth System 
Models (ESMs) if bio-geochemical processes are included on-line. Typical horizontal resolutions of 
the GCMs used in the 3rd Assessment Report from IPCC were 250–300 km in the atmosphere [1] and 
100–150 km in the oceans [2]. In the 4th Assessment Report (AR4) from IPCC, the resolutions were 
increased by a factor 1.5–2 by some of the GCMs [3]. This is still insufficient for characterizing most 
regional and local impacts of climate change, and the coarse resolution constitutes an important source 
of errors in the global climate simulations and predictions. 
Regionalization of global climate predictions by applying statistical and dynamical methods is 
therefore common. Dynamical downscaling, which is the subject of the present paper, employs 
Regional Climate Models (RCMs) with higher spatial resolution than contemporary GCMs, but in 
general only for selected physical compartments of the climate system and over selected geographical 
regions. By applying nesting [4,5], information from outside the RCM-domains is provided by the 
GCMs (or ESMs) through the open lateral boundaries of the RCMs, which define their geographical 
scope. For atmospheric RCMs, information from the global models is also provided through the lower 
boundary. An atmospheric RCM normally includes a dynamical land-surface model for the upper soil 
layers, including vegetation and simplified surface hydrology, whilst sea surface temperatures (SST) 
and sea-ice cover (SIC) are prescribed from the global model [6]. Similarly, oceanic regional models 
can be applied for dynamical downscaling over limited ocean regions by providing atmospheric fluxes 
from the GCM as upper boundary conditions [7]. In recent years, RCMs which couple atmospheric 
and oceanic processes on-line have been developed [8,9], but they are still not widely applied.  
In this paper we focus on the use of atmospheric RCMs for dynamical downscaling of global 
climate simulations. A basic pre-requisite for a successful dynamical downscaling is that the 
atmospheric RCM produces data which refine and add value to the driving input data provided by the 
GCM. Such refinements can be partly due to higher resolution and better description of the ground 
surface forcing, and partly to an improved description of the internal atmospheric dynamics and 
physics [10,11]. One possible way to evaluate the enhanced quality of atmospheric RCMs is to 
perform Perfect Boundary Experiments (PBEs) [12,13], while the nesting method itself can be 
assessed through Big Brother Experiments [14,15].  
There are several issues that need to be addressed concerning the nesting strategy [16]. One is the 
importance of the quality of the imposed driving data for the RCMs. Several studies suggest that RCM 
results for large scale variables, e.g. mean sea level pressure, depend crucially on the lateral boundary 
data [4,17,18]. On the other hand, for variables predominantly influenced by local conditions, e.g., 2 m 
temperature, the quality of the lateral data is less important. Furthermore, the importance of the lateral 
forcing generally decreases with the size of the integration domain [15]. 
In an atmospheric RCM the driving data provided by a coarse resolution GCMs can be divided into 
a part provided through the lower boundary conditions (in particular sea surface variables) and another 
part governing the lateral boundaries. In re-constructions of the present-day climate by atmospheric 
GCMs, sea ice surface variables are prescribed. In an experiment with four different data-sets for the 
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sea ice climatology which all were considered to represent the true situation equally well, high local 
sensitivities to the differences in sea ice properties were found, considerably smaller impacts were 
found remotely [19]. One reason for the small remote impact was linked to the fact that the same 
prescribed sea surface temperature (SST) was used in all simulations. 
Significant effects of extra tropical SST anomalies at middle and high latitudes on atmospheric 
circulation patterns have been reported in existing literature [20,21]. Both of these studies showed a 
response in the North Atlantic circulation due to SST anomalies in the Labrador Sea. Furthermore, 
extra-tropical SST anomalies do indeed influence the atmosphere outside of the boundary layer, but 
this influence may be masked by the internal atmospheric variability [22]. The highest sensitivity to 
surface forcing is diagnosed during winter due to the relatively strong fluxes of latent and sensible heat 
in this period. Differences in sea-ice cover (SIC) will in particular enhance the sensitivities with 
respect to these fluxes along the Arctic boundaries. This is due to the very large temperature difference 
between the cold Arctic air and the underlying sea surface often observed during incidents of Arctic  
air outflow.  
In a study, an evaluation of 14 GCMs from IPCC AR4 in the Arctic was performed and the 
penetration of the North Atlantic storm tracks into the Barents Sea was consistently missing or 
seriously underestimated [23]. In particular this shortcoming was seen in combination with too much 
sea-ice in the same area. It was not possible to conclude on the causes of this deficiency, but the 
combination of errors suggested that there is a connection between the state of the sea surface and the 
atmospheric dynamics. Such connections may limit the possibilities for dynamic downscaling with 
atmospheric RCMs in the Arctic. 
There are relatively few published studies that focus the role of SST and SIC in atmospheric RCM 
simulations [24,25], even though the sea surface state shows impacts on the atmospheric dynamics in 
regional models. In addition, the sea surface temperatures have a profound impact on the precipitation 
in RCM simulations for the Baltic Sea area and the Anatolian Peninsula, respectively [26,27]. Another 
interesting issue in this connection is to what extent the importance of the surface forcing depends on 
the size of the integration domain. Several studies have concluded that the size of the integration 
domain is of importance and that the proper size may differ for different variables [28]. Closely linked 
to this is the relative importance of data imposed at the lateral boundaries versus at the ground surface 
as a function of the integration domain size. There are several reasons why this is an important issue. 
First, the relative importance of ground surface versus lateral boundary forcing in RCM’s is not firmly 
established. Second, if the surface forcing is important, this will constitute an additional source of 
uncertainty in downscaled climate scenarios. Whilst the importance of the quality of the atmospheric 
lateral boundary data is recognised and widely studied, the quality of the ground-surface data, 
including the ocean surface, should be considered more carefully in connection with dynamical 
downscaling. Thus, a significant sensitivity to surface forcing would imply that a coupled RCM with 
an improved description of the sea surface forcing should further improve the atmospheric flows and 
physics compared to pure atmospheric downscaling with fixed coarse resolution surface forcing.  
The aim of this study is to explore the importance of data for ground surface forcing (e.g., sea 
surface temperature (SST) and sea ice concentration (SIC)) relative to data for lateral boundary forcing 
in atmospheric RCMs. The importance of the forcing is of course closely connected to the employed 
models, but also closely coupled to the more universal issue with limited area models, what is the 
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proper size and location of the RCM domain. In this context we therefore also discuss the relevance of 
the size of the integration domain for dynamical downscaling 
In Section 2 a description of the employed RCM is given, before the experiments are described in 
Section 3. Results are presented and discussed in Section 4 before the investigation is summarized and 
conclusions are drawn in Section 5. 
2. Model Description 
The regional climate model HIRHAM consists of the HIRLAM Eulerian grid-point model [29] and 
the ECHAM4 physical parameterization routine [30]. A description, with some minor modifications, is 
also available [31]. The model was used for dynamical downscaling of global climate scenarios over 
Northern Europe and parts of the adjacent North-Atlantic and Arctic oceans [32]. In this study the 
model makes use of a rotated spherical grid with mesh width 0.5 degree (~55 km) in the horizontal 
direction and 19 levels in the vertical. Two different integration domains are used, see Figure 1. 
Figure 1. The applied HIRHAM Regional Climate Model (RCM) integration domains 
(including the lateral boundary zone). 
 
The model dynamics are quasi-hydrostatic, and include prognostic equations for specific humidity 
and the cloud water. Physical processes are only partly resolved, and therefore include 
parameterizations. The turbulent vertical fluxes from the sea surface to the atmospheric boundary layer, 
which are particularly important in connection with the studies in this paper, are calculated using bulk 
transfer relations in the atmospheric surface layer [30]. The roughness parameter for turbulent 
momentum over open ocean is computed from the Charnock formula whilst assigned a constant value 
over the ice-covered ocean. The roughness parameter for heat and moisture are approximated by an 
empirical relation to the momentum roughness parameter [30]. 
The lateral boundary conditions employs a relaxation scheme [33] over 7 grid points (also used in 6 
out of 8 RCMs in the Arctic Model Intercomparison [24]). At the lateral boundaries the prognostic 
variables are relaxed towards the imposed data by a nudging coefficient which puts full weight on 
model-calculated values in the inner parts of the domain and gradually increase the weight towards a 
full weight on the externally imposed values across a relaxation zone along the lateral boundary. SST 
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and SIC are entirely specified from the externally global data; i.e., these variables are not calculated by  
the RCM. 
3. Description of Experiments  
In this study a set of dynamical downscaling experiments is done with the HIRHAM model. All 
experiments are valid for the climate during the period 1960–1990. The first year is omitted in the 
analysis to avoid spin-up effects in the model results. The driving data are from the ECHAM4 GCM 
(The Max Planck Institute for Meteorology in Hamburg, Germany) and from the Hadley GCM (The 
Hadley Centre at the UK MetOffice). Hereafter we use the following naming conventions: HL for 
lateral boundary data from the Hadley GCM, HS for ground surface forcing data from the Hadley 
GCM, ML for lateral boundary data from the ECHAM4 GCM, and finally MS for ground surface 
forcing data from the ECHAM4 GCM. 
The experiments are performed using a small and a large integration domain (Figure 1). The large 
domain consists of 150 × 165 grid points, while the small domain consists of 96 × 96 grid points. For 
the experiments in which HS replaces MS, this is only done for parts of the domain (30° W to 40° E). 
The differences in SST and SIC between MS and HS are seen throughout the whole year but are most 
pronounced during the winter seasons. In winter (December, January and February, DJF) the HS 
surface temperatures are considerable lower than for MS south of Greenland, while it is opposite near 
the sea ice edge along the eastern Greenland coast and in the Barents Sea (Figure 2). While the former 
differences are associated with the location of the warm North-Atlantic current (the “Gulf stream”), the 
latter are mainly due to the different location of the sea ice edge, and thereby the surface temperature. 
In addition there are differences along the coasts.  
Figure 2. The average December, January and February (DJF), differences in surface 
forcing between HS and MS. Differences in sea surface temperature (1 °C intervals) is 
shown together with the sea ice concentration from the HS (dashed lines) and the MS  
solid lines. 
 
Five experiments are performed: (1) MLMS on the small domain; (2) MLHS on the small domain; 
(3) MLMS on the large domain; (4) MLHS on the large domain; and finally (5) HLHS on the small 
domain. The experiments are summed up in Table 1. For a straightforward interpretation of the results, 
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we mainly focus the comparison between combinations involving only one difference in the external 
variables (i.e., different surface forcing only, different lateral boundary forcing only, or different 
domains only, see Table 1). Each experiment is run for 30 years and designed to be representative of 
the 1960–1990 climate. 
Table 1. Overview of the experiments performed with the HIRHAM Regional Climate 
Model (RCM). The table lists which of the external specifications that are studied when a 
comparison of different experiments is done. Different surface forcing is named SFC, and 
different lateral forcing is named LBC. Combinations of experiments for which only one 
specification is different are written in italic bold. 
 MLMS  
small domain 
MLHS  
small domain 
MLMS  
large domain 
MLHS  
large domain 
HLHS  
small domain 
MLMS 
small domain  
SFC on 
small domain 
Domain size Domain size & SF Driving data (SFC and LBC) 
MLHS  
small domain 
SFC on 
small domain 
 Domain size & SFC Domain size 
LBC on 
small domain 
MLMS  
large domain Domain size Domain size & SFC  
SFC on a large 
domain 
Driving data (SFC & LBC) and 
domain size 
MLHS 
large domain 
Domain size & 
SFC 
Domain size SFC on a large domain  LBC and domain size 
HLHS  
small domain 
Driving data (SFC 
& LBC) on 
small domain. 
LBC on small 
domain 
Driving data (SFC & 
lateral) and domain size 
LBC and domain 
size 
 
4. Results 
In this section a comparison of the 30 year long averages of mean sea level pressure (MSLP), 2 m 
air temperature (T2m) and daily amounts of precipitation from the different RCM simulations is 
presented. The attention will be on how the differences in the size of the integration domain and in the 
lateral- and surface forcing (referred to as external forcing of the RCM) alter the simulation results. 
The external forcing and RCM response is present throughout the entire year, but with a pronounced 
annual cycle. The results are presented for the winter season (DJF) when the differences in surface 
forcing and in the response are largest. These winter maxima are also found in other studies [19,24], 
and can be explained by larger latent and sensible heat fluxes from open water compared to the 
radiative forcing during the winter.  
A general overview of the differences in the simulated climate from the different experiments is 
given below, before the impacts on selected Norwegian regions are discussed in more detail.  
4.1. Differences in Simulated Climate due to Different Surface Forcing 
The responses in T2m due to changed surface forcing are concentrated close to the areas of large 
forcing differences in both integration domains (Figure 3a and 4a shows the difference in response due 
to MLHS instead of MLMS forcing, small and large domain, respectively). The differences in surface 
forcings are shown in Figure 2. There is a local and apparent one-to-one relationship between the 
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differences in SST and the differences in T2m. The strong local response is expected because the T2m 
is estimated applying a stability dependent interpolation between the surface temperature (here SST) 
and the temperature in the lowest model level. The latter is between 50–150 m above ground in climate 
models. Effects of the lateral forcing are also seen as the response to the SST difference in the small 
domain is slightly weaker than in the large domain. Similar behaviour is found in the T2m response for 
other seasons; the local response dominates with similar patterns in both domains, but with larger 
amplitude in the large (not shown). However, the differences in T2m are more modest downstream in 
the prevailing westerly winds of the areas with large SST differences. This is in agreement with earlier 
findings which reported a modest non-local response to surface forcing [6]. This finding is explained 
by the fact that the prescription of more similar SSTs downstream effectively constrains the effect of 
the changes. However, other studies report larger remote responses, both in coupled models [34] and 
pure atmospheric models [20]. Also the shape and scale of the surface forcing can be important for the 
nature of the response [21]. 
Figure 3. Differences in simulated DJF climate, MLHS small domain minus MLMS small 
domain, of (a) 2 m air temperature (1 °C intervals); (b) mean sea level pressure (0.5 hPa 
intervals) and (c) daily precipitation (0.25 mm/day intervals). 
(a) 
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Figure 3. Cont. 
(b) 
 
(c) 
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Figure 4. Differences in simulated DJF climate, MLHS large domain minus MLMS large 
domain, of (a) 2 m air temperature (1 °C intervals); (b) mean sea level pressure (0.5 hPa 
intervals) and (c) daily precipitation (0.25 mm/day intervals). 
(a) 
 
(b) 
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Figure 4. Cont. 
(c) 
 
A response to surface forcing in Mean Sea Level Pressure is mainly seen in autumn and winter, and 
the response is clearly most pronounced in the large domain (Figure 3b and 4b, small and large domain, 
respectively). The MSLP response in the large domain is high locally, but is also seen in remote areas 
(e.g., over central Europe). The surface pressure increase (up to 2 hPa) over colder water and a 
reduction of about 1hPa is found in areas with warmer water. This implies a change in the north-south 
gradient of the MSLP for the Atlantic and changes in flow patterns when replacing MS with HS. 
Smaller response is calculated close to the lateral boundaries. In the Barents Sea the response is not 
sensitive to the size of the integration domain.  
As for mslp, the response in precipitation is mainly seen in autumn and winter (Figure 3c and 4c, 
small and large domain, respectively). The patterns appear independent of the size of the integration 
domain, but the amplitudes are larger with the large domain. During winter, an increased surface 
temperature and reduced surface pressure is correlated with increased precipitation. The increased 
precipitation amounts to 1mm/day in regions with 2–4° increased SST (south of Greenland). The 
precipitation response is predominantly local to the surface forcing, but there are also changes in 
precipitation remotely at the Norwegian coast. The latter is likely to be connected with the changes 
found in the pressure gradients. In the large integration domain even more remote response in 
precipitation is seen over locations not included in the small domain, such as areas near the Alps. A 
possible explanation for this response might be a change in humidity in air flowing across the 
Mediterranean due to changed SST. However, this area is also situated close to the lateral boundary 
and might be influenced by the lateral boundary treatment. 
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So far, only the response in surface fields is studied, and figures for free tropospheric responses are 
not included. However, investigation of the thickness of the 1,000 hpa to 850 hPa layer and 850 hPa to 
500 hPa layer reveals differences up to 10 m. Mainly, a reduction is seen in thickness south and east of 
the south tip of Greenland due to the colder surface in HS. Locally, the main difference is found in the 
lower part of the troposphere, whilst downstream of the forcing the main difference is found in the  
mid-troposphere. Close to the sea ice edge, an increase in thickness is found. In the lower parts of  
the atmosphere the response is closely linked to the surface forcing, whilst the response in  
mid-troposphere is more homogenous.  
4.2. Differences in Climatology due to Different Size of the Integration Domain 
The MLMS and MLHS data sets are downscaled with the HIRHAM RCM both in a “small” and a 
“large” integration domain. Differences in mean values valid for DJF between the large and the small 
integration domain are shown in Figure 5 (MLMS driven) and 6 (MLHS driven). The differences 
between the large and the small integration domain are almost independent on the surface forcing, 
since there are similar patterns in Figure 5 as in Figure 6. In the small domain, the Icelandic low is 
deeper and associated with a stronger westerly flow over Northern Europe than for the solution in the 
large domain. The increased low level advection of relatively warm air from the North Atlantic Ocean 
over Northern Europe, contributes to the 0.5–1.5 °K increase of the T2m in Scandinavia in the small 
domain. There are also temperature differences in the Arctic (not shown), which can be a consequence 
of changed circulation patterns and the proximity to the lateral boundary in the small domain. Similar 
explanations are plausible for the differences in precipitation in southern Europe and close to the Alps. 
At the Norwegian coast, the response in the small domain produces approximately 0.5–1.0 mm/day 
more precipitation than in the large domain. The maximum precipitation differences are around 10% 
of the daily precipitation in the downscaled MLMS in the small domain. 
Although the results presented here can be specific to the employed RCM and the geographical area, 
they suggest that RCM results are highly sensitive to the choice of integration domain size. The 
optimal choice of integration domain depends on one’s perspective on the purposes of dynamical 
downscaling. One perspective is that downscaling should mainly introduce small-scale features that 
are not resolved in GCMs, whilst the large scale features resolved in the driving GCM are kept 
unaltered. This is a linear perspective on the role of downscaling which can be achieved by choosing 
sufficiently small integration domains [5] so that the large scale circulation is restricted by the lateral 
boundaries, but still large enough for small scale features to develop by the RCM. Alternatively,  
so-called spectral nudging can be applied in the RCM to control the larger scales [35,36]. Another 
perspective on the role of regional climate modelling is more non-linear, in that the increased 
resolution in the RCM may introduce fine-scale features which may develop and upscale and thus 
contribute to improve the description of features on the larger scales that are resolved by the GCM 
providing the driving data. In this perspective, large integration domains are preferred in order to allow 
the upscale development in the RCM, and thus to potentially improve the large scale as well as the 
small scale features [15,37]. These different perspectives are discussed in more detail in existing 
literature [16]. 
Atmosphere 2011, 2                            
 
 
78 
Figure 5. Differences in simulated DJF climate, MLMS large domain minus MLMS small 
domain, of (a) 2 m air temperature (1 °C intervals), (b) mean sea level pressure (0.5 hPa 
intervals) and (c) daily precipitation (0.25 mm/day intervals). 
(a) 
 
(b) 
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Figure 5. Cont. 
(c) 
 
Figure 6. Differences in simulated DJF climate, MLHS large domain minus MLHS small 
domain, of (a) 2 m air temperature (1 °C intervals), (b) mean sea level pressure (0.5 hPa 
intervals) and (c) daily precipitation (0.25 mm/day intervals). 
(a) 
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Figure 6. Cont. 
(b) 
 
(c) 
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4.3. Differences in Climatology due to Different GCM Driving Data 
In Figure 7, the differences in simulated winter climate (DJF) due to different lateral driving data 
but similar surface forcing (MLHS versus HLHS) are shown. This can be compared to another 
experiment (MLMS versus HLHS) shown in Figure 8. All simulations are done in the small integration 
domain. The differences are very similar and independent on the employed surface forcing (except 
locally over the ocean), implying that with this integration domain the lateral boundary forcing 
strongly constrains the flow and is of higher importance than the surface boundary conditions. 
The ML driven RCM shows a considerable lower surface pressure in the Arctic and Northern 
Europe, while higher pressure are obtained south west of Iceland compared to the HL driven 
simulation. The differences mean that the Icelandic low is moved north-eastward in the ML driven 
simulation. This gives an increased on-shore wind component in southern Norway and an off-shore 
component in the more northerly parts of Norway. In conjunction with the Norwegian orography, this 
results in ~2mm/day more precipitation at the Norwegian west coast in the ML driven simulation. 
Temperature differences are smaller and mainly seen locally over the sea and sea ice where the surface 
forcing differs, as well as close to the lateral boundaries. 
In these experiments there is little doubt that the large-scale parts of the RCM solutions strongly 
depend on the driving data. However, for more locally forced variables, such as near surface 
temperatures and parts of the precipitation, the solutions are less dependent on the lateral forcing data. 
An interesting question is whether the results of the RCM would converge with increasing integration 
domain, but this is left for further investigation.  
Figure 7. Differences in simulated DJF climate, MLHS small domain minus HLHS small 
domain, of (a) 2 m air temperature (1 °C intervals); (b) mean sea level pressure (0.5 hPa 
intervals) and (c) daily precipitation (0.25 mm/day intervals). 
(a) 
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Figure 7. Cont. 
(b) 
 
(c) 
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Figure 8. Differences in simulated DJF climate, MLMS small domain minus HLHS small 
domain, of (a) 2 m air temperature (1 °C intervals); (b) mean sea level pressure (0.5 hPa 
intervals) and (c) daily precipitation (0.25 mm/day intervals). 
(a) 
 
(b) 
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Figure 8. Cont. 
(c) 
 
4.4. The Impacts of RCM Set-up on the Simulated Climate in Norwegian Regions 
In this section, the RCM results for different regions in Norway are examined. We will investigate 
how the external forcing alters the RCM results with respect to mean value and month-to-month 
variability. The analysis is done for the three regions shown in Figure 9. The three regions have 
considerably different climates as illustrated with the MLMS driven RCM-climate for MSLP, T2m, 
and daily precipitation in winter (Figure 9). Eastern Norway has a pronounced continental climate with 
warm summers, cold winters and moderate annual precipitation amounts. Both Western and Northern 
parts of Norway are dominated by a coast line that is exposed to the westerly winds from the North 
Atlantic Ocean. Annual precipitation amounts are large while the difference between summer and 
winter temperatures is moderate. In addition, Northern Norway is strongly influenced by the proximity 
to the Arctic, even though the surrounding ocean is open all year. The three regions are hereafter 
denoted north, west and east Norway. 
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Figure 9. The three analysed regions, north, (south) west and (south) east Norway, marked 
with red. In addition, the MLMS small domain DJF climate, T2m (°C) in red/blue colors, 
mslp (hPa) in solid black lines and daily precipitation (mm/day) in dashed black lines.  
 
The results are presented as the mean differences between the different simulations and the ratio of 
month-to-month variance between different experiments for north Norway (Table 2), west Norway 
(Table 3) and east Norway (Table 4).  
Table 2. The DJF mean difference and ratios of the month-to-month variance of MSLP 
(hPa), T2m (°C) and daily precipitation (mm/day) between the different experiments for 
the north Norway region. The numbers are the differences/ratios between the experiments 
in the column heading minus the experiment in the rows to the left. 
 MLMS 
Small domain 
MLHS 
Small domain 
MLMS 
Large domain 
MLHS 
Large domain 
HLHS 
Small domain 
MLMS 
Small domain 
 Mean 
difference: 
MSLP = 0.33 
T2m = −0.47 
Prec = −0.21 
Variance 
ratio: 
MSLP = 0.96 
T2m = 1.35 
Prec = 1.07 
Mean 
difference: 
MSLP = −2.84 
T2m = 0.14 
Prec = 0.08 
Variance 
ratio: 
MSLP = 2.11 
T2m = 0.93 
Precip = 6.08 
Mean 
difference: 
MSLP = −2.71 
T2m = −0.22 
Precip = 0.03 
Variance 
ratio: 
MSLP = 1.89 
T2m = 1.11 
Precip = 5.27 
Mean 
difference: 
MSLP = −3.86 
T2m = 0.25 
Precip = 0.20 
Variance 
ratio: 
MSLP = 1.10 
T2m = 1.13 
Precip = 1.16 
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Table 2. Cont. 
 MLMS 
Small domain 
MLHS 
Small domain 
MLMS 
Large domain 
MLHS 
Large domain 
HLHS 
Small domain 
MLHS 
Small domain 
Mean 
difference: 
MSLP = −0.33 
T2m = 0.47 
Precip = 0.21 
Variance 
ratio: 
MSLP = 1.04 
T2m = 0.74 
Precip = 0.94 
 Mean 
difference: 
MSLP = −3.17 
T2m = 0.61 
Precip = 0.29 
Variance 
ratio: 
MSLP = 2.19 
T2m = 0.69 
Precip = 5.67 
Mean 
difference: 
MSLP = −3.04 
T2m = 0.25 
Precip = 0.24 
Variance 
ratio: 
MSLP = 1.96 
T2m = 0.82 
Precip = 4.91 
Mean 
difference: 
MSLP = −4.19 
T2m = 0.72 
Precip = 0.42 
Variance 
ratio: 
MSLP = 1.14 
T2m = 0.83 
Precip = 1.09 
MLMS 
Large domain 
Mean 
difference: 
MSLP = 2.84 
T2m = −0.14 
Precip = −0.08 
Variance 
ratio: 
MSLP = 0.47 
T2m = 1.08 
Precip = 0.16 
Mean 
difference: 
MSLP = 3.17 
T2m = −0.61 
Precip = −0.29 
Variance 
ratio: 
MSLP = 0.46 
T2m = 1.45 
Precip = 0.18 
 Mean 
difference: 
MSLP = 0.13 
T2m = −0.36 
Precip = −0.05 
Variance 
ratio: 
MSLP = 0.9 
T2m = 1.2 
Precip = 0.87 
Mean 
difference: 
MSLP = −1.02 
T2m = 0.11 
Precip = −0.12 
Variance 
ratio: 
MSLP = 0.52 
T2m = 1.21 
Precip = 0.19 
MLHS 
Large domain 
Mean 
difference: 
MSLP = 2.71 
T2m = 0.22 
Precip = −0.03 
Variance 
ratio: 
MSLP = 0.53 
T2m = 0.90 
Precip = 0.19 
Mean 
difference: 
MSLP = 3.04 
T2m = −0.25 
Precip = −0.24 
Variance 
ratio: 
MSLP = 0.51 
T2m = 1.22 
Precip = 0.20 
Mean 
difference: 
MSLP = −0.13 
T2m = 0.36 
Precip = 0.05 
Variance 
ratio: 
MSLP = 1.11 
T2m = 0.83 
Precip = 1.15 
 Mean 
difference: 
MSLP = −1.15 
T2m = 0.47 
Precip = 0.17 
Variance 
ratio: 
MSLP = 0.58 
T2m = 1.01 
Precip = 0.22 
HLHS 
Small domain 
Mean 
difference: 
MSLP = 3.86 
T2m = −0.25 
Precip = −0.20 
Variance 
ratio: 
MSLP = 0.91 
T2m = 0.88 
Precip = 0.86 
Mean 
difference: 
MSLP = 4.19 
T2m = −0.72 
Precip = −0.42 
Variance 
ratio: 
MSLP = 0.88 
T2m = 1.20 
Precip = 0.92 
Mean 
difference: 
MSLP = 1.02 
T2m = −0.11 
Precip = 0.12 
Variance 
ratio: 
MSLP = 1.92 
T2m = 0.83 
Precip = 5.26 
Mean 
difference: 
MSLP = 1.15 
T2m = −0.47 
Precip = −0.17 
Variance 
ratio: 
MSLP = 1.72 
T2m = 0.99 
Precip = 4.54 
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Table 3. The DJF mean difference and ratios of the month-to-month variance of MSLP 
(hPa), T2m (°C) and daily precipitation (mm/day) between the different experiments for 
the west Norway region. The numbers are the differences/ratios between the experiments 
in the column heading minus the experiment in the rows to the left. 
 MLMS 
Small domain 
MLHS 
Small domain 
MLMS 
Large domain 
MLHS 
Large domain 
HLHS 
Small domain 
MLMS 
Small domain 
 Mean difference: 
MSLP = 0.10 
T2m = −0.04 
Precip =−0.09 
Variance ratio: 
MSLP = 0.98 
T2m=1.17 
Precip= 0.90 
Mean difference: 
MSLP = −2.1 
T2m = 0.12 
Precip = 0.38 
Variance ratio: 
MSLP = 2.55 
T2m = 0.98 
Precip = 4.98 
Mean difference: 
MSLP = −1.97 
T2m = 0.18 
Precip = 0.38 
Variance ratio: 
MSLP = 2.67 
T2m = 1.01 
Precip = 1.03 
Mean difference: 
MSLP = −2.4 
T2m = 0.22 
Precip = 0.70 
Variance ratio: 
MSLP = 1.05 
T2m = 1.06 
Precip = 1.03 
MLHS 
Small domain 
Mean difference: 
MSLP = −0.10 
T2m = 0.04 
Precip = 0.09 
Variance ratio: 
MSLP = 1.02 
T2m = 0.85 
Precip = 1.11 
 Mean difference: 
MSLP = −2.21 
T2m = 0.17 
Precip = 0.47 
Variance ratio: 
MSLP = 2.61 
T2m = 0.83 
Precip = 5.52 
Mean difference: 
MSLP = −2.07 
T2m = 0.23 
Precip = 0.47 
Variance ratio: 
MSLP = 2.73 
T2m = 0.86 
Precip = 5.02 
Mean difference: 
MSLP = −2.51 
T2m = 0.27 
Precip = 0.79 
Variance ratio: 
MSLP = 1.08 
T2m = 0.90 
Precip = 1.14 
MLMS 
Large domain 
Mean difference: 
MSLP = 2.1 
T2m = −0.12 
Precip = −0.38 
Variance ratio: 
MSLP = 0.39 
T2m = 1.02 
Precip = 0.20 
Mean difference: 
MSLP = 2.21 
T2m = −0.17 
Precip = −0.47 
Variance ratio: 
MSLP = 0.38 
T2m = 1.20 
Precip = 0.18 
 Mean difference: 
MSLP = 0.14 
T2m = 0.06 
Precip = 0.0 
Variance ratio: 
MSLP = 1.05 
T2m = 1.04 
Precip = 0.91 
Mean difference: 
MSLP = −0.30 
T2m = 0.10 
Precip = 0.32 
Variance ratio: 
MSLP = 0.41 
T2m = 1.08 
Precip = 0.21 
MLHS 
Large domain 
Mean difference: 
MSLP = 1.97 
T2m = −0.18 
Precip = −0.38 
Variance ratio: 
MSLP = 0.37 
T2m = 0.99 
Precip = 0.97 
Mean difference: 
MSLP = 2.07 
T2m = −0.23 
Precip = −0.47 
Variance ratio: 
MSLP = 0.37 
T2m = 1.16 
Precip = 0.20 
Mean difference: 
MSLP = −0.14 
T2m = −0.06 
Precip = 0.0 
Variance ratio: 
MSLP = 0.95 
T2m = 0.96 
Precip = 1.10 
 Mean difference: 
MSLP = −0.44 
T2m = 0.04 
Precip = 0.32 
Variance ratio: 
MSLP = 0.39 
T2m = 1.04 
Precip = 0.23 
HLHS 
Small domain 
Mean difference: 
MSLP = 2.4 
T2m = −0.22 
Precip = −0.70 
Variance ratio: 
MSLP = 0.67 
T2m = 0.94 
Precip = 0.97 
Mean difference: 
MSLP = 2.51 
T2m = −0.27 
Precip = −0.79 
Variance ratio: 
MSLP = 0.93 
T2m = 1.11 
Precip = 0.88 
Mean difference: 
MSLP = 0.30 
T2m = −0.10 
Precip = −0.32 
Variance ratio: 
MSLP = 0.49 
T2m = 0.93 
Precip = 4.76 
Mean difference: 
MSLP = 0.44 
T2m = −0.04 
Precip = −0.32 
Variance ratio: 
MSLP = 2.56 
T2m = 0.96 
Precip = 4.35 
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Table 4. The DJF mean difference and ratios of the month-to-month variance of MSLP 
(hPa), T2m (°C) and daily precipitation (mm/day) between the different experiments for 
the east Norway region. The numbers are the differences/ratios between the experiments in 
the column heading minus the experiment in the rows to the left. 
 MLMS  
small domain 
MLHS 
Small domain 
MLMS 
Large domain 
MLHS 
Large domain 
HLHS 
Small domain 
MLMS 
Small domain 
 Mean difference: 
MSLP = 0.19 
T2m = −0.04 
Precip = −0.28 
Variance ratio: 
MSLP = 0.99 
T2m = 1.09 
Precip = 0.73 
Mean difference: 
MSLP = −1.77 
T2m = −0.05 
Precip = −0.06 
Variance ratio: 
MSLP = 2.75 
T2m = 0.95 
Precip = 8.41 
Mean difference: 
MSLP = −1.65 
T2m = −0.15 
Precip = −0.01 
Variance ratio: 
MSLP = 3.02 
T2m = 0.97 
Precip = 9.66 
Mean difference: 
MSLP = −2.12 
T2m = 0.85 
Precip = −0.03 
Variance ratio: 
MSLP = 0.90 
T2m = 0.99 
Precip = 1.10 
MLHS 
Small domain 
Mean difference: 
MSLP = −0.19 
T2m = 0.04 
Precip = 0.28 
Variance ratio: 
MSLP = 1.01 
T2m = 0.92 
Precip = 1.37 
 Mean difference: 
MSLP = −1.97 
T2m = −0.02 
Precip = 0.22 
Variance ratio: 
MSLP = 2.78 
T2m = 0.87 
Precip = 11.50 
Mean difference: 
MSLP = −1.84 
T2m = −0.12 
Precip = 0.26 
Variance ratio: 
MSLP = 3.06 
T2m = 0.89 
Precip = 13.21 
Mean difference: 
MSLP = −2.32 
T2m = 0.89 
Precip = 0.24 
Variance ratio: 
MSLP = 0.92 
T2m = 0.91 
Precip = 1.50 
MLMS 
Large domain 
Mean difference: 
MSLP = 1.77 
T2m = 0.05 
Precip = 0.06 
Variance ratio: 
MSLP = 0.36 
T2m = 1.05 
Precip = 0.12 
Mean difference: 
MSLP = 1.97 
T2m = 0.02 
Precip = −0.22 
Variance ratio: 
MSLP = 0.36 
T2m = 1.15 
Precip = 0.09 
 Mean difference: 
MSLP = 0.13 
T2m = −0.10 
Precip = 0.05 
Variance ratio: 
MSLP = 1.10 
T2m = 1.02 
Precip = 1.15 
Mean difference: 
MSLP = −0.35 
T2m = 0.90 
Precip = 0.02 
Variance ratio: 
MSLP = 0.33 
T2m = 1.04 
Precip = 0.13 
MLHS 
Large domain 
Mean difference: 
MSLP = 1.65 
T2m = 0.15 
Precip = 0.01 
Variance ratio: 
MSLP = 0.33 
T2m = 1.03 
Precip = 0.10 
Mean difference: 
MSLP = 1.84 
T2m = 0.12 
Precip = −0.26 
Variance ratio: 
MSLP = 0.33 
T2m = 1.12 
Precip = 0.08 
Mean difference: 
MSLP = −0.13 
T2m = 0.10 
Precip = −0.05 
Variance ratio: 
MSLP = 0.91 
T2m = 0.98 
Precip = 0.67 
 Mean difference: 
MSLP = −0.48 
T2m = 1.01 
Precip = −0.02 
Variance ratio: 
MSLP = 0.3 
T2m = 1.02 
Precip = 0.11 
HLHS 
Small domain 
Mean difference: 
MSLP = 2.12 
T2m = −0.85 
Precip = 0.03 
Variance ratio: 
MSLP = 1.11 
T2m = 1.01 
Precip = 0.91 
Mean difference: 
MSLP = 2.32 
T2m = −0.89 
Precip = −0.24 
Variance ratio: 
MSLP = 1.09 
T2m = 1.10 
Precip = 0.67 
Mean difference: 
MSLP = 0.35 
T2m = −0.90 
Precip = −0.02 
Variance ratio: 
MSLP = 3.03 
T2m = 0.96 
Precip = 7.69 
Mean difference: 
MSLP = 0.48 
T2m = −1.01 
Precip = 0.02 
Variance ratio: 
MSLP = 3.33 
T2m = 0.98 
Precip = 9.1 
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For north Norway (Table 2), large differences in the surface pressure are found in the comparison of 
results from different integration domains and with different lateral boundary conditions. The latter 
reflect the difference in the driving data since the small domain is employed. The higher surface 
pressure with the large domain (but similar lateral data set) is also noticed in an earlier study [15]. The 
reason for this behaviour of the RCM is not known. We believe that the increased surface pressure is 
RCM dependent, but illustrate that with larger integration domain the RCM becomes less constrained 
by the lateral driving data. The differences between the small and the large integration domain are less 
than the differences with completely (lateral and surface) different driving data for the small domain. 
For the daily precipitation there are relatively large differences between the different simulations 
(maximum of 0.42 mm/day between MLHS and HLHS on the small domain, the MLMS climate give 
approximately 4 mm/day). The T2m show minor differences (maximum 0.72 °C between MLHS and 
HLHS on the small domain). 
The month-to-month variability of the mslp is smaller in the large domain than in the small, a result 
also seen for precipitation. This is a result that contradicts an earlier study which states that in general 
the internal variability increases with domain size [38]. However, the ground surface boundary 
conditions are important in generating large scale variability in RCMs, and the importance increases as 
the integration domain increases [39]. Thus, large scale atmospheric variability tends to be 
increasingly underestimated as the domain size increases when the lower boundary conditions are 
prescribed. The month-to-month variability for T2m is less sensitive to the external forcing than the 
surface pressure and precipitation. 
The differences in mean MSLP, T2m, and daily precipitation for west Norway are less than in north 
Norway (Table 3). However, there are still large differences in the mean sea level pressure when the 
integration domain is changed and when the lateral boundary conditions are changed. Associated with 
these differences we also see differences in precipitation with a maximum of 0.79 mm/day (MLHS 
versus HLHS on the small domain), which is between 5 and 10% of the total precipitation amount in 
the region. The T2m is remarkably similar in all simulations and seems almost independent of the 
external forcing of the RCM. This is in agreement with earlier findings that local forced variables, like 
T2m, are partly controlled by internal processes in the RCM [15]. 
The external forcing has little impact on the month-to-month variability when comparing results 
from similar integration domain (Table 3). However, for west Norway we find a substantial reduction 
in the variability for MSLP and precipitation when a different integration domain is employed. 
The differences of mean MSLP, T2m and daily precipitation for east Norway (Table 4) are similar 
to the other regions with a pronounced difference in the MSLP between large and small integration 
domains. In this connection, the precipitation is slightly higher in the small domain, i.e., approximately 
0.25 mm/day whilst the MLMS winter mean is approximately 3.5 mm/day. For T2m, there is one 
major difference compared to the other regions. RCM simulations with ML lateral forcing are up to  
1 °C warmer than simulations with HL lateral boundaries. 
As for the other regions, the month-to-month variability is substantially lower for MSLP and daily 
precipitation when employing the large integration domain (Table 4), whilst the variability of the T2m 
shows little sensitivity to external forcing of the RCM. In general, the sensitivity in month-to-month 
variability depending on variable and geographical region is in agreement with earlier findings [38]. 
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A statistical t-test for significance has been performed to evaluate if the probability that the mean 
values of the data sets differ by chance are smaller than 5%, i.e., if the differences are significant at the 
5% level and not due to noise (i.e., high month-to-month variability of the mean value). There is a 
significant difference between ML and HL forced RCM results in the small domain for MSLP in all 
three regions. The differences between RCM-results in the large and small domains are also significant. 
Simulated precipitation in north and west Norway are significantly different with respect to different 
domain size and different surface forcing. For T2m the HL forced RCM simulation is statistically 
different from the ML forced simulation for north and east Norway. Summarizing the statistical tests 
we find that at least one combination of the investigated variables and change in the external forcing 
creates statistical significant differences for one or more Norwegian regions. 
5. Summary and Conclusions  
The aim of this study was to explore (i) the importance of the surface forcing (e.g., sea surface 
temperature and sea ice), (ii) the importance of the lateral boundary forcing, and (iii) the importance of 
the size of the integration domain for dynamical downscaling with the HIRHAM RCM. This has been 
done through a set of experiments where the three sources of differences have been systematically 
varied. The lateral boundary and surface forcings are taken either from simulations with the Hadley 
Centre GCM or the Max-Planck-Institute GCM, while the two integration domains are shown in 
Figure 1. The main purpose for all simulations was to simulate the Norwegian climate for the period 
1961–1990. In principle, there should only be insignificant differences between the results since they 
are supposed to simulate the same climate. The highest sensitivity of the RCM results to the external 
forcing is found during winter, and the results for December-January-February were the subject of  
the analysis.  
The analysis shows that the RCM climate is sensitive to both the lateral boundary and surface 
forcing, as well as to the size of the integration domain. For different Norwegian regions, several of the 
differences in response are significant. Changing the surface forcing shows a very strong local response, 
2 m air temperature is immediately affected, but response is also seen in mean sea level pressure and 
precipitation. More remote response is also seen, although with considerably smaller amplitude. 
For changes in the lateral boundary forcing there is a clear response in RCM simulated MSLP. The 
response is most pronounced in connection with the main storm tracks. A Change in the circulation 
pattern has in turn an effect on the geographical distribution of precipitation. The difference in daily 
precipitation amounts is around 10% at the Norwegian coast during winter. Elsewhere only minor 
precipitation impacts are found. Only minor differences (up to 0.5–1.0 °K in some regions) are found 
for the typically more local variable T2m.  
Changing the size of the integration domain also alters the MSLP and the large scale circulation 
pattern. Also in this case an up to 10% change in daily RCM-estimated precipitation is found in coastal 
regions in Norway, whilst the local variable T2m is less sensitive. Results over Norway also indicate 
that the month-to-month variability decreases with increasing integration domain in a RCM. The 
surface forcing is important for generating variability [39], and a carefully designed coupled 
atmosphere-ocean RCM should be considered for a better simulation of the variability. Another 
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approach for controlling the variability with integration domains of different sizes might be to apply 
the spectral nudging approach [35-36] in addition to lateral boundary forcing. 
In many aspects the results generated in this work support earlier findings. For example, in a  
large integration domain the RCM-results are less constrained by the lateral forcing than in a smaller 
domain [5,15]. This study also demonstrates that changes in surface forcing create local and remote 
responses, where the former is most pronounced. Similar results are reported for GCMs earlier in the 
literature [34].  
Concerning remote responses in RCMs, considerably fewer studies are published. A plausible 
reason for this is that RCMS often employs integration domains that are too small to truly produce 
remote responses. In addition, the effect of differences in local forcing is damped downstream of areas 
with large differences. The smaller differences in surface forcing downstream act to relax the 
differences between the lower-level variables in the atmosphere.  
In this paper, we have emphasized investigating the response in fields directly associated with 
weather and climate (2 m temperature, precipitation), since these variables are the main targets for 
dynamical downscaling of global data. The tropospheric response in the geopotential height of isobaric 
surfaces as well as the thickness fields are interesting in view of classical theory for extratropical, 
planetary-scale response to surface temperature anomalies, e.g., [40,41]. The difference between the 
experiments MLHS and MLMS can be viewed as study of the response of a negative temperature 
anomaly south and east of the south tip of Greenland, and a positive anomaly along the sea-ice edge of 
the northern rim of the Nordic and Barents Seas. However, the calculated response is clearly 
influenced by the constant lateral boundary conditions.  
The cold anomaly is situated in the westerly wind-system over the North-Atlantic Ocean, whilst the 
latter is in a region with less pronounced background flow. There is a clear response in the 1,000 hPa 
geopotential height with a ridge-pattern slightly downstream of the cold anomaly increasing the warm 
air advection over it. A similar pattern with increased cold air advection is seen at 1,000 hPa over the 
warm anomalies. Higher up, the response is better characterized in terms of thickness in geopotential 
heights. Thus the thickness fields between 1,000 hpa and 850 hPa and between 850 hPa and 500 hPa 
(not shown) reveal mainly a reduction south and east of the south tip of Greenland. Close to the 
anomalies the main response is developed in the lower part of the troposphere, whilst downstream the 
main difference is found in the mid-troposphere. In connection with the warm anomalies close to the  
sea-ice edge where the background flow is weak, the thickness increases throughout the lower troposphere. 
It is worth noting that different variables show different sensitivity to changed external forcing. 
Large scale variables like MSLP are sensitive to lateral forcing and size of integration domain, but less 
sensitive to surface forcing. However, more local forced variables like T2m are less sensitive outside 
regions of changed surface forcing. This is in agreement with earlier studies [15].  
This study employs only a few different sets of forcing (e.g., only lateral- and surface forcing from 
two different GCM, and only two different integration domains). However, the results suggest that the 
choice of lateral driving data and size of integration might be of equal importance, while the RCM is 
less sensitive to changed surface forcing, although the latter also play a role. In agreement with an 
earlier study [38] there are indications that surface forcing is especially important for the simulated 
variability. Due to this, a coupled RCM would probably give higher variability compared to only an 
atmosphere RCM. 
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In this study the simulation of the Norwegian climate is more sensitive to external forcing than 
other regions. From a methodology perspective this can be explained since Norway is situated well 
inside the integration domains and thereby experiences less restriction by the lateral boundaries than 
other regions closer to the lateral boundaries. However, from a physical perspective, Norway is 
situated in the North-Atlantic Storm track and might be more sensitive to small perturbations of the 
mean flow. Several of the different simulations give a statistical different climate for different 
variables for Norwegian regions. The Norwegian regions also show different sensitivities to changes in 
the external forcing with north Norway experience the highest sensitivity. 
This study, together with previous studies suggests that the set up of a RCM should be done with 
care. This might even be of higher importance for some regions than for other regions. The choices 
made concerning size of integration domain and lateral- and surface forcing in dynamical downscaling 
may contribute to uncertainties in future climate scenarios. 
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