19 F(p,α0) 16 O reaction rate in a temperature region of 0.007-10 GK has been derived by re-evaluating the available experimental data, together with the low-energy theoretical R-matrix extrapolations.
Introduction
19 F is the unique stable fluorine isotope in nature. Its abundance is quite sensitive to the physical conditions of stars [1] . The phenomenon of fluorine overabundances by factors of 800-8000 has been observed in R-CoronaeBorealis stars, providing evidence for the fluorine synthesis in such hydrogen-deficient supergiants [2] . In fact, 19 F can be produced in the convective zone triggered by a thermal pulse in asymptotic giant branch (AGB) stars [3] , which are the main contributors to the Galactic fluorine [4] . By so far, the astronomically observed fluorine overabundances could not be understood by using current AGB models, and it seems that additional mixing effects should be involved [5] . It shows that deep mixing phenomena in AGB stars could change the stellar outer-layer isotopic composition because of the proton capture reactions, and affect the transported material [6] [7] [8] . In this scenario, the main fluorine destruction reaction 19 F(p,α) 16 O possibly plays a role in modifying the fluorine surface abundances [1, 9] . As well, the hydrogen mixing is also important in the model of hydrogendeficient post-AGB stars, and it can lead to estimates of elemental abundances in better agreement with experimental findings [10] .
In nuclear physics aspects, thermonuclear 19 F(p,α) 16 O reaction rate is still not sufficiently accurate to address the fluorine overabundances problem, especially the 19 F(p,α 0 ) 16 O rate in the low temperature region below 0.2 GK, where it dominates the total 19 F(p,α) 16 O rate. Therefore, a detailed description of fluorine nucleosynthesis is still missing in despite of its crucial importance. Figure 1 shows scheme for the 19 F(p,α) 16 O reaction. It is well-known that this reaction takes place via three different types of channels: (p,α 0 ), (p,α π ) and (p,α γ ). Here after, the group of (p,α 2 ), (p,α 3 ) and (p,α 4 ) accompanying with the γ transitions of γ 2 , γ 3 and γ 4 , is referred to as the (p,α γ ) channel. In this work, we have re-evaluated the cross section data of 19 F(p,α 0 ) 16 O reaction in the center-of-mass (c.m.) energy region up to 10 MeV. These data are sufficient to account for thermonuclear 19 F(p,α 0 ) 16 O reaction rate up to a temperature of 10 GK. Together with the low-energy theoretical predictions for the S factors, a new reaction rate has been derived in a temperature region of 0.007-10 GK. Results concerning the other two reaction channels will be the subject of forthcoming papers. 
NACRE compilation
In the Nuclear Astrophysics Compilation of Reaction Rates (NACRE) * [11] , the 19 F(p,α 0 ) 16 O astrophysical S(E)-factors within E c.m. =0.1-10 MeV were recommended on the basis of several works [12] [13] [14] [15] [16] [17] [18] , where the lowest direct energy point is close to E c.m. =461 keV [13] . Figure 2 shows the NACRE compiled S-factor data in a linear scale, where the discrepancies between different data sets can be clearly appreciated. Three major discrepancies need to be pointed out: 1) in the E c.m. =1.6-2.5 MeV region, CLA57 [12] data are different from those of CUZ80 [15] ; 2) the resonance energy of the E c.m. =1. 3 MeV maximum in the cross section is reported to be located at 1.289 MeV in ISO58 [16] and 1.302 MeV in CLA57, with about 13 keV deviation; 3) BRE59 [13] data are systematically larger than those of ISO58. [19] data are systematically larger than those of ISO58 below ∼0.75 MeV, but smaller above ∼0.85 MeV; (2) LOM13 and LOM15 [20] data are consistent with BRE59 data within uncertainties, but the latter has very large uncertainties.
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La Cognata et al. reported indirect Trojan horse method (THM) results of COG11 [21] and COG15 [22] on this reaction; staring from the experimentally determined resonance properties, the S factor was deduced by R-matrix calculations. At temperatures around 0.1 GK, their rate is about 70% larger than the NACRE one, and beyond the previous uncertainties [11] . Such difference was owing to the 113 keV resonance. But, their energy resolution achieved was still not enough for a good separation between adjacent resonances. Just recently, a high-resolution THM experiment of IND17 [23] was performed and observed the 251 keV broad resonance clearly; by involving this broad resonance, they obtained a relatively higher S-factor than that of COG15. However, the indirectly measured S factors of IND17 are still lower than the directly measured data of LOM15, although they are in agreement within the relatively large uncertainties (as shown in the following Fig. 8 16 O reaction. It includes the data evaluated in the NACRE compilation [11] and new direct measurement data [19, 20] . Here, for clarity, the data within Ec.m.=1-10 MeV region are not shown repeatedly, which are exactly the same as in Fig. 2 .
Present evaluation
In this work, we have extracted the experimental data or theoretical curves from the figures in the literature by using the GetData Graph Digitizer program † (hereafter referred to as "GetData"). Some data are also taken from the Experimental Nuclear Reaction Data (EXFOR) library ‡ . We firstly digitized or deduced the 19 F(p,α 0 ) 16 O cross section data, and then converted to the astrophysical S factors by [24] ,
The quantity η is called the Sommerfeld parameter and defined as η=
. In numerical units, the exponent is 2πη=31.29Z 1 Z 2 µ/E, where the center-of-mass energy E is given in units of keV and the reduced mass µ is in amu. Here, quantity exp(−2πη) is the Coulomb barrier penetration probability.
Astrophysical S factors
The astrophysical S factors have been evaluated in the E c.m. =0.1-3.2 MeV region based on the up-to-date experimental data shown in Fig. 4 . The higher energy 'WA63b' data [18] shown in Fig. 2 are adopted in the present evaluation. The low energy region of data is expanded in Fig. 5 for clarity. We will discuss the details of our re-evaluation procedure of available data in the following subsections. It should be noted that the solid lines connecting the data points shown in the following Figs. 2-10 are intended only as a guide for the eye. Here, the uncertainties of BRE59, MOR66 [17] and CAR74 [14] data are taken from NACRE [11] ; those of LOM13 and LOM15 data are taken from Refs. [19, 20] including statistical plus systematical errors; NACRE assumed 3% for CUZ80, while we digitize the errors from figure 3 of CUZ80; NACRE assumed 7% for ISO58 data, and we assume 10% for these data relative to LOM13 data; NACRE assumed 7% for CLA57 data, and we assume about 12% for these data relative to ISO58 data. [12] , ISO58 [16] , BRE59 [13] , MOR66 [17] , CAR74 [14] , CUZ80 [15] , LOM13 [19] and LOM15 [20] . The theoretical non-resonant curve is taken from COG15 [22] (i.e., that of NACRE by a scaling factor of 1.16). We have re-evaluated the CLA57, ISO58, MOR66 and CUZ80 data which are indicated by '(pres.)' in the corresponding legends. It should be noted that the BRE59 data are not used in the present reaction rate calculations due to their large uncertainties. Please see text for details. 4.1.1 ISO58 data The ISO58 [16] data evaluated in NACRE are systematically smaller than the BRE59 and LOM13 data below ∼0.75 MeV (see Fig. 3 ), as already mentioned above. In order to find a possible explanation of such discrepancy, we have checked the S factors of ISO58 taken from the NACRE website and the Legendre polynomial coefficients in Ref. [16] carefully. Usually, the differential cross section can be reproduced by a Legendre polynomial expansion:
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In this frame, the total cross section can be calculated as σ tot = 4πB 0 . However, ISO58 expressed their angular distribution by a different equation:
where the additional parameterλ 2 is inversely proportional to the E c.m. energy. In NACRE, the relative cross sections of ISO58 were normalized to σ=42 mb at the 1.3 MeV resonance. By multiplying the b 0 data (taken from Fig. 4 in Ref. [16] ) by a factor of 2.97×10 −4 , the cross section at the 1.290 MeV resonance peaks at 42 mb, and also 2.97×10 −4 ×b 0 reproduces almost perfectly the ISO58 data evaluated by NACRE in the whole energy range. Therefore, we speculated that NACRE evaluated the ISO58 data by the relation of 2.97×10 −4 ×b 0 . In fact, the integrated cross section cannot be estimated by a simple scaling of the b 0 data, and we have to take explicitly into account the energy dependence ofλ 2 reported in Eq. 3. We performed such a procedure and obtained a new estimate of the integrated cross section starting from the b 0 data of ISO58. In Fig. 6 we show the comparison between our new evaluation of ISO58 data (ISO58 (Corrected), in black) and the previous NACRE evaluation (ISO58 (NACRE), in light blue). Significant differences appear at the two edges, i.e., the energy regions far away from 1 MeV, and it implies that the energy dependence correction inλ 2 has considerable impact on the evaluated cross sections. Finally, the presently evaluated "ISO58 (pres.)" data, which are obtained by multiplying the "ISO58 (Corrected)" data with a normalization factor of 0.8, are consistent with those LOM13, LOM15 and BRE59 data in the whole energy range, as seen in Figs. 4 and 5. It shows that the procedure here adopted to extract the cross section starting from the ISO58 b 0 data removes the discrepancies between various data set previously noticed in the E c.m. =0.6-1 MeV range.
In the present work, the peak cross section of the 1.3 MeV resonance is evaluated to be (26.0±2.6) mb based on the ISO58 data, a value quite lower than the 42 mb value adopted by NACRE. In fact, there are no absolute cross section values reported in the published literature for this resonant peak. Only Ref. [25] reported a value of 29 mb (with about 15% total uncertainty), which agrees very well with the present value. 16 O reaction calculated based on the b0 data of ISO58 [16] . Here, the "ISO58 (Corrected)" data multiplied by a normalization factor of 0.8 equal to the presently evaluated "ISO58 (pres.)" data as shown in Figs. 4 and 5.
CLA57 data
In CLA57 [12] , the yield of the ground state alpha particles from the 19 F(p,α 0 ) 16 O reaction was studied in a proton energy range going from 1.3 to 2.7 MeV. The authors analyzed the observed angular distributions in terms of Legendre polynomial expansion (Eq. 1), and reported the trend of the coefficients as a function of energy. We have obtained the NACRE S-factor data from the NACRE website, and the Legendre polynomial coefficient a 0 of Fig. 4 in Ref. [12] by GetData. We show the data corresponding to 2.51×10 −2 ×a 0 (labelled as "GetData") in Fig. 7 as red dots. We find that they are consistent with the NACRE evaluated ones where the relative cross sections of CLA57 were normalized to σ=42 mb at the 1.3 MeV resonance. However, the two energy scales are slightly different (especially at lower energies, where their difference amounts to about 10 keV in the 1.3 MeV region). The present energy ("GetData") scale can match that of the ISO58 data better. In order to match the present CLA57 data ("GetData") with the ISO58 data evaluated above, the former was multiplied by a factor of 0.63 in our final evaluation (labelled as "CLA57 (pres.)" in Fig. 4) . In Fig. 4) , the shapes of "ISO58 (pres.)" and "CLA57 (pres.)" are matched very well around the 1. [12] are also shown in Fig. 7 for comparison. These data were determined relative to the known 19 F(p,α γ ) 16 O cross section. It shows they are roughly consistent with the NACRE and present results within their large uncertainties, except two data points at 2.01 and 2.45 MeV. But, most of these data are much larger than the present evaluation if considering the above factor of 0.63 for "GetData" in Fig. 7 . Therefore, we conclude that these peak cross sections data listed in Table  IV 
CUZ80 data
In the NACRE compilation, the data of Fig. 3 in CUZ80 [15] were digitized as shown in Figs. 2 and 3. However, they only simply adopted about 3% uncertainty on the data. In this work, we adopted the NACRE evaluated data, while the associated uncertainties were digitized from the Fig. 3 in CUZ80. Uncertainties vary, depending on the energy, from about 2% up to 20%. The present evaluation is indicated as "CUZ80 (pres.)" in Fig. 4 . In the E c.m. =1.52-1.65 MeV region, the "CUZ80 (pres.)" data are considerably different form those of "CLA57 (pres.)". Therefore, new experiments are needed to clarify this discrepancy.
MOR66 data
In MOR66 [17] , the coefficients of the Legendre polynomials were obtained at six energy points as listed in their Table I . By using the coefficient A 0 , NACRE normalized the data of MOR66 at 2.507 MeV to σ=28 mb, the averaged value of CLA57 and CUZ80 (see Fig. 2 ). In order to match the "CLA57 (pres.)" data, we have normalized the MOR66 data at 2.507 MeV to σ=20.8 mb labelled as "MOR66 (pres.)" in Fig. 4. 
Low-energy extrapolation
In NACRE, a non-resonant contribution was calculated below 0.46 MeV for s-wave capture with the procedure described in Ref. [27] , and then adjusted to the lower experimental points in the 0.46≤E c.m. ≤0.60 MeV range. This non-resonant contribution matches well the old NACRE "ISO58 (norm.)" data as shown in Fig. 2 . In this work, we have adopted the non-resonant contribution fitted in the R-matrix calculations of LOM15, i.e., the NACRE non-resonant contribution with a scaling factor of 1.16, as shown in Figs. 4 and 5 .
In addition, the low-energy unpublished experimental data and theoretical predictions for the 19 F(p,α 0 ) 16 O reaction have been reviewed in Ref. [28] . In the unpublished thesis work of LOR78 [29] , differential cross sections were measured in the energy range between E p =0.14-0.90 MeV at the two angles θ lab =90
• , 135
• , respectively. Relative angular distributions were measured at four proton energies: 250, 350, 450 and 550 keV, respectively. The astrophysical S factor was parameterized in the analytical form [24] ) about a factor of two larger than the LOR78 one at low energies as shown in Fig. 8 . As commented in NACRE, HER91 and YAM93 were focused mainly in the relative energy dependence of the cross section without accurate check on the absolute cross sections which may be underestimated by a factor of 2. In fact, the underestimation of LOR78 data can be obviously seen in the following Fig. 10 . Therefore, it seems reasonable that the unpublished LOR78 data were not included in the NACRE compilation. Figure 8 shows the comparison between different predictions. It can be seen that HER91 result is still about a factor of 2 smaller than the presently re-evaluated nonresonant contribution. In addition, the R-matrix results of LOM15 based on direct experimental data, as well as those of COG15 and IND17 based on indirect THM data are also shown in Fig. 8 . It shows that the recent result of IND17 is quite close to that of LOM15, except in the energy region around 0.2∼0.4 MeV, although both results are roughly consistent within the large uncertainties. For clarity, only centroid value of IND17 is shown, and actually an uncertainty of 16% was assumed in their work. As evident from the figure, we are still lack of 010201-5 the experimental data in the energy region below 0.2 MeV, and the accuracy of the existing data around 0.2 MeV is not sufficient yet. Therefore, precise direct crosssection measurements are of great importance to describe proton-induced fluorine destruction in astrophysical nucleosynthesis studies. Fig. 8 . Low-energy astrophysical S factors of the 19 F(p,α0) 16 O reaction. The non-resonant predictions (LOR78 [29] , HER91 [30] , YAM93 [31] and LOM15 [20] ) and R-matrix results (COG15 [22] , IND17 [23] , and LOM15) are shown for comparison.
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Angular distribution
In general, experimentally observed angular distributions can be fitted in two alternative ways: (1) the Legendre polynomials by Eq. 2 expressed above, (2) the cosine polynomials, which can be expressed as
It can be easily shown that the total cross section can be deduced by the differential cross section at θ=90
• and the presently defined angular distribution factor f with the equation:
The factor f can be calculated with the coefficients of Legendre polynomials B i (up to 4 th order) by
with σ tot = 4πB 0 . Alternatively, this f can be calculated with the coefficients of cosine polynomials A i (up to 4 th order) by
with σ tot = 4πA 0 × f . Here, Eqs. 5-8 are valid either in c.m. or lab. frame, and obviously f is independent of the coordinate frame. For the 19 F(p,α 0 ) 16 O reaction, the difference between c.m. and lab. differential cross sections is quite small, about 1% at ∼90
• in the energy region studied. This difference can be neglected if compared to the uncertainty of experimental data.
One or two kinds of expansion coefficients were given in the previous works, and their relation was deduced in Ref. [32] . By using these coefficients, we have plotted the factor f in Fig. 9 . It shows that the factor f assumes large values in correspondence of resonances, while nonresonant region has a factor around unity. As a conclusion, to give an approximate estimate of the non-resonant part of the cross section, one could measure the differential cross section at θ lab =90
• , and then by multiplying a factor of 4π, the total cross section can be determined (see Eq. 6). This method can simplify the lengthy angular distribution measurements if one needs to know the behavior of the total cross section far from a resonant peak. It is worthy of noting that there are still some discrepancies between different datasets as seen in Fig. 9 , which are needed to be solved where necessary. In addition, it should be noted that the angular distribution factors (f ) below 0.6 MeV are not ideally unity (about 0.8∼1.2), implying there are some resonances in this region which were actually observed by LOM15. This also demonstrates that the previous non-resonance extrapolation set only the rough lower limits. Since there is a resonance around 0.113 MeV as shown in Fig. 8 , a future experiment should measure either angular distribution or total cross section. 
Differential cross section
We have re-evaluated the differential cross sections observed at θ lab =90
• as shown in Fig. 10 . Here, the E c.m. energy scale has been corrected for the energy loss in the target. For the differential cross section dσ/dΩ(90 • ), DIE80 [33] obtained an absolute measured value of (1.05±0.09) mb/sr at E p =1.354 MeV (with ∼1 keV target energy loss), while LER69 [34] , in a dedicated series of experiments, obtained absolute measured value of (1.02±0.10) mb/sr at E p =1.360 MeV (with ∼7-24 keV target energy loss). Actually these peaks are due to the same resonance after taking the target energy-loss effect into account, and they give rise to the peak at E c.m. =1.280 MeV shown in Fig. 10 . Because that there are no other available absolute measurements in this energy region, we adopted here the DIE80 excitation function as the reference. The ISO58 and RAN58 [35] data have been normalized to DIE80 with factors of 0.5 and 0.7, respectively. It shows that ISO58 and DIE80 data are consistent down to about 0.8 MeV, below which they behave quite differently. • .
Here, "ISO58(×0.5)" are obtained by multiplying a correction factor of 0.5 on the digitized Fig. 2 data in Ref. [16] , "RAN58(×0.7)" by a factor of 0.7 on the digitized Fig. 2 data in Ref. [35] , and "DIE80" as the reference discussed in the text. The original unpublished LOR78 data are shown for comparison. The enlarged small figure is inserted for clarity (in linear scale).
As mentioned above, a normalization factor of 0.5 is adopted for the observed ISO58 data (i.e., Fig. 2 data in Ref. [16] ). The rationality of this normalization factor will be explained below. Firstly, we extracted the coefficients (b 0 , b 2 and b 4 ) of the Legendre polynomials from Fig. 4 in ISO58, and then calculated the angular distribution factor f by using Eq. 7, and finally we calculated the differential cross sections by the following relation as discussed above: dσ dΩ (90
where the term in the parenthesis represents the total cross section with a normalization factor of 0.8 utilized in Sec. 3.1.1 for the ISO58 S-factor data. Figure 11 shows the comparison between the two datasets. It shows that they are very consistent, and the normalized ISO58 data are consistent very well with the DIE80 data (except the region below 0.8 MeV) as shown in Fig. 10 . In order to make both ISO58 S-factor and differential cross section data consistent with other datasets simultaneously, the differential cross sections shown in Fig. 2 of ISO58 should be reduced by a factor of 0.5 (possibly due to a mistake). In fact, this normalization factor of 0.5 is a kind of "correction" factor. In addition, the RAN58 derived a total 19 F(p,α 0 ) 16 O cross section value of 40 mb at the E p =1.35 MeV resonance, based on the CLA57 angular distribution. By considering the above normalization factor of 0.7, a value of 28 mb (=40×0.7) is obtained, which is consistent with the present evaluated value of (26.0±2.6) mb.
There are large discrepancies among ISO58, LOR78 and DIE80 data in the region below 0.8 MeV as shown in the inserted plot of Fig. 10 . Roughly speaking, the LOR78 data are about a factor of 2 smaller than ISO58(×0.5), and we do not know the exact origin of such discrepancy. Here, the unpublished LOR78 data haven't been included into the present evaluation. This underestimation is possibly owing to the target degradation, since LOM78 used a very strong proton beam up to 200 µA. Recently, we have tested many CaF 2 and LiF targets, and found that the target degradation was very serious under proton beam of about several µA [36] . In addition, the exact reason why DIE80 is different from ISO58(×0.5) below about 0.84 MeV is also unknown. Here we assumed that it is again attributed to the target degradation. In DIE80, it described that "Beam currents were around 1 µA, on a 1 mm 2 spot". At low energies the cross section becomes small, and the machine time on the target should be longer than the higher energy region. This very sharp beam bombarding a very thin LiF target (5.3 µg/cm 2 of F) during the long run could degrade the target seriously, and that's possibly why the DIE80 differential cross section reduced considerably. In contrast to the ISO58 experiment, the proton beam bombarded a 50 µg/cm 2 CaF 2 target with currents of 0.4 to 2 µA, where a beam defining slit of 3.3 mm was utilized "to insure durability of the target under the ion bombardment by reducing the current density". The much thicker CaF 2 target and reduced current density could alleviate the impact of target degradation on the results. Expt. Calc. Fig. 11 . Differential cross sections of the 19 F(p,α0) 16 O reaction at θ lab =90
• evaluated based on the ISO58 data [16] . Here, "Expt." represents exactly that of "ISO58(×0.5)" shown in Fig. 10 , and "Calc." represents the calculated one by Eq. 9 as explained in the text.
Reaction rates
It is well-known that the reaction rate of chargedparticle induced reaction can be calculated, in terms of astrophysical S factor, by the following equation [11, 24] ,
As already discussed in Eq. 4, the reduced mass µ is in units of amu, and it enters into the exponential term in the above equation. In the present work, µ is precisely calculated with proton mass of 1.007825u, and 19 F mass of 18.998403u [37] . If one simply approximates proton and 19 F mass as 1u, and 19u, respectively, the calculated penetration factor of exp(-2πη) will be different from the precise one. Such an impact is shown clearly in Fig. 12 , where the approximated factor is enhanced considerably in the low energy region. In other words, the approximation of mass values can considerably affect the reaction rate in the low temperature region.
The thermonuclear 19 F(p,α 0 ) 16 O rate has been calculated by numerical integration of our evaluated S factors with Eq. 10. We divided the evaluated 19 F(p,α 0 ) 16 O Sfactor datasets into following three regions: (1) in the low energy region where no experimental data are available, we adopt the theoretical R-matrix results of LOM15 as shown in Fig. 8 (with assumed uncertainty of 20% [20] ); (2) in the higher energy region of E c.m. =4-10 MeV, the NACRE 'WA63b' data [18] shown in Fig. 2 are adopted (with assumed uncertainty of 20% [11] ); (3) in the energy region of E c.m. =0.2-3.2 MeV, we adopt the evaluated data and associated errors in Fig. 4 except the BRE59 data (because of their large uncertainties). It should be noted that there are discrepancies between CLA57 and CUZ80 data as shown in Fig. 4 , and hence we adopt the average of the two datasets in the reaction rate calculations, although the maximum difference resulting in the rate is less than 9% (smaller than 3% below 2 GK). Additionally, we assumed a ±2 keV uncertainty of the experimental E c.m. energies (shown in Fig. 4 ) in the numerical integration, but this uncertainty results in no more than 3% uncertainty to the lower and upper limits. The numerical values of the present reaction rate and the associated lower and upper limits are listed in Table 1 . Finally the present rate is parameterized by the standard format of [38] , + 1610.12 lnT 9 ) , (11) with a fitting error of less than 1.5% over the entire temperature region of 0.007-10 GK. The comparison between different rates relative to the present rate is shown in Fig. 13 . The difference among LOM15, IND17 and NACRE reaction rates was already discussed before, and will not be repeated here. Fig. 13 shows that our rate is lower than all the previous rates above ∼1 GK, owing to the present smaller evaluated ISO58 and CLA57 S factors. Within the large uncertainties ((10∼20)% for the present, 20% [20] for 010201-9 LOM15 and 16% [23] for IND17), our rate is consistent with the LOM15 and IND17 rates, but it is larger than the NACRE one when below 1 GK (where a small nonresonant S-factor was assumed in the low energy region). Furthermore, Fig. 13 shows that our rate is smaller than the IND17 rate in the low temperature region (e.g., by up to about 20% around 0.007 GK). Since the low energy part of the S-factor quoted in IND17 is quite similar to the present one, we believe that the main source leading to the disagreement between the present and IND17 data sets at very low T 9 values could be a rough approximation of the reduced mass value in IND17. In this context, it is worth noting that effects due to use of an approximated reduced mass value are almost canceled out when one reports ratio of reactions rates calculated under the same approximation. In the temperature region of 0.007∼1 GK, our rate is almost identical to that of LOM15 since we adopted the similar S factors at low energies. The small differences originate from the fact that we adopt the experimental S-factor data at energies below 0.8 MeV, while LOM15 adopted the R-matrix predictions in the same energy region. This is why one may see a small bump (about 8%) around 0.2 GK in Fig. 13 due to a bump structure observed around 0.185 MeV shown in Fig. 8 , where no such structure was predicted by the LOM15's R-matrix calculation. The uncertainties of the present low temperature rate are estimated to be ∼20%, which are mainly determined by the large uncertainties adopted for the R-matrix calculations (20% assumed in Ref. [20] ) and those of the experimental data. 19 F(p,α0) 16 O reaction rate ratios between the present and NACRE [11] , LOM15 [20] , IND17 [23] rates. The associated error of the present one is shown as the gridded band. 16 O reaction rate in the temperature region of 0.007-10 GK has been calculated based on these evaluated data and the low-energy theoretical R-matrix extrapolation. It shows that our new rate is smaller than the previous one [23] at temperatures below ∼0.2 GK, e.g., by up to about 20% around 0.01 GK; this effect seems to be due to an approximation utilized in the previous numerical integration. Furthermore, our rate is smaller at temperatures above ∼1 GK, e.g., by about 20% around 1.75 GK, mainly because we have re-evaluated the previous data of Ref. [16] , which had not been interpreted correctly in the previous NACRE compilation. The present interpretation is supported by direct experimental data. However, the (p,α γ ) channel dominates the total rate in the temperature above ∼0.2 GK, and hence such lowering in the (p,α 0 ) rate does not change appreciably the total rate. The present rate uncertainties are still large, about 20% in the low temperature region of 0.007-0.2 GK, where the (p,α 0 ) channel dominates the total 19 F(p,α) 16 O rate. This temperature region corresponds to an energy E c.m. below ∼240 keV, where the precise experimental cross section (or S factor) data are strongly required for astrophysical nucleosynthesis studies in AGB stars. In addition, we find a considerably large discrepancy of the 90
• differential cross sections between different works below 0.9 MeV, which also needs further experimental clarification.
In 2014, the National Natural Science Foundation of China (NSFC) approved the Jinping Underground Nuclear Astrophysics laboratory (JUNA) project [39] , which aims at direct cross-section measurements of four key stellar nuclear reactions right down to the Gamow windows. In order to solve the observed fluorine overabundances in AGB stars, measuring the key 19 F(p,α)
16 O reaction at effective burning energies (i.e., at Gamow window of E c.m. =70-350) has been established as one of the scientific research sub-projects [40] , with the sufficient accuracy required by the stellar model calculations. We hope that the new direct experimental data will help people to expound the element abundances problem as well as the heavy-element nucleosynthesis scenario, by putting various astrophysical models on a firmer experimental ground.
