In this paper we extend a theorem of Mallet-Paret and Sell for the existence of an inertial manifold for a scalar-valued reaction diffusion equation to new physical domains Q n C R", n = 2, 3. For their result the Principle of Spatial Averaging (PSA), which certain domains may possess, plays a key role for the existence of an inertial manifold. Instead of the PSA, we define a weaker PSA and prove that the domains Q n with appropriate boundary conditions for the Laplace operator, A, satisfy a weaker PSA. This weaker PSA is enough to ensure the existence of an inertial manifold for a specific class of scalar-valued reaction diffusion equations on each domain €!" under suitable conditions. 1991 Mathematics subject classification (Amer. Math. Soc): primary 35P20, 34C29, 34C30, 35K57.
Introduction
During the last twenty years there have been a number of major developments in the study of the long time behavior of solutions of a large class of nonlinear evolutionary equations. One of these advances was the discovery that a dissipative partial differential equation has a compact global attractor with finite Hausdorff dimension (Mallet-Paret [8] , Mane [10] ). Because of this basic structure of the global attractor, it was widely believed that the long time behavior of the solutions should strongly resemble the behavior of the solutions of a finite system of ordinary differential equations. Recently, it was shown that, under suitable conditions, a dissipative nonlinear evolutionary equation possesses a finite dimensional inertial manifold. By an inertial manifold for the flow on a Hilbert space H, we mean a subset ^ of H satisfying the following properties: -# is a finite dimensional Lipschitz manifold, it is positively invariant, and it attracts all the solutions exponentially. Furthermore, the dynamics on this manifold can be determined completely by a finite dimensional system of ordinary differential equations, which we call an inertial form. By these properties, an inertial manifold can be a useful tool in the study of long time behaviors of solutions and has been studied by many authors. See, for example, Fabes, Luskin and Sell [1] , Foias, Sell and Temam [2] , Foias and Temam [3] , Jolly [4] , Kwak [5, 6] , Kwean [7] , Mallet-Paret and Sell [9] and Temam [13] .
Of particular interest from the point of view taken in this paper is the problem of finding sufficient conditions for the existence of an inertial manifold for the differential equations which can be transformed to an abstract form of the nonlinear evolutionary equation
-+ vAu = R(u) dt on a Hilbert space H, where v > 0 is a viscosity parameter. One of the typical results on this problem was made by Mallet-Paret and Sell [9] . Under suitable conditions, they proved the existence of inertial manifolds of a class of scalar-valued reaction diffusion equations of the form
for any 2-dimensional rectangular domains and some cubic domains. For their results, they introduced a new concept: the Principle of Spatial Averaging (PSA). The PSA is a property which the Laplacian over a bounded Lipschitz region Q c R", n < 3, may or may not have. It is not clear at all for which domains and boundary conditions PSA holds. The purpose of this paper is to extend the result of Mallet-Paret and Sell [9] into new physical domains £l n C R", n = 2, 3, where Q n is a bounded domain of the following form:
where L 2 is rational. For these domains, we do not know whether PSA holds or not.
However, we formulate a weaker form of PSA and we prove that the weaker PSA is enough to guarantee the existence of inertial manifolds for (1.2) and (1.3).
An abstract invariant manifold theory
For convenience we present an abstract theory developed in Mallet-Paret and Sell [9] .
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Let H be a Hilbert space with an inner product (•, •) and a norm || • ||, and let 9 be a finite dimensional subspace of H with orthogonal projection P, and let £1 be the orthogonal complement of S? with complementary projection Q = I -P.
Writing 
77za? IJ, M(0 approaches M at a uniform exponential rate.
See Mallet-Paret and Sell [9] for the proof.
Eigenvalues and eigenfunctions of the Laplacian and geometric properties of lattices

Eigenvalues and eigenfunctions of the Laplacian.
Since the weaker PSA depends on the eigenvalues and the eigenfunctions of the Laplacian, we need to find those of the Laplace operator for the domains Q. n c R" given in (1.3) with suitable boundary conditions. Let Z + denote the positive integers and Z e = Z + U {0}. Then we obtain the following results.
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. Then the eigenvalues and the eigenfunctions of-A for Dirichlet boundary conditions are of the form: for
2 ) in the summation ranges over y C Z 2 , |^| = 6, and ± w determined by the following rules:
fac/z leg of the cycle induces a change of the sign in the (k[, k 2 ) entry of (3.1) and REMARK. The eigenvalues and the eigenfunctions in (3.1) and (3.3) are the direct consequences of Pinsky [11] . Then for the 3-dimensional case, we obtain (3.2) and (3.4) by applying the separation of variable method.
Geometric properties of lattice points.
Here we introduce two geometric properties of a lattice in R 3 . In particular, the second property is crucial to the proof of a weaker PSA (see Section 4) for each domain Q n C R". The first property is a Gap Theorem of Mallet-Paret and Sell [9] ; see also Richards [12] . THEOREM 
PROOF. We follow Mallet-Paret and Sell's approach [9] . Then the discriminant of TJ, y in (3.9) is negative. Also since k e N£, 
Tj,y(li,h) i \m,m + h], (X -K, k + K] C [m,m + ft]
for some k satisfying the second assertion (ii). Therefore (3.10) is impossible for this k. As m can be chosen arbitrarily large, the proof is now complete.
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The existence of inertial manifolds
We turn our attention now to the specific class of scalar partial differential equations of the form (4.1) -= vAu+f(x,u), xen n cR",ueR dt where the domain Q n is given in (1.3) . The main goal is to show the existence of an inertial manifold for (4.1) on each domain Q n given in (1.3). In particular, for £2 3 in (1.3), we assume that L 2 is rational number. The nonlinearity / : U n x R -+ R is assumed to satisfy the following conditions for some positive constants K\ and K 2 :
We consider one of the following boundary conditions for the equation (4.1): use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700036314
For simplicity we assume v = 1 and for any k > 0, let P x denote the canonical orthogonal projection onto the finite dimensional subspace
of H where {e s : j = 1, 2 , . . . } is a complete orthonormal set of eigenfunctions ej corresponding to eigenvalues kj of -A and let Q x = I -P x . Then by applying P x and Q x to equation (4.4), we obtain the system
where p = P x u and q = Q x u. The modified equations, to which Theorem 2.1 will be applied, are 
First, we prove that the system (4.8) satisfies main hypotheses (I)-(V) of Theorem 2.1. To do this, we introduce a weaker PSA as follows: for any v e L°° we let B v denote the operator on L 2 defined by
and let i; denote the mean value
L
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700036314 [11] Spatial averaging for inertial manifolds 135 DEFINITION. For a given (bounded Lipschitz) domain ficS",n<3, and choice of boundary conditions for the Laplacian, we say the weaker principle of spatial averaging holds if there exists a quantity £ > 0 such that for every e > 0, K > 0 and any bounded subset SB C H 2 , there exists arbitrarily large k = k(S8) > K, such that The main difference between the weaker PSA and PSA is the choice of k and the upper bound of the estimate (4.10). In the weaker PSA, the quantity k is allowed to depend on the bounded subset SB while the original PSA requires the existence of k > K such that
In the point of our concern, what we really need is to show that the operator norm of (4.10) can be arbitrarily close to 0 on any bounded subset of H 2 . However in the original PSA, the dependence of the estimate on \\v\\ H i and the requirement of the inequality for all v € H 2 cause some difficulties for proving PSA. Actually Mallet-Paret and Sell used some technical lemmas (see [9] ) which are difficult to prove for general domains. The advantage of the weaker PSA is that it can not only replace PSA for the same result but also enables us to drop all their technical lemmas. The importance of the weaker PSA is that it implies the Uniform Cone Condition and hence the existence of invariant manifold for the system (4.8). Note that the conclusion of Theorem 4.1 holds for certain large k, not necessarily for all large k. Since the proofs of the main conditions (I)-(IV) are exactly the same as in Mallet-Paret and Sell [9] where Df (u)(x) = D u f (x, u(x)), and p' and a' are given by the variational form of (4.8). Therefore, to complete the proof of the Uniform Cone Condition, it suffices to show that the right hand side of (4.12) is negative and bounded away from zero. From now on, we fix K, K 6 , r 0 and a bounded subset 38\ throughout the rest of proof. Then by the weaker PSA, there exists a quantity £ > 0 such that for e > 0, K > 0 and ^i c H 2 , there exists arbitrarily large X > 0 satisfying (4.10) and (4.11). We only consider such A. Let u € SB and (p, a) e <^\ x £ K with ||p|| = ||CT|| = 1. We consider two cases: use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700036314 [13] Spatial averaging for inertial manifolds 137
For the case (ii), with the choice of X and the property of the weaker PSA, we have
Since the existence of £ > 0 is independent of the choice of e > 0, there exist arbitrarily large X > 0 satisfying (4.10) and (4.11) for e which is less than £/4 and hence Therefore, by choosing r) = min{r 0 , f /2} the proof is complete.
Next we prove a main objective in this paper.
• 
