Abstract. The extension theory for semibounded symmetric operators is generalized by including operators acting in a triplet of Hilbert spaces. We concentrate our attention on the case where the minimal operator is essentially self-adjoint in the basic Hilbert space and construct a family of its self-adjoint extensions inside the triplet. All such extensions can be described by certain boundary conditions, and a natural counterpart of Krein's resolvent formula is obtained.
In the rest of the introduction, we discuss a few examples showing that triplet extensions are important in certain applications. The extension theory for symmetric operators plays an important role in modern mathematical physics, especially in quantum mechanics. This role is two-fold
• On the one hand, extension theory is sometimes needed to describe the family of self-adjoint operators corresponding to a formal differential expression obtained from a classical Hamiltonian via the correspondence principle.
• On the other hand, extension theory can be used to introduce interactions which are specific for quantum mechanics and do not have classical analogues, so-called contact interactions.
Probably the most important example connected with these two approaches concerns the Sturm-Liouville operator on the half-line, where in order to determine self-adjoint operators, one usually needs in addition to a formally symmetric differential expression certain boundary conditions at the origin. Then the spectral properties of the corresponding operators are described by the Titchmarsh-Weyl coefficient, which is identical to Krein's Q-function in this case -a certain Nevanlinna type function. It appears natural to try to generalize this approach in order to include the singular case (limit point case in accordance with H. Weyl's classification [30] ) when the minimal operator has trivial deficiency indices. Almost all constructions considered so far lead to operators in Pontryagin spaces (with indefinite metrics) and generalized Nevanlinna functions [12, 14, 15, 24] .
Another class of problems where we meet similar difficulties is the theory of singular interactions [31, 17, 19, 3, 4, 5, 22, 23, 25, 26] , where one of the first questions is the rigorous definition of the operator formally given by
where L is a self-adjoint operator in the Hilbert space H (with scalar product denoted by ·, · ) and ϕ is a certain vector from the scale of Hilbert spaces H n (L) associated with the self-adjoint operator L (see the definition below). The interesting case occurs when ϕ / ∈ H; otherwise, the perturbation term is just a bounded operator. One can define such a perturbation in the case ϕ ∈ H −n , n = 1, 2 by associating (1.2) with one of the self-adjoint extensions of the operator L minthe restriction of L to the set of functions ψ satisfying the additional condition ϕ, ψ = 0. The corresponding family of operators is again described by Krein's resolvent formula [20, 5] with a Nevanlinna function encoding their spectral properties. But this approach does not work in the case ϕ ∈ H −n \ H −2 , n ≥ 3, because the corresponding restricted operator is essentially self-adjoint (in H), so that the original operator L is its unique self-adjoint extension. Attempts to define a nontrivial family of operators in this case are again connected with generalized Nevanlinna functions and operators in Pontryagin spaces [14, 22] .
It has been noted [25, 26, 22] that the restricted operator has nontrivial deficiency indices considered in the Hilbert space H n−2 instead of H. It follows that we may try to define the operator given formally by (1.2) as a triplet extension with respect to the triplet
of Hilbert spaces from the scale associated with L in H. The operator corresponding to (1.2) has been defined on a certain vector space of singular elements forming a sort of cascade belonging to different spaces from the scale [22, 12] . These elements belong to different spaces from the scale and therefore have different orders of singularity with respect to the operator B. It was shown that the vector space can be turned into a Hilbert space to obtain a family of self-adjoint operators corresponding to formal singular interactions. Unfortunately, this model is not optimal, in the sense that the parameters (certain normalization points µ j < 0 and a Gram matrix Γ) have to be chosen satisfying certain restrictions whose origin was hard to understand. In particular, in order to obtain a Hilbert space model, it is necessary to choose all µ j pairwise different, and Γ cannot be chosen diagonal. These technical difficulties became an obstacle for further development of the theory and using it in applications. In the model presented here, the Gram matrix Γ is diagonal, and an explicit explanation for the choice of normalization points µ j is given. Since the basis elements in the new model have the same order of singularity, one may call it the peak model (in order to distinguish it from the cascade model given in [12] ). This new model is more transparent and therefore more easily used in different applications. It has also been realized that the methods originally developed to interpret the formal expression (1.2) have much more general applications and can be used to construct triplet extensions. Such a general model is developed in the current article. It opens a new research field, giving a hint how to study the triplet extensions in the case of arbitrary deficiency indices. This program will be developed in a forthcoming article.
A similar approach has already been carried out for singular Sturm-Liouville operators of hydrogen atom type in [24] interpreting the generalized TitchmarshWeyl coefficient as Krein's Q-function, even in the case that it is of generalized Nevanlinna type.
The current article is organized as follows. As mentioned, our approach is a direct extension of the classical von Neumann theory or, more precisely, its version developed by M. Krein, M. Birman and M. Vishik [9, 21, 32, 6] , which is very useful in the physical case of semibounded operators. This theory is briefly discussed in Section 2. The following two sections are devoted to the definition of triplet extensions in the general case and in the case where the triplet is formed just by three spaces from the scale. The minimal extended space is introduced. The corresponding minimal and maximal operators acting in the extended space are described in Section 5. The self-adjoint family of triplet extensions is finally obtained in Section 6 by restricting the maximal operator. The corresponding resolvents are calculated explicitly. In Section 7, we obtain a new extended resolvent formula and describe the class of functions appearing in its denominator. It is shown that these functions can also be obtained by a certain natural renormalization procedure demonstrated in Section 8. The last two sections are devoted to an application of the developed approach to the theory of singular perturbations. In particular, a new family of point interactions for the Laplacian in R 3 is presented.
In this article, we use the scale of Hilbert spaces
associated with a certain positive self-adjoint operator L. The spaces H −n , n = 1, 2, . . . can be considered as completions of H = H 0 with respect to the norms
where ·, · = ·, · H is the scalar product in the original Hilbert space H. Then the spaces with positive indices are just dual spaces
so that the spaces H m ⊂ H ⊂ H −m , m = 1, 2, . . . form a Gelfand triplet (of Hilbert spaces). The operator L + 1 acts as an isometric shift in the scale of Hilbert spaces mapping H n+2 onto H n . Let us denote by L n the restriction for n > 0 and extension for n < 0 of the operator L to the domain Dom (L n ) = H n+2 . The operator L n so defined is self-adjoint in H n . In particular, the operator L 0 is equal to the operator L, and its domain is the space H 2 .
Note that an equivalent norm in H n can be introduced using the scalar product
where b is any polynomial of order n positive on R + ∪ {0}. In what follows, we choose
where µ 1 , . . . , µ m < 0 are arbitrary pairwise different negative numbers.
Perturbations and extensions of semibounded operators: classical theory
The aim of this article is to generalize the extension theory for symmetric operators by including the case where the role of the adjoint operator is played by the triplet adjoint operator. It is clear that the classical extension theory, originally developed by J. von Neumann [27] (see also [10] ), should appear as a special case when the triplet of Hilbert spaces degenerates into just one Hilbert space, so that we have 
Then the domain of the adjoint operator is given by
where µ < 0 is a certain fixed point on the negative half-axis and L denotes the linear span. The sum here is direct, since G(µ) / ∈ Dom (A) and therefore every U ∈ Dom (B * ) can be written as
and this representation is unique. The action of the operator B * is given by
The domain of the maximal operator can also be described as
where the parameter λ runs over all complex numbers excluding the positive halfaxis. Note that in this representation, the sum is no longer direct, since
This formula shows that (2.4) and (2.7) describe exactly the same linear sets. Now every self-adjoint restriction of the maximal operator can be described by imposing the boundary condition
on the functions possessing representation (2.5). Let us denote the corresponding operator by A γ . In this parametrization, we have A = A ∞ . The boundary condition guarantees that the resolvent equation
is solvable for all λ ∈ C \ R, and this solution leads to Krein's resolvent formula
In this formula, the function (2.12)
is a Nevanlinna function, i.e., is analytic outside the real axis, symmetric with respect to the real axis and has nonnegative imaginary part in the upper half-plane. This function is usually called Krein's Q-function, and the parameter γ describes all possible self-adjoint extensions of B. Note that, in general, the parameter γ depends on the chosen regularization point µ.
Self-adjoint extensions in a triplet of Hilbert spaces
Consider a triplet of Hilbert spaces
satisfying the following properties:
• G, H, G † are Hilbert spaces;
• the space G is a dense subspace of H;
• the space H is a dense subspace of G † ;
• the space G † is dual to G with respect to the norm in H.
It is natural to extend the notation ·, · H , denoting originally the scalar product in H, to the pairing between elements from G and G † , so that 
by the equality
Here i.e.,
and • the operator A is self-adjoint in H and satisfies
i.e., it is an extension of B and a restriction of B † .
Formula (3.2) follows directly from assumptions (1) and (2) and implies together with (3.3) that every triplet extension of B is an operator acting inside the triplet and this operator acts as the triplet adjoint. This is a direct generalization of the classical formula (2.2) valid for self-adjoint extensions inside the space (when the triplet (3.1) reduces to just one Hilbert space).
If the operator B in G has nontrivial deficiency indices, then the kernel Ker (B † − λ) is always nontrivial. In particular, Definition 3.1 implies that
where the sum is orthogonal with respect to the scalar product in We do not aim to describe the whole family of triplet extensions in the current article. The family we construct is minimal in the sense that the space H is the minimal vector space satisfying assumptions (1)- (3). In addition, we assume that the spaces G and G † are from the scale of Hilbert spaces associated with a certain nonnegative operator and B is a restriction of this operator to a subspace of G.
The corresponding triplet extensions can be referred to as extensions in the scale of Hilbert spaces and are considered further in the following section.
Triplet extensions in the scale of Hilbert spaces
In this section, we consider the case in which the Hilbert space G from the triplet (3.1) coincides with one of the Hilbert spaces associated with the closure of B in H (recall that B is essentially self-adjoint in H). It is convenient to change our point of view slightly. Let L be a nonnegative self-adjoint operator in the Hilbert space H. Consider the triplet
and the minimal operator L min satisfying the conditions
Hence we are in the situation described at the beginning of the preceding section with
In what follows, we investigate the possibility of constructing a self-adjoint triplet extension A of L min in a certain Hilbert space H. In our approach, such extensions are constructed by first specifying the linear space H and then defining the operator A max in it as a restriction of L max . Such an operator possesses self-adjoint restrictions if and only if the minimal operator A min = A * max -the adjoint of A max in H-is also a restriction of A max . We show that A min is also an extension of L min , so that the following inclusions hold:
This condition implies certain restrictions on the scalar product, which now may be introduced on H to turn it into a Hilbert space. If formula (4.2) holds, then a triplet extension A of L min can be obtained using standard extension theory inside the new Hilbert space H so that
Let us denote by G(λ) the family of deficiency elements for the operator L min in H m which are solutions to the equation (L * min − λ)G(λ) = 0. 1 Then the self-adjoint canonical extensions of L min inside the space H m can be constructed following the original scheme described in Section 2; in particular, formula (2.4) implies
This construction does not bring any new ideas, and the corresponding operator is not a triplet extension of L min since condition 3 in Definition 3.1 is not satisfied. Let us determine the domain of the maximal operator
determines a bounded linear functional with respect to U ∈ H m , i.e.,
Recall that the domain of L * min described by (4.4) is precisely the set of all W ∈ H m such that
1 L * min denotes here the operator adjoint to L min in the Hilbert space Hm.
It follows that
where (4.6)
and µ is a fixed negative number. Since the operators L and b(L) commute, the action of L max is given by
In particular, the function g(λ), λ ∈ C \ R + solves the equation
and every other solution is a multiple of g(λ). The functions g(λ) resemble the deficiency elements appearing in the classical extension theory but do not belong to the original Hilbert space H, since the operator L min is essentially self-adjoint there. 2 In our approach, g(λ) is a deficiency element for the minimal operator defined in a certain extension of the original Hilbert space.
Lemma 4.1. In the above situation, the minimal vector space H satisfying assumptions 1, 2 and 3 of Definition 3.1 is an m-dimensional extension of H m , which can be described as
where µ j are different negative numbers
Proof. The set H contains at least the set
We claim that this extension is finite dimensional. It is sufficient to show that every g(λ) can be written as a linear combination of g(µ j ), j = 1, . . . , m and a function from H m . Indeed, this representation is given by
where the polynomial b is determined by (1.6) and
The sum in (4.8) is direct, since
Hence every vector space satisfying the assumptions of Definition 3.1 contains the vector space given by (4.8).
The last lemma describes H as a vector space. It can be turned into a Hilbert space by introducing a scalar product using a certain positive definite Gram matrix Γ (4.12)
where we write
With this scalar product, the Hilbert space H can be identified with the orthogonal sum (4.14)
with the natural identification
Therefore, in what follows, elements from H are considered both as functions from H −m and as pairs
It turns out that the matrix Γ has to be chosen diagonal in order to satisfy (4.2); but, in order to explore all possibilities, we assume for the moment that Γ is just a Hermitian matrix with positive eigenvalues.
Maximal and minimal operators
In this section, we describe the maximal and minimal operators acting in the extension space H. The operator A max acting in H is defined as the restriction of the linear operator L max to the space H. 
where µ = µ j is a certain negative number and µ j satisfy (4.9).
Proof. By definition, the domain of A max is given by
where the first condition actually represents no restriction since every U ∈ H possesses the representation (4.5)
and therefore belongs to Dom (L max ). Hence such a function belongs to the domain of A max if and only if it is mapped by the operator L max − µ, µ < 0, to a certain V ∈ H. Since V again possesses the representation (4.15), we have
Every such function U can be written as a linear combination of the functions
and a function from H m+2 . It follows that U possesses the representation (5.1). It is clear that the sum is direct, since no nontrivial linear combination of g(µ), g(µ 1 ), . . . , g(µ m ) belongs to H m+2 . Taking into account that L max g(λ) = λg(λ) and L max U r = LU r , we get formula (5.2).
We have shown that the maximal operator A max is given by formulas (5.1) and (5.2) . In what follows it is useful to obtain a description of the domain and the action of this operator compatible with the orthogonal decomposition (4.14).
Let us introduce the diagonal m × m matrix
and the m-dimensional vector b ∈ C m with coordinates
where the polynomials b j are given by (4.11). 
Proof. It follows from
that any function U from Dom (A max ) given by (5.1) can be written in the form
with coefficients u, u j ∈ C. Hence formula (5.5) holds. Let us calculate the action of the operator. Using (5.7) and (5.2), we get
which completes the proof.
The maximal operator A max plays the role of the adjoint operator for the extension problem in H. In the sequel, we require its boundary form, which shows in particular that this operator is not symmetric:
Note that if Γ is diagonal, the last term in the formula vanishes. Any triplet extension of the operator L min can now be characterized as a selfadjoint restriction of A max . Consider the minimal operator A min acting in H -the operator adjoint to A max in H. The operator A max possesses symmetric restrictions if and only if the minimal operator A min is symmetric or, in other words, is a restriction of the maximal operator. This necessary property of the new minimal operator puts certain restrictions on the Gram matrix Γ which defines the scalar product in H. Knowing that the new minimal operator A min is symmetric enables us to determine all triplet extensions of L min using standard extension theory as described in Section 2.
Let us now calculate the minimal operator A min for arbitrary choice of the Gram matrix Γ.
Lemma 5.3.
The operator A min is defined on the functions in Dom (A max ) (given by (5.5)), which satisfy the two additional conditions
and acts as
Proof. We calculate the operator adjoint to A max − µ. Consider two arbitrary vectors, U ∈ Dom (A max ) and V ∈ H. The sesquilinear form of the operator
Consider first vectors of the type U = (U r , 0); then the sesquilinear form reduces to
and determines a bounded linear functional with respect to U in the norm of H only if V = V r ∈ H m+2 . Using this fact, we can now write the boundary form for arbitrary U ∈ Dom (A max ) as
The first two summands determine bounded linear functionals with respect to U ∈ H, but the functional (U r + uG(µ), u) → u is not bounded in the norm of H. Thus, the expression in the curly brackets must vanish. In other words, every function V ∈ Dom (A min ) should satisfy
Summing up, we have proved that the domain of the adjoint operator A min − µ is determined by (5.9) and the sesquilinear form is
It follows that the action of A min is given by formula (5.10). Here M is diagonal with all diagonal elements pairwise different while Γ is Hermitian and positive definite. Hence, in order to satisfy (5.12), Γ has to be diagonal as well, and all diagonal elements must be positive numbers. Therefore, in the sequel we assume that Γ is diagonal and positive definite. Under this assumption, (5.10) takes the form
Now we are in the situation described by (4.2), and all self-adjoint restrictions of A max can be obtained using classical Birman-Krein-Vishik extension theory for symmetric operators in a Hilbert space.
The self-adjoint family of extensions
In this section, we calculate explicitly the one-parameter family of self-adjoint operators in H satisfying (4.3) with A min , A max from the previous section. One particular extension, denoted by A 0 , is not hard to guess:
Let us calculate the defect and deficiency element for the symmetric operator A min . The operator A max is closed and therefore is the adjoint operator to A min . Any deficiency element F(λ), λ = 0, is a nontrivial solution to the equation
which can be written in the form
Any solution to this system is a multiple of
We conclude that A min has deficiency indices (1, 1) . With this parametrization, the family of deficiency elements has the important property
Every element F(λ) can also be viewed as a function from H m (6.3)
To prove this, one can use the formula
with b j given by (4.11), and its natural modification
It follows that the functions g(λ) (multiplied by a scalar factor) play the role of deficiency elements in our construction. Now it is standard to determine the family of self-adjoint extensions of the minimal operator A min , which are at the same moment restrictions of the maximal operator A max . All such restrictions and their resolvents are described by Theorem 6.1 below.
Such operators can always be determined by certain boundary conditions connecting the "boundary values"
Under the condition that Γ is diagonal, the boundary form of A max is (see (5.8))
We define then the following restrictions of the maximal operator and show that these are exactly the self-adjoint extensions. Definition 6.1. The domain of the operator A θ , θ ∈ [0, π), consists of functions U ∈ H possessing the representation
and satisfying the boundary condition
The action of A θ is given by the formula (6.8)
where the matrix M and the vector b are determined by (5.3) and (5.4).
Note that the operator A 0 introduced earlier coincides with A θ for θ = 0. It is straightforward to calculate the resolvent of A θ . Theorem 6.1. Let Γ be a positive diagonal matrix. Then the family of selfadjoint restrictions of the maximal operator A max coincides with the family A θ , θ ∈ [0, π). The resolvent of the operator A θ for λ = 0 is given by (6.9)
where (6.10)
Proof. Since the matrix Γ is diagonal, the boundary form of the maximal operator is given by (6.5); and it is then clear that the restriction of A max to the set of functions satisfying (6.7) is a symmetric operator (the boundary form vanishes).
Let us calculate directly the resolvent of A θ . Consider the resolvent equation
where V ∈ H and U ∈ Dom (A θ ). The last equation implies
Substituting into the boundary condition (6.7), we calculate
It is natural to denote the Nevanlinna function appearing in the denominator by Q(λ) (see (6.10) . Then all components of the function U can be calculated
which implies formula (6.9). Hence every operator A θ is symmetric, and the range of A θ −λ, λ = 0, coincides with all of H. Thus every such operator is self-adjoint. On the other, hand formula (6.9) can be written in Krein's form as
where F(λ) is given by (6.1). This proves that the family A θ is indeed the family of all possible self-adjoint restrictions of A max .
The resolvent formulas just proved (6.9,6.11) are classical Krein formulas, and the Q-function appearing in the denominator is a Nevanlinna function, since the operators A 0 , A θ are self-adjoint in the Hilbert space H. In the following subsection, we present another resolvent formula associated with the particular structure of the triplet extensions.
Extended resolvent formula of Krein type
The Hilbert space H decomposes naturally into the orthogonal sum of the infinite dimensional space H m and a finite dimensional space C m in accordance to (4.14).
It is clear therefore that the compression of the resolvent to the infinite dimensional component is given by Krein's formula for generalized resolvents with the denominator equal to a sum of two Nevanlinna functions:
where This resolvent formula shows once again that the operator A θ is indeed a generalized extension of the operator L min .
Let us now consider another type of resolvent formula -the re striction of the resolvent of A θ to H m , but written in the functional representation
The function appearing in the denominator
is a generalized Nevanlinna function (see [13] ). In the following section, we show that this function can be obtained by regularizing the classical formula (2.12), valid for canonical extensions. We emphasize that a generalized Nevanlinna function appears in our model despite the fact that only self-adjoint operators in Hilbert space are involved.
Renormalization of the Q-function
For canonical extensions (inside the original Hilbert space), the functions g(λ) and G(λ) coincide, since this case corresponds to m = 0 and b ≡ 1. The function (2.12) appearing in the denominator of Krein's formula in the case of canonical extensions can be considered as a renormalization of the Nevanlinna function
which is well-defined only if g(µ) ∈ H 1 . In fact, precisely this function appears in the resolvent formula when the perturbed operator is a bounded rank one perturbation (see [5] and Section 9). If g(µ) ∈ H \ H 1 , then the function Q can be obtained using the following renormalization procedure;
with the renormalization point µ < 0 and renormalization parameter p
If g(µ) ∈ H 1 , then the renormalization parameter is uniquely determined by the last formula; if g(µ) ∈ H \ H 1 , then this parameter can be chosen arbitrarily. 3 This renormalization procedure can be continued in order to include more and more singular elements g(µ). For example, if g(µ) ∈ H −1 \ H, then the scalar product g(µ), g(λ) H is not defined and one needs one further renormalization with a certain µ 1 < 0 and p 1 ∈ R,
The renormalization parameter p 1 is formally equal to g(µ), g(µ 1 ) H ; and if g(µ) ∈ H, then this parameter is uniquely defined and the Q-function coincides with the function given by (8.1). The function Q 1 contains two renormalization parameters p and p 1 and is not necessarily a Nevanlinna function, but rather a generalized Nevanlinna function, with one negative square.
Continuing this renormalization procedure, we obtain the following formula for the Q-function in the case g(µ) ∈ H −m \ H −m+1 , m ≥ 1,
The renormalization points µ j are all chosen negative µ j < 0, and the real renormalization parameters are formally equal to the scalar products
As before, this sequence of Q-functions is constructed in such a way that if the deficiency element is less singular, so that some of the scalar products in (8.5) are well-defined, then the renormalization parameters p j can be properly chosen to get the Q-function corresponding to the less singular deficiency elements.
The function Q m is a generalized Nevanlinna function with at most 
where b j are given by (4.11) and γ jj are the entries of Γ.
Triplet extensions and supersingular perturbations
Let L be a positive self-adjoint operator acting in the Hilbert space H. Let ϕ be an element from the scale of Hilbert spaces H n associated with the operator L,
Then a rank one perturbation of the operator L is given by the formal expression
In this section, we construct self-adjoint operators corresponding to the formal expression (9.2) in the case n > 2. Such perturbations are usually called supersingular, in order to distinguish them from the singular perturbations given by ϕ ∈ H −2 \ H. Let us recall first the main ideas of the theory of regular (n = 0) and singular (n = 1, 2) perturbations. If ϕ ∈ H 0 = H, then the perturbation in (9.2) is bounded and the perturbed operator, denoted by L α , is self-adjoint on Dom (L). If ϕ ∈ H −1 , then (9.2) determines a unique operator L α , since the perturbation is relative form bounded in this case and the method of quadratic forms can be applied. It is also possible to use the extension theory for symmetic operators and identify the operator given by (9.2) with one particular self-adjoint extension of the symmetric operator L min = L| {U∈Dom (L): ϕ,U H =0} . If ϕ ∈ H −2 \ H −1 , then the quadratic form approach cannot be applied; but the extension theory approach can be used, since L min is well-defined as a symmetric (not essentially self-adjoint operator) in H. Then the operator corresponding to (9.2) is usually defined as an operator from the one-parameter family of self-adjoint extensions of L min . In general, it is impossible to decide which particular extension corresponds to formula (9.2), which is understood formally; in order to emphasize this, we denote the corresponding operator by A γ , γ ∈ R ∪ {∞}, instead of L α . Using the fact that the deficiency elements for the symmetric operator L min are
we can describe the resolvent of any operator A γ by Krein's formula
where Q(λ) is given by
and µ < 0 and p ∈ R are arbitrary parameters. The same formula (9.4) gives the resolvent of the operator L α in the case of H −1 -perturbations if the parameters are properly chosen as
In this case, the Q-function is just equal to
It is precisely this renormalization procedure that was generalized in Section 8. Summing up, to define singular perturbations given by (9.2), classical extension theory of symmetric operators may be used. The function Q(λ) is a Nevanlinna function and contains information about spectral properties of the operator A γ .
Let us discuss now supersingular perturbations given by vectors ϕ ∈ H −n \ H −n+1 , n > 2. The formal expression (9.2) naturally leads to the minimal operator
This is a symmetric operator in the Hilbert space H n−2 and has deficiency indices (1, 1) if considered in this Hilbert space. It is clear that the functions g(λ) and G(λ) are given in this case by
Since ϕ / ∈ H −2 , L min is essentially self-adjoint in the original Hilbert space H and therefore satisfies the assumptions formulated in Section 3 with m = n − 2. Any self-adjoint operator associated with (9.2) must be an extension of L min , and it is natural to associate with it the family of triplet extensions constructed in Section 6. The kernel of the operator L max − λ = L † min − λ is spanned by the functions g(λ). The model space H is then given by
and endowed with the scalar product given by (4.12). The elements from the space can also be viewed as elements from H −n+2 ,
Constructing the space H, we have chosen n − 2 arbitrary negative renormalization points µ j < 0, j = 1, 2, . . . , n − 2, and n − 2 arbitrary positive parameters γ jj > 0, j = 1, 2, . . . , n − 2, since the Gram matrix Γ in (4.12) has to be chosen diagonal and positive in order to guarantee the existence of self-adjoint triplet extensions. The one-parameter family A θ , θ ∈ [0, π) of triplet extensions of L min in H is then defined on the domain of functions possessing the representation
The action of the operator A θ is given by
where the matrix M and the vector b are determined by (5.3) and (5.4). Taking into account (9.8), we can calculate the resolvent of the self-adjoint operator A θ (9.13)
The extended resolvent formula (7.2) takes the form
which is a natural generalization of (9.4). The denominator is given by the generalized Nevanlinna function
with the polynomial p(λ) given by (8.6).
To summarize, supersingular perturbations, at least of semibounded operators, are given by triplet extensions. Their spectral properties are described by generalized Nevanlinna functions.
The peak model for supersingular perturbations presented here is a generalization of the cascade model described in [22, 12] . The advantage of the new model is that the Gram matrix Γ is now diagonal, which leads to simplification of all formulas and renders the study of the corresponding operator more transparent. In the new model, it is clear that all µ j must be pairwise different, since otherwise the functions (L − µ j )ϕ are not linearly independent.
Point interactions in R 3 : new family
In this section, we apply methods developed in the previous section to construct a new family of point interactions in R 3 x = (x 1 , x 2 , x 3 ). Classical point interaction goes back to E. Fermi [16] ; in three-dimensional space, it can be described formally by
where δ is Dirac's delta function in R 3 and α ∈ R ∪ {∞} is a coupling constant. F. A. Berezin and L. D. Faddeev [7] suggested interpreting this operator using a restriction-extension procedure. This procedure can be summarized as follows. Consider the restriction of the Laplace operator to the set of functions in W 2 2 (R 3 ) which vanish at the origin. 4 Note that the perturbation term vanishes on such functions; therefore, the Laplace operator and any self-adjoint operator corresponding to (10.1) are two (different) extensions of the restricted operator. This construction provides a rigorous mathematical foundation for the celebrated Fermi pseudopotential [16] , widely used in physics and chemistry [11] . The most serious limitation of this method is connected with the fact that the deficiency element g(µ) = e i √ µ|x| /4π|x| is spherically symmetric; therefore, the original Laplace operator and its perturbation given by (10.1) differ only on the subspace of spherically symmetric functions, i.e., this method allows one to introduce interaction in the s-channel only. The perturbed operator is defined on the set of functions
, u ∈ C, whose asymptotics at the origin are given by Without any additional assumption, it is not possible to establish the connection between the real parameters α in (10.1) and γ in (10.3) (except for the fact that α = 0 should correspond to γ = ∞), since this perturbation is from the class H −2 : δ ∈ H −2 (−∆). 5 This approach has been generalized to study numerous problems from mathematical physics and its applications [2, 11, 28, 29] .
The limitations of the model described are connected first of all with the fact that the singular element determining the perturbation in (10.1) -Dirac's δ-function -is spherically symmetric. Suppose we want to get similar mo dels where point interactions are not spherically symmetric. 6 Intuitively, it is clear that one has to consider singular elements which are not spherically symmetric. Restricting our consideration to singular elements given by distributions, we take into account that any generalized function with support at the origin can be written as a linear combination of derivatives of the delta function. Here we consider only first order derivatives, which yields for the perturbed Laplacian the formal expression (10.4)
where α i , i = 1, 2, 3 are real coupling constants and ∂ xi = ∂/∂x i denotes the derivative with respect to the variable x i . The perturbation term is from the class H −3 , since ϕ j = ∂ xi δ ∈ H −3 (∆); it follows that in order to determine the operator L α , the theory of supersingular perturbations must be applied (see previous Section). The rank of the perturbation is equal to three, but the elements ϕ i = ∂ xi δ, i = 1, 2, 3 and the operator −∆ generate three mutually orthogonal subspaces. Thus the developed approach needs just a slight modification. Let us restrict our consideration to interactions commuting with the permutation of the coordinates, i.e. α 1 = α 2 = α 3 ≡ α. We show later that the corresponding interaction is spherically symmetric but influences the p-channel (instead of the s-channel, as in the classical Fermi pseudopotential). For the reader's convenience, we present here our model using function representation. Since the perturbation is from the class H −3 , one needs to consider only one renormalization point µ 1 = −β 2 1 , β 1 > 0. The functions g(λ) and G(λ) can easily be calculated using (9.8) and the fact that e ik|x| 4π|x| , k = √ λ is the Green's function for the Laplacian:
The functions g i (λ) are pairwise orthogonal in W 
keeping in mind that the function h is just a combination of elementary functions. The model Hilbert space can now be chosen equal to (10.7)
Thus, every function from H possesses the representation
where
In ( 
The norm in H can be chosen to be
where γ is an arbitrary positive parameter.
To define the self-adjoint operator in H corresponding to the formal expression (10.4), consider another negative parameter µ = −β 2 , β > 0 and the extension parameter θ ∈ [0, π). Then the operator A θ is defined on the set of functions possessing the representation
(10.10)
(β 2 1 − β 2 )4π|x| 3
and the boundary conditions 7
The last condition can be written in vector notation as
The action of the operator A θ is determined by the formula (10.13)
As a result we obtain a spherically symmetric interaction, i.e., the corresponding operator commutes with rotations about the origin and reflections in planes passing through the origin. In particular, it commutes with permutations of the coordinates. Proof. To see this, it suffices to prove that the domain Dom (A θ ) is invariant under the transformations considered, as we already know that the action of the operator is given by the Laplacian (10.14), which is invariant under rotations and reflections. The boundary condition for A θ can be written in the vector form (10.12) . To prove that the domain of A θ is invariant under rotations we have to prove that every function U possessing representation (10.10) possesses the same representation after rotation and that every function satisfying the boundary condition (10.12) satisfies this condition after the rotation.
We first prove that the linear space H is invariant under rotations. It is clear that the subspace W 
Hence H is not only invariant under rotations but, in addition, any rotation around the origin in R 3 corresponds to the rotation of the vector u 1 . The rotation matrix R induces a unitary transformation in H. Similarly, the set of functions possessing representation (10.10) is invariant under rotations, and rotation of the function U corresponds to rotations of the vector u 1 and u. Taking into account that
we conclude that the boundary conditions (10.12) are preserved under rotations as well.
The proof for reflections in planes through the origin follows the same lines.
We emphasize that the operator A θ does not coincide with the classical point interaction Hamiltonian and is not even unitarily equivalent to it. We have obtained a new family of models which can easily be generalized to include higher derivatives and hence more and more singular interactions.
The three Q-functions describing spectral properties of the model are all given by formula (9.14), which now takes the form
Taking into account that these functions are all equal,
, we can rewrite the last formula and calculate the function explicitly as
The same formula can be written using the function representation as (10.19)
As in the general case, it appears natural to consider the restriction of this resolvent to the infinite dimensional component It is hard not to notice the striking similarity of this form of the resolvent formula to Krein's original resolvent formula (2.11). Krein's Q-function should be replaced by the function appearing in the denominator of the last formula The function Q(λ) is piecewise increasing with just a single singularity at λ = −β + cot θ is less than or greater than zero, respectively. The corresponding eigenfunctions are given by (10.22) V λ0 = h(k 0 , |x|)x t a = ik 0 |x| − 1 4π|x| 3 e ik0|x| x t a, λ 0 = k where V r denotes the last term in formula (10.23) . It is easy to see that the boundary values satisfy the boundary conditions (10.12) due to (10.21) . Since the action of the operator coincides with the action of the Laplacian, V λ0 solves the equation −∆V λ0 (x) − λ 0 V λ0 (x) = 0, x = 0, and clearly belongs to H, we conclude that V λ0 is an eigenfunction for A θ . To recapitulate, the operator A θ has either one or two negative eigenvalues having multiplicity 3, with eigenfunctions given by (10.22) .
In a similar way, continuous spectrum eigenfunctions may be calculated. We start from the following Ansatz for the generalized eigenfunction corresponding to the absolutely continuous spectrum. Note that eigenfunctions constructed are not locally square integrable. The scattering matrix corresponding to this eigenfunction depends only on the energy and the angle between the directions of the incoming and outgoing waves, which shows yet again that the model is spherically symmetric. The model determines nontrivial scattering in the p-channel, since the scattering amplitude depends on the angle between the vectors k and x. Rigorous proof of the eigenfunction expansion and spectral theorem for A θ can be carried out by integrating the jump of the resolvent at the real axis. The extended resolvent formula leads to a new family of eigenfunction expansions described, for example, in [24] . This model can be generalized to include point interactions in any other channel or a combination of such interactions in different channels. We plan to return to this question as well as to the spectral analysis of the operator A θ in the future. It might be interesting to study the relations between the model presented here and that suggested by Yu. Karpeshina [18] .
