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Abstract
We consider in this work some class of strongly perturbed for the semilinear
heat equation with Sobolev sub-critical power nonlinearity. We first derive a
Lyapunov functional in similarity variables and then use it to derive the blow-
up rate. We also classify all possible asymptotic behaviors of the solution when
it approaches to singularity. Finally, we describe precisely the blow-up profiles
corresponding to these behaviors.
Keywords: Finite-time blow-up, asymptotic behavior of solutions, nonlinear
parabolic equations.
1. Introduction
We are interested in the following nonlinear parabolic equation:{
ut = ∆u + |u|p−1u+ h(u),
u(0) = u0 ∈ L∞(Rn), (1)
where u is defined for (x, t) ∈ Rn × [0, T ), p is a sub-critical nonlinearity,
1 < p, (n− 2)p < n+ 2. (2)
The function h is in C1(R,R) satisfying
j = 0, 1, |h(j)(z)| ≤M
( |z|p−j
loga(2 + z2)
+ 1
)
, |h′′(z)| ≤M |z|
p−2
loga(2 + z2)
, (3)
where a > 1, M > 0. Typically, h(z) = µ|z|
p−1z
loga(2+z2) with µ ∈ R.
By standard results, the problem (1) has a unique classical solution u(x, t) in
L∞(Rn), which exists at least for small times. The solution u(x, t) may develop
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singularities in some finite time. We say that a function u : Rn × [0, T ) 7→ R is
a solution of (1) if u solves (1) and satisfies
u, ut,∇u,∇2u are bounded and continuous on Rn × [0, τ ], ∀τ < T. (4)
It is said that u(x, t) blows up in a finite time T < +∞ if u(x, t) satisfies (1),
(4) and
lim
t→T
‖u(t)‖L∞(Rn) = +∞.
Here we call T the blow-up time of u(x, t). In such a blow-up case, a point
x0 ∈ Rn is called a blow-up point of u(x, t) if and only if there exist (xn, tn)→
(x0, T ) such that |u(xn, tn)| → +∞ as n→ +∞.
Consider v a positive blow-up solution of the associated ODE of (1). It is
clear that v is given by
v′ = vp + h(v), v(T ) = +∞, for some T > 0. (5)
Since the blow-up solution of (5) satisfies (see Lemma A.1)
v(t) ∼ κ(T − t)− 1p−1 as t→ T , where κ = (p− 1)− 1p−1 , (6)
it is natural to ask whether the blow-up solution u(t) of (1) has the same blow-up
rate as v(t) does. More precisely, are there constants c, C > 0 such that
c(T − t)− 1p−1 ≤ ‖u(t)‖L∞(Rn) ≤ C(T − t)−
1
p−1 , ∀t ∈ (0, T )? (7)
By a simple argument based on Duhamel’s formula, we can show that the lower
bound in (7) is always satisfied (see [19]). For the upper blow-up rate estimate,
it is much less simple and requires more work. Practically, we define for all
x0 ∈ Rn (x0 may be a blow-up point of u or not) the following similarity
variables introduced in Giga and Kohn [4, 5, 6]:
y =
x− x0√
T − t , s = − log(T − t), wx0,T = (T − t)
1
p−1u(x, t). (8)
Hence wx0,T satisfies for all s ≥ − logT and for all y ∈ Rn:
∂swx0,T =
1
ρ
div(ρ∇wx0,T )−
wx0,T
p− 1 + |wx0,T |
p−1wx0,T + e
− psp−1h
(
e
s
p−1wx0,T
)
,
(9)
where
ρ(y) =
(
1
4π
)n/2
e−
|y|2
4 . (10)
Here, we say that w : Rn × [− logT,+∞) 7→ R is a solution of (9) if w solves
(9) and satisfies
w,ws,∇w,∇2w are bounded and continuous on Rn × [− logT, S], ∀S < +∞.
(11)
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We can see that the study of u in the neighborhood of (x0, T ) is equivalent
to the study of the long-time behavior of wx0,T and each result for u has an
equivalent formulation in term of wx0,T . In particular, the proof of the upper
bound in (7) is now equivalent to showing that there exists a time sˆ ≥ − logT
large enough such that
‖wx0,T (s)‖L∞(Rn) ≤ C, ∀s ≥ sˆ. (12)
We remark that the perturbation term added to equation (9) satisfies the fol-
lowing inequality,
j = 0, 1, e−
(p−j)s
p−1
∣∣∣h(j) (e sp−1 z)∣∣∣ ≤ C0
sa
(|z|p−j + 1) , ∀s ≥ s0, (13)
for some C0 > 0 and s0 > 0 (see Lemma A.2 for a proof of this fact).
When h ≡ 0, Giga and Kohn proved (12) in [5] for 1 < p < 3n+83n−4 or for
non-negative initial data (so that the solution is positive everywhere) with sub-
critical p. Estimate (12) is extended for all p satisfying (2) without assuming
non-negativity for initial data u0 by Giga, Matsui and Sasayama in [7]. The
proof written in [7] is strongly based on the existence of the following Lyapunov
functional:
E0[w](s) =
∫
Rn
(
1
2
|∇w|2 + 1
2(p− 1) |w|
2 − 1
p+ 1
|w|p+1
)
ρdy. (14)
Based on this functional, some energy estimates related to this structure and
a bootstrap argument given in [14], the authors in [7] have established the
following key integral estimate
sup
s≥s′
∫ s+1
s
‖wx0,T (s)‖(p+1)qLp+1(BR)ds ≤ Cq,s′ , ∀q ≥ 2, s
′ > − logT. (15)
Since this estimate holds for all q ≥ 2, we obtain an upper bound for wx0,T
which yields (12).
When h 6≡ 0, we wonder whether a perturbation of the method of [7] would
work for our problem. A key step is to find a Lyapunov functional for equa-
tion (9). Following the method introduced by Hamza and Zaag in [9, 8] for
perturbations of the semilinear wave equation, we introduce
J [w](s) = E [w](s)e γa−1 s1−a + θs1−a, (16)
where γ = 8C0
(
p+1
p−1
)2
and θ > 0 is sufficiently large constant which will be
determined later,
E [w] = E0[w] + I[w], I[w](s) = −e−
p+1
p−1 s
∫
Rn
H
(
e
s
p−1w
)
ρdy, (17)
3
with H(z) =
∫ z
0
h(ξ)dξ.
With this introduction, we derive that the functional J [w] is a decreasing func-
tion of time for equation (9), provided that s is large enough. More precisely,
we have the following:
Theorem 1 (Existence of a Lyapunov functional for equation (9)). Let
a, p, n,M be fixed, consider w a solution of equation (9) satisfying (11). Then
there exist sˆ0 = sˆ0(a, p, n,M) ≥ s0 and θˆ0 = θˆ0(a, p, n,M) such that if θ ≥ θˆ0,
then J satisfies the following inequality, for all s2 > s1 ≥ max{sˆ0,− logT },
J [w](s2)− J [w](s1) ≤ −1
2
∫ s2
s1
∫
Rn
(∂sw)
2ρdyds. (18)
As mentioned above, the existence of this Lyapunov functional J is a crucial
step in the derivation of the blow-up rate for equation (1). Indeed, with the
functional J and some more work, we are able to adapt the analysis in [7] for
equation (1) in the case h ≡ 0 and get the following result:
Theorem 2 (Blow-up rate for equation (1)). Let a, p, n,M be fixed, p satisfy
(2). There exists sˆ1 = sˆ1(a, p, n,M) ≥ sˆ0 such that if u is a blow-up solution of
equation (1) with a blow-up time T , then
(i) for all s ≥ s′ = max{sˆ1,− logT },
‖wx0,T (y, s)‖L∞(Rn) ≤ C, (19)
where wx0,T is defined in (8) and C is a positive constant depending only on
n, p,M and a bound of ‖wx0,T (sˆ0)‖L∞.
(ii) For all t ∈ [t1, T ) where t1 = T − e−s′ ,
‖u(x, t)‖L∞(Rn) ≤ C(T − t)−
1
p−1 . (20)
Remark 1. The proof of Theorem 2 is far from being a straightforward adap-
tation of [7]. Indeed, three major difficulties arise in our case and make the
heart of our contribution:
- the existence of a Lyapunov functional in similarity variables (see Theorem 1
above),
- the control of the L2-norm in terms of the energy (see (ii) of Proposition 8,
where we rely on a new blow-up criterion greatly simplifying the approach in
[5]),
- the proof of a nonlinear parabolic result (see Proposition 12 below).
The estimate obtained in Theorem 2 is a fundamental step in studying the
asymptotic behavior of blow-up solutions. When h ≡ 0, Giga and Kohn in [5, 6]
(see also [4]) obtained the following result: For a given blow-up point x0, it holds
that
lim
s→+∞
wx0,T (y, s) = lim
t→T
(T − t) 1p−1u(x0 + y
√
T − t, t) = ±κ,
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where κ = (p− 1) 1p−1 , uniformly on compact subsets of Rn. The result is point-
wise in x0. Besides, for a.e. y, lims→+∞∇wx0,T (y, s) = 0.
For our problem, when h 6≡ 0 and h is given in (3), we also derive an analogous
result on the behavior of wx0,T as s→ +∞. We claim the following:
Theorem 3 (Behavior of wx0,T as s→ +∞). Let a, p, n,M be fixed, p satisfy
(2). Consider u(t) a solution of equation (1) which blows up at time T and x0
a blow-up point. Then
lim
t→T
(T − t) 1p−1u(x0 + y
√
T − t, t) = lim
s→+∞
wx0,T (y, s) = ±κ,
holds in L2ρ (L
2
ρ is the weighted L
2 space associated with the weight ρ (10)), and
also uniformly on each compact subset of Rn.
Up to changing u0 in −u0 and h in −h, we may assume that w → κ in L2ρ
as s → +∞. Let us consider φ a positive solution of the associated ordinary
differential equation of equation (9)
φs = − φ
p− 1 + φ
p + e−
ps
p−1 h
(
e
s
p−1φ
)
(21)
such that
φ(s) = κ+O
(
1
sa
)
as s→ +∞, (22)
(see Lemma A.3 for a proof of the existence of φ).
Let us introduce vx0,T = wx0,T − φ(s), then ‖vx0,T (y, s)‖L2ρ → 0 as s → +∞
and vx0,T (or v for simplicity) satisfies the following equation:
∂sv = (L+ ω(s))v + F (v) +H(v, s), ∀y ∈ Rn, ∀s ∈ [− logT,+∞),
where L = ∆− y2 · ∇+ 1 and ω, F , H satisfy
|ω(s)| = O(s−a) and |F (v)| + |H(v, s)| = O(|v|2) as s→ +∞,
(see the beginning of Section 3 for the proper definitions of ω, F and G).
Since the linear part will play an important role in our analysis, let us point out
its properties. The operator L is self-adjoint on L2ρ(Rn). Its spectrum is given
by
spec(L) = {1− m
2
, m ∈ N},
and it consists of eigenvalues. The eigenfunctions of L are derived from Hermite
polynomials:
- For n = 1, the eigenfunction corresponding to 1− m2 is
hm(y) =
[m2 ]∑
k=0
m!
k!(m− 2k)! (−1)
kym−2k, (23)
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- For n ≥ 2: we write the spectrum of L as
spec(L) = {1− |m|
2
, |m| = m1 + · · ·+mn, (m1, . . . ,mn) ∈ Nn}.
For m = (m1, . . . ,mn) ∈ Nn, the eigenfunction corresponding to 1− |m|2 is
Hm(y) = hm1(y1) . . . hmn(yn), (24)
where hm is defined in (23).
By studying the behavior of v as s→ +∞, we obtain the following result:
Theorem 4 (Classification of the behavior of w as s → +∞). Consider
u(t) a solution of equation (1) which blows-up at time T and x0 a blow-up point.
Let w(y, s) be a solution of equation (9). Then one of the following possibilities
occurs:
i) w(y, s) ≡ φ(s),
ii) There exists l ∈ {1, . . . , n} such that up to an orthogonal transformation of
coordinates, we have
w(y, s) = κ− κ
4ps

 l∑
j=1
y2j − 2l

+O( 1
sa
)
+O
(
log s
s2
)
as s→ +∞.
iii) There exist an integer number m ≥ 3 and constants cα not all zero such
that
w(y, s) = φ(s)− e−(m2 −1)s
∑
|α|=m
cαHα(y) + o
(
e−(
m
2 −1)s
)
as s→ +∞.
The convergence takes place in L2ρ as well as in Ck,γloc for any k ≥ 1 and some
γ ∈ (0, 1).
Remark 2. Applying our result to a space-independent solution of (9), we get
the uniqueness of the solution of the ODE (21) that converges to κ as s→ +∞.
Remark 3. Since both the perturbed (h 6≡ 0) and the unperturbed (h ≡ 0)
cases in equation (1) share the same convergence stated in Theorem 4, we won-
der whether the perturbation h may have an influence on further terms of the
expansion of w. From our result, if case (ii) occurs, we see no difference in the
following term of the expansion. On the contrary, if case (i) or (iii) occurs, with
h(x) = µ |x|
p−1x
log(2+x2) , we see from Lemma A.3 that
w(y, s)− κ ∼ C0(a, p, µ)
sa
as s→ +∞,
which is clearly different from the unperturbed case when in case (i), we have
w ≡ κ and case (iii), we have w − κ = O(e−s), (see [10], [18]).
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Remark 4. If we linearize w around κ, which is an explicit profile, we then
fall in logarithmic scales µ = 1| log ǫ| with ǫ = T − t. Further refinements in
this direction should give an expansion of w − κ in terms of powers of µ, i.e
in logarithmic scales of ǫ. Therefore, we can not reach significantly small error
terms in the expansion of the solution w as (iii) of Theorem 4 describes. In
order to escape this situation, a relevant approximation is required in order to go
beyond all logarithmic scales, i.e approximations up to lower order terms such
as ǫα for some α > 0. Our idea to capture such relevant terms is to abandon
the explicit profile obtained as a first order approximation, namely κ, and take
an implicit profile function as a first order description of the singular behavior,
namely φ(s) introduced in (21) and (22). A similar idea was used by Zaag [20]
where the solution was linearized around a less explicit profile function in order
to go beyond all logarithmic scales. For our problem, we particularly take φ(s)
as the implicit profile function, which is a solution of the associated ODE of
equation (9) in w such that φ(s) → κ as s → +∞. By linearizing the solution
w around φ, we can get to error terms of polynomial order ǫ(
m
2 −1), as stated in
(iii) of Theorem 4.
Remark 5. When h(x) = |x|q with q ∈ (1, p), we see that
φ(s) − κ ∼ C′0(p, q)e−λs as s→ +∞.
If case (ii) in Theorem 4 holds, we then recover the same expansion as in the
unperturbed case (h ≡ 0). On the contrary, if case (i) or (iii) occurs, then
w(y, s)− κ ∼ C′0(p, q)e−λs as s→ +∞.
Moreover, if case (iii) in Theorem 4 holds, we have new terms in the expansion
of w which was not available in the unperturbed case, namely
w(y, s) = κ−
K∑
k=1
Cke
−kλs−e−(m2 −1)s
∑
|α|=m
cαHα(y)+o
(
e−(
m
2 −1)s
)
as s→ +∞,
where Ck, k = 1, 2, . . . ,K are some constants depending on p and q, and K ∈ N
is the integer part of 1λ
(
m
2 − 1
)
.
In the last section, we will extend the asymptotic behavior of w obtained in
Theorem 4 to larger regions. Particularly, we claim the following:
Theorem 5 (Convergence extension of wa to larger regions). For all
K0 > 0,
i) if ii) of Theorem 4 occurs, then
sup
|ξ|≤K0
∣∣w(ξ√s, s)− fl(ξ)∣∣ = O( 1
sa−1
)
+O
(
log s
s
)
as s→ +∞, (25)
where
fl(ξ) = κ

1 + p− 1
4p
l∑
j=1
ξ2j

−
1
p−1
, ∀ξ ∈ Rn,
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with l the same as in ii) of Theorem 4.
ii) if iii) of Theorem 4 occurs, then m ≥ 4 is even, and
sup
|ξ|≤K0
∣∣∣w (ξe( 12− 1m )s)− ψm(ξ)∣∣∣→ 0 as s→ +∞, (26)
where
ψm(ξ) = κ

1 + κ−p ∑
|α|=m
cαξ
α

−
1
p−1
, ∀ξ ∈ Rn,
with cα the same as in Theorem 4.
Let us mention briefly the structure of the paper. In Section 2, we prove the
existence of Lyapunov functional for equation (9) (Theorem 1), we then get
Theorem 2 and Theorem 3. In Section 3, we follow the method of [3] and [18]
to prove Theorem 4. Finally, the section 4 is devoted to the proof of Theorem
5.
Acknowledgement: The author is grateful to H. Zaag for his dedicated advice,
suggestions and remarks during the preparation of this paper.
2. A Lyapunov functional
This section is divided in four subsections: we first prove the existence of a
Lyapunov functional for equation (9) (Theorem 1); after that, we derive a blow-
up criterion for equation (9) and some energy estimates based on this Lyapunov
functional. Following the method of [7], we prove the boundedness of solution
in similarity variables which determines the blow-up rate for solution of (1)
(Theorem 2). Finally, we derive the limit of w as s → +∞, which concludes
Theorem 3.
In what follows, we denote by Ci, i = 0, 1, . . . positive constants depending only
on a, n, p,M , and by Lqρ(Ω) the weighted L
q(Ω) space endowed with the norm
‖ϕ‖Lqρ(Ω) =
(∫
Ω
|ϕ(y)|qρ(y)dy
) 1
q
,
and by H1ρ(Ω) the space of function ϕ ∈ L2ρ(Ω) satisfying ∇ϕ ∈ L2ρ(Ω), endowed
with the norm
‖ϕ‖H1ρ(Ω) =
(
‖ϕ‖2L2ρ(Ω) +
1
p− 1 ‖∇ϕ‖
2
L2ρ(Ω)
) 1
2
.
We denote by BR(x) the open ball in R
n with center x and radius R, and set
BR := BR(0).
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2.1. Existence of a Lyapunov function
In this part, we aim at proving that the functional J defined in (16) is
a Lyapunov functional for equation (9). Note that that functional is far from
being trivial and it is our main contribution. We first claim the following lemma:
Lemma 6. Let a, p, n,M be fixed and w be solution of equation (9) satisfying
(11). There exists s˜0 = s˜0(a, p, n,M) ≥ s0 such that the functional of E defined
in (17) satisfies the following inequality, for all s ≥ max{s˜0,− logT },
d
ds
E [w](s) ≤ −1
2
∫
Rn
w2sρdy + γs
−aE [w](s) + Cs−a, (27)
where γ = 8C0
(
p+1
p−1
)2
, C0 is introduced in (13) and C is a positive constant
depending only on a, p, n,M .
Let us first derive Theorem 1 from Lemma 6 which will be proved later.
Proof of Theorem 1 admitting Lemma 6. Differentiating the functional J
defined in (16), we obtain
d
ds
J [w](s) = d
ds
{
E [w](s)e γa−1 s1−a + θs1−a
}
=
d
ds
E [w](s)e γa−1 s1−a − γs−aE [w](s)e γa−1 s1−a − (a− 1)θs−a
≤ −1
2
e
γ
a−1 s
1−a
∫
Rn
w2sρdy +
[
Ce
γ
a−1 s
1−a − (a− 1)θ
]
s−a (use (27)).
Choosing θ large enough such that Ce
γ
a−1 s˜
1−a
0 − (a− 1)θ ≤ 0 and noticing that
e
γ
a−1 s
1−a ≥ 1 for all s > 0, we derive
d
ds
J [w](s) ≤ −1
2
∫
Rn
w2sρdy, ∀s ≥ s˜0.
This implies inequality (18) and concludes the proof of Theorem 1, assuming
that Lemma 6 holds.
It remains to prove Lemma 6 in order to conclude the proof of Theorem 1.
Proof of Lemma 6 . Multiplying equation (9) with wsρ and integrating by
parts:∫
Rn
|ws|2ρ = − d
ds
{∫
Rn
(
1
2
|∇w|2 + 1
2(p− 1) |w|
2 − 1
p+ 1
|w|p+1
)
ρdy
}
+e−
ps
p−1
∫
Rn
h
(
e
s
p−1w
)
wsρdy.
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For the last term of the above expression, denoting H(z) =
∫ z
0
h(ξ)dξ, we write
in the following:
e−
ps
p−1
∫
Rn
h
(
e
s
p−1w
)
wsρdy = e
− (p+1)sp−1
∫
Rn
h
(
e
s
p−1w
)(
e
s
p−1ws +
e
s
p−1
p− 1w
)
ρdy
− 1
p− 1e
− psp−1
∫
Rn
h
(
e
s
p−1w
)
wρdy
= e−
p+1
p−1 s
d
ds
∫
Rn
H
(
e
s
p−1w
)
ρdy − 1
p− 1e
− psp−1
∫
Rn
h
(
e
s
p−1w
)
wρdy.
This yields∫
Rn
|ws|2ρdy = − d
ds
{∫
Rn
(
1
2
|∇w|2 + 1
2(p− 1) |w|
2 − 1
p+ 1
|w|p+1
)
ρdy
}
+
d
ds
{
e−
p+1
p−1s
∫
Rn
H
(
e
s
p−1w
)
ρdy
}
+
p+ 1
p− 1e
− p+1p−1 s
∫
Rn
H
(
e
s
p−1w
)
ρdy
− 1
p− 1e
− psp−1
∫
Rn
h
(
e
s
p−1w
)
wρdy.
From the definition of the functional E given in (17), we derive a first identity
in the following:
d
ds
E [w](s) = −
∫
Rn
|ws|2ρdy + p+ 1
p− 1e
− p+1p−1 s
∫
Rn
H
(
e
s
p−1w
)
ρdy
− 1
p− 1e
− psp−1
∫
Rn
h
(
e
s
p−1w
)
wρdy. (28)
A second identity is obtained by multiplying equation (9) with wρ and integrat-
ing by parts:
d
ds
∫
Rn
|w|2ρdy = −4
{∫
Rn
(
1
2
|∇w|2 + 1
2(p− 1) |w|
2 − 1
p+ 1
|w|p+1
)
ρdy
−e− (p+1)sp−1
∫
Rn
H
(
e
s
p−1w
)
ρdy
}
+
(
2− 4
p+ 1
)∫
Rn
|w|p+1ρdy − 4e− p+1p−1 s
∫
Rn
H
(
e
s
p−1w
)
ρdy
+2e−
ps
p−1
∫
Rn
h
(
e
s
p−1w
)
wρdy.
Using again the definition of E given in (17), we derive the second identity in
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the following:
d
ds
∫
Rn
|w|2ρdy = −4E [w](s) + 2p− 1
p+ 1
∫
Rn
|w|p+1ρdy
− 4e− p+1p−1 s
∫
Rn
H
(
e
s
p−1w
)
ρdy + 2e−
ps
p−1
∫
Rn
h
(
e
s
p−1w
)
wρdy.
(29)
From (28), we estimate
d
ds
E [w](s) ≤ −
∫
Rn
|ws|2ρdy
+
p+ 1
p− 1
∫
Rn
{∣∣∣e− p+1p−1 sH (e sp−1w)∣∣∣+ ∣∣∣e− psp−1h(e sp−1w)w∣∣∣} ρdy.
From (13) and using the fact that |w| ≤ |w|p+1 + 1, we obtain for all s ≥ s0,∣∣∣e− p+1p−1 sH (e sp−1w)∣∣∣+ ∣∣∣e− pp−1 sh(e sp−1w)w∣∣∣ ≤ 2C0s−a (|w|p+1 + 1) . (30)
Using (30) yields
d
ds
E [w](s) ≤ −
∫
Rn
|ws|2ρdy + C1s−a
∫
Rn
|w|p+1ρdy + C1s−a, (31)
where C1 = 2C0
p+1
p−1 .
From (29), we have∫
Rn
|w|p+1ρdy ≤ 2(p+ 1)
p− 1 E [w](s) +
p+ 1
p− 1
∫
Rn
|wsw|ρdy
+
2(p+ 1)
p− 1
∫
Rn
(∣∣∣e− p+1p−1 sH (e sp−1w)∣∣∣+ ∣∣∣e− psp−1h(e sp−1w)w∣∣∣ ρdy) .
Using the fact that |wsw| ≤ ǫ(|ws|2 + |w|p+1) +C2(ǫ) for all ǫ > 0 and (30), we
obtain ∫
Rn
|w|p+1ρdy ≤ 2(p+ 1)
p− 1 E [w](s) + ǫ
′
∫
Rn
|ws|2ρdy
+
(
ǫ′ + 2C1s−a
) ∫
Rn
|w|p+1ρdy + 2C1s−a + C3,
where ǫ′ = ǫ p+1p−1 , C3 = 2C1 + C2
p+1
p−1 .
Taking ǫ = p−14(p+1) and s1 large enough such that 2C1s
−a ≤ 14 for all s ≥ s1, we
see that∫
Rn
|w|p+1ρdy ≤ 4(p+ 1)
p− 1 E [w](s) +
1
2
∫
Rn
|ws|2ρdy + C4, ∀s > s1, (32)
with C4 =
C3
2 +
1
8 .
Substituting (32) into (31) yields (27) with s˜0 = max{s0, s1}. This concludes
the proof of Lemma 6. Since we have already showed that Theorem 1 is a direct
consequence of Lemma 6, this is also the conclusion of Theorem 1.
2.2. A blow-up criterion for the equation in similarity variables
In this part, we give a new blow-up criterion for equation (9). Then, we will
use it to control the L2-norm in terms of the energy (see (ii) of Proposition 8).
We claim the following:
Lemma 7. Let a, p, n,M be fixed and w be solution of equation (9) satisfying
(11). If there exists s˜1 = s˜1(a, p, n,M) ≥ max{sˆ0,− logT } such that
− 4J [w](s¯) + p− 1
p+ 1
(∫
Rn
|w(y, s¯)|2ρdy
) p+1
2
> 0 for some s¯ ≥ s˜1, (33)
then w is not defined for all (y, s) ∈ Rn × [s¯,+∞).
Proof. We proceed by contradiction and suppose that w is defined for all s ∈
[s¯,+∞). From definition of J in (16) and from (29), (30), we have for all s ≥ s0,
d
ds
∫
Rn
|w|2ρdy ≥ −4e− γa−1 s1−a (J [w](s)− θs1−a)
+ 2
(
p− 1
p+ 1
− 4C0s−a
)∫
Rn
|w|p+1ρdy − 8C0s−a. (34)
We take s1 large enough such that
4C0s
−a ≤ p− 1
2(p+ 1)
and e−
γ
a−1 s
1−a − 2C0
s
> 0 for all s ≥ s1.
Then, using Jensen’s inequality and noting that e−
γ
a−1 s
1−a ≤ 1 for all s > 0, we
get from (34) the following: for all s ≥ max{0, s0, s1},
d
ds
∫
Rn
|w|2ρdy ≥ −4J [w](s) + p− 1
p+ 1
(∫
Rn
|w|2ρdy
) p+1
2
. (35)
Setting f(s) =
∫
Rn
|w(y, s)|2ρdy, A = −4J [w](s¯) and B = p−1p+1 , then using the
fact that J is decreasing in time to get that
f ′(s) ≥ A+Bf(s) p+12 , ∀s ≥ s¯.
The hypothesis reads A+Bf(s¯)
p+1
2 > 0 which implies that
f ′(s) > 0 and A+Bf(s)
p+1
2 > 0, ∀s ≥ s¯.
By a direct integration, we obtain
∀s ≥ s¯, s− s¯ ≤
∫ f(s)
f(s¯)
dz
A+Bz
p+1
2
≤
∫ +∞
f(s¯)
dz
A+Bz
p+1
2
< +∞,
which is a contradiction and Lemma 7 is proved.
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As a consequence of Theorem 1 and Lemma 7, we obtain the following
estimates which will be useful for getting Theorem 2:
Proposition 8. Let w be solution of equation (9) satisfying (11), it holds that
−Q0 ≤ E [w](s) ≤ 2J0, ∀s ≥ s˜2 = max{sˆ0,− logT },
where J0 = J [w](s˜2) and Q0 = θs˜1−a2 . Moreover, there exists a time s˜3 ≥
max{sˆ0,− logT } such that for all s ≥ s˜3
(i)
∫ s+1
s
‖wτ (τ)‖2L2ρ(Rn) dτ ≤ 2J0,
(ii) ‖w(s)‖2L2ρ(Rn) ≤ J1,
(iii) ‖w(s)‖p+1
Lp+1ρ (Rn)
≤ J2
(
1 + ‖w(s)‖2H1ρ (Rn)
)
,
(iv) ‖w(s)‖2H1ρ(Rn) ≤ J3
(
1 + ‖ws(s)‖L2ρ(Rn)
)
,
(v)
∫ s+1
s
‖w(τ)‖2(p+1)
Lp+1ρ (Rn)
dτ ≤ J4,
(vi)
∫ s+1
s
‖w(τ)‖2H1ρ(Rn) dτ ≤ J5,
where Ji, i = 1, . . . , 5 depend only on J0, Q0, a, p, n,M .
Proof. The upper and lower bounds of E , (i) and (ii) obviously follow from
Theorem 1 and Lemma 7 (in fact, since w is defined for all s ≥ s˜1, condition
(33) is never satisfied).
(iii) By definition of E given in (17) and (30), we get for all s ≥ max{s0,− logT },
2E [w](s) ≤
∫
Rn
(
|∇w|2 + 1
p− 1 |w|
2
)
ρdy
− 2
(
1
p− 1 − C0s
−a
)∫
Rn
|w|p+1ρdy + 2C0s−a.
Let s1 large enough such that for all s ≥ s1, C0s−a ≤ 12(p−1) , then for all
s ≥ max{s0, s1,− logT },
2E [w](s) ≤
∫
Rn
(
|∇w|2 + 1
p− 1 |w|
2
)
ρdy − 1
p− 1
∫
Rn
|w|p+1ρdy + 2
p− 1 .
This follows that for all s ≥ max{s0, s1,− logT },
‖w(s)‖p+1
Lp+1ρ (Rn)
≤ −2(p− 1)E [w](s) + (p− 1) ‖w(s)‖2H1ρ(Rn) + 1.
Since E is bounded from below, then (iii) follows.
(iv) From the definition E in (17), (29) and (30), we have ∀s ≥ max{s0,− logT },
‖w(s)‖2H1ρ(Rn) ≤
1
p− 1
d
ds
∫
Rn
|w|2ρdy + 2(p+ 1)
p− 1 E [w](s)
+
4C0(p+ 1)
p− 1 s
−a ‖w(s)‖p+1
Lp+1ρ (Rn)
+
4C0(p+ 1)
p− 1 s
−a.
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Using (iii), we have for all s ≥ s˜3,
‖w(s)‖2H1ρ (Rn) ≤
1
p− 1
d
ds
∫
Rn
|w|2ρdy + 2(p+ 1)
p− 1 E [w](s)
+
4C0J2(p+ 1)
p− 1 s
−a
(
1 + ‖w(s)‖2H1ρ(Rn)
)
+
4C0(p+ 1)
p− 1 s
−a.
Let s2 large enough such that
4C0J2(p+1)
p−1 s
−a ≤ 12 for all s ≥ s2 and noting that
E(s) is bounded from above, we obtain for all s ≥ max{s2, s˜2},
‖w(s)‖2H1ρ(Rn) ≤
4
p− 1
∫
Rn
|wws|ρdy + C1,
where C1 =
4J0(p+1)
p−1 +
1
J2
.
Using Schwarz’s inequality and (ii) yields
‖w(s)‖2H1ρ(Rn) ≤
4
p− 1‖w(s)‖L2ρ(Rn)‖ws(s)‖L2ρ(Rn)+C1 ≤
4
√
J1
p− 1 ‖ws(s)‖L2ρ(Rn)+C1,
which follows (iv).
Since (v) and (vi) follows directly from (i) and (iii), (iv), we end the proof of
Proposition 8.
2.3. Boundedness of the solution in similarity variables
This section is devoted to the proof of Theorem 2, which is a direct conse-
quence of the following theorem:
Theorem 9. Let a, p, n,M be fixed, p satisfy (2). There exists sˆ1 = sˆ1(a, p, n,M) ≥
sˆ0 such that if u is a blow-up solution of equation (1) with a blow-up time T ,
then for all s ≥ s′ = max{sˆ1,− logT },
‖wx0,T (y, s)‖L∞(BR) ≤ C, (36)
where C is a positive constant depending only on n, p,M,R and a bound of
‖wx0,T (sˆ0)‖L∞.
Let us show that Theorem 2 follows from Theorem 9.
Proof of Theorem 2 admitting Theorem 9. We have from (36) that
|wx0,T (0, s)| ≤ C, ∀s ≥ s′,
with C independent on x0 ∈ Rn. Therefore, we get from (8) that
|u(x0, t)| ≤ C(T − t)−
1
p−1 , ∀x0 ∈ Rn, ∀t ∈ [T − e−s
′
, T ),
which is the conclusion of Theorem 2, assuming that Theorem 9 holds.
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Following the method in [7], the proof of Theorem 9 requests the following key
integral estimate:
Lemma 10 (Key integral estimate). Let a, p, n,M be fixed and w be solution
of equation (9) satisfying (11). For all q ≥ 2 and R > 0, there exists sˆ2 ≥ s˜3
and a positive constant Kq such that,∫ s+1
s
‖w(τ)‖q(p+1)Lp+1(BR)dτ ≤ Kq, ∀s ≥ sˆ2, (37)
where Kq depends only on J0, Q0, a, n, p, q, R, sˆ2.
Let us first show that how Theorem 9 follows from Lemma 10, then we will prove
it later. In order to derive uniform bound in Theorem 9 for all p satisfying (2),
we need two following techniques. The first one is an interpolation result from
Cazenave and Lions [1]:
Lemma 11 (Interpolation technique, Cazenave and Lions [1]). Assume
that
v ∈ Lα ((0,∞);Lβ(BR)) , vt ∈ Lγ ((0,∞);Lδ(BR))
for some 1 < α, β, γ, δ <∞. Then
v ∈ C ([0,∞);Lλ(BR))
for all λ < λ0 =
(α+γ′)βδ
γ′β+αδ with γ
′ = γγ−1 , and satisfies
sup
t≥0
‖v(t)‖Lλ(BR) ≤ C
∫ ∞
0
(
‖v(τ)‖αLβ(BR) + ‖vτ (τ)‖
γ
Lδ(BR)
)
dτ
for λ < λ0. The positive constant C depends only on α, β, γ, δ, n and R.
The second one is an interior regularity result for a nonlinear parabolic equation:
Proposition 12 (Interior regularity). Let v(x, t) ∈ L∞((0,+∞), L2(BR))∩
L2
(
(0,+∞), H1(BR)
)
which satisfies
vt −∆v + b.∇v = F, (x, t) ∈ QR = BR × (0,+∞), (38)
where R > 0, |b(x, t)| ≤ µ1 in QR and |F (x, t, v)| ≤ g(x, t)(|v| + 1) with∫ t+1
t
‖g(τ)‖β′
Lα′(BR)
dτ ≤ µ2, ∀t ∈ (0,+∞), (39)
and 1β′ +
n
2α′ < 1 and α
′ ≥ 1. If∫ t+1
t
‖v(τ)‖2L2(BR)dτ ≤ µ3, ∀t ∈ (0,+∞), (40)
and µ1, µ2 and µ3 are uniformly bounded in t, then there exists a positive
constant C depending only on µ1, µ2, µ3, α
′, β′, n, R and τ ∈ (0, 1) such that
|v(x, t)| ≤ C, ∀(x, t) ∈ BR/4 × (τ,+∞).
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Proof. Since the argument of the proof is analogous as in the corresponding
part in [12], we then leave the proof to Appendix B.1.
Let us now use Lemma 10 to derive the conclusion of Theorem 9, then we
will prove it later.
Proof of Theorem 9 admitting Lemma 10. Let us recall the equation in
w:
ws −∆w + 1
2
y.∇w = − w
p− 1 + |w|
p−1w + e−
ps
p−1h
(
e
s
p−1w
)
,
where h is given in (3).
We now apply Proposition 12 to w with b = y2 and
F = − w
p− 1 + |w|
p−1w + e−
ps
p−1h
(
e
s
p−1w
)
.
From (13), we see that
|F | ≤ C′(C0, p)(|w|p−1 + 1)(|w| + 1), ∀s ≥ s0.
Thus, the first identity in (39) holds with g = C′(|w|p−1 + 1) and the second
condition in (39) turns into
∫ s+1
s
(∫
BR
|w(y, τ)|α′(p−1)dy
) β′
α′
dτ ≤ C1 for some C1 > 0,
for some α′ and β′ satisfying 1β′ +
n
2α′ < 1.
For this bound, we first use (i) of Proposition 8, (37) and apply Lemma 11 with
α = q(p+ 1), β = p+ 1, γ = δ = γ′ = 2 to get that
sup
s≥sˆ2
‖w(s)‖Lλ(BR) ≤ C2(R,Kq), ∀λ < λ1 = p+ 1−
p− 1
q + 1
. (41)
Next, applying Proposition 12 with α′(p− 1) = λ, β′ and q large (note that the
condition 1β′ +
n
2α′ < 1 turns into p <
n+2
n−2 ), we obtain
∫ s+1
s
(∫
BR
|w(y, τ)|α′(p−1)dy
) β′
α′
dτ ≤ Cβ′(p−1)2 .
Hence, condition (39) holds. Therefore, |w(y, s)| is bounded for all (y, s) ∈
BR/4× (τ + sˆ2,+∞) for some τ ∈ (0, 1), which concludes the proof of Theorem
9, assuming that Lemma 10 holds.
Remark 6. If we use (v) of Proposition 8, we already have for all s ≥ s˜3,∫ s+1
s
(∫
BR
|w(y, τ)|p+1dy
)2
dτ ≤ C(R)K1.
16
Applying Proposition 12 with α′ = p+1p−1 and
β′
α′ = 2 (noting that the condition
1
β′ +
n
2α′ < 1 turns into p <
n+3
n−1 ), we obtain w is uniformly bounded with
p ∈
(
1, n+3n−1
)
.
If we use (i) and (v) in Proposition 8, Lemma 11 with α = 2(p + 1), β =
p+ 1, γ = δ = γ′ = 2, then we obtain
sup
s≥s˜3
‖w(s)‖Lλ(BR) ≤ C(R), ∀λ < λ1 =
2(p+ 2)
3
Next, Proposition 12 applies with α′(p − 1) = λ with λ approaches to 2(p+1)3
and β′ very large, then the condition 1β′ +
n
2α′ < 1 now becomes
∃λ < 2(p+ 1)
3
, such that
n
2α′
< 1.
This turns into p < 3n+83n−4 . This result was proved by Giga and Kohn in [5].
Relying on a bootstrap argument, [7] improved the input estimate of Proposition
12 covering this way the whole subcritical range p < n+2n−2 . Here, we extend their
approach to a larger class of equation.
Let us now give the proof of Lemma 10 in order to complete the proof of
Theorem 9 and Theorem 2 also. To this end, let ψ ∈ C2(Rn) be a bounded func-
tion, we introduce the following local functional, which is a perturbed version
of the function of [7],
Eψ[w](s) = 1
2
∫
Rn
ψ2
(
|∇w|2 + 1
p− 1 |w|
2
)
ρdy
− 1
p+ 1
∫
Rn
ψ2|w|p+1ρdy − e− p+1p−1 s
∫
Rn
ψ2H
(
e
s
p−1w
)
ρdy. (42)
We get the following bound on the local functional Eψ:
Proposition 13. Let a, p, n,M be fixed and w be solution of equation (9) satis-
fying (11). For ψ ∈ C2(Rn) bounded, there exist positive constants Q′,K ′ such
that
−Q′ ≤ Eψ[w](s) ≤ K ′, ∀s ≥ s˜3, (43)
where s˜3 is given in Proposition 8 and Q
′,K ′ depend on a, p, n, M , ‖ψ‖2L∞,
‖∇ψ‖2L∞ and J0.
Proof. The proof is essentially the same as the corresponding part in [7], except
for the control of the last term in (42). Since that control is a bit long and
technical, we leave the proof to B.2.
Let R > 0, we fix ψ(y) so that it satisfies
ψ(y) ∈ C∞0 (Rn), 0 ≤ ψ(y) ≤ 1, ψ(y) =
{
1 on BR
0 on Rn \B2R . (44)
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We claim the following:
Lemma 14. Let a, p, n,M be fixed and w be solution of equation (9) satisfying
(11). Then there exists s˜5 ≥ s˜3 such that
‖w‖p+1
Lp+1ρ (BR)
≤ K1
(
1 + ‖w‖2H1ρ(B2R)
)
, ∀s ≥ s˜5, (45)
where K1 = K1(a, p, n,M,Q
′).
Proof. From (30) and the definition of Eψ in (42), we have ∀s ≥ max{s0, s1},∫
Rn
ψ2|w|p+1ρdy ≤ −2(p+ 1)Eψ[w](s)
+ (p+ 1)
∫
Rn
ψ2
(
|∇w|2 + 1
p− 1 |w|
2
)
ρdy + 1, (46)
where s1 is large enough such that 2C0s
−a ≤ 12(p+1) for all s ≥ s1.
Thus, (45) follows from the lower bound of Eψ and the property of ψ. This ends
the proof of Lemma 14.
Remark 7. By (45), the proof of estimate (37) is equivalent to showing that∫ s+1
s
‖w(τ)‖2qH1ρ (BR)dτ ≤ Kq, ∀s ≥ sˆ2. (47)
Note from (i) and (iv) in Proposition 8 that (47) already holds in the case q = 2.
In order to derive (47) for all q ≥ 2, we need the following result:
Lemma 15. Let a, p, n,M be fixed and w be solution of equation (9) satisfying
(11). Then there exists s˜6 ≥ s˜3 such that
‖w‖2H1ρ(BR) ≤ K2
(
1 + ‖ψ2wws‖2L1ρ(B2R)
)
, ∀s ≥ s˜6, (48)
where K2 = K2(a, p, n,M,Q
′,K ′).
Proof. Multiplying equation (9) with ψ2wρ, integrating over Rn, using the def-
inition of Eψ and estimate (30), we have∫
Rn
ψ2
(
|∇w|2 + 1
p− 1 |w|
2
)
ρdy ≤ 2
p− 1
∫
Rn
ψ2wwsρdy +
2(p+ 1)
p− 1 Eψ[w](s)
+
4
p− 1
∫
Rn
ψw∇ψ.∇wρdy
+
4(p+ 1)C0
(p− 1)sa
∫
Rn
ψ2(|w|p+1 + 1)ρdy, ∀s ≥ s0.
Using (46), then taking s2 large such that
4(p+1)2C0
(p−1)sa ≤ 12 and noting that E is
bounded, we have for all s ≥ max{s0, s1, s2},∫
Rn
ψ2
(
|∇w|2 + 1
p− 1 |w|
2
)
ρdy ≤ C
(∫
Rn
ψ2wwsρdy +
∫
Rn
ψw∇ψ.∇wρdy + 1
)
.
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Let Jψ[w](s) =
∫
Rn
ψw∇ψ.∇wρdy, then one can show that Jψ[w](s) ≤ C1 (see
(B.8) for a proof of this fact). Hence, we have for all s ≥ max{s0, s1, s2},∫
Rn
ψ2
(
|∇w|2 + 1
p− 1 |w|
2
)
ρdy ≤ C2
(∫
Rn
ψ2wwsρdy + 1
)
.
Thus, (48) follows from the property of ψ, and Lemma 15 is proved.
Since the estimate (47) already holds in the case q = 2, we now use a bootstrap
argument in order to get (47) for all q ≥ 2.
Proof of (47) for all q ≥ 2 by a bootstrap argument. This part is the same
as in [7]. We give it here for the sake of completeness. Suppose that (47) holds
for some q ≥ 2, let us show that (47) holds for all q˜ ∈ [q, q + ǫ] for some ǫ > 0
independent from q. We start with Holder’s inequality,
‖ψ2wws‖L1ρ(B2R) ≤ ‖ψw‖Lλρ (B2R) × ‖ψws‖Lλ′ρ (B2R),
1
λ
+
1
λ′
= 1.
Using (37) and applying Lemma 11, we obtain
‖w‖Lλ(B2R) ≤ C′q, ∀λ < λ1(q) = p+ 1−
p− 1
q + 1
.
Let us now bound ‖ψws‖Lλ′ρ (B2R). We remark that for q large then λ approaches
to p + 1 and λ′ approaches to p1 = p+1p . Let f = ψws and make use Holder’s
inequality,
‖f‖Lλ′ ≤ ‖f‖1−θL2 × ‖f‖θLp1 ,
1
λ′
=
1− θ
2
+
θ
p1
, θ ∈ [0, 1].
From now on, we take λ ≥ 2 and fix θ = (λ−2)(p+1)λ(p−1) (note that with this choice,
θ ∈ [0, 1]). From Lemma 15, we have
‖w(s)‖2H1ρ(BR) ≤ K
′
2
(
1 + ‖ψws‖1−θL2ρ(B2R) × ‖ψws‖
θ
L
p1
ρ (B2R)
)
.
This follows that
∫ s+1
s
‖w(s)‖2q˜H1ρ (BR)dτ ≤ Cq˜

1 +
∫ s+1
s
‖ψws‖q˜(1−θ)L2ρ(B2R) × ‖ψws‖
q˜θ
L
p1
ρ (B2R)
dτ︸ ︷︷ ︸
G

 ,
(49)
for some q˜ > q.
Let α = 2(1−θ)q˜ and use Holder’s inequality in time to G, we obtain
G ≤
(∫ s+1
s
‖ψws‖2L2ρ(B2R)dτ
) 1
α
(∫ s+1
s
‖ψws‖q˜θα
′
L
p1
ρ (B2R)
dτ
) 1
α′
≤ (2J0) 1α
(∫ s+1
s
‖ψws‖q˜θα
′
L
p1
ρ (B2R)
dτ
) 1
α′
≡G1,
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where we used (i) in Proposition 8.
Let us boundG1. To this end, we use the L
p−Lq estimate for the heat equation
(see Lemmas 6.3 and 6.4 in [7]) to get∫ s+1
s
‖ψws‖q˜θα
′
L
p1
ρ (B2R)
dτ ≤ C′q˜
(
1 +
∫ s+1
s
‖|w|p‖q˜θα′
L
p1
ρ (B2R)
dτ
)
= C′q˜
(
1 +
∫ s+1
s
‖w‖pq˜θα′
Lp+1ρ (B2R)
dτ
)
≤ C′′q˜
(
1 +
∫ s+1
s
‖w‖
2pq˜θα′
p+1
H1ρ(B4R)
dτ
)
(using Lemma 46).
By Proposition 6.2 in [7], we have 2pq˜θα
′
p+1 < 2q for all q˜ ∈ [q, q + 2p+1 ]. Then,
applying Holder’s inequality again yields
∫ s+1
s
‖w(s)‖2q˜H1ρ(BR)dτ ≤ C
′′′
q˜
[
1 +
(∫ s+1
s
‖w(s)‖2qH1ρ(B4R)dτ
) 1
2qα′
]
≤ C¯q˜.
Thus, inequality (47) is valid for all q˜ ∈ [q, q + 2p+1 ]. Repeating this argument,
we would obtain that (47) holds for all q ≥ 2. This concludes the proof of
Lemma 10, Theorem 9 and Theorem 2 too.
2.4. Limit of w as s→ +∞
This section is devoted to the proof of Theorem 3. Note in the unperturbed
case (h ≡ 0) that Theorem 3 was proved in [6] (see also [4], [5]). The proof is
divided into two steps. The first step is to show that the limit of solution in
similarity variables exists and belongs to the set of solutions of the following
equation,
0 = ∆w − 1
2
y.∇w − 1
p− 1w + |w|
p−1w, (50)
Then, by using a nondegeneracy result (Lemma 19), the blow-up criterion
(Lemma 7) and suitable energy arguments, we shall show that the possibil-
ity of wa → 0 as s → +∞ is excluded if a is a blow-up point. Let us restate
Theorem 3 in below:
Proposition 16 (Limit of w as s → +∞). Let a, p, n,M be fixed, p be a
sub-critical non-linearity given in (2). Consider u(t) a solution of equation (1)
which blows up at time T and a a blow-up point. Then
lim
s→+∞
wa(y, s) = ±κ, uniformly on each compact subset of Rn.
Before going into the proof of Proposition 16, let us first derive some elemen-
tary results. The first one concerns the stationary solutions in Rn of equation
(50). Particularly, we have the following:
Lemma 17 (Stationary solutions, Giga and Kohn [4]). Let p satisfy (2),
then all bounded solutions of (50) are constants: w ≡ 0 or w ≡ ±κ.
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Proof. The proof is given in Proposition 2 of [4]. For the reader’s interest, we
mention that the proof relies on a clever use of multiplying factors, together
with a Pohozaev technique, resulting in the following identity:(
n
p+ 1
− 2− n
2
)∫
Rn
|∇w|2ρdy + 1
2
(
1
2
− 1
p+ 1
)∫
Rn
|y|2|∇w|2ρdy = 0. (51)
From (51) and the fact that p is Sopolev subcritical, it follows that np+1− 2−n2 > 0
and 12 − 1p+1 > 0, hence ∇w ≡ 0. This implies that w is actually a constant.
This concludes the proof of Lemma 17.
The second one is due to parabolic estimates:
Lemma 18 (Parabolic estimates). Let u be a solution to equation (1). As-
sume that T = Tmax(u0) < +∞ and that u satisfies (20). Then, there is a
positive constant C such that for all t ∈ [T/2, T ),
‖∇u(t)‖L∞(Rn) ≤ C(T − t)−
1
p−1− 12 and ‖∇2u(t)‖L∞(Rn) ≤ C(T − t)−
1
p−1−1.
(52)
In similarity variables, we have for all s ∈ [− log(T/2),+∞) and x0 ∈ Rn,
‖∇wx0,T (s)‖L∞(Rn) ≤ C and ‖∇2wx0,T (s)‖L∞(Rn) ≤ C. (53)
Proof. Since |h(z)| ≤ C(|z|p+1) and |h′(z)| ≤ C(|z|p−1+1) from (3), the proof
given in Proposition 23.15, page 189 of Souplet and Quittner [15] in the case
h ≡ 0 extends with no difficulty in this case.
The last one is the nondegeneracy result from Giga and Kohn [6]:
Lemma 19 (Nondegeneracy, Giga and Kohn [6]). Let p > 1, T > 0,
r > 0, σ ∈ (0, 1), a ∈ Rn and denote Qr,σ(a) = Br(a)× (T −σ, T ). There exists
ǫ = ǫ(n, p) > 0 such that if u is a classical solution of
ut −∆u = F (u), (x, t) ∈ Qr,σ(a), (54)
where |F (u)| ≤M(|u|p + 1) for some M > 0. Assume that u satisfies
|u(x, t)| ≤ ǫ(T − t)− 1p−1 , (x, t) ∈ Qr,σ(a), (55)
then u is uniformly bounded in a neighborhood of (a, T ).
Proof. See Theorem 2.1, page 850 in Giga and Kohn [6].
Let us now give the proof of Proposition 16.
Proof of Proposition 16. Consider a a blow-up point and write w instead
of wa for simplicity. By Lemma 18 and equation (9), we see that |ws(y, s)| ≤
C(|y| + 1) for some C > 0. Therefore, w, ∇w, ∇2w and ws are bounded for
all |y| ≤ R and s ≥ s′ for some R > 0 and s′ ∈ R. Let {sj} be a sequence
tending to +∞ and wj(y, s) = w(y, s + sj). By the Arzela-Ascoli theorem,
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there is a subsequence of sj (still denoted sj) such that wj converges uniformly
on compact sets to some w∞, ∇wj → ∇w∞, ∆wj → ∆w∞ and wjs → w∞s . On
the other hand, by (i) and (vi) of Proposition 8, we see that as j → +∞,∫ +∞
s˜3
∫
BR
|wjs|2dyds =
∫ +∞
s˜3+sj
∫
BR
|ws|2dyds→ 0.
This implies that w∞s = 0 and w
∞ satisfies (50). Hence, by Lemma 17, w∞ ≡ 0
or w∞ ≡ ±κ.
It remains to show that w(·, sj)9 0 as j → +∞. We proceed by contradiction.
Let us assume that w(·, sj)→ 0 as j → +∞. We observer that if w(·, sj) → 0,
then by the definition of J given in (16), the bound of w and ∇w and dominated
convergence, then J [w](sj) → 0. Since J is a Lyapunov functional, it follows
that the whole sequence
J [w](s)→ 0 as s→ +∞. (56)
Let b ∈ Rn, then by (53), we have wb(y, s) and ∇wb(y, s) are bounded for all
y ∈ Rn and s ≥ s′. We now use the interpolation inequality which reads
|wb(0, s)| ≤ C
(
‖wb‖θL2(BR)‖∇wb‖1−θL∞(BR) + ‖wb‖L2(BR)
)
,
where θ ∈ (0, 2n+2 ) if n ≥ 2 and θ = 1/2 if n = 1.
By Lemma 7, we see that ‖wb(s)‖L2(BR) ≤ C(p)
(J [wb](s)) 1p+1 for all s ≥ s˜1.
Hence,
|wb(0, s)| ≤ C′
((J [wb](s˜1)) θp+1 + (J [wb](s˜1)) 1p+1) , ∀s ≥ s˜1.
Consider some ǫ > 0 small. From (56), there is s′(ǫ) such that J [w](s) ≤ ǫ
for all s ≥ s′(ǫ). Therefore, by continuity depending of J [wb](s) on b and
the monotonicity of J [wb](s) in time s, we infer that J [wb](s) ≤ 2ǫ for all
s ≥ s′ and |b − a| small. This implies that |wb(0, s)| ≤ ǫ′′ for all s ≥ s′, or
|u(b, t)| ≤ ǫ′′(T − t)− 1p−1 for (b, t) close to (a, T ), where ǫ′′ = ǫ′′(ǫ) → 0 as
ǫ→ 0. Thus, a is not a blow-up point by Lemma 19, and this is a contradiction.
Therefore, this concludes the proof of Proposition 16 and the proof of Theorem
3 also.
3. Classification of the behavior of w as s → +∞ in L2
ρ
This section is devoted to the proof of Theorem 4. Consider a a blow-up point
and write w instead of wa for simplicity. From Theorem 3 and up to changing
the signs of w and h, we may assume that ‖w(y, s) − κ‖L2ρ → 0 as s → +∞,
uniformly on compact subsets of Rn. As mentioned in the introduction, by
setting v(y, s) = w(y, s)−φ(s) (φ is a positive solution of (21) such that φ(s)→ κ
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as s→ +∞), we see that ‖v(y, s)‖L2ρ → 0 as s→ +∞ and v solves the following
equation:
∂sv = (L+ ω(s))v + F (v) +H(v, s), ∀y ∈ Rn, ∀s ∈ [− logT,+∞), (57)
where L = ∆− y2 · ∇+ 1 and ω, F , H are given by
ω(s) = p
(
φp−1 − κp−1)+ e−sh′ (e sp−1φ) ,
F (v) = |v + φ|p−1(v + φ)− φp − pφp−1v,
H(v, s) = e−
ps
p−1
[
h
(
e
s
p−1 (v + φ)
)
− h
(
e
s
p−1φ
)
− e sp−1h′
(
e
s
p−1φ
)
v
]
.
We remark from (22) and (13) that
|ω(s)| = O
(
1
sa
)
as s→ +∞. (58)
Let us introduce for all y ∈ Rn, for all s ∈ [− logT,+∞),
β(s) = e−
∫ +∞
s
ω(τ)dτ and V (y, s) = β(s)v(y, s), (59)
(note that β(s)→ 1 as s→ +∞).
By multiplying equation (57) to β(s), we find the following equation satisfied
by V :
∂sV = LV + F¯ (V, s), ∀y ∈ Rn, ∀s ∈ [− logT,+∞), (60)
where F¯ (V, s) = β(s)(F (v) +H(v, s)) satisfying
|F¯ (V, s)| ≤ CV 2. (61)
Since ‖w(s)‖L∞ ≤ C from Theorem 2, we may use a Taylor expansion, (13),
(22) and the fact that β(s) = 1 +O ( 1sa−1 ) as s→ +∞ to write∣∣∣F¯ (V, s)− p
2κ
V 2
∣∣∣ = O(|V |3) +O( V 2
sa−1
)
as s→ +∞, (62)
(see Lemma C.1 for the proof of (62), and note that (61) follows from (62)).
Since the eigenfunctions of L constitute a total orthonormal family of L2ρ, we
can expand V as follows:
V (y, s) =
∞∑
k=1
πk(V )(y, s) = V+(y, s) + Vnull(y, s) + V−(y, s), (63)
where πk(V ) is the orthogonal projector of v on the eigenspace associated to
λk = 1− k2 ,
V+(y, s) = π+(V )(y, s) =
1∑
k=0
πk(V )(y, s),
V−(y, s) = π−(V )(y, s) =
∞∑
k=3
πk(V )(y, s),
Vnull(y, s) = π2(V )(y, s) = V2(s) H2(y), (64)
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where H2(y) = (H2,ij , i ≤ j), with H2,ii = h2(yi) and H2,ij = h1(yi)h1(yj) if
i 6= j, hm is introduced in (24); V2(s) = (V2,ij , i ≤ j), with V2,ij being the pro-
jection of V on H2,ij .
We claim that Theorem 4 is a direct consequence of the following:
Proposition 20 (Classification of the behavior of V as s → +∞). One
of the following possibilities occurs:
i) V (y, s) ≡ 0,
ii) There exists l ∈ {1, . . . , n} such that up to an orthogonal transformation of
coordinates, we have
V (y, s) = − κ
4ps

 l∑
j=1
y2j − 2l

+O( 1
sa
)
+O
(
log s
s2
)
as s→ +∞.
iii) There exist an integer number m ≥ 3 and constants cα not all zero such
that
V (y, s) = −e(1−m2 )s
∑
|α|=m
cαHα(y) + o
(
e(1−
m
2 )s
)
as s→ +∞.
The convergence takes place in L2ρ as well as in Ck,γloc for any k ≥ 1 and γ ∈ (0, 1).
Remark 8. Let us insist on the fact that the linearizing of w around κ would
generate some terms of the size 1sa , and prevent us from reaching exponentially
small terms.
Let us first derive Theorem 4 assuming Proposition 20 and then we will prove
it later.
Proof of Theorem 4 assuming that Proposition 20 holds. By the defi-
nition (59) of V , we see that i) of Proposition 20 directly follows that v(y, s) ≡
φ(s) which is i) of Theorem 4. Using ii) of Proposition 20 and the fact that
β(s) = 1 +O( 1sa−1 ) as s→ +∞, we see that as s→ +∞,
w(y, s) = φ(s) + V (y, s)
(
1 +O( 1
sa−1
)
)
= φ(s)− κ
4ps

 l∑
j=1
y2j − 2l

+O( 1
sa
)
+O
(
log s
s2
)
= κ− κ
4ps

 l∑
j=1
y2j − 2l

+O( 1
sa
)
+O
(
log s
s2
)
,
which yields ii) of Theorem 4.
Using iii) of Proposition 20 and again the fact that β(s) = 1 + O( 1sa−1 ) as
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s→ +∞, we have
w(y, s) = φ(s) − e(1−m2 )s
∑
|α|=m
cαHα(y) + o
(
e(1−
m
2 )s
)
as s→ +∞.
This concludes the proof of Theorem 4 assuming that Proposition 20 holds.
The proof of Proposition 20 will be very close to that in [3] and [18], thanks
to (61) and (62). It happens that the proofs written in Filippas, Kohn, Liu,
Herrero and Vela´zquez [2],[3], [10], [18] in the unperturbed case (h ≡ 0) hold for
equation (60) under the general assumptions (61) and (62). For that reason, we
only give the sketch of the proof below and refer to these papers for details of
the proofs.
Following [3] and [18], we divide the proof into 3 steps which are given in sepa-
rated subsections:
- Step 1: deriving the fact that either ‖V+(s)‖L2ρ+‖V−(s)‖L2ρ = o
(
‖Vnull(s)‖L2ρ
)
,
or ‖V (s)‖L2ρ = O(e−µs) for some µ > 0.
- Step 2: assuming that ‖V (y, s)‖L2ρ ∼ ‖Vnull(y, s)‖L2ρ , we find an equation sat-
isfied by Vnull(s) as s → +∞. Solving this equation, we find that ‖V (s)‖L2ρ
behaves like 1s as s→ +∞. Using this information, we can get a more accurate
equation for Vnull(s) as s→ +∞ and then ii) of Proposition 20 follows.
- Step 3: assuming ‖V (s)‖L2ρ = O(e−µs) for some µ > 0 as s→ +∞, we derive
i) or iii) of Proposition 20.
3.1. Finite dimension reduction of the problem.
We claim the following proposition:
Proposition 21 (Competition between V+, V− and Vnull). As s→ +∞,
either i) ‖V (s)‖L2ρ = O
(
e−µs
)
, for some µ > 0, (65)
or ii) ‖V+(s)‖L2ρ + ‖V−(s)‖L2ρ = o
(
‖Vnull(s)‖L2ρ
)
. (66)
Proof. Let us denote
Z(s) = ‖V+(s)‖L2ρ , X(s) = ‖Vnull(s)‖L2ρ , Y (s) = ‖V−(s)‖L2ρ , (67)
then the following lemma is claimed:
Lemma 22. Let ǫ > 0, there exists s∗ = s∗(ǫ) ∈ R such that for all s ≥ s∗,
Z ′ ≥
(
1
2
− ǫ
)
Z − ǫ(X + Y¯ )
|X ′| ≤ ǫ(X + Y¯ + Z)
Y¯ ′ ≤ −
(
1
2
− ǫ
)
Y¯ + ǫ (X + Z)
where Y¯ (s) = Y (s) + r(s) with r(s) =
∥∥∥|y| k2 V 2(s)∥∥∥
L2ρ
for a fixed integer k.
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Proof. From the fact that |F¯ (V, s)| ≤ CV 2 for s large, the proof is the same as
the proof of Theorem A, pages 842-847 in Filippas and Kohn [2].
The following lemma allows us to conclude Proposition 21:
Lemma 23. Let ξ(t), ν(t), ζ(t) be absolutely continuous, real-valued functions
that are nonnegative and satisfy:
i) (ξ(t), ν(t), ζ(t)) → 0 as t→ +∞,
ii) For all ǫ > 0, there exists t0 ∈ R such that for all t ≥ t0,
ζ′ ≥ c0ζ − ǫ(ξ + ν)
|ξ′| ≤ ǫ(ξ + ν + ζ)
ν′ ≤ −c0ν + ǫ(ξ + ζ),
for some c0 > 0.
Then either ξ + ζ = o(ν) or ν + ζ = o(ξ) as t→ +∞.
Remark 9. In the first case, we clearly see that ν′ ≤ − c02 ν for t large, hence
ξ, υ, ζ tend to zero exponentially fast.
Proof. The original proof is due to Filippas and Kohn [2]. For this particular
statement, see Lemma A.1, page 3425 [13] for the proof.
Since ‖V (s)‖L∞
loc
→ 0 as s→ +∞, we haveX(s), Y¯ (s), Z(s)→ 0 as s→ +∞.
Thus, Lemma 23 applies to X(s), Y¯ (s), and Z(s) and yields the desired result
(use the remark after the statement). This ends the proof of Proposition 21.
3.2. Deriving conclusion ii) of Proposition 20
In this part, we recall from Filippas and Liu the proof of ii) of Proposition
20. We focus on the case ii) of Proposition 21, namely that
‖V+(s)‖L2ρ + ‖V−(s)‖L2ρ = o
(
‖Vnull(s)‖L2ρ
)
as s→ +∞, (68)
and show that it leads to case ii) of Proposition 20.
We first claim the following proposition:
Proposition 24 (An ODE satisfied by Vnull(s) as s→ +∞). If ‖V+(s)‖L2ρ+
‖V−(s)‖L2ρ = o
(
‖Vnull(s)‖L2ρ
)
, then
i) for all i, j ∈ {1, ..., n} and as s→ +∞,
V ′2,ij(s) =
p
2κ
∫
R
V 2null(y, s)
H2,ij(y)
‖H2,ij(y)‖2L2ρ
ρ(y)dy + o
(
‖Vnull(s)‖2L2ρ
)
. (69)
ii) There exist a symmetric n× n matrix A(s) such that for all s ∈ R,
Vnull(y, s) = y
TA(s)y − 2tr(A(s))
and c1‖A(s)‖ ≤ ‖Vnull(s)‖L2ρ ≤ c2‖A(s)‖ (70)
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where c1, c2 are some positive constant and ‖A‖ stands for any norm on the
space of n× n symmetric matrices. Moreover,
A′(s) =
4p
κ
A2(s) + o
(‖A(s)‖2) as s→ +∞. (71)
Proof. Let us remark that ii) follows directly from i). Here, one has to use (62)
which is more accurate than (61), in order to isolate the O(V 2) term in the
nonlinear term. Using properties of Hermites polynomials, we may project that
term and obtain (69).
In the next step, we show that although we can not derive directly from (69)
the asymptotic behavior of Vnull(s), we can use it to show that ‖V (s)‖L2ρ decays
like 1s as s→ +∞. More precisely, we have the following proposition:
Proposition 25. If ‖V+(s)‖L2ρ + ‖V−(s)‖L2ρ = o
(
‖Vnull(s)‖L2ρ
)
, then for s
large, we have
c1
s
≤ ‖V (s)‖L2ρ ≤
c2
s
, (72)
for some positive constants c1 and c2.
Proof. Since ‖V (s)‖L2ρ ∼ ‖Vnull(s)‖L2ρ and because of (70), it is enough to show
that
c1
s
≤ ‖A(s)‖ ≤ c2
s
, for s large. (73)
Since the proof of (73) is totally given in Section 3 of Filippas and Liu [3], we
just give its steps of the proof below. The following Lemma asserts that A(s)
has continuously differential eigenvalues:
Lemma 26 ([16, 11]). Suppose that A(s) is a n×n symmetric and continuously
differentiable matrix-function in some interval I, then there exists continuously
differentiable functions λ1(s), . . . , λn(s) in I such that for all i ∈ {1, . . . , n},
A(s)Φ(i)(s) = λi(s)Φ
(i)(s),
for some orthonormal system of vector-functions Φ(1)(s), . . . ,Φ(n)(s).
Let λ1(s), . . . , λn(s) be the eigenvalues of A(s). We can derive from (71) an
equation satisfied by λi(s), i ∈ {1, . . . , n}:
Lemma 27 (Filippas and Liu [3]). The eigenvalues of A(s) satisfy for all
i ∈ {1, . . . , n},
λ′i(s) =
4p
κ
λ2i (s) + o
(
n∑
i=1
λ2i (s)
)
. (74)
Using (74), one can show that (see the end of Section 3 in [3])
c1
s
≤
n∑
i=1
|λi(s)| ≤ c2
s
, for s large. (75)
Since ‖A(s)‖ = ∑ni=1 |λi(s)|, this concludes the proof of (73) and Proposition
25 also.
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Using the fact that ‖V (s)‖L2ρ decays like 1s , we will show that ‖V−(s))‖L2ρ +
‖V+(s))‖L2ρ is in fact O(‖Vnull(s))‖2L2ρ and not only o(‖Vnull(s))‖L2ρ). This new
estimate will be used then to derive a more accurate equation satisfied by Vnull.
Proposition 28. If ‖V+(s)‖L2ρ + ‖V−(s)‖L2ρ = o
(
‖Vnull(s)‖L2ρ
)
, then we have
V ′2,ij(s) =
p
2κ
∫
Rn
V 2null(y, s)
H2,ij(y)
‖H2,ij‖2L2ρ
ρ(y)dy
+O
(
‖Vnull(s)‖3L2ρ
)
+O
(‖Vnull(s)‖2L2ρ
sa−1
)
, (76)
and
A′(s) =
4p
κ
A2(s) +O
(
1
s3
)
+O
(
1
sa+1
)
, (77)
where A(s) is given in (70).
Proof. The proof corresponds to Section 4 in [3]. Let us mention that the proof
relies on the following priori estimate of solutions of (60) shown by Herrero and
Vela´zquez in [10]. Although they proved their result in the case N = 1, their
proof holds in higher dimensions under the general assumption (61).
Lemma 29 (Herrero and Vala´zquez [10]). Assume that V solves (60) and
|V | ≤M < +∞. Then for any r > 1, q > 1 and L > 0, there exist s∗0 = s∗0(q, r)
and C = C(q, r, L) > 0 such that
(∫
Rn
|V (y, s+ τ)|rρ(y)dy
) 1
r
≤ C
(∫
Rn
|V (y, s)|qρ(y)dy
) 1
q
,
for any s ≥ 0 and any τ ∈ [s∗0, s∗0 + L].
From Proposition 25, we have ‖V (s)‖L2ρ decays like 1s . Then Lemma 29 implies
that (∫
Rn
|V (y, s)|rρ(y)dy
) 1
r
≤ C
(∫
Rn
|V (y, s)|qρ(y)dy
) 1
q
, (78)
for any r > 1, q > 1 and for s large.
Using estimate (78), we derive the fact that
‖V+(s)‖L2ρ + ‖V−(s)‖L2ρ = O
(
‖Vnull(s)‖2L2ρ
)
. (79)
Then, projecting (60) onto the null space of L and using (79), (78), we would
obtain (76). Since ‖V (s)‖L2ρ ∼ ‖Vnull(s)‖L2ρ ∼ 1s , we then obtain (77) from (76).
This ends the proof of Proposition 28.
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Let us now use 28 to derive conclusion ii) of Proposition 20. Using Lemma
26, we get from (77) that the eigenvalues of A(s) satisfy
∀i ∈ {1, . . . , n}, λ′i(s) =
4p
κ
λ2i (s) +O
(
1
sa+1
)
+O
(
1
s3
)
, as s→ +∞,
then Lemma C.2 yields
either λi(s) = − κ
4ps
+O
(
1
sa
)
or λi(s) = O
(
1
sa
)
, if a ∈ (1, 2), (80)
either λi(s) = − κ
4ps
+O
(
log s
s2
)
or λi(s) = O
(
1
s2
)
, if a ≥ 2. (81)
Therefore, Proposition 5.1 in [3] yields the existence of l ∈ {1, . . . , n} and a
n× n orthonormal matrix Q such that
A(s) = − κ
4ps
Al +O
(
1
sa
)
, if a ∈ (1, 2),
A(s) = − κ
4ps
Al +O
(
log s
s2
)
, if a ≥ 2,
where
Al = Q
(
Il O
O O
)
Q−1.
Combining this with (70), it yields the behavior of Vnull(y, s) and V (y, s) an-
nounced in ii) of Proposition 20. The convergence in Ck,γloc follows from standard
parabolic regularity (see section 5 in [3] for a brief demonstration). This com-
pletes the proof of ii) of Proposition 20.
3.3. Deriving conclusions i) and iii) of Proposition 20
In this part, we recall the proof given by Vela´zquez [18]. We focus on the
case i) of Proposition 21, namely ‖V (s)‖L2ρ = O(e−µs) for some µ > 0, and we
will show that it leads to either i) or iii) of Proposition 20. Let us start the
first step. From equation (60), we write V (y, s) in the integration form
V (y, s) = SL(s)V (s0) +
∫ s
s0
SL(s− τ)F¯ (V (τ), τ)dτ, with s0 = − logT,
where SL(s) is the linear semigroup corresponding to the heat-type equation
∂V = LV given by
SL(s)V (y, τ) =
∞∑
|α|=0
aα(τ)e
(1− |α|2 )(s−τ)Hα(y),
with
aα(τ) = 〈V (τ), Hα〉 :=
∫
Rn
V (y, τ)Hα(y)ρ(y)dy.
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Let us fix a integer k0 > 2 such that
k0
2 − 1 < 2µ < k0+12 − 1 and write V (y, s)
as follow:
V (y, s) =
∑
|α|≤k0
aα(s0)e(
1− |α|2 )(s−s0)Hα(y) +
∑
|α|≥k0+1
aα(s0)e(
1− |α|2 )(s−s0)Hα(y)
+
∑
|α|≤k0
Hα(y)
∫ s
s0
e(1−
|α|
2 )(s−τ)〈F¯ (V (y, τ), τ), Hα(y)〉dτ
+
∑
|α|≥k0+1
Hα(y)
∫ s
s0
e(1−
|α|
2 )(s−τ)〈F¯ (V (y, τ), τ), Hα(y)〉dτ
:= I + II + III + IV.
Since |F¯ (V, s)| ≤ C|V |2 and ‖V (s)‖L2ρ ≤ Ce−µs, we derive from Lemma 29 that
‖F¯ (V (·, τ))‖L2ρ ≤ Ce−2µτ . (82)
By a direct computation, we find that
‖II‖L2ρ + ‖IV ‖L2ρ ≤ Ce−2µs, for some C > 0.
For III, we write∫ s
s0
e−(1−
|α|
2 )τ 〈F¯ (V (y, τ), τ), Hα(y)〉dτ
= βα −
∫ +∞
s
e−(1−
|α|
2 )τ 〈F¯ (V (y, τ), τ), Hα(y)〉dτ.
Using (82), we can bound the last term of the above expression by Ce−2µs.
Hence,
V (y, s) =
∑
|α|≤k0
(aα + βα)e
(1− |α|2 )sHα(y) +Q(y, s),
where ‖Q(y, s)‖L2ρ = O(e−2µs).
Since ‖V (y, s)‖L2ρ = O(e−µs), it requires aα+βα = 0 for |α| ≤ 2. Thus, we have
two possibilities: if there exists an integer m ∈ [3, k0] such that aα + βα 6= 0 for
|α| = m and aα+βα = 0 for all |α| < m, then we obtain iii) of Proposition 20 for
some m ∈ [3, k0]. If this is not the case, we get ‖V (y, s)‖L2ρ = O(e−2µs). Using
this new estimate and repeating the process in a finite number of steps, we may
obtain either iii) of Proposition 20 for some m ≥ 3 or ‖V (y, s)‖L2ρ = O(e−Rs)
for any R > 0. For the second case, we use the following nondegeneracy result
from Herrero and Vela´zquez [10] in order to conclude that V (y, s) ≡ 0, which is
i) of Proposition 20,
Lemma 30 (Herrero and Vela´zquez [10]). Let V be a solution to equation
(60). Assume that |V (y, s)| is bounded, and that for any R > 0 there exists
C = C(R) such that
‖V (s)‖L2ρ ≤ Ce−Rs if s ≥ 0,
then V (y, s) ≡ 0.
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Proof. Since the proof written in [10] holds under general assumption (61), we
then refer the reader to Lemma 3.5, page 144 of [10] for detail of the proof.
Since the convergence in Ck,γloc for any k ≥ 1 and γ ∈ (0, 1) follows from a
standard parabolic regularity, we end the proof of Proposition 20 here. This
also concludes the proof of Theorem 4.
4. Bow-up profile for equation (1) in extended spaces regions
We give the proof of Theorem 5 in this section. Note that the derivation
of Theorem 5 from Theorem 4 in the unperturbed case (h ≡ 0) was done by
Vela´zquez in [17]. The idea to extend the convergence up to sets of the type
{|y| ≤ K0
√
s} or {|y| ≤ K0e( 12− 1m )s} is to estimate the effect of the convective
term − y2 · ∇w in the equation (9) in Lqρ spaces with q > 1. Since the proof of
Theorem 5 is actually in spirit by the method given in [17], all that we need to
do is to control the strong perturbation term in equation (9). We therefore give
the main steps of the proof and focus only on the new arguments. The proof
will be separated into two parts: the first part concerns case ii) in Theorem
4 and gives the asymptotic behavior of w in the y√
s
variable, and the second
part concerns case iii) in Theorem 4 and gives the asymptotic behavior of w in
the ye−(
1
2− 1m)s variable. In Part 1, we stick to the method of Vela´zquez [17],
whereas, in Part 2, where we work in the scale e−µs for µ > 0, we need new
ideas to get rid of the term in the scale 1s coming from the strong perturbation.
Part 1: Case ii) in Theorem 4 and asymptotic behavior in the y√
s
variable.
Let us restate i) of Theorem 5 in the following proposition:
Proposition 31 (Asymptotic behavior in the y√
s
variable). Assume that
w is a solution of equation (9) which satisfies ii) of Theorem 4. Then, for all
K > 0,
sup
|ξ|≤K
∣∣w(ξ√s, s)− fl(ξ)∣∣ = O( 1
sa−1
)
+O
(
log s
s
)
, as s→ +∞,
where fl(ξ) = κ
(
1 + p−14p
∑l
j=1 ξ
2
j
)− 1p−1
.
Proof. Following the method in [17], we define q = w − ϕ, where
ϕ(y, s) = κ

1 + p− 1
4ps
l∑
j=1
y2j

−
1
p−1
+
κl
2ps
. (83)
Using Taylor’s formula in (83) and ii) of Theorem 4, we find that
‖q(y, s)‖L2ρ = O
(
1
sa
)
+O
(
log s
s2
)
, as s→ +∞. (84)
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Straightforward calculations based on equation (9) yield
∂sq = (L+ω)q+F (q)+G(q, s)+R(y, s), ∀(y, s) ∈ Rn× [− logT,+∞), (85)
where
ω(y, s) = p(ϕp−1 − κp−1) + e−sh′
(
e
s
p−1ϕ
)
,
F (q) = |q + ϕ|p−1(q + ϕ)− ϕp − pϕp−1q,
G(q, s) = e−
ps
p−1
[
h
(
e
s
p−1 (q + ϕ)
)
− h
(
e
s
p−1ϕ
)
− e sp−1h′
(
e
s
p−1ϕ
)
q
]
,
R(y, s) = −∂sϕ+∆ϕ− y
2
· ∇ϕ− ϕ
p− 1 + ϕ
p + e−
ps
p−1h
(
e
s
p−1ϕ
)
.
Let K0 > 0 be fixed, we consider first the case |y| ≥ 2K0
√
s and then |y| ≤
2K0
√
s and make a Taylor expansion for ξ = y√
s
bounded. Simultaneously,
noticing from (13), we then obtain for all s ≥ s0,
ω(y, s) ≤ C1
s
,
|F (q)| + |G(q, s)| ≤ C1(q2 + 1{|y|≥2K0√s}),
|R(y, s)| ≤ C1
( |y|2
s2
+
1
s2
+
1
sa
+ 1{|y|≥2K0
√
s}
)
,
where C1 = C1(M0,K0) > 0, M0 is the bound of w in L
∞-norm.
Let Q = |q|, we then use the above estimates and Kato’s inequality, i.e ∆f ·
sign(f) ≤ ∆(|f |), to derive from equation (85) the following: for all K0 > 0
fixed, there are C∗ = C∗(K0,M0) > 0 and a time s′ > 0 large enough such that
for all s ≥ s∗ = max{s′,− logT },
∂sQ ≤
(
L+ C∗
s
)
Q + C∗
(
Q2 +
|y|2
s2
+
1
s2
+
1
sa
+ 1{|y|≥2K0
√
s}
)
, ∀y ∈ Rn.
(86)
Since ∣∣∣∣w(y, s)− fl
(
y√
s
)∣∣∣∣ ≤ Q + κl2ps,
the conclusion of Proposition 31 follows if we show that
∀K0 > 0, sup
|y|≤K0
√
s
Q(y, s)→ 0 as s→ +∞. (87)
Let us now focus on the proof of (87) in order to conclude Proposition 31.
For this purpose, we introduce the following norm: for r ≥ 0, q > 1 and
f ∈ Lqloc(Rn),
Lq,rρ (f) ≡ sup
|ξ|≤r
(∫
Rn
|f(y)|qρ(y − ξ)dy
) 1
q
.
Following the idea in [17], we shall make estimates on solution of (86) in the
L
2,r(τ)
ρ norm where r(τ) = K0e
τ−s¯
2 ≤ K0
√
τ . Particularly, we have the following:
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Lemma 32. Let s be large enough and s¯ is defined by es−s¯ = s. Then for all
τ ∈ [s¯, s] and for all K0 > 0, it holds that
g(τ) ≤ C0
(
eτ−s¯ǫ(s¯) +
∫ (τ−2K0)+
s¯
e(τ−t−2K0)g2(t)(
1− e−(τ−t−2K0))1/20 dt
)
where g(τ) = L
2,r(K0,τ,s¯)
ρ (Q(τ)), r(K0, τ, s¯) = K0e
τ−s¯
2 , ǫ(s) = O ( 1sa )+O ( log ss2 ),
C0 = C0(C∗,M0,K0) and z+ = max{z, 0}.
Proof. Multiplying (86) by α(τ) = e
∫
τ
s¯
C∗
t dt, then we writeQ(y, τ) for all (y, τ) ∈
R
n × [s¯, s] in the integration form:
Q(y, τ) = α(τ)SL(τ − s¯)Q(y, s¯)
+ C∗
∫ τ
s¯
α(τ)SL(τ − t)
(
Q2 +
|y|2
t2
+
1
t2
+
1
ta
+ 1{|y|≥2K0
√
t}
)
dt,
where SL is the linear semigroup corresponding to the operator L.
Next, we take the L
2,r(K0,τ,s¯)
ρ -norms both sides in order to get the following:
g(τ) ≤ C0L2,rρ
[
SL(τ − s¯)Q(s¯)
]
+ C0
∫ τ
s¯
L2,rρ
[
SL(τ − t)Q2(t)
]
dt
+ C0
∫ τ
s¯
L2,rρ
[
SL(τ − t)
( |y|2
t2
+
1
t2
+
1
ta
)]
dt
+ C0
∫ τ
s¯
L2,rρ
[
SL(τ − t)1{|y|≥2K0√t}
]
dt
≡ J1 + J2 + J3 + J4.
Proposition 2.3 in [17] (with a slight modification for the estimate of J3) yields
|J1| ≤ C0eτ−s¯‖Q(s¯)‖L2ρ = eτ−s¯O(ǫ(s¯)) as s¯→ +∞,
|J2| ≤ C0
s¯2
eτ−s¯ + C0
∫ (τ−2K0)+
s¯
e(τ−t−2K0)(
1− e−(τ−t−2K0))1/20
[
L2,r(K0,t,s¯)ρ Q(t)
]2
dt,
|J3| ≤ C0eτ−s¯
(
1
s¯2
+
1
s¯a
)
(1 + (τ − s¯)),
|J4| ≤ C0e−δs¯, where δ = δ(K0) > 0.
Putting together the estimates on Ji, i = 1, 2, 3, 4, we conclude the proof of
Lemma 32.
We now use the following Gronwall lemma from Vela´zquez [17]:
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Lemma 33 (Vela´zquez [17]). Let ǫ, C,R and δ be positive constants, δ ∈
(0, 1). Assume that H(τ) is a family of continuous functions satisfying
H(τ) ≤ ǫeτ + C
∫ (τ−R)+
0
eτ−sH2(s)(
1− e−(τ−s−R))δ ds, for τ > 0.
Then there exist θ = θ(δ, C,R) and ǫ0 = ǫ0(δ, C,R) such that for all ǫ ∈ (0, ǫ0)
and any τ for which ǫeτ ≤ θ, we have
H(τ) ≤ 2ǫeτ .
Applying Lemma 33 with H ≡ g, we see from Lemma 32 that for s large enough,
g(τ) ≤ 2C0eτ−s¯ǫ(s¯), ∀τ ∈ [s¯, s].
If τ = s, then es−s¯ = s, r = K0
√
s and
g(s) ≡ L2,K0
√
s
ρ
(
Q(s)
)
= O
(
1
sa−1
)
+O
(
log s
s
)
, as s→ +∞.
By using the regularizing effects of the semigroup SL (see Proposition 2.3 in
[17]), we then obtain
sup
|y|≤K0
√
s
2
Q(y, s) ≤ C′(C∗,K0,M0)L2,K0
√
s
ρ (Q(s)) = O
(
1
sa−1
)
+O
(
log s
s
)
,
as s→ +∞, which concludes the proof of Proposition 31.
Part 2: Case iii) in Theorem 4 and the asymptotic behavior in the
ye−(
1
2− 1m )s variable.
We give the proof of ii) of Theorem 5 in this part. Since we work in the scale
e−µs for µ > 0 in the case where iii) in Theorem 4 occurs, we need new ideas
to get rid of the term in the scale 1s coming from the strong perturbation.
Let us restate ii) of Theorem 5 in the following proposition:
Proposition 34 (Asymptotic behavior in the ye−(
1
2− 1m )s variable). As-
sume that w is a solution of equation (9) and satisfies iii) of Theorem 4. Then,
for all K > 0,
sup
|ξ|≤K
∣∣∣w(ξe( 12− 1m )s, s)− ψm(ξ)∣∣∣→ 0, as s→ +∞, (88)
where ψm(ξ) = κ
(
1 + κ−p
∑
|α|=m
cαξ
α
)− 1p−1
, and m ≥ 4 is an even integer.
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Proof. Note that the proof will proceed in the same way as for the proof of
Proposition 31. Let us introduce q = w − ϕ, where
ϕ(y, s) =
φ(s)
κ
J(y, s), (89)
with
J(y, s) =
φ(s)
κ

G(ye−( 12− 1m )s)+ e−(m2 −1)s

 ∑
|α|=m
cαy
α −
∑
|α|=m
cαHα(y)



 ,
and G(ξ) = κ
(
1 + κ−p
∑
|α|=m
cαξ
α
)− 1p−1
satisfying
− ξ
m
· ∇G(ξ) +Gp(ξ) = G(ξ)
p− 1 . (90)
Note that Vela´zquez [17] takes ϕ = J , and if we do the same, we will obtain
some terms in the scale of 1s , much stronger than the e
−µs scale that we intended
to work in.
Using Taylor’s formula in (89) and recalling from Lemma A.2 that fact that
φ(s)
κ = 1+O(s−a) as s→ +∞, we have by iii) of Theorem 4,
‖q(y, s)‖L2ρ = o
(
e−(
m
2 −1)s
)
, as s→ +∞. (91)
Straightforward calculations based on equation (9) yield
∂sq = (L+ω)q+F (q)+G(q, s)+R(y, s), ∀(y, s) ∈ Rn× [− logT,+∞), (92)
where
ω(y, s) = p(ϕp−1 − κp−1) + e−sh′
(
e
s
p−1ϕ
)
,
F (q) = |q + ϕ|p−1(q + ϕ)− ϕp − pϕp−1q,
G(q, s) = e−
ps
p−1
[
h
(
e
s
p−1 (q + ϕ)
)
− h
(
e
s
p−1ϕ
)
− e sp−1h′
(
e
s
p−1ϕ
)
q
]
,
R(y, s) = −∂sϕ+∆ϕ− y
2
· ∇ϕ− ϕ
p− 1 + ϕ
p + e−
ps
p−1h
(
e
s
p−1ϕ
)
.
Fix now K0 > 0 and define χ(y, s) = 1 if |y| ≥ 2K0e( 12− 1m )s and χ(y, s) = 0
otherwise. Then, using Taylor’s formula for ξ = ye−(
1
2− 1m )s bounded, and
noticing from (13), we then obtain for all s ≥ s0,
ω(y, s) ≤ C1
s
,
|F (q)|+ |G(q, s)| ≤ C1
(
q2 + χ(y, s)
)
,
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where C1 = C1(M0,K0) > 0.
To estimate R(y, s), we write R(y, s) as follow:
R(y, s) =
φ(s)
κ
(
−∂sJ +∆J − y
2
· ∇J − J
p− 1 + J
p
)
+
(
−φ
′(s)
κ
J − φ(s)
κ
Jp + ϕp + e−
ps
p−1h
(
e
s
p−1ϕ
))
≡ φ(s)
κ
I + II.
By using Taylor’s formula, (90) and Hermite’s equation, i.e.
LHα(y) =
(
1− |α|
2
)
Hα(y),
it was proved in [17] (see Proposition 2.4) that
I ≤ Ce−(m−2)s(|y|2m−2 + 1)(1− χ(y, s)) + Cχ(y, s), for some C > 0.
It remains to estimate II. To do so, we write J(y, s) for |y|e( 12− 1m )s bounded
in the form:
J(y, s) = κ− e−(m2 −1)s
∑
|α|=m
cαHα(y) +O
(
e−(m−2)s|y|2m
)
.
We then use Taylor’s formula in II, (13), and the fact that φ(s) satisfies (21)
to find that
II ≤ C
sa
e−(
m
2 −1)s(|y|m + 1)(1− χ(y, s)) + Cχ(y, s), for some C > 0.
Note that e−(m−2)s|y|2m−2(1 − χ(y, s)) ≤ 1sa e−(
m
2 −1)s|y|m(1 − χ(y, s)) for s
large, we then obtain
|R(y, s)| ≤ C
(
1
sa
e−(
m
2 −1)s(|y|m + 1)(1− χ(y, s)) + χ(y, s)
)
, for some C > 0.
Let Q = |q| and use Kato’s inequality, we obtain from (92) and from the above
estimates that: for all K0 > 0 fixed, there are C∗ = C∗(K0,M0) > 0 and a time
s′ > 0 large enough such that for all s ≥ s∗ = max{s′,− logT },
∂sQ ≤
(
L+ C∗
s
)
Q+ C∗
(
Q2 +
1
sa
e−(
m
2 −1)s(|y|m + 1) + χ(y, s)
)
, ∀y ∈ Rn.
(93)
We claim the following:
Lemma 35. Let s be large enough and s¯ = 2sm . Then for all τ ∈ [s¯, s], τ − s¯ ≥ 2
and for all K0 > 0, it holds that
g(τ) ≤ eτ−s¯
(
o
(
e−(
m
2 −1)s¯
)
+ C′
∫ (τ−2K0)+
s¯
e(τ−t−2K0)g2(t)(
1− e−(τ−t−2K0))1/20 dt
)
where g(τ) = L
2,r(K0,τ,s¯)
ρ (Q(τ)), r(K0, τ, s¯) = K0e
τ−s¯
2 , C′ = C′(C∗,M0,K0)
and z+ = max{z, 0}.
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Proof. Proceeding as in the proof of Lemma (32), we write
L2,rρ (Q) ≤ C0L2,rρ
[
SL(τ − s¯)Q(s¯)
]
+ C0
∫ τ
s¯
L2,rρ
[
SL(τ − t)Q2(t)
]
dt
+ C0
∫ τ
s¯
L2,rρ
[
SL(τ − t)
(
1
ta
e−(
m
2 −1)t(|y|m + 1)
)]
dt
+ C0
∫ τ
s¯
L2,rρ
[
SL(τ − t)χ(y, t)
]
dt
≡ J1 + J2 + J3 + J4.
One can show that for s¯ large enough (see Proposition 2.4 in [17]),
|J1| = eτ−s¯o
(
e(1−m/2)s¯
)
,
|J2| ≤ Ce2τ−2(m−1)s¯ + C
∫ (τ−2K0)+
s¯
e(τ−t−2K0)g2(t)(
1− e−(τ−t−2K0))1/20 dt,
|J3| ≤ Ceτ−s¯ e
(1−m/2)s¯
s¯a
(1 + τ − s¯) = eτ−s¯o
(
e(1−m/2)s¯
)
,
|J4| ≤ Ce−θe
(1−2/m)s¯
for some θ > 0.
Putting together the above estimates yields the desired result. This ends the
proof of Lemma 35.
Applying now Lemma 33 and Lemma 35, we obtain for s large enough,
g(τ) ≤ eτ−s¯o
(
e−(m/2−1)s¯
)
, ∀τ ∈ [s¯, s].
Since s¯ = 2sm , if we set τ = s, then r = K0e
( 12− 1m )s and
g(s) ≡ L2,r(s)ρ (Q(s)) = o(1) as s→ +∞.
By the regularizing effects of the semigroup SL, we then obtain
sup
|y|≤K02 e(
1
2
− 1
m )s
Q(y, s) ≤ C′(C∗,K0,M0)L2,r(s)ρ (Q(s))→ 0, as s→ +∞,
From (89), we see that for all |y| ≤ K02 e(
1
2− 1m)s,∣∣∣∣w(y, s)− φ(s)κ G
(
ye−(
1
2− 1m )s
)∣∣∣∣ ≤ Q(y, s) + Ce−(1− 2m )s,
Noticing from Lemma A.3 that φ(s)κ = 1 +O(s−a) as s→ +∞, we obtain
sup
|y|≤K02 e(
1
2
− 1
m )s
∣∣∣w(y, s) −G(ye−( 12− 1m )s)∣∣∣ = o(1), as s→ +∞.
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It remains to show that m is even. Indeed, from (88), we can see that if m is not
even, there would exist ξ0 ∈ Rn such that w
(
ξ0e
( 12− 1m )s, s
)
→ ψm(ξ0) → +∞
as s → +∞, which contradicts the fact that w is bounded as stated in (19).
Therefore, m must be even. This concludes the proof of Proposition 34 and
Theorem 5 too.
A. Appendix A
The following lemma shows the asymptotic behavior of the solution of the
associated ODE of equation 1:
Lemma A.1. Let v be a blow-up solution of the following ordinary differential
equation:
v′(t) = vp(t) + h(v), v(T ) = +∞ for some T > 0, (A.1)
where h is defined in (3). Then v satisfies
v(t) ∼ κ(T − t)− 1p−1 as t→ T , where κ = (p− 1)− 1p−1 .
Proof. Divide (A.1) by vp and note that h(v)vp → 0 as v → +∞, we see that for
all ε > 0, there exists a number δ = δ(ǫ) > 0 such that∣∣∣∣ v′vp − 1
∣∣∣∣ ≤ ε, ∀t ∈ [T − δ, T ). (A.2)
Solving (A.2) with noting that v(T ) = +∞ yields
(1 + ε)−
1
p−1κ(T − t)− 1p−1 ≤ v(t) ≤ (1− ε)− 1p−1κ(T − t)− 1p−1 , ∀t ∈ [T − δ, T ).
This concludes the proof of Lemma A.1.
The following lemma gives us an estimation of the perturbation term in equation
(9):
Lemma A.2. Let h be the function defined in (3), then it holds that
j = 0, 1, e−
(p−j)s
p−1
∣∣∣h(j) (e sp−1w)∣∣∣ ≤ Cs−a (|w|p−j + 1) , ∀s ≥ sˆ,
where C = C(a, p, µ,M) > 0 and sˆ = sˆ(a, p) > 0 such that log ss ≤ pa(p−1) for all
s ≥ sˆ.
Proof. We have from (3) that for j = 0, 1,
e−
(p−j)s
p−1
∣∣∣h(j) (e sp−1w)∣∣∣ ≤ C′(M,µ)

 |w|p−j
loga
(
2 + e
2s
p−1w2
) + e− (p−j)sp−1

 .
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Considering the first case w2e
s
p−1 ≥ 4, we have
|w|p−j
loga
(
2 + e
2s
p−1w2
) ≤ |w|p−j
loga
(
4e
s
p−1
) ≤ (p− 1)a
sa
|w|p−j .
Now, considering the second case w2e
s
p−1 ≤ 4, we have |w|p−j ≤ 2p−je− (p−j)s2(p−1)
which yields
|w|p−j
loga
(
2 + e
2s
p−1w2
) ≤ |w|p−j
loga(2)
≤ 2
p−j
loga 2
e−
(p−j)s
2(p−1) .
Taking C = max
{
C′, 2
p
loga 2 , (p− 1)a
}
and sˆ > 0 such that e−
(p−j)s
p−1 ≤ s−a for
all s ≥ sˆ, we have the conclusion. This ends the proof of Lemma A.2.
The following lemma shows us the existence of solutions of the associated ODE
of equation (9):
Lemma A.3. Let φ be a positive solution of the following ordinary differential
equation:
φs = − φ
p− 1 + φ
p + e−
ps
p−1h
(
e
s
p−1φ
)
. (A.3)
Then φ(s)→ κ as s→ +∞ and φ(s) is given by
φ(s) = κ(1 + ηa(s))
− 1p−1 , where ηa(s) = O
(
1
sa
)
. (A.4)
If h(x) = µ |x|
p−1x
loga(2+x2) , we have
ηa(s) ∼ C0
∫ +∞
s
es−τ
τa
dτ =
C0
sa

1 +∑
j≥1
bj
sj

 ,
where C0 = µ
(
p−1
2
)a
and bj = (−1)j
∏j−1
i=0 (a+ i).
Proof. By the following transformation
v(t) = (T − t)− 1p−1φ(s), s = − log(T − t),
equation (A.1) is transformed into (A.3). From Lemma A.1, we see that φ(s)→
κ as s→ +∞.
By dividing equation (A.3) by φp, we find that(
1
φp−1
)′
=
1
φp−1
− (p− 1)(1 + g(s)), g(s) = 1
φp
e−
ps
p−1h
(
e
s
p−1φ
)
. (A.5)
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Since φ(s) → κ as s → +∞, we have from Lemma A.2 that g(s) = O ( 1sa ) as
s→ +∞. Solving equation (A.5) yields
φ(s) = κ (1 + ηa(s))
− 1p−1 , where ηa(s) =
∫ +∞
s
es−τg(τ)dτ.
By integration by part, we find that∫ +∞
s
es−τ τ−adτ =
1
sa

1 +∑
j≥1
bj
sj

 , bj = (−1)j j−1∏
i=0
(a+ i). (A.6)
This follows that ηa(s) = O(s−a) as s → +∞. In particular case h(x) =
µ |x|
p−1x
loga(2+x2) , we have g(s) = µ log
−a
(
2 + e
2s
p−1φ2(s)
)
∼ µ (p−12s )a as s → +∞.
By (A.6), we get the desired result and finish the proof of Lemma A.3.
B. Appendix B
B.1. Proof of Proposition 12
We give the proof of Proposition 12 here.
Proof. The idea of the proof is given in Ladyzˇenskaja and al. [12]. Note that
we still get interior regularity even if we know nothing about the initial or
boundary data. Indeed, let τ ∈ (0, 1) and fix t0 such that t0− τ > 0, we denote
Qτ (t0) = BR/2× (t0− τ, t0) ⊂ QR, and let ϕ(x, t) be a smooth function defined
in QR such that 0 ≤ ϕ(x, t) ≤ 1 and ϕ(x, t) = 0 for all (x, t) ∈ QR \Qτ (t0). Let
k ≥ 1, define
vk(x, t) = max{v(x, t)− k, 0} and Ak(t) = {x ∈ BR : v(x, t) > k}.
Then, multiplying equation (38) by vkϕ
2 and integrating over Qτ (t0), we find
that
1
2
∫
BR
v2kϕ
2dx|t0t0−τ +
∫ t0
t0−τ
∫
BR
|∇vk|2 ϕ2dxdt
= −
∫ t0
t0−τ
∫
BR
v2kϕϕtdxdt+ 2
∫ t0
t0−τ
∫
BR
(∇vk · ∇ϕ) vkϕdxdt
−
∫ t0
t0−τ
∫
BR
(b · ∇vk) vkϕ2dxdt +
∫ t0
t0−τ
∫
Ak(t)
Fvkϕ
2dxdt.
Using the assumption |F | ≤ g(|v| + 1) and some elementary inequalities with
noticing that ϕ(·, t0 − τ) = 0, we then obtain
max
t0−τ≤t≤t0
‖vk(t)ϕ(t)‖2L2(BR) +
∫ t0
t0−τ
∫
BR
|∇vk|2 ϕ2dxdt
≤ 2
∫ t0
t0−τ
∫
BR
(4|∇ϕ|+ ϕ|ϕt|) v2kdxdt
+ 2
∫ t0
t0−τ
∫
Ak(t)
(µ21 + 2g)
(
v2k + k
2
)
ϕ2dxdt. (B.1)
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For the last term in the right-hand side (denote by I), we use Holder’s inequality
and (39), which reads
|I| ≤
(∫ t0
t0−τ
‖2µ21 + 4g‖β
′
Lα′(Ak(t))
dt
) 1
β′ (∫ t0
t0−τ
∥∥(v2k + k2)ϕ2∥∥β1Lα1(Ak(t)) dt
) 1
β1
,
≤ γ
(∫ t0
t0−τ
∥∥(v2k + k2)ϕ2∥∥β1Lα1(Ak(t)) dt
) 1
β1
= γII,
where γ = γ(µ1, µ2, R, α
′, β′) > 0, α1 = α
′
α′−1 and β1 =
β′
β′−1 .
From pages 184 and 185 in [12], we have the following interpolation identity:
II ≤ βθ
2ǫ
r
k
(
max
t0−τ≤t≤t0
‖vk(t)ϕ(t)‖2L2(Ak(t)) +
∫ t0
t0−τ
∫
Ak(t)
|∇vk|2 ϕ2dxdt
)
+k2σ
2(1+ǫ)
r
k ,
where ǫ ∈ (0, 1), r ≥ 2, β > 0 are constants,
θk =
∫ t0
t0−τ
|Ak(t)|β1/α1 dt, σk =
∫ t0
t0−τ
‖ϕ(t)‖β1Lα1(Ak(t))dt.
Since θk ≤ τRβ1/α1 , we can take τ small enough such that
γβ(τRβ1/α1)
2ǫ
r ≤ 1
2
.
Then from (B.1), we have
max
t0−τ≤t≤t0
‖vk(t)ϕ(t)‖2L2(BR) +
∫ t0
t0−τ
∫
BR
|∇vk|2 ϕ2dxdt
≤ γ′
[∫ t0
t0−τ
∫
BR
(|∇ϕ|+ ϕ|ϕt|) v2kdxdt+ k2σ
2(1+ǫ)
r
k
]
.
(B.2)
By Remark 6.4, page 109 and Theorem 6.2, page 103 in [12], we know that if v
satisfies (B.2) for any k ≥ 1, then for all (x, t) ∈ BR/4 × (t0 − τ/2, t0),
|v(x, t)| ≤ γ′′
[(
R
2
)−n+22 (
1 +
R
2
√
τ
)(∫ t0
t0−τ
‖v(t)‖2L2(BR)dt
)1/2
+
(
1 +
4τ
R
) 1+ǫ
r
]
< +∞. (B.3)
Analogous arguments with the function −v would yield the same estimate. Since
µ1, µ2 and µ3 are uniformly bounded in t0, this implies that estimate (B.3) holds
for all (x, t) ∈ BR/4×(τ/2,+∞). This concludes the proof of Proposition 12.
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B.2. Proof of Proposition 13
We prove Proposition 13 here. Let us first derive the upper bound for Eψ.
Proof of the upper bound for Eψ. Multiplying equation (9) with ψ2ws and
integrating on Rn yield∫
Rn
ψ2w2sρdy = −
1
2
d
ds
∫
Rn
ψ2|∇w|2ρdy − 2
∫
Rn
ψws∇ψ.∇wρdy
− 1
2(p− 1)
d
ds
∫
Rn
ψ2|w|2ρdy + 1
p+ 1
d
ds
∫
Rn
ψ2|w|p+1ρdy
+ e−
p+1
p−1
d
ds
∫
Rn
ψ2H
(
e
s
p−1w
)
ρdy
− 1
p− 1e
− pp−1 s
∫
Rn
ψ2h
(
e
s
p−1w
)
wρdy.
We derive the following identity from the definition (42) of the local functional
Eψ,
d
ds
Eψ[w](s) = −
∫
Rn
ψ2|ws|2ρdy − 2
∫
Rn
ψws∇ψ.∇wρdy
+
p+ 1
p− 1e
− p+1p−1 s
∫
Rn
ψ2H
(
e
1
p−1 sw
)
ρdy
− 1
p− 1e
− pp−1 s
∫
Rn
ψ2h
(
e
1
p−1 sw
)
wρdy. (B.4)
Using the fact that 2ab ≤ a22 + 2b2, we obtain
2ψws∇ψ.∇w ≤ 1
2
ψ2w2s + 2|∇ψ|2|∇w|2.
Combining with (30), we get an estimate for (B.4) as follows:
d
ds
Eψ[w](s) ≤ −1
2
∫
Rn
ψ2|ws|2ρdy + 2‖∇ψ‖2L∞
∫
Rn
|∇w|2ρdy
+ Cs−a
∫
Rn
|w|p+1ρdy + Cs−a,
where C = C(a, p, n,M, ‖ψ‖2L∞).
Using (iii) and (iv) of Proposition 8, we see that
d
ds
Eψ[w](s) ≤ C1
(
1 + ‖ws‖L2ρ(Rn)
)
, ∀s ≥ s˜3, (B.5)
where C1 = C1
(
a, p, n,N, J3, J4, ‖ψ‖2L∞, ‖∇ψ‖2L∞
)
and Ji is introduced in Propo-
sition 8.
42
From the definition of Eψ given in (42), we have
Eψ[w](s) ≤ ‖ψ‖2L∞
{
1
2
∫
Rn
(
|∇w|2 + 1
p− 1 |w|
2
)
ρdy − e− p+1p−1
∫
Rn
H
(
e
s
p−1w
)
ρdy.
}
= ‖ψ‖2L∞
{
E [w](s) + 1
p+ 1
∫
Rn
|w|p+1ρdy
}
≤ ‖ψ‖2L∞
{
J0 +
1
p+ 1
∫
Rn
|w|p+1ρdy
}
. ∀s ≥ s˜3.
Integrating on [s, s+ 1], we obtain∫ s+1
s
Eψ[w](τ)dτ ≤ ‖ψ‖2L∞
{
J0 +
1
p+ 1
∫ s+1
s
∫
Rn
|w|p+1ρdydτ
}
≤ ‖ψ‖2L∞

J0 + 1p+ 1
[∫ s+1
s
(∫
Rn
|w|p+1ρdy
)2
dτ
] 1
2


≤ C2
(‖ψ‖2L∞ , J0, J5) (use (v) of Proposition 8).
Hence, ∫ s+1
s
Eψ[w](τ)dτ ≤ C2, ∀s ≥ s˜3. (B.6)
Thus, there exists τ(s) ∈ [s, s+ 1] such that
Eψ[w](τ(s)) =
∫ s+1
s
Eψ[w](τ ′)dτ ′ ≤ C2.
We then have
Eψ[w](s) = Eψ[w](τ(s)) +
∫ s
τ(s)
d
ds
Eψ[w](τ ′)dτ ′
≤ C2 +
∫ s+1
s
C1
(
1 + ‖ws‖L2ρ(Rn)
)
dτ ′ ≤ C′2. (use (i) of Proposition 8)
This concludes the proof of the upper bound for Eψ.
It remains to prove the lower bound in order to conclude the proof of Proposition
(8).
Proof of the lower bound for Eψ. Multiplying equation (9) with ψ2w and
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integrating on Rn yield
1
2
d
ds
∫
Rn
(ψw)2ρdy = −2Eψ[w](s) + p+ 1
p− 1
∫
Rn
ψ2|w|p+1ρdy
− 2
∫
Rn
ψw∇ψ.∇wρdy
− 2e− p+1p−1 s
∫
Rn
ψ2H
(
e
s
p−1w
)
ρdy
+ e−
p
p−1s
∫
Rn
ψ2h
(
e
s
p−1w
)
wρdy. (B.7)
We now control the new term Jψ[w](s) = 2
∫
Rn
ψw∇ψ.∇wρdy as follows:
Jψ[w](s) = −2
∫
Rn
w∇. (ψw∇ψρ) dy
= −2
∫
Rn
|w|2|∇ψ|2ρdy − 2
∫
Rn
ψw∇ψ.∇wρdy
− 2
∫
Rn
ψ|w|2∆ψρdy +
∫
Rn
ψ|w|2y.∇ψρdy.
= −
∫
Rn
|w|2|∇ψ|2ρdy −
∫
Rn
ψ|w|2∆ψρdy + 1
2
∫
Rn
ψ|w|2y.∇ψρdy.
≤
[
‖ψ‖L∞
(
‖∆ψ‖L∞ + 1
2
‖y.∇ψ‖L∞
)]∫
Rn
|w|2ρdy
≤ J2C1(ψ), ∀s ≥ s˜3 (use (ii) of Proposition 8). (B.8)
Using (30) and (B.7), we obtain
1
2
d
ds
∫
Rn
(ψw)2ρdy ≥ −2Eψ − J2C1(ψ)− C2s−a
+
(
p+ 1
p− 1 − C2s
−a
)∫
Rn
ψ2|w|p+1ρdy.
Taking S large enough such that C2s
−a ≤ p+12(p−1) for all s ≥ S, we obtain for all
s ≥ max{S, s˜3},
1
2
d
ds
∫
Rn
(ψw)2ρdy ≥ −(2Eψ + C3) + p+ 1
2(p− 1)
∫
Rn
ψ2|w|p+1ρdy,
where C3 = J2C1 +
p+1
2(p−1) .
Let g(s) = 2Eψ +C3 and f(s) = 12
∫
Rn
ψ2|w|2ρdy. Using Jensen’s inequality, we
have
f(s)
p+1
2 = 2−
p+1
2
(∫
Rn
ψ2|w|2ρdy
) p+1
2
≤ 2− p+12
∫
Rn
(ψ|w|)p+1ρdy ≤ 2− p+12 ‖ψ‖p−1L∞
∫
Rn
ψ2|w|p+1ρdy.
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We therefore obtain for all s ≥ S1 = max{S, s˜3},
f ′(s) ≥ −g(s) + C4f(s)
p+1
2 . (B.9)
From (B.5), we also have
g′(s) ≤ C5 + h(s), ∀s ≥ s˜3, (B.10)
where h(s) = C5‖ws‖L2ρ(Rn) and m =
∫ +∞
s˜3
h(s)ds ≤ C6 by using (i) of Propo-
sition 8, where C5, C6 are some positive constants.
We claim that the function of g is bounded from below by some constant M .
Arguing by contradiction, we suppose that there exists a time s∗ ≥ S1 such that
g(s∗) ≤ −M . Then for all s ≥ s∗, we write
g(s) = g(s∗) +
∫ s
s∗
g′(τ)dτ ≤ −M +
∫ s
s∗
(C5 + h(τ))dτ
≤ −M +m+ C5(s− s∗).
Thus, we have by (B.9),
f ′ ≥M −m− C5(s− s∗) + C4f
p+1
2 , f(s∗) ≥ 0.
On the other hand, we know that the solution of the following equation
f ′ ≥ 1 + C5f
p+1
2 , f(s∗) ≥ 0
blows up in finite time before
s = s∗ +
∫ +∞
0
dξ
1 + C4f
p+1
2
= s∗ + T ∗.
On the interval [s∗, s∗ + T ∗], we have
M −m− C5(s− s∗) ≥M −m− C5T ∗.
Thus, we fix M = m + C5T
∗ + 1 to get M − m − C5(s − s∗) ≥ 1 for all
s ∈ [s∗, s∗ + T ∗].
Therefore, f blows up in some finite time before s∗ + T ∗. But this contradicts
with the existence global of w. This follows (43) and we complete the proof of
Proposition 13.
C. Appendix C
We claim the following:
Lemma C.1 (Estimate on F¯ ). For s large enough, we have∣∣∣F¯ (V, s)− p
2κ
V 2
∣∣∣ ≤ C|V |3 + C|V |2
sa−1
,
where C = C(a, p,M, µ) > 0.
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Proof. Consider the Taylor expansion of the nonlinear terms F and H , we have
F (v) =
1
2
p(p− 1)φp−2v2 + γ1v3, H(v, s) = γ2v2,
where
γ1 =
1
6
p(p− 1)(p− 2)|φ+ θ1v|p−3, γ2 = 1
2
e−
(p−2)s
p−1 h′′
(
e
s
p−1 (φ + θ2v)
)
,
with θi ∈ [0, 1], i = 1, 2.
We claim the following: for s large,
|γ1| ≤ C and |γ2| ≤ C
sa
. (C.1)
Let us leave the proof of (C.1) later and continue the proof of Lemma C.1.
Recalling from Lemma A.3 that φ(s) = κ+O(s−a) as s→ +∞, we derive
∣∣∣F (v) +H(v, s)− p
2κ
v2
∣∣∣ = O( |v|2
sa
)
+O(|v|3), as s→ +∞.
From the definition of F¯ and the fact that β(s) = 1 +O( 1sa−1 ) as s→ +∞, we
have for s large enough,∣∣∣F¯ (V, s)− p
2κ
V 2
∣∣∣ = ∣∣∣β(s) (F (v) +H(v, s))− p
2κ
v2β2
∣∣∣
≤
∣∣∣F (v) +H(v, s)− p
2κ
v2
∣∣∣+ C|v|2
sa−1
≤ C|v|
2
sa
+ C|v|3 + C|v|
2
sa−1
≤ C|V |3 + C|V |
2
sa−1
,
which concludes the proof of Lemma C.1, assuming that (C.1) holds.
Let us now give the proof of (C.1). Since φ(s) → κ as s → +∞, we can take
s∗ > 0 such that
3κ
4
≤ φ(s) ≤ 5κ
4
, ∀s ≥ s∗.
Let us bound |γ1|. If p ≥ 3, by the boundedness of |φ| and |v|, then |γ1|
is already bounded. If p ∈ (1, 3), we consider the case |θ1v| ≤ κ2 , then the
case |θ1v| > κ2 . In the first case, we have |φ + θ1v| ≥ κ4 for all s ≥ s∗, then
|γ1| ≤ C|φ + θ1v|p−3 ≤ C
(
κ
4
)p−3
for all s ≥ s∗ . Now, considering the second
case where |θ1v| > κ2 , note that in this case, we have θ1 6= 0 and φ < 52 |θ1v| for
all s ≥ s∗. From the definition of F (v), we have
|γ1v3| =
∣∣∣∣|φ+ v|p−1(φ+ v)− φp − pφp−1v − 12p(p− 1)φp−2v2
∣∣∣∣
≤ C(|v|p + v2), ∀s ≥ s∗.
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This yields |γ1| ≤ C(|v|p−3+|v|−1) ≤ C
(
(κ/2θ1)
p−3 + (κ/2θ1)−1
)
for all s ≥ s∗.
This concludes the proof of the first estimate of (C.1).
Let us now prove that |γ2| ≤ Cs−a for s large enough. From (3), we have
|γ2| ≤M |φ+ θ2v|
p−2
loga(2 + e
s
p−1 (φ+ θ2v)2)
. (C.2)
If p > 2, by the same technique given in the proof of Lemma A.2, we can show
that (C.2) implies
|γ2| ≤ C
sa
(|φ + θ2v|p−2 + 1) ≤ 2C
sa
, ∀s ≥ s′(a, p).
If p ∈ (1, 2], we consider the first case |θ2v| ≤ κ2 , which implies |φ(s) + θ2v| ≥ κ4
for all s ≥ s∗. From (C.2), we derive
|γ2| ≤ C(κ/4)
p−2
loga(2 + e
s
p−1 (κ/4)2)
≤ 2C
sa
, for s large.
In the case where |θ2v| > κ2 , we note that θ2 6= 0 and φ(s) ≤ 52 |θ2v| for all
s ≥ s∗. Using the definition of H(v, s) and (3), we find that
|γ2v2| ≤ C

 |φ+ v|p
loga
(
2 + e
2s
p−1 (φ+ v)2
) + φp
loga
(
2 + e
2s
p−1φ2
)
+
φp−1v
loga
(
2 + e
2s
p−1φ2
) + e− psp−1 + e−s


≤ C
sa
(|φ+ v|p + φp + φp−1|v|+ 1) ≤ 2C
sa
(|v|p + 1),
for s large. This yields |γ2| ≤ 2Csa (|v|p−2 + |v|−2) ≤ 2Csa
(
( κ2θ2 )
p−2 + ( κ2θ2 )
−2
)
≤
3C
sa . This concludes the proof of (C.1) and the proof of Lemma C.1 also.
Lemma C.2. Let α(s) be a solution of
α′(s) = α2(s) +O
(
1
sq
)
, q ∈ (2, 3], (C.3)
which exists for all time. Then
either α(s) = −1
s
+O
(
1
sq
)
or α(s) = O
(
1
sq
)
, if q ∈ (2, 3), (C.4)
either α(s) = −1
s
+O
(
log s
s2
)
or α(s) = O
(
1
s2
)
, if q = 3. (C.5)
47
Proof. Let us first show that
either α(s) = O
(
1
s1+σ
)
or α(s) = −1
s
+O
(
1
s1+σ′
)
as s→ +∞, (C.6)
for some σ ∈ (0, q−22 ) and σ′ = q − 2− 2σ.
Fix s0 large enough et let σ ∈
(
0, q−22
)
. If |α(s)| ≤ 1s1+σ , for all s ≥ s0, then we
are done. If not, namely there exists a time s1 > s0 such that |α(s1)| > 1s1+σ ,
we have two possibilities:
|α(s)| > 1
s1+σ
, ∀s ≥ s1, (C.7)
or there exists a time s2 > s1 such that
|α(s2)| = 1
s1+σ2
and |α(s2)| ≤ 1
s1+σ
, ∀s ∈ (s2, s2 + δ), δ > 0. (C.8)
If (C.7) is the case, then we have by equation (C.3),(
1
α
)′
= 1 +O
(
1
sq−2−2σ
)
, ∀s ≥ s1,
which yields (C.6) by integration.
If (C.8) is the case, we assume that α(s2) > 0, then α
′(s2) ≤ − 1+σs2+σ2 < 0. By
equation (C.3) and note that 2+2σ < q, we have α′(s2) > 0 and a contradiction
follows. If α(s2) < 0, then α
′(s2) ≥ 1+δs2+δ2 , by equation (C.3), we get
1 + δ
s2+δ2
≤ α′(s2) ≤ 1
s2+2σ2
+
1
sq2
.
Since 2 + δ < 2 + 2δ < q, we have a contradiction and (C.6) follows.
We now use (C.6) in order to conclude Lemma C.2. Let us give the proof in the
case q = 3. Assume α(s) = O ( 1s1+σ ) for some σ ∈ (0, 12 ), then (C.3) yields
α′(s) = O
(
1
s2+2σ
)
+O
(
1
s3
)
= O
(
1
s2+2σ
)
.
By integration, we get α(s) = O ( 1s1+2σ ). Using this estimate, we obtain α′(s) =
O ( 1s3 ) and the conclusion follows.
Let us consider
α(s) = −1
s
+ β(s), with β(s) = O
(
1
s1+σ′
)
, σ′ = 1− 2σ.
Substituting this into (C.3) yields
β′(s) =
2β(s)
s
+ β2(s) +O
(
1
s3
)
.
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Multiplying this equation by s2, we find
[
s2β(s)
]′
= s2β2 +O
(
1
s
)
= O
(
1
s2σ′
)
+O
(
1
s
)
.
If σ′ ≥ 12 , then
[
s2β(s)
]′
= O ( 1s) which follows β(s) = O ( log ss2 ). If σ′ < 12 ,
then β(s) = O
(
1
s1+2σ′
)
. Using this estimate and repeating the process again,
we would obtain β(s) = O
(
log s
s2
)
and (C.5) then follows. Since the argument is
similar in the case q ∈ (2, 3), we escape here and concludes the proof of Lemma
C.2.
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