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CHEEGER-COLDING-TIAN THEORY FOR CONIC
KA¨HLER-EINSTEIN METRICS
GANG TIAN, FENGWANG
1. Introduction
In a series of papers [CC1], [CC2], [CC3], Cheeger and Colding studied singular
structures of spaces which arise as limits of sequences of Riemannian manifolds
with Ricci curvature bounded below in the Gromov-Hausdorff topology. One of
fundamental results they proved is the existence of tangent cones of the limit space
[CC2], that is,
Theorem 1.1. ([CC2]) Let (Mi, gi; pi) be a sequence of n-dimentional Riemannian
manifolds satisfying:
RicMi (gi) ≥ −(n − 1)Λ2gi and volgi(Bpi(1)) ≥ v > 0.
Assume that (Mi, gi; pi) converge to a metric space (Y, d; p∞) in the pointed Gromov-
Hausdorff topology. Then for any y ∈ Y and sequence {r j} with r j → 0, there
is a subsequence, say {r¯k = r j(k)}, such that (Y, r¯−2k d; y) converge in the pointed
Gromov-Hausdorff topology to a metric space TyY which is a metric cone over
another metric space whose diameter is less than π. such a TyY is referred as a
tangent cone of Y at y.
Note that the tangent cone TyY is not necessarily unique and may depend on the
sequence {r j}. As an application of this theorem, Cheeger and Colding were able
to introduce a stratification of singularities of the limit space Y .
Definition 1.2. Let (Y, d; p∞) be the limit of (Mi, gi; pi) as in Theorem 1.1. Denote
by R the set of points which has a tangent cone isometric to Rn and S = Y \ R.
For k ≤ n−1, we say that y ∈ Sk if there exist no tangent cones at y which can split
off a Euclidean space Rl isometrically with l > k.
Applying Theorem 1.1 to iterated tangent cones, Cheeger and Colding showed
Theorem 1.3. ([CC2]) We have that S = ∪n−2
k=0
Sk and dimSk ≤ k, where dim
denotes the Hausdorff dimension.
Based on the above theorem on existence of tangent cones, Cheeger, Colding
and Tian [CCT] give further constraints on singularities of the limit space Y under
certain curvature condition for (Mi, gi) (also see Cheeger [Ch3]).
The purpose of this paper is to extend the Cheeger-Colding Theory to the fol-
lowing class of metrics. This extension provides a technical tool for [LTW] in
which we prove a version of the Yau-Tian-Donaldson conjecture for Fano varieties
with certain singularity.
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Definition 1.4. A length space (Mn, d) is called a n-dimensional Riemannian mani-
fold with singularity if there exists S ⊆ M withHn(S ) = 0 such that the followings
hold:
i) R = M \ S is a smooth manifold and convex, moreover, the distance function d
is induced from a smooth metric g on R.
ii) for any ǫ > 0, denoting Tǫ = {x | dist(x,S) ≤ ǫ}, there is a cut-off function
γǫ ∈ C∞0 (M \ S) and
γǫ ≡ 1 in Tǫ (S),
∫
R
|∇γǫ |2 ≤ ǫ.
iii) for any domain U ⊆ M and a continuous function b defined in a neighborhood
of U¯, there is a bounded function h which is locally Lipschitz in U and continuous
in U ∩ R such that
{
∆h = 0 in R,
h|∂U⋂R = b|∂U⋂R.
We will study the limit space of the n−dimensional Riemannian manifolds with
singularity whose Ricci curvature is bounded from below. Let M(V,D, n) be the
set of n-dimensional Riemannian manifolds (M, d) with singularities satisfying:
Hn(M) ≥ V, diam(M, d) ≤ D, Ric(g) ≥ 0 in R.
Let (Mi, di) be a sequence of manifolds inM(V,D, n) and (Mi, di) → (X, d). In
this paper, we will prove
Theorem 1.5. For any x ∈ X and sequence {r j} with r j → 0, there is a subse-
quence, say {r¯k = r j(k)}, such that (X, r¯−2k d; x) converge in the pointed Gromov-
Hausdorff topology to a metric space TxX which is a metric cone. Such TxX is
referred as a tangent cone of X at x. Moreover, there is a decomposition of X into
R ∪ S such that S = S2n−2 and dimSk ≤ k, where Sk is defined as above.
In [Ba], Bamler considered another class of singular spaces modeled on Ricci
bounded space or Ricci flow. His definition of singular space is stronger. Theorem
1.5 could be also proved using the theory of RCD spaces developed by Ambrosio
and others ([A], [G], [Gi], [P]). Our proof here follows the approach of Cheeger-
Colding by adapting their arguments to the conic case.
Let M be a Ka¨hler manifold and D =
∑k
i=1 Di be a normal crossing divisor.
A metric ω is called a conic Ka¨hler metric with conic angle 2πβi along Di, where
βi ∈ (0, 1), if it is a smooth Ka¨hler metric outside D and for each point p ∈ Dwhere
D is defined by the equation z1 · · · zd = 0 for some local coordinates z1, ..., zn, ω
satisfies
C−1ωcone ≤ ω ≤ C ωcone,
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where C is a positive constant and ωcone is the model cone metric with cone angles
2πβi along {zi = 0}, that is,
ωcone =
d∑
i=1
√
−1 dzi ∧ dz¯i|zi|2(1−βi)
+
n∑
k=d+1
√
−1 dzi ∧ dz¯i.
A conic Ka¨hler metric is called a conic Ka¨hler-Einstein metric on M if for some
constant t, ω satisfies:
Ric(ω) = tω + 2π
k∑
i=1
(1 − βi) [Di],
where [Di] denotes the current defined by integrating 2n − 2-forms along Di.
For any δ > 0 and V > 0, we denote by M(n, k, δ,V) the set of all n-dimensional
conic Ka¨hler-Einstein metrics (M, ω) satisfying:
t ∈ [δ, δ−1] and
∫
M
ωn ≥ V.
We will show
M(n, k, δ,V) ⊆ M(V, π
√
(2n − 1)/δ, 2n),
consequently, we have the following:
Theorem 1.6. For any limit space X of conic Ka¨hler-Einstein metrics inM(n, k, δ,V),
tangent cones of X exist, that is, for any x ∈ X and sequence {r j} with r j → 0, there
is a subsequence, say {r¯k = r j(k)}, such that (X, r¯−2k d; x) converge in the pointed
Gromov-Hausdorff topology to a metric space TxX which is a metric cone. More-
over, there is a decomposition of X into R ∪ S such that S = S2n−2, S2k+1 = S2k
and dimS2k ≤ 2k.
2. Distance function comparison
Let (M, d) be an n-dimensional Riemmannian manifold with singularity which
satisfies
Ric(g) ≥ 0 in R.
We will derive some basic estimates on M. On R, we have the Bochner formula:
1
2
∆|∇ f |2 = |Hess f |2 + Ric (∇ f ,∇ f ) + 〈∇ f ,∇∆ f 〉.(1)
From this and the convexity of the regular part, the Laplacian comparison is the
same as the smooth metric.
Lemma 2.1. For any p ∈ R, r(·) = dist(p, ·) satisfies:
∆r ≤ n − 1
r
(2)
in the sense of distribution in R.
As a consequence, we have
Lemma 2.2. For any p ∈ M, the volume ratio r−n vol(Bp(r)) is monotone decreas-
ing.
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Proof. First we assume p ∈ R, then by the above lemma, in the sense of distribu-
tion, we have
∆r2 ≤ 2n on R.
Since the singular set S has zero volume, by the Fubini theorem, the (n − 1)-
dimensional Hausdorff measure of
(
∂Bp(s)
)
∩ S vanishes for almost all s ∈ [0, r].
Then by using the convexity of R and arguing as in the smooth case, we can con-
clude
r−n vol(Bp(r)) ≤ s−n vol(Bp(s)) for any s < r.
In general, when s ≤ r is given, we choose a sequence of point pi ∈ R converging
to p, then we have
r−n vol(Bpi(r)) ≤ s−n vol(Bpi(s)).
Taking the limit as i goes to∞, we get the required monotonicity. 
Using the convexity of the regular part, we can also show
Lemma 2.3. Let A1, A2 be two bounded subsets of M and W be another subset of
M satisfying: ⋃
y1∈A1,y2∈A2
γy1y2 ⊆ W,
where γy1y2 denotes a minimal geodesic connecting y1 to y2 in M. Put
D = sup{ d(y1, y2) | y1 ∈ A1, y2 ∈ A2}.
Then for any smooth function e on W, it holds
∫
(A1∩R)×(A2∩R)
∫ d(y1 ,y2)
0
e(γy1 ,y2(s)) ds
≤ c(n)D (vol(A1) + Vol(A2))
∫
W
e dv.(3)
Proof. Note that
∫
(A1∩R)×(A2∩R)
∫ d(y1 ,y2)
0
e(γy1 ,y2(s)) ds
=
∫
A1∩R
dy1
∫
A2∩R
∫ d(y1 ,y2)
d(y1 ,y2)
2
e(γy1y2 (s)) dsdy2
+
∫
A2∩R
dy2
∫
A1∩R
∫ d(y1 ,y2)
d(y1 ,y2)
2
e(γy1y2(s)) dsdy1 .
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On the other hand, for a fixed y1 ∈ A1 ∩ R, by using the monotonicity formula (2),
we have ∫
A2∩R
∫ d(y1 ,y2)
d(y1 ,y2)
2
e(γy1y2(s)) dsdy2
=
∫
A2∩R
∫ r
r
2
e(γy1y2 (s)) A(r, θ) drdθds
≤ c(n)
∫
A2∩R
∫ r
r
2
e(γy1y2 (s)) A(s, θ) drdθds
≤ c(n)D
∫
W
e dv.
Similarly,
∫
A1∩R
∫ d(y1,y2)
d(y1 ,y2)
2
e(γy1y2 (s)) dsdy1
≤ c(n)D
∫
W
e dv.
Then (3) follows from the above two inequalities.

For any three points x, y, z, put
∫
γx,y
e dv =
∫ d(x,y)
0
e(γy1 ,y2(s)) ds
and ∫
∆xyz
=
∫
w∈γxy
∫
γzw
e dv.
Then, by applying Lemma 2.3 twice, we get
Lemma 2.4. Let A1, A2, A3 be three bounded subsets of M and W, Z be another
two subsets of M satisfying:⋃
x∈A1,y∈A2
γy1y2 ⊆ W and
⋃
w∈W,z∈A3
γzw ⊆ Z.
Then for any smooth function e on Z, it holds∫
(A1∩R)×(A2∩R)×(A3∩R)
∫
∆xyz
e dv(4)
≤ c(n) diam(W) diam(Z) (vol(A1) + vol(A2)) (vol(A3) + vol(W))
∫
Z
e dv.
Lemma 2.5. Let u be a bounded function in a bounded domain Ω. Assume that u
is harmonic in Ω
⋂R and u ≤ 0 on ∂Ω. Then u ≤ 0 in Ω.
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Proof. At first, we deal with the special case when u = 0 on ∂Ω. Then we have∫
Ω∩R
|∇u|2 γ2ǫ = −2
∫
Ω∩R
u γǫ 〈∇u,∇γǫ〉 −
∫
Ω∩R
u γ2ǫ ∆u
≤ 1
4
∫
Ω∩R
|∇u|2 γ2ǫ + 4
∫
Ω∩R
|u|2 |∇γǫ |2.
So we have ∫
Ω∩R
|∇u|2 γ2ǫ ≤ C
∫
Ω∩R
|∇γǫ |2.
Taking ǫ → 0, we get ∫
Ω∩R
|∇u|2 = 0
which implies that u ≡ 0 in Ω.
Now we consider the general case. If there is a point p ∈ Ω⋂R such that
u(p) > 0, then Ω′ = {x | u(x) > 0} is a non-empty domain. Since u vanishes on the
boundary of Ω′, we deduce from the above special case that u ≡ 0 on Ω′. It is a
contradiction. The lemma is proved. 
Note that by using the cut-off function γǫ in ii), we can show that integration by
parts holds on M.
Lemma 2.6. Assume that Ω is a bounded domain, φ ∈ C0(Ω) ∩ C∞(Ω ∩ R) and
u ∈ L∞(Ω) ∩ C∞(Ω ∩ R) satisfying:
|u|L∞(Ω) + |∇φ|C0(Ω∩R) + |∆φ|C0(Ω∩R) ≤ C.
If ∫
Ω∩R
φ2|∇u|2 < ∞,
we have
lim
ǫ→0
∫
Ω
φγ2ǫ∆u =
∫
Ω∩R
u∆φ.
Proof. Using integration by parts, we get∫
Ω
φγ2ǫ∆u =
∫
Ω
uγ2ǫ∆φ + 2
∫
Ω
〈∇φ,∇γǫ〉uγǫ − 2
∫
Ω
〈∇u,∇γǫ〉φγǫ(5)
Since
|
∫
Ω
〈∇φ,∇γǫ〉uγǫ | ≤ C
∫
Ω
|∇γǫ | → 0
and
|
∫
Ω
〈∇u,∇γǫ 〉φγǫ | ≤
(∫
Ω
|∇γǫ |2
∫
Ω
φ2|∇u|2
) 1
2
,
we get the result. 
The integration condition can be obtained by applying the Bochner formula.
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Lemma 2.7. Assume that Ω is a bounded domain, φ ∈ C0(Ω) ∩ C∞(Ω ∩ R) and
u ∈ L∞(Ω) ∩ C∞(Ω ∩ R) satisfying:
|u|L∞(Ω) + |∇φ|C0(Ω∩R) + |∆φ|C0(Ω∩R) ≤ C.
If ∆u ≥ c |∇u|2 in Ω ∩ R for some c > 0, we have∫
Ω∩R
φ|∇u|2 < ∞.
Proof. From (5), we have
∫
Ω
φγ2ǫ∆u ≤
∫
Ω
uγ2ǫ∆φ +C
∫
Ω
|∇γǫ | + 2
(∫
Ω
|∇γǫ |2
∫
Ω
φγ2ǫ |∇u|2
) 1
2
.(6)
Since ∆u ≥ c |∇u|2, we have
c
∫
Ω
φγ2ǫ |∇u|2 ≤
∫
Ω
φγ2ǫ∆u.
Then the required estimate follows from (6) and the Cauchy-Schwarz inequality.

Now we use the Moser iteration to derive the gradient estimate for harmonic
functions. See [HKX] for the gradient estimate of harmonic functions on RCD
spaces.
Lemma 2.8. Let u > 0 be a harmonic function defined on the unit ball Bp(1), i.e.,
∆u = 0, in Bp(1) ∩ R.
Then
|∇u|2 ≤ C(n) u2, in Bp(1/4) ∩ R.(7)
Proof. Putting v = ln u, we have
∆v =
∆u
u
− |∇u|
2
u2
= −|∇v|2.
Denote Q = |∇v|2, by the Bochner formula, we have
1
2
∆Q = |Hess v|2 − 〈∇v,∇Q〉 + Ric(∇u,∇u) ≥ (∆v)
2
n
− Q 12 |∇Q|(8)
=
Q2
n
− Q 12 |∇Q|.
For any Lipschitz function φ supported in Bp(1), we have∫
Bp(1)
φ2γ2ǫQ
p−1
∆Q ≥ 2
n
∫
Bp(1)
φ2γ2ǫQ
p+1 − 2
∫
Bp(1)
φ2γ2ǫQ
p− 1
2 |∇Q|.
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Integrating by parts, we have
2
∫
Bp(1)
φ2γ2ǫ
(
Qp−
1
2 |∇Q| − 1
n
Qp+1
)
(9)
≥
∫
Bp(1)
(
(p − 1)φ2γ2ǫQp−2|∇Q|2 + γ2ǫQp−1〈∇φ2,∇Q〉 + φ2Qp−1〈∇γ2ǫ ,∇Q〉
)
Since
∫
Bp(1)
φ2Qp−1|〈∇γ2ǫ ,∇Q〉| ≤ δ
∫
Bp(1)
φ2γ2ǫQ
p−2|∇Q|2+δ−1
∫
Bp(1)
φ2|∇γǫ |2Qp−2, (∀δ > 0)
and Q, |∇φ| are bounded, taking ǫ → 0 and then δ → 0, we get
4(p − 1)
p2
∫
Bp(1)
⋂R φ
2|∇Q p2 |2 ≤ 4
p
∫
Bp(1)
⋂R φ|∇φ||∇Q
p
2 |Q p2 + 4
p
∫
Bp(1)
⋂R φ
2|∇Q p2 |Q p+12
− 2
n
∫
Bp(1)
⋂R
φ2Qp+1.
Consequently, we obtain∫
Bp(1)
⋂R φ
2|∇Q p2 |2 ≤ 9
∫
Bp(1)
⋂R |∇φ|
2Qp+9
∫
Bp(1)
⋂R φ
2Qp+1− p
2n
∫
Bp(1)
⋂R φ
2Qp+1.
Then we have∫
Bp(1)
⋂R
|∇(φQ p2 )|2 ≤
∫
Bp(1)
⋂R
(
20 |∇φ|2Qp + 20φ2Qp+1 − p
n
φ2Qp+1
)
(10)
So for p1 = 40n, we have∫
Bp(1)
⋂R |∇(φQ
p1
2 )|2 ≤ 20
∫
Bp(1)
⋂R |∇φ|
2Qp1 − 20
∫
Bp(1)
⋂R φ
2Qp1+1(11)
Let ψ be a cut-off function supported in Bp(
1
2
) satisfying ψ ≡ 1 in Bp(1) and |∇ψ| ≤
4. Put φ = ψp1+1, we have
|∇φ|2 ≤ 16(p1 + 1)2φ
2p1
p1+1 .
Combined with the Ho¨lder inequality, we get∫
Bp(1)
⋂R |∇φ|
2Qp1 ≤ C(n)
∫
Bp(1)
⋂R φ
2p1
p1+1Qp1
≤ C(n)

∫
Bp(1)
⋂R φ
2Qp1+1

p1
p1+1
(vol(Bp(1))
1
p1+1
≤ 1
2
∫
Bp(1)
⋂R φ
2Qp1+1 + C(n)vol(Bp(1)).(12)
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By the Ho¨lder inequality, we have
∫
Bp(1)
⋂R φ
2Qp1 ≤

∫
Bp(1)
⋂R φ
2Qp1+1

p1
p1+1

∫
Bp(1)
⋂R φ
2

1
p1+1
≤ 1
2
∫
Bp(1)
⋂R
φ2Qp1+1 + C(n)vol(Bp(1)).(13)
Combined with (11), (12) and (13), we can apply the Sobolev inequality to obtain

∫
φ2γQp1γ
vol(Bp(1))

1
γ
≤ C(n)
vol(Bp(1))
∫
Bp(1)
⋂R
(
|∇(φQ
p1
2 )|2 + φ2Qp1
)
≤ C(n).(14)
For p ≥ 20, we deduce from (10)∫
Bp(1)
⋂R |∇(φQ
p
2 )|2 ≤ 20
∫
Bp(1)
⋂R |∇φ|
2Qp(15)
Using (14), (15) and Moser’s iteration, we get
|Q|L∞(Bp( 14 )) ≤ C.

Lemma 2.9. For p ∈ R, there exists a cut-off function φ supported in Bp(2) such
that i) φ ≡ 1, in Bp(1); ii)
|∇φ|Bp(2)∩R, |∆φ|Bp(2)∩R ≤ C(n).
Proof. We will use an argument from Theorem 6.33 in [CC1]. First we consider a
solution of ODE,
G′′ +
2n − 1
r
G′ = 1, on [1, 2],(16)
with G(1) = a and G(2) = 0. When a ≥ a(n), we have G′ < 0. Then by Lemma
(2.1), we have
∆G(d(p, ·)) ≥ 1.
Let w be a solution of equation,
∆w =
1
a
, in Bp(2) \ Bp(1),
with w = 1 on ∂Bp(1) and w = 0 on ∂Bp(2). Thus by Lemma 2.5, we get
w ≥ G(d(., p))
a
.
Secondly, denote H = r
2
4n
. Then by (2.1), we have
∆H(d(x, ·)) ≤ 1, for any fixed point x.
Thus by the maximum principle, we get
w(y) − H(d(x, y))
a
≤ max{1 − H(d(x, p) − 1)
a
, 0}
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for any y in the annulus Ap(1, 2) = Bp(2) \ Bp(1). It follows
w(x) ≤ max{1 − H(d(x, p) − 1)
a
, 0}, ∀ x ∈ Ap(1, 2).
Now we choose a number η(n) such that
G(1+η)
a
> 1 − H(1−η)
a
and we define a
function ψ(x) on [0, 1] with bounded derivative up to second order, which satisfies
ψ(x) = 1, if x ≥ G(1 + η)
a
and
ψ(x) = 0, if x ≤ max{1 − H(1 − η)
a
, 0}.
It is clear that φ = ψ ◦ w is constant near the boundary of Ap(1, 2). So we can
extend φ inside Bp(1) by setting φ = 1. By Proposition 2.8, one sees that |∇φ| is
bounded by a constant C(n,Λ, A) in B2(p). Since
∆φ = ψ′′|∇w|2 + ψ′∆w,
we also derive that |∆φ| ≤ C(n). 
3. splitting theorem
Let (Mi, pi) ∈ M(V,D, n) be a sequence of Riemannian manifold with singular-
ity and converge to (X, x) in the pointed Gromov-Hausdorff sense. In this section,
we will prove
Proposition 3.1. If X contains a line, then there exists a length space Y such that
X  Y × R.
As in [CC1], the proof depends on the following lemmas.
Lemma 3.2. Let M be a Riemannian manifold with singularity with Ric(g) ≥ 0
in R. Suppose that there are three points p, q+, q− ∈ R which satisfy
d(p, q+) + d(p, q−) − d(q+, q−) < ǫ(17)
and
d(p, q+), d(p, q−) > R.(18)
Then for any q ∈ Bp(1), the following holds,
E(q) := d(q, q+) + d(q, q−) − d(q+, q−) < Ψ(ǫ, 1
R
; n),
where the quantity Ψ(ǫ, 1
R
; n) means that it goes to zero as ǫ, 1
R
go to zero while n
is fixed.
Proof. By Lemma (2.1), we have ∆E(q) ≤ 4n−2
R
. Put
GL(r) =
r2
4n
+
L2n
4n(n − 1)r
2−2n − L
2
4(n − 1) .(19)
GL satisfies
G′L < 0,GL(L) = 0,∆GL(d(p, ·)) ≥ 1.
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We will prove
Claim 3.3. For any 0 < c < 1 ,
E(q) ≤ 2c + 4n − 2
R
GL(c) + ǫ, if
4n − 2
R
GL(1) > ǫ.
Suppose that the claim is not true. Then there exists point q0 ∈ Bp(1) such that
for some c,
E(q0) > 2c +
4n − 2
R
G(c) + ǫ.
We consider
u(x) =
4n − 2
R
G(d(q0, x)) − E(x)
in the annulus Aq0 (c, L). Clearly,
∆u ≥ 0.
Note that we may assume that p ∈ Aq0(c, 1). Otherwise we have E(q0) ≤ E(p)+2c.
On the other hand, it is easy to see that on the inner boundary ∂Bq0(c),
u(x) =
4n − 2
R
GL(c) − E(x) ≤
4n − 2
R
GL(c) − E(q0) − 2c ≤ −ǫ,
and on the outer boundary ∂Bq0(L),
u(x) = −E(x) ≤ 0.
Thus applying the maximum principle, we obtain u(p) ≤ 0. However,
u(p) =
4n − 2
R
GL(d(p, q0)) − E(p) ≥
4n − 2
R
GL(1) − ǫ > 0,
which is impossible. Therefore, the claim is true.
Now if Rǫ ≤ G2(1), we choose L = 2 and c = ( 1R )
1
2n−1 , we have
E(q) ≤ ǫ + c(n)( 1
R
)
1
2n−1 .
Otherwise we choose GL(1) = ǫR,GL(c) = Rc and get
E(q) ≤ ǫ + c(n)ǫ 12n−1 .
The lemma is proved. 
b+(x) = d(q+, x) − d(q+, p) and let h+ be a harmonic function which satisfies
△h+ = 0, in Bp(1) ∩ R,
with h+ = b+ on ∂Bp(1) ∩ R. Then
Lemma 3.4. Under the conditions in Lemma 3.2, we have
‖h+ − b+‖L∞(Bp(1)) ≤ Ψ(1/R, ǫ),(20)
1
vol(Bp(1))
∫
Bp(1)∩R
|∇h+ − ∇b+|2dv ≤ Ψ(1/R, ǫ),(21)
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1
vol(Bp(
1
2
))
∫
Bp(
1
2
)∩R
|Hess h+|2dv ≤ Ψ(1/R, ǫ).(22)
Proof. Choose a point q in ∂Bp(2) ∩ R and let g = φ(d(q, ·)), where φ(r) = r2−2n.
Then
∆g = ϕ′∆r + ϕ′′ ≥ 2n − 1
r
ϕ′ + ϕ′′ = 1, in Bp(1)R.(23)
It follows that
∆(h+ − b+ + Ψ(1/R, ǫ)g) > 0, in Bp(1) ∩ R.
Thus by the maximum principle 2.5, we get
h+ − b+ ≤ Ψ(1/R, ǫ).
On the other hand, we have
∆(−b− − h+ + Ψ(1/R, ǫ)g) > 0, in Bp(1),
where b− = d(q−, x) − d(p, q−). Since b+ + b− is small as long as 1/R and ǫ are
small by Lemma 3.2, by the maximum principle, we also get
h+ − b+ >≥ −(b+ + b−) − Ψ(1/R, ǫ) ≥ −Ψ(1/R, ǫ).
For the second estimate (21), taking the cut-off function γη for a Riemannian
manifold with singularity, we have∫
Bp(1)∩R
γ2η|∇h+ − ∇b+|2dv
=
∫
Bp(1)∩R
γ2η(h
+ − b+)(△b+ − △h+)dv + 2
∫
Bp(1)∩R
(b+ − h+)〈∇h+ − ∇b+,∇γη〉γηdv
≤
∫
Bp(1)∩R
(
Ψ(1/R, ǫ) γ2η |△b+| +
1
2
γ2η|∇h+ − ∇b+|2dv + 2(b+ − h+)2|∇γη|2
)
dv.
Thus ∫
Bp(1)∩R
γ2η |∇h+ − ∇b+ |2dv ≤ Ψ(1/R, ǫ)
∫
Bp(1)∩R
γ2η |△b+|dv +Cη.
Now we see∫
Bp(1)∩R
γ2η |△b+|dv
≤ |
∫
Bp(1)∩R
γ2η△b+dv| + 2supBp(1)(△b+)vol(Bp(1))
≤ |
∫
Bp(1)∩R
div(γ2η∇b+)dv| + 2
∫
Bp(1)∩R
|∇γη|dv +Cvol(Bp(1))
≤ vol(∂Bp(1)) +Cvol(Bp(1)) ≤ Cvol(Bp(1)).
Here we used (2) at the last inequality. Then (21) follows by letting η → 0.
CHEEGER-COLDING-TIAN THEORY FOR CONIC KA¨HLER-EINSTEIN METRICS 13
To get (22), we choose a cut-off function ϕ supported in Bp(1) as constructed in
Lemma 2.9. Since
1
2
∆(|∇h+ |2 − |∇b+|2) = |Hess h+|2 + Ricg(∇h+,∇h+) ≥ |Hess h+|2,(24)
and |∇h+| is bounded in the support of φ by Proposition 2.8, for u = |∇h+ |2−|∇b+|2,
we have
∆u ≥ C|∇u|2.
By Lemma 2.6 and Lemma 2.7, we have
lim
η→0
∫
Bp(1)
φγ2η∆u =
∫
Bp(1)∩R
u∆φ.
By (24), we derive (22) from (21) immediately. 
Lemma 3.5. For any η > 0, there exists δ = δ(η) having the following property:
let x, y, z be three points in Bp(1) ∩ R with
|h+(y) − h+(x) − d(x, y)| ≤ δ, |h+(x) − h+(z) ≤ δ.
γ(s)(s ∈ [0, c])) is the minimal geodesic curve connecting x, y and γs(t)(s ∈ [0, l(s)], l(s) =
d(z, γ(s))) is a family of minimal geodesic curves connecting z and γ(s). Assume
that
i) |h+ − b+|C0(Bp(1)) ≤ δ;
ii)
∫ c
0
|∇h+(γ(s)) − ∇b+(γ(s))| ≤ δ;
iii)
∫ c
0
∫ l(s)
0
|Hess h+ (γs(t))|dtds < δ.
Then
|d(z, x)2 + d(x, y)2 − d(y, z)2 | < η.(25)
Proof. Since the rectangular is convex, we can follow the proof of Lemma 9.16 in
[Ch2]. From |h+(y)−h+(x)−d(x, y)| ≤ δ, by i) we know |b+(y)−b+(x)−d(x, y)| ≤ 3δ.
Since b+ is 1-Lipschitz, we know that
s = b+(γ(s)) − b+(x) + Ψ(δ).
Combined with |h+(x) − h+(z) ≤ δ, we get
1
2
d(x, y)2 =
∫ c
0
sds
=
∫ c
0
(h+(γ(s)) − h+(x))ds + Ψ(δ)
=
∫ c
0
(h+(γs(l(s))) − h+(γs(0)))ds + Ψ(δ)
=
∫ l(s)
0
∫ c
0
〈∇h(γs(t)), γ′s(t)〉dtds + Ψ(δ).
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On the other hand,
|〈∇h(γs(t)), γ′s(t)〉 − 〈∇h(γs(l(s))), γ′s(l(s))〉|
= |
∫ l(s)
t
hess h(γ′s(τ), γ
′
s(τ))dτ|
≤
∫ l(s)
0
|hess h(γ′s(t), γ′s(t))|dt.
Hence from the condition iii), we get
1
2
d(x, y)2 =
∫ l(s)
0
∫ a
0
〈∇h(γs(l(s))), γ′s(l(s))〉dtds + Ψ(δ)
=
∫ a
0
〈∇h(γs(l(s))), γ′s(l(s))〉l(s)ds + Ψ(δ)(26)
=
∫ a
0
〈∇h(γ(s)), γ′s(l(s))〉l(s)ds + Ψ(δ).
Since |b+(y) − b+(x) − d(x, y)| ≤ 3δ, we have∫ c
0
|∇b+ − γ′(s)|ds ≤ c
∫ c
0
|∇b+ − γ′(s)|2ds
= 2c
(
c −
∫ c
0
(b+)′(γ(s))ds
)
= 2c[c − (d(q, y) − d(q, x))] ≤ 6cδ.(27)
Combined with ii) we get∫ c
0
|∇h+(γ(s)) − γ′(s)|
=
∫ c
0
|∇h+(γ(s)) − ∇b+(γ(s))|ds +
∫ c
0
|∇b+(γ(s)) − γ′(s)| ≤ 20δ.(28)
Now by the first variation formula of geodesic curve, we see that
l′(s) = 〈γ′s(l(s)), γ′(s)〉.
Then by (28), we obtain ∫ a
0
〈∇h(γ(s)), γ′s(l(s))〉l(s)ds
=
∫ a
0
l′(s)l(s)ds + Ψ(δ)
=
1
2
(d(y, z)2 − d(z, x)2) + Ψ(δ).
Therefore, combined with (26), we derive (25).

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Lemma 3.6. For any η > 0, there exists δ = δ(η) > 0,R0 = R0(η), ǫ0 = ǫ0(η) having
the following property: under the condition of Lemma 3.2, if R ≥ R0, ǫ ≤ ǫ0, then
for any three points x, y, z satisfying
|h+(y) − h+(z)| ≤ δ, |h+(x) − h+(y) − d(x, y)| ≤ δ,
we have
|d2(x, y) + d2(y, z) − d2(x, z)| ≤ η.
Proof. By Lemma 2.4 and Lemma 3.4, we get for any small positive η1∫
Bx(η1)×By(η1)×Bz(η1)
∫
∆x∗y∗z∗
|Hess h+|
≤C(n) (vol(Bx(η1)) vol(Bp(1))
∫
Bp(1)
|Hessh+|
≤C(n) (vol(Bx(η1)) vol(Bp(1))Ψ(
1
R
, ǫ).
So there are points x∗ ∈ Bx(η1), y∗ ∈ By(η1), z∗ ∈ Bz(η1), such that∫ d(x∗ ,y∗)
0
ds
∫ d(z∗,γ(s))
0
|Hess h+(γs(t))|dt ≤
(
vol(Bq(1))
vol(Bq(η1))
)2
Ψ(
1
R
, ǫ),
where γs(t) is the minimal geodesic curves connecting γ(s) and z
∗. Now we have
|h+(y∗) − h+(x∗) − d(x∗, y∗)| ≤ 2Cη1 + 2η1 + δ.
By Lemma 3.5, we know that there exist δ0 = δ0(η) > 0,R0 = R0(η), ǫ0 =
ǫ0(η), η0 = η0(η) ≤ η12 such that if δ ≤ δ0,R ≥ R0, ǫ ≤ ǫ0, η1 ≤ η0, we have
|d2(x∗, y∗) + d2(y∗, z∗) − d2(x∗, z∗)| ≤ η
2
.
As a consequence, we get
|d2(x, y) + d2(y, z) − d2(x, z)| ≤ η
2
+ 6η1 ≤ η.

Lemma 3.7. Suppose that X is a length space and x∗ is point in X. Assume that
there is a function h having the following two properties:
i) h is 1-Lipschitz with h(x∗) = 0,
ii) for any point x ∈ Bx∗(1) and t ∈ [−1, 1], there exist xt ∈ X and a minimal
geodesic γt connecting x and xt such that
h(xt) = t, d(x, xt) = |h(x) − t|.
iii) for three points x, y, z ∈ Bx∗(1) with h(x) = h(y), |h(x) − h(z)| = d(x, z), we have
d(y, z)2 = d(x, z)2 + d(x, y)2.
Then there exists a metric space Y such that
Bx∗(1)  By∗×0(1) ⊂ Y × R.
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Proof. Define Y = h−1(0) with the distance induced from X. For any x ∈ Bx∗(1),
by ii) there is a point x0 ∈ Y such that d(x, x0) = |h(x)|. We show that such point x0
is unique. Assume that x′
0
is another point, then by iii) we have
|h(x)|2 = d(x, x0)2 = d(x, x′0)2 + d(x0, x′0)2 = |h(x)|2 + d(x0, x′0)2.
It implies that x0 = x
′
0
. Now denote x0 by π(x). For any two points x, y ∈ Bx∗(1),
assuming that |h(y)| ≥ |h(x)|, we can choose a point with h(z) = h(x) and d(z, y) =
h(y) − h(x). We are going to show that π(y) = π(z). We divide into two cases. The
first case is that h(y), h(z) have the opposite signs. Denoting the minimal geodesic
connecting y and z by γ(s), there is a point w on γ(s) with h(w) = 0. By i) we know
that
|h(y) − h(z)| = d(y, z) = d(y,w) + d(w, z) ≥ |h(y)| + |h(z)|.
So we have d(y,w) = |h(y)| which implies that w = π(y) = π(z). For the second
case, denote the minimal geodesic connecting y and π(y) by γ(s). There is a point
w on γ(s) with h(w) = h(x) and d(y,w) = |h(y) − h(w)|. By iii) we know that
d(w, z) = 0 which implies that π(z) = π(w) = π(y). Now by iii) we also see that
d(x, z)2 = d(π(x), z)2 − |d(x, π(x))|2 = d(π(x), z)2 − |h(x)|2
= d(π(x), z)2 − |h(z)|2 = d(π(x), z)2 − |d(z, π(z))|2
= d2(π(x), π(z)) = d2(π(x), π(y)).
By iii) we get
d(x, y)2 = d(x, z)2 + |h(y) − h(x)|2 = d(π(x), π(y))2 + |h(y) − h(x)|2.
It follows that x → (π(x), h(x)) is a isometry. The lemma is proved. 
Now we are ready to prove Proposition 3.1.
Proof of Proposition 3.1. Denote the line in X by γ(t) and γ(0) = x∗. Let q+
i
, q−
i
∈
Mi be the points converging to γ(i), γ(−i) respectively such that
d(pi, q
+
i ) + d(pi, q
−
i ) − d(q+i , q−i ) ≤ ǫi → 0.
Denote by h+
i
the functions constructed in Lemma. h+
i
converges to a limit function
h. By Lemma 3.4, we know that
h(x) = lim
s→+∞ bs(x),
where bs(x) = d(x, γ(s)) − s. Denote
h−(x) = lim
t→−∞ d(x, γ(s)) − s.
By Lemma 3.2, we know that
h + h− = 0.
Now we show that h satisfies the conditions in Lemma 3.7. i) is obvious. For ii),
let x ∈ Bx∗(1) be any point. For t ∈ [−1, h(x)], we choose a point xst on the minima
geodesic connecting x and γ(s) with
d(x, xst ) = h(x) − t.
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Then bs(x
s
t ) = bs(x) + t − h(x). Taking si → −∞, we have xst → z. Then we have
h(z) = t.
For t ∈ [h(x), 1], we can use h−(x) instead of h(x) to obtain the point z. For iii), let
x, y, z be three points in Bx∗(1), with h(x) = h(y), |h(x) − h(z)| = d(x, z). There are
points xi, yi, zi ∈ Bpi(1) converging to x, y, z respectively such that
|h+i (x) − h+(y)| → 0, |h+i (x) − h+(z) − d(x, z)| → 0.
By Lemma 3.6, we know that
|d(xi, yi)2 + d(xi, zi)2 − d(yi, zi)2| → 0,
which means that
d(x, y)2 + d(y, z)2 = d(y, z)2.

4. Metric cone
We define the following set of Riemannian manifold with singularity
M(v, n) = {(Mn, p, g)|Ric(g) ≥ 0 in R, vol(Bp(1)) ≥ v > 0.}.
Let (Mi, pi) converge to (X, x) in the Gromov-Hausdorff sense. In this section, we
prove that every tangent cone of X is a metric cone:
Proposition 4.1. Let Tx∗X be a tangent cone at x
∗ ∈ X. Then there is a length
space Y such that
Tx∗X  C(Y).
The proof depends on the following lemmas. We start with some estimates of
approximate harmonic functions. Let (Mn, p, g) ∈ M(v, n) and q ∈ R ⊆ M and h
be a solution of the following equation,
∆h = n, in Bq(b) \ Bq(a), h|(∂Bq(b)∩R) =
b2
2
and h|∂(Bq(a)∩R) =
a2
2
.(29)
Let p =
r(q,·)2
2
.
Lemma 4.2. Suppose that
vol(∂Bq(b))
vol(∂Bq(a))
≥ (1 − ω)b
n−1
an−1
(30)
for some ω > 0. Then
1
vol(Aq(a, b))
∫
Aq(a,b)∩R
|∇p − ∇h|2dv < Ψ(ω; a, b).(31)
Moreover,
‖h − p‖L∞(Aq(a′,b′)) < Ψ(ω; a, b, a′, b′),(32)
where a < a′ < b′ < b.
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Proof. Since
∆r ≤ n − 1
r
in R,
we have
∆p = p′′ + p′∆r ≤ n, in A(a, b) ∩ R.(33)
Thus we get
1
vol(Aq(a, b))
∫
Aq(a,b)∩R
∆pdv ≤ n.(34)
On the other hand, by the monotonicity formula (2), we have
vol(Aq(a, b)) ≤ b
n − an
nan−1
vol(∂Bq(a)).
It follows by (30),
vol(Aq(a, b)) ≤ (1 − ω)−1
bn − an
nbn−1
vol(∂Bq(b)).
Since ∫
Aq(a,b)∩R
∆pdv = bvol(∂Bq(b)) − avol(∂Bq(a)),
we get
1
vol(Aq(a, b))
∫
A(a,b)∩R
∆pdv
≥ (1 − ω) nb
n−1
bn − an
(
b − avol(∂Bq(a))
vol(∂Bq(b))
)
.
Hence we derive immediately,
1
vol(Aq(a, b))
∫
Aq(a,b)∩R
∆pdv ≥ n + Ψ(ω; a, b)).(35)
By (34) and (35), we have∫
Aq(a,b)∩R
|∆p − n|dv < vol(Aq(a, b))Ψ(ω; a, b).(36)
From
0 =
∫
Aq(a,b)∩R
γ2ǫ |∇(p − h)|2 + 2
∫
Aq(a,b)∩R
(p − h)γǫ〈∇γǫ ,∇(p − h)〉
+
∫
Aq(a,b)∩R
(p − h)γ2ǫ (∆p − ∆h),
and∫
Aq(a,b)∩R
(p−h)γǫ 〈∇γǫ ,∇(p−h)〉 ≤ C

∫
Aq(a,b)∩R
|∇γǫ |2
∫
Aq(a,b)∩R
γ2ǫ |∇(p − h)|2

1
2
,
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we get ∫
Aq(a,b)∩R
γ2ǫ |∇(p − h)|2 ≤ C
∫
Aq(a,b)∩R
|∆p − n| +Cǫ.
Then by (36), we obtain (31).
Applying the following Lemma 4.3 to the function p − h together with the esti-
mate (31), we see that
1
vol(Aq(a, b))
∫
Aq(a,b)∩R
|p − h|2dv < Ψ(ω; a, b).
Then for any point x ∈ Aq(a′, b′) ∩ R, there is a point y ∈ Bx(η) ∩ R such that
|p(y) − h(y)|2 ≤ vol(Aq(a, b))
vol(Bx(η))
1
vol(Aq(a, b))
∫
Aq(a,b)
|p − h|2dv
<
C(Λ, b)
ηn
Ψ(ω; a, b).
On the other hand, by Proposition 2.8, we have
|(p(x) − h(x)) − (p(y) − h(y))| ≤ (‖∇h‖C0 (Aq(a′−η,b′+η)) + 1)dist(x, y)
≤ C(a, b, a′ − η, b′ + η)η.
Thus we derive
|p(x) − h(x)|
<
C(Λ, b)
ηn
Ψ(ω; a, b) +C(a, b, a′ − η, b′ + η)η.
Choosing η = Ψ
1
n+1 , we prove (32). 
Lemma 4.3. Let f ∈ L∞(Aq(a, b)) be a locally Lipschitz function in Aq(a, b)
⋂R
and f |∂Aq(a,b)∩R = 0, then there is a positive number λ1 ≤ C(b, n) such that
λ1
∫
Aq(a,b)∩R
f 2 ≤
∫
Aq(a,b)∩R
|∇ f |2.
Proof. As in the proof of Lemma 3.2, let Gb be the function satisfying ∆Gb ≥ 1.
We have ∫
Aq(a,b)∩R
f 2 ≤
∫
Aq(a,b)∩R
f 2∆Gb.
Let γη be the cut-off function, then we have∫
Aq(a,b)∩R
f 2γη∆Gb = −
∫
Aq(a,b)∩R
2 f 〈∇ f ,∇Gb〉γη −
∫
Aq(a,b)R
f 2〈∇Gb,∇γη〉.
≤ C(b, n)

∫
Aq(a,b)∩R
f 2

1
2

∫
Aq(a,b)∩R
|∇ f |2

1
2
+Cη.
Taking η → 0, we get∫
Aq(a,b)∩R
f 2∆Gb ≤ C(b, n)
∫
Aq(a,b)R
|∇ f |2.
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It follows that ∫
Aq(a,b)∩R
f 2 ≤ C(b, n)
∫
Aq(a,b)R
|∇ f |2.

Furthermore, we have
Lemma 4.4. Under the condition in Lemma 4.2, it holds
1
vol(Aq(a′, b′))
∫
Aq(a′,b′)∩R
|Hess h − g|2dv
< Ψ(ω; a, b, a′, b′),(37)
where a < a′ < b′ < b.
Proof. First observe that
|Hess h − g|2 = |Hess h|2 + (n − 2∆h).
Let ϕ be a cut-off function of Aq(a, b) as constructed in Lemma 2.9 which satisfies,
1) ϕ ≡ 1, in Aq(a′, b′) ∩ R;
2) |∇ϕ|, |△ϕ| is bounded in Aq(a, b) ∩ R.
Then
1
vol(Aq(a, b))
∫
Aq(a,b)∩R
ϕ|Hess h − g|2dv
=
1
vol(Aq(a, b))
∫
Aq(a,b)∩R
ϕ|Hess h|2dv
− 1
vol(Aq(a, b))
∫
Aq(a,b)∩R
nϕdv.(38)
By the Bochner formula Lemma 2.6 and Lemma 2.7, we have
2
vol(Aq(a, b))
∫
Aq(a,b)∩R
ϕ|Hess h|2dv ≤ 1
vol(Aq(a, b))
∫
Aq(a,b)∩R
ϕ∆|∇h|2dv
=
1
vol(Aq(a, b))
∫
Aq(a,b)∩R
|∇h|2∆ϕdv(39)
By Lemma 4.2 and Lemma 2.6, we have
1
vol(Aq(a, b))
∫
Aq(a,b)
|∇h|2∆ϕdv ≤ 1
vol(Aq(a, b))
∫
Aq(a,b)
|∇p|2∆φdv + Ψ(ω; a, b, a′, b′)
=
2
vol(Aq(a, b))
∫
Aq(a,b)
p∆ϕdv + Ψ(ω; a, b, a′, b′)
=
2
vol(Aq(a, b))
∫
Aq(a,b)
φ∆pdv + Ψ(ω; a, b, a′, b′)(40)
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It follows from (38), (39) and (40),
1
vol(Aq(a1, b1))
∫
Aq(a1 ,b1)∩R
|Hess h − g|2dv
≤ C(a1, b1, a, b)
vol(Aq(a, b))
∫
Aq(a,b)∩R
ϕ|Hess h − g|2dv
≤ C(a1, b1, a, b)
vol(Aq(a, b))
∫
Aq(a,b)∩R
ϕ(∆p − n)dv + Ψ(ω; a, b, a′, b′)
≤ Ψ(ω; a, b, a′, b′).
Here we used (33) at last inequality. 
Lemma 4.5. Given b > a > 0, for any ǫ > 0, there exits δ > 0 such that the
following holds: let x, y ∈ Aq(a, b) be two points with d(x, y) ≤ r(y) − r(x) + δ,
γ(s)(0 ≤ s ≤ c) be the unique geodesic connecting x and y, and γs(t) be a family of
geodesic curves connecting z and γ(s). Suppose that
i) |h − p|C0(Aq(a,b)) ≤ δ;
ii)
∫ c
0
|∇h(γ(s)) − ∇p| ≤ δ;
iii)
∫ c
0
∫ l(s)
0
|Hess h − g|dtds ≤ δ
where r(·) = dist(q, ·). Then
|d(z, y)2r(x) − d(x, z)2r(y) + r(z)2(r(y) − r(x)) − r(x)r(y)(r(y) − r(x))| < ǫ.(41)
Proof. From d(x, y) ≤ r(y) − r(x) + δ, we know that |r(γ(s)) − (r(x) + s)| ≤ δ. Then
by i) we get
|h(γ(s)) − (r(x) + s)
2
2
| ≤ C(b)δ.(42)
From
h(γs(l(s))) − h(z) =
∫ l(s)
0
d
dt
h(γs(t)),
d
dt
h(γs(t))|t=l(s) −
d
dt
h(γs(t)) =
∫ l(s)
t
Hess h(γ′s(τ), γ
′
s(τ),
we have
l(s)h′(γs(l(s))) = h(γs(l(s))) − h(z) −
l2(s)
2
+
∫ l(s)
0
dt
∫ l(s)
t
(Hess h(γ′s(τ), γ
′
s(τ)) − g(γ′s(τ), γ′s(τ)))dτ.
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From (42), we get
l(s)h′(γs(l(s))) =
(r(x) + s)2 − r2(z)
2
+
l2(s)
2
+
∫ l(s)
0
dt
∫ l(s)
t
(Hess h(γ′s(τ), γ
′
s(τ)) − g(γ′s(τ), γ′s(τ)))dτ + Ψ(δ).
Hence we derive∫ c
0
(
2l(s)h(γ′s(l(s)))
(s + r(x))2
− l
2(s)
(s + r(x))2
)
ds = a +
r2(z)
r(x) + c
− r
2(z)
r(x)
+
∫ c
0
ds
(r(x) + s)2
∫ l(s)
0
dt
∫ l(s)
t
(Hess h(γ′s(τ), γ
′
s(τ)) − g(γ′s(τ), γ′s(τ)))dτ + Ψ(δ).
By iii), we get∫ a
0
(
2l(s)h′(γs(l(s)))
(s + r(x))2
− l
2(s)
(s + r(x))2
)
ds = c +
r2(z)
r(x) + c
− r
2(z)
r(x)
+
Ψ(δ)
r(x)2
.(43)
Since d(x, y) ≤ r(y) − r(x) + δ, we have∫ c
0
|∇d(q, .) − γ′(s)|ds ≤ c
∫ c
0
|∇d(q, .) − γ′(s)|2ds = 2c
(
c −
∫ c
0
d′(q, γ(s))ds
)
= 2c[c − (d(q, y) − d(q, x))] ≤ 2cδ.(44)
Combined with ii) we get∫ c
0
|∇h(γ(s)) − r(γ(s))γ′(s)|(45)
=
∫ c
0
|∇h(γ(s)) − ∇p|ds +
∫ c
0
|∇p − r(γ(s))γ′(s)| ≤ C(b)δ.
By the first variation formula,
l′(s) = 〈γ′s(l(s)), γ′(s)〉,
Now from (45) we get∫ c
0
(
l2(s)
s + r(x)
)′
ds
=
∫ c
0
(
2l(s)l′(s)
s + r(x)
− l
2(s)
(s + r(x))2
)
ds
=
∫ c
0
(
2l(s)(s + r(x))〈γ′s(l(s)), γ′(s)〉
(s + r(x))2
− l
2(s)
(s + r(x))2
)
ds
=
∫ c
0
(
2l(s)〈γ′s(l(s)),∇h(γ(s))〉
(s + r(x))2
− l
2(s)
(s + r(x))2
)
ds + Ψ(δ)
=
∫ a
0
c
(
2l(s)h′(γs(l(s)))
(s + r(x))2
− l
2(s)
(s + r(x))2
)
ds + Ψ(δ).
Combined with (43), we get (41) immediately.

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Lemma 4.6. Given b > ǫ > 0, there exits δ > 0 such that the following holds:
assume that x, y ∈ Aq(ǫ, b) with d(x, y) ≤ r(y) − r(x) + δ and h satisfying
i) |h − p|C0(Aq(ǫ,b)) ≤ δ;
ii)
∫
Aq(
ǫ
8
,b)
|∇h − ∇p| < δ << 1;
iii)
∫
Aq(
ǫ
8
,b)
|Hess h − g|dtds < δ << 1.
Then for any z ∈ Aq(ǫ, b), we have
|d(z, y)2r(x) − d(x, z)2r(y) + r(z)2(r(y) − r(x)) − r(x)r(y)(r(y) − r(x))| < ǫ.(46)
Proof. From Lemma 4.4 and , we know that there exists x′ ∈ Bx(η), y′ ∈ By(η), z′ ∈
Bz(η), such that ∫
γx′y′
|∇h(γ(s)) − ∇p|χAq( ǫ8 ,b) ≤ δ;∫
∆x′ ,y′ ,z′
|Hess h − g|χAq( ǫ8 ,b) ≤ δ
If the geodesics γs(t) all lies in Aq(
ǫ
8
, b), the result follows from Lemma 4.5. Now,
we define
s0 = sup{s|d(q, γs) ≤ ǫ
8
}.
Denoting γ(s0) by w, we have
|d(w, z′) − (r(w) + r(z′))| ≤ ǫ
4
.
It follows that
d(z′, x′) ≥ d(z′,w) − d(x′,w) ≥ r(w) + r(z′) − ǫ
4
− s0.
Since |r(w) − r(x′) − s0| ≤ δ + 110 ǫ, we have
d(z′, x′) ≥ r(x′) + r(z′) − ǫ
2
− δ.
Applying Lemma 4.5 to w, y′, z′, we have
|d(z′, y′)2r(w)−d(w, z′)2r(y′)+r(z′)2(r(y′)−r(w))−r(w)r(y′)(r(y′)−r(w))| = Ψ(δ|b).
The lemma is proved. 
Lemma 4.7. For any η > 0, there is ω = ω(η, a, b) such that the following holds:
if
vol(∂Bp(b))
vol(∂Bp(ω))
≥ (1 − ω) b
n−1
ωn−1
,
and x, y, z ∈ Ap(a, b) satisfies d(x, y) ≤ r(y) − r(x) + ω, then we have
d(z, y)2r(x) − d(x, z)2r(y) + r(z)2(r(y) − r(x)) − r(x)r(y)(r(y) − r(x)) < η.
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Lemma 4.8. Given a < c < b. For any η > 0, there exists ω = ω(a, b, c, η, n) such
that the following is true: if
vol(∂Bp(b))
vol(∂Bp(a))
≥ (1 − ω)b
n−1
an−1
,(47)
then for any point q on ∂Bp(c), there exists q
′ on ∂Bp(b) such that
d(q, q′) ≤ b − a + η.(48)
Proof. We prove by contradiction. If there is point q ∈ ∂Bp(c) such that
d(q, x) ≥ b − c + η, (∀x ∈ ∂Bp(b)),
we can choose another point q1 ∈ R
⋂
Bq(
η
3
) such that
d(q, x) ≥ b − c + η
3
, (∀x ∈ ∂Bp(b)).
Since the R is convex, we know that every minimal geodesic connecting p and
x ∈ ∂Bp(b) has no intersection with Bq1(η6 ). Then there is some
η
4
< r <
η
3
such
that
volBq1(
η
3
) ∩ S p(c + r) ≥ c(n)ηn−1volAp(a, b).(49)
Using the monotonicity formula (2), we get
volS p(b) ≤ vol(S p(a + r) \ Bq1(
η
3
))
bn−1
(a + r)n−1
≤ (volS p(a + r) − c(n)ηn−1volAp(a, b)) b
n−1
(a + r)n−1
,(50)
which is a contradiction.

Lemma 4.9. Suppose X is a length space and x∗ is a point in X. Assume that for
any x ∈ Bx∗(1) there exists y ∈ ∂Bx∗(1) and a minimal geodesic γ(t) from x∗ and y
containing x. Moreover, we assume that for any four points y1, y2, z1, z2 with
d(x∗, zi) = d(x∗, yi) + d(yi, zi)(1 ≤ i ≤ 2),
we have
d2(x∗, y1) + d2(x∗, y2) − d2(y1, y2)
d(x∗, y1)d(x∗, y2)
=
d2(x∗, z1) + d2(x∗, z2) − d2(z1, z2)
d(x∗, z1)d(x∗, z2)
.(51)
Then there exists a metric space Y such that
Bx∗(1)  Bo(1) ⊂ Bo(C(Y)).
Proof. Let Y be the set of all minimizing geodesics γ : [0, 1] → X with γ(0) = x∗.
Then we can check the isometry directly. 
To get the condition of almost volume, we use the following lemma.
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Lemma 4.10. Given 0 < a < b, for any ω > 0, there exists N = N(b, v, ω),
such that for any sequence of ri(1 ≤ i ≤ N) satisfying ari ≥ bri+1 and (M, p) ∈
M(n, k, v), there is some j ∈ [1,N] such that
vol(Ap(br j))
vol(Ap(ar j))
≥ (1 − ω)b
n−1
an−1
.
Proof of Proposition 4.1. We need to verify the conditions in Lemma 4.9 for
(Tx∗X, ωx, x
∗) = lim
i→∞
(X,
d
r2
i
, x∗).
Let x ∈ Bx∗(1, ωx∗ ) with d(x∗, x) = 2a > 0. For any ǫ > 0, let ω = ω(ǫ) be
the constant determined in Lemma 4.8. By Lemma 4.10, we know that there is a
subsequence of r ji → 0 such that
vol(Ap(r ji ))
vol(Ap(ar ji ))
≥ (1 − ω) 1
an−1
.
So by Lemma 4.8, there is a point qi ∈ Bpi(1) with d(qi, pi) ≤ 1 − a + η. Denoting
the limit of qi by yη, we have 1 − a ≤ d(x, yη) ≤ 1 − a + η. Since η is arbitrary, we
will find a point y with d(x, y) = 1− a.Moreover, applying Lemma 4.7 to y1, z1, z2,
and y1, y2, z2, we know that
d2(z1, z2)r(y1) + d
2(x∗, z2)(r(z1) − r(y1)) − d2(y1, z2)r(z1) = r(y1)r(z1)(r(z1) − r(y1))
and
d2(y1, z2)r(y2)+d
2(x∗, y1)(r(z2)− r(y2))−d2(y1, y2)r(z2) = r(y2)r(z2)(r(z2)− r(y2)).
Combined these two identity, we get (51). 
5. Volume convergence
In this section, we will prove a local version of volume convergence as in [Co].
Let M be a Riemannian manifold with singularity and Ric(g) ≥ 0 in R.
Proposition 5.1. Given ǫ > 0, there exist R = R(ǫ, n) > 1 and δ = δ(ǫ, n) such that
if Bp(R) ⊂ M satisfies
dGH(Bp(R), B0(R)) < δ,(52)
then we have
vol(Bp(1)) ≥ (1 − ǫ)vol(B0(1)).(53)
Proof. We need to construct a Gromov-Hausdorff approximation map by using
harmonic functions constructed in Section 2. Choose n points qi in Bp(R) which is
close to Rei in B0(R), respectively. Let li(q) = d(q, qi) − d(qi, p) and hi a solution
of
∆hi = 0, in B1(p),
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with hi = li on ∂B1(p) ∩ R. Then by Lemma 3.4, we have
1
vol (Bp(1))
∫
Bp(1)
|Hess hi |2 < Ψ(1/R, δ).
By using an argument in [Co], it follows
1
vol (Bp(1))
∫
Bp(1)∩R
|〈∇hi,∇h j〉 − δi j| < Ψ(1/R, δ).(54)
Define a map by h = (h1, h2, ..., hn). It is easy to see that the map h is a Ψ(
1
R
, δ)
Gromov-Hausdorff approximation to Bp(1) by using the estimate (20) in Lemma
3.4. Since h maps ∂Bp(1) nearby ∂B0(1) with distance less than Ψ, by a small
modification to h we may assume that
h : (Bp(1), ∂Bp(1)) −→ (B0(1 − Ψ), ∂B0(1 − Ψ)).
Now we can use the same degree argument in [Ch] to show that the image of
h contains B0(1 − Ψ) . By using Vitali covering lemma, there exists a point x in
Bp(
1
8
) ∩ R such that for any r less than 1
8
it holds
1
vol (Bx(r))
∫
Bx(r)∩R
|Hess hi | < Ψ(55)
and
1
vol (Bx(r))
∫
Bx(r)∩R
|〈∇hi,∇h j〉 − δi j | < Ψ.(56)
Let η = Ψ
1
2n+1 . For any y with d(x, y) = r < 1
8
, applying Lemma 3, we get from
(55), ∫
Bx(ηr)×By(ηr)
∫
γzw
|Hess hi(γ′, γ′)|
< r
(
vol (Bx(ηr)) + vol (By(ηr))
)
vol (Bx(r))Ψ.
It follows that∫
Bx(ηr)∩R
Q(r, η)
∫
By(ηr)∩R
∫
γzw
Σ
n
i=1|Hess hi(γ′, γ′)| + |〈∇hi,∇h j〉 − δi j|

< vol (Bx(ηr))Ψ,
where Q(r, η) =
volBx(ηr)
r
(
vol (Bx(ηr))+vol (By(ηr))
)
volBx(r)
. Consider
Q(r, η)
∫
By(ηr)∩R
∫
γzw
Σ
n
i=1Hess |hi(γ′, γ′)| + |〈∇hi,∇h j〉 − δi j|
as a function of z ∈ Bx(ηr). Then one sees that there exists a point x∗ ∈ Bx(ηr) ∩ R
such that
|〈∇hi,∇h j〉(x∗) − δi j| < Ψ(57)
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and
Σ
n
i=1
∫
By(ηr)∩R
∫
γx∗w
|Hess hi(γ′, γ′)| < rvol (Bx(r))η−nΨ.(58)
Moreover by (58), we can find a point y∗ ∈ By(ηr) such that
Σ
n
i=1
∫
γx∗y∗
|Hess hi(γ′, γ′)| < ηr.(59)
By a direct calculation with help of (57) and (59), we get
(h(x∗) − h(y∗))2 = (1 + Ψ 12n+1 )r2.(60)
This shows that h(x) , h(y) for any y with d(y, x) ≤ 1
8
. On the other hand, for any
y with d(y, x) ≥ 1
8
, it is clear that h(x) , h(y) since h is a Ψ Gromov-Hausdorff
approximation. Thus we prove that the pre-image of h(x) is unique. Therefore the
degree of h is 1, and consequently, B0(1 − Ψ) ⊂ h(Bp(1)). The lemma is proved
because the volume of Bp(1) is almost same to one of h(Bp(1)) by (54). 
6. Structure of limit spaces
6.1. Real case. Let (Mi, gi) be a sequence of Riemannian manifolds with singu-
larity inM(V,D, n) and (Mi, gi)→ (X, d).
Theorem 6.1. Every tangent cone of X is a metric cone. There is a decomposition
of X into R ∪ S and S = S2n−2. Moreover, we have dimSk ≤ k.
Proof. For any (M, g) ∈ M(V,D, n), by the volume comparison, we have
vol(Bp(1))
V
≥ vol(Bp(1))Hn(M) ≥
1
Dn
.
Now by Proposition 4.1, we know that every tangent cone is a metric cone. By the
argument in [CC2], we get S = S2n−2 and dimSk ≤ k. 
From this theorem and Proposition 5.1, we have
Proposition 6.2. Denote byHn the n-dimensional Hausdorff measure, then
lim
i→∞
Hn(Mi) = Hn(X).
6.2. Ka¨hler case. Now let Mn be a Ka¨hler manifold, ω be a conic Ka¨hler-Einstein
metric on M:
Ric(ω) = tω + 2π
k∑
i=1
(1 − βi)Di,
where t is a positive constant and Di are simple normal crossing divisors in M. For
any δ > 0,V > 0, denote byM(n, k, δ,V) the following set:
{(Mn, ω) |ωa conic Ka¨hler-Einstein metric with t ∈ [δ, δ−1],
∫
M
ωn ≥ V}
Lemma 6.3. Any manifold M with a conic Ka¨hler-Einstein metric ω is a Riemann-
ian manifold with singularity.
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Proof. The convexity in Definition 1.4 follows from Theorem 1.1 in [D]. The
existence of cut-off function is standard. To get the solution of Dirichlet problem,
we use the approximation of ω by smooth Ka¨hler metrics with Ricci curvature
bounded from below. By Proposition 1.1 in [D] or Theorem 2.1 in [TW], there
is a sequence of smooth Ka¨hler metrics ωi satisfying ωi → ω smoothly outside
D =
⋃k
i=1 Di and Ric(ωi) ≥ −Cωi for some constant depending on (M, ω). Let hi
be the solution of {
∆ωihi = 0,
hi |∂U = b|∂U .
By Lemma 2.8 , we know that for any V ⊂⊂ U, hi is uniformly Lipschitz on V . For
Ω ⊂⊂ U⋂R, there exists a constant C = C(Ω) such that |∇hi |Ω ≤ C. So we can
take the limit of hi to get h. 
Theorem 6.4. For any limit space X of conic Ka¨hler-Einstein metrics inM(n, k, δ,V),
every tangent cone of X is a metric cone. There is a decomposition of X into R∪S
and S = S2n−2. Moreover, S2k+1 = S2k and dimS2k ≤ 2k.
Proof. Since M \ D is convex, we know that diam(M, ω) ≤
√
2n−1
δ
. By the above
lemma, we know that
M(n, k, δ,V) ⊆ M(V,
√
2n − 1
δ
, 2n).
To prove that S2k+1 = S2k, we use the proof of Theorem 9.1 in [CCT]. For the
function h+ constructed before Lemma 3.4, we say that ∇h+ is an almost splitting
direction. By Lemma 6.5 below, we know that if ∇h+ is an almost splitting di-
rection, J∇h+ is also an almost splitting direction. So the the splitting direction is
almost J−invariant. It follows that S2k+1 = S2k. 
Lemma 6.5. Under the conditions of Lemma 4.2, for a vector field X on Ap(a, b)
which satisfies
|X|C0(Ap(a,b)) ≤ C,
1
vol(Ap(a, b))
∫
Ap(a,b)
|∇X|2dv ≤ δ,(61)
there exists a harmonic function θ defined in Ap(a
′, b′) such that
1
vol(Ap(a′, b′))
∫
Ap(a′,b′)
|∇θ − X|2dv < Ψ(ω, δ; a, b, a′, b′),(62)
and
1
volAp(a1, b1)
∫
Ap(a1,b1)
|Hess θ|2dv
≤ Ψ(ω, δ; a, b, a′ , b′, a1, b1),(63)
where Ap(a1, b1) is an even smaller annulus in Ap(a
′, b′).
Proof. Let h be the harmonic function constructed in (29) and θ1 = 〈X,∇h〉. Then
∇θ1 = 〈∇X,∇h〉 + 〈X,Hess h〉,
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It follows ∫
Ap(a,b)∩R
|∇θ1 − X|2dv
≤ 2
∫
Ap(a,b)∩R
(〈∇X,∇h〉2dv + 〈X,Hess h − g〉2)dv.
Thus by (61) and Lemma 4.4, we get
1
vol(Ap(a, b))
∫
Ap(a,b)∩R
|∇θ1 − X|2dv ≤ Ψ.(64)
Let θ be a solution of equation,
∆θ = 0, in Ap(a, b) ∩ R,(65)
with θ = θ1 on ∂Ap(a, b) ∩ R. Then
0 =
∫
Ap(a,b)
div
(
γη(θ − θ1)X
)
dv
=
∫
Ap(a,b)
(
(θ − θ1)〈∇γη, X〉 + 〈∇θ − ∇θ1, X〉 + (θ − θ1)divX
)
dv
Since ∫
Ap(a,b)
(θ − θ1)〈∇γη, X〉dv ≤ C

∫
Ap(a,b)
|∇γη|2div

1
2
≤ C √η,
taking η → 0 we have ∫
Ap(a,b)∩R
〈∇θ − ∇θ1, X〉dv ≤ Ψ.(66)
On the other hand, from
0 =
∫
Ap(a,b)
div
(
γ2η(θ1 − θ)∇θ
)(67)
=
∫
Ap(a,b)
γ2η〈∇θ1 − ∇θ,∇θ〉 + 2
∫
Ap(a,b)
γη(θ1 − θ)〈γη,∇θ〉
≤
∫
Ap(a,b)
γ2η〈∇θ1 − ∇θ,∇θ〉 +
√
η
∫
Ap(a,b)
γ2η|∇θ|2dv +
C√
η
∫
Ap(a,b)
|∇γη|2dv,
we get
(1 − √η)
∫
Ap(a,b)
γ2η|∇θ|2dv ≤
∫
Ap(a,b)
γ2η〈∇θ,∇θ1〉dv +C
√
η
≤ 1
2
∫
Ap(a,b)
γ2η|∇θ|2dv +
1
2
∫
Ap(a,b)
γ2η |∇θ1|2dv +C
√
η.
Taking η → 0, we have∫
Ap(a,b)
|∇θ|2dv ≤
∫
Ap(a2,b2)
|∇θ1|2dv < C.
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Hence, ∫
Ap(a,b)
|∇θ − X|2dv
=
∫
Ap(a,b)
(|∇θ|2 + |X|2 − 2〈∇θ, X〉)dv
=
∫
Ap(a,b)
(〈∇θ,∇θ1〉 + |X|2 − 2〈∇θ, X〉)dv
=
∫
Ap(a,b)
(〈∇θ1 − X,∇θ〉 + 〈X, X − ∇θ1〉 + 〈X,∇θ1 − ∇θ〉)dv.
Therefore, combining (61) and (66), we derive (62) immediately.
To get (63), we choose a cut-off function φ which is supported in Ap(a, b) with
bounded gradient and Lapalacian as in Lemma 2.9. Then by the Bochner identity,
we have ∫
Ap(a,b)
1
2
φ∆|∇θ|2dv =
∫
Ap(a,b)
φ(|hess θ|2 + Ric(∇θ,∇θ))dv.
Since ∫
Ap(a,b)
1
2
φ∆|X|2dv = −
∫
Ap(a,b)
〈∇φ, 〈X,∇X〉〉dv,
we obtain∫
Ap(a,b)
φ(|Hess θ|2dv ≤
∫
Ap(a,b)
1
2
φ∆(|∇θ|2 − |X|2)dv +Cδ.
Therefore, by Lemma 2.6, we derive (63) from (62). 
Let (Mi, ωi) be a sequence of conic Ka¨hler-Einstein metrics inM(n, k, δ,V):
Ric(ωi) = tiωi +
k∑
j=1
(1 − β j
i
)Di.
Assuming that there is 0 < ǫ, 0 < T < 1 such that β
j
i
∈ [ǫ, T ], we can characterize
the cone angle in the limit space.
Proposition 6.6. If there is a tangent cone TxX  Cβ¯ × R2n−2, we have
1 − β¯ =
k∑
j=1
mi(1 − β j∞),
where β
j
∞ is the limit of β
j
i
.
Proof. We use the arguments in [Ti]. Assume that
(Cx, x, ωx) = lim
i→∞
(X,
d
r2
i
, pi).
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Using the estimate in section 3 and section 4, as Theorem 2.37 in [CCT], there are
ǫi → 0 and maps (Φi, ui) : Bpi(52 , r−2i ωi)→ B0(52 ) such that∫
|z|≤1
|V(z) − 2πγ|dz ≤ ǫi,
where V(z) is the volume of Σz = Φ
−1(z) ∩ u−1
i
[0, 1]. K−1
M
restricts to a line bundle
on Σz whose curvature Ω is
Ric(r−2j ω j) = t jω j + 2π
∑
(1 − βij)Di.
Let π : SΣz → Σz be the unit circle bundle, then
π∗Ω = dθ.
Since K−1
M
is topologically equivalent to TΣz , there is a section v of K
−1
M
which is
equal to the outward unit normal of ∂Σz along the boundary of Σz and has nonde-
generate zeroes outside Σz \ ∪D ji . Put
s =
v
||v|| : Σz \ (D
j
i
∪ v−1(0)) → SΣz.
By Stokes theorem, we have∫
Σz\∪D ji
Ω =
∫
∂Σz
s∗θ −
∑
ν(p)=0 or p∈∪D j
i
lim
δ→0
∫
∂Bδ(p,r
−2
j
ω j)
s∗θ.
It follows that
β¯ − χ(Σz) +
∑
mi(1 − βij) = o(1).
Since χ(Σz) ≤ 1, we must have χ(Σz) = 1, and
1 − β¯ =
∑
mi(1 − βij) + o(1).
Taking j → ∞, we get
1 − β¯ =
∑
mi(1 − βi∞).

References
[A] L. Ambrosio, N. Gigli and G. Savar, Metric measure spaces with Riemannian Ricci curvature
bounded from below, Duke Math. Journal, 163 (7) (2014), 1405-1490.
[Ba] R. Bamler, Structure theory of singular spaces, preprint, arXiv:1603.05236.
[Ch] J. Cheeger, Degeneration of Riemannian metrics under Ricci curvature bounds, Scuola Nor-
male Superiore, Pisa (2001).
[Ch3] J. Cheeger, Integral bounds on curvature, elliptic estimates and rectifiability of singular sets,
Geom. Funct. Anal., 13 (1) (2003), 20-72.
[CC1] J. Cheeger and T. Colding, Lower bounds on Ricci curvature and almost rigidity of warped
product, Ann. of Math., 144 (1) (1996), 189-237.
[CC2] J. Cheeger and T. Colding, On the strcuture of spces with Ricci curvature bouned below I, J.
Differential Geom., 46 (3) (1997), 406-480.
[CC3] J. Cheeger and T. Colding, On the strcuture of spces with Ricci curvature bouned below II, J.
Differential Geom., 54 (1) (2000), 13-35.
[CCT] J. Cheeger, T. Colding and G. Tian, On the singularities of spaces with bounded Ricci curva-
ture, Geom. Funct. Anal., 12 (5) (2002), 873-914.
32 GANG TIAN, FENGWANG
[Co] T. Colding, Ricci curvature and the volume convergence, Ann. of Math., 145 (3) (1997), 477-
504.
[D] V. Datar, On convexity of the regular set of conical Ka¨hler-Einstein metrics, Math. Res. Lett.,
23 (1) (2016), 105-126.
[G] N. Gigli, The splitting theorem in non-smooth context, preprint, arXiv:1302.5555.
[Gi] N. Gigli and G. Philippis, From volume cone to metric cone in the non smooth setting, preprint,
arXiv:1512.03113.
[HKX] H. Bo, M. Kell and C. Xia: Harmonic functions on metric measure spaces, preprint,
arXiv:1308.3607.
[LTW] C. Li, G. Tian and F. Wang, On Yau-Tian-Donaldson conjecture for singular Fano varieties,
preprint, arXiv:1711.09530.
[P] G. Philippis and N. Gigli, Non-collapsed spaces with Ricci curvature bounded from below,
preprint, arXiv:1708.02060.
[TW] G. Tian and F. Wang, On the existence of conic Ka¨hler-Einsten metrics, preprint.
[Ti] G. Tian, K-stability and Ka¨hler-Einstein metrics, Communications on Pure and Applied Math.,
68 (7) (2015), 1085-1156.
