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Topic:  Hardware in the Loop (HIL) Simulation for Smartphone-guided 
Autonomous Systems. 
1 Abstract 
 My bachelor thesis focuses on implementing a Hardware in the Loop (HIL) simulation for a 
quadcopter controlled by an Android smartphone. The HIL simulation will be able to test the software 
running on an Android smartphone by simulating a virtual quadcopter on the computer without the 
need to use an actual quadcopter. To accomplish this I will have to modify my team’s existing simulation 
to allow for the communication between the smartphone and simulation. At the completion of my work 
the HIL simulation will allow the testing of different aspects of the Android application, such as the 
tracking of an object and the flying of the quadcopter, interacting with a virtual quadcopter. This will 
allow changes to be made quicker with rapid feedback and a testing environment which is a safer and 
cheaper, since testing will no longer require the use of an actual quadcopter.  
2 Background 
The opportunity to work on this project for my Bachelors Thesis with the company MBDA 
Deutschland and with the University of Applied Sciences Munich on a Hardware in the Loop simulation 
presented itself in the beginning of fall 2013 at my home university of Cal Poly, San Luis Obispo through 
my professor at the time, Dr. Franz Kurfess. This opportunity would require that I work in Munich, 
Germany with other students from the University of Applied Sciences Munich who are also working on 
other aspects of the project I would be joining. As a student looking to study abroad, this project would 
allow me to both travel and stay on top of my schooling at the same time. The project was also 
interesting in that I would be taking an existing real world system and applying a simulation that would 
allow quicker feedback times so that it would not be necessary to test with the quadcopter. These were 
the main reasons on why I chose this topic for my Bachelors Thesis. 
The first part of my project would begin while I was still in San Luis Obispo, California. Since I did 
not have access to the source code for the project from MBDA, I spent my time learning some 
background knowledge about Matlab and their simulation tool called Simulink. This was accomplished 
by doing small projects that would explore different examples of what tools these programs offered. 
This greatly helped me succeed later in the project since my Matlab/Simulink knowledge was at the 
basics level. When I arrived in Munich in mid-March, work immediately began on the actual simulation 
and I was able to jump right in. This involved gaining the source code and meeting the students with 
whom I would be working on this project as well as being brought up to speed on the status of the 
current project. 
 The team I would be joining has been working on this quadcopter since October 2012. The 
student with whom I would be working the most and who has spent a good portion of time on this 
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project is Siegfried Ippisch. Mr. Ippisch was my main contact within this project and helped me 
understand the topics that I had questions on. Besides Mr. Ippisch, approximately seven other people 
have worked on this project off and on since its inception. The project’s main goals are to build and 
deploy a quadcopter tracking solution with the use of low cost commercial off-the-shelf (COTS) 
hardware. This could then be used in the field for various applications from search and rescue to use in 
an active combat zone. The need to have a HIL simulation would allow my team to test their algorithms 
on the Android smartphone without the need for the physical quadcopter. At the point where I would 
be joining in on this project, the team already had a working prototype and has made substantial 
progress towards their end goal. My thesis work would expand on the work they have accomplished and 
allow them to have quicker iterations on changes in their different algorithms for the Android 
smartphone through the use of a HIL simulation.  
3 Basics 
3.1 Quadcopter 
 
Figure 3-1 Picture of what our quadcopter looks like with attached FTDI board and smartphone 
 
A quadcopter is a small aerial vehicle, usually unmanned, that is popular among hobbyists for its 
stable and unique platform on which you can attach cameras as well as other payloads. In our case, 
MBDA is interested in using a quadcopter to mount a smartphone on and use the ever growing 
computing power of the smartphone to run an application to both control the quadcopter and to track 
an object in real-time with the smartphone’s high resolution camera. Some basics on how flying a 
quadcopter work are diagrammed in the following pictures. 
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Figure 3-2 Diagram of quadcopter showing its different axes 
 
Figure 3-3 Diagram of quadcopter controller showing which control stick corresponds to what 
It is important to note that not every variable has the same units being changed by the controller. 
For both Pitch and Roll the units that change are in radians which cause the quadcopter to tilt either 
forward/backward or left/right. The units for Yaw are in radians/second which results in the quadcopter 
rotating about its axis perpendicular to the ground either to the left or to the right. Finally, there are no 
units for Thrust but rather it is a percentage going from zero to one depending on the position of the 
controller stick. One being the most force the propellers can run and zero being none.  
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3.2 Tracking algorithm 
There is not one dominant algorithm for tracking objects but rather multiple different algorithms 
that have been used and more that are being researched and developed. The different algorithms have 
not been worked on by me and are currently being researched by another one of my colleagues. The 
main thing I will be worried about is the uniform data that is sent by each algorithm so that it can be 
passed onto the simulation. Since each algorithm has to send the same controls to the quadcopter, 
whether real or virtual, it will make my job easier by not having to distinguish between different control 
algorithms. The structure of the packets that will be sent is talked about in the “Technical Aspects” 
section below.  
An important thing to note about the tracking algorithms used in testing my Hardware in the Loop 
(HIL) simulation is that the tracking algorithms want the tracked objects to end up in the middle of the 
camera’s field of view. This however was not the same as being in the center of the screen of the image 
portrayed on the computer. This was not a problem addressed by my thesis, but I have included some 
thoughts into addressing this problem in the “Future Works” section below. This does not hinder my 
application since I focused purely on setting up the environment to work in, but it might affect those 
who use the environment if they do not take this problem into account with their tracking algorithm or 
with how they position of the smartphone is located in regards to the computer screen.  
3.3 Software in the Loop (SIL) simulation 
On my arrival to Germany, I was given a Simulink Software in the Loop (SIL) simulation that was 
used for testing the control algorithm prior to the algorithm being on an Android smartphone. This 
simulation was created before the Android application in order to test how to control the quadcopter as 
well as how to go about tracking an object. Since this simulation was completely contained within 
Simulink, it allowed the user to easily test these basics before attempting to implement these changes 
onto an Android application that would be controlling an actual quadcopter. Once happy with the 
results coming from the SIL simulation, the design was ported over to Android so that it could be run on 
the smartphone. This simulation ended up being the base of where I would start working on a HIL 
simulation. What I gained from this base simulation was a simulated quadcopter, a way to output an 
image to the screen based off of data from Simulink, as well as a simulated environment in which we 
could control our simulated quadcopter. The high level Simulink block diagram of this simulation is 
found in the image below. 
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Figure 3-4 Simulink image of the SIL simulation that I started from 
3.4 FTDI Board 
 
Figure 3-5 Image of the FTDI board used in our HIL simulation 
In order for the actual quadcopter to interact with the smartphone, a separate piece of hardware 
was needed. This FTDI board (Model UMFT311EV) is responsible for dealing with the Android Open 
Accessory communication and is necessary in our project to communicate with Android devices. This 
board was chosen for this project before I arrived, and I received a copy of one of these at the start in 
order to test with it. This FTDI board is attached onto the actual quadcopter and is also used in the HIL 
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simulation. It is used in the HIL simulation to keep the simulation as close to the real thing as possible 
including the different possible delays between the different hardware components and also serve as 
the same communication interface used with the actual quadcopter. For connecting the FTDI board to 
the computer, we used a USB to TTL cable shown in the image above and relied on only three 
connections for the cable to the board also shown above. The information on these connections was 
given to me prior to my work with the FTDI board and has not been changed by my thesis. 
4 Environment  
The environment that the simulation will be running in is Matlab’s simulation tool called Simulink. 
This powerful tool along with many additional toolboxes embedded within allows Simulink to 
communicate with other programs, which in our case was a FTDI board which could communicate with 
the Android smartphone that would be running the application. The main toolbox used for 
implementing the serial communication was the “Instrument Control Toolbox”. Another important 
toolbox used was the “Simulink 3D Animation” which was responsible for taking in the values computed 
by the simulation, building the virtual world, and then outputting the result to the screen. An image of 
the generated environment can be found below. Simulink and Matlab will be the two main programs 
that I will be working with to create a Hardware in the Loop (HIL) simulation with the already created 
application running on an Android smartphone.  
 
 
Figure 4-1 Image of the virtual world created by the Simulink 3D Animation toolbox 
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5 Goals 
The goals for my project were to create a Hardware in the Loop (HIL) simulation involving Simulink 
running on a computer, a FTDI board for UART communication between the computer and smartphone, 
and an Android smartphone for the quadcopter application. Before I began working on my HIL 
simulation, the team already had a working quadcopter that was able to be controlled by an Android 
smartphone for tracking and guidance. This was accomplished by using the smartphone’s camera as well 
as a FTDI board for communication between the smartphone and the quadcopter. My thesis would 
allow the interaction between a simulated quadcopter and the Android smartphone working in the 
same way as if the smartphone were connected to an actual quadcopter. In addition to this goal, I had a 
smaller secondary goal which was to implement a different way of communication between the 
simulation and smartphone which would eliminate the need for the FTDI board and allow simpler 
testing of the application running on the smartphone. 
5.1 Reasons of goals 
5.1.1 Phase 1: Hardware in the Loop simulation 
“Create a HIL simulation involving Simulink running on a computer, a FTDI board for UART 
communication between the computer and smartphone, and an Android smartphone for the quadcopter 
application” 
This was my primary goal for my Bachelors Thesis and was what I spent the majority of my time 
on. The reason for this goal was so that my team could test the Android application without using an 
actual quadcopter. The application running on the Android smartphone was responsible for flying the 
quadcopter as well as tracking an object. The possibility to test these different things with a HIL 
simulation running on a computer allows the design to be changed quicker and fine-tuned faster and 
was something my team could greatly use in order to test different algorithms quickly without the use of 
an actual quadcopter. 
5.1.2 Phase 2: Direct injection mode 
“Implement a different way of communication between the simulation and smartphone which 
would eliminate the need for the FTDI board.” 
My secondary goal for my thesis work was to implement another way to have the Simulink 
simulation communicate with the application running on the Android device which would not require 
the use of the FTDI board or use the camera on the smartphone for acquiring the image. This was so 
that it would be easier to test directly between the smartphone and the simulation by just having those 
two components present. Unfortunately due to limited time, a solution was not finished during my 
thesis, but I was able to do some initial researching which is summarized in the Future Work section 
below. 
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6 Technical Aspects  
The following section will detail the different technical aspects that I specifically worked on for my 
Bachelors thesis. For information regarding work done before my project began, please refer to the 
“Basics” section above. 
The main communication diagram for my project is listed below in figure 6-1. This diagram is a high 
level figure showing the entire loop and the different communications between them. 
 
 
Figure 6-1 High level communication diagram between the three major pieces 
 
Figure 6-2 Image of the pieces used in the HIL simulation 
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6.1 Serial Communication 
The key component to my project was getting the simulation to communicate with the 
smartphone. Originally, the simulation that I started with was self-contained and did not talk to 
components outside of Simulink. This simulation was used for algorithm testing and could be tweaked 
by restarting the simulation with the desired values but was not able to work in tandem with the 
application running on the smartphone. These values could then be simulated and the output of this 
simulation was an image displayed to the computer screen. Later, another team member was 
responsible for taking the simulated and tested algorithm from Simulink and implementing an Android 
application to reflect these changes. On the other side, the Android application was configured to talk 
with the FTDI board which was responsible for communicating with the physical quadcopter. My thesis 
work would be focusing on adjusting the simulation so that it would be able to test the algorithm 
running on the smartphone and would require no changes in how the communication process was done 
on the smartphone side. For more information on the simulation I received at the start of my project, 
see the “Basics” section above.  
In order to allow the simulation to communicate with the smartphone, I implemented a serial 
communication between the smartphone and the simulation that connected the devices via Windows 
COM ports. On the Simulink side of things, Simulink has a toolbox called the “Data Acquisition” toolbox 
that allows you to implement blocks that can send and receive data over a COM port. These blocks let 
you configure how the communication is set up, and we were able to set them up to specifically 
communicate with the FTDI board and Android application. 
 
Figure 6-3 Images showing the settings for the “Serial Send” and “Serial Receive” blocks in Simulink 
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6.2 Packet creation 
Communicating with the Android application requires that a specific packet of data be 
constructed and transmitted to the device. This means that each packet has to have each data value in 
the correct order so that the application receiving the data on the smartphone can decode it properly. 
The following figures show the high level diagram of communication as well as how each packet should 
be constructed so that there is proper communication between the simulation and the Android 
application. 
 
Figure 6-4 Diagram showing high level packet transmission between simulation and smartphone 
6.2.1 Debug-Packet 
 
Figure 6-5 Structure of a Debug-Packet 
 
Figure 6-6 Image of the solution used for converting data signals into 2 int8s, used for creating the 
Debug-Packets of uniform data type for the “Serial Send” 
 A Debug-Packet is the type of packet that is sent from the simulation to the smartphone. This 
type of packet is responsible for sending the values that are generated by the virtual quadcopter in the 
simulation to the smartphone. The values that are sent are the roll rate, yaw rate, pitch rate, roll angle, 
yaw angle, pitch angle, acceleration in x, acceleration in y, and acceleration in z. The reason these values 
are chosen is because this is what the actual quadcopter would be sending to the smartphone if they 
were connected. The actual quadcopter has multiple sensors that can obtain this data and then the 
application needs this data so that it can correctly control the quadcopter to track the desired object. 
For more information on how to control a quadcopter, see the “Basics” section above. These values 
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then are byte packed into the “Signals” in the “Payload Data” section, and the rest of the values are 
attached and sent to the smartphone.  
I was able to implement this packet creation in Simulink by getting the desired values from the 
virtual quadcopter already implemented. Once these values were acquired, I then had to correctly piece 
theses values together to make a packet. A limitation in Simulink is that if I wanted to make a packet to 
send via the “Serial Send”, then each byte in the packet had to be the same type. The easiest way for me 
to do this was to convert everything to the same type, int8s in my case, and then combine all of these 
new values in the correct order to match the structure seen above. To convert each value into int8s, I 
had to make sure that all of the bits remained the same through conversion which took a considerable 
amount of testing and debugging to make sure the packet was correctly being constructed and sent.  
Figure 6-7 Image showing the Serial Send portion of the simulation, note the need to break up each 
input signal into int8s and then combine these int8 signals to form the one output signal that contains 
all of the necessary data to be sent to the quadcopter. 
6.2.2 Command-Packet 
 
Figure 6-8 Structure of a Command-Packet 
CRC calculation 
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Figure 6-9 Image of the solution used for converting multiple int8s into one data signal, used for the 
signals coming from the “Serial Receive” 
 A Command-Packet is the type of packet that is responsible for the communication back from 
the smartphone to the simulation. The values that are sent in this packet are the roll angle (radians), 
pitch angle (radians), yaw rate (radians/second), thrust (0-1), target spotted (yes or no), and the frame 
counter. The reason why the first four values are sent is that those are the values that correspond to the 
two joysticks that if used by a human controller would translate into these variables. These values are 
computed by the algorithm running on the smartphone and then are byte packed into the “Payload 
Data” section and then sent back to the simulation. 
 As mentioned above, “Serial Receive” will output whatever it receives as an array of one data 
type, so it is not possible for me to receive and output different data types. In order to get around this 
problem, I did the same thing I did above but just in reverse. I set my read up so that I expected all the 
data to be read in as int8s and then from there combine multiple signals to correctly represent the 
correct data values. This process can be seen in Figure 7-8. In addition to this technique, the values 
received were not the exact values of the variables but had to be scaled by a constant, depending on 
which variable it was. This allowed the packet creator to store a wider range of data values with less 
precision in between them. 
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Figure 6-10 Image showing the Serial Receive portion of the simulation, note the need to break up the 
signal and then combine signals to form the output signals (roll angle, pitch angle, yaw rate, and 
thrust) 
6.3 Cyclic Redundancy Check (CRC) 
Our communication protocol also includes the use of a Cyclic Redundancy Check in order to insure 
the correct transfer of bytes. The CRC calculation was already implemented in the Android application 
but was needed in the Simulink simulation in order to send and receive packets from the application. 
This was something I was responsible for porting over so that it would work in Simulink exactly how it 
worked within the application. This was accomplished by using a “Matlab Function Block” and writing 
the code using native Matlab functions. It is also important to note that I just implemented the CRC 
calculation in the same way that was already being done in the Android application. In addition to this 
Simulink function block, I also used other native Simulink blocks in order to input and output the data 
correctly through the CRC function. This involved the use of combining all of the signals going into the 
packet into one signal so that it could be passed into CRC calculation block. Once this value was 
computed the result was a 16 bit integer that had to be broken down into two 8 bit integers in order to 
be attached to the packet that was being sent to the smartphone.  
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Figure 6-11 The Matlab code used for the CRC check located in a Matlab Function Block 
6.4 Image Creation 
 
Figure 6-12 Picture of the smartphone reading in the image from the simulation with the 
smartphone’s camera 
The data that was being sent and received via the Serial communication did not include the 
image of what the smartphone would be seeing if it was actually attached on the quadcopter. This 
image was projected on the computer screen so that the smartphone’s camera could be aligned with 
the computer screen to make it seem like the smartphone was on the virtual quadcopter. In order to do 
this the 3D animation was tweaked so that the smartphone algorithm would be able to use its camera 
just as if it were attached to a quadcopter. The image generated by Simulink involved the use of the 
“Simulink 3D Animation” toolbox as well as taking the serial inputs from the application and other inputs 
from the simulation in order to correctly output to the screen where the quadcopter was located and 
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where it was going by changing the image to reflect the changes of the virtual quadcopter. The camera 
then took in this image and passed it off to the tracking algorithm which used it to determine values to 
send back to the simulation which would best result in the tracked object being located in the center of 
the camera’s field of view.  
7 Results 
Over the five and a half months that I have spent working on my bachelor thesis in Germany I have 
accomplished my primary goal as well as encountered and solved numerous problems relating to my 
work. These problems are listed below. 
7.1 Problems encountered 
7.1.1 CRC 
Implementing the CRC proved to be a bigger challenge than first expected. The first time 
implementing the CRC, I did not take into account the speed and time it would take to execute different 
Simulink blocks. I ended up creating a very slow executing CRC that took a lot of time to simulate and 
resulted in an inadequate simulation time. The blocks that slowed the simulation down the most were 
the “Custom Matlab Function” blocks which I had used frequently because those blocks were the most 
comfortable for me to implement in Matlab.  
 Once I realized my mistake, I looked into other Simulink blocks that could do the same thing that 
these slower blocks were doing. I managed to reduce the entire CRC calculation down to just one 
“Matlab Function Block” and was able to get faster results. The code for this one Matlab function block 
is listed above in the “Technical Aspects” section. However, I was now sending wrong CRC values and 
unable to transmit correct packets to the android application.  
 This second problem involving the CRC was solved by double checking my CRC calculation at 
many points in my simulation as well as what value was being received by the application and what 
value it was expecting. It turns out that in my original CRC code, I was casting from an integer to an 
unsigned integer incorrectly which resulted in some values not working depending on their sign. My 
code design worked when the input was positive, but when the input was negative, the type cast would 
zero out the number causing the wrong value to be sent. This was found by testing with multiple 
different packets and computing their CRC instead of just the few that I originally had been working with 
which showed no error in them. I fixed this by implementing the correct function for casting that would 
preserve the exact bits and not zero out the result since Simulink has multiple different functions to data 
type convert and some do zero out values depending on the situation and do not just preserve the bits 
between the two values. 
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7.1.2 Packet creation 
 
Figure 7-1 Structure of a Debug-Packet showcasing the different data types used 
Due to the packets needing to be created in a specific manner, the different data types 
mentioned above was a challenge encountered implementing this packet creation in Simulink. In order 
to use the serial communication send and receive in Simulink, the data had to all be of the same data 
type. This made it impossible to create packets with both int16s and uint16s. In order to get around this 
problem I had to break down every data value into a consistent data type which I chose to be an int8. 
This took some time to implement as well as having to double check that my values were consistent 
across data types by checking the bits in the value before and after the data type conversion. In order to 
implement this, I used Simulink blocks that let me convert data types and made sure to scale the data 
signal in order to break the signal into two different int8s. This was used for both sides of the 
communication and the different algorithms are shown below for both deconstructing the signal into 
int8s and constructing the signal from int8s.  
 
Figure 7-2 Duplicate image of the solution used for converting multiple int8s into one data signal, used 
for the signals coming from the “Serial Receive” 
 
Figure 7-3 Duplicate image of the solution used for converting data signals into 2 int8s, used for 
creating the Debug-Packets of uniform data type for the “Serial Send” 
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7.2 Positive outcomes 
The work that I completed provided a working Hardware in the Loop (HIL) simulation that could 
be used for my team’s testing. This HIL simulation allows my team to test the Android application quickly 
and efficiently without requiring the use of a real quadcopter. Since no physical quadcopter is required 
for testing the algorithms running on the Android application, this result allows more people to test 
changes to the application due to the requirement to test now being only a computer running the 
Simulink simulation, an Android smartphone with your desired application on it, and the FTDI board 
used on the actual quadcopter. In addition to these benefits, I have also provided a base HIL simulation 
that can be modified and edited for different systems or for different uses depending on what my team 
is interested in pursuing.  
7.3 Verdict 
The work accomplished over my Bachelors Thesis started out slow but once things got moving, all 
of the different pieces involved started to come together. Having spent the first couple of months not 
working directly on my Bachelors Thesis but indirectly working on it by studying the tools I would be 
using, namely Simulink and Matlab, I consider the overall result excellent. I was able to accomplish my 
primary goal of creating a HIL simulation for an Android based application controlling a quadcopter. This 
HIL simulation will be able to benefit my team by allowing my team to test multiple different algorithms 
on the Android application quickly as well as removing the need to initially test with a real quadcopter 
which lowers the resources needed for testing and provides a safer environment. Although there was 
little work done on the second phase of my project, the small research I did complete will help my team 
decide where to go with my project. These results are documented in the “Future Work” section below. 
If I had more time, I think a solution to simplifying the HIL simulation to just a smartphone and the 
computer would be possible to implement. Regardless of that, I made substantial gains in providing a 
working HIL simulation that can be configured and improved on further. 
8 Future Work 
Continuing off my project, there can be many different paths taken. In regards to Hardware in the 
Loop simulation, my project is just the tip of the iceberg but does provide a good base for further 
projects. I have briefly listed some different options for work branching off from my thesis. 
8.1 Direct injection mode 
My thesis work focused on using the current setup to implement a hardware simulation with just 
substituting the actual quadcopter from the loop with a simulation of a quadcopter in Simulink. This 
meant that there was an additional component which was the FTDI board. A possible extension of my 
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project would be to eliminate the FTDI board and to have just a direct connection between the Simulink 
simulation and the application running on the Android smartphone. This direct connection could be a 
multitude of different things such as a USB to micro-USB, communication over Wi-Fi, communication via 
an Android created hotspot, or communication with Bluetooth. All of these different communication 
protocols have their own positives and negatives, but the goal of implementing one of these would be 
that the overall simulation would become easier to run between only the Android smartphone and the 
Simulink simulation. This would increase simplicity and allow faster testing of the algorithms running on 
the Android smartphone. Looking into these on the Simulink side of things, the “Data Acquisition” 
toolbox has many blocks to assist in the simulation communicating with programs outside of the 
Simulink simulation. 
Another option for this mode would be to bypass the use of the smartphone’s camera and to 
send the generated image from the simulation directly to the smartphone over whichever connection 
was chosen. The positive of this would be that you would not have any problems associated with 
reading in an image from the camera of the smartphone which would be reading in from a computer 
screen of a virtual world. If you could just send the virtual world directly to the smartphone, then the 
algorithm could have direct access to the feed and would see only the virtual world and wouldn’t be 
able to see the edge of the computer screen or anything else that is not part of the simulation. 
8.2 Different systems used in this simulation 
The work that I implemented within Simulink could easily be changed to interact with different 
simulations and would require changes in the way that the packets were created and received. It would 
require a decent amount of work since different systems will be sending and receiving different packets, 
but the foundation of how these packets would be sent and created would remain the same, and this 
part of the simulation could be re-used. This general idea would allow MBDA to tweak this simulation or 
take what I have learned from my Bachelors thesis and apply it to a different project that they are 
working on to implement a Hardware in the Loop (HIL) simulation to reduce the cost of testing. It would 
be easy to quickly make a HIL simulation if the system followed the same communication protocol as the 
one I implemented. Additionally, if there was a previous software simulation, like the one I started with, 
it could be changed in the same way in order to make a HIL simulation. 
8.3 Distance of the camera from the computer screen 
A problem that was encountered while working on the image generation part was deciding how to 
deal with lining up the camera on the smartphone to fully take in the image generated on the screen. 
Since the camera had a bigger field of view than the image that was generated on the screen, we had to 
choose whether we wanted the camera to be closer to the screen, getting only the virtual world but not 
getting the whole virtual world, or if we wanted the camera to be positioned farther away from the 
computer screen so that it could get the whole virtual world but also some of the surroundings not part 
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of the computer screen. This would affect the tracking algorithm if the camera picked up similar colors 
to the desired tracked object outside of the virtual world on the screen causing the calculations to be 
off. In addition, the distance of the camera from the screen proved to also control how close the 
simulated quadcopter got to the virtual balloon. An investigation to fix this problem could lead to set a 
standard for how far to position the camera from the screen to figure out what would be best for 
testing. Another idea to fix this problem would to completely forget about using the camera and rely on 
another method for providing the image to the Android application such as direct injection mode listed 
above.  
8.4 Timing Delays 
When creating a HIL simulation it is possible that you also will introduce additional timing delays in 
your simulation. These timing delays could end up being faster or slower than the actual system. 
Another project that can be started from my work done on the HIL simulation is to try to measure the 
different timing delays between each of the components. This can include adding and removing 
different pieces of hardware and see the delays each piece of hardware is causing to the overall system. 
This would be a great help in determining how fast the simulation can run, output images, and read in 
data coming from the smartphone. It would also be very helpful in figuring out which pieces of the loop 
are slow and need to either be sped up or need to be accounted for so that the entire simulation can 
run as smooth and as fast as possible.  
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9 Simulink high level diagram 
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