Biharmonic maps are the solutions of a variational problem, but they are difficult to study with variational methods, in part due to the lack of coercivity of the underlying functional. Recently Hornung was able to apply the direct method to a modified functional under the assumption that the dimension of the domain is 3 or 4. In this paper, the corresponding minimisers are studied in the case of a homogeneous target space. It is shown that they also represent minimisers of the original functional among a suitable class of comparison maps. Moreover, they solve the corresponding Euler-Lagrange equation if it is interpreted in a sufficiently weak sense.
Introduction
Biharmonic maps are the critical points of a functional involving second derivatives of maps between two Riemannian manifolds. When we want to construct them, a natural approach is to minimise the functional, say under Dirichlet boundary conditions if there is a boundary. It is not obvious, however, how to find a minimiser. Indeed, it is not obvious where to look for it, i.e., what space to work in. If we are interested in the corresponding EulerLagrange equation, then a variant of the usual Sobolev spaces seems natural. From the variational point of view, however, this space is not appropriate. It does not contain some of the obvious global minimisers, and moreover, 1 the functional is not coercive on this space. For this reason, a variant of the Euler-Lagrange equation has been derived by Hornung and the author [4, 5] . This equation is meaningful on a larger space and seems more suitable for the study of variational aspects of the problem. But some degree of noncoercivity of the underlying functional remains, and it is still not clear how to construct solutions.
An approach to minimising the functional through a relaxation has been explored by Hornung [3] . He proved existence of minimisers of a relaxed functional. Away from a small set, these minimisers are smooth and satisfy the Euler-Lagrange equation, but it is unknown if they are global biharmonic maps in general. In the case where the target manifold is a homogeneous space, we show that they do in fact give rise to a global solution of the Euler-Lagrange equation in a very weak sense. That is, they satisfy a condition derived by Hornung and the author [5] that is equivalent to the Euler-Lagrange equation for sufficiently smooth maps. The same paper also gives some regularity results, making this the first framework suitable for both existence and regularity theory for a fairly large class of manifolds.
Suppose that (M, g) is a smooth Riemannian manifold of dimension m = 3 or 4 such that the completion M is compact with smooth boundary. Suppose that (N, · , · ) is a smooth, compact Riemannian manifold without boundary. We assume that there exists a Lie group that acts transitively on N by isometries (i.e., N is a homogeneous space). It is convenient to assume that N is isometrically embedded in a Euclidean space R n . Such an embedding always exists by the Nash embedding theorem.
We are interested in maps u : M → N . Before we describe biharmonic maps, we review a few facts about a related variational problem involving the Dirichlet functional
and giving rise to harmonic maps. Here du is the tangent map, regarded as a section of the vector bundle T * M ⊗ u −1 T N over M , and | · | denotes the norm induced by g and · , · . We also use the notation · , · for the inner product on T * M ⊗ u −1 T N and similar vector bundles. The functional is well-defined on the Sobolev space
There also exists an intrinsic definition (not using the embedding of N in R n ) of this space, and indeed the problem studied in this paper can be described entirely intrinsically [5] . We will, however, use the ambient space in the proof of the main result, and thus it is convenient to use this definition. We write ∇ for the covariant derivative on T M and other bundles over M , including the pull-back bundle u −1 T N and T * M ⊗ u −1 T N . The EulerLagrange equation for critical points of E 1 is then tr ∇du = 0.
Its solutions are called harmonic maps. The quantity τ (u) = tr ∇du is the tension field of u. When working with the ambient space R n , we can represent it in terms of the second fundamental form A of N . A section X of u −1 T N can then be regarded as a section of u −1 T R n as well, and the corresponding covariant derivative (which can be calculated by componentwise differentiation) is denoted by ∇ 0 . Then
Thus if ∆ 0 denotes the component-wise Laplace-Beltrami operator (with a sign convention that makes it negative semidefinite), we have
Biharmonic maps are the critical points of the functional
This functional is well-defined on
and has mostly been studied on this space. It is well-defined, however, on a larger space as well, namely the space comprising all u ∈ W 1,2 (M ; N ) with a square integrable tension field. If π : E → M is a vector bundle over M with a bundle metric, we denote by L 2 (E) the space of all sections X of E with |X| ∈ L 2 (M ). Now we define
Then E 2 is well-defined on W τ,2 (M ; N ). In contrast to W 2,2 ext (M ; N ), this space is independent of the choice of the embedding of N in R n , and since we regard the ambient space merely as a convenient tool, it is more desirable from a geometric point of view to work with W τ,2 (M ; N ). It is also of advantage from a variational point of view for reasons explained below.
The Euler-Lagrange equation for critical points of E 2 in its conventional form was derived by Jiang [6] . If R denotes the Riemann curvature tensor on N , then it is ∆τ (u) + tr R(τ (u), du)du = 0.
Here ∆ denotes the Laplace operator belonging to the covariant derivative ∇ on u −1 T N . This equation has a natural weak interpretation on W 2,2 ext (M ; N ), although some work is necessary to write down the nonlinearities implicit in the operators ∆ and τ [13, 7] . The equation appears meaningless, however, in W τ,2 (M ; N ). For this reason, a different version of the Euler-Lagrange equation has been derived by Hornung and the author [4, 5] .
For a section X of u −1 T N , define
This requires some assumptions on the regularity of X, but since we will eventually restrict our attention to a special case, we refer to a previous paper [5] for the details. It then turns out that for all u ∈ W 2,2 ext (M ; N ), equation (2) is equivalent to the condition that
in the distribution sense for all suitable test vector fields X, where δ is the L 2 -adjoint of the exterior derivative d. In contrast to equation (2) , however, we can study equation (4) on the space W τ,2 (M ; N ). This is important, because we have minimisers of E 2 that do not belong to W 2,2 ext (M ; N ), in particular the harmonic maps constructed by Rivière [12] .
If Ξ is a Killing vector field on N , then X = Ξ • u is a suitable test vector field for (4). Moreover, it automatically satisfies τ (u), J(X) = 0. This observation is particularly useful if the target manifold is a homogeneous space (as in this paper), because the space of Killing vector fields is then quite rich by a construction of Hélein [2] .
in the sense of distributional derivatives.
A regularity theory exists for a somewhat different form of this equation [4] . It is readily checked, however, that the two versions are equivalent. Due to supercritical nonlinearities, one cannot expect unconditional regularity results for this problem (and again a counterexample is provided by Rivière [12] ). But solutions that are small in an appropriate sense are smooth. If u ∈ W 2,2 ext (M ; N ), then all the notions of weakly biharmonic maps discussed here are equivalent [4, 5] .
While a direct minimisation of the functional E 2 appears to be difficult in general, it was shown by Hornung [3] that after a modification of the functional, minimisers can be found with the direct method if m = 3 or 4. The functional studied by Hornung can be regarded as a relaxation of E 2 . As its definition is somewhat technical, we do not give the details in this paper, but we will state some consequences of the theory in Section 2.
We will show that for a homogeneous target space, the minimiser constructed by Hornung gives rise to a very weakly biharmonic map in the sense of the above definition. The first step is to show that it is in fact a minimiser of E 2 (and not just of the relaxed functional) among a suitable class of comparison maps.
In much of the existing theory on biharmonic maps, authors have used the ambient space R n and the nearest point projection π N onto N , which is defined in some tubular neighbourhood of N , to construct variations of a map u :
and this condition gives rise to the Euler-Lagrange equation (2) . If we work in W τ,2 (M ; N ), then variations of this form lead to maps outside of W τ,2 (M ; N ) in general. Thus we need a different approach. Let F(M ; N ) be the set comprising all smooth maps Φ : M × N → N such that
• for all x ∈ M , the map p → Φ(x, p) is an isometry, and
We also consider smooth one-parameter families (Φ t ) t∈(−1,1) of maps from F(M ; N ), giving rise to variations of u of the form
Let P N : M × N → N be the projection map. Then the one-parameter family Φ t also gives rise to a section
with the property that F (x, · ) is a Killing vector field for every x ∈ M . Conversely, a smooth section of P −1 N T N with this property and with compact support generates a one-parameter family of maps in F(M ; N ). By the construction of Hélein [2] , the Killing vector fields on N span every tangent space. Therefore, they can be used to construct coordinates in the tangent spaces and the above variations can be regarded as natural intrinsic counterparts to the 'extrinsic' variations used in (6) . In fact, the latter can be thought to correspond to constant vector fields in R n in the same way. We will also see that equation (5) arises from the condition
for a Killing vector field Ξ on N and a function η ∈ C ∞ 0 (M ). Combining all of these ingredients, we can prove the following. Theorem 1.1. Suppose that there exist a number c > 0 and a smooth tangent vector field X on M such that at every point x ∈ M and for every
Then for any u 0 ∈ C ∞ (M ; N ), there exists a weak minimiser u ∈ W τ,2 (M ; N ) of E 2 with u = u 0 and du = du 0 on ∂M and such that there exists a closed,
Condition (8) is used to guarantee that the Dirichlet energy E 1 is controlled by E 2 and the boundary conditions with a Pohozaev type identity. It is satisfied in particular if M is a subset of R m (with X(x) = x). If the condition is not satisfied, then we still expect similar results for certain functionals that bound E 1 directly, such as E 2 + E 1 .
Since the space W τ,2 (M ; N ) does not provide a lot of regularity, we need to say something about the boundary conditions. Of course we can interpret the condition u = u 0 in the sense of traces of Sobolev spaces, since W τ,2 (M ; N ) ⊂ W 1,2 (M ; N ). Considering the extrinsic representation (1) of the tension field τ (u), we also see that ∆ 0 u ∈ L 1 (M ; R n ). This is enough to make sense of the normal derivative of u on ∂M . The derivative in tangential directions is of course given by the condition u = u 0 on ∂M .
The proof of this result depends crucially on the work of Hornung [3] . He constructs a candidate for a biharmonic map, and we prove in this paper that it is in fact a weak minimiser of E 2 . We also show that it is a very weakly biharmonic map. In fact, the following holds true. Proposition 1.1. Suppose that u ∈ W τ,2 (M ; N ) is a minimiser of E 2 and there exists a closed null set Σ ⊂ M such that u ∈ C ∞ (M \Σ). Then u is very weakly biharmonic.
It is an open question whether all weak minimisers of E 2 in W τ,2 (M ; N ) are very weakly biharmonic.
In order to understand how strong the condition for a weak minimiser is, we briefly consider the space F(M ; N ) and the transformations of a smooth map u : M → N that we can achieve by Φ • (id M × u) with Φ ∈ F(M ; N ). It turns out that locally, we have no restrictions if N is connected. More precisely, the following is true. On the other hand, we do have global obstructions. An example is the following. Proposition 1.3. Let p 0 ∈ S 2 and let u, v : S 2 → S 2 be the maps defined by u(x) = p 0 and v(x) = x for all x ∈ S 2 . Then there exists no Φ ∈ F(S 2 ; S 2 ) with v = Φ(id S 2 × u).
Hornung's result
We now describe certain aspects of Hornung's work on the construction and minimisation of a relaxed functional. We will not give many details, in fact we will not even give the definition of the functional, because the work depends on technically sophisticated (and perhaps somewhat exotic) tools from geometric measure theory, which would make a full description too lengthy for this paper. The construction can be found in Hornung's paper [3] and some of the underlying tools also in a paper by the author [8] . Both of these study flat domain manifolds, but it is not difficult to generalise the results.
If we work with the functional E 2 in the space W τ,2 (M ; N ), then we first observe that the condition E 2 (u) < ∞ provides almost no control of the derivatives of u other than τ (u). The situation improves, however, if we introduce additional conditions. These are based on the following observations. For a smooth map u : M → N and a smooth tangent vector field X on M , define
That is, if (e 1 , . . . , e m ) is an orthonormal tangent frame field, then
Then we calculate
Maps in W τ,2 (M ; N ) do not have this property in general, even though H X (u) is still well-defined as a distribution on M . On the other hand, if we have a map in W τ,2 (M ; N ) that satisfies (9), then several useful properties can be proved. First, integrating over M , we obtain formallŷ
where ν is the outer normal vector and σ ∂M is the surface measure on ∂M . Under the conditions of Theorem 1.1, the boundary integral is not necessarily well-defined, but using the formula, we can interpret the boundary conditions of the theorem in a stronger sense. For given boundary data, the boundary integral is then fixed. Moreover, under the assumption (8),
Using the Cauchy-Schwarz inequality, we then obtain an estimate for E 1 (u) in terms of E 2 (u) and the boundary values. Second, we can derive a generalisation of a well-known monotonicity formula for harmonic maps, which has been proved (for harmonic maps) by Price [11] and Große-Brauckmann [1] . For m ≤ 4 and for a flat domain, a similar formula has been derived by the author when τ (u) = 0 [9, Lemma 4.1], and a combination of these methods will yield a version for the situation studied here. Based on this, we then obtain some control of du for maps with finite energy similar to the usual Sobolev inequality [10] . This suggests that we should look for minimisers of E 2 in a space of maps which satisfy (9) . Unfortunately, the equation is not preserved under weak limits. Thus if we apply the direct method in the calculus of variations, there is no guarantee that we will stay in a space defined in terms of (9) . The idea to overcome this difficulty is to supplement each map with a Radon measure that compensates for the failure to satisfy (9) . The nature of the problem is such that these Radon measures can be thought of as generalised (m − 2)-dimensional submanifolds of M . In particular, they are supported on countably (m − 2)-rectifiable subsets. They also have a generalised mean curvature vector, giving rise to what may be thought of as their Willmore energy. Adding this to E 2 , we obtain a functional that we can now try to minimise.
Using a further analysis of the structure of these measures, Hornung was able to achieve minimisation with the direct method. The following is a direct consequence of his results [3, Theorem 2], at least for a domain in R m . For other manifolds, the statement can be proved with exactly the same methods. • for all smooth tangent vector fields X on M with compact support,
So even if u is constructed as a minimiser of a different functional, it still minimises E 2 among all maps satisfying the conditions of statement 4. But the conditions in this theorem are rather unwieldy, which is why we want to prove Theorem 1.1. In particular, we want to show that variations of the type (7) give rise to comparison maps as in the last statement of Theorem 2.1.
Hornung also proved other properties of his minimisers. He considered boundary conditions which are stronger than what is stated here, taking also his version of (9) into account. Furthermore, he showed that if Σ and the corresponding Radon measure are sufficiently regular, then u is a minimiser of E 2 among all maps in W τ,2 (M ; N ) satisfying (9) and coinciding with u outside of a compact set. The tools developed for this purpose are also useful in the context of Theorem 1.1. In particular, if we have sufficient regularity of Σ and the corresponding Radon measure, then it follows that u is smooth away from a closed singular set of vanishing (m − 2)-dimensional Hausdorff measure by the regularity theory for very weakly biharmonic maps into homogeneous spaces [4] .
Some computations
The purpose of this section is to prove the following statement.
Lemma 3.1. Suppose that u ∈ W τ,2 (M ; N ) such that there exists a closed null set Σ ⊂ M with u ∈ C ∞ (M \Σ; N ). Let Φ ∈ F(M ; N ) and v = Φ • (id M × u). Then v ∈ W τ,2 (M ; N ), and for every smooth tangent vector field X on M with compact support,
Proof. We first introduce some notation. Let (x, p) ∈ M × N be a generic point. Then we write dΦ(x, p) for the tangent map of Φ( · , p) at the point x ∈ M and T Φ(x, p) for the tangent map of Φ(x, · ) at the point p ∈ N . Suppose that D M ×N denotes the covariant derivative on a vector bundle π : E → M × N over M × N (such as Φ −1 T N ). Then for tangent vectors X and Y on M and N , respectively, and for a section Z of E, we write
The Hessian of Φ then comprises ∇dΦ, DT Φ, and the mixed derivatives, which are denoted interchangeably by ∇T Φ and DdΦ.
Recall that N is embedded in R n . We extend Φ smoothly to M × R n such that in a neighbourhood of N , we have Φ(x, p) = Φ(x, π N (p)). We then use similar notation for the derivatives of the extension, but with ∇ 0 and D 0 for the covariant derivatives on M and N , respectively. We use the notation ∆Φ = tr ∇dΦ and ∆ 0 Φ = tr ∇ 0 dΦ.
We first consider a smooth mapũ : M → R n andṽ(x) = Φ(x,ũ(x)). We defineŨ = id M ×ũ, so that we can also writeṽ = Φ •Ũ . We calculate
Using convolution with a Dirac sequence, we can therefore construct a sequence (u k ) k∈N of smooth maps
Moreover, this sequence will be bounded in L ∞ (M ; R n ) and can be chosen such that we have pointwise convergence almost everywhere. Substituting u k forũ in (10) and applying Lebesgue's convergence theorem, we obtain
Because we have extended Φ in a specific way, we have T Φ(x, p)ν = 0 for any vector ν ∈ T p R n normal to N at p. Moreover, since Φ| N is an isometry, we conclude that D 0 T Φ maps any pair of tangent vectors at p ∈ N to a normal vector at Φ(x, p). Projecting orthogonally onto the tangent spaces, we obtain
where τ (Φ)(x, p) is the tension field of the map Φ( · , p) at the point x ∈ M . The right-hand side clearly belongs to
Let X, Y be smooth tangent vector fields on M with compact support. Studying the smooth mapsũ : M → R n andṽ = Φ •Ũ again, we calculate
and
Differentiating the terms in (12) and taking advantage of some cancellation, we compute
Now suppose that u satisfies the hypotheses of the lemma and consider the approximation by smooth maps u k : M → R n again with the properties stated above. Then (14) holds with u k instead ofũ. We immediately see that the terms
to the corresponding expressions involving u. Similarly, we have
Using (13) for u k instead ofũ, we also see that
is convergent in L 1 (M ). Let a be its limit. The other terms in (14) are distributional derivatives of expressions that converge in L 1 (M ) as well, and so we have convergence as distributions. Namely, we have
Hence we obtain the formula
Since Φ(x, · ) is an isometry for every x ∈ M (if restricted to N ), we have
It follows that
We infer that
Recall that the right-hand side is a function in L 1 (M ). The left-hand side can be calculated in M \Σ, where u is smooth, and coincides with
.
in M , which proves the second claim of the lemma.
Proofs
We now have all the tools for the proofs of the main results. In particular, for the proof of Theorem 1.1, it suffices to combine the previous statements.
Proof of Theorem 1.1. Let u 0 ∈ C ∞ (M ; N ) and let u ∈ W τ,2 (M ; N ) be the corresponding map from Theorem 2.1. Then there exists a closed null set Σ ⊂ M such that u is smooth away from Σ. Combining Lemma 3.1 with Theorem 2.1, we conclude that u is a weak minimiser of E 2 . The boundary conditions and the partial regularity are of course the same as in Theorem 2.1.
Proof of Proposition 1.1. Suppose that u ∈ W τ,2 (M ; N ) is a weak minimiser of E 2 . Consider a smooth family of maps Φ t ∈ F(M ; N ) for −1 < t < 1 such that there exists a compact set K ⊂ M with Φ t (x, p) = p for all x ∈ M \K and all t ∈ (−1, 1). Let
and Y (x) = F (x, u(x)). Define u t (x) = Φ t (x, u(x)). We first study this variation of u away from Σ (where u is smooth). Then as in (11), we compute
where once again, we write U = id M × u. Thus there exists a constant C 1 , independent of u, such that for all
Moreover, a direct calculation shows that
Since for (x, p) ∈ M × N and Y, Z ∈ T p N , we have
and DT Φ t = 0, we conclude that
(Recall (3) for the definition of J(Y ).) Hence there exists a constant C 2 , independent of u, such that
Still working in M \Σ, we find 1 2
with standard computations as used by Jiang [6] . Thus
Applying the above calculations to u t instead of u, we obtain a constant C 3 such that uniformly in t, we have 1 2
The above inequality holds in M \Σ, which is almost everywhere. Now it follows from Lebesgue's convergence theorem that
Since u is a weak minimiser of E 2 , this quantity must vanish. If we have a Killing vector field Ξ on N and a function η ∈ C ∞ 0 (M ), then we consider F (x, p) = η(x)Ξ(p) and Y (x) = F (x, u(x)). Choose two open sets Ω, Ω ⊂ M with x 0 ∈ Ω and Ω ⊂ Ω . Choose a cut-off function η ∈ C ∞ 0 (Ω ) with η ≡ 1 in Ω and set X i (x, p) = η(x)Ξ i (p). For α ∈ R k , let Φ t ( · ; α) be the one-parameter family in F(M ; N ) generated by k i=1 α i X i , i.e., the solution oḟ Φ t (x, p; α) = k i=1 α i X i (x, Φ t (x, p; α)), Φ 0 (x, p; α) = p.
Then ∂ ∂α i Φ 1 (x, p; 0) = X i (x, p).
Moreover, we have Φ 1 (x, p; 0) = p. By the implicit function theorem, there exists a smooth map A : Ω × W × W → R k such that Φ 1 (x, p; A(x, p, q)) = q for all x ∈ Ω and p, q ∈ W , provided that Ω and W are sufficiently small. Hence for Φ(x, p) = Φ 1 (x, p; A(x, u(x), v(x))), we have the required identity as long as u(x), v(x) ∈ W for all x ∈ Ω.
We now define a relation ∼ on N , defined as follows. For p, q ∈ N , we write p ∼ q if for all smooth functions u, v : M → N with u(x 0 ) = p and v(x 0 ) = q, there exist a neighbourhood Ω ⊂ M of x 0 and a Φ ∈ F(M ; N ) such that v| Ω = Φ • (id Ω × u| Ω ). Then by the previous argument, the relation is reflexive. It is clearly transitive and symmetric, thus we have an equivalence relation. The above arguments also imply that the equivalence classes are open. Hence if N is connected, there exists exactly one equivalence class.
Proof of Proposition 1.3. We argue by contradiction. Suppose we had a Φ ∈ F(S 2 ; S 2 ) with v = Φ • (id S 2 × u). Fix a tangent vector X 0 ∈ T p 0 S 2 and for every x ∈ S 2 , define X(x) = T Φ(x, p 0 )X 0 .
Since Φ(x, · ) is an isometry with Φ(x, p 0 ) = x, we have X(x) ∈ T x S 2 and X(x) = 0 for every point x ∈ S 2 . It is well-known that no such tangent vector field exists on S 2 .
