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1. INTRODUCTION 
If A is a bounded linear operator on the complex Hilbert space H, then the 
numerical range of A is W(A) = {(Af,f) : f E H, ]if]i = l}. A basic problem 
which has been the object of much research is the determination of the nume- 
rical range of AB in terms of W(A) and W(B). Even when A = B the problem 
is a difficult one and most results are in terms of the numerical radius 
w(A) = sup{] a 1 : a E W(A)}. A summary of many of these results is given 
in [7]. Also see chapter 17 of [3] f or a survey of many results concerning 
numerical range. 
This paper attempts to make progess in terms of the numerical range itself 
rather than the numerical radius. The results concerning numerical radius 
usually assume either commutativity, i.e., AB = BA or double commuta- 
tivity, i.e., AB = BA and AB* = B*A or something stronger. The approach 
that we take demonstrates that if one factor is nonnegative, then it is possible 
to get broad results with modest assumptions on the product AB. 
2. PRELIMINARIES 
Throughout this paper “operator” means a linear operator defined on a 
complex Hilbert space H. The spectrum and numerical range of an operator 
T are denoted u(T) and W(T); the closure of a set S is denoted S-. If T is 
restricted to the orthogonal complement of its kernel, denoted H 0 ker T, 
then it defines a one-to-one transformation into the Hilbert space TH-; 
define T+, the generalized inverse of T, to be the operator on H which is 
zero on H 0 TH and on TH it is the inverse to the above transformation 
induced by T. Thus T+( Tf) = g where Tf = Tg and g is orthogonal to the 
kernel of T, i.e., g 1 ker T, and T+f = 0 if f J- TH. For the reader’s con- 
venience we note the following well known facts about T+. 
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PROPOSITION 1. (a) T+ is unbounded if and only if 
inf{ll Tf 11 :f 1 ker T, Ilf II = l} = 0 
which is the case if and only if TH is not closed. 
(b) If T+ is bounded, then /I T+ 11 is the reciprocal of the above infmum. 
For any T we know that ker T = H @ T*H and ker T* = H 0 TH 
where T* is the adjoint of T. If T is normal, then 11 Tf /I2 = 11 T*f II2 for any 
f E Hand so ker T = ker T* and thus TH- = T*H-. Consequently, both T 
and T+ define operators on TH- and we denote those restrictions TITH- 
and T+/TH-. A straightforward consequence of these observations and well- 
known theory for bounded self adjoint operators (see Theorem 6.2-B of 
[14] and the related discussion) is the following proposition. For any set S 
with O$S we let l/S={l/z:z~S}. 
PROPOSITION 2. If T is a bounded nonnegative operator with closed range, 
then 
WT+ITH)- = [ll f /I - t II T+ II] 
and 
1 
W( T+/TH)- 
= W(T/TH)-C W(T)-. 
3. THE CLOSED CONVEX HULL OF u(AB) 
The motivation for this approach is the following result of J. P. Williams 
in [15]: If A and B are bounded operators and 0 6 W(A)-, then 
u(A-lB) C W(B)-/W(A)-. Williams’ applications of the result view it as a 
Banach space result while our approach to the result will be distinctly a 
Hilbert space approach. Clearly AH is invariant under AB and by our pre- 
liminary remarks if A is a bounded normal operator, then we may state 
Williams’ result in the following form. 
LEMMA 1. Let A be a bounded normal operator with closed range and let 
P be the orthogonal projection onto AH. Then 
o(AB/AH) C W(PB/AH)-/ W(A+/AH)-. 
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The boundary of a set S, in the usual topological sense, is denoted bdry S. 
The following lemma is basic in our approach and it may be of independent 
interest. 
LEMMA 2. If H, is a subspace containing TH where T is a bounded operator, 
then 
(0) u u (T/H,) 1 bdry a(T). 
Proof. According to problem 63 of [3] the boundary of the spectrum of a 
bounded operator is contained in the approximate point spectrum. Thus 
for any nonzero number h E bdry a(T) there is a sequence of unit vectors 
{g,J such that ]I( T - A) g, I/ --+ 0. Note 
ll(T - X)g, II2 = II %c - Jk,’ II2 + I h I2 II & /I2 
where g, = g,’ + g; with g,’ E H, , g; 1 H,, . It follows that g; -+ 0 and 
so Tg; -+ 0. By the triangle inequality we get Il(T - /\) g,’ /I + 0 and so 
h E u(T/H,) provided I/g,’ I/ 3 6 > 0 for k sufficiently large. The last con- 
dition is clear since 1 = 11 g, II2 = Ij g,’ lj2 + II g; ]I2 and gi + 0. 
If C, and C, are compact convex subsets of the complex plane then one 
might ask when the product set C,C, = {xy : x E C, , y E C,} is compact 
convex. A little investigation reveals that the product set is almost never 
convex and one of the few situations where it is convex is given in the next 
lemma. 
LEMMA 3. If C is a compact convex subset of the complex plane and 
b > a > 0, then C[a, b] = (xy : x E C, y E [a, b]} is a closed convex set. 
Proof. Since multiplication is continuous the product set is compact and 
thus closed. In order to show that C[a, b] is convex we must show that 
[ta,w, + (1 - t) a2w2] is in the product set when wr , w2 E C, a, , a2 E [a, b], 
t E [0, 11. By considering the addition of complex numbers as vector addition 
one deduces that [ta,w, + (1 - t) azw2] is contained in the closed trapezoid 
which has as parallel sides the two line segments from wla to w2a and from 
w,b to w,b. For any s E [0, l] we have [swi + (1 - s) w2] E C and for any 
c E [a, b] we have [cswi + c(1 - s) w2] E c[a, b]. As c runs through all the 
values of [a, b] the points [cswi + c(1 - s) w2] trace out a line segment and 
as s runs through all the values of [0, l] the line segments sweep out the 
closed trapezoid mentioned above. Thus [ta,w, + (1 - t) a2wz] E C[a, b] as 
desired. 
Before proving our first theorem we prove a lemma which is almost 
geometrically obvious. We denote the closed convex hull of a set S by cl. 
conv. S. 
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LEMMA 4. If T is a bounded operator then 
cl. conv. bdry u(T) = cl. conv. u(T). 
Proof. Clearly bdry u(T) contains the extreme points of u(T) and accord- 
ing to 15.2 Theorem p. 132 of [9] the two sets cl. conv. a(T) and u(T) have 
the same extreme points. By the Krein-Milman Theorem the closed convex 
hull of the extreme points of cl. conv. u(T) is cl. conv. u(T). The lemma 
follows. 
THEOREM 1. If A is a nonnegative operator with closed range, then 
cl. conv. u(AB) C W(A)- W(B)- and the product set on the right is both closed 
and convex. In particular the spectral radius of AB is not greater than the product 
of the numerical radii of A and of B, i.e., r(AB) < w(A) w(B). 
Proof. By Lemma 3 W(A)- W(B)- is closed and convex. By Proposition 2 
l/ W(A+/AH)- C W(A)- and from Lemma 1 we can infer that 
a(AB/AH) C W(A)- W(B)-. If 0 E u(AB), then either 0 E u(A) or 0 E u(B) 
and in either case 0 E u(A) u(B) C W(A)- W(B)-. This observation and 
Lemma 2 imply that bdry u(AB) C W(A)- W(B)- and so cl. conv. bdry u(AB) 
is contained in W(A)- W(B)-. In view of Lemma 4 we have proved the theo- 
rem. 
COROLLARY 1. Let T be a bounded operator with closed range. If the polar 
factorization of T is UR, then cl. conv. u(T) C W(U)- W(R)- and 
cl. conv. o(U) C W(T)- W(R+)-. 
Proof. By the closed range theorem (see Theorem 5.13 p. 234 of [g], for 
example) T*H is closed. By our preliminary remarks T*H = T*(TH) and it 
is trivial that (T*T) H C ( T*T)l12 H. Because T, (T*T), and (T*T)1/2 have 
the same kernel we know that (T*T)li2 H C T*H. This shows that the range 
of (T* T)l12 = R is closed and consequently Theorem 1 implies cl. conv. u(T) 
is contained in W(U)- W(R)-. Since U = TR+ the second part of the 
corollary follows similarly. 
Remark 1. The corollary gives a broad generalization of the lemmas of 
Berberian in [I]. If T is a bounded operator with closed range, then any union 
of angular sectors which contains W(T)- also contains u(U). And any union 
of angular sectors which contains W(U)- also contains u(T). 
Remark 2. In Theorem 1 the order of the factors is unimportant. By 
problem 61 of [3] u(AB) and u(BA) can only differ by (0). But 
0 E W(A)- W(B)- if 0 E u(AB) or if 0 E u(BA). 
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The next corollary is not only an important consequence of Theorem 1; 
it also offers an interesting contrast to the theorem because the range of a 
compact operator is closed if and only if the operator is of finite rank. 
COROLLARY 2. Let A be a nonnegative compact operator. If B is any 
bounded operator, then cl. conv. a(AB) is contained in W(A)- W(B)-. 
Proof. Since the corollary is immediate when H is finite dimensional we 
shall assume that H is infinite dimensional. 
Denote the Schmidt-Hilbert representation of A (see pp. 325-326 of [16]) 
by CT-i (., &J ck& where {&} is an orthogonal set and ci > cR whenever 
i < K. Let A(n) = CE=, (., I,&) clc& and note that 
and 
a(A(n)) = {ck : h = l,..., n}, u(A) = (ck : h = 1, 2,...}, 
11 A(n) B - AB jj -+ 0. 
Since the numerical range of a self-adjoint operator is the closed convex 
hull of the spectrum we have W(A(n))- C W(A)-. 
Because AB is compact a(AB) is a countable set of eigenvalues each with 
finite multiplicity and 0 is the only possible point of accumulation for a(AB) 
(see p. 278 and pp. 283-286 of [16]). Thus outside of {z : 1 .z 1 < E} the 
spectrum of AB is a finite system of finite-multiplicity eigenvalues, say 
{/.L~ : k = 1, 2 ,..., p(c)}. A ccording to perturbation theory for a finite system 
of finite-multiplicity eigenvalues (see p. 206 and then pp. 212-214 of [8]), by 
making // A(n) B - AB /I sufficiently small for any pLle there is a point 
dn) E 4%) B) with 1 vk - pk(n)l < E. Since H is infinite dimensional 
while A(n) B is finite dimensional for every n we have 0 E u(A(n) B). Conse- 
quently we have shown that for any E > 0 and all n sufficiently large 
u(AB) C {z : dist(z, u(A(n) B)) < c} C {x : dist(,z, W(A(n))- W(B)-) < l } 
C {z : dist(x, W(A)- W(B)-) < ~1. 
Since E > 0 is arbitrary and W(A)- W(B)- is a closed convex set we have 
proved the desired conclusion. 
In view of Corollary 2 the argument of Corollary 1 produces the following 
corollary. 
COROLLARY 3. If UR is the polar facotrization of the compact operator T, 
then cl. conv. u(T) C W(U)- W(R)- and cl. conv. u(U) C W(T)-- W(R+)-. 
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4. THE CLOSED NUMERICAL RANGE OF THE PRODUCT 
In general our results will deal with the closure of the numerical range. First 
we prove an elementary result about the numerical ranges themselves. 
THEOREM 2. Let A be a bounded nonnegative operator. If AB = BA, then 
W(AB) C W(A) W(B). 
Proof. It is well known that A1/2B = BA1/2 (for example, see Theorem 
3.35 p. 281 of [8]). Thus 
(ABf, f) = (A1J2BA11% f > = (BA1/2f, A’l”f) 
= @g>g) II A”2fl12 = @g>g) <Af,f > 
with g = A112f/ll A112f 11 p rovided A112f # 0. If A1i2f = 0, then Af = 0 and 
(ABf, f) = (Bg, g) (Af, f) for any choice of g. So the theorem is proved. 
COROLLARY 1. If T is quasinormal, i.e., T(T*T) = (T*T) T and UR is 
polar factorization of T, then 
W) c wu> W(R) and W(U) C W(T) W(R+). 
Proof. By problem 108 of [3] T is quasinormal if and only if UR = RU. 
So the corollary is immediate. 
It is certainly possible to write any bounded self adjoint operator A as the 
difference of two nonnegative operators, i.e., A = A+ - A- . It is elementary 
that B commutes with both A+ and A- provided it commutes with A (see 
pp. 277-279 and pp. 284-285 of [ll]). W e can now state a straightforward 
consequence of Theorem 2. 
COROLLARY 2. If A is a bounded self adjoint operator which commutes with 
B, then 
W(AB) C W(A+) W(B) - W(A-) W(B). 
Remark. Recall that we denote the numerical radius of an operator A by 
w(A). It is known that if A is normal and commutes with B, then 
w(AB) < w(A) w(B) (see [7], for example). Theorem 2 sharpens this known 
result in the case that A is nonnegative and in the case that A is self adjoint. 
Corollary 2 gives additional information about the set {arg z : z E W(AB)}. 
By sacrificing some precision one can obtain a simpler statement in the 
corollary since W(A+) C W(A) and W(A-) C W(A). 
Our final lemma summarizes some of the research of many people. First 
we recall some relevant definitions. A closed subset of the complex plane, M, 
is a spectral set of the bounded operator T if it contains a(T), and if 
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]lf(Z’)II < ]ifllM where [IfIlM is defined as sup(lf(h)] : h EM}, for all rational 
functionsf(h) not having poles in M. A normal operator N defined on K 1 H 
which has the property that Tkx = PNkx for x E H, k = 1,2,... with P the 
orthogonal projection onto H is called a strong normal dilation of T. 
LEMMA 5. Let Z(T) denote the closed convex hull of a(T) for any bounded 
operator T. In order that Z(T) = W(T)- an one of the following conditions y 
is su$icient : 
(a) T is hypernormal, i.e., T*T - TT* >/ 0, 
(b) T is quasinormal, i.e., T(T*T) = (T*T) T, 
(c) T is subnormal, 
(d) any one of the three sets a(T), Z(T) or W(T)- is a spectral set of T, 
(e) T has a strong normal dilation N with W(T)- = W(N)-, 
(f) for every operator B that has a bounded inverse W(BTB-l)-1 W(T)-, 
(g) for every z $ Z(T) we have ]l(T - z)-l Ij < [dist(z, 2(T)]-l, 
(h) T is Toeplitx. 
Proof. If we assume (a), then the conclusion follows by results of [13]. 
If we assume (b), then for any f E H we have (TT*) Tf = (T*T) Tf or 
T*T - TT* is 0 on the range of T. On the orthogonal complement of TH 
we have TT* = 0 and thus T*T - TT* = T*T > 0. So (b) follows from 
(4. 
If we assume (c), then (a) follows from the arguments on p. 104 of [3]. 
If W(T)- is a spectral set for T, then the conclusion follows from the theo- 
rem of [5]. If either of the smaller sets a(T) or Z(T) is a spectral set, then 
necessarily W(T)- is a spectral set for T. 
If we assume (e) then the conclusion follows by Proposition 2 of [12]. 
If we assume (f) then it follows that Z(T) r> W(T)- and thus Z(T) = W(T)- 
by Theorem 4 of [6]. 
If we assume (g), then the conclusion follows by Theorem 2 of [lo]. 
Finally if we assume (h), then the relevant result is Corollary 4 to problem 
196, p. 139 of [3]. 
By virtue of the above lemma we can deduce the following theorem from 
Theorem 1. 
THEOREM 3. Let A be a nonnegative operator which is either compact or 
has closed range. If T = AB satisfies any one of the conditions (a), . . . . (h) of 
Lemma 5, then W(T)- C W(A)-- W(B)- and, in particular, w(T) < w(A) w(B). 
Remark 1. The above inequality is somewhat similar to the following 
inequality due to Reid and Halmos (see problem 82 of [3]): If A and B are 
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bounded operators with A nonnegative and AB self adjoint, then 
w(AB) ,< w(A) r(B) w h ere r(B) is the spectral radius of B. 
COROLLARY 1. If T is a bounded operator which is either compact or has 
closed range and if T satis$es one of the conditions (a), . . . . (h), then 
W(T)- C W(V)- W(R)- where VR is the polar factorization of T. 
Proof. If T has closed range, then R has closed range by the observations 
Corollary 1 to Theorem 1 and if T is compact, then R is compact; so the 
corollary is immediate. 
COROLLARY 2. Let A and B be bounded self-adjoint operators. If AB 
satisjies any of the conditions (a), . . . . (h), then A and B commute and so AB 
is self adjoint. 
Proof. For c > /I A 11 , (A + ) . c is a bounded nonnegative operator with a 
bounded inverse and consequently W([A + c] B)- C W(A + c)- W(B)-. 
It follows that W([A + c] B)- is a subset of the reals and so [A + c] B is self 
adjoint. 
Remark 2. By Theorem 2 of [16] if T is a bounded operator such that 
ATA-I = T* for some bounded operator A with 0 4 W(A)-, then T is the 
product of two bounded self adjoint operators. In view of Corollary 2 above 
we can deduce a main result of [17], i.e., if ATA-l = T* with 0 6 W(A)- 
and T satisfies one of (a), . . . . (h), then T = T*. 
Remark 3. The analogy between operators and complex numbers might 
lead one to the false conjecture that the conclusion of Corollary 1 is true for 
any bounded operator T. If VR is the polar factorization of 
0 
V-(6 -;) ( 
9 -2 
R= -2 (jj’ 
u(V) = {i, - i}, o(R) = (5, lo>, u(T) = ((3i i i 4209) 12). 
It follows from the lemma of Donoghue in [2] that W(T) is a two dimensional 
ellipse while W(V) W(R) is just a line segment along the imaginary axis. 
Remark 4. The result that w(AB) < w(A) w(B) whenever A is normal 
might lead one to the false conjecture that the conclusion of Theorem 2 is 
true when A is only required to be normal. If one takes a unitary operator V 
with u(V) = {eit : t E : t E [0, 37~/4]}, then it is easy to see that W(V)- W(V)- 
is not convex and also does not contain W( V2)-. 
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