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Abstract

In real·time distributed

s)'S(em~.

it is desirable to allow read and write accesses Lo occur on replicaLed copies of

database files in case of neLwork partitions to increase availability. However. the sysLem should detect munml

conllicts among the copies of me database files when sites from diITerelll [larLilions merge to form onc partition. In
this paper, we present a timestamp-based algorithm for the detection of both write-wrire and read-write conflicts for
a single file in distributed systems during network partitions. Our nlgoritllm allows operations to occur in diITerent
network partitions simultaneously. When the siLes from diITerenl partition merge, the algorithm detects and resolves

both read-write and wrire-write conflicts willlOUl laking into account the semantics of the O"ansacLions. Once (11C
conlliCL<; bave been detected, some reconciliation steps for the resolution of conflicts have also been proposed. Our
algorithm will be useful in real-time systems where timeliness of operations is morc important than response time
(delayed commit).

Keywords: Replication. Network Partitions. Conflicts, Timestamp, Reconciliation.
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1. Introduction
Replication of database files is a key factor to improve availabilily in distributed systems. Replicated files at mulLiple
sites permit accesses in the presence of some site failures or network partitions. Tbis improves availability in
distributed environmenL. However, when file replication is there. replicated copies must behave like a single copy.
That is. all the copies of the same logical file must make available the same currem value. This value should be the
logical value in terms of the transactions executed on different copies of the same file.
To our knowledge, several proposed metllOds [1,2.3,4.5,6,7,12,13,14,15] enforce consistency of the
database by permitting database files to be accessed only in one partition in case of network or site

failure..~.

Many of

these methods put restrictions on Llle execution of different lransactions without guaranteeing that the data files can
be accessed in

aLlea~t

one partition. Many of these algorithms handle only simple partitions (i.e.. no multiple

partitions). Most of these <llgorithms do not permit transactions to be backed out once they have been committed.
Therefore, these protocols do not allow execution of conflicting transactions [1]. Thus, they guarantee the
consistency of the database across the partitions by severely limiting availability.
In many real-time situations. it is desirable to keep the system functioning in the presence of some site
failures or network partitions to

increa~e

availability. The operations may be allowed to execute independently in

different partitions. However. the system will delay actual commit (i.e.• the transfer of data to stable storage) umil
recovery is completed. This is. because there is a possibilily of backing out some of tlle committed transactions.
Thus. tlle proce..~sing of transactions in each partition will be consistenL. However, global inconsistencies across the
partitions may occur.
When the system is partitioned, each partition maimains the consistenl data but cannot make sure Lhat its
actions do not conflict with the actions in the other partitions. In such cases. the conflicts are to be detccted
wllenever aoy two partitions or some sites from different partitions merge. There are mainly two tYJ1e.." of conflicting
operations namely rea(]·write and write-write

[1] depending upon the order of exccutions of read and write

operations. These conflicting operations are important as their order of executions affects the final database state.
When

site..~

from different parlitions merge. read-write and write-write conflicts among Lbe eopies of the database

me.." are to be detected and resolved. TIlis will re-establish the consisrcncy among Lbe copies of tIle database files at
aU the sites within the new partition.
Parker et al. [8] have proposed the detection of only write-wriLe conflicts for a single file using version
vectors. However, resolving inconsistency is not sLraight forward and is essentially left to Lbe user. This scheme has
also been extended to the transactions which access more than one file [9]. However. it does not detect all
inconsistencies and in faci. detect some false inconsistencies [I OJ. We Lbink that if Llle scheme given in [8] can be
extended using timestamps to deal witll both read and write conflicts Lben it will be very useful in increasing
availability in real-lime distributed systems.
In [1OJ, a precedence graph tcchnique for both read-write and write-write conflict detection is proposed

for replicated data in distributed systems. Conflicts are detected from the cycles in the global transaction graph
caused by the independent running transactions in different partilions. TIle committed transactions in each partition
form the local transaction graph. At the time of reconncction, a global transaction graph is formed. The cyt:les from
the global transaction graph arc detccted and resolved by a transaction back out strategy to make tlle database
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consisten\. In the situations when millions of lTansaeuons access lhe single file each second, the algorilhm has to
keep lTack of all the commilled lransactions and their commit orders. Furthermore, it

ha.~ 10

delect all the cycles

among the committed transactions in the global transaction graph. Also, Lo bring back the value of a file to a
consistenl slale, confiicls have to be resolved. Hence. Lbe algorithm has high cost associated with it. Therefore, il
may be worLhwhile

10

deLect and resolve conflicts without keeping track of lransaclions, or operations executed

under the transactions.
One mighl think thaI wilh a simple timestamp scheme using synchronized clocks [111 in each partition, it
would be possible to detect wrile-write and read-wrile conflicts among Lbe copies of a single file. However, this is
not possible as the operations (read and write) execule independenUy in each partition. Therefore. the contlicts may
or may not occur even if reading or writing time of a file in one partition is less lhan the wriLing time of the same file
in olher partition. 11Iis is because these timestamps are independent of each other and belong to two different
partitions. Hence. lbe detection of conllicts using simple timestamp scheme may not possible. This lIas also becn
slaled in [8].

In an earlier attempt [81, the following strategy has been mentioned (no algoriilim

wa~

given) for the

detection of only write-write conflicts using timestamps for a single file. Whenever a file is modified, one marks it
with lhe lwo update times namely tlIe previous and the lasl. When two partitions merge, a check is made
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find

whether no update in the file has occurred or one copy of the file differs from lhe other by a single updale. In such
eases no conflict occurs, but in many complex situations. the llpproach fails [8]. For example, suppose (wT9 .wTII J
and {wTIO.wT1zJ arc
partitions say A

twO

and

write timestamp clements associated with the copies of the same file in the lwo

B, respectively. Each timestamp element represents the previous and the last write

timestamps of the same file in the corrcsponding partition. When these two partitions merge, we compare the
wrile limeslamp elemenls of the partitions A and B to detect the possible connicts. Observe thaI write timeslamps
wT9 and wT lI of partilion A are less than wT IO and wT12 of partition B, respectively. However, Ibis doc..<; not detecL
whether a connict is Lhere or not for the following reasons. If these write timc..<;lrunps correspond to independenL
updates in two differenl partitions then there will be a write-write conflicl. Consider another situation where one of
the write timestamp clements actually belongs to one ofrhe previous partitions when lhe sites of the partitions A and

B were together in one partition. Furthermore, suppose no further updates have taken place in the partition A since
then. In this case, there will be no connict. Therefore, the above scheme fails to dctcct whether conllict is there
or not.
The timCSlamp-based llpprollch given in this pllpcr permits the operations to exeeute independently in
various parlitions and thus. allows possible inconsistencies to occur at lhe cost of more availabilily. We think thaI
timeliness of operations in a real-time distributed syslem is more important than response lime (real conurut). 1113t
is. conuruts can be delayed until all the partitions finally merge into one partition but operations should be allowed
to occur in real-time distributed systems. Our lligorilhm detccts read-write and write-write conflicts when any Lwo
partitions or sitcs from different partitions merge. Our llpproach here uses read and write timcstamps to dctcct and
reconcile both read-write and write-write conflicls for a single ftle. Once inconsisLencies have been detecLed, we
provide some reconciliation steps to resolve conflicts. Our technique for resolving conflicts do nollake into accounl
the semantics of the operations that manipulated the file. and the semantics of the data being stored. Hence, our
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scheme does noL provide transaction oriented daLabase recovery. Our scheme also assumes thaL all Lbe transactions
complete in Lbeir respective partitions before a partition occurs. ThaL is. Lbere is no active transaction at the time of a
partition. However, as mentioned, no transactions can commit unLil all partitions finally merge into one partition.
We, also, nsswnc "read-one and write-all" approach within a partition. Also, wiLhin a partition, no conIlicts are
allowed. Our algorithm also handlcs multiple partitions.

2. Definitions
In this section, we formalize some definitions, LO bc used in the papcr, as follows:
Definition 1: A network partition is said 10 occur when there are disjoilll groups of sites such thaL no
communication is possible belween the groups. Each of the disjoint groups is called a partition that shares a
common synchronized view of some set of files.
Definition 2: A W-timestflmp vector for a file f is defIned as a sequence of n timestamp clements where n is tIle
number of sites in the system. Each timestamp element can be at the most two tuple where the first entry is the firsL
update time and sccond entry is tlle last update time at that site. After a nctwork partition occurs. a new
W-Lime..~tamp vector

is fonned corresponding to the updates in the new partition. When an updatc occurs. only the

timestamp elements corresponding to the sites prescot in that partition is updated and the others remain same.
For example, suppose Sl and S2 are two sites in the sysLem. leI wTi and wTj be Lbe initial and final update
times at these sites respectively. for a file f. before a network partition occurs. TIlen the W-timcstamp vector,
when bOUl the sitcs arc in one partition, will be <{ wTj , wTj

},

{wTi • wTj }>. After a partition. suppose sites'

Sl

and S2 go to Lwo different partitions say A and B. respectively. If the first update occurs aL site S2 in the parLiLion B
at time wTk then the new W-timcslamp vector of partition B ( and hence of site

S2)

will be <{ wTi • wTj

},

wTk >. ThaL is. only Ule timestamp elemenL of the site present in the partition is updated and the other remains same.
Definition 3: A W-timestamp vector To is said to dominate an anotller veclor T l ifUle following bolds.
I. To and T I are the W-timestamp vectors associated with the
Max { wTj • wTj

h

E

To

system and { wTi • wTj

}

~

eopie..~

of the same file in the two parLitions, and 2.

Max { wTh wTmhe T l for each k = 1,2•...,n where n is the number of sites in the

and { wTI> wTm } are the two timesLamp elements of the W-timcsramp vectors To and T I

• re..~pectivcly. Also, wTi and wT1 are lhe initial and wTj and wT", are Lhe lasl update limes in lheir rcspcctive
partitions. InnliLively, if To dominates Tj, tlle copy of tile lile with vector To has seen a superset of updates seen by
the copy with vector T I .
Dermition 4: Two operations belonging to diITerenL transactions are said to be in conflict if they

acce..~s

the same

daLa item simultaneously and one of the two operations is a write operaLion. In case both the operations are write, it
is called a wriLe-wriLe conflict. If one of the two operations is a read then it is called a read-write conflict.
Dermition 5: Two W-timestamp vecLors are said to be in a wriLe-write conflict if no one

dominate..~

the other. ThaL

is. the conditions given in Definition 3 are not satisfied.
Defmition 6: An update partition row-vector for a copy of Ule file f is an ordered luple of values. Each value
corre..~ponds

to a site present in the partition. Initially, Lhe value corresponding Lo a site is set to I. Whenever an

updaLe occurs in a new partition. the values

corre..~pooding

to the sites present in lhe partition remains 1 and the

oLbers are changed to O. Moreover, if a site was absent in lhe last parlition but appears into the new partition, iLs
value is sct to 1·. This reflects Lhat this site is new in tllis partition. 11lis also says that the site's datu. value ba.~ been
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made consistent WiUl respect to the other sites present in its new parLiLion. The next update in this partition will
change 1· to 1.
Definition 7: A partition graph PG(f) for any file f is a directed graph where the source node (and sink if it exists)
is labelled with the names of all the sitcs in the network having a copy of the file f and all the other nodes arc
labelled with a subset of this sct of names. Eaeh node can only be labelled with the names of the sites appearing in
ils ancestor nodes in the graph; conversely every site name on a node must appear on exaetly onc node of its
descendants.

Example 1: Consider a partition graph PG(f) with three sites A,B,C where each sHe has a copy of the file f a<;
shown in Fig.l. Initially, sitcs A, B, C were in the same partition, am'! after mulliple partiLions, site..<; isolate
themselves in differcnt partilions. In the last merge, all the three sitcs again join the same partition.

2.1. When to Detect Conflicts
Let N be a node in the partition graph PG(£) for a file r. The read-write and wriLe-write conllicL<; are 10 be detecled al
the node N if node N bas two distinct fathers N 1 and N 1 such that the following conditions hold:
I. Some writes or reads or both of f has laken place at N I or N 1 or at hath, or a conflict is previously dctectcd at one

or both nodes and may be some more reads or wriles or hath have occurred alone or both nodes.
2. There is no ancesLor node orN having two idenLical fathers N j and N 2 .

Level

ABC

o
1

2

B

3

4

AB

5

ABC

Fi~ure
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1. Partition graph

3. How to Keep and Update Timestamps and Row-vectors
For thc detection and resolution of write-write and read-write conOicls, Ule algorithm needs only the first and the lasL
write limestamps in each new parLiLion. However, the algorithm needs all the Limestamps corresponding to the read
operations perfonned aL a site. Therefore, lhe algorithm stores one read timestamp per read operaLion at Lbe
respective sitcs. The write Limestamps are kept as a vector, called W-limesmmp vector. The algorithm stores a list
of wrile timestamp vectors at eaeh site. Initially the W-Limcstamp vecLor consists of the first and tlle last write
6

timestamps corresponding to all Lhe sites present in the system. If a write operation occurs after a network partition
then the write Limestamp entries at all the sites preselJ[ in the new partition is updaterl. TIlis is because we use
write-all approach within a partition. TIlis gives a new W-timestamp vector. A site will have one W-timestamp
vector corresponding to each partition Ule siLe l13s travelJerl providerl that the value of Ule file is updated at that siLe
in each of fuose partitions. TIml is. each partition corresponds

lO

one new W-Limestamp vector in case there is an

update in that partition. If there is no update in a new partition then this partition will not have any new
W-timestamp vecLor. The last updaterl value of the file in each partition is attached with. the W-timcstamp vector of
that partition. These timestamps are kept at eaell siLe until all sites merge into one partition. However. some of them
will be discarderl while resolving conflicts.
Our algorithm also associate a row-vector willi each W-timestamp vector and rcad timesLamp. The
row-vector gives th.e information about the sites preselJ[ in the partition at thc time of read or writc opcrations. A"
explained before, the frnt update in a new partition changes the entries in the row-vector Lo 1 for all the sites presenL

in the partition and others to O. The subsequent updates in the same partition will not affecL the row-vector enLries.
In a ncw parLition, if there is no new update. a read operation will reLurn the value that will be the last updated value

at that site in one of the previous partitions. Therefore. the row·vector auached with the read timesramp will be the
row-vector aHacherl with tIle W-LimesLamp vector of the corresponding old partition. On the other hand. if therc is
an updaLe in the new partition. a read opcration will return the new value. In this case, the row-vecLor associatcd
with the read timestamp will be the row-vector aUached with the W-Limestamp vector of the new partition.

3.1. How to form a New Partition and Store First and Last Write Timestamps
When a write opcration waul" Lo update a file. it first checks the row-vector associaterl wiLh Ule W-timesramp vector
at iL" site. It then updaLes Ule copies of the file at all the sites (write-all approach) having entries as I and 1° ill the
row-vector. In case Ule write operation is noL able to update all the copies of the file al all the sites having entries as
1 and I' in Lhe row-vector, it forms a new partition. To accomplish this. the home site broadcasts to all the sites iL
ean communicate Lo join the new partition. Once it receives the response from a number of sites, it decides about its
new partition. It then update.." the copies of the file as well as Lhe row-vectors at all the siLes in its new partition.
However, a read transaction will not be able to find out if Lhere is a new partition as it reads the value only at ils
home site. Therefore. iL may return an old value. However, it will he detected as it will generaLe a read-write conOiCl
with rcspect to updates in other partitions.
Initially each site in the system is also associated with a flag bit O. When a write operation perfonns thc
first update on the me (before this the file ha.~ the initial value), the Ilag bit is changerl to I and the time of this write
opcration is storerl. The I value of the nag bit means that Lhe first update in the initial partition has occurrerl. Now
onwards the write time of the nexL wriLe will be storerl buL this wiU be updated for subsequcnt writes. When a write
operation's home sire forms a new partition, it will be the first operation Lhal will update tIle file in the new partition.
Therefore. its time will be storerl as the first update time. For Ule next write operation within Lhe same partition, its
wriLe time will he store<! but will be updated every time for subsequenr writes within the partition. This will
determine the first and Lhe last update time in each new partition.
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4. Detection of W-W Conflicts
When two sites from Lwo partitions merge to form a new partition, the algorithm compares the last W-timeslamp
vectors of the two merging partitions. Note that two W-limesLamp vectors arc said to be in wriLe-write conflict if
neiLlJer dominaLes the other (sec DcfiniLion 3).
Example 2 : Consider a system consisting of four sites a, b. c. d. To dctcct write-write conllicts wben two
partitions merge, we compare the last W·rimestamp vecLors of these Lwo parlitions. Two

ca~es

can arise; either

one of them dominates the orllCr (see Definition 3) or they conflict (sce Definition 4). For example, the
W-timestamp vector <wT I

,{

wT2

,

wTs j, wT4

,

wT I > dominates <wTIo wT4 , wT3 , wT I > bur W-timestamp

vectors <wTJ, wT4 • wT3 ,wT I > and <wTJ,{ wT2 • wT3

},

wT4 , wT I > arc in conllict

, wT] } , wT2 > • <wT I • wT2 , wT3 • wT4 > and <wT l , wTs , {wT6 , wT7

},

wherea~

<wT1 • wT4 • {wT2

wT7 > do noL conllicL (considering two

aL a time since detection of a conflicl is assumed to be a binary operation in this paper) since the last one dominatcs
the othcr lwo. For a more delailed example, see Appendix.

4.1. Resolution of W-W Conflicts
Once a W-W conllict for a file fbetween the last W·timesramp veclors of the file at the two merging sites, say
and

S2,

Sl

bas been detected. the next task is to resolve this conflicl. To resolve the W-W conflict, the algorithm

compares the last W-Limesramp vector of rIle file faL site Sl with the previous W-rimesmmp vecLors of the same file
slored at sile S2. This is under lhe assumpLion thal site Sl
occur at sitc

S2

ba~

seen more updatcs rlmn site S2' However, if the updates

arc not to be discarded for any reasons (e.g.• critical updmes) then Ibe algorithm compares the last

W-timeslamp vector of Lhe file al the siLe

with the previous W-timesramp vectors of tbe siLe

Sl.

By comparing in

this fashion, the algorithm always finds UJat aL some poinL, the last W-timcstamp vecror aL site

S2

dominates one of

S2

the W-timcstamp vectors at site Sl. In oilier words, aL this poinl of time. therc was no conllicL beLween the sites
and

Sl.

S2

Therefore, the algorithm will discard all the W-timestamp vCClQrs at sitcs Sl which are in conflict with the

last W-timcsmmp vector at site

S2.

It will also discard all the read limesmmps at sire Sl afler the last discarded

W-rimcslamp vector. 111is is because these reads will be in conflict with the writes performed ar sile S2. Therefore, it
is desirable to delect write-wriLe conllicts (if any) before rcad-write conflicts. This will reduce the number of
comparisons requircd to detect read-wrile conllicts later.
Aftcr the site S2 has joined the new partition, the lasL updatc lime in the write timestamp element of site
S2

in the W·timestamp vector will be selto the maximum of the timesramp clement of any site in the new partition.

It is also markcd with a

*.

Also, the lasl write limeslamp of site

S2

in the old partition will become the first update

lime in the Dew timestamp element. For example, if {wTm .wTn I is the limestamp element of any site in the new
partition and the la~t write timestamp of the sitc S2 is wT, then the wriLe timestamp element of the new joining sire
S2

is kept as {wT; ,wTn "

}.

We latcr scc that the wrirc timesramp wTi is used for the dctcction of rcad-write

conflicts. The timestamp entry wTn " denotes that the silc S2 lIas joined the new partition but no new updates havc
raken place aL sile

S2

in the new partition. It also informs that the value of the file al site

S2

is made consistcnt with

the help of the valuc of a copy of the file at the sire Sl as exisls at time wTn • The cntry in the row-vector
corresponding to the siLe

S2

is also changed to '". The emry marked with I" infonn~ thal this site is new in this

partition. The Dexl update aL site Sz in the new partition will change I' to I. For examples, see Leve' 3 and Level 5 in
Appendix.
8

4.2. Complexity of the Algorithm for the Detection and Resolution of W-W Conflicts
To delect a W-W conflict, the algorithm compares the IwO write timestamp vectors as explained above. The
complexily of this comparison depends on the number of write timcstamp elements to be compared which in rum
depends on the number of sites in the syslem. That is, the number of the corre.."ponding timestamp elements LO be
compared al the two merging sitcs will he same as the number of sitcs in the system. Therefore, lhe complexity for
this part of the algorithm will be O(n) where n is tIle number of sites in the sysLem_ The complexity of the resolution
parI of the algorithm will be O(nm) (in worst case) where m is lhe number ofwritc timcstamp vectors with whom a
wrile llmeslamp vector of the dominating site is Lo be compared and n is the number of sites in the system.

5. Detection of R-W Conflicts
TIle algorithm detects R-W conllicts only after the detection ofW-W conllicts. Suppose the lasl W-timestamp vector
at site Sl dominates the last undiscarded W-timeslamp vector at site S2_ In this case, the R-W conflicts are detected
between the read timestamps slored aL siLe
stored at site

SI_

S2

and Ule write timestamp elemenLS from the W-timestamp vectors

First, the algorithm compares the lalest read timestamp available at site

S2

with the write

timestamp element of the file from lhe la."t W·timeslamp vector at site Sl. Suppose the latest read timestamp of
lhe file at site

S2

is less than the corresponding write timeslamp element of the file aL site Sl. In lhis case, lhe

algorithm keeps comparing the read llmesLamp with the write timestamp elements from the previous W-timcslamp
vectors at site

SI

until one of lhe conditions given below is satisfied. Note thal for the purpose of comparison, a

read timeslamp is always compared wilh the write time.."Lamp associated with WTn", and in the row-vcctor, the
corresponding I' cntry is treated as 0 since WTn ' is not a real update. For a complete working example, see
Appendix.

5.1. ConditiolL'i for the Detection of R-W ConOicts
Condition 1 :

HMin{wTm,wTnL, <
and the TOw-vecLors auached with read and write limestamp clemenls differ
then

R-W conflict

else

no R-W conflict

If[rT~l,~

Condition 2 :

= Max {wTm.wTn}Sl

or

[rT~l.: = Min {wTm.wTnls,

then R-W contlict

Condition 3 :

If{rT~l~

> Max {wTm,wTnL , and the TOw-vecLors aLtachcd with

read and write time.."lamp clements differ
then
else no
NoLe: [rT~

1.

indicate.." lhe

R-W conflict
R-W conllict

k'h rcading time at site S2

{wTm,wTn ls, indicales that wTm is the initial and wTn is Ule J:i.nal update lime.." al site Sl in a partition.
Min (wTm,wTnt,

= {wTmL ,

and Max {wTm,wTnt, = {wTnL , _
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5.2. Correctness of the Conditions
We now argue the corrcctness of the conditions given above as follows.
Correctness of Condition 1 : In general, suppose thaL a read timestamp associated with a file at one site falls
between the Iirst and the last updatc timestamp associated with thc same file at the other site. In this case, the
conflict is there or not dcpends upon the following. If the row-vcctors attached with read and writc timestamps differ
(Lc., the reading of a file in one partition is independent of the updutcs in the other partition) then a read-write
conflict will occur. If the row-vectors arc samc then it implie..<; that read rcturned the last write value of the liIe and
sincc tIlen there is no new update operation at the other site. Hence, there will be no R-W eonllicl.
Correctness of Condition 2: Suppose a read timestamp at a site coincides with either the first or the last update
timestamp at some other site. In this case, the row-vectors auached with the read and write timestamps will always
differ. This is because same read and write timestamps implies thaL a read and

11

write operations are perfonned aL

the same time in two partitions. In the same partition, this is not possible as no conflicts are allowed within the same
partition. Hence, there will be a read-write conllieL
Correctness of Condition 3: Suppose a read timestamp of a file aL a site in onc partition is greater Iban Ibe
last write timestamp of Ibe same file at some other sitc in a diIIerenl partition. In this case, if the corresponding
row-vectors differ then it will generate a read-write conflict. This is because diIIerent row-vectors implies thal a
read in one parrition is independent of Ibe last write of the same file in some olber partition. If the row-vectors are
same then there will be no conflict since same row-vcctors imply Ibat the read is consistent with the last write at the
other partilion. In o!ber words, same row-vcctors imply thal both the sites have secn consistent updates. Therefore,
read will return the correct value.

5.3. Complexity of the Algorithm for Detection of Read-Write Conflict
For the detection of read-write conflict, we compare cach read timestamp at sHe S2 with the wrile limcstamp clement
at site

51.

That is, in worst case, we might have LO compare one read timestamp with al the most m different

timestamp clements. We also need some conslant number of comparisons for the conditions given above. This
includes some constant number of comparisons to compare lhe two row-vectors. The row-vector dements of lhe
corresponding sHes 10 be compared depends

011

n where n is the number of sites. Therefore, we assume that the

number of comparisons needed in the conditions given above to be equal Lo some constant k. Therefore, in case we
have to compare p read timestamps, the complexity of the algorithm in worst case will be O(pm+k). However.
practically, !be complexilY of the algorithm will be much less than its worst case complexity due to the following
reasons. First, many reads arc discarded during Ute resolution of the write-write conflicts. Also, if a latest read
timestamp is not in read-write conflict, earlier read.<; will not be in conflict. Therefore, we need not compare re..<;L of
the read timeslamps with the mile limcstamp elements. Furthermore, if we keep track of last compared wrile
timestamp e1emenL, the next rcad timestamp can be compared with this write timestamp clement and !ben with its
next preceding write timestamp clemcnt alld so on.

5.4. Resolution of R-W Conflicts
Suppose a R-W conlliel is detected between lbe two merging site..<;.ln this case, the algorilhm simply discards We
read timestamp in conflict with the wrile timestamp element from !be W-timestamp vector at the other site.
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Similarly. the other read timestamps arc also compared, and arc discarded if they are in conflict with the write
timestamp elements stored at other site.
NoLe that somc R-W conflicts arc detecLed and resolved automatically during thc resolution of W-W
conflicts.
Suppose a read timestamp at site S2 is found to be not in conflict with the write timestamp clement at site
Sl. In this case. the renmining read timestamps at site

S2

will nol be in R-W conflicls with the writc timestamps at

site 81. Therefore. there is no need to compare the carlier read timestamps at site S2 witb the write timestamp
elements at site Sl.
Suppose the last W-timestamp vector at Sl dominaLes the last undiscarded W-timestamp vector at site 82. In
this case, there will not be any R-W conflicts between all the reads performed at site Sl and all the updates
performed at siLe S2 before the

la~t

undiscarded W-Limestamp vecLOr.

6. Conclusion
In this paper. we have presented an efficient and useful technique for detecting and resolving read-write and

write-write eonflicls in real-time disLributed sysLems based on timestamp approach. Here. an inconsistency has been
assumed due to multiple users modifying dHIerenL copies of the same fIle without murually excluding one another.
This situation will occur, for example, when network failures isolate these users in different partitions. Our scheme
uses only some of read and writc timestamps to detect and resolve conflicts. Our future work will be to test this
scheme in a real world environment. In thaI case, we can also discuss about the space requirements for SLOring the
read. write timestamps as well as row-vectors. Also. we intend to extend this scheme for morc than one lile.
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APPENDIX: Example
Each node in the Fig. I corresponds to a partition for a lile f during WIlich the sites maintain an independent
consistent view of the file f in their own partition. A conflict is detccted wIlen two partitions merge into one
partition.
We have given below the six different levels through whieh the sites A, B, C travel and linally merge into
one partition as shown in Fig. I. The W-timcstamp vcctors. and read timestamps, and their associated row-vectors
are given in case of each partition.
Notations used :

1. A row-vcctor attached with a W-timestamp vector gives the infonnation about the sites present when the updates
start occurring in that partition.
2. A W-timcstamp vector corresponds to a partition whereas a read timestamp

correspond~

to a site.

3. The row-vector <lll>n attached wiw a read timestamp implies that reading is at site B. Also. the value read
correspond~

to the last update when all the three sites A,B.C were in we same partition. Similar notation has been

used for other row-vectors of this type.
4. The read timestamp <rT4 , rT8 xllO>a implies that first read at site B is at Lime rT4 and the second read is at
lime rTH. <l1O>9 denotes that reads are with respect to the writes performed at the site B in the partition {AD}.
Similar notation has been used elsewhere also.
Levell: Partitions of {ABC} are lAB} and {C}.
The W-timestamp vectors and read timestamps at partitions IAS} and {C} are as follows:
In partition {AB}

W-Limeslarnp vectors

read timestamps

<WT j ,wT1 ,wT j > <lll>
<:{wT3 , wT7 },{wT3 , wT7

rT2 <l I 1>,\
},

wT1 > <110>

rT9 <llO>a .<rT4 ,rT8 xllO>A

In partition {C}

rT2 <I I 1>e , rT..\ <I I 1>e
12

<wT1 • wT1 • wT5 > <DOl>

<rT7 • rT IO ><OOl>c

Level 2: ParLiLioDS of lAB) are {A} and IB}.
In partition {A}

W-timestamp vectors

read timcslamps
rT z <III>A

<wT1 • wT,. wT 1 ><l11>
<lwT3 , wT7 J.{wT3 , wT7
<wT'4. {wT;, wT7

}.

},

wT, ><110>

<rT4 • rTg xIID>A

wT I > <l00>

<rT I6 • rT I9 xIDO>A
In partition (B J
read timestamps

W·umestamp vectors
<wT 1 , wT1 , wT1 ><111>
«wT3 , wT7 }.{wT3 , wT7
<{wT 3 • wT7

}.

).

wT1 > <lID>

rT9 <llD>lI

wT zo , wT 1 > <010>

rTn <OlD>B

Level 3 : After merging of partitions IB} and (C) into (BC). We assume that site B has seen more updates
than C.

The last W-timestamp vector at site B dominates the first W-timestamp vector at site C and therefore, we discard
rcsl of the W-timesLarnp vectors and the read timestamps after the last discarded W-timestamp vector. The read
timestamp rTz <I I I>A is not in conflict with any W-timeslamp veclors (see section 4.0 and therefore, it will remain
a~ valid read at site C wbereas r T 4 <111>(" . <r T7 ,r TID ><OOl>e are discarded due Lo conflict. Also, <all" >

implies tlmt site C has joined the partition and the value of the liIe is made cODsisLenl with rcspect to the value
of the file at site at time wT20 (shown by WT2~ at the corresponding position of the site C in the W-Limestamp
vector).
In partition (BC)

W·timeslamp vectors

read timestamps

<wT" wTJ, wTI > <Ill>

rTz <111>("

<{wT3 , wT7 ),{wT3 , wT7
<{wTJ , wT7

},

}.

r T 9 <l1O>fl

wT, ><110>

:>

wT20 , {wTJ, wT2

<all·>

rTn <OlO>B, rT26 <all· >c

<lwT3, wT7 }. WT29 , wTz9 > <OIl>

rTn <Oll>e

Level 4 : Afler partition of {BC} into IB} and {Cl, the veclors arc as follows:
In partition {B}

W-timeslamp vectors

read timestamps

<wT1 ,wT 1,wT1 > <Ill>
<{wT3 ,wT7 }.{wTJ ,wT7 J,wT] > <1l0>
<{wT3, wT7

},

:>

wTzo , (wT Io WT2

rT9 <110>1I

<011·>

rTn <01O>n

<lwT3, wT7 ). WT29 , wTz9 > <all>
<{wT3, wT7 ). WT36 , wTZ9 > <OlD>
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In partition (C)
W-timestamp vectors

read timestamps

<wTJ, wTJ, wT1 > <Ill>

rT2 <l11>e

<{wT3, wT7 },{wT3• wT7 }. wT j > <110>
«wT3 • wT, ), wT20 • {wTI> wT;o > <Oil">

rT26 <OIl" >c

<{wT3• wT7

rTn <OI1>e

}.

WT29 , WT29 > <all>

LevelS: After merge of partitions {A} and {B} into {AB} with the assumption thaL site A has secn morc
updates Lban site B. The last W-timestamp vector at siLe B dominate." the second W-timestamp vector at site A
(see Level 2) and therefore, we have discarded rest of the W-timesLamp vectors along with corresponding bad reads
and dlcir read timestamps.
In partition {AB}
W-Limestamp vectors

read timestamps

<wT, . wT, . wT, > <111>
<{wTl • wT7 }.{wT3• wT7

}.

rT2 dl1>A
rT~

wT1 > <110>

<:{wT3 , wT7

},

wT20 • (wT lo wI;: > <all *>

<{wT3 , wT7

},

WT29 , WT29 > <011>

<110>11

,<IT~,

rT s ><I1O>A

rT22 <010>0

<{wT7 , WT36 }, WT36 , WT29 > d" 10>

rT39 <010»>

Level 6: After merge of {AB} and {C} into {ABC} with Ihc assumption thaL sites A and B dominates the
site C.
In partition {ABC}

W-timestamp vectors

read timestamps

<wT l ,wT] ,wT, >dl1>

rT2 <111>(', rT2 <l11>A

<{wT3 .wT7 }.{wTl • wT7 }.wTj ><110>
<:{wT3 , wT7
<{wT3 • wT7

<{wT7 .wT3"6

},
}.

rTg <110>0 ,<rT4 • rTg ><11O>A

wT20 • {wTI> wT;o > <Oil" >

rT22 <010>>>. rT26 <all" >

WT29 • wT29 ><011>

}, WT36 • WT29

rTn <Oll>e

><1' 10>

rT39 <010>11

<:wT-I5. wT-I5. WT45 > <Ill>
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