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ABSTRACT
Partial differential equations (PDEs) are important tools in modeling complex phenomena,
and they arise in many physics and engineering applications. Due to the uncertainty in
the input data, stochastic partial differential equations (SPDEs) have become popular as a
modelling tool in the last century. As the exact solutions are unknown, developing efficient
numerical methods for simulating PDEs and SPDEs is a very important while challenging
research topic. In this thesis we develop efficient numerical schemes for deterministic and
stochastic porous media flows. More schemes are based on the computing of the matrix
exponential functions of the non diagonal matrices, we use new efficient techniques: the
real fast Le´ja points and the Krylov subspace techniques.
For the deterministic flow and transport problem, we consider two deterministic expo-
nential integrator schemes: the exponential time differential stepping of order one (ETD1)
and the exponential Euler midpoint (EEM) with finite volume method for discretization in
space. We give the time and space convergence proof for the ETD1 scheme and illustrate
with simulations in two and three dimensions that the exponential integrators are effi-
cient and accurate for advection dominated deterministic transport flow in heterogeneous
anisotropic porous media compared to standard semi implicit and implicit schemes.
For the stochastic flow and transport problem, we consider the general parabolic SPDEs
in a Hilbert space, using the finite element method for discretization in space (although
finite difference or finite volume can be used as well). We use a linear functional of the
noise and the standard Brownian increments to develop and give convergence proofs of
three new efficient and accurate schemes for additive noise, one called the modified semi–
implicit Euler-Maruyama scheme and two stochastic exponential integrator schemes, and
two stochastic exponential integrator schemes for multiplicative and additive noise. The
schemes are applied to two dimensional flow and transport.
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Introduction
Many practical problems arising in the real life applications can be modeled by time depen-
dent partial differential equations (PDEs). Advection and diffusion can transport chemi-
cally reactive components such as dissolved minerals, colloids, or contaminants, over long
distances through the highly heterogeneous porous media comprising geological formations.
It is hence a fundamental process in many geo-engineering applications, including oil and
gas recovery from hydrocarbon reservoirs, groundwater contamination and sustainable use
of groundwater resources, storing greenhouse gases (e.g, CO2) or radioactive waste in the
subsurface, or mining heat from geothermal reservoirs. One of the fundamental challenges
is to forecast these processes accurately because the permeability in heterogeneous porous
and fractured media typically varies over orders of magnitude in space and possibly time
(e.g, [1,2]). This causes highly variable flow fields where local transport can be dominated
entirely by either advection (Pe´clet number larger than one) or diffusion (Pe´clet number
less than one), leading to macroscopic mixing and “anomalous transport” that is charac-
terised by early breakthrough of solutes or contaminants and long tailing at late time [3].
Chemical reaction rates and equilibrium constants can vary in a similar manner, giving rise
to complex mixing-induced reaction patterns at the macro-scale because chemical reactions
rates can dominate locally over transport rates or vice versa (e.g, [4–6]).
Predicting the spatial spreading and mixing of reactive solutes in field applications
hence requires the efficient and accurate numerical solution of advection-diffusion-reaction
equations (ADR) which resolve the wide range in flow velocities and reaction rates. This is
particularly important because the exact spatial distribution of the permeability field and
reaction rates is commonly unknown and therefore a large number of simulations must be
run to quantify the uncertainty of the transport behaviour [7], for example to forecast the
possible arrival of highly toxic contaminants at a groundwater well and design adequate
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remediation schemes.
The efficient time integration of evolution equations requires particular methods. For
quite a long time, implicit and linearly implicit methods were the methods of choice. These
methods, however, need at each time step a solution of large systems of nonlinear equations.
This can be the bottleneck in computations. In recent years, exponential integrators have
become an attractive alternative in many situations. In contrast to classical methods, they
do not require the solution of large linear systems. Instead they make explicit use of the
matrix exponential and related matrix functions. The family of exponential integrators date
back to the 1960’s (see [8,9]). These methods are based on approximating the corresponding
integral formulation of the non-linear part of the differential equation, solving the linear
part exactly, and computing the exponential of a matrix, a notorious problem in numerical
analysis [10]. However, new developments in computing exponential matrix functions has
revived interest for these methods.
Due to the lack of information on the input data, Stochastic Partial Differential Equa-
tions (SPDEs) became popular since the last century. Like mathematical models using
PDEs, many SPDEs models do not admit analytical solutions and we must look for accu-
rate and efficient numerical schemes to approximate them.
This thesis presents our contribution to numerical schemes for flow and transport prob-
lem in porous media. Chapter 1 to Chapter 3 focus on deterministic flow and transport
while Chapter 4 to Chapter 7 focus on a general stochastic parabolic partial differential
equations where stochastic flow and transport problem is a particular case. Our special
contributions are in Chapter 3 and Chapter 5 to Chapter 7.
Chapter 1 presents the fundamental physics of single–phase flow and transport in sat-
urated porous media. The main aim is to recall the basic of equations and constants used
in this thesis. These equations are described by Darcy’s law and mass balance equations.
In Chapter 2, we give a rigorous statement of the model problems using some funda-
mental notions from functional analysis, and the corresponding classical finite volume space
discretization. In this chapter, we review results from Sobolev space [11] and semi group
theory [12].
Chapter 3 presents the exponential integrator time stepping schemes for advection–
diffusion–reaction (ADR). In this chapter, we investigate two exponential time integrators,
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the second-order accurate Exponential Euler Midpoint (EEM) scheme [13] and Exponential
Time Differencing of order one (ETD1) [14] for advection-dominated reactive transport in
anisotropic and heterogeneous porous media. The time and space convergence is given for
ETD1 scheme. The exponential matrix function, the so called ϕ1− function is computed
with the real fast Le´ja points and Krylov subspace techniques. All our numerical examples,
which include advection–diffusion–reaction simulations performed on the classical SPE10
test case [1], demonstrate that exponential integrators are highly competitive compared to
standard semi-implicit and implicit time integrators. Chapter 3 extends work published in
our papers [15,16].
We start stochastic analysis from Chapter 4, using the finite element method [11, 17]
for space discretizations. We note that extension to finite differences or finite volumes
methods would be possible. In Chapter 4, we give a rigorous statement of nonlinear SPDEs
and corresponding standard numerical stochastic schemes. In Chapter 5, we introduce
a new scheme for SPDEs driven by additive space-time noise using a linear functional
of the noise with a semi–implicit Euler–Maruyama method to discretize in time. We give
convergence proofs in the root mean square L2 norm for a diffusion reaction equation and in
root mean square H1 norm in the presence of advection under some regularity of the noise.
We present numerical results for a linear reaction diffusion equation in two dimensions as
well as a nonlinear example of a two-dimensional stochastic advection–diffusion–reaction
equation. The analysis and numerics shows that we have better convergence properties
than for the standard semi–implicit Euler–Maruyama method. Chapter 5 extends the work
presented in our paper [18].
Chapter 6 introduces two new schemes for SPDEs driven by additive space-time noise.
We upgraded two deterministic exponential schemes to stochastic exponential schemes us-
ing a linear functional as in Chapter 5. As in the deterministic schemes, we compute
the exponential matrix functions by using the real fast Le´ja points and Krylov subspace
techniques. We consider noise that is white in time and either in H1 or H2 in space
and give convergence proofs in the mean square L2 norm for a diffusion reaction equa-
tion and in mean square H1 norm in the presence of an advection term. We present
results for a linear reaction diffusion equation in two dimensions as well as a nonlinear ex-
ample of two-dimensional stochastic advection–diffusion–reaction equation motivated from
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realistic porous media flow, which shows better convergence properties over the standard
semi–implicit Euler–Maruyama method and the new modified semi–implicit scheme built
in Chapter 5. This chapter is presented in our paper [19].
Chapter 7 extends the deterministic ETD1 and exponential Lawson schemes to stochas-
tic exponential integrators for more general noise (additive and multiplicative space time
noise). The time step discretization for the noise used here is the standard Brownian incre-
ment. We give the convergence proofs in the root mean square L2 norm. Again, we compute
the exponential matrix functions using the real fast Le´ja points and the Krylov subspace
techniques. We present results for a linear reaction diffusion equation in two dimensions
as well as a nonlinear example of two-dimensional stochastic advection diffusion reaction
equation motivated from realistic porous media flow.
4
Chapter 1
Flow and transport in porous media:
Basic notions
In the first chapter of this thesis, we present the basic notions for single–phase fluid flow
and transport in saturated porous media. The main aim is to recall the key equations and
constants used in this thesis. These equations represent momentum and mass balance in
porous media and are given by Darcy’s law and two conservation equations respectively.
The conservation equation of fluid flow, assuming incompressibility of the fluid, is given by
the divergence equation. The conservation equation describing the transport of a dissolved
and chemically reactive species contains and advection, dispersion (includng diffusion) and
reaction term. Examples for reactions are adsorption, or radioactive decay.
1.1 Definition of basis concepts in porous media
More information about the content of this chapter can be found in the standard texts
[20,21].
1.1.1 Porous medium
A porous medium is a medium which contains void space called pores allowing fluid to flow
through the medium. Many natural substances such as rocks, soils, biological tissue (e.g.
bones), and man-made materials such as cements, foams and ceramics can be considered as
porous media. A porous medium is characterised by its porosity, permeability as well as the
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properties of its constituents (solid matrix and fluid). In this thesis our main porous medium
will be the geological reservoir (a porous medium which contains different types of rocks).
A geological reservoir is complex as the permeabilty and porosity are highly uncertain
functions of space and possibly time. If the reservoir contains oil or gas, it is called an oil
reservoir or hydrocarbon reservoir, if it contains water it is called a groundwater reservoir
and if it contains heat it is called a geothermal reservoir.
1.1.2 Porosity
The porosity φ of a porous medium is a fraction of pore space volume, i.e.
φ =
Pore space volume
Total volume of the porous medium
. (1.1)
In all this work φ will be used for effective porosity i.e. the fraction of connected pores
where fluids can actually flow in. Figure 1.1 shows a statistically generated porosity field of
a potential oil reservoir [1] while Table 1.1 gives typical values of the porosity of some rocks.
Figure 1.1: A statistically generated porosity field of a potential oil reservoir (the SPE 10
model). Blue values represent low porosities and red values high porosities.
1.1.3 Permeability
The permeability (or intrinsic permeability) k with units of [m2] or [Darcy] is the quantity
which determines the ease at which fluids can flow through a porous medium, i.e. the
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Table 1.1: Average of the porosity of some rocks. Taken from [20].
Material Porosity (%) Material Porosity (%)
Gravel, Coarse 28 Loess 49
Gravel, mesium 32 Peat 92
Gravel, fine 34 Schist 38
Sand, coarse 39 Siltstone 35
Sand, medium 39 Claystone 43
Sand, fine 43 Shale 6
Silt 46 Till, predominantly silt 34
Clay 42 Till, predominantly sand 31
Sandstone, fine grained 33 Tuff 41
Sandstone, medium grained 37 Basalt 17
Limestone 30 Gabbo, weathered 43
Dolomite 26 Granite, weathered 45
resistance to fluid flow. In a complex porous medium the permeability is usually a full
tensor given by
k =

kxx kxy kxz
kyx kyy kyz
kzx kzy kzz
 . (1.2)
A porous medium is anisotropic with respect to the permeability if it is directionally de-
pendent and isotropic if not. The permeability in an isotropic porous medium is given by
k = kI3 where I3 is the 3× 3 identity tensor. A key challenge is that the distribution of the
permeability is commonly highly uncertain in subsurface reservoirs while the permeability
values vary over several orders of magnitude in space.
In hydrogeology, the permeability combined with the fluid properties viscosity [Pa s]
and density [kg m−3], as well as the constant of gravity [m s−2], to form the hydraulic
conductivity K [m s−1] given by
K =
ρg
µ
· k. (1.3)
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Figure 1.2: Statistically generated permeability field (y− direction) of the first upper 20
layers of the SPE 10 case. Note the log10 scale and that permeability varies over 6 orders
of magnitude.
Table 1.2 illustrates the range of the hydraulic conductivities (assuming pure water at
room conditions) for some geological media.
1.2 Darcy’s Law
In 1856, Henry Darcy investigated the flow of water in a vertical, saturated, homogeneous
sand filter (see Figure 1.3), in connection with the Dijon city’s fountains. From his exper-
iments, varying the length and diameter of the column, the porous material in it, and the
water levels in inlet and outlet reservoirs, he concluded that the rate of flow Q (volume of
water passing per unit time) through a sand column of length L and constant cross-sectional
area A is:
I Proportional to the cross-sectional area A of the column.
I Proportional to the difference in water level elevations h3 and h4 in the inflow and
outflow reservoirs of the column respectively and inversely proportional to the column
length L.
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Table 1.2: Hydraulic conductivity of the water in different porous media. Taken from [20].
Rocks Hydraulic conductivity (m/sec)
Unconsolidated sedimentary deposits
Gravel 3× 10−2 to 3× 10−4
Coarse sand 6× 10−3 to 9× 10−7
Medium sand 6× 10−4 to 9× 10−7
Fine sand 2× 10−4 to 2× 10−7
Silt, loess 2× 10−5 to 1× 10−9
Till 2× 10−6 to 1× 10−12
Clay 5× 10−9 to 1× 10−11
Unweathered marine clay 2× 10−9 to 8× 10−13
Sedimentary rocks
Karst limestone 2× 10−2 to 1× 10−6
Limestone and dolomite 6× 10−6 to 1× 10−9
Sandstone 6× 10−6 to 3× 10−10
Shale 2× 10−9 to 1× 10−13
Crystalline rocks
Permeable basalt 2× 10−2 to 4× 10−7
Fractured igneous and metamorphic 3× 10−4 to 8× 10−9
Basalt 4× 10−7 to 2× 10−11
Unfractured igneous and metamorphic 2× 10−10 to 3× 10−14
Weathered grantie 5× 10−5 to 3× 10−6
When combined, these conclusions give the famous Darcy’s formula, or Darcy’s law
Q = K · Ah3 − h4
L
= K · A∆h
L
. (1.4)
See [22] for more details.
It is important to mention that h is defined as the piezometric head, given in [22] by
h = z +
p
ρg
, (1.5)
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Figure 1.3: Darcy’s experiment. Adapted from [23].
where z is the elevation and p the pressure in the fluid at the considered point, ρ and g are
defined in the previous section. When L tends toward 0, Darcy’s law (1.4) allows to have
the following Darcy’s velocity denoted by q
q =
Q
A
= −K∇h = −k
µ
· (∇p+ ρg∇z) = −k
µ
· (∇p+ ρg) . (1.6)
The Darcy’s law velocity q is also called a specific discharge and is related to the fluid’s
velocity v and porosity φ by
v =
q
φ
. (1.7)
The equation (1.6) is called equation of motion of the fluid in the porous media. The
equation of motion is equivalent to the Navier-Stokes equation in fluid dynamics and rep-
resents the momentum balance for fluid in porous media.
Given that in the equation of motion (1.6) we have two unknowns q (or v) and h (or
p), we need another equation to be able to solve the flow problem. This equation will come
10
from mass conservation (balance) of the fluid.
1.3 Mass conservation equation
Consider the unit volume of porous medium centered at the point (x, y, z) (Figure 1.4)
called Representative Elemental Volume (REVo). The law of conservation of mass requires
that the change in mass per time is equal to the mass flowing in (Min) minus mass flowing
out (Mout) of the unit volume plus source (Msource), i.e.
∂M
∂t
= Min −Mout +Msource. (1.8)
Let us denote by J the total mass flux per unit of time and per area, and Q′ an internally
Figure 1.4: Representative Elemental Volume (REVo) of a medium with influx and outflux
mass of a fluid at time t.
distributed source density [kg s−1 m−3] which is positive if mass is produced and negative
if mass is destroyed, We therefore have
J = ρq = (ρqx, ρqy, ρqz)
T = (Jx, Jy, Jz)
T . (1.9)
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The change of mass of the fluid contained in the control volume represented by REVo is
given by
∂M
∂t
=
∂φρ
∂t
∆x∆y∆z (1.10)
and the internal source mass per unit of time by
Q′∆x∆y∆z. (1.11)
The influx mass per unit of time is
Jx|(x−∆x/2,y,z) ∆y∆z + Jy|(x,y−∆y/2,z)∆x∆z + Jz|(x,y,z−∆z/2) ∆x∆y (1.12)
while the outflux mass per unit of time is
Jx|(x+∆x/2,y,z)∆y∆z + Jy|x,y+∆y/2,z ∆x∆z + Jz|(x,y,z+∆z/2) ∆x∆y. (1.13)
Applying the law of conservation of the mass yields
∆x∆y∆z
∂φρ
∂t
=
(
Jx|(x−∆x/2,y,z) − Jx|(x+∆x/2,y,z)
)
∆y∆z
+
(
Jx|(x,y−∆y/2,z − Jx|(x,y+∆y/2,z)
)
∆x∆z
+
(
Jx|(x,y,z−∆z/2) − Jx|(x,y,z+∆z/2)
)
∆x∆y +Q′∆x∆y∆z. (1.14)
Dividing (1.14) by ∆x∆y∆z and taking the limit as ∆x, ∆y ,∆z → 0 yields
∂(φρ)
∂t
= −∇ · (ρq) +Q′. (1.15)
Indeed [24,25]
∂(φρ)
∂t
=
∂φρ
∂p
∂p
∂t
=
Ss
g
∂p
∂t
where
Ss = g
∂φρ
∂p
is called specific storage (the volume of fluid that can be stored by compressing the porous
medium and fluid itself) with unit [m−1].
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Assume that the medium is not deformable, i.e. φ is independent of t, then using the
relation p = ρg(h− z) yields
∂p
∂t
= g(h− z)∂ρ
∂t
+ ρg
∂h
∂t
=
Ss(h− z)
φ
∂p
∂t
+ ρg
∂h
∂t
,
and
∂p
∂t
=
 1
1− Ss(h− z)
φ
 ρg∂h∂t .
In most applications one has
Ss(h− z)
φ
 1 (see [24, 25]) and so we have the following
approximation
∂p
∂t
≈ ρg
∂h
∂t
, (1.16)
which yields
∂(φρ)
∂t
= ρSs
∂h
∂t
. (1.17)
Using the relation (1.17) and the equation of motion (1.6) in the relation (1.15) yields the
following mass conservation equation
Ssρ
∂h
∂t
= ∇ · (ρK∇h) +Q′. (1.18)
The formulation of the mass conservation equation (1.18) in terms of pressure is given by
Ss
g
∂p
∂t
= ∇ ·
(
ρ
µ
k (∇p+ ρg)
)
+Q′. (1.19)
If the spatial variation of ρ is negligible, (1.19) become
Ss
ρ g
∂p
∂t
= ∇ ·
(
k
µ
(∇p+ ρg)
)
+
Q′
ρ
. (1.20)
The mass conservation equation (1.18) or (1.19) is a partial differential equation in h (or
p) only since Q′ and Ss are given. The value of h (or p) allows to compute q (or v) directly
from the equaton of motion (1.6) and the relation (1.7).
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1.4 Flow and transport by advection, diffusion and
chemical reaction
The aim of this section is to establish the conservation equation of a dissolved and chemical
reactive component in porous media, which includes advection, diffusion and reaction. More
details can be found in [20,21].
Here we deal with a fluid (called the solution) which during motion, transports a dis-
solved substance (called solute). These substances could be toxic and possibly man-made
such as contaminants transported in groundwater, or hydrocarbons transported in oil reser-
voirs, or CO2 transported in saline aquifers. First of all we need to define different types of
physical phenomena during flow and transport.
Advection is the movement of a solute along with the flowing fluid in porous media.
Let X denote the concentration of solute. The mass flux J1 due to advection is given
by
J1 = qX, X[kg m
−3], J1[kg m
−2 s−1]. (1.21)
Diffusion is a molecular mass transport process in which a solute moves from areas of higher
concentration to areas of lower concentration, driven by Brownian motion. This phenomena
can occur in the absence of velocity (when solution is at rest). The mass flux J2 due to
diffusion is given by Fick’s law
J2 = −D∇X, (1.22)
where D is the diffusion tensor. In this thesis, in the case of anisotropic medium, we will
assume that this tensor is relative to the principal directions of the anisotropic medium (in
the case of anisotropic medium) and therefore takes the form
D =

Dx 0 0
0 Dy 0
0 0 Dz
 . (1.23)
It is important to notice that the negative sign before D in (1.22) indicates that the solutes
moves towards the area of lower concentration.
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In this work, the term reaction is used to indicate all chemical reactions such as
biodegradation, sorption (adsorption and absorption), radioactive decay, fluid-rock reac-
tions, etc. In our applications we will use the classical Langmuir isotherm to model the
sorption of the transported species onto the rock surface, i.e.
R(X) =
λβX
1 + λX
, (1.24)
where the parameter λ is an adsorption constant and β the maximum amount of the solute
that can be adsorbed.
Considering our control volume REVo in Figure 1.4, let us apply the concept of mass
conservation to the solute. The total mass density by reaction depends on the type of
reaction and will be denoted by a function R1(X). The total mass density of the source is
denoted by Q1. The change of mass of the solute contained in the control volume REVo is
∂φX
∂t
∆x∆y∆z
and the total mass flux per unit of time is given by
J = J1 + J2 = −D∇X + qX. (1.25)
Let
R(x, X) = R1(x, X) +Q1(x).
Applying the conservation of mass to the solute as in the previous section yields the following
transport equation
∂φX
∂t
= ∇ · (D∇X − qX) +R(x, X). (1.26)
Remark 1.1 Since equation (1.26) depends on the velocity q, we need to solve equations
(1.6) and (1.18) first to obtain a pressure (or head) field from the momentum equation and
fluid velocity field from Darcy’s law.
In the case of uncertainties in the reaction term, which is almost always the case in porous
media flow applications, the corresponding stochastic model is given [26] by
d(φX) = (∇ · (D∇X − qX) +R(x, X)) dt+ b(X)dW, (1.27)
where W is a space time noise introduced in Chapter 4 and b(X) the noise intensity.
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For illustration, assuming that the parameter β is uncertain in the classical Langmuir
isotherm reaction function R given in (1.24), by setting
β = β0 + ζ,
where β0 is a deterministic value and ζ a random forcing, the corresponding noise intensity
in (1.27) is given by
b(X) =
λX
1 + λX
. (1.28)
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Chapter 2
The finite volume method for porous
media flow and transport
In this chapter, we give a rigorous statement of the model problems using some fundamen-
tal notions from functional analysis, and the corresponding classical finite volume space
discretization. We present the standard time stepping schemes usually used with some
iterative linear solvers.
2.1 Well posedness of the system pressure–velocity
Let us start by presenting briefly the notation for the main function spaces and norms that
we use in this thesis. We denote by ‖ · ‖ the norm associated to the inner product (·, ·) of
the Hilbert space H = L2(Ω) and by |.| the standard Euclidian norm in Rn, n ∈ N. For a
Banach space V we denote by L(V) the set of bounded linear mapping from V to V , ‖·‖V the
norm of V and ‖ · ‖L(V) the the norm of L(V). More information about functional analysis
and spaces can be found in [11,12,17]. We introduce further spaces below as required.
Let Ω be a bounded domain in Rd, d = 2, 3. Consider the Darcy’s velocity field and
mass conservation law described in the first chapter by equations (1.6) and (1.19). Without
loss of generality we assume here that k = kId.
Assuming that rock and fluids are incompressible, sources or sinks are absent and gravity
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is negligible, the mass conservation law (1.19) become
∇ ·
(
ρk
µ
(∇p+ ρg)
)
= ∇ ·
(
k
µ
∇p
)
= 0⇔ ∇ · q = 0, (2.1)
which is known as divergence free velocity flow.
To solve the transport problem, we first find the two functions q and p such that
∇ ·
(
k
µ
∇p
)
= 0
q = −k
µ
∇p
p = p0 in ∂Ω
1
D
q · n = p1 in ∂Ω1N
(2.2)
where ∂Ω = ∂Ω1D ∪ ∂Ω1N , ∂Ω1D 6= ∅, n being the unit outward normal to ∂Ω1N .
In pratice, the “no–flow” (p1 = 0) condition is mostly used . Due to lack of data, it is almost
impossible to obtain a detailed description of the distribution of the permeability k in the
subsurface. To model the uncertainty in the permeability field, people usually introduce a
certain level of random variability of k and assume that k is a stochastic field. As a result,
the pressure p and the Darcy’s velocity q are also the random fields. This will then show
how the uncertainty in the input will propagate and affect the output of the model. Since
k is modeled as a random field instead of the pressure–velocity system (2.2), we consider
the problem of finding two random fields q(x, w) and p(x, w) such that, P−almost surely
we have 
∇ ·
(
k(x, w)
µ
∇p
)
= 0
q(x, w) = −k(x, w)∇p
µ
(x, w) ∈ Ω× D
p(x, w) = p0 (x, w) ∈ ∂Ω1D × D
q(x, w) · n = p1 (x, w) ∈ ∂Ω1N × D,
(2.3)
where k(x, w) = k(x, w)Id is a random field with respect to a probability space (D,A, P ), D
is the sample domain or event space, A is a σ−algebra on D and P is a probability measure.
The permeability is generally taken to be log normal and therefore is given by
k(x, ω) = k0(x) + δe
Y (x,ω), (2.4)
where k0 is a deterministic function, δ > 0 is a constant and Y (x, ω) is a Gaussian random
field. If we think of k0 as the reference permeability field, then δe
Y (x,ω) is the random
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variability to model the uncertainty in the description of k0. We assume that k0 satisfies
the uniform lower bound
0 < k1 ≤ k0(x) x ∈ Ω. (2.5)
This assumption is a reasonable because the permeability field is always positive. Since
δ > 0, it follows immediately that
0 < k1 ≤ k0(x) ≤ k(x, ω) (x, ω) ∈ Ω× D. (2.6)
So the random permeability field k(x, ω) is uniformly bounded from below. The Gaussian
process is represented by the following Karhunen–Loeve expansion (2.7)
Y (x, ω) =
∞∑
n=0
√
λnfn(x)Nn(ω) (x, ω) ∈ Ω× D, (2.7)
where {Nn} is a family of independent Gaussian random variables with mean 0 and variance
1, and {λn, fn} are the eigenvalues and eigenfunctions of the covariance operator Q defined
by
Qf(x) =
∫
Ω
Cr(x,y)f(y)dy, f ∈ L2(Ω),
where Cr is the covariance function. By definition of the covariance function, it is bounded,
symmetric and positive definite. In geosciences the following exponential covariance func-
tion (kernel) is often used
Cr(x,y) = σ
2 exp
(
−
d∑
i=1
|xi − yi|2
b2i
)
(2.8)
Cr(x,y) = σ
2 exp
(
−
d∑
i=1
|xi − yi|
bi
)
, (2.9)
where bi is the the correlation length in i direction and σ
2 the variance. In either case, we
have
E[Y (x, w)]2 = σ2 = Cr(x,x), (2.10)
where E is the expectation.
In two dimensions the explicit formulae for the eigenvalues and eigenfunctions exist
for the kernel (2.9) (see [27]). The well posedness of (2.2) and (2.3) in weak sense are
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well known [28, 29] under the natural assumption that the tensor k is symmetric, positive
definite and uniformly bounded, then there exist two positive constants k1 and k2 such that
k1ζ
T ζ ≤ ζTk−1(x)ζ ≤ k2ζT ζ ∀ x ∈ Ω ∀ζ ∈ Rd (2.11)
for the deterministic system (2.2) and
k1ζ
T ζ ≤ ζTk−1(x, w)ζ ≤ k2ζT ζ a.e (x, w) ∈ Ω× D ∀ζ ∈ Rd (2.12)
for the stochastic system (2.3), which excludes the use of the unbounded random variables
such as Gaussian random variable in the Karhunen–Loeve expansion (2.7). If k is sym-
metric, positive definite and uniformly bounded from below, the well posedness is ensured,
in this case the solution belongs in a functional space depending on k (see [30]). For well
posedness we also need that p0 ∈ H1/2(∂Ω1D), where the Sobolev space H1/2(∂Ω1D) is viewed
as
H1/2(∂Ω1D) =
{
f : f = w|∂Ω1D for some w ∈ H1(Ω) ∩ C(Ω)
}
.
The space C(Ω) is the set of continuous functions defined in Ω.
2.2 Mild solution for advection-diffusion-reaction
As we are sure of the existence and uniqueness of the Darcy velocity field q, let us consider
the nonlinear (ADR) model which can be formulated as following: Find the concentration
X = X(x, t) such that
∂X/∂t+ AX = R(x, t, X) (x, t) ∈ Ω× [0, T ]
X(x, 0) = X0 x ∈ Ω
X(x, t) = X1(x, t) (x, t) ∈ ∂ΩD × [0, T ]
γAX(x, t) = X2(x, t) (x, t) ∈ ∂ΩN × [0, T ]
(2.13)
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where
AX ≡ A(x, X) = −∇ · (D∇X) +∇ · (q(x)X)
= −
d∑
i,j=1
∂
∂xi
(
Di,j(x)
∂X
∂xj
)
+
d∑
i=1
qi(x)
∂X
∂xi
+ (∇ · q)X
= −
d∑
i,j=1
∂
∂xi
(
Di,j(x)
∂X
∂xj
)
+
d∑
i=1
qi(x)
∂X
∂xi
and
γAX ≡ ∂X
∂νA
=
d∑
i=1
ni(x)Di,j(x)
∂X
∂xi
n = (ni) is the unit outward normal to ∂ΩN with ∂Ω = ∂ΩD ∪ ∂ΩN .
Here we focus on the homogeneous case (X1 = X2 = 0) as the general case can be put
in the homogeneous form using a trace operator [11]. Having the homogeneous boundary
conditions for our model problem (2.8) implies that the function R contains extra terms
from boundary conditions of the initial problem. We have also scaled the original equation
from the advection–diffusion–reaction model by the porosity function φ. For well posedness
of (2.8), we make the following assumptions:
Assumption 2.1 [Ellipticity condition of the diffusion tensor]
We assume that D is symmetric, Di,j ∈ L∞(Ω) and there exists a positive constant c1 > 0
such that
d∑
i,j=1
Di,j(x)ξiξj ≥ c1|ξ|2 ∀ξ ∈ Rd x ∈ Ω c1 > 0. (2.14)
Assumption 2.2 [Lipschitz condition for nonlinear reaction term]
The nonlinear R is continuous and satisfies a local Lipschitz condition with respect to the
variable X, i.e. there exists a positive constant L > 0 such that
|R(x, t, u)−R(x, t, v)| ≤ L (1 + |u|γ + |v|γ) |u− v| ∀u, v ∈ R x ∈ Ω, t ∈ [0, T ], (2.15)
with γ = 2 for d = 3 and γ ∈ [0,∞) for d = 2.
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We introduce the space V that depends on the choice of the boundary conditions. For full
Dirichlet boundary conditions we let
V = H10 (Ω) = {v ∈ H1(Ω) : v = 0 on ∂Ω},
and for Neumann and mixed boundary conditions V = H1(Ω). The bilinear form associated
with the operator A is given by
a(u, v) =
∫
Ω
(
d∑
i,j=1
Di,j
∂u
∂xj
∂v
∂xi
+
d∑
i=1
qi
∂u
∂xj
v
)
dx u, v ∈ V. (2.16)
Coercivity of the bilinear form (2.16) is answered in part by the following theorem.
Theorem 2.3 [G˚arding’s inequality] [31]
Assume that Assumption 2.1 holds and qi ∈ L∞(Ω), then there exists a positive constant c0
such that
a(v, v) + c0‖v‖2 ≥ c1
2
‖v‖2H1(Ω) ∀v ∈ V. (2.17)
Proof. The proof is mostly given for qi ∈ C1(Ω) with the choice
c0 = sup
x∈Ω
1
2
(
d∑
i=1
∂qi
∂xi
)
(see [31]).
Here we give a proof for qi ∈ L∞(Ω). Let c > 0. For v ∈ V by the ellipticity condition
(2.14) we have
a(v, v) + c‖v‖2L2(Ω) ≥ c1 |v|H1(Ω) +
∫
Ω
(
d∑
i=1
qi
∂v
∂xi
v + cv2
)
dx, (2.18)
where |.|H1(Ω) is the semi norm of the Sobolev space H1(Ω), the so called H10 (Ω)−norm or
gradient norm in the space H10 (Ω). By Ho¨lder’s inequality we have
|
∫
Ω
d∑
i=1
qi
∂v
∂xi
v dx| ≤
∫
Ω
d∑
i=1
|qi| | ∂v
∂xi
| |v| dx (2.19)
≤
d∑
i=1
‖qi‖L∞(Ω)‖ ∂v
∂xi
‖ ‖v‖ (2.20)
≤
(
d∑
i=1
‖qi‖2L∞(Ω)
)1/2
|v|H1(Ω)‖v‖. (2.21)
22
Set
β =
(
d∑
i=1
‖qi‖2L∞(Ω)
)1/2
, (2.22)
then
a(v, v) + c‖v‖2 ≥ c1 |v|2H1(Ω) − β|v|H1(Ω)‖v‖+ c‖v‖2. (2.23)
Recall Young’s inequality which states that if a and b are nonnegative real numbers and p
and q are positive real numbers such that 1/p+ 1/q = 1 then
ab ≤ a
p
p
+
bq
q
. (2.24)
Using this inequality with a =
√
c1|v|H1(Ω), b = β√c1‖v‖, p = q = 1/2 yields
a(v, v) + c‖v‖2 ≥ c1
2
|v|2H1(Ω) +
(
c− β
2
2c1
)
‖v‖2, (2.25)
Taking c = c0 such that
c0 − β
2
2c1
≥ c1
2
⇔ c0 ≥ β
2
2c1
+
c1
2
, (2.26)
yields
a(v, v) + c0‖v‖2 ≥ c1
2
(
|v|2H1(Ω) + ‖v‖2
)
=
c1
2
‖v‖2H1(Ω). (2.27)
By adding c0X to both sides of the first equation of (2.8) we have a new operator that
we still call A corresponding to the new bilinear form that we still call a such that the
following coercivity property holds
a(v, v) ≥ c1
2
‖v‖2H1(Ω) ∀v ∈ V. (2.28)
We will still call the right hand side of the first equation of (2.8) R, it is obvious that the
new R also satisfies the local Lipschitz condition (2.15). Furthermore with a slight abuse
of notation R will denote the nonlinear operator X → R(·, ·, X).
Theorem 2.4 Suppose that the reaction term R satisfies Assumption 2.2. For each bounded
set B ⊂ V there is a constant C(B) such that
‖R(u)−R(v)‖H−1(Ω) ≤ C(B)‖u− v‖, ∀u, v ∈ B (2.29)
‖R(u)−R(v)‖ ≤ C(B)‖u− v‖H1(Ω), ∀u, v ∈ B . (2.30)
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Proof. See [32].
By Green’s formula we have
a(u, v) = (Au, v) ∀u ∈ H ∩H2(Ω) = D(A) ∀v ∈ V, (2.31)
where
H = {v ∈ H1(Ω) : v = 0 on ∂ΩD} (2.32)
and D(A) the domain of the operator A. Therefore the weak form of (2.8) is to find the
function X(t) ∈ D(A) such that(Xt, χ) + (AX,χ) = (R(X), χ) ∀χ ∈ V, t ∈ [0, T ]X(t) = X0. (2.33)
The V−ellipticity (2.28) implies that −A is a sectorial on L2(Ω) (see [12, 17]) i.e. there
exists C1, θ ∈ (12pi, pi) such that
‖(λI + A)−1‖L(L2(Ω)) ≤ C1|λ| λ ∈ Sθ, (2.34)
where Sθ =
{
λ ∈ C : λ = ρeiφ, ρ > 0, 0 ≤ |φ| ≤ θ}.
Then −A is the infinitesimal generator of bounded analytic semigroups S(t) := e−tA on
L2(Ω) such that
S(t) := e−tA =
1
2pii
∫
C
et λ(λI + A)−1dλ, t > 0 (2.35)
where C denotes a path that surrounds the spectrum of −A. By Duhamel’s principle we
may represent solutions of (2.8) by the following integral equation
X(t) = S(t)X0 +
∫ t
0
S(t− s)R(s,X(s))ds, t ∈ [0, T ] . (2.36)
We may now apply a standard argument to obtain local existence and uniqueness.
Theorem 2.5 Under Assumptions 2.1 and 2.2, assume that qi ∈ L∞(Ω). For any bounded
set B0 ⊂ V there is t∗ = t∗(B0) such that equation (2.36) has a unique solution
X ∈ C([0, t∗], H1(Ω)) for any X0 ∈ B0.
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Proof. The proof is based on applying the contraction mapping principle in the topology
of the Banach space C([0, t∗], H1(Ω)) to the integral equation (2.36) [12, Theorem 3.3.3]
or [33, Theorem 6.3.1].
The coercivity property implies that the set of the real part of the spectrum of A is non
negative, which allows the definition of the fractional power of A as: for any α > 0
A−α =
1
Γ(α)
∫∞
0
tα−1e−Atdt
Aα = (A−α)−1
(2.37)
where Γ(α) is the Gamma function of α [12]. We denote by ‖.‖α := ‖Aα/2.‖ the norm of
the space D(Aα/2).
We recall some basic properties of the semigroup S(t) generated by −A.
Proposition 2.6 [Smoothing properties of the semi group [12]]
Let β ≥ 0 and 0 ≤ γ ≤ 1, then there exists C > 0 such that
‖AβS(t)‖L(L2(Ω)) ≤ Ct−β for t > 0,
‖A−γ(I− S(t))‖L(L2(Ω)) ≤ Ctγ for t ≥ 0.
In addition, the following results hold
AβS(t) = S(t)Aβ on D(Aβ).
If β ≥ γ then D(Aβ) ⊂ D(Aγ).
‖DltS(t)v‖β ≤ Ct−l−(β−α)/2 ‖v‖α, t > 0, v ∈ D(Aα/2) l = 0, 1,
where Dlt :=
dl
dtl
.
2.3 A cell–centred finite volume for ADR
A cell–centred finite volume methods for heterogeneous and anisotropic diffusion problems
remains a challenging problem. An active area of research is to make the approximation of
the diffusion flux more efficient and simple as possible (see [34] for the references). The finite
volume method is widely applied when the differential equations are in divergence form. To
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obtain a finite volume discretization, the domain Ω is subdivided into N subdomains (Ai)i∈I
called control volumes or control domains such that the collection of all those subdomains
form a partition of Ω. The common feature of all finite volume methods is to integrate
the equation over each control volume Ai, i ∈ I and apply Gauss’s divergence theorem to
convert the volume integral to a surface integral. For our parabolic problem (2.8), finite
volume methods differ in the way they approximate the diffusion flux in the case of a full
diffusion tensor (dispersion tensor). Here we present one way to approximate the diffusion
tensor given in [35].
2.3.1 A cell–centred finite volume space discretization in an ad-
missible mesh for full diffusion tensor
Here we describe a finite volume method as in Eymard and al. [35] for heterogeneous and
anisotropic diffusion problems. Denote by {xi}i∈I a consecutively numbered set of points
in Ω that includes all vertices of Ω. I is the corresponding set of indices. Standard Voronoi
meshes T = {Ai}i∈I are defined as follows
Ai = {x ∈ Ω | x− xi |<| x− xj | for all i 6= j} ∩ Ω, i ∈ I, (2.38)
where | x − y | denotes the Euclidean distance between x and y. If near every point
xi, i ∈ I a local inner product with the corresponding norm | . |i is given, we can generalize
(2.38) by defining the control volumes T = {Ai}i∈I as
Ai = {x ∈ Ω | x− xi |i<| x− xj |j for all i 6= j} ∩ Ω, i ∈ I. (2.39)
The admissible meshes T in [35, Definition 3.8] for problem (2.8) with the full diffusion
tensor D is defined in the opposite way to the Voronoi meshes. We summarize [35, Definition
3.8] here.
Definition 2.7 [An admissible mesh]
An admissible mesh T for problem (2.8) with the full diffusion tensor D is given by:
• A set {Ai}i∈I of control volumes such that Ω = ∪i∈IAi with the corresponding local
inner product induced by D−1Ai where
DAi =
1
mes(Ai)
∫
Ai
D(x)dx.
26
• The corresponding set of center points {xi}i∈I such that
(a) xi ∈ Ai, i ∈ I.
(b) xi is the intersection of the straight lines perpendicular to the boundary of Ai
with respect to the inner product induced by D−1Ai .
Let h be the maximum mesh size of T . We denote by Th a dual Delaunay triangulation of
T . {xi}i∈I is the set of vertices of Th.
Let us illustre Definition 2.7 to make it more understandable.
Example 2.8 • In the case where the diffusion tensor D is diagonal and Ω is a rect-
angular or parallelepiped domain, any rectangular grid (d = 2) or parallelepiped grid
(d = 3) is an admissible mesh. The set {xi} is the set of centers of gravity of the
rectangular grid or parallelepiped grid. The inner product induced locally by D−1Ai
is equivalent to the standard inner product corresponding to the Euclidean norm |.|.
This mesh yields a 5-point scheme (d = 2) and 7-point scheme (d = 3) for our model
problem .
• If d = 2, for isotropic and heterogeneous media (D(x) = b(x)I2 a. e x ∈ Ω) we can
define a triangular admissible mesh T to be a family of open triangular disjoint subsets
of Ω such that two triangles having a common edge have also two common vertices.
The angles of the triangles are assumed to be less than pi
2
to allow the orthogonal
bisectors to intersect inside each triangle, thus naturally defining the center point xi
of the control volume Ai. The finite volume scheme defined on such mesh yields a
4-point scheme for our model problem . The inner product induced locally by D−1Ai is
equivalence to the standard inner product corresponding to the Euclidean norm |.|.
To make notation easier, throughout this thesis, we will identify T to I, then to say Ai ∈ T
we will say i ∈ T .
Consider the modified model problem of (2.8) where c0X is added on both sides of the
first equation of problem (2.8) without scaling by the porosity φ, where c0 is defined in
Theorem 2.17. Consider an admissible mesh T in the sense of Definition 2.7. Denote by E
the set of edges of control volume of T , Eint the set of interior edges of control volume of
T , Xi(t) the approximation of X at time t at the center (or at any point) of the control
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volume i ∈ T and Xσ(t) the approximation of X at time t at the center (or at any point)of
the edge σ ∈ E . For a control volume i ∈ T , denote by Ei the set of edges of i, mes(i) the
Lebesgue measure of the control volume i ∈ T .
As in [11, 35], integration over any control volume i ∈ T , using the divergence theorem
to convert the integral over i to a surface integral, finite differences for the diffusion flux
approximation [35] and the upwind technique for the advection flux approximation yields
mes(i)φi
dXi(t)
dt
+
∑
σ∈Ei
(Fi,σ(t) + qi,σXσ,+(t)) + c0 mes(i)Xi(t) = mes(i)R(xi, t, Xi(t)),
φi =
1
mes(i)
∫
i
φ(x)dx, Di,σ = |Di ni,σ|, Di = 1
mes(i)
∫
i
D(x)dx,
Fi,σ(t) = mes(σ) Di,σ
Xσ(t)−Xi(t)
di,σ
, σ  ∂ΩN
Fi,σ(t) =
1
mes(σ)
∫
σ
X2(x, t)dσ, σ ⊆ ∂ΩN
qi,σ =
∫
σ
q · ni,σdσ ∀i ∈ T , ∀σ ∈ Ei.
(2.40)
Here ni,σ is the normal unit vector to σ outward to i, mes(σ) is the Lebesgue measure of
the edge σ ∈ Ei.
Since the flux is continuous at the interface of two control volumes i and j (denoted by
i | j) we therefore have Fi,σ(t) = −Fj,σ(t) for σ = i | j, which yields
τσ = mes(σ)
Di,σDj,σ
Di,σ di,σ +Dj,σdj,σ
(transmissibility throughσ)
Fi,σ(t) = −τσ (Xj(t)−Xi(t)) = −µσ mes(σ)
di,j
(Xj(t)−Xi(t)) , σ = i | j
(2.41)
with
µσ = di,j
Di,σDj,σ
Di,σ di,σ +Dj,σdj,σ
. (2.42)
where di,j is the distance between the center of i and center of j and di,σ the distance
between the center of i and the edge σ. We will also denote by dσ the distance di,j or di,σ
for σ = i | j or σ = Ei ∩ ∂Ω respectively.
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For σ ⊂ ∂ΩD assuming that X1 ∈ C(∂ΩD), we can also write
Fi,σ(t) = mes(σ)Di,σ
Xσ(t)−Xi(t)
di,σ
= −τσ (Xj(t)−Xi(t))
= −mes(σ)µσ
di,σ
(Xj(t)−Xi(t))
with 
Xj(t) = Xσ(t) = X1(xσ, t)
τσ =
mes(σ)Di,σ
di,σ
µσ = Di,σ
(2.43)
and xσ the center of σ.
The upwind term for advection flux Xσ,+ is defined as
Xσ,+(t) =

Xi(t) if qi,σ > 0
Xj(t) if qi,σ < 0
for σ = i | j (2.44)
Xσ,+(t) =

Xi(t) if qi,σ > 0
Xσ(t) if qi,σ < 0
for σ ∈ Ei ∩ ∂Ω. (2.45)
We can write Xσ,+ as
Xσ,+ = rσXi(t) + (1− rσ)Xj(t), σ = i | j (2.46)
where rσ =
1
2
(sign(qi,σ) + 1). The finite volume space discretization for the model problem
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(2.8) is given by
mes(i)
dXi(t)
dt
+
∑
σ=i|j∈Ei
(
−mes(σ)µσ
di,j
(Xj(t)−Xi(t)) + qi,σ (rσXi(t) + (1− rσ)Xj(t))
)
+
∑
σ∈Ei∩∂ΩD
(
mes(σ)µσ
dσ,i
Xi(t) + qi,σrσXi(t)
)
+
∑
σ∈Ei∩∂ΩN
qi,σXi(t) + c0 mes(i)Xi
= mes(i)R(Xi(t)), ∀i ∈ T
(2.47)
where here R(Xi(t)) := R(xi, t, Xi(t)) is the initial reaction plus boundary conditions contri-
bution. Notice that in (2.47), the only unknowns are the center values. We have eliminated
the values at the Neumann boundary in the advection flux by the relation
Fi,σ(t) =
1
mes(σ)
∫
σ
X2(x, t)dγ(x) ≈ −τσ (X(xσ, t)−Xi(t)) , σ ⊂ ∂ΩN
τσ =
mes(σ)Di,σ
di,σ
,
which implies
Xσ,+ = rσXi(t) + (1− rσ)X(xσ, t) = Xi(t) + (1− rσ)τ−1σ Fi,σ(t), σ ⊂ ∂ΩN .
The scheme (2.47) clearly indicates the affinity of the finite volume method to the finite
difference method. However, for the subsequent analysis it is more convenient to rewrite
scheme (2.47) in a discrete variational form. Multiplying equation (2.47) by arbitrary
numbers vi ∈ R and summing the results over all control volume in T yields
∑
i∈T
[
mes(i)
dXi(t)
dt
+
∑
σ=i|j∈Ei
mes(σ)µσ
di,j
(Xi(t)−Xj(t)) + qi,σ (rσXi(t) + (1− rσ)Xj(t))
+
∑
σ∈Ei∩∂ΩD
(
mes(σ)µσ
dσ,i
Xi(t) + qi,σrσXi(t)
)
+
∑
σ∈Ei∩∂ΩN
qi,σXi(t) + c0 mes(i)Xi
]
vi
=
∑
i∈T
mes(i)R(Xi(t))vi.
(2.48)
Let Vh ⊂ V denote the space of continuous functions that are piecewise linear over the
Delaunay triangulation Th (dual of T ), then the values Xi(t) and vi can be interpolated in
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Vh. There are unique functions Xh(t), vh ∈ Vh such that Xh(t)(xi) = Xi(t) and vh(xi) = vi
for all i ∈ T , where xi is a center of the control volume i ∈ T (xi is also a vertex in Th).
Denote by ah the bilinear form defined by
ah(uh, vh) =
∑
i∈T
∑
σ=i|j∈Ei
(
−mes(σ)µσ
di,j
(uj − ui) + qi,σ (rσui + (1− rσ)uj)
)
vi
+
∑
i∈T
( ∑
σ∈Ei∩∂ΩD
(
mes(σ)µσ
dσ,i
ui + qi,σrσui
)
+
∑
σ∈Ei∩∂ΩN
qi,σui + c0 mes(i)ui
)
vi,
∀uh, vh ∈ Vh,
(2.49)
and by 〈., .〉0,h the scalar product on C(Ω) ⊃ Vh defined by
〈u, v〉0,h =
∑
i∈T
mes(i)uivi, ui = u(xi), vi = v(xi), u, v ∈ C(Ω), (2.50)
the corresponding norm is the discrete L
2
(Ω) norm denoted by ‖.‖0,h. It is proved in [11]
that ‖.‖0,h is equivalent to the L2(Ω) norm ‖.‖ when the mesh T is regular in Vh.
Previous results allow us to write the following variational form of our finite volume
scheme (2.48).
〈 d
dt
Xh, ϕ〉0,h + ah(Xh(t), ϕ) = 〈R(Xh(t)), ϕ〉0,h, ∀ϕ ∈ Vh, t ∈ (0, T ] ,
Xh(0) = Xh 0,
(2.51)
with
R(Xh(t)(xi) = R(Xi(t)) := R(xi, t, Xi(t)) = R(xi, t, Xh(t)(xi)), ∀i ∈ T .
Consider the operator Ah : Vh → Vh such that
〈Ahψ, χ〉0,h = ah(ψ, χ) ∀ψ, χ ∈ Vh. (2.52)
The semidiscrete solution in Vh is then given by: Find Xh(t) ∈ Vh such that
dXh
dt
+ AhXh = PhR(Xh) t ∈ (0, T ]
Xh(0) = X0h
(2.53)
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where Ph is the orthogonal projection defined from u ∈ C(Ω) to Vh by
〈Phu, χ〉0,h = 〈u, χ〉0,h ∀χ ∈ Vh. (2.54)
Remark 2.9 To obtain the integral of the Darcy velocity (qi,σ) using in (2.49), the ad-
missible T for ADR in Definition 2.7 need to be also admissible for the pressure–velocity
system (2.2), and the corresponding finite volume scheme is given by
∑
σ∈Ei
qi,σ = 0,
ki,σ = |kini,σ|, ki = 1
mes(i)
∫
i
k(x)dx,
qi,σ =
mes(σ)ki,σkj,σ
µ (ki,σ di,σ + kj,σdj,σ)
(pj − pi) , σ = i|j ∈ Eint
qi,σ =
mes(σ)ki,σ
µ di,σ
(p0(xσ)− pi) , σ ⊂ ∂Ω1D
qi,σ =
∫
σ
p1(x, t)dσ σ ⊆ ∂Ω1N .
(2.55)
2.4 Standard time discretizations for ADR
We briefly describe two standard time-stepping schemes, the implicit Euler scheme and the
semi implicit Euler scheme. Later we use these for comparison with the exponential scheme
of order one, (ETD1). Given the initial data X0h = X
0, the implicit Euler scheme for the
system (2.53) is
Xn+1h −Xnh
∆t
= −AhXn+1h + PhR(Xn+1h , tn+1), tn = n∆t (2.56)
and the semi implicit scheme is
Xn+1h −Xnh
∆t
= −AhXn+1h + PhR(Xnh , tn) (2.57)
where ∆t = tn+1− tn is the fixed time-step. For the implicit Euler method we have to solve
a non-linear algebraic equation of the form
f(Y ) = (I + ∆t Ah)Y −∆t PhR(Y, tn+1)−Xnh = 0
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at each time-step. For brevity we denote Xn+1h as Y . We use Newton’s method and a variant
of Newton’s method designed for semi-linear problems [11]. We solve the linear systems
using the standard backslash solver in MatlabTMat each iteration in the exact Newton’s
method. For the variant of Newton’s method, the Jacobian of f , J(Y ), is approximated
by its constant linear part so that J(Y ) ≈ I + ∆t Ah. The corresponding quasi-Newton
iteration is then given by
Yk+1 = Yk − (I + ∆t Ah)−1 f(Yk)
= (I + ∆t Ah)
−1 (∆t PhR(Yk, tn+1) +Xnh ).
This is equivalent to a fixed point method to solve the equivalent equation
(I + ∆t Ah)
−1 f(Y ) = 0.
The approximation of the Jacobian by its constant linear part allows us to compute the
matrix factorisation only once and to reuse this at each time-step. In the quasi-exact
Newton’s method and the semi implicit Euler scheme we solve the linear systems using
either an LU-decomposition or the standard solver in MatlabTM.
2.5 Iterative linear solvers
2.5.1 Affine linear iterative methods
Implementation of the standard time integrators means solving at each time step a linear
system of the form
BX = b, (2.58)
where B ∈ Rn×n, X,b ∈ Rn, n ∈ N. Many soflware packages have some direct solvers
already implemented for the linear system (2.58), which are generally not practical for
large size problems. Among iterative solvers the simple class is the so called affine-linear
iterative methods, where the solution of (2.58) is the fixed-point of the function
Φ(X) = MX + Nb, M,N ∈ Rn×n,
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which means the the limit of the sequence (Xk) defined by X0 given guess solutionXk+1 = Φ(Xk) k = 0, 1, 2, . . . . (2.59)
The convergence is ensured if %(M) < 1, where %(M) is the spectral radius of the matrix
M. The classical affine-linear method splits the matrix B as
B = L + D1 + U,
where L is the strictly lower triangular matrix, D1 is the nonsingular diagonal matrix and
U is the strictly upper triangular matrix. The Jacobi method is obtained by choosing
M = −D−11 (L + U) , N = D−11 ,
therefore the iteration can be writen as
D1
(
X(k+1) −X(k)) = − (BX(k) − b)
or
X(k+1) = D−11
(− (L + U) X(k) + b) .
The Gauss-Seidel method is obtained by choosing
M = − (D1 + L)−1 U, N = (D1 + L)−1 ,
It is well known that if the matrix B is diagonally dominant then both the Jacobi and
Gauss-Seidel methods converge [11]. Although the matrices arising in our simulations are
diagonally dominant we will not use these methods because they are not efficient.
2.5.2 Krylov subspace methods for linear systems
Krylov subspace methods are among the most powerful methods available for solving large,
sparse linear systems. The key points of Krylov subspace methods follow. A initial guess
X(0) is given and used to generate a sequence X(1),X(2), · · · for the linear system (2.58)
such that
X(i) ∈ X(0) + span{r(0),Br(0), · · · ,Bi−1r(0)}
r(0) = b−BX(0),
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via the following iterations
X(i+1) = X(i) + α(i)d(i), i = 1, 2, · · ·
where α(i) is a dynamic constant and d(i) is a search direction. Krylov subspace methods
differ by the way to choose or to find α(i) and d(i). The well known examples are the
conjugate gradient method (CG) for symmetric positive definite systems and the minimun
residual method (MINRES) for symmetric indefinite systems [11]. For many sparse n × n
matrices CG and MINRES can be performed in O(n) flops.
In this work we will use for 3D simulations a variant of the iterative Krylov solver, the
Bi-Conjugate Gradients Stabilized Method (Bi-CGStab) as implemented in Matlab [36].
Bi-CGStab does not have the restriction on the type of matrix B.
2.6 Pe´clet number flow and Courant–Friedrichs–Lewy
(CFL) number
Usually, standard time integration schemes need to satisfy the CFL condition [37] for stabil-
ity and convergence. If the upwinding technique is not used for the advection flux, a Pe´clet
number condition [11,37] is also needed. The local or grid Pe´clet number Peloc = maxi Pei
where Pei is computed over each control volume as
Pei :=
max
σ edge of i
|qi,σ|
‖Di‖∞ .
Di is the mean value of the diffusion matrix over the control volume i and qi,σ is the integral
of the velocity over the edge σ for the control volume i. If Peloc > 1, local transport is
dominated by advection and if Peloc < 1, local transport is dominated by diffusion.
The grid CFL number is defined as ν = maxi νi where
νi =
(
max
σ edge of i
|qi,σ|
)
∆t
sup
(x,y)∈i2
|x− y| .
qi,σ is the velocity over the edge σ for the control volume i. The CFL condition requires that
ν < C, where C is a constant depending on the particular equation, the space discretization
method and often Peloc probably.
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Chapter 3
Exponential integrators for
advection-dominated reactive
transport in anisotropic
heterogeneous porous media
In this chapter, we present two exponential time integrators in conjunction with a finite
volume discretisation in space for simulating transport by advection and diffusion includ-
ing chemical reactions in highly heterogeneous porous media representative of geological
reservoirs. These numerical integrators are based on the variation of constants solution and
solving the linear system exactly. This is at the expense of computing the exponential of the
stiff matrix comprising the finite volume discretization. Using real Le´ja points or a Krylov
subspace technique to approximate the exponential makes these methods competitive com-
pared to standard finite difference-based time integrators. We investigate two exponential
time integrators, the second-order accurate Exponential Euler Midpoint (EEM) scheme
and the Exponential Time Differencing of order one (ETD1). All our numerical examples,
which include advection-diffusion-reaction simulations performed on the classical SPE10
test case [1], demonstrate that our methods are highly competitive compared to standard
semi-implicit and implicit time integrators. Hence they hence comprise an efficient and
accurate method for simulating non-linear advection dominated transport in geological for-
mations. The results of this chapter are presented in our [15,16,38].
36
3.1 Introduction
The ADR equation (2.8) can be discretised in space by the full range of spatial discretisa-
tions (e.g, finite differences, finite volumes, or finite elements) and each method comprises
its own body of literature. However a fundamental challenge remains. How to integrate
in time the system of stiff ODEs, representing transport and reaction processes evolving
over multiple time scales, in a stable, accurate and efficient way while avoiding non-physical
oscillations (e.g, [39,40]). The key problem in porous media flow is to overcome the limita-
tions of stability criteria, such as the Courant-Friedrich-Levy condition, when resolving the
huge variation in competing transport and reaction rates. Common methods include im-
plicit or adaptive time-stepping (e.g, [41,42]) and operator splitting techniques (e.g, [43,44]).
Comparatively new methods are streamline-based simulations where transport is computed
along the time-of-flight [45,46], adaptive mesh refinement to focus the computational effort
around the moving fronts and resolve them accurately [47], or event-based simulations where
only those regions are only updated where an event (i.e. chemical reaction or transport)
occurs [48, 49].
The family of exponential integrators date back to the 1960’s (see [8] and [9] for history
and detailed references). These methods are based on approximating the corresponding
integral formulation of the non-linear part of the differential equation and solving the lin-
ear part exactly and computing the exponential of a matrix. Sidje [50] used the Krylov
subspace technique and Pade´ approximation to solve the linear system of ODEs based
on variation of constants. Cox and Matthews [14] developed the family of exponential
time differencing methods for solving non-linear stiff ODEs. They present the instability
issue for computing non-diagonal matrix exponential functions, the so called ϕ-functions.
Kassam and Trefethen [9] used a fourth order exponential time differencing method and
the contour integral technique for computing the matrix exponential functions to solve the
Kuramoto-Sivashinsky and Allen-Cahn PDEs in one dimension. Berland et al. [51] used
a Pade´ approximation to compute the matrix exponential of ϕ-functions and provided a
package for exponential integrators which is efficient in one dimension.
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Although exponential integrators have the advantage that they solve the linear part
exactly in time, this is at the price of computing the exponential of a matrix, a notorious
problem in numerical analysis [10]. However, new developments in real fast Le´ja points and
Krylov subspace techniques for computing functions of the matrix exponential has revived
interest in these methods. The real fast Le´ja points technique is based on matrix interpo-
lation polynomials at spectral Le´ja sequences [52, 53]. The Krylov subspace technique is
based on the idea of projecting the operator on a “small” Krylov subspace of the matrix
via the Arnoldi process [50, 54].
In two and three dimensions, the real fast Le´ja points technique [53,55–57] and Krylov
subspace technique [55, 56] have been used to implement the matrix exponential of ϕ-
functions efficiently in linear advection diffusion equations. The real fast Le´ja points
technique is also used for the exponential Euler-Midpoint integrator scheme for solving
non-linear ADRs [13] and for the exponential Rosenbrock-type integrators for solving semi-
linear parabolic PDEs [58]. Simulations have been carried out for homogeneous media with
constant dispersion tensors, uniform velocity fields, and low Pe´clet number flows using fi-
nite difference methods or finite element methods for spatial discretisations. In contrast
to previous work, we consider anisotropic and heterogeneous media, the exponential time
differencing method of order one and Exponential Euler Midpoint with the finite volume
discretisation in space and examine high Pe´clet number flows.
The aim of this chapter is to give the time and space convergence proof of the ETD1
scheme, which is a new result for the finite volume method, compare the performance of the
ETD1 and EEM schemes in terms of efficiency and accuracy to standard semi-implicit and
fully implicit schemes for the solution of non-linear ADRs in highly heterogeneous porous
media with largely varying Pe´clet number flows. That is situations where transport is locally
dominated either by diffusion or advection. We use 2D and 3D simulations and finite volume
discretisations to demonstrate the efficiency and the accuracy of the exponential schemes
ETD1 and EEM. In the implementation of the ETD1 scheme we also compare the efficiency
of the real Le´ja fast points technique with the Krylov technique for computing the matrix
exponential while EEM is implemented only with the Krylov subspace technique.
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3.2 Exponential integrators for ADR
3.2.1 Finite volume space discretization and discrete mild solu-
tion
Consider our model ADR problem given by (2.8) with the corresponding presure- velocity
system given in (2.2). As we describe in Chapter 2, for a given admissible mesh T in the
sense of Definition 2.7 for (2.8) and (2.2), the pressure–velocity system (2.2) is solved to
obtain the integral of the velocity using in the semi discrete version of (2.8) given in (2.53)
by: Find Xh(t) ∈ Vh such that
dXh
dt
+ AhXh = PhR(Xh) t ∈ (0, T ]
Xh(0) = X0h
(3.1)
with the corresponding discrete variational form
〈 d
dt
Xh, ϕ〉0,h + ah(Xh(t), ϕ) = 〈R(Xh(t), ϕ〉0,h, ∀ϕ ∈ Vh, t ∈ (0, T ] ,
Xh(0) = Xh 0,
(3.2)
where the bilinear form ah is given in (2.49), 〈−,−〉0,h is defined in (2.50) and h denotes
the maximum mesh size of the admissible mesh T .
Following the definition of the discrete H1(Ω) seminorm and the discrete H10 (Ω) norm
in [35], we have the following definition of the discrete H norm. The space H is defined in
(2.32).
Definition 3.1 [Discrete H norm]
Let T be an admissible finite volume mesh in the sense of Definition 2.7. Let X(T ) be the
space of the functions constant in each control volume of T . For u ∈ X(T ), the H norm of
u is defined by
‖u‖1,T =
( ∑
σ∈Eint∪∂ΩD
τ ′σ (Dσu)
2
)1/2
(3.3)
39
where
τ ′σ =
mes(σ)
dσ
Dσu = |ui − uj| if σ = i|j ∈ Eint
Dσu = |ui| if σ ∈ ∂ΩD.
During our analysis, to simplify the expression of the discrete bilinear form ah, we assume
without loss of generality that ∂Ω = ∂ΩD, which implies that H = H10 (Ω). We also assume
that the porosity φ is constant.
As in [35] we make the following assumption.
Assumption 3.2 [Regularity of the admissible mesh T ]
We assume that the restriction of D to any Bi ∈ T belongs to C1(Bi,Rd×d), qj ∈ C1Ω)
and that there exists ζ1 > 0 and ζ2 > 0 such that
ζ1h
2 ≤ mes(Bi) ≤ ζ2h2, ∀Bi ∈ T , ∀i ∈ I
ζ1h ≤ mes(σ) ≤ ζ2h, ∀σ ∈ E
ζ1h ≤ dσ ≤ ζ2h, ∀σ ∈ E .
(3.4)
Assumption 3.2 allows the following Vh− ellipticity of ah.
Theorem 3.3 Under the regularity of the admissible mesh T in Assumption 3.2, there
exists a constant α > 0 such that
ah(vh, vh) ≥ α ‖vh‖21,T ∀vh ∈ Vh. (3.5)
Proof. The proof is the same as the one in [11, Theorem 6.15, page 275] by using (3.38)-
(3.39) for the diffusion flux.
The following Vh− ellipticity of ah implies that −Ah is a sectorial on L2(Ω) (uniformly
in h) i.e. there exists C1, θ ∈ (12pi, pi), such that
‖(λI + Ah)−1‖L(L2(Ω)) ≤ C|λ| , λ ∈ Sθ, (3.6)
where Sθ =
{
λ ∈ C : λ = ρeiφ, ρ > 0, 0 ≤ |φ| ≤ θ}.
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The discrete operator −Ah therefore is the infinitesimal generator of bounded analytic
semigroup (or exponential operator) Sh(t) := e
−t Ah on Vh such that
Sh(t) := e
−t Ah =
1
2pii
∫
C
et λ(λI + Ah)
−1dλ , t > 0 (3.7)
where C denotes a path that surrounds the spectrum of −Ah. In the sequel we will use both
notations Sh(t) and e
−t Ah for the analytic semigroup (or exponential operator) generated
by −Ah. The notation Sh(t) will be used for the proofs of convergence and e−t Ah for
computation.
As for the continuous case, Duhamel’s principle implies that the solution of (2.53) is
represented by the following integral equations (mild form)
Xh(t) = Sh(t)X0h +
∫ t
0
Sh(t− s)PhR(Xh(s))ds, t ∈ [0, T ] . (3.8)
The linearity and continuity of Ph defined in (2.54) with the Lipschitz condition of R in
(2.29) ensure that PhR satisfies the following Lipschitz condition
‖PhR(u)− PhR(v)‖H−1(Ω) ≤ C‖R(u)−R(v)‖H−1(Ω)
≤ C(B)‖u− v‖, ∀u, v ∈ B ⊂ V. (3.9)
where B is a bounded set. As in Theorem 2.5, the unique mild solution Xh of (3.1) is
ensured.
3.2.2 Time discretization and Numerical schemes
We first introduce the Exponential Time Differencing stepping scheme of order one (ETD1)
for the ADR problem (2.8). For simplicity we consider a constant time-step ∆t > 0.
At time tm = m∆t ∈ [0, T ], the mild solution (3.8) is given by
Xh(tm) = Sh(tm)X0h +
∫ tm
0
Sh(tm − s)PhR(Xh(s))ds. (3.10)
Then, given the exact solution at the time tm, we can construct the corresponding solution
at tm+1 as
Xh(tm+1) = Sh(∆t)Xh(tm) +
∫ ∆t
0
Sh(∆t− s)PhR(Xh(tm + s))ds. (3.11)
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Note that the expression in (3.11) is still an exact solution. The idea behind exponen-
tial time differencing is to approximate PhR(Xh(tm + s)) by a suitable polynomial [9, 14].
We consider the simplest case where PhR(Xh(tm + s)) is approximated by the constant
PhR(Xh(tm)) and the corresponding scheme (ETD1) is given by
Xn+1h = e
−∆tAhXnh + ∆tϕ1(−∆tAh)PhR(Xmh , tm) (3.12)
where
ϕ1(−∆tAh) = (−∆t Ah)−1
(
e−∆tAh − I) = 1
∆t
∫ ∆t
0
e−(∆t−s)Ahds.
Note that the ETD1 scheme in (3.12) can be rewritten as
Xm+1h = X
m
h + ∆tϕ1(−∆tAh)(−AhXmh + PhR(Xmh )). (3.13)
This new expression has the advantage that it is computationally more efficient as only one
matrix exponential function needs to be evaluated at each step.
To obtain the second order accurate method with the function ϕ1 as in [13], we first
linearize locally in time the stiff ODE system (3.1) as follows:
dY
dt
= −AhXmh + PhR(Xmh , t)) + J(Xmh , t)(Y −Xmh ), (3.14)
Y (tm) = X
m
h
J(X, t) = −Ah + ∂XPhR(X, t), t ∈ [tm, tm+1].
Applying the midpoint exponential rule [59, 60] to (3.14) gives the approximation Y m+1 =
Xm+1h of X(tm+1) by
Xm+1h = X
m
h + ∆t ϕ1
(
∆t J(Xmh , tm+1/2)
)
(−AhXmh + PhR(Xmh , tm+1/2))
J(Xmh , tm+1/2) = −Ah + ∂XPhR(Xmh , tm+1/2)
tm+1/2 = (tm+1 + tm)/2 = (2m+ 1)∆t/2.
(3.15)
The scheme will be called Exponential Euler–Midpoint scheme (EEM). To understand the
EEM scheme, it is important to notice that for a general linear ODEs
dy
dt
= B(t)y + g(t), y(0) = y0 (3.16)
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the midpoint exponential rule scheme is given by
ym+1 = ym + ∆tϕ1(∆tB(tm+1/2))
(
B(tm+1/2)y
m + g(tm+1/2)
)
. (3.17)
The scheme EEM is second order like the midpoint exponential rule [13, 59, 60]. It is
important to notice that for linear advection–diffusion problems, the schemes EEM and
ETD1 are the same and give the exact solution in time up to the tolerance used in the
evaluation of the exponential function ϕ1. In the sequel we will analyze the time and space
convergence of ETD1 since our goal is to extend the ETD1 scheme to stochastic problems.
3.3 Convergence analysis of the ETD1 scheme
We assume that the unique mild solution X of ADR problem (2.8) is the classical solution
of (2.8) i.e. X is twice continuously differentiable with respect to x and differentiable with
respect to t. We also assume that R is twice differentiable respect to X and x.
Theorem 3.4 Consider the mild solution X of the ADR (2.8) and the numerical solution
(3.13) given by the ETD1 scheme. Let B ⊂ V be bounded, let t∗ = t∗(B) defined in
Theorem 2.5. Assume that X(tm) ∈ B and Xmh ∈ B with tm = m∆t ≤ T ≤ t∗ and that the
finite volume mesh T satisfies Assumption 3.2. Set X0h = PhX0, assume that X0 ∈ D(A)
and ‖PhX0 −X0‖ ≤ Ch, then the following estimates hold:
If the reaction term R satisfies the Lipschitz condition (2.15), then (2.29) hold and
‖X(tm)−Xmh ‖0,h ≤ C(B)
(
∆t1− + h
)
for  ∈ (0, 1/2) small enough.
If the reaction term R satisfies the local Lipschitz condition from (L2(Ω), ‖.‖) to (L2(Ω), ‖.‖)
i.e.
‖R(u)−R(v)‖ ≤ C(B)‖u− v‖, ∀u, v ∈ B, (3.18)
then
‖X(tm)−Xmh ‖0,h ≤ C(B) (∆t+ h) ,
where C(B) = C(B,Ω, X,R,D,q, T, ζ1, ζ2).
The proof follows in Section 3.3.2, but we need some preparatory results first.
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3.3.1 Preparatory results
Proposition 3.5 Let Ph be the finite volume projection defined in (2.54). Then there exists
a positive constant C0 such that the following inequality holds
‖A−1/2h Phf‖ ≤ C0‖f‖H−1(Ω), f ∈ C(Ω). (3.19)
Proof. The proof is the same as in [32, page 12] for the finite element method.
Proposition 3.6 [Interpolation error]
Let T be an admissible mesh in the sense of Definition 2.7 and Th its dual Delaunay
triangulation ({xi} are vertices of Th) . Let Ih : C(Ω)→ Vh defined by
Ih(u) =
∑
i∈T
u(xi)ϕxi , u ∈ C(Ω) (3.20)
where {ϕxi}i∈T is the nodal basis corresponding to {xi}i∈T in the sense of finite element
method (ϕxi(xj) = δi,j). If u ∈ C2(Ω), then there exists a positive constant C0(u) such that
the following estimate holds
‖u− Ih(u)‖ ≤ C0(u)h2. (3.21)
If u ∈ C([0, T ], C2(Ω)), then
‖u(t)− Ih(u(t))‖ ≤ C0(u, T )h2, ∀t ∈ [0, T ]. (3.22)
Proof. See [11, Section 3.4, Theorem 3.29, page 139 or Exercise 3.25 page 147] or [17,
Theorem 17.1, page 132].
Lemma 3.7 Let X be the mild solution of (2.8) given in (2.36). Let B ⊂ V be a bounded
set and t1, t2 ∈ [0, T ] ⊂ [0, t∗(B)], t1 < t2. The following estimates hold :
• (i) If X0 ∈ D(A) then
‖X(t2)−X(t1)‖ ≤ C(t2 − t1)1−
(
‖X0‖2 + sup
0≤s≤T
‖R(X(s))‖
)
,
for  ∈ (0, 1/2) small enough.
• (ii) If X0 ∈ D(A) and R satisfies the local Lipschitz condition in (3.18) then
‖X(t2)−X(t1)‖ ≤ C(B)(t2 − t1)
(
‖X0‖2 + sup
0≤s≤T
‖R(X(s))‖
)
.
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Proof. Part (i).
Consider the difference
X(t2)−X(t1)
= (S(t2)− S(t1))X0 +
(∫ t2
0
S(t2 − s)R(X(s))ds−
∫ t1
0
S(t1 − s)R(X(s))ds
)
= I + II, (3.23)
so that ‖X(t2) −X(t1)‖ ≤ ‖I‖ + ‖II‖. We estimate each of the terms ‖I‖ and ‖II‖. For
‖I‖, using Prposition 2.6 yields
‖I‖ = ‖S(t1)A−1(I− S(t2 − t1))A1X0‖ ≤ C(t2 − t1)‖X0‖2.
For the term II, we have
II =
∫ t1
0
(S(t2 − s)− S(t1 − s))R(X(s))ds+
∫ t2
t1
S(t2 − s)R(X(s))ds
= II1 + II2,
with
‖II‖ ≤ ‖II1‖+ ‖II2‖.
We now estimate each term ‖II1‖ and ‖II2‖. For ‖II1‖
‖II1‖ = ‖
∫ t1
0
(S(t2 − s)− S(t1 − s))R(X(s))ds‖
≤
∫ t1
0
‖(S(t2 − s)− S(t1 − s))R(X(s))‖ds
≤
(∫ t1
0
‖(S(t2 − s)− S(t1 − s))‖L(L2(Ω))ds
) (
sup
0≤s≤T
‖R(X(s))‖
)
.
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For  ∈ (0, 1/2) small enough, using Proposition 2.6 yields
‖II1‖ ≤
(∫ t1
0
‖S(t1 − s)A1−A−1+(I− S(t2 − t1))‖L(L2(Ω))ds
) (
sup
0≤s≤T
‖R(X(s))‖
)
≤
(∫ t1
0
‖A1−S(t1 − s)A−1+(I− S(t2 − t1))‖L(L2(Ω))ds
) (
sup
0≤s≤T
‖R(X(s))‖
)
≤ C(t2 − t1)1−
(∫ t1
0
(t1 − s)−1+ds
) (
sup
0≤s≤T
‖R(X(s))‖
)
≤ C(t2 − t1)1−
(
sup
0≤s≤T
‖R(X(s))‖
)
.
For ‖II2‖, using the fact that the semigroup is bounded, we have
‖II‖ = ‖
∫ t2
t1
S(t2 − s)R(X(s))ds‖
≤
(∫ t2
t1
‖S(t2 − s)R(X(s))‖ds
)
≤
(∫ t2
t1
‖R(X(s))‖ds
)
≤ C(t2 − t1)
(
sup
0≤s≤T
‖R(X(s))‖
)
.
Hence
‖II‖ ≤ ‖II1‖+ ‖II2‖) ≤ C(t2 − t1)1−
(
sup
0≤s≤T
(‖R(X(s))‖)
)
.
Combining previous estimations of ‖I‖ and ‖II‖ ends the proof of part (i).
Proof of part (ii) We consider again the difference in (3.23). The difference with the
proof of part (i) comes from the estimation of II1. This time we write
II1 =
∫ t1
0
(S(t2 − s)− S(t1 − s))R(X(s))ds
=
∫ t1
0
(S(t2 − s)− S(t1 − s)) (R(X(s))−R(X(t1))) ds
+
∫ t1
0
(S(t2 − s)− S(t1 − s))R(X(t1))ds
= II11 + II12.
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If R satisfies the local Lipschitz condition from (L2(Ω), ‖.‖) to (L2(Ω), ‖.‖) given in (3.18),
then using the result in part (i) together with Proposition 2.6 yields
‖II11‖ ≤
(∫ t1
0
‖S(t2 − s)− S(t1 − s)‖L(L2(Ω))‖R(X(s))−R(X(t1)‖ds
)
≤ C(B)
(∫ t1
0
‖S(t2 − s)− S(t1 − s)‖L(L2(Ω))‖X(s)−X(t1)‖ds
)
≤ C(B)
(
(t2 − t1)
∫ t1
0
(t1 − s)−ds
)
≤ C(B) (t2 − t1) ,
for  ∈ (0, 1/2) small enough. We also have
‖II12‖ ≤ ‖R(X(t1)‖‖
∫ t1
0
(S(t2 − s)− S(t1 − s))ds‖L(L2(Ω))
≤ C(B)‖
∫ t1
0
S(t2 − s)− S(t1 − s)ds‖L(L2(Ω)).
Using the two transformations y = t2 − s, y = t1 − s we find we find
‖II12‖ = C(B)‖
∫ t2
t2−t1
S(y)dy −
∫ t1
0
S(y)dy‖L(L2(Ω))
= C(B)‖
∫ t1
t2−t1
S(s)ds+
∫ t2
t1
S(y)dy −
∫ t1
0
S(y)dy‖L(L2(Ω))
= C(B)‖
∫ t2
t1
S(y)dy −
∫ t2−t1
0
S(y)dy‖L(L2(Ω))
≤ C(B)(t2 − t1).
The estimate of II1 ends the proof.
Lemma 3.8 [Gronwall lemma [61]]
Let u(t) and g(t) be nonnegative continuous functions on I = [0,∞) for which the inequality
u(t) ≤M +
∫ t
0
g(s)u(s)ds, t ∈ I
holds, where M is a nonnegative constant. Then
u(t) ≤M exp
[∫ t
0
g(s)ds
]
, t ∈ I (3.24)
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Lemma 3.9 [Discrete Gronwall lemma [62]]
Let sequence tn = n∆t 6 T . If the sequence of nonnegative numbers n satisfies the in-
equality
n 6 a ∆t
n−1∑
j=1
t−βn−jj + b t
−σ
n (3.25)
for 0 6 β, σ < 1 and a, b > 0, then the following estimate holds:
n 6 C b t−σ (3.26)
where the constant C depends on β, σ, a, T .
3.3.2 Proof of Theorem 3.4
In the followng proof, Ci and C
′
i, i = 1, · · · , 6 are positive constants.
Proof. We use the equivalence of the norms ‖.‖ and ‖.‖0,h in Vh as the mesh T is regular
[11].
Using the triangle inequality yields
‖X(tm)−Xmh ‖0,h ≤ ‖X(tm)−Xh(tm)‖0,h + ‖Xh(tm)−Xmh ‖0,h
= I + II. (3.27)
Let us estimate I. Integrating equation (2.8) over each control volume i ∈ T and using the
divergence theorem yields∫
i
Xt(x, t)dx−
∑
σ∈Ei
∫
σ
(D∇X − qX) · nσdσ =
∫
i
R(x, t, X(x, t))dx. (3.28)
For t ∈ [0, T ] , i ∈ T and σ ∈ Ei using the same notation as in [35], let us set
Ri,σ(t) =
1
mes(σ)
[
mes(σ)µσ
d(i, j)
(Xi(t)−Xj(t)) +
∫
σ
D∇X · nσdσ
]
,
ri,σ(t) =
1
mes(σ)
[
qi,σXi,+ −
∫
σ
qX(t) · nσ
]
,
ρi(t) = X(xi, t)− 1
mes(i)
∫
i
X(x, t)dx,
%i(t) = R(xi, t, Xi(t))− 1
mes(i)
∫
i
R(x, t, X(x, t))dx.
(3.29)
48
Assuming that the unique solution X of (2.8) is the regular, Taylor expansion yields
Xt(x, t) = Xt(xi, t) + si(x, t), |si(x, t)| ≤ C1 (X,T )h
∫
i
Xt(x, t)dx = mes(i)Xt(xi, t) + Si, Si =
∫
i
si(x, t)dx, |Si| ≤ mes(i)C1 (X,T )h.
(3.30)
Using similar results to in [35] for general elliptic operators, and the regularity of X with
respect to t in the compact set [0, T ] yields
|Ri,σ(t)| ≤ C2 (D, X, T )h,
|ri,σ(t)| ≤ C ′2 (q, X, T )h,
|Ri,σ(t)|+ |ri,σ(t)| ≤ C3 (q,D, X, T )h,
|ρi(t)| ≤ C ′3 (X,T )h.
(3.31)
Using the fact that R is twice differentiable with respect to X and x, we also have
mes(i)%i(t)
= mes(i)R(xi, t, Xi(t))−
∫
i
R(x, t, X(x, t))dx
=
∫
i
(R(xi, t, Xi(t))−R(x, t, X(x, t))) dx,
= mes(i)
(
R(xi, t, Xi(t))−R(xi, t, X(xi, t))− ∂R
∂X
(xi, t, X(xi, t))(Xi(t)−X(xi, t))
)
+κ(xi, t, X,R).
Using the Lipschitz condition (2.15) and the fact that
|κ(xi, t, X,R)| ≤ mes(i)C4(R, T,X,B)h,
yields
mes(i)%i(t) ≤ mes(i) (C ′4(B,Ω, R, T,X)|Xi(t)−X(xi, t)|+ C4(R, T,X)h) . (3.32)
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Subtracting the first equation of (2.47) from (3.28) and using previous expressions yields
mes(i)
dei(t)
dt
+
∑
σ∈Ei
Gi,σ(t) +Wi,σ(t) + c0mes(i)ei(t)
=
∫
i
(R(xi, t, Xi(t))−R(x, t, X(x, t))) dx
+c0mes(i)ρi(t)−
∑
σ∈Ei
mes(σ)(Ri,σ + ri,σ)− Si(t), ∀i ∈ T
(3.33)
with 
ei(t) = X(xi, t)−Xi(t), t ∈ [0, T ] ,
Gi,σ(t) = −τσ(ej(t)− ei(t)), σ = i|j,
Gi,σ(t) = τσei(t), i ⊂ ∂Ω,
Wi,σ(t) = qi,σ(X(xσ,+, t)−Xσ,+(t)),
(3.34)
and 
xσ,+ =

xi if q · nσ ≥ 0,
xj if q · nσ < 0,
σ = i|j,
xσ,+ =

xi if q · nσ ≥ 0,
xσ, xσ ∈ ∂Ω if q · nσ < 0,
σ ∈ Ei ∩ ∂Ω.
(3.35)
Multipling equation (3.33) by ei(t) and summing for i ∈ T yields
∑
i∈T
[
mes(i)
2
d(e2i (t))
dt
+
∑
σ∈Ei
ei(t)(Gi,σ(t) +Wi,σ(t)) + c0 mes(i)e
2
i (t)
]
=
∑
i∈T
ei(t)
[∫
i
(R(xi, t, Xi(t))−R(x, t, X(x, t))) dx
]
+
∑
i∈T
[
c0 mes(i)ρi(t)ei(t)−
∑
σ∈Ei
mes(σ)ei(t)(Ri,σ(t) + ri,σ(t))− ei(t)Si(t)
]
.
(3.36)
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Let eT (t) a piecewise constant function defined by
eT (t) = ei(t), for x ∈ i, i ∈ T , t ∈ [0, T ] . (3.37)
Assumption 3.2 for the regularity of T and the fact that the coefficients of the diffu-
sion tensor D are bounded implies that there exists two constants C5(Ω, ζ1, ζ2,D) and
C ′5(Ω, ζ1, ζ2,D) such that
C5 ≤ µσ = di,j Di,σDi,σ
Di,σ di,σ +Di,σdi,σ
≤ C ′5, σ = i|j, (3.38)
and
C5 ≤ µσ = Di,σ ≤ C ′5, σ ∈ Ei ∩ ∂Ω, (3.39)
so that
C5 ≤ µσ ≤ C ′5 , ∀σ ∈ E , (3.40)
where µσ is defined in (2.43) and (2.42).
Using the fact that the transmissibility given in (2.41) is symmetric, i.e. τi|j = τj|i and
reorganizing the summation yields
C5‖eT (t)‖21,T ≤ ‖eT (t)‖21,h ≤ C ′5 ‖eT (t)‖21,T
‖eT (t)‖21,T :=
∑
σ∈E
|DσeT (t)|2 mes(σ)
dσ
(discrete norm of H10 (Ω) in Definition 3.1)
‖eT (t)‖21,h :=
∑
i∈T
∑
σ∈Ei
ei(t)Gi,σ(t),
(3.41)
where 
|DσeT (t)| = |ei(t)− ej(t)|, if σ = i|j,
|DσeT (t)| = |ei(t)|, if σ ∈ Ei ∩ ∂Ω.
(3.42)
Setting eσ,+(t) = X(xσ,+, t)−Xσ,+(t), as in [35] for stationary elliptic advection–diffusion–
reaction and using the fact that ∇ · q = 0, yields∑
i∈T
∑
σ∈Ei
ei(t)Wi,σ(t) =
∑
i∈T
∑
σ∈Ei
qi,σei(t)(X(xσ,+, t)−Xσ,+(t))
=
∑
i∈T
∑
σ∈Ei
qi,σei(t)eσ,+(t) ≥ 0. (3.43)
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Using (3.43) in the expression (3.36) yields
1
2
∑
i∈T
mes(i)
d(e2i (t))
dt
+ ‖eT (t)‖21,h + c0‖eT (t)‖20,h 6 C ′4‖eT (t)‖20,h + C4 h
∑
i∈T
mes(i)|ei(t)|
+c0C
′
3 h
∑
i∈T
mes(i)|ei(t)|+
∑
i∈T
∑
σ∈Ei
mes(σ)ei(t)(Ri,σ(t) + ri,σ(t)) + C1 h
∑
i∈T
mes(i)|ei(t)|.
(3.44)
The continuity of the diffusion and advection flux at each interface yields
Ri,σ(t) = −Rj,σ(t), ri,σ(t) = −rj,σ(t), for σ = i|j ∈ Eint.
Set
Rσ(t) = |Ri,σ(t)|, rσ(t) = |Ri,σ(t)|, i ∈ T , σ ∈ Eint.
Using the relation (3.31), the Cauchy-Schwarz inequality as in [35] for stationary elliptic
problems and reordering the summation over the edges yields∑
i∈T
∑
σ∈Ei
mes(σ)ei(t)(Ri,σ(t) + ri,σ(t))
6
∑
σ∈E
DσeT (t)(Rσ(t) + rσ(t))
6
(∑
σ∈E
mes(σ)
dσ
(DσeT (t))2
) 1
2
(∑
σ∈E
mes(σ)dσ(Rσ + rσ)
2
) 1
2
.
Using the fact that
∑
σ∈E
mes(σ)dσ 6 d mes(Ω)) and relation (3.41) yields∑
i∈T
∑
σ∈Ei
mes(σ)ei(t)(Ri,σ(t) + ri,σ(t)) 6 C3 h (mes(Ω) d)
1
2‖eT (t)‖1,T
6 (C5)−1C3 h (mes(Ω) d)
1
2‖eT (t)‖1,h. (3.45)
For any constant C > 0, Young’s inequality yields
|C h∑
i∈T
mes(i)ei(t)| = |
∑
i∈T
(C h mes(i)
1
2 )(mes(i)
1
2 ei(t))| 6 1
2
‖eT (t)‖20,h +
1
2
C2h2 mes(Ω)
C h‖eT (t)‖1,h 6 1
2
C2h2 +
1
2
‖eT (t)‖21,h.
(3.46)
Using expression (3.45) and (3.46) in expression (3.44) yields
1
2
[∑
i∈T
mes(i)
d(e2i (t))
dt
+ ‖eT (t)‖21,h + c0 ‖eT (t)‖20,h
]
6 (C ′4/2 + 1)‖eT (t)‖20,h + C6 h2
C6 = C6(C1, C3, C
′
3, C4, C5).
(3.47)
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Bounding the left hand side of expression (3.47) below yields∑
i∈T
mes(i)
d(e2i (s))
dt
6 (C ′4 + 2)‖eT (s)‖20,h + 2C6 h2, ∀s ∈ [0, T ]. (3.48)
Integrating both side of expression (3.48) through interval [0, t] , 0 ≤ t ≤ T yields
‖eT (t)‖20,h ≤ ‖eT (0)‖20,h + 2C6 T h2 + (C ′4 + 2)
∫ t
0
‖eT (s)‖20,hds, ∀t ∈ [0, T ]. (3.49)
Applying the discrete Gronwall Lemma 3.9 yields
‖eT (t)‖20,h ≤ C
(‖eT (0)‖20,h + h2) , (3.50)
with C = C(B,Ω, X,R,D,q, T, ζ1, ζ2).
Then
I = ‖X(tm)−Xh(tm)‖0,h = ‖eT (tm)‖0,h ≤ C (‖X0 −X0h‖0,h + h) . (3.51)
If X0h = PhX0, as we have assumed
‖X0 −X0h‖0,h = ‖X0 − PhX0‖0,h ≤ Ch, (3.52)
which is true for more meshes (see [11]), we therefore have
I = ‖X(tm)−Xh(tm)‖0,h = ‖eT (tm)‖0,h ≤ Ch. (3.53)
Let us estimate II. From (3.10) and (3.12) we have
Xh(tm) = Sh(tm)X0h +
m−1∑
k=0
∫ tk+1
tk
Sh(tm − s)PhR(s,Xh(s))ds, (3.54)
and
Xmh = Sh(tm)X0h +
m−1∑
k=0
∫ tk+1
tk
Sh(tm − s)PhR(tk, Xkh)ds. (3.55)
The smoothing properties of the semigroup Sh in Proposition 2.6 together with Proposi-
tion 3.5 and the equivalence ‖.‖ ≡ ‖.‖0,h in Vh yields
‖Xh(tm)−Xmh ‖0,h
≡ ‖Xh(tm)−Xmh ‖
= ‖
m−1∑
k=0
∫ tk+1
tk
A
1/2
h Sh(tm − s)A−1/2h Ph
(
R(s,Xh(s))−R(tk, Xkh)
)
ds‖
≤
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2‖A−1/2h Ph
(
R(s,Xh(s))−R(tk, Xkh)
) ‖ds,
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and
‖Xh(tm)−Xmh ‖0,h ≤
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2‖
(
R(s,Xh(s))−R(tk, Xkh)
) ‖H−1(Ω)ds
≤
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2‖R(s,Xh(s))−R(s,X(s))‖H−1(Ω)ds
+
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2‖R(s,X(s))−R(tk, Xkh)‖H−1(Ω)ds
= II1 + II2. (3.56)
For s ∈ [0, T ], using Proposition 3.6 yields
‖Xh(s)−X(s)‖ ≤ ‖Xh(s)− Ih(X(s)) + Ih(X(s))−X(s)‖
≤ (‖Xh(s)− Ih(X(s))‖+ ‖Ih(X(s))−X(s)‖)
≤ (‖Xh(s)− Ih(X(s))‖+ C(X,T )h2) . (3.57)
Since Xh(s) − Ih(X(s)) ∈ Vh, the equivalence ‖.‖ ≡ ‖.‖0,h and the estimate of the term I
yields
‖Xh(s)− Ih(X(s))‖ ≤ C‖Xh(s)− Ih(X(s))‖0,h
= C‖Xh(tm)−Xmh ‖0,h
≤ C(B,Ω, X,R,D,q, ζ1, ζ2)h (3.58)
Using the Lipschitz condition (2.29) with (3.58) and (3.57) yields
II1 ≤ C(B,Ω, X,R,D,q, T, ζ1, ζ2)h. (3.59)
We also have
II2 ≤
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2‖R(s,X(s))−R(tk, X(tk))‖H−1(Ω)ds
+
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2‖R(tk, X(tk))−R(tk, Xkh)‖H−1(Ω)ds
= II12 + II
2
2 . (3.60)
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Using Lemma 3.7 and the Lipschitz condition (2.29) yields
II12 ≤ C(B)
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2‖X(s)−X(tk)‖0,hds
≤ C(B)
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2(s− tk)1−ds
≤ C(B)∆t1−
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2ds
≤ C(B)∆t1−
∫ tm
0
(tm − s)−1/2ds ≤ C(B, T )∆t1−, (3.61)
with  ∈ (0, 1/2) small enough.
Using Lipschitz condition (2.29) and Proposition 3.6
II22 ≤
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2‖X(tk)− Ih(X(tk)) + Ih(X(tk))−Xkh‖ds (3.62)
≤ C(X,T )
(
h2 +
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2‖X(tk)−Xkh‖0,hds
)
(3.63)
Then
II ≤ C
((
∆t1− + h
)
+
∫ tk+1
tk
(tm − s)−1/2‖X(tk)−Xkh‖0,hds
)
,
Combining estimates I and II yields
‖X(tm)−Xmh )‖0,h
≤ C(B)
(
∆t1− + h+
∫ tk+1
tk
(tm − s)−1/2‖X(tk)−Xkh‖0,hds
)
. (3.64)
Applying the discrete Gronwall Lemma 3.9 in (3.64) ends the first part of the proof.
The second part follows the same approach as the first part by using the second claim
of Lemma 3.7.
Remark 3.10 It is important to notice that when the diffusion tensor is diagonal i.e.
D = D(x)I2, the admissible mesh in Definition 2.7 is the usual Voronoi mesh. As a
consequence we can drop (3.4) in Assumption 3.2 and the proof will be independent of ζ1
and ζ2.
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3.4 Implementation of the exponential integrator schemes
The key element in the exponential integrators schemes is computing the matrix exponen-
tial functions, the so called ϕi−functions. For our schemes ETD1 and EEM we need to
implement the ϕ1−function and later in this thesis we will also need the ϕ0−function (the
exponential function).
3.4.1 Pade´ approximation for ϕi−functions
The family of ϕi−functions used in the exponential integrator schemes are defined for a
non-singular matrix z by
ϕ0(z) = e
z
ϕi(z) =
(
ϕi−1(z)− 1(i−1)!
)
z−1
i = 1, 2, · · · . (3.65)
For a given positive integer p, the idea behind the (p, p) Pade´ approximation of ϕi−functions
is to approximate ϕi by a rational fraction such that
ϕi(z) ≈ P ipp(z) = N ip(z)
(
Dip(z)
)−1
, (3.66)
where the unique polynomials N ip and D
i
p are

N ip(z) =
p!
(2p+i)!
∑p
k=0
[∑k
l=0
(2p+i−l)!(−1)l
(l!(p−l)!(i+k−l)!)
]
zk
Dip(z) =
p!
(2p+i)!
∑p
k=0
(2p+i−k)!
(k!(p−i)!) (−z)k.
(3.67)
Without approximation we have [51]
ϕi(z) = N
i
p(z)
(
Dip(z)
)−1
+O(z2p+1). (3.68)
The approximation (3.66) is accurate only in the neighborhood of the null matrix, so during
implementation we need to scale the matrix to make it small. The implementation of
ϕi, i = 0, 1 is as follows.
• Let s be the smallest integer such that 2s ≥ ‖z‖∞.
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• Set zscaled = z
2η
, η = max(0, s+ 1).
• Take the approximation ϕi(zscaled) ≈ P ipp(zscaled) using the (p, p) Pade´ approximant
from (3.66).
• Undo scaling by using the following relations
ϕ0(z) ≈
(
P 0pp(2
−ηz)
)2η
=
(
P 0pp(zscaled)
)2η
ϕ1(2x) = ϕ1(x)
(
xϕ1(x)
2
+ I
)
≈ P 1pp(x)
(
xP 1pp(x)
2
+ I
)
, I = (identity matrix).
(3.69)
In practice the values of p usually used are p = 6 and p = 7, giving very good approximations
(see [10, 50,51]).
In the previous implementation if η  1 the undo scaling stage is time consuming. For
large matrices we also need to compute and save inverses of matrices during the simulation,
which are very expensive tasks in time and storage. We can then see that implementing the
ETD1 and EEM schemes with the Pade´ approximation for ϕi is not efficient for realistic
problems in 2 and 3 dimensions, and it is well known that a standard Pade´ approximation for
a matrix exponential functions is not an efficient method for large scale problems [10,50,51].
Here we focus on the real fast Le´ja points and the Krylov subspace techniques to evaluate the
action of the exponential matrix function ϕi(−∆t Ah) on a vector v, instead of computing
the full exponential function ϕi(−∆t Ah) as in a standard Pade´ approximation. The details
of the real fast Le´ja points technique [50,54] while for the Krylov subspace technique details
are given in [52,53,57]. We give a brief summary below.
Notice that for the EEM scheme we need to compute at the kth step the action of
ϕi
(−∆t (Ah + ∂XPhR(Xkh , tk+1/2))) in the same way as the action of ϕ1(−∆t Ah).
3.4.2 Real fast Le´ja points technique for the action ϕi, i = 0, 1
For a given vector v, real fast Le´ja points approximate ϕi(−∆t Ah)v by Pm(−∆t Ah)v,
where Pm is polynomial of degree m an interpolating ϕi at the sequence of points {ξi}mi=0
called spectral real fast Le´ja points. These points {ξi}mi=0 belong to the spectral focal
interval [α, β] of the matrix −∆tAh, i.e. the focal interval of the smallest ellipse containing
all the eigenvalues of −∆t Ah. This spectral interval can be estimated by the well known
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Gershgorin circle theorem [63]. It has been shown that as the degree of the polynomial
increases and hence the number of Le´ja points increases, convergence is achieved [57], i.e.
lim
m→∞
|ϕi(−∆tAh)v − Pm(−∆t Ah)v| = 0, (3.70)
where |.|2 is the standard Euclidian norm. For a real interval [α, β], a sequence of real
fast Le´ja points {ξi}mi=0 is defined recursively as follows. Given an initial point ξ0, usually
ξ0 = β, the sequence of fast Le´ja points is generated by
j−1∏
k=0
|ξj − ξk| = max
ξ∈[α,β]
j−1∏
k=0
| ξ − ξk | j = 1, 2, 3, · · · . (3.71)
We use the Newton’s form of the interpolating polynomial Pm given by
Pm(z) = ϕi [ξ0] +
m∑
j=1
ϕi [ξ0, ξ1, · · · , ξj]
j−1∏
k=0
(z − ξk) (3.72)
where the divided differences ϕi[•] are defined recursively by
ϕi [ξj] = ϕi(ξj)
ϕi [ξj, ξj+1, · · · , ξk] := ϕi [ξj+1, ξj+2, · · · , ξk]− ϕi [ξj, ξj+1, · · · , ξk−1]
ξk − ξj .
(3.73)
We summarise in Algorithm 1 the steps for computing ϕi(−∆t Ah)v in the standard way,
i.e. by computing (3.73) directly. In our implementation we estimate the focal interval for
−Ah only once and precompute a sufficiently large number z of Le´ja points using the efficient
algorithm of Baglama et al. [52] for a focal interval of −∆tAh. The data are passed as input
parameters during each call of the algorithm and scaled by ∆t. Using this approach, we
observed the same convergence problems as described by Caliari et al. [57], that is problems
arising from round-off errors during the computation of the divided differences (3.73) and
from the large capacity of the spectral focal interval [α, β]. We were able to resolve this
issue by reducing the time-step size or by using an algorithm that we will present shortly
for minimising rounding errors from the divided differences [64,65] when computing (3.73).
Note that although it is advised in [57] to compute the divided differences in quadruple
precision we did not find this necessary.
The standard approach cannot produce accurate divided differences with magnitude
smaller than machine precision. In [66] it is shown that Le´ja points for the interval [−2, 2]
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Algorithm 1 : Standard computation of ϕ1(−∆t Ah)v with real fast Le´ja points. Error
em is controlled to a prescribed tolerance tol so that e
Le´ja
m < tol.
1: Input: Ah,v,∆t, tol, z {matrix, vector, time-step, tolerance, number of Le´ja points to
be generated }
2: [α, β] = getfocal(Ah) {get the focal interval using the Gershgorin circle theorem [63]}
3: ξ = getLeja(α, β, z) {generate z fast Le´ja points from (3.71).}
4: d0 = ϕ1(ξ0).
5: w0 = v, p0 = d0w0, m = 0 {initialisation}
6: while eLe´jam = |dm| × |wm| > tol do
7: wm+1 = (−∆tAh − ξmI)wm
8: m = m+ 1
9: dm = ϕ1(ξm)
10: for i = 1, · · · ,m do
11: dm =
dm − di−1
ξm − ξi−1 {compute the next divided difference dm}
12: end for
13: pm = pm−1 + dmwm
14: end while
15: Output: pm
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assure optimal accuracy, thus for the spectral focal interval [α, β] of the matrix −∆tAh,
it is convenient to interpolate, by a change of variables, the function ϕi(c + γξ) of the
independent variable ξ ∈ [−2, 2] with c = (α + β)/2 and γ = (β − α)/4. It can be
shown [65] that the divided differences of a function f(c+ γξ) of the independent variable
ξ at the points {ξi}mi=0 ⊂ [−2, 2] are the first column of the matrix function f(Lm), where
Lm = cIm+1 + γL̂m, L̂m =

ξ0
1 ξ1
1
. . .
. . . . . .
. . . . . .
1 ξm

.
We then conclude that the divided differences of ϕi(c + γξ) of the independent variable
ξ ∈ [−2, 2] at the points {ξi}mi=0 ⊂ [−2, 2] is ϕi(Lm)em+11 where em+11 is the first standard
basis vector of Rm+1. Taylor expansion of order p with scaling and squaring is used in
[64, 65] to compute ϕi(Lm)e
m+1
1 . In practice the real fast Le´ja points are computed once
in the interval [−2, 2] and reused at each time step during the computation of the divided
differences. We use the efficient algorithm of Baglama et al. [52] to compute the real fast
Le´ja points in [−2, 2].
3.4.3 Krylov space subspace technique for the action ϕi, i = 0, 1
The main idea of the Krylov subspace technique is to approximate the action of the ex-
ponential matrix function ϕi(−∆t Ah) on a vector v by projection onto a small Krylov
subspace Km = span
{
v, Ahv, . . . , A
m−1
h v
}
(see [50]). The approximation is formed using
an orthonormal basis of Vm = [v1,v2, . . . ,vm] of the Krylov subspace Km and of its comple-
tion Vm+1 = [Vm,vm+1]. The basis is found by Arnoldi iteration [67] which uses stabilised
Gram-Schmidt to produce a sequence of vectors that span the Krylov subspace (see Algo-
rithm 2). Let eji be the i
th standard basis vector of Rj. We approximate ϕi(−∆t Ah)v
by
ϕi(−∆t Ah)v ≈ |v|Vm+1ϕi(−∆tHm+1)em+11 (3.74)
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with
Hm+1 =
 Hm 0
0, · · · , 0, hm+1,m 0
 where Hm = VTmAhVm = [hi,j].
The coefficient hm+1,m is recovered in the last iteration of Arnoldi’s iteration.
Approximation (3.74) comes from the fundamental relation (see [50])
AhVm = VmHm + hm+1,mvm+1(e
m
m)
T (3.75)
and the fact that for any τ > 0
τϕi(−τAh)v
= τ |v|Vmϕi(−τHm)em1 + |v|
∞∑
j=i+1
hm+1,mτ
j(emm)
Tϕj(−τHm)em1 Aj−2h vm+1
= τ |v|Vm+1ϕi(−τHm+1)em+11 + |v|
∞∑
j=i+2
hm+1,mτ
j(emm)
Tϕj(−τHm)em1 Aj−2h vm+1,
where
ϕi
(−τHm+1) =
 ϕi(−τHm) 0
τhm+1,m(e
m
m)
Tϕi+1(−τHm) 1

=
 ϕi(−τHm) 0
τhm+1,mϕi+1(−τHm)[m, 1 : m] 1
 (3.76)
(see [50] for more details).
Here for any matrix M, we denote by M[i, j : k] the row vector whose elements are the
elements of the i th row of the matrix M from the j th column to the k th column, and
by M[j : k, i] the column vector whose elements are the elements of the i th column of
the matrix M from the the j th row to the k th row. Equation (3.76) gives the following
expression, needed in equation (3.74).
ϕi(−τHm+1)em+11 =

ϕi(−τHm)[1 : m, 1]
τhm+1,mϕi+1(−τHm)[m, 1]
 . (3.77)
61
Let c ∈ Rm and p ∈ N and set
Ĥm+p =

Hm c 0 · · · 0
0 1
. . .
...
0
. . . 0
. . . 1
0 0

∈ R(m+p)×(m+p). (3.78)
Then Sidje [50] showed that for any τ > 0
exp
(
−τĤm+p
)
(3.79)
=

exp (−τHm) τϕ1 (−τHm) c τ 2ϕ2 (−τHm) c · · · τ pϕp (−τHm) c
1
τ
1!
· · · τp−1
(p−1)!
1
. . .
...
. . .
τ
1!
0 1

.(3.80)
Since m is small, in implementation we just need to compute
exp(−∆t Ĥm+2), (3.81)
at each time step by using a Pade´ approximation’s technique [50,51] with c = em1 . We then
deduce the values of ϕi
(−∆t Hm+1) em+11 using equation (3.77) with elements in (3.81).
In our implementation we use the function phiv.m of the package Expokit [50], which
allows us to compute the forward ETD1 or EEM solution using the previous solution while
controlling the local error at each iteration for a given tolerance. The function phiv.m takes
the time step ∆t, the matrix Ah, the vectors u and v, the dimension of the Krylov subspace
m, and the desired tolerance tol as the input and provides u+∆tϕ1(−∆t Ah)(−Ahu+v) as
the output. In this thesis we will also use the function expv.m of the package Expokit [50] for
the action of ϕ0. This method is accurate for a symmetric matrix with negative eigenvalues
but can be less efficient on very large non-symmetric matrices [50,54].
62
Algorithm 2 : Arnoldi’s algorithm
1: Initialise: v1 =
v
|v| {normalisation}
2: for j = 1 · · ·m do
3: w = Ahvj
4: for i = 1 · · · j do
5: hi,j = w
Tvi {compute inner product to build elements of the matrix Hm}
6: w = w − hi,jvi {Gram–Schmidt process}
7: end for
8: hj+1,j = |w|
9: vj+1 =
w
|w| {normalisation}
10: end for
3.5 Numerical experiments of ETD1 scheme in 2D
Through all this section the diffusion tensor is taken to be
D =
 D1 0
0 D2
 (3.82)
with D1 > 0, D2 > 0 and the we take the isotropic permeability k = kI2.
To analyse the convergence and efficiency of the ETD1 method for solving ADRs, we
apply it to a variety of porous media flow problems and compare it to our standard time-
stepping methods, the implicit Euler and semi implicit schemes introduced in the previous
chapter. We consider the following four problems:
1. A linear ADR without reaction term, a heterogeneous dispersion tensor, and a non-
uniform velocity field representing moderate Pe´clet number flows, for which an ana-
lytical solution exists [68]. We will call this problem Problem 1.
2. A non-linear ADR in homogeneous media where transport is controlled equally by
advection and diffusion (i.e, Pe´clet number is 1) for which an analytical solution
exists [13]. We will call this problem Problem 2.
3. A non-linear ADR for a deterministic permeability field representing a highly idealised
fractured porous media. Here transport is entirely dominated by advection (high
Pe´clet number flow). We will call this problem Problem 3.
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4. A non-linear ADR for a stochastically generated permeability field where transport is
locally dominated by either advection or diffusion. We will call this problem Problem
4.
In the two latter applications we use the classical Langmuir isotherm to model the sorption
of the transported species onto the rock surface, i.e.
R(X) =
λβX
1 + λX
.
The parameter λ is an adsorption constant and β the maximum amount of the solute that
can be adsorbed. We take λ = β = 1 in this work.
For the sake of simplicity we assume that the porosity φ is constant in all applications.
In all cases we take our domain to be rectangular Ω = [0, L1)× [0, L2) and use both uniform
and non-uniform, rectangular meshes. The time has been normalised by the average flow
rate and the domain length in the direction of flow such that the mean of the concentration
has traveled through the entire domain at T = 1. In each application example, the matrix
Ah is pentadiagonal. For a grid size Nx × Ny, the corresponding matrix has the size
NxNy ×NxNy with 5×NxNy − 2×Nx − 6 non-zero elements.
For the pressure, we take the Dirichlet boundary Γ1D = {0, L1} × [0, L2] and Neumann
boundary Γ1N = (0, L1)× {0, L2} such that
p =

1 in {0} × [0, L2]
0 in {L1} × [0, L2]
−k∇p(x, t) · n = 0 in Γ1N .
For the concentration X, we take the Dirichlet boundary ΓD = {0}× [0, L2] and Neumann
boundary ΓN = {(0, L1]× {0, L2}} ∪ {{L1} × [0, L2]} such that
X = 1 in ΓD × [0, T ]
−(D∇X)(x, t) · n = 0 in ΓN × [0, T ]
X0 = 0 in Ω (initial solution)
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where n is the unit outward normal vector to ΓN (or Γ
1
N).
For applications where we do not have an analytic solution we estimate the global error
by
‖Xh(t)−X∆th (t)‖ ≈ 2‖X∆th (t)−X∆t/2h (t)‖,
as the error estimate of the ETD1 scheme is O(∆t) in time. We denoted by X∆th (t) the
approximation of the solution at time t found with time-step ∆t. Unless explicitly stated,
the tolerance used for Newton’s method and the (ETD1) schemes is 10−6 and the Krylov
space dimension used is m = 6. The tests were performed on a standard PC with a 3 GHz
processor and 2GB RAM. Our code was implemented in Matlab 7.7. In the legends of all
of our graphs we use the following notation
• “Implicit with Newton” denotes results from the implicit Euler with standard Newton
method.
• “Implicit with Newton V” denotes results from the implicit Euler with the variant of
Newton method.
• “Le´ja ETD1” denotes results from ETD1 with real fast Le´ja points for matrix expo-
nential.
• “Krylov ETD1” denotes results from ETD1 using Krylov subspace technique for the
matrix exponential.
• “Semi implicit” denotes results from the semi-implicit scheme.
3.5.1 Homogeneous porous media without reaction term
(Problem 1)
We use this problem to examine the scaling of the ETD1 method for problems with different
numbers of unknowns and analyse the convergence in space by comparing it to an exact
solution [68]. Since the ADR does not contain a reaction term, the problem is linear. The
domain is defined as Ω = [L0, L1) × [L0, L1), L0 = 0.01, L1 = 2. The initial time is given
as t0 = 0.01. This is necessary because the exact solution is not defined at the origin and
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at t = 0. The dispersion tensor D is heterogeneous and its coefficients are given by D1(x, y) = D0u20x2 (x, y) ∈ ΩD2(x, y) = D0u20y2 (x, y) ∈ Ω.
The velocity field (Fig. 3.1(a)) is given explicitly by
q = (qx, qy)
T
qx(x, y) = u0x (x, y) ∈ Ω
qy(x, y) = −u0y (x, y) ∈ Ω
(3.83)
where D0 = 0.1 and u0 = 2. The local Pe´clet number ranges from 21 to 2 as the grid
is refined. Initial and boundary conditions are taken according to the exact solution [68],
assuming an instantaneous release at a point (x0, y0), x0 = 1.5, y0 = 1.5. We take a fixed
time-step of ∆t = 1/3000.
(a) (b)
Figure 3.1: Numerical examples for the linear advection-diffusion problem in homogeneous
porous media given in [68] (a) shows the streamlines, (b) shows the CPU time as a func-
tion of number of unknowns required to evaluate the expression ϕ1(−∆t Ah)(−AhX0h +
PhR(X
0
h, T0)). A standard PC with a 3 GHz processor and 2GB RAM was used for the
simulations. The number in the four Krylov curves in (b) denotes the dimension m of the
subspace taken.
Figure 3.1(a) shows the streamlines which indicate direction of flow. Figure 3.1(b) shows
the CPU time needed to compute single time-step using ETD1 with real Le´ja points and
Krylov techniques as a function of the number of unknowns. The number of the real fast
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Le´ja points used to achieve the given tolerance are 6 for 100 unknowns, and increases to 69
as the grid is refined.
In Figure 3.1(b) we show that good values for the dimension of the Krylov subspace
are m = 20 and m = 6, but m = 20 appears to be a slightly better value for this specific
example. To our knowledge, there is no rigorous theory that allows us to predict the optimal
value for m a priori. For example, the default value used in [50] is m = 30 but we observe
that this is not the optimal value for our specific example. When m increases, the total
number of iterations decreases but a penalty occurs due to the additional time spent in
the orthogonalisation process in Algorithm 2 and the corresponding increase in memory
requirements. For small m, a penalty can arise from an increase in the number of iterations
necessary to achieve a given tolerance, especially if ∆t is large, but less time is spent in
the orthogonalisation process and the required memory is lower. Since the memory on the
PC used in this work is limited to 2 GB, the values of ∆t in our application examples are
generally small, and we need to compute the action of the matrix exponential function ϕ1
on a vector over 3000 times to reach the final time T , we have chosen m = 6 as the optimal
value for the Krylov subspace dimension in all our applications.
For 104 and more unknowns, that is for problem sizes that become representative for real
reservoir simulations, the computation of the matrix exponential with real fast Le´ja points
is more efficient than the Krylov technique by a factor of approximately 10, regardless of
the Krylov subspace dimension m. Similar results were obtained by [55, 56] for constant
dispersion tensor, constant velocity, and low Pe´clet number flows. Once the matrix size is
greater than or equal to 104, the CPU time increases linearly with the number of unknowns
(Figure 3.1(b)). The time to evaluate a matrix with 106 unknowns using 69 real Le´ja points
is 18 seconds. These results suggest that the ETD1 is a scalable solver and is hence probably
applicable to large-scale problems with several millions of unknowns that are encountered
in 3D reservoir simulations.
Figure 3.2(a) shows a convergence of order O(h) for the spatial discretisation with fixed
time step ∆t = 1/3000. The error in the L2 norm is computed at time T = 1. Figure 3.2(b)
shows the L2 error as a function CPU time, which is depicted in Figure 3.2(a).
The efficiency for solving this linear ADR problem is roughly similar for all methods,
that is approximately the same computational cost is required to reduce the numerical
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error by a certain increment. Although Figure 3.1(b) indicates that for small number of
unknowns the Krylov technique requires significantly less computational effort than the real
Le´ja points method to compute one step with one vector v, Figure 3.2(b) shows that over
the course of an entire simulation, which involves many individual time-steps, the local error
control reduces this efficiency, therefore Krylov and Le´ja points methods are comparable.
We recall that the Krylov subspace implementation is known to be efficient for symmetric
matrices. Here we observe good convergence even for highly nonsymmetric matrices Ah.
(a) (b)
Figure 3.2: (a) Convergence of the L2 norm at T = 1 as a function of the grid size h. (b)
The L2 norm at T = 1 as a function of CPU time. Both plots are for the linear ADR in
homogeneous porous media without a reaction term (Problem 1) with fixed ∆t = 1/3000.
Recall here that the Krylov subspace dimension is fixed to be m = 6. The analytical
solution exists [68]
.
3.5.2 Homogeneous porous media with a non-linear reaction term
(Problem 2)
We now evaluate the ETD1 method for a non-linear ADR problem where the non-linear
reaction term is given by R(X) = −γX2(1−X). We take γ = 100, use a constant velocity
of q = [−0.01,−0.01]T , and the dispersion tensor has the entries D1 = D2 = 10−4. The
domain is Ω = [0, 1) × [0, 1), which we discretise with h = ∆x = ∆y = 10−2. The local
Pe´clet number for the flow is 1, that is transport is controlled equally by advection and
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diffusion. The initial condition and boundary conditions are defined with respect to the
exact solution [13] given by
X(x, y, t) = (1 + exp (a(x+ y − bt) + a(b− 1)))−1 (3.84)
where a =
√
γ/ (4× 10−4) and b = −0.02 +√γ × 10−4.
Figure 3.3(a) shows the convergence as a function of the chosen time-step ∆t, measuring
the error at the final time T = 1. The semi-implicit time-stepping method and the ETD1
methods have similar error constants. All schemes have the same rate of convergenceO(∆t).
Figure 3.3(b) shows the L2 error as a function of CPU time, which is given in Fig-
ure 3.3(a). Again, the computational effort to reduce the error by a certain factor is
approximately equivalent for both Le´ja and Krylov subspace techniques. They are also
similar to a semi-implicit time integrator. However, all three methods, ETD1 with Le´ja
points and Krylov subspace technique and semi-implicit time-stepping, outperform the im-
plicit time-stepping methods. Those require about 10 times more computational costs to
obtain the same numerical error. If the advective component of the flux is included in the
non-linear part rather than the linear part for the ETD1 scheme, then the error constant
worsens. In this case the graph representing the error would lie between that of the ETD1
or semi-implicit error and implicit error in Figure 3.3(a).
(a) (b)
Figure 3.3: (a) Convergence of the L2 norm at T = 1 as a function of ∆t. (b) The L2 norm
at T = 1 as a function of CPU time. Both are for the the non-linear ADR in a homogeneous
porous medium (Problem 2).
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3.5.3 Deterministic heterogeneous porous media and non-linear
reaction (Problem 3)
We now test the ETD1 method for a porous media with three parallel high-permeability
streaks. This could represent, for example, transport in a highly idealised fracture pattern.
The permeability of the three parallel streaks is 100 times greater than the permeability of
the surrounding domain (Figure 3.4(a)). Hence flow is diverted from the lower-permeability
rocks into the high-permeability matrix (Figure 3.4(b)). The advection rates increase to-
wards the high-permeability streaks and are highest in them. This is clearly visible by the
closer spacing of the streamlines in the high–permeability streaks (Figure 3.4(b)).
For the non-linear reaction term we now take the Langmuir sorption isotherm. The
domain is given by Ω = [0, 2) × [0, 3) and discretised in space with ∆x = 3/50 and ∆y =
1/25. The dispersion tensor is anisotropic with D1 = 10
−3, D2 = 10−4. The viscosity is
µ = 0.1. The maximum local Pe´clet number is 2975.4.
Figure 3.4(c) shows the concentration at t = 0.3 and Figure 3.4(d) the concentration at
T = 1. Again, the flow-focusing due to the high-permeability streaks is clearly visible.
Figure 3.5(a) shows the convergence at the final time T = 1 in the L2 norm for varying
time-steps ∆t. All schemes show convergence rates of O(∆t). There is now a distinct
difference between ETD1 method with Krylov or Le´ja point technique and the implicit and
semi-implicit integrators. The ETD1 methods displays a clear improvement in the error
constant. Figure 3.5(b) depicts the L2 error at T = 1 as a function of CPU time. The
ETD1 based schemes are significantly more accurate and computationally more efficient
than (semi-)implicit schemes. They require between 10 and 100 times less computational
effort to achieve the same reduction in numerical error. The Le´ja point method has also a
small computational advantage over the Krylov subspace technique.
3.5.4 Stochastic heterogeneous porous media with non-linear re-
action (Problem 4)
We finally apply the ETD1 method to a stochastically generated permeability field. Stochas-
tic permeability fields are commonly used to represent the unknown heterogeneity in the
subsurface. We use the Karhunen-Loeve numerical expansion [27] to generate the random
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(a) (b)
(c) (d)
Figure 3.4: Numerical experiments for the non-linear ADR problem in a deterministic
heterogeneous porous media (Problem 3). (a) shows the log of permeability field, (b)
shows the velocity streamlines, (c) shows the concentration at t = 0.3 and (d) shows the
concentration field at T = 1.
permeability field from a log-normal distribution with an exponentially decaying space cor-
relation. The correlation in the field is given by
Cr((x1, y1); (x2, y2)) =
1
4b1b2
exp
(
−pi
4
[
(x2 − x1)2
b21
+
(y2 − y1)2
b22
])
,
where b1 and b2 are the spatial correlation lengths in x-direction and y-direction, respec-
tively, and given by b1 = 0.4 and b2 = 0.2. We used the first 30 terms in the Kahunen-Loeve
expansion (2.7) for the permeability field and used the same field to evaluate all the time
integrators. The domain is given by Ω = [0, 3) × [0, 2) with ∆x = 1/10 and ∆y = 1/15.
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(a) (b)
Figure 3.5: (a) Convergence of the L2 norm at T = 1 as a function of ∆t. (b) The L2
norm at T = 1 as a function of CPU time. Both plots are for the non-linear ADR in
a deterministic heterogeneous porous medium (Problem 3). Although all time integrators
display a convergence rate ofO(∆t), there is clear improvement in the error constant. Hence
the ETD1 schemes are significantly more efficient than (semi-)implicit methods, with the
real Le´ja point method being most efficient.
The dispersion tensor has the entries D1 = 10
−3, D2 = 10−4 and the viscosity µ = 1. The
maximum local Pe´clet number is Peloc = 1649.3.
Figure 3.6(a) shows the log of the permeability field, which varies over 6 orders of
magnitude ranging from 10−3 to 103. Figure 3.6(b) shows the corresponding streamlines,
which show how flow is focused into regions of high permeability. Advection rates are
significantly higher in regions of high permeability, reflected by the close streamline spacing,
compared to regions of low permeability. Figure 3.6(c) shows the concentration at T = 0.2
and Figure 3.6(d) the concentration at T = 1. Both show flow-focusing into the high
permeability regions.
Figure 3.7(a) shows the convergence of the L2 norm at T = 1 as a function of ∆t. As in
all our previous applications, all schemes have similar convergence rates of O(∆t), but there
is a clear improvement in the error constant for the ETD1 schemes. Figure 3.7(b) shows
the L2 error as a function of CPU time. The ETD1 methods clearly outperform the implicit
time-integrators, with the Le´ja points based scheme being slightly more efficient than the
Krylov subspace based methods. The latter shows a similar performance to the semi-
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(a) (b)
(c) (d)
Figure 3.6: Numerical experiments for non-linear ADR problem in a stochastic hetero-
geneous porous medium (a) shows the log of permeability field, (b) shows the velocity
streamlines, (c) shows the concentration at t = 0.2 and (d) shows the concentration at
T = 1.
implicit method. Table 3.1 compares the CPU time necessary to perform 3200 steps of the
ETD1 integration using the real Le´ja points method and the Krylov subspace technique.
We analysed how many Le´ja points are required for the first step for different spatial
discretisations ranging from 100×100 grid points to 500×2000 grid points. For the largest
problem with 106 unknowns only 10 Le´ja points are required. The total CPU time necessary
to find the solution at final time T = 1 is 5293.3 seconds.
For the Krylov subspace method (with m = 6) the total CPU time required to find the
solution at the final time T = 1 is 14693 seconds. We observe that the real Le´ja points
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(a) (b)
Figure 3.7: (a) Convergence of the L2 norm at T = 1 as a function of ∆t. (b) The L2
norm at T = 1 as a function of CPU time. Both plots are for the non-linear ADR in a
stochastically generated porous media (Problem 4).
method seems more efficient than the Krylov implementation, taking approximately half
the CPU time. We have tested several values for m and due to the reasons discussed
previously, we do not think that the Krylov subspace technique will be more efficient than
the real Le´ja points method for other values of m. Nevertheless, this example demonstrates
that ETD1 methods are probably applicable to large-scale 3D reservoir simulations with
several million unknowns.
3.6 Numerical experiments of ETD1 and EEM schemes
in 3D
In this section, we take Ω to be an open domain of R3 and solve over a finite time interval
[0, T ]. We take the symmetric dispersion (diffusion) tensor D to be
D =

D1 0 0
0 D2 0
0 0 D3
 (3.85)
with D1 > 0, D2 > 0, D3 > 0.
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Nx Ny M Le´ja CPU time [sec] Le´ja CPU time [sec] Krylov (m = 6)
100 100 6 21 54
200 200 7 123 316
100 1000 7 430 889
200 1000 8 911 2349
100 3000 10 1589 2715
500 2000 10 5293 14693
Table 3.1: CPU time for the real Le´ja points and Krylov subspace methods used in Problem
4 as a function of various grid sizes. Nx is the number of subdivisions in the x direction
and Ny the number in the y direction. Table shows the number of Le´ja points used for the
first step MLe´ja and the CPU time to perform 3200 steps of the ETD1 method using the
Le´ja point method and Krylov subpace technique (with m = 6).
We take the anisotropic permeability tensor k to be
k =

k1 0 0
0 k2 0
0 0 k3
 (3.86)
with k1 > 0, k2 > 0, k3 > 0. We used the EEM scheme for the reference solution for
ETD1 and semi implicit schemes. For the EEM scheme, the reference solution (“the true
solution”) is the numerical solution with the smallest ∆t.
To analyse the efficiency of the ETD1 and EEM schemes compared to standard semi-
implicit time integrators, we use the upper 20 layers (Example 1) and upper 40 layers (Ex-
ample 2) of the highly heterogeneous SPE10 case (Figure 3.8), which represents a braided
fluvial North Sea oil field with seven orders of magnitude permeability variation [1]. We
consider two cases for dispersion. First, we take a uniform dispersion tensor of D = 10−6×I3
and secondly we take D = (Di,j) as function of the velocity q
Di,j = αT‖q‖δi,j + (αL − αT )qiqj/‖q‖, 1 ≤ i, j ≤ 3, αT = αL = 1, (3.87)
where αT and αL are the longitudinal and the transverse dispersivity, respectively.
All our tests were performed on a workstation with a 3 GHz Intel processor and 8GB
RAM. Our code was implemented in Matlab 7.10. In contrast to our earlier 2D simulations,
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(a) (b)
(c) (d)
(e) (f)
Figure 3.8: Porosity (a) and permeability in x−, y−, and z−direction (b-d, respectively),
norm of the velocity field (e), and concentration after T = 25600 seconds (f) for the first
upper 20 layers of the SPE 10 model [1]. Note that the vertical depth is exaggerated ten-
fold. The injector is located in the lower left corner (high concentration) and the producer
diagonally opposite in the upper right corner (low concentration). The ADR (2.8) was
solved without chemical reactions, constant dispersion tensor, and a tolerance of ε = 10−6.
Note that the results of the EEM and ETD1 scheme are identical for the same tolerance as
both schemes solve the ADR exactly in time within the given tolerance.
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we now use large time-steps, very large Pe´clet numbers, and an iterative solver for linear
systems. Further, in contrast to the simulations presented in [64] for the EEM scheme used
in conjunction with a 2D finite element method, we use the Krylov subspace technique
and large Pe´clet number flows. The resulting domain is Ω = [0, L1] × [0, L2] × [0, L3], the
finite volume mesh T has a spatial discretization ∆x = 20 ft, ∆y = 10 ft, and ∆z = 2 ft.
Dimensions are L1 = 1200 ft, L2 = 2200 ft, and L3 = 20 ft in Example 1 and L3 = 40 ft in
Example 2.
The matrix Ah is sparse with size 264, 000× 264, 000 and 1, 810, 400 non-zero elements
for Example 1 and 528, 000 × 528, 000 with 3, 647, 200 non-zero elements for Example 2.
For the semi-implicit time integration, this linear system is solved at each time-step with a
variant of the iterative Krylov solver, the Bi-Conjugate Gradients Stabilized Method (Bi-
CGStab) as implemented in Matlab. We use ε = 10−6 as the absolute tolerance error and
m = 8 for the Krylov subspace dimension. To our knowledge, there is no rigorous theory
that allows us to predict the optimal value for m a priori. For small m, a penalty can
arise from an increase in the number of iterations necessary to achieve a given tolerance,
especially if ∆t is large, but less time is spent in the orthogonalisation process and the
required memory is lower. When m increases, the total number of iterations decreases but
a penalty occurs due to the additional time spent in the orthogonalisation process and the
corresponding increase in memory requirements.
For pressure and concentration, we take the Dirichlet boundary condition
ΓD = {{0} × {0} × [0, L3]} ∪ {{L1} × {L2} × [0, L3]} ,
and homogenous Neumann boundary conditions elsewhere such that
p =

3998.96 psi in {0} × {0} × [0, L3]
7997.92 psi in {L1} × {L2} × [0, L3]
−k∇p(x, t) · n = 0 in ΓN = ∂Ω\ΓD.
This models fixed-pressure injector and producer located at {0}× {0}× [0, L3] and {L1}×
{L2} × [0, L3], respectively.
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For the concentration we take
X = 0 in {{0} × {0} × [0, L3]} × [0, T ] ,
X = 1 in {{L1} × {L2} × [0, L3]} × [0, T ] ,
−(D∇X)(x, t) · n = 0 in ΓN × [0, T ] ,
X0 = 0 in Ω (initial solution)
where n is the unit outward normal vector to ΓN . For the reaction function we use the
classical Langmuir sorption isotherm given by R(X) = (λβX)/(1 + λX), with λ = 1, β =
10−3. The dynamic viscosity µ is µ = 0.3 cp.
In the legends of the graphs shown below, “KrylovETD1” denotes results from the
ETD1 scheme with the Krylov subspace technique, “LejaETD1” denotes results from the
ETD1 scheme with the real fast Leja points technique, “Semiimplicit” denotes results from
the standard semi-implict scheme, “KrylovEEM” denotes results from EEM scheme the
Krylov subspace technique.
3.6.1 Example 1
Figure 3.9(a) shows the concentration field at time T = 4096 seconds for the first 20 upper
layers of the SPE 10 model for the solution of the ADR with a constant diffusion tensor and
with chemical reactions modelled by a Langmuir adsorption isotherm. As to be expected,
flow follows regions of high porosity and permeabilities. Figure 3.9(b) shows the corre-
sponding L2 error as a function of the size of the time-step. It demonstrates that the ETD1
scheme is more accurate than the standard semi-implicit method. It further shows that the
EEM scheme is also more accurate than the semi-implicit and ETD1 schemes. All three
time integrators, semi-implicit, ETD1, and EEM, exhibit convergence that is in agreement
with theory: the temporal order of the semi-implicit and ETD1 scheme is O(∆t) while the
temporal order of the EEM scheme is O(∆t2), hence the smallest error for a given time-step
size is obtained with the EEM scheme. Figure 3.9(c) and Figure 3.9(d) demonstrate the
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(a) (b)
(c) (d)
Figure 3.9: Concentration after T = 4096 seconds (a) for the first upper 20 layers of the SPE
10 model [1], L2 error as a function of size of the time-step (b), CPU time as a function of
size of the time-step (c), CPU time as a function of the L2 error (d). Note that the vertical
depth is exaggerated tenfold. The maximum local Pe´clet number is 1.7 × 106. The ADR
(2.8) was solved with a constant dispersion tensor and with chemical reactions represented
by a Langmuir adsorption isotherm.
79
efficiency of ETD1 and EEM schemes compared to the standard semi-implicit method by
plotting the CPU time as a function of the size of the time-step, respectively the L2 error
as a function of the CPU time. They further show that the real Le´ja points technique is
computationally more efficient than the Krylov subspace technique in the ETD1 scheme
and a slight improvement in efficiency can be obtained with the EEM scheme compared
to the ETD1 scheme with the Krylov subspace technique. Note there is a plateau in the
CPU time for the Krylov subspace methods (Figure 3.9(c) and Figure 3.9(d)). This can be
explained by the fact that each time-step is subdivided into smaller sub-steps to reach a
given tolerance ε in the function phiv.m of the package Expokit [50], providing a limit for
the efficiency of this method (see also Figure 3.10(c) and Figure 3.10(d)). Another impor-
tant observation is that for the ETD1 scheme with the real Le´ja technique, the CPU time
appears to be proportional to the size of the time-step, indicating that the best efficiency
is reached for large time-steps sizes. Generally, these results imply that the best efficiency
of the ETD1 and EEM schemes is obtained for the largest time-steps, although at the cost
of accuracy.
Figure 3.10(a) shows the concentration field at time T = 256 seconds for the first
20 upper layers of the SPE 10 model for the solution of the ADR with a heterogeneous
dispersion tensor (3.87) and with chemical reactions modelled by a Langmuir adsorption
isotherm.
Plots of L2 error and CPU time versus the size of the time-step (Figure 3.10(b) and
Figure 3.10(c)) and the cross-plot of L2 error versus CPU time (Figure 3.10(d)) show that,
like in Figure 3.9, the EEM scheme is more accurate than the ETD1 and semi-implicit
schemes as it is of order O(∆t2). However, for this case the EEM scheme is significantly
less efficient than the ETD1 scheme with the Le´ja points technique. Likewise, the ETD1
scheme with the Krylov subspace technique is less efficient than the Le´ja points technique
and both Krylov subspace methods show flat lines in plots of CPU time versus time-step
size and L2 error versus CPU time. It hence appears that a heterogeneous and anisotropic
dispersion tensor reduces the efficiency of the ETD1 and EEM schemes and smaller time-
steps may help to increase the efficiency; however, both schemes are still more accurate
than the semi-implicit time integrator. As explained above, this is due to the time-step
being subdivided into smaller sub-steps to reach a given tolerance ε in the function phiv.m
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(a) (b)
(c) (d)
Figure 3.10: Concentration after T = 256 seconds (a) for the first upper 20 layers of the SPE
10 model [1], L2 error as a function of size of the time-step (b), CPU time as a function
of size of the time-step (c), CPU time as a function of the L2 error (d). Note that the
vertical depth is exaggerated tenfold. The maximum Pe´clet number is 2.4× 106. The ADR
(2.8) was solved with a heterogeneous dispersion tensor (3.87) and with chemical reactions
represented by a Langmuir adsorption isotherm.
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of the package Expokit [50]. The ETD1 method with the Le´ja points technique still shows
scalability, i.e. the CPU time decreases with decreasing size of the time-step.
(a) (b)
(c) (d)
Figure 3.11: Concentration after T = 4096 seconds (a) for the first upper 40 layers of
the SPE 10 model [1], L2 error as a function of size of the time-step (b), CPU time as a
function of size of the time-step (c), CPU time as a function of the L2 error (d) . Note that
the vertical depth is exaggerated tenfold. The maximum Pe´clet number is 3.2 × 106. The
ADR (2.8) was solved with a homogeneous dispersion tensor and with chemical reactions
represented by a Langmuir adsorption isotherm.
3.6.2 Example 2
Figure 3.11(a) shows the concentration field at time T = 4096 seconds for the first 40 upper
layers of the SPE 10 model for the solution of the ADR with a homogeneous dispersion
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tensor and chemical reactions modelled by a Langmuir adsorption isotherm. As before,
ETD1 and semi-implicit schemes are of order O(∆t) while the EEM scheme is of O(∆t2)
(Figure 3.11(b)). Figure 3.11(c) shows that the ETD1 scheme with the Le´ja points technique
is only more efficient than the standard semi-implicit scheme for large time-steps. For
smaller time-steps, the ETD1 scheme with the Le´ja points technique becomes less efficient
because more Le´ja points are needed for the interpolation. This is probably due to the
lack of accuracy in the computation of the divided differences (3.73). We can recover the
efficiency by adding more terms in the Taylor expansion during the computation of the
divided differences (3.73) or by scaling the matrix Lm to smaller entries when used in the
algorithm of [64] to compute the finite differences. Scaling the matrix Lm renders the
“squaring” procedure less efficient, but as the divided differences are computed only once
per time-step, this will not increase the overall computational cost greatly. Figure 3.11(c)
further shows that the efficiency of the ETD1 and EEM schemes with the Krylov subspace
technique is similar. Like in the previous two examples, Figure 3.11(d) shows that the
subdivision of the time-step into smaller sub-steps in the function phiv.m of the package
Expokit [50] reduces the efficiency of the Krylov subspace based techniques EEM and ETD1
for large time-steps.
3.7 Concluding remarks
We have developed two exponential time integrators of order one (ETD1) and order 2
(EEM) where the matrix exponential function ϕ1 is computed with either real fast Le´ja
points techniques or the Krylov subspace technique. In 2D, we have applied the scheme
ETD1 to a variety of linear and non-linear advection-diffusion-reaction problems in homo-
geneous as well as highly heterogeneous porous media where the spatial discretisation was
achieved by standard upwind-weighted finite volume meshes on non-uniform rectangular
grids. The largest problems comprised 106 unknowns. We compared the performance of
the ETD1 method to standard semi-implicit and implicit time integrators. Transport in
our example applications was advection as well as diffusion dominated. All our numerical
examples demonstrate that the ETD1 scheme is highly competitive compared to standard
time integrators. This competitiveness comprises two components: efficiency and accuracy.
83
Generally, the ETD1 method requires at least 10 times less computational cost compared
to implicit time integrators to reduce the numerical error to a certain value. Semi-implicit
time integrators perform at best similar to our ETD1 method. The real fast Le´ja points
technique is on average equivalent to or more efficient than the Krylov subspace technique.
A similar observation was made in Martinez et al. [55] and Bergamaschi et al. [56] for ex-
ample applications with constant dispersion tensors, uniform velocity fields, and low Pe´clet
number flows, where the spatial discretisation was achieved by finite difference and finite
element space discretisation. A single computation of ETD1 with real fast Le´ja points
requires a few seconds on a standard PC, even with our uncompiled Matlab code.
In 3D, we have implemented ETD1 and EEM schemes where we computed the matrix
exponential function ϕ1 either with the real fast Le´ja points techniques (ETD1 scheme) or
with the Krylov subspace technique (ETD1 and EEM schemes). We have applied them
to a variety non-linear advection-diffusion-reaction problems in highly heterogeneous 3D
porous media based on the SPE 10 test case [1]. The spatial discretisation was achieved
by standard upwind-weighted finite volume method and the resulting matrices contained
several 100k unknowns. Fluid flow is dominated by advection (Pe´clet numbers larger than
106). Simulations were carried out on a standard workstation with a 3 GHz Intel processor
and 8 GB RAM. Our code was implemented in Matlab 7.10. Our analysis showed that
both exponential time integrator schemes outperformed the standard semi-implicit scheme
in terms of efficiency and accuracy. As for 2D applications, we observed that the Le´ja
points technique is on average equivalent to or more efficient than the Krylov subspace
technique and that the ETD1 scheme with the Le´ja points technique scales well with the
size of the time-step. The reduced performance of the ETD1 and EEM schemes with the
Krylov subspace technique is caused by the function phi.m of the Expokit package [50],
which creates internal time subdivisions to satisfy a given tolerance. If a large time-step is
chosen, this subdivision can dominate the calculation and increase the CPU time, rendering
the Krylov-based techniques less efficient. In general, our results suggest that the exponen-
tial integrators can readily be applied to large-scale 3D reservoir simulations with several
million of unknowns as they always outperform semi-implicit time integrators. It hence
may become a viable alternative to other scalable solvers such as hierarchical algebraic
multigrid methods [69] or multi-scale methods (e.g, [70–72]) which are commonly used for
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large-scale simulations of flow and transport in heterogeneous porous media.
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Chapter 4
Background to nonlinear SPDEs and
time discretizations
In this chapter, we give a rigorous introduction to nonlinear SPDEs and some numerical
stochastic schemes. More details can be found in [26,73,74].
4.1 Existence and uniqueness
There are basically three approaches to analyse SPDEs, the martingale approach [26], the
semigroup (or mild solutions approach) [26] and the variational approach [73]. Under some
technical conditions (see [73]) solutions in these approaches are identical. In this thesis, we
study the mild solutions to build new numerical schemes.
Let us give some basic definitions. In all this chapter H is a separable Hilbert space
with norm ‖.‖ and (D,A, P ) is a probability space. D is the sample space, A a σ−algebra
and P a probability measure.
4.1.1 Basic definitions
Definition 4.1 [Measurability [26]]
A function X : D→ H is A−measurable if
X−1(O) := {ω ∈ D, X(ω) ∈ O} ∈ A for all Borel sets O ⊂ H. (4.1)
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Definition 4.2 [Filtration [26]]
A filtration is an increasing sequence of σ−algebras (Ft) , t ∈ [0, T ] of A. The space
(D,A, (Ft) , P ) is called a filtered probability space.
A filtration (Ft) , t ∈ [0, T ] is normal if F0 contains all elements O ∈ A with P (O) = 0,
and
Ft = ∩
s>t
Fs for all 0 ≤ t ≤ T.
Definition 4.3 [Adapted process [26]]
A H−valued process (Y (t))t≥0 is an adapted stochastic process to the filtration (Ft)t≥0 if
Y (t) is Ft-measurable for all t ≥ 0.
Let U be a separable space, then we denote by L(U,H) the set of all linear bounded
operators from U to H.
Definition 4.4 [Elementary process [26]]
An L(U,H)-valued process Φ(t), t ∈ [0, T ] on (D,A, P ) with normal filtration (Ft) is ele-
mentary if there exists 0 = t0 < · · · < tk = T, k ∈ N such that
Φ(t) =
k−1∑
m=0
Φm1[tm,tm+1](t), t ∈ [0, T ],
where
• Φm : D → L(U,H) is Ftm−measurable, with the strong Borel σ−algebra (σ−algebra
generated by the open sets) on L(U,H), 0 ≤ m ≤ k − 1,
• Φm takes only a finite number of values in L(U,H), 0 ≤ m ≤ k − 1.
We denote by E the class of elementary L(U,H)−valued processes.
Ito and Stratonovich integrals are related (see [74]). In this thesis we will use only the
Ito integral.
Let Q be a positive, symmetric, bounded linear operator in H.
Definition 4.5 [Q−Wiener process [26]]
A H−valued stochastic process W (t), t ∈ [0, T ], on a probability space (D,A, P ) is called a
Q−Wiener process if
• W (0) = 0, P−a.s.
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• W has P−a.s. continuous trajectories,
• the increments of W are independent, i.e. the random variables
W (t1),W (t2)−W (t1), · · · ,W (tn)−W (tn−1)
are independent for all 0 ≤ t1 < · · · < tn ≤ T, n ∈ N,
• the increments have the following Gauss law
P ◦ (W (t)−W (s))−1 = N(0, (t− s)Q) for all 0 ≤ s ≤ t ≤ T. (4.2)
More information can be found in [26, 73].
Proposition 4.6 [Representation of the Q−Wiener process [73]]
Let ek, k ∈ N, be an orthonormal basis of H consisting of eigenvectors of Q with corre-
sponding eigenvalues qk, k ∈ N. Then a H−valued stochastic process W (t), t ∈ [0, T ], is a
Q−Wiener process if and only if
W (t) =
∑
i∈I
√
qieiβi(t), (4.3)
where βi are independent and identically distributed standard Brownian motions on a prob-
ability space (D,A, P ).
The linear and bounded operator Q is also called the covariance operator of the Wiener
process W . If Q = I, then Tr(Q) = +∞ and the Wiener process is called cylindrical Wiener
process and if Tr(Q)<∞, the process is called nuclear Wiener process.
Definition 4.7 [Ito and Stratonovich integrals [26, 74]]
• For an elementary process Φ(t), the Ito integral is defined as∫ t
0
Φ(s)dW (s) :=
k−1∑
m=0
Φm (W (tm+1 ∧ t)−W (tm ∧ t)) t ∈ [0, T ], (4.4)
and the Stratonovich integral as∫ t
0
Φ(s) ◦ dW (s) :=
k−1∑
m=0
1
2
(Φm+1 + Φm) (W (tm+1 ∧ t)−W (tm ∧ t)) t ∈ [0, T ], (4.5)
where tm ∧ t = min(tm, t).
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• The definition of the Ito and Stratonovich integrals are extended to the completion E
of E in the space of L(U,H)−valued processes as the limits of Ito and Stratonovich
integrals of a sequence of elementary processes i.e. for Φ ∈ E∫ t
0
Φ(s)dW (s) := lim
n→∞
∫ t
0
Φn(s)dW (s), (4.6)
∫ t
0
Φ(s) ◦ dW (s) := lim
n→∞
∫ t
0
Φn(s) ◦ dW (s) (4.7)
where (Φn) is a sequence of elementary processes with Φn → Φ as n→∞. The space
E belongs to the large set of predictable processes [73]. The space E is also called the
space of integrable and predictable processes.
Definition 4.8 [Hilbert-Schmidt operator]
An operator T ∈ L(H) := L(H,H) is Hilbert-Schmidt if
‖T‖2HS :=
∑
i∈I
‖Tei‖2 <∞,
where we denote by ‖.‖HS the Hilbert-Schmidt norm. The sum in ‖.‖2HS is independent of
the choice of the orthonormal basis in H.
We denote the space of Hilbert-Schmidt operators fromQ1/2(H) toH by L02 := HS(Q
1/2(H), H)
and the corresponding norm ‖.‖L02 by
‖ϕ ‖L02 := ‖ϕQ1/2‖HS =
(∑
i∈I
‖ϕQ1/2ei‖2
)1/2
.
Theorem 4.9 [Ito isometry [26]]
Let ϕ be a continuous L02−process. We have the following equality known as the Ito’s
isometry
E‖
∫ t
0
ϕdW‖2 =
∫ t
0
E‖ϕ‖2L02ds =
∫ t
0
E‖ϕQ1/2‖2HSds.
Definition 4.10 [Ornstein-Uhlenbeck process ]
Let k > 0, σ ≥ 0. A R−process X is called an Ornstein-Uhlenbeck process with mean 0,
mean reversion rate k and volatility σ, if it satisfies the stochastic differential equation
dX(t) = −kX(t)dt+ σdβ(t) (4.8)
where β(t) is the standard Brownian motion.
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This is a Gaussian process with the mild solution
X(t) = e−ktX(0) + σ
∫ t
0
ek(s−t)dβ(s). (4.9)
Applying the Ito isometry yields the following variance of X(t)
Var(X(t)) =
σ2
2k
(
1− e−2 k t) . (4.10)
4.1.2 Mild solution of semi linear SPDEs
The general Ito stochastic partial differential equation is given by
dX = (AX + F (X))dt+B(X)dW, X(0) = X0 ∈ H, t ∈ [0, T ], T > 0 (4.11)
where A is a linear operator, generally unbounded, acting on a Hilbert space H, F : H → H
and B : H → L02 are in general nonlinear, non continuous. The existence and uniqueness of
the mild solution is ensured in [26,73,74] using the fixed point method under the assumption
that the operator A is the generator of an analytic semigroup S(t) = etA, t ≥ 0.
Definition 4.11 [Mild solution [26]]
A predictable H−valued process X(t), is said to be a mild solution of (4.11) if
P
(∫ t
0
‖X(s)‖2ds < +∞
)
= 1 (4.12)
and, for arbitrary t ∈ [0, T ] we have
X(t) = S(t)X0 +
∫ t
0
S(t− s)F (X(s))ds+
∫ t
0
S(t− s)B(X(s))dW (s). (4.13)
Our interest in this thesis is the parabolic SPDEs with nuclear covariance operator Q. For
existence and uniqueness, we need the following assumptions.
Assumption 4.12 [Assumption on the drift term F ]
There exists a positive constant L > 0 such that F is continuous in H and satisfies the
following condition
‖F (Z)− F (Y )‖ ≤ L‖Z − Y ‖ ∀Z, Y ∈ H,
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As a consequence, there exists a constant C > 0 such that
‖F (Z)‖ ≤ ‖F (0)‖+ ‖F (Z)− F (0)‖ ≤ ‖F (0)‖+ L‖Z‖ ≤ C(1 + ‖Z‖).
Assumption 4.13 [Assumption on the diffusion term B for multiplicative noise]
The covariance operator Q is nuclear and there exists a positive constant L > 0 such that
B is continuous in H and satisfies the following condition
‖B(Z)−B(Y )‖L02 ≤ L‖Z − Y ‖ ∀Z, Y ∈ H.
As a consequence, the exists a constant C > 0 such that
‖B(Z)‖L02 ≤ ‖B(0)‖L02 + ‖B(Z)−B(0)‖L02 ≤ ‖B(0)‖L02 + L‖Z‖ ≤ C(1 + ‖Z‖).
Assumption 4.14 [Assumption on the noise for additive noise]
The covariance operator Q is nuclear i.e. the noise is trace class, thus
Tr(Q) =
∑
i∈I
qi <∞.
Assumption 4.15 [Assumption on the linear operator A]
The operator A is the generator of an analytic semigroup S(t) := etA, t ≥ 0.
Theorem 4.16 [Existence, uniqueness and properties of the mild solution [26]]
Assume that the initial solution X0 is an F0−measurable H−valued random variable and
Assumption 4.12, Assumption 4.13 (or Assumption 4.14), Assumption 4.15 are satisfied.
• There exists a mild solution X to (4.11) unique, up to equivalence among the processes
satisfying
P
(∫ T
0
‖X(s)‖2ds <∞
)
. (4.14)
Moreover it has a continuous modification.
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• For any p ≥ 2 there exists a constant C = C(p, T ) > 0 such that
sup
t∈[0,T ]
E‖X(t)‖p ≤ C (1 + E‖X0‖p) . (4.15)
• For any p > 2 there exists a constant C1 = C1(p, T ) > 0 such that
E sup
t∈[0,T ]
‖X(t)‖p ≤ C1 (1 + E‖X0‖p) . (4.16)
4.2 Numerical schemes for SPDEs
The study of numerical solutions of SPDEs is an active area of research and there is a
growing literature on numerical methods for SPDEs. For temporal discretizations, the linear
implicit Euler scheme is often used [75,76], spatial discretizations are usually achieved with
finite element [77–79], finite difference [75, 76, 80] and spectral method [81, 82]. The finite
element, finite difference or finite volume space discretizations are more useful for complex
domains, general unbounded operators A, and yield the discrete form may be written as
dXh = (AhX
h + Fh(X
h))dt+Bh(X
h)dW h, (4.17)
where Ah is a non-diagonal operator, Fh, Bh and W
h are respectively the spatial projection
of F , B and W . The standard time discretizations are the explicit Euler-Maruyama scheme
Xhm+1 = (I + ∆tAh)X
h
m + ∆tFh(X
h
m) +Bh(X
h
m)
(
W hm+1 −W hm
)
, (4.18)
the semi implicit Euler-Maruyama
Xhm+1 = (I −∆tAh)−1
[
Xhm + ∆tFh(X
h
m) +Bh(X
h
m)
(
W hm+1 −W hm
)]
, (4.19)
and the Crank–Nicholson scheme
Xhm+1 =
(
I − ∆t
2
Ah
)−1 [(
I +
∆t
2
Ah
)
Xhm + ∆tFh(X
h
m) +Bh(X
h
m)∆W
h
m
]
, (4.20)
with
∆W hm = W
h
m+1 −W hm =
√
∆t
∑
i∈I
√
qiRi,mei, (4.21)
where Ri,m are independent, standard normally distributed random variables with means
0 and variance 1.
92
If the operator A is self adjoint and positive definite, the Galerkin spectral discretization
yields the diagonal discrete form
dXN = (ANX
N + FN(X
N))dt+BN(X
N)dWN ,
with AN = PNA, FN = PNF, BN = PNB, W
N = PNW , PN is the spectral projection
defined for u ∈ H by
PNu =
∑
i∈IN
(ei, u)ei, (4.22)
(ei) being the eigenfunctions of the operator A, IN ⊂ I is the set containing the first N
elements of I and (.) is the inner product of H. The exponential integrator scheme in [81]
is given by
XNm+1 = e
∆tAN
(
XNm + ∆tF (X
N
m ) +B(X
N
m )
(
WNm+1 −WNm
))
. (4.23)
If the operator A is a self adjoint and positive definite, the exponential integrator proposed
in [82] has improved convergence properties for additive noise. The scheme in [82] for B = I
is given by
XNm+1 = e
∆tANXNm + ∆tϕ1(∆tAN)FN(X
N
m ) +
∫ tm+1
tm
e(tm+1−s)ANdWN , (4.24)
where the process
Ôm =
∫ tm+1
tm
e(tm+1−s)ANdWN (4.25)
has the exact variance in each Fourier mode as an Ornstein–Uhlenbeck process (see (6.17)).
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Chapter 5
A modified semi–implict
Euler-Maruyama Scheme for finite
element discretization of SPDEs
We consider the numerical approximation of a general second order semi–linear parabolic
stochastic partial differential equation (SPDE) driven by additive space-time noise. We
introduce a new scheme using a linear functional of the noise with a semi–implicit Euler–
Maruyama method in time and a finite element method in space. Extension to finite
differences or finite volumes on space would be possible. We consider noise that is white
in time and either in H1 or H2 in space. We give the convergence proofs in the root mean
square L2 norm for a diffusion reaction equation and in root mean square H1 norm in
the presence of advection. We examine the regularity of the initial data, the regularity of
the noise and errors from projecting the noise. We present numerical results for a linear
reaction diffusion equation in two dimensions as well as a nonlinear example of a two-
dimensional stochastic advection diffusion reaction equation. We see from both the analysis
and numerics that we have better convergence properties than the standard semi–implicit
Euler–Maruyama method. The results of this chapter are presented in our paper [18].
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5.1 Introduction
In this chapter, we analyse the strong numerical approximation of the Ito stochastic partial
differential equation defined in Ω ⊂ Rd. Boundary conditions on the domain Ω are typically
Neumann, Dirichlet or some mixed conditions. We consider
dX = (AX + F (X))dt+ dW, X(0) = X0, t ∈ [0, T ], T > 0 (5.1)
in a Hilbert space H = L2(Ω). Here we assume that A is the generator of an analytic
semigroup S(t) := etA, t ≥ 0 with eigenfunctions ei and eigenvalues λi, i ∈ Nd. F is a
nonlinear function of X and possibly ∇X. The noise term W (x, t) is a Q-Wiener process
that is white in time and we assume some spatial regularity defined on a filtered probability
space (D,F ,P, {Ft}t≥0). The noise can be represented as a series in the eigenfunctions of
the covariance operator Q and we assume for convenience that Q and A have the same
eigenfunctions. The representation of the noise W (x, t) is given in (4.3) with I = Nd.
Minimum assumptions on A, F and W are given in Chapter 4, and under these type
of technical assumptions it is well known, (see Theorem 4.16 or [26, 73, 74] for results in a
more general framework) that the unique mild solution is given by
X(t) = S(t)X0 +
∫ t
0
S(t− s)F (X(s))ds+O(t) (5.2)
with the stochastic process O given by the stochastic convolution
O(t) =
∫ t
0
S(t− s)dW (s). (5.3)
Typical examples of the above type of equation are stochastic (advection) reaction
diffusion equations where A = ∆ arising from example in pattern formation in physics
and mathematical biology. We illustrate our work with both a simple reaction diffusion
equation where we can construct an exact solution
dX = (D∆X − λX) dt+ dW, (5.4)
where λ is a constant, as well as the stochastic advection reaction diffusion equation
dX =
(
D∆X −∇ · (qX)− X|X|+ 1
)
dt+ dW (5.5)
where D > 0 is the diffusion coefficient and q is the Darcy velocity field [20].
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We analyse convergence of a finite element discretization in space combined with a
semi-implicit discretization in time that uses a linear functional to approximate the noise.
This approach extends the analysis of Jentzen [82–84] which is based on a Fourier spectral
discretization. This discretization diagonalizes the linear operator A and then exploits the
fact that in each Fourier mode the noise is an Ornstein–Uhlenbeck process and hence the
variance is known. For complex domains or mixed boundary conditions a Fourier spectral
approach is not feasible and, for example, finite element (finite difference or finite volume)
discretization is preferred, however this destroys the diagonalization of the linear operator.
Here, we perform our analysis for the case of finite elements and numerically we also look at
finite volumes. Our work differs from other finite element discretizations [77, 85, 86] where
the approach to the noise is to consider it directly in the finite element space. We follow more
closely [76, 79, 87] and introduce a projection onto a finite number modes and a projection
onto the finite element space. The aim is to gain the flexibility of the finite element or the
finite volume discretization to deal with complex boundaries, mixed boundary conditions
and upwinding to deal with advection.
We give convergence proofs in root mean square L2(Ω) norm for reaction-diffusion equa-
tions and in root mean square H1(Ω) norm for advection reaction-diffusion for spatially
regular noise. The smoothing effect of the semigroup generated by the operator A in the
SPDE (5.1) and various semigroup estimates play an important role in the proofs.
The chapter is organised as follows. In Section 5.2 we present the numerical scheme
and assumptions that we make on the linear operator, nonlinearity and the noise. We then
state and discuss our main results. In Section 5.3.2 and Section 5.3.3 we present the proof
of the convergence theorems. We end by presenting some simulations in Section 5.4 these
are applied both to a linear example where we can compute an exact solution as well as
a more realistic model coming from model of the advection and diffusion of a solute in a
porous media with a non-linear reaction term.
5.2 Numerical scheme and main results
Let us start by presenting briefly the notation for some function spaces. For a Banach space
V we denote by L(2)(V) the set of bounded bilinear mapping from V ×V to C and L2(D,V)
96
the space defined by
L2(D,V) =
{
v random variable with value in V : E‖v‖2V =
∫
D
‖v(ω)‖2VdP(ω) <∞
}
.(5.6)
Throughout the thesis we assume that Ω is bounded and has a smooth boundary or is a
convex polygon. For convenience of presentation we take A to be a self adjoint second order
operator as this simplifies the convergence proof. More precisely
A = ∇ ·D∇(.) +D0,0I =
d∑
i,j=1
∂
∂xi
(
Di,j
∂
∂xj
)
+D0,0I, (5.7)
where we assume as in Chapter 2 that Di,j ∈ L∞(Ω), and that there exists a positive
constant c1 > 0 such that (2.14) holds. According to Chapter 2, the linear operator A
generate an analytic semigroup S(t) = etA. We introduce two spaces H and V where H ⊂ V,
that depend on the choice of the boundary conditions for the domain of the operator A and
for test functions. For Dirichlet boundary conditions we let
V = H = H10 (Ω) = {v ∈ H1(Ω) : v = 0 on ∂Ω}.
For Robin boundary conditions (Neumann boundary condition being a particular case)
V = H1(Ω) and
H =
{
v ∈ H1(Ω) : ∂v/∂νA + σv = 0 on ∂Ω
}
.
For mixed boundary conditionsH is defined as in (2.32) and V = H1(Ω) (see [17] for details).
Functions in H can satisfy the boundary conditions and with H in hand we can characterize
the domain of the operator (−A)r/2 and have the following norm equivalence [32, 88] for
r = 1, 2
‖v‖Hr(Ω) ≡ ‖(−A)r/2v‖ =: ‖v‖r ∀v ∈ D((−A)r/2) = H ∩Hr(Ω).
The existence and uniqueness of the mild solution of equation (5.1) given by (5.2) is ensured
if Assumption 4.12 and Assumption 4.14 are satisfied.
We start by discretizing the SPDE (5.1) in time. As in (5.2), by splitting we have
X(t) = X(t) +O(t), (5.8)
then X is the solution of the random PDE part of (5.1) with
X(t) = S(t)X0 +
∫ t
0
S(t− s)F (X(s))ds.
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This solution at time tm = m∆t, ∆t > 0 is given by
X(tm) = S(tm)X0 +
m−1∑
k=0
∫ tk+1
tk
S(tm − s)F (X(s))ds. (5.9)
The semi–implicit approximation of X in time is given by
Zm = (I −∆tA)−mX0 + ∆ t
m−1∑
k=0
(I −∆ tA)−(m−k) F (Zk +O(tk)). (5.10)
where we generate O(tk) from (5.3) by
O(tk) = e
∆tAO(tk−1) +
∫ tk
tk−1
e(tk−s)AdW (s). (5.11)
If we assume that Q has the same eigenfunctions as the linear operator A and we have
diagonalized the operator A by a Galerkin-Fourier spectral method then (5.11) reduces to
an Ornstein–Uhlenbeck process in each Fourier mode as in [82].
This can then be simulated numerically with the correct mean and variance in each
mode. Here we examine how this improvement can be maintained using a finite–element
discretization or other spatial discretization that does not diagonalize the operator A (such
as finite volumes or finite differences).
We consider discretization of the spatial domain by a finite element triangulation. Let
Th be a set of disjoint intervals of Ω (for d = 1), a triangulation of Ω (for d = 2) or a
set of tetrahedra (for d = 3). Let Vh ⊂ V denote the space of continuous functions that
are piecewise linear over the triangulation Th. To discretize in space we introduce two
projections. Our first projection operator Ph is the L
2(Ω) projection onto Vh defined for
u ∈ L2(Ω) by
(Phu, χ) = (u, χ) ∀ χ ∈ Vh. (5.12)
Then Ah : Vh → Vh is the discrete analogue of A defined by
(Ahϕ, χ) = (Aϕ, χ) ϕ, χ ∈ Vh. (5.13)
We denote by Sh the semigroup generated by the operator Ah
The second projection PN , N ∈ N is the projection onto a finite number of spectral
modes ei defined in (4.22).
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The semi–discrete in space version of the problem (5.1) is to find the process Xh(t) =
Xh(., t) ∈ Vh such that for t ∈ [0, T ],
dXh = (AhX
h + PhF (X
h))dt+ PhPNdW, X
h(0) = PhX0. (5.14)
We denote by X
h
the solution of the random system
X
h
(t) = Sh(t)X
h(0) +
∫ t
0
Sh(t− s)F (Xh(s))ds.
We now discretize in time by a semi–implicit method to get the fully discrete approximation
of X
h
defined by Zhm
Zhm = S
m
h,∆tPhX0 + ∆ t
m−1∑
k=0
S
(m−k)
h,∆t PhF (Z
h
k + PhPNO(tk)). (5.15)
where
Sh,∆t := (I−∆t Ah)−1. (5.16)
It is straightforward to show that
Zhm+1 = Sh,∆t
(
Zhm + ∆tPhF (Z
h
m + PhPNO(tm))
)
. (5.17)
Finally we can define our approximation Xhm to X(tm), the solution of equation (5.1)
Xhm = Z
h
m + PhPNO(tm). (5.18)
Therefore
Xhm+1 = Sh,∆t
(
Xhm + ∆t PhF (X
h
m)− PhPNO(tm)
)
+ PhPNO(tm+1) (5.19)
is the new numerical scheme with O(tm+1) generated from (5.11). It uses a finite element
discretization and projects a linear functional of the noise and hence we expect superior
approximation properties.
Remark 5.1 In the new numerical scheme in (5.19), one can substitute Sh,∆t by the fol-
lowing rational approximation of the exponential operator using in the Crank–Nicholson
scheme
Sh,∆t =
(
I − ∆t
2
Ah
)−1(
I +
∆t
2
Ah
)
. (5.20)
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For convergence proofs below we need sufficient regularity of the mild solution X, and
therefore we will use some weak assumptions.
We describe in detail the weak assumptions that we make on the linear operator A, on
our finite element discretization, the nonlinear term F and the noise dW .
Assumption 5.2 The linear operator −A is positive definite. Then there exists sequences
of positive real eigenvalues {λn}n∈Nd with inf
i∈Nd
λi > 0 and an orthonormal basis in H of
eigenfunctions {ei}i∈Nd such that the linear operator −A : D(−A) ⊂ H → H is represented
as
−Av =
∑
i∈Nd
λi(ei, v)ei ∀ v ∈ D(−A)
where the domain of −A, D(−A) = {v ∈ H : ∑
i∈Nd
λ2i |(ei, v)| <∞}.
Assumption 5.3 [Nonlinearity]
Let V be a separable Banach space such that D((−A)1/2) ⊂ V ⊂ H = L2(Ω) continu-
ously. We assume that there exists a positive constant L > 0 such that F satisfies one of
the following.
(a) F : V → V is a twice continuously Nemytskii Fre´chet differentiable mapping with
‖F ′(v)w‖ ≤ L‖w‖, ‖F ′(v)‖L(V) ≤ L, ‖F ′′(v)‖L(2)(V) ≤ L
and
‖(F ′(u))∗‖L(D((−A)1/2)) ≤ L(1 + ‖u‖D((−A)1/2)) ∀ v, w ∈ V , u ∈ D((−A)1/2),
where (F ′(u))∗ is the adjoint of F ′(u) defined by
((F ′(u))∗v, w) = (v, F ′(u)w) ∀ v, w ∈ H = L2(Ω).
As a consequence
‖F (Z)− F (Y )‖ ≤ L‖Z − Y ‖ ∀Z, Y ∈ H,
and ∀ Y ∈ H = L2(Ω)
‖F (Y )‖ ≤ ‖F (0)‖+ ‖F (Y )− F (0)‖ ≤ ‖F (0)‖+ L‖Z‖ ≤ C(‖F (0)‖+ ‖Y ‖).
(b) F is globally Lipschitz continuous from (H1(Ω), ‖.‖H1(Ω)) to (H = L2(Ω), ‖.‖) then
‖F (Z)− F (Y )‖ ≤ L‖Z − Y ‖H1(Ω) ∀Z, Y ∈ H1(Ω).
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Remark 5.4 It is important to notice that when F satisfies Assumption 5.3 (b), the fixed
point method needs to be applied in the Hilbert space H1(Ω) for the existence and uniqueness
of the solution of equation (5.1).
We assume that the function F is defined in L2(Ω), although in general F may be defined
in any Hilbert space. The possible choice of V can be H, H1(Ω) or C(Ω) if d = 1. Finally
we note that condition (a) in Assumption 5.3 for the Nemytskii operator F has recently
been used in [89].
We assume sufficient regularity of the noise for the existence of a mild solution and to
project the noise into the space Vh. To be specific we assume that the stochastic process O
is in H1 or H2 in space, useful for the finite element projection Ph in the errors estimates.
Notice that for all t ∈ [0, T ] the process O(t) is an adapted stochastic process to the
filtration (Ft)t≥0 with continuous sample paths such that O(t2)−S(t2− t1)O(t1), 0 ≤ t1 <
t2 ≤ T is independent of Ft1 .
Assumption 5.5 [Stochastic process O] We assume that the stochastic process O
satisfies one or both of the following.
(a)
O(t) ∈ L2(D,D((−A)r/2)), D((−A)r/2) = H ∩Hr(Ω), r = 1, 2.
(b) For some θ ∈ (0, 1/2] and positive constant C > 0
E
(‖O(t2)−O(t1)‖4V) ≤ C(t2 − t1)4θ 0 ≤ t1 < t2 ≤ T.
Assumption 5.5 implies the regularity of the noise W , throughout this thesis we will
make a slight abuse by saying “ noise in Hr ” when O(t) ∈ L2(D, Hr(Ω)), ∀t ∈ [0, T ].
Using the equivalence of norms, we have that
O(t) ∈ L2(D,D((−A)r/2)) ∀t ∈ [0, T ]⇔ ‖(−A)r/2Q1/2‖HS <∞ r = 1, 2.
One can prove that with this assumption, for V = H = L2(Ω) we can take θ = 1/2. For
V = H1(Ω) we can take θ = 1/2 if O(t) ∈ L2(D,D(−A)) and θ 6= 1/2 but close to 1/2 if
O(t) ∈ L2(D,D((−A)1/2)). The proof is similar to that in Lemma 5.10.
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Remark 5.6 It is important to notice that if X0 ∈ L2(D,D((−A)γ)) with E‖(−A)γX0)‖4 <
∞, Assumption 5.2, Assumption 5.3 and Assumption 5.5 ensure the existence of the unique
solution X(t) ∈ L2(D,D((−A)γ)) such that
E
(
sup
0≤s≤T
‖(−A)γX(s))‖4
)
<∞.
In general if X0 ∈ L2(D,D((−A)γ)) with E‖(−A)γX0)‖4 <∞, and O(t) ∈ L2(D,D((−A)α))
then
X ∈ L2(D,D((−A)min(γ,α))) with
E
(
sup
0≤s≤T
‖(−A)min(γ,α)X(s)‖4
)
<∞.
More information about properties of the solution of the SPDE (5.1) can be found in [89].
5.2.1 Main results
Throughout the chapter we let N be the number of terms of truncated noise, IN =
{1, 2, ..., N}d and take tm = m∆t ∈ (0, T ], where T = M∆t for m,M ∈ N. We take
C to be a constant that may depend on T and other parameters but not on ∆t, N or h.
We also assume that when initial data X0 ∈ L2(D,D((−A)γ)) then E‖(−A)γX0‖4 < ∞,
with 0 ≤ γ < 1.
Our first result is a strong convergence result in L2 when the non-linearity satisfies the
Lipschitz condition of Assumption 5.3 (a).
Theorem 5.7 Suppose that Assumptions 5.2, 5.3(a) and 5.5 (with r = 1, 2) are satisfied
and F (X(t)) ∈ L2(D,H),∀ t ∈ [0, T ] with sup
0≤s≤T
E‖F (X(s))‖21 <∞. Let X(tm) be the mild
solution of equation (5.1) represented by (5.2) and Xhm be the numerical approximation
through (6.5). Let 1/2 ≤ γ < 1 and set σ = min(2θ, γ) and let θ ∈ (0, 1/2] be defined as in
Assumption 5.5. If X0 ∈ L2(D,D((−A)γ)) then
(
E‖X(tm)−Xhm‖2
)1/2 ≤ C (t−1/2m (hr + ∆tσ) + ∆t |ln(∆t)|+ ( inf
j∈Nd\IN
λj
)−r/2)
.
If X0 ∈ L2(D,D(−A)) then
(
E‖X(tm)−Xhm‖2
)1/2 ≤ C (hr + ∆t2θ + ∆t |ln(∆t)|+ ( inf
j∈Nd\IN
λj
)−r/2)
.
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If we assume stronger regularity on the noise we can obtain a strong error estimate in
the H1 norm.
Theorem 5.8 Suppose that Assumptions 5.2, 5.3(b), 5.5(a) (with r = 2) are satisfied and
F (X(t)) ∈ L2(D,H),∀ t ∈ [0, T ] with sup
0≤s≤T
E‖F (X(s)‖21 < ∞. Let X be the solution
mild of equation (5.1) represented by equation (5.2). Then we have the following: If X0 ∈
L2(D,D(−A)) then
(E‖X(tm)−Xhm‖2H1(Ω))1/2 ≤ C
(
(h+ ∆t1/2−t−1/2m ) +
(
inf
j∈Nd\IN
λj
)−1/2)
.
If X0 ∈ L2(D,D(−A)) and − AX0 ∈ L2(D, H1(Ω)) then
(E‖X(tm)−Xhm‖2H1(Ω))1/2 ≤ C
(
(h+ ∆t1/2−) +
(
inf
j∈Nd\IN
λj
)−1/2)
,
for small enough  ∈ (0, 1/2).
First note in both theorems we see that if the initial data are not sufficiently smooth
then the error is dominated by this term. This behaviour is typical of non-smooth error
estimates. Secondly we remark that if we denote by Nh the number of vertices in the finite
element mesh then it is well known (see for example [79]) that if N ≥ Nh then(
inf
j∈Nd\IN
λj
)−1
≤ Ch2 and
(
inf
j∈Nd\IN
λj
)−1/2
≤ Ch.
As a consequence the estimates in Theorem 5.7 and Theorem 5.8 can be expressed as a
function of h and ∆t only and it is the error from the finite element approximation that
dominates. If N ≤ Nh then it is the error from the projection PN of the noise onto a finite
number of modes that dominates.
From Theorem 5.8 we also get an estimate in the root mean square L2(Ω) norm in the
case that the nonlinear function F satisfies Assumption 5.3 (b).
Finally we note that if the nodes of the finite element mesh coincide with evaluations
of O(x, t) then the projection operator Ph is trivial. This also leads to a computational
advantage as we no longer need the projection, we comment further in Section 5.4.
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5.3 Proofs of main results
5.3.1 Some preparatory results
We introduce the Riesz representation operator Rh : V → Vh defined by
(−ARhv, χ) = (−Av, χ) = a(v, χ) v ∈ V, ∀χ ∈ Vh. (5.21)
Under the regularity assumptions on the triangulation and in view of the V−ellipticity
(2.28), it is well known (see [17]) that the following error bounds holds
‖Rhv − v‖+ h‖Rhv − v‖H1(Ω) ≤ Chr‖v‖Hr(Ω), v ∈ V ∩Hr(Ω), r ∈ {1, 2}. (5.22)
It follows that
‖Phv − v‖ ≤ Chr‖v‖Hr(Ω) ∀v ∈ V ∩Hr(Ω), r = 1, 2. (5.23)
We examine the deterministic linear problem. Find u ∈ V such that
u′ = Au given u(0) = v, t ∈ (0, T ]. (5.24)
The corresponding semi–discretization in space is : find uh ∈ Vh such that u′h = Ahuh where
u0h = Phv. The full discretization of (5.24) using implicit Euler in time is given by
un+1h = (I−∆t Ah)−(n+1) Phv = Sn+1h,∆t Phv.
We consider the error at tn = n∆t and define the operator Tn from
u(tn)− unh = (S(tn)− (I −∆t Ah)−n Ph)v := Tnv. (5.25)
Lemma 5.9 The following estimates hold on the numerical approximation to (5.24).
Estimation in H = L2(Ω) norm. If v ∈ H then
‖u(tn)− unh‖ = ‖Tnv‖ ≤ Ct−1/2n (h2 + ∆t)‖v‖1 (5.26)
and if v ∈ D(−A) = H ∩H2(Ω)
‖u(tn)− unh‖ = ‖Tnv‖ ≤ C(h2 + ∆t)‖v‖2. (5.27)
Estimation in H1(Ω) norm. If v ∈ H then
‖u(tn)− unh‖H1(Ω) = ‖Tnv‖H1(Ω) ≤ C‖v‖1(t−1/2n h+ t−1n ∆t). (5.28)
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If v ∈ D(−A) = H ∩H2(Ω)
‖u(tn)− unh‖H1(Ω) = ‖Tnv‖H1(Ω) ≤ C‖v‖2(h+ t−1/2n ∆t). (5.29)
Finally, if v ∈ D(−A) and Av ∈ H1(Ω) then
‖u(tn)− unh‖H1(Ω) = ‖Tnv‖H1(Ω) ≤ C‖ − Av‖H1(Ω)(h+ ∆t). (5.30)
Proof. We just give here some references for the proof. Estimates in the H = L2(Ω)
norm are given in [17, 31]. In [31], A = ∆ with Dirichlet boundary conditions. Estimates
in the H1(Ω) norm are the special cases of Theorem 5.3 in [32] where the proof is given for
a general semi–linear parabolic problem with a locally Lipschitz nonlinear term. To obtain
our result from [32] note that u(t) = S(t)v so that we have the analogue of [32, Theorem
5.2]
‖ut(t)‖H2(Ω) + ‖utt(t)‖ ≤ Ct−3/2‖v‖1 if v ∈ H,
‖ut(t)‖H2(Ω) + ‖utt(t)‖ ≤ Ct−1‖v‖2 if v ∈ D(−A) = V ∩H2(Ω),
‖ut(t)‖H2(Ω) + ‖utt(t)‖ ≤ Ct−1/2‖ − Av‖H1(Ω) if v ∈ D(−A) and − Av ∈ H1(Ω).
Using these in the proof of [32, Theorem 5.3 ] gives the result.
Our second preliminary lemma concerns the mild solution SPDE of (5.1).
Lemma 5.10 Let X be the mild solution of (5.1) given in (5.2), let 0 ≤ γ < 1 and
t1, t2 ∈ [0, T ], t1 < t2.
(i) If X0 ∈ L2(D,D((−A)γ)), ‖(−A)α/2Q1/2‖HS < ∞ with 0 ≤ α ≤ 2 and suppose F
satisfies Assumption 5.3 (a). Set σ = min(γ, 1/2, α/2) then
E‖X(t2)−X(t1)‖2 ≤ C(t2 − t1)2σ
(
E‖X0‖2γ + E
(
sup
0≤s≤T
(‖F (0)‖+ ‖X(s)‖)
)2
+ 1
)
.
Furthermore
E‖(X(t2)−O(t2))− (X(t1)−O(t1))‖2 ≤ C(t2 − t1)2γ 0 ≤ γ ≤ 1.
(ii) If X0 ∈ L2(D,D((−A)(γ+1)/2)), ‖(−A)1/2Q1/2‖HS <∞ and F (X(t)) ∈ L2(D, H1(Ω)), ∀ t ∈
[0, T ] with
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E(
sup
0≤s≤T
‖F (X(s))‖H1(Ω)
)2
<∞ then
E‖X(t2)−X(t1)‖2 ≤ C(t2 − t1)γ
(
E‖X0‖2(γ+1) + E
(
sup
0≤s≤T
‖F (X(s))‖H1(Ω)
)2
+ 1
)
.
Proof.
Proof of the first claim of part (i)
Consider the difference
X(t2)−X(t1)
= (S(t2)− S(t1))X0 +
(∫ t2
0
S(t2 − s)F (X(s))ds−
∫ t1
0
S(t1 − s)F (X(s))ds
)
+
(∫ t2
0
S(t2 − s)dW (s)−
∫ t1
0
S(t1 − s)dW (s)
)
= I + II + III
so that E‖X(t2)−X(t1)‖2 ≤ 3(E‖I‖2 + E‖II‖2 + E‖III‖2).
We estimate each of the terms I, II and III. For I, using Proposition 2.6 yields
‖I‖ = ‖S(t1)(−A)−γ(I− S(t2 − t1))(−A)γX0‖ ≤ C(t2 − t1)γ‖X0‖γ.
Then E‖I‖2 ≤ C(t2 − t1)2γE‖X0‖2γ. For the term II, we have
II =
∫ t1
0
(S(t2 − s)− S(t1 − s))F (X(s))ds+
∫ t2
t1
S(t2 − s)F (X(s))ds
= II1 + II2.
We now estimate each term II1 and II2. For II1
E‖II1‖2 = E‖
∫ t1
0
(S(t2 − s)− S(t1 − s))F (X(s))ds‖2
≤ E
(∫ t1
0
‖(S(t2 − s)− S(t1 − s))F (X(s))‖ds
)2
≤
(∫ t1
0
‖(S(t2 − s)− S(t1 − s))‖L(L2(Ω))ds
)2
E
(
sup
0≤s≤T
‖F (X(s))‖
)2
.
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For 0 ≤ γ < 1, Proposition 2.6 yields
E‖II1‖2 ≤
(∫ t1
0
‖S(t1 − s)(−A)γ(−A)−γ)(I− S(t2 − t1))‖L(L2(Ω))ds
)2
E
(
sup
0≤s≤T
‖F (X(s))‖
)2
≤
(∫ t1
0
‖(−A)γS(t1 − s)(−A)−γ)(I− S(t2 − t1))‖L(L2(Ω))ds
)2
E
(
sup
0≤s≤T
‖F (X(s))‖
)2
≤ C(t2 − t1)2γ
(∫ t1
0
(t1 − s)−γds
)2
E
(
sup
0≤s≤T
‖F (X(s))‖
)2
≤ C(t2 − t1)2γ E
(
sup
0≤s≤T
‖F (X(s))‖
)2
.
For II2, using the fact that the semigroup is bounded, we have
E‖II2‖2 = E‖
∫ t2
t1
S(t2 − s)F (X(s))ds‖2
≤ E
(∫ t2
t1
‖S(t2 − s)F (X(s))‖ds
)2
≤ E
(∫ t2
t1
‖F (X(s))‖ds
)2
≤ C(t2 − t1)2E
(
sup
0≤s≤T
‖F (X(s))‖
)2
.
Hence, if F satisfies Assumption 5.3 (a) we have
E‖II‖2 ≤ 2(E‖II1‖2 + E‖II2‖2) ≤ C(t2 − t1)2γE
(
sup
0≤s≤T
(‖F (0)‖+ ‖X(s)‖)
)2
.
For term III we have
III =
∫ t1
0
(S(t2 − s)− S(t1 − s)) dW (s) +
∫ t2
t1
S(t2 − s)dW (s) = III1 + III2.
First using the Ito isometry property and then 0 ≤ α ≤ 2 we have
E‖III1‖2 = E‖
∫ t1
0
(S(t2 − s)− S(t1 − s)) dW (s)‖2
=
∫ t1
0
E‖ (S(t2 − s)− S(t1 − s))Q1/2‖2HSds
=
∫ t1
0
E‖S(t2 − s)− S(t1 − s))(−A)−α/2(−A)α/2Q1/2‖2HSds.
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Using Proposition 2.6, that ‖(−A)α/2Q1/2‖HS <∞ and boundedness of S yields
E‖III1‖2 ≤
∫ t1
0
‖(−A)−α/2(S(t2 − s)− S(t1 − s))‖2L(L2(Ω))ds
=
∫ t1
0
‖S(t1 − s)(−A)−α/2(I− S(t2 − t1))‖2L(L2(Ω))ds
≤ C
∫ t1
0
‖(−A)−α/2(I− S(t2 − t1))‖2L(L2(Ω))ds
≤ C(t2 − t1)α.
Let us estimate E‖III2‖. Using the Ito isometry again, and that for 0 ≤ α ≤ 2 we assume
‖(−A)α/2Q1/2‖HS <∞ then ‖Q1/2‖HS <∞, with boundedness of S yields
E‖III2‖2 = E‖
∫ t2
t1
S(t2 − s)dW (s)‖2 =
∫ t2
t1
‖S(t2 − s)Q1/2‖2HSds ≤ C(t2 − t1).
Hence
E‖III‖2 ≤ 2(E‖III1‖2 + E‖III2‖2) ≤ C(t2 − t1)2 min(γ,α/2,1/2) = C(t2 − t1)2σ.
Combining our estimates of E‖I‖2,E‖II‖2 and E‖III‖2 ends the first part of the first
claim in the lemma.
Proof of the second claim of part (i)
As before consider the difference
(X(t2) +O(t2)− (X(t1) +O(t1)))
= (S(t2)− S(t1))X0 +
(∫ t2
0
S(t2 − s)F (X(s))ds−
∫ t1
0
S(t1 − s)F (X(s))ds
)
= I + II,
so that
E‖(X(t2) +O(t2))− (X(t1) +O(t1))‖2 ≤ 2(E‖I‖2 + E‖II‖2).
We estimate each of the terms I, II . For 0 ≤ γ ≤ 1, using Proposition 2.6 yields
‖I‖ = ‖S(t1)(−A)−γ(I− S(t2 − t1))(−A)γX0‖ ≤ C(t2 − t1)γ‖X0‖γ.
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Then E‖I‖2 ≤ C(t2 − t1)2γE‖X0‖2γ. For the term II, we have
II =
∫ t1
0
(S(t2 − s)− S(t1 − s))F (X(s))ds+
∫ t2
t1
S(t2 − s)F (X(s))ds
= II1 + II2.
We now estimate each term II1 and II2. For E‖II2‖2 boundedness of S gives
E‖II2‖2 ≤ E
(∫ t2
t1
‖S(t2 − s)F (X(s))‖ds
)2
≤ C (t2 − t1)2 E
(
sup
0≤s≤T
‖F (X(s))‖
)2
.
For E‖II1‖2 we have
II1 =
∫ t1
0
(S(t2 − s)− S(t1 − s))F (X(s))ds
=
∫ t1
0
(S(t2 − s)− S(t1 − s)) (F (X(s))− F (X(t1))) ds
+
∫ t1
0
(S(t2 − s)− S(t1 − s))F (X(t1))ds
= II11 + II12.
Using the Lipschitz condition in Assumption 5.3 (a) with the first claim of (i) yields
E‖II11‖2 ≤
(∫ t1
0
‖S(t2 − s)− S(t1 − s)‖L(L2(Ω))
(
E‖X(s)−X(t1)‖2
)1/2
ds
)2
≤ C
(
(t2 − t1)
∫ t1
0
(t1 − s)σ−1ds
)2
≤ C (t2 − t1)2 .
Assumption 5.3 (a) gives
(
E‖II12‖2
)1/2 ≤ (E‖F (X(t1)‖2)1/2 ‖∫ t1
0
(S(t2 − s)− S(t1 − s))ds‖L(L2(Ω))
≤ C‖
∫ t1
0
S(t2 − s)− S(t1 − s)ds‖L(L2(Ω)).
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Using the two transformations y = t2 − s, y = t1 − s we find(
E‖II12‖2
)1/2 ≤ C‖∫ t2
t2−t1
S(y)dy −
∫ t1
0
S(y)dy‖L(L2(Ω))
≤ C‖
∫ t1
t2−t1
S(y)dy +
∫ t2
t1
S(y)dy −
∫ t1
0
S(y)dy‖L(L2(Ω))
≤ C‖
∫ t2
t1
S(y)dy −
∫ t2−t1
0
S(y)dy‖L(L2(Ω))
≤ C(t2 − t1).
Combining the previous estimates ends the proof of the second claim of (i).
Proof of part (ii)
We now prove part (ii) of the lemma. Again let us consider the difference
X(t2)−X(t1)
= (S(t2)− S(t1))X0 +
(∫ t2
0
S(t2 − s)F (X(s))ds−
∫ t1
0
S(t1 − s)F (X(s))ds
)
+
(∫ t2
0
S(t2 − s)dW (s)−
∫ t1
0
S(t1 − s)dW (s)
)
= I + II + III,
and then
E‖X(t2)−X(t1)‖2H1(Ω) ≤ 3
(
E‖I‖2H1(Ω) + E‖II‖2H1(Ω) + E‖III‖2H1(Ω)
)
.
Let us estimate the terms I, II and III and we start with I. If X0 ∈ L2(D,D((−A)(γ+1)/2))
using Proposition 2.6 yields
‖I‖H1(Ω) = ‖(−A)1/2S(t1)(I− S(t2 − t1))X0‖
= ‖(−A)1/2S(t1)(I− S(t2 − t1))(−A)−γ/2(−A)γ/2X0‖
= ‖S(t1)(−A)−γ/2(I− S(t2 − t1))(−A)(γ+1)/2X0‖
≤ C(t2 − t1)γ/2‖X0‖(γ+1).
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Then
E‖I‖2H1(Ω) ≤ C(t2 − t1)γ‖X0‖2(γ+1).
For the term II, we have
II =
∫ t1
0
(S(t2 − s)− S(t1 − s))F (X(s))ds+
∫ t2
t1
S(t2 − s)F (X(s))ds
= II1 + II2.
We now estimate each term above. Using the fact that in D((−A)1/2) we have the equiva-
lency of norm ‖.‖H1(Ω) ≡ ‖(−A)1/2.‖, we have
‖S(t)‖L(H1(Ω)) ≤ C‖(−A)1/2S(t)‖L(L2(Ω)) (5.31)
where ‖S(t)‖L(H1(Ω)) is the norm of the semigroup viewed as a bounded operator in H1(Ω).
Indeed using the smoothing properties of the semigroup S(t) in Proposition 2.6 we have
v ∈ D((−A)1/2)⇒ S(t)v ∈ D((−A)1/2),
then by the equivalency of norm ‖.‖H1(Ω) ≡ ‖(−A)1/2.‖, for v ∈ D((−A)1/2)
‖S(t)v‖H1(Ω) ≤ C ‖(−A)1/2S(t)v‖ (5.32)
≤ C ‖(−A)1/2S(t)‖L(L2(Ω))‖v‖ (5.33)
≤ C ‖(−A)1/2S(t)‖L(L2(Ω))‖v‖H1(Ω), (5.34)
thus
‖S(t)‖L(H1(Ω)) ≤ C‖(−A)1/2S(t)‖L(L2(Ω))
since ‖S(t)‖L(H1(Ω)) is the smallest positive constant L0 such that
‖S(t)v‖H1(Ω) ≤ L0‖v‖H1(Ω), ∀v ∈ H1(Ω).
We also have the similar relationship for the operator S(t1)− S(t2) with t1, t2 ∈ [0, T ].
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Using a similar inequality to (5.31) yields
E‖II1‖2H1(Ω) = E‖
∫ t1
0
(S(t2 − s)− S(t1 − s))F (X(s))ds‖2H1(Ω)
≤ E
(∫ t1
0
‖(S(t2 − s)− S(t1 − s))F (X(s))‖H1(Ω)ds
)2
≤
(∫ t1
0
‖(S(t2 − s)− S(t1 − s))‖L(H1(Ω))ds
)2
E
(
sup
0≤s≤T
‖F (X(s))‖H1(Ω)
)2
≤
(∫ t1
0
‖(−A)1/2(S(t2 − s)− S(t1 − s))‖L(L2(Ω))ds
)2
×E
(
sup
0≤s≤T
‖F (X(s))‖H1(Ω)
)2
.
For  ∈ (0, 1) small enough, we have
E‖II1‖2H1(Ω)
≤
(∫ t1
0
‖(−A)(1−)/2S(t1 − s)(−A)(−1)/2((I− S(t2 − t1)))‖L(L2(Ω))ds
)2
×E
(
sup
0≤s≤T
‖F (X(s))‖H1(Ω)
)2
≤ C(t2 − t1)1−
(∫ t1
0
(t1 − s)(1−)/2ds
)2
E
(
sup
0≤s≤T
‖F (X(s))‖H1(Ω)
)2
≤ C(t2 − t1)1− E
(
sup
0≤s≤T
‖F (X(s))‖H1(Ω)
)2
.
We also have using Proposition 2.6
E‖II2‖2H1(Ω) = E‖
∫ t2
t1
S(t2 − s)F (X(s))ds‖2H1(Ω)
≤ E
(∫ t2
t1
‖S(t2 − s)F (X(s))‖H1(Ω)ds
)2
≤ E
(∫ t2
t1
‖S(t2 − s)‖L(H1(Ω))‖F (X(s))‖H1(Ω)ds
)2
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and
E‖II2 ≤ E
(∫ t2
t1
‖(−A)1/2(S(t2 − s))‖L(L2(Ω))‖F (X(s))‖H1(Ω)ds
)2
≤
(∫ t2
t1
(t2 − s)−1/2ds
)2
E
(
sup
0≤s≤T
‖F (X(s))‖H1(Ω)
)2
≤ C(t2 − t1)E
(
sup
0≤s≤T
‖F (X(s))‖H1(Ω)
)2
.
Hence, if F (X(t)) ∈ L2(D, H1(Ω)), t ∈ [0, T ] with E
(
sup
0≤s≤T
‖F (X(s))‖H1(Ω)
)2
< ∞, we
have
E‖II‖2 ≤ 2(E‖II1‖2 + E‖II2‖2) ≤ C(t2 − t1)γE
(
sup
0≤s≤T
‖F (X(s))‖H1(Ω)
)2
.
We also have for the term III
III =
∫ t2
0
S(t2 − s)dW (s)−
∫ t1
0
S(t1 − s)dW (s)
=
∫ t1
0
(S(t2 − s)− S(t1 − s)) dW (s) +
∫ t2
t1
S(t2 − s)dW (s)
= III1 + III2.
The Ito isometry property yields
E‖III1‖2H1(Ω) = E‖
∫ t1
0
(S(t2 − s)− S(t1 − s)) dW (s)‖2H1(Ω)
≤
∫ t1
0
E‖(−A)1/2 (S(t2 − s)− S(t1 − s))Q1/2‖2HSds
=
∫ t1
0
E‖ (S(t2 − s)− S(t1 − s)) (−A)1/2Q1/2‖2HSds.
Using Proposition 2.6, the fact that S(t) is bounded and ‖(−A)1/2Q1/2‖HS <∞ yields
E‖III1‖2H1(Ω) ≤ C
∫ t1
0
‖(S(t2 − s)− S(t1 − s))‖2L(L2(Ω))ds
= C
∫ t1
0
‖(−A)(1−)/2S(t1 − s)(−A)−(1−)/2(I− S(t2 − t1))‖2L(L2(Ω))ds
≤ C(t2 − t1)1−
∫ t1
0
(t1 − s)−1+ds
≤ C(t2 − t1)1−.
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with  ∈ (0, 1) small enough. Let us estimate E‖III2‖2H1(Ω). The fact that ‖(−A)1/2Q1/2‖HS <
∞ yields
E‖III2‖2H1(Ω) = E‖
∫ t2
t1
S(t2 − s))dW (s)‖2H1(Ω)
≤
∫ t2
t1
‖(−A)1/2S(t2 − s)Q1/2‖2HSds
=
∫ t2
t1
‖S(t2 − s)(−A)1/2Q1/2‖2HSds
≤ C(t2 − t1).
Hence
E‖III‖2 ≤ 2(E‖III1‖2 + E‖III2‖2) ≤ C(t2 − t1)γ.
Combining the estimates of E‖I‖2,E‖II‖2 and E‖III‖2 ends the proof.
Remark 5.11 If γ ≥ 1 and with more regularity of the noise (O(t) ∈ L2(D,D((−A)r)),
r > 1/2) we have
E‖X(t2)−X(t1)‖2 ≤ C(t2 − t1)1−
for any  ∈ (0, 1).
We can prove that we can take θ = 1/2 for V = H1(Ω) or if O(t) ∈ L2(D,D(−A)). We
have θ 6= 1/2 and close to 1/2 if O(t) ∈ L2(D,D((−A)1/2)). These estimates follow those
used to estimate III1 and III2 in the proof of Lemma 5.10 above.
5.3.2 Proof of Theorem 5.7
We now estimate
(
E‖X(tm)−Xhm‖2
)1/2
. Again we look at the difference between the mild
solution and our numerical approximation (5.19). By construction of the approximation
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from (5.8) and (5.18) we have that
X(tm)−Xhm = X tm +O(tm)−Xhm
= X(tm) +O(tm)−
(
Zhm + PhPNO(tm)
)
=
(
X(tm)− Zhm
)
+ (PN(O(tm))− PhPN(O(tm))) + (O(tm)− PN(O(tm)))
= I + II + III, (5.35)
where X(t) is given by (5.9) and Zhm by (5.17).
Then
(
E‖X(tm)−Xhm‖2
)1/2 ≤ (E‖I‖2)1/2+(E‖II‖2)1/2+(E‖III‖2)1/2 and we estimate
each term. Since the first term will require the most work we first estimate the other two.
Let us estimate (E‖II‖2)1/2. To do this we use the finite element estimate (5.23),
regularity of the noise from Assumption 5.5 and the fact that PN is bounded. Then for
r = 1, 2 we have
E‖II‖2 ≤ Ch2rE‖PN(O(tm))‖Hr(Ω) ≤ Ch2rE‖O(tm)‖Hr(Ω).
Using ‖.‖Hr(Ω) ≡ ‖(−A)r/2.‖ in D((−A)r/2), the Ito isometry and the fact that the semi-
group is a bounded operator yields
E‖II‖2 ≤ Ch2rE‖(−A)r/2
∫ tm
0
S(tm − s)dW (s)‖2
≤ Ch2r
∫ tm
0
‖(−A)r/2S(tm − s)‖2L02ds
≤ Ch2r
∫ T
0
‖(−A)r/2Q1/2‖2HSds.
Thus, since the noise is in Hr we have (E‖II‖2)1/2 ≤ Chr.
For the third term III
E‖III‖2 = E‖(I− PN)O(tm)‖2 = E‖(I− PN)(−A)−r/2(−A)r/2O(tm)‖2,
and so
E‖III‖2 ≤ ‖(I− PN)(−A)−r/2‖2L(L2(Ω))E‖(−A)r/2O(tm)‖2 ≤ C
(
inf
j∈Nd\IN
λj
)−r
.
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We now turn our attention to the first term E‖I‖2. Using the definition of Sh,∆t in
(5.16) we can write (5.17) as
Zhm = S
m
h,∆tPhX0 + ∆ t
m−1∑
k=0
S
(m−k)
h,∆t PhF (Z
h
k + PhPNO(tk)).
Then using the definition of Tm from (5.25) the first term I can be expanded
I = TmX0 +
m−1∑
k=0
∫ tk+1
tk
S(tm − s)F (X(s))− S(m−k)h,∆t PhF (Zhk + PhPNO(tk))ds
= TmX0 +
m−1∑
k=0
∫ tk+1
tk
S
(m−k)
h,∆t Ph(F (X(tk))− F (Zhk + PhPNO(tk))))ds
+
m−1∑
k=0
∫ tk+1
tk
S
(m−k)
h,∆t Ph(F (X(s))− F (X(tk)))ds
+
m−1∑
k=0
∫ tk+1
tk
(S(tm − tk)− S(m−k)h,∆t Ph)F (X(s))ds
+
m−1∑
k=0
∫ tk+1
tk
(S(tm − s)− S(tm − tk))F (X(s))ds
= I1 + I2 + I3 + I4 + I5. (5.36)
Then(
E‖I‖2)1/2 ≤ (E‖I1‖2)1/2 + (E‖I2‖2)1/2 + (E‖I3‖2)1/2 + (E‖I4‖2)1/2 + (E‖I5‖2)1/2 .
For I1, if X0 ∈ L2(D,D((−A)γ)), 1/2 ≤ γ < 1, equation (5.26) of Lemma 5.9 gives
(E‖I1‖2)1/2 ≤ C(t−1/2m (h2 + ∆t))
(
E‖X0‖21
)1/2
and if X0 ∈ L2(D,D(−A)), equation (5.27) of Lemma 5.9 gives
(E‖I1‖2)1/2 ≤ C(h2 + ∆t)
(
E‖X0‖22
)1/2
.
If F satisfies Assumption 5.3 (a), then using the Lipschitz condition, triangle inequality
and the fact that S
(m−k)
h,∆t and Ph are an bounded operators, we have(
E‖I2‖2
)1/2 ≤ Cm−1∑
k=0
∫ tk+1
tk
(
E‖F (X(tk))− F ((Zhk + PhPNO(tk))‖2
)1/2
ds
≤ C
m−1∑
k=0
∫ tk+1
tk
(
E‖X(tk)−Xhk ‖2
)1/2
ds.
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Let us estimate (E‖I3‖2)1/2. We add in and subtract out O(s) and O(tk)
(
E‖I3‖2
)1/2
=
(
E‖
m−1∑
k=0
∫ tk+1
tk
S
(m−k)
h,∆t Ph (F (X(s))− F (X(tk))) ds‖2
)1/2
≤
(
E‖
m−1∑
k=0
∫ tk+1
tk
S
(m−k)
h,∆t Ph (F (X(s))− F (X(tk) +O(s)−O(tk)))) ds‖2
)1/2
+
(
E‖
m−1∑
k=0
∫ tk+1
tk
S
(m−k)
h,∆t Ph (F (X(tk) +O(s)−O(tk))− F (X(tk)))) ds‖2
)1/2
:=
(
E‖I13‖2
)1/2
+ E
(‖I23‖2)1/2 .
Applying the Lipschitz condition in Assumption 5.5, using the fact the semigroup is bounded
and according to Lemma 5.10, for X0 ∈ L2(D,D((−A)γ)), 0 ≤ γ ≤ 1 we therefore have
(
E‖I13‖2
)1/2 ≤ Cm−1∑
k=0
∫ tk+1
tk
(
E‖(X(s)−O(s))− (X(tk)−O(tk))‖2
)1/2
ds
≤ C
m−1∑
k=0
∫ tk+1
tk
(s− tk)γds ≤ C∆tγ.
Let us now estimate E (‖I23‖2)1/2. The analysis below follows the same steps as in [89]
although the approximating semigroup Sh,∆t is different here. Applying a Taylor expansion
to F gives
E
(‖I23‖2)1/2 ≤ I213 + I223 + I233 ,
with
I213 =
(
E‖
m−1∑
k=0
∫ tk+1
tk
S
(m−k)
h,∆t PhF
′(X(tk))(O(s)− S(s− tk)O(tk))ds‖2
)1/2
I223 =
(
E‖
m−1∑
k=0
∫ tk+1
tk
S
(m−k)
h,∆t PhF
′(X(tk))(S(s− tk)O(tk)−O(tk))ds‖2
)1/2
I233 =
(
E‖
m−1∑
k=0
∫ tk+1
tk
S
(m−k)
h,∆t
∫ 1
0
G(1− r)drds‖2
)1/2
,
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where G is the expression G := PhF
′′(X(tk))+r(O(s)−O(tk))(O(s)−O(tk), O(s)−O(tk)).
Using the fact that O(t2)− S(t2 − t1)O(t1), 0 ≤ t1 < t2 ≤ T is independent of Ft1 , one can
show, as in [89], that
(
I213
)2
=
m−1∑
k=0
E‖
∫ tk+1
tk
S
(m−k)
h,∆t PhF
′(X(tk))(O(s)− S(s− tk)O(tk))ds‖2.
Therefore as Sh,∆t is bounded we have
I213 ≤
(
m−1∑
k=0
(∫ tk+1
tk
(
E‖S(m−k)h,∆t PhF ′(X(tk))(O(s)− S(s− tk)O(tk))‖2
)1/2
ds
)2)1/2
≤ C
(
m−1∑
k=0
(∫ tk+1
tk
(
E‖PhF ′(X(tk))(O(s)− S(s− tk)O(tk))‖2
)1/2
ds
)2)1/2
.
By using Ho¨lder’s inequality, the following inequality holds(∫ b
a
f(x)dx
)2
≤ (b− a)
∫ b
a
f(x)2dx, (5.37)
by assuming that f and f 2 are integrable in the bounded interval [a, b]. Using (5.37) with
Assumption 5.5, Assumption 5.3(a) and Proposition 2.6 yields
I213 ≤ C∆t1/2
(
m−1∑
k=0
∫ tk+1
tk
E‖PhF ′(X(tk))(O(s)− S(s− tk)O(tk))‖2ds
)1/2
≤ C∆t1/2
(
m−1∑
k=0
∫ tk+1
tk
E‖(O(s)− S(s− tk)O(tk))‖2ds
)1/2
≤ C∆t1/2
(
m−1∑
k=0
∫ tk+1
tk
((
E‖O(s)−O(tk)‖2
)1/2
+
(
E‖(S(s− tk)− I)O(tk))‖2
)1/2)2
ds
)1/2
I213 ≤ C∆t1/2
(
m−1∑
k=0
∫ tk+1
tk
(
(s− tk)θ + (s− tk)r/2
(
E‖O(tk)‖2r
)1/2)2
ds
)1/2
≤ C∆t1/2+θ.
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Let us estimate I223 .
I223 ≤
m−1∑
k=0
∫ tk+1
tk
(
E‖S(m−k)h,∆t Ph(−A)1/2(−A)−1/2F ′(X(tk))(S(s− tk)− I)O(tk))‖2
)1/2
ds
≤
m−1∑
k=0
∫ tk+1
tk
‖S(m−k)h,∆t Ph(−A)1/2‖L(L2(Ω))
(
E‖(−A)−1/2F ′(X(tk))(S(s− tk)− I)O(tk))‖2
)1/2
ds.
Since Ph(−A)1/2 = (−Ah)1/2 and Sh,∆t satisfies the smoothing properties analogous to S(t)
independently of h (see for example [32,88]), and in particular
‖Smh,∆t(−Ah)1/2‖L(L2(Ω)) = ‖(−Ah)1/2Smh,∆t‖L(L2(Ω)) ≤ Ct−1/2m , tm = m∆t > 0,
we therefore have
I223 ≤ C
m−1∑
k=0
∫ tk+1
tk
(tm − tk)−1/2
(
E‖(−A)−1/2F ′(X(tk))((S(s− tk)− I)O(tk))‖2
)1/2
ds.
The usual identification of H = L2(Ω) to its dual yields
I223 ≤ C
m−1∑
k=0
∫ tk+1
tk
(tm − tk)−1/2
×
E( sup
‖v‖≤1
|〈v, (−A)−1/2F ′(X(tk))((S(s− tk)− I)O(tk))〉|
)21/2 ds,
where 〈, 〉 = (, ) and we change the notation merely to emphasize that H is identified to
its dual space. The fact that (−A)−1/2 is self-adjoint implies that ((−A)−1/2F ′(X))∗ =
F ′(X)∗(−A)−1/2. This combined with the fact that D((−A)1/2) ⊂ H thus H = H∗ ⊂
D((−A)−1/2) = (D((−A)1/2))∗ continuously and Assumption 5.3 yields
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I223 ≤ C
m−1∑
k=0
∫ tk+1
tk
(tm − tk)−1/2
×
E( sup
‖v‖≤1
|〈F ′(X(tk))∗(−A)−1/2v, (S(s− tk)− I)O(tk)〉|
)21/2 ds
≤ C
m−1∑
k=0
∫ tk+1
tk
(tm − tk)−1/2
×
E( sup
‖v‖≤1
‖F ′(X(tk))∗(−A)−1/2v‖1‖(S(s− tk)− I)O(tk))‖−1
)21/2 ds.
We also have
I223 ≤ C
m−1∑
k=0
∫ tk+1
tk
(tm − tk)−1/2
(
E (1 + ‖X(tk)‖1)2 ‖ (S(s− tk)− I)O(tk)‖−1)2
)1/2
ds
≤ C
m−1∑
k=0
∫ tk+1
tk
(tm − tk)−1/2
(
E (1 + ‖X(tk)‖1)4
)1/4 (
E (‖S(s− tk)− I)O(tk)‖−1)4
)1/4
ds.
≤ C
m−1∑
k=0
(tm − tk)−1/2
(
1 +
(
E‖X(tk)‖41
)1/4)∫ tk+1
tk
(
E (‖S(s− tk)− I)O(tk)‖−1)4
)1/4
ds
≤ C
m−1∑
k=0
(tm − tk)−1/2
∫ tk+1
tk
‖(−A)−(r/2+1/2) (S(s− tk)− I) ‖L(L2(Ω))
(
E‖O(tk)‖4r
)1/4
ds
≤ C
m−1∑
k=0
(tm − tk)−1/2
∫ tk+1
tk
‖(−A)1/2−r/2(−A)−1(S(s− tk)− I)‖L(L2(Ω))ds.
Using Proposition 2.6 and the fact that (−A)1/2−r/2 is bounded as r = 1, 2 yields
I223 ≤ C
m−1∑
k=0
(tm − tk)−1/2
∫ tk+1
tk
(s− tk) ds = C∆t3/2
m−1∑
k=0
(m− k)−1/2 .
As the sum above can be bounded by 2M1/2 we have
I213 + I
22
3 ≤ C(∆t+ ∆t1/2+θ) ≤ C(∆t2θ).
Let us estimate I233 . Using the fact that S
(m−k)
h,∆t is bounded for any m, k with Assumption 5.3
and Assumption 5.5 yields (with G = PhF
′′(X(tk) + r(O(s)−O(tk)))(O(s)−O(tk), O(s)−
O(tk)))
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I233 ≤
m−1∑
k=0
∫ tk+1
tk
‖S(m−k)h,∆t ‖L(L2(Ω))
∫ 1
0
(
E‖G‖2)1/2 drds
≤ C
m−1∑
k=0
∫ tk+1
tk
∫ 1
0
(
E‖O(s)−O(tk)‖4V
)1/2
drds
≤ C
m−1∑
k=0
∫ tk+1
tk
((
E‖O(s)−O(tk)‖4V
)1/4)2
ds
≤
m−1∑
k=0
∫ tk+1
tk
(s− tk)2θ ds ≤ C(∆t)2θ.
Combining I213 + I
22
3 and I
23
3 yields the following estimation
E
(‖I3‖2)1/2 ≤ C(∆t2θ) ≤ C(∆tσ).
We now estimate I4. Using equation (5.26) of Lemma 5.9, if
F (X(t)) ∈ L2(D,H) with sup
0≤s≤T
E‖F (X(s))‖21 <∞ yields
(
E‖I4‖2
)1/2 ≤ m−1∑
k=0
∫ tk+1
tk
(
E‖Tm−kF (X(s))‖21
)1/2
ds
≤ C(h2 sup
0≤s≤T
(
E‖F (X(s))‖21
)1/2(
∆t
m−1∑
k=0
t
−1/2
m−k
)
.
Note that we can bound ∆t
∑m−1
k=0 t
−1/2
m−k by 2
√
T then
(
E‖I4‖2
)1/2 ≤ C(h2 + ∆t)( sup
0≤s≤T
E‖F (X(s))‖21
)1/2
.
Finally we estimate (E‖I5‖2)1/2. Using Proposition 2.6, we have for 0 ≤ t1 < t2 ≤ T
‖S(t2)− S(t1)‖L(L2(Ω)) = ‖(−A)S(t1)(−A)−1 (I− S(t2 − t1)) ‖L(L2(Ω)) ≤ (t2 − t1)
t1
,
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then
(
E‖I5‖2
)1/2 ≤ m−1∑
k=0
∫ tk+1
tk
‖S(tm − s)− S(tm − tk)‖L(L2(Ω))ds
(
sup
0≤s≤T
E‖F (X(s))‖2
)1/2
≤ C
(
∆t+
m−2∑
k=0
∫ tk+1
tk
(
s− tk
tm − s
)
ds
)
≤ C
(
∆t+
m−2∑
k=0
((m− k − 1)∆t)−1
∫ tk+1
tk
(s− tk) ds
)
≤ C
(
∆t+ ∆t
m−2∑
k=0
(m− k − 1)−1
)
.
Noting that the sum above is bounded by ln(M) we have
(
E‖I5‖2
)1/2 ≤ C(∆t+ ∆t| ln(∆t)|).
For F (X(t)) ∈ L2(D,H) with sup
0≤s≤T
E‖F (X(s)‖21 < ∞, combining the previous estimates
for the term I yields: If X0 ∈ L2(D,D(−A)),
(
E‖I‖2)1/2 ≤ C (h2 + ∆tσ + ∆t| ln(∆t)|+ m−1∑
k=0
∫ tk+1
tk
(
E‖X(tk)−Xhk ‖2
)1/2
ds
)
.
If X0 ∈ L2(D,D((−A)γ))
(
E‖I‖2)1/2 ≤ C (t−1/2m (h2 + ∆tσ) + ∆t| ln(∆t)|+ m−1∑
k=0
∫ tk+1
tk
(
E‖X(tk)−Xhk ‖2
)1/2
ds
)
.
Finally we combine all our estimates on I, II and III to get (E‖I‖2)1/2 , (E‖II‖2)1/2
and (E‖III‖2)1/2 and use the discrete Gronwall lemma to complete the proof.
5.3.3 Proof of Theorem 5.8
We now prove convergence in H1(Ω) and estimate
(
E‖X(tm)−Xhm‖2
)1/2
. For the proof
we follow the same steps as in previous section for Theorem 5.7. We now estimate (5.35)
in the H1 norm.
The estimates of the terms II and III follow as in Section 5.3.2 and we find
(E‖II‖2H1(Ω))1/2 ≤ Ch and
(
E‖III‖2H1(Ω)
)1/2
≤ C
(
inf
j∈Nd\IN
λj
)−1/2
.
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We concentrate instead on estimating the first term I = I1 + I2 + I3 + I4 + I5 in (6.14) and
estimates on I1 follow immediately from Lemma 5.9.
If F satisfies Assumption 5.3 (b), then using the Lipschitz condition, the triangle in-
equality, the fact that Ph is an bounded operator and Sh,∆t satisfies the smoothing property
analogous to S(t) independently of h [32], ie
‖Smh,∆tv‖2H1(Ω) ≤ Ct−1/2m ‖v‖ v ∈ Vh tm > 0,
we have
(E‖I2‖2H1(Ω))1/2 ≤
m−1∑
k=0
∫ tk+1
tk
(E‖S(m−k)h,∆t Ph(F (X(tk))− F ((Zhk + PhPNO(tk))))‖2H1(Ω))1/2ds
≤ C
m−1∑
k=0
∫ tk+1
tk
t
−1/2
m−k(E‖F (X(tk))− F ((Zhk + PhPNO(tk))‖2)1/2ds
≤ C
m−1∑
k=0
∫ tk+1
tk
t
−1/2
m−k(E‖X(tk)−Xhk ‖2H1(Ω))1/2ds.
If X0 ∈ L2(D,D(−A)), again using Lipschitz condition, triangle inequality, smoothing
property of Sh,∆t, but with Lemma 5.10 gives
(E‖I3‖2H1(Ω))1/2 ≤
m−1∑
k=0
∫ tk+1
tk
(E‖S(m−k)h,∆t Ph(F (X(s))− F (X(tk))‖2H1(Ω))1/2ds
≤ C
m−1∑
k=0
∫ tk+1
tk
t
−1/2
m−k(E‖F (X(s))− F (X(tk))‖)1/2ds
≤ C
m−1∑
k=0
∫ tk+1
tk
t
−1/2
m−k(E‖X(s)−X(tk)‖2H1(Ω))1/2ds
≤ C
(
m−1∑
k=0
t
−1/2
m−k
∫ tk+1
tk
(s− tk)(1−2)/2ds
)
×
(
E‖X0‖22 +
(
E sup
0≤s≤T
‖F (X(s))‖H1(Ω)
)2
+ 1
)
≤ C(∆t)(1/2−)
(
∆t
m−1∑
k=0
t
−1/2
m−k
)(
E‖X0‖22 +
(
E sup
0≤s≤T
‖F (X(s))‖H1(Ω)
)2
+ 1
)
,
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 ∈ (0, 1/4) small enough.
As in the previous theorem, we use the fact that ∆t
∑m−1
k=0
t
−1/2
m−k ≤ 2
√
T .
For F (X(t)) ∈ L2(D,H) with sup
0≤s≤T
E‖F (X(s))‖21 <∞, then by (5.28) of Lemma 5.9 we
find
(E‖I4‖2H1(Ω))1/2 ≤
m−1∑
k=0
∫ tk+1
tk
(E‖Tm−kF (X(s))‖2H1(Ω))1/2ds
≤ C∆t
(
m−1∑
k=0
t
−1/2
m−kh+ t
−1
m−k∆t
)(
sup
0≤s≤T
E‖F (X(s))‖2H1(Ω)
)1/2
.
Note that ∆t
∑m−1
k=0 t
−1
m−k ≤ ln(T/∆t) to get(
E‖I4‖2H1(Ω)
)1/2
≤
m−1∑
k=0
∫ tk+1
tk
(
E‖Tm−kF (X(s))‖2H1(Ω)
)1/2
ds
≤ C(h+ ∆t ln(T/∆t))
(
sup
0≤s≤T
E‖F (X(s))‖2H1(Ω)
)1/2
.
Finally, using the equivalency ‖.‖H1(Ω) ≡ ‖(−A)1/2.‖ in D((−A)1/2), we obviously have for
0 ≤ t1 < t2 ≤ T
‖S(t2)− S(t1)‖L(H1(Ω)) ≤ C‖(−A)3/2S(t1)(−A)−1 (I− S(t2 − t1)) ‖L(L2(Ω)) ≤ C (t2 − t1)
t
3/2
1
so with splitting yields
(E‖I5‖2H1(Ω))1/2 ≤
m−1∑
k=0
∫ tk+1
tk
‖S(tm − s)− S(tm − tk)‖L(H1(Ω))ds
(
sup
0≤s≤T
E‖F (X(s)‖2H1(Ω)
)1/2
≤ C
(∫ tm
tm−1
‖S(tm − s)− S(tm − tm−1)‖L(H1(Ω))ds
+
m−2∑
k=0
∫ tk+1
tk
(
s− tk
(tm − s)3/2
)
ds
)
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(E‖I5‖2H1(Ω))1/2 ≤ C
(∫ tm
tm−1
(
(tm − s)−1/2 + ∆t−1/2
)
ds
+
m−2∑
k=0
(tm − tk −∆t)−3/2
∫ tk+1
tk
(s− tk)ds
)
≤ C
(
∆t1/2 + ∆t1/2
m−2∑
k=0
(m− k − 1)−3/2
)
.
Since the sum above can be bounded by 2 we have that (E‖I5‖2)1/2 ≤ C∆t1/2.
Combining our estimates, and using that ∆t(1−γ/2) ln (T/∆t) is bounded as ∆t→ 0, for
F (X(t)) ∈ L2(D,H) with sup
0≤s≤T
E‖F (X(s))‖21 < ∞, we have that : If X0 ∈ L2(D,D(−A))
then
(E‖I‖2H1(Ω))1/2 ≤ C
(
(h+ ∆t1/2−t−1/2m ) +
m−1∑
k=0
∫ tk+1
tk
t
−1/2
m−k(E‖X(tk)−Xhk ‖2H1(Ω))1/2ds
)
.
If X0 ∈ L2(D,D(−A)) with −AX0 ∈ L2(D, H1(Ω)) then
(E‖I‖2H1(Ω))1/2 ≤ C
(
(h+ ∆t1/2−) +
m−1∑
k=0
∫ tk+1
tk
t
−1/2
m−k(E‖X(tk)−Xhk ‖2H1(Ω))1/2ds
)
.
where C > 0 depending of the T , the initial solution X0, the mild solution X, the nonlinear
function F .
Combining our estimates (E‖I‖2)1/2 , (E‖II‖2)1/2 and (E‖III‖2)1/2 and using the dis-
crete Gronwall lemma concludes the proof.
5.4 Numerical Simulations
5.4.1 A linear reaction–diffusion equation
As a simple example consider the reaction diffusion equation
dX = (D∆X − 0.5X)dt+ dW given X(0) = X0,
in the time interval [0, T ] with diffusion coefficient D = 1/100 and homogeneous Neumann
boundary conditions on the domain Ω = [0, L1] × [0, L2]. Notice that A = D∆ does not
satisfy Assumption 5.2 as 0 is an eigenvalue. During the simulations we need to manage the
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singularity of (5.40) at λ0 = 0 or use the perturbed operator A = D∆+ I,  > 0. We take
L1 = L2 = 1. Our function F (u) = 0.5u is linear and obviously satisfies Assumption 5.3
(a). In general we are interested in nonlinear F however for this linear system we can
find an exact solution to compare our numerics to. The eigenfunctions {e(1)i e(2)j }i,j≥0 of the
operator A = ∆ here are given by
e
(l)
0 =
√
1
Ll
, λ
(l)
0 = 0, e
(l)
i =
√
2
Ll
cos(λ
(l)
i x), λ
(l)
i =
i pi
Ll
where l ∈ {1, 2} and i = 1, 2, 3, · · · with the corresponding eigenvalues {λi,j}i,j≥0 given by
λi,j = (λ
(1)
i )
2 + (λ
(2)
j )
2. Recall that we assumed for convenience that the eigenfunctions of
covariance operator Q and A are the same.
We can relate the spatial regularity of the noise to the spatial correlation and eigen-
values qi of the covariance operator that appear in the representation (4.3). For O(t) ∈
L2(D, Hr(Ω)), r = 1, 2, this corresponds to polynomial decay in qi as in [90,91] so that
qi,j = Γ (i+ j)
−r/2 , r > 0. (5.38)
We also consider exponential correlation as in [75,81,92] where
EW ((x1, y1), t),W ((x2, y2), t
′) = Cr((x1, y1), (x2, y2)) min(t, t′)
and
Cr((x1, y1); (x2, y2)) =
Γ
4b1b2
exp
(
−pi
4
[
(x2 − x1)2
b21
+
(y2 − y1)2
b22
])
where b1, b2 are spatial correlation lengths in x and y and Γ > 0.
It is well known [19,93] that if b and λ are two real numbers the following result holds∫ +∞
−∞
exp
(
−pi
4
(
x2
b2
))
cos(λx)dx = 2b exp
[
− 1
pi
(λb)2
]
. (5.39)
Let us put the noiseW in form of the representation (4.3). Recall [26] that the covariance
operator Q may be defined for f ∈ L2(Ω) by
Qf(x) =
∫
Ω
Cr(x, y)f(y)dy.
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Indeed we have
4b1b2
∫ L1
0
∫ L2
0
Cr((x1, y1); (x2, y2)) cos(λ
(1)
i x2) cos(λ
(2)
j y2)dy2dx2
= Γ
∫ L1
0
exp
(
−pi
4
(
(x2 − x1)2
b21
))
cos(λ
(1)
i x2)dx2
×
∫ L2
0
exp
(
−pi
4
[
(y2 − y1)2
b22
])
cos(λ
(2)
j y2)dy2
= Γ
∫ L1−x1
−x1
exp
(
−pi
4
(
x2
b21
))
cos(λ
(1)
i (x+ x1))dx
×
∫ L2−y1
−y1
exp
(
−pi
4
(
x2
b22
))
cos(λ
(2)
j (x+ y1)dx).
For bi  Li, because of the strong decay, we approximate the integral in the finite domain
by the integral in infinite domain where we can evaluate exactly
4b1b2
∫ L1
0
∫ L2
0
Cr((x1, y1); (x2, y2)) cos(λ
(1)
i x2) cos(λ
(2)
j y2)dy2dx2
≈ Γ
∫ +∞
−∞
exp
(
−pi
4
(
x2
b21
))
cos(λ
(1)
i (x+ x1))dx
×
∫ +∞
−∞
exp
(
−pi
4
(
x2
b22
))
cos(λ
(2)
j (x+ y1))dx
= 4b1b2 cos(λ
(1)
i x1) cos(λ
(2)
j y1) Γ exp
(
− 1
pi
(
(λ
(1)
i b1)
2 + (λ
(2)
j b2)
2
))
.
It is important to notice that in the previous expressions we have used the fact that∫ +∞
−∞
exp
(
−pi
4
(
x2
b2i
))
cos(λ
(i)
j x)dx = 2bi exp
[
− 1
pi
(
(λ
(i)
j bi)
2
)]
i ∈ {1, 2}
by (5.39) and ∫ +∞
−∞
exp
(
−pi
4
(
x2
b2i
))
sin(λ
(i)
j x)dx = 0
because the integrand is an odd function. Then the corresponding values of {qi,j}i+j>0 in
the representation (4.3) is given by
qi,j = Γ exp
[
− 1
2pi
(
(λ
(1)
i b1)
2 + (λ
(2)
j b2)
2
)]
.
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In the implementation of our modified scheme at every time step O(tk+1) is generated
using O(tk) from the following relation
O(tk+1) = e
A∆tO(tk) +
∫ tk+1
tk
e(tk+1−s)AdW (s),
where O(0) = 0. We expand in Fourier space and apply the Ito isometry in each mode and
project onto N modes to obtain for k = 1, 2, . . . ,M − 1
(ei, O(tk+1)) = e
−λi∆t(ei, O(tk)) +
(
qi
2λi
(
1− e−2λi∆t))1/2Ri,k, (5.40)
where Ri,k are independent, standard normally distributed random variables with means
0 and variance 1, and i ∈ IN = {1, 2, 3, ..., N}2. These are the linear functionals used by
Jentzen and Kloeden in [82]. The noise is then projected onto the finite element space by
Ph. We require values of the noise at the nodes in the finite element. If we evaluate O(x, t)
at these mesh points the projection Ph becomes trivial.
In our simulations we examined both a finite element and a finite volume discretization
in space. For the finite element discretization we take ∆x = ∆y = 1/100 for Hr noise,
r = 1, 2 and ∆x = ∆y = 1/220, b1 = b2 = 0.02, Γ = 0.01 for noise with an exponential
covariance. The finite element triangulation was constructed so that the center of the
control volume for the finite volume method was a vertex in finite element mesh.
In Figure 5.1 (a) we take noise in Hr in space with r = 1, 2 (i.e. O(t) ∈ L2(D, Hr(Ω)))
and examine the root mean square L2(Ω) error as we change the step size. We denote
the finite element discretization using the modified scheme with a linear functional of the
noise ’modifiedImplicitfemr’, r = 1, 2 on the graph. For the finite volume discretization we
have implemented both the new modified method “modifiedImplicitfvmr”, r = 1, 2 and a
standard implicit Euler–Maruyama method denoted “Implicitfvmr”, r = 1, 2. We see that
the observed rate of convergence for the finite element discretization agrees with theorem
Theorem 5.7. We also observe that the error decreases as the regularity increases from
r = 1 to r = 2. More importantly we see that the error using the new modified scheme
is better in all the cases than using the standard scheme and the rate of convergence is
approximately 1 for r = 1, 2. Indeed we observe numerically a slower rate of convergence
for the the standard scheme of 0.5 and 0.6 for r = 1 and r = 2 respectively.
In Figure 5.1 (b) we show results with the exponential covariance function, as the noise
is certainly in Hr, r = 1 or 2 we expect a rate of convergence close to one. The figure com-
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pares the finite element discretization (“modifiedimplicitfem”) with the modified scheme
against the finite volume (“modifiedimplicitfvm”) discretization with the new scheme and
the standard scheme (“implicitfvm”). We again see the improved accuracy in the modified
scheme with a convergence rate of close to one and that the finite element and finite volume
discretization are of the same order. Here convergence for the standard scheme is numer-
ically of order 0.75. For a large value of Γ the order of convergence of the standard semi
implicit scheme reduces, but we still have the same order of convergence for the modified
scheme (see Section 6.4.1).
5.4.2 Stochastic advection diffusion reaction
As a more challenging example we consider the stochastic advection diffusion reaction SPDE
dX =
(
D∆X −∇ · (qX)− X|X|+ 1
)
dt+ dW, (5.41)
with mixed Neumann-Dirichlet boundary conditions, we take Ω = [0, 1] × [0, 1] and D =
1/100. The Dirichlet boundary condition is X = 1 at x = 0 and we use the homogeneous
Neumann boundary conditions elsewhere. We consider a homogeneous media where the
velocity is constant q = (1, 0). More realistic media, e.g. with highly fractured domains
are considered in Chapter 6 and Chapter 7. In terms of equation (5.1) the nonlinear term
F for physical values of X is given by F (u) = −∇ · (qu)− u/(|u|+ 1), u ∈ R+ and clearly
satisfies Assumption 5.3 (b). To easily deal with high Pe´clet flows we discretize in space
using finite volumes. We can write the semi–discrete finite volume method as
dXh = (AhX
h + PhF (X
h) + b(Xh)) + PhPNdW, (5.42)
where here Ah is the space discretization of D∆ using only homogeneous Neumann bound-
ary conditions and b(Xh) comes from the approximation of diffusion flux at the Dirichlet
boundary condition size. Thus we can form the noise as in Section 5.4.1.
Figure 5.2 shows the convergence of the modified method with the noise in Hr, r = 1, 2
in space (denoted “ModifiedImplicitfvmr”). We observe that the temporal convergence
order is close to 1/4. The predicted order 0.5 is not achieved probably due to the fact
that the condition F (X(t)) ∈ L2(D,H) is not satisfied. Figure 5.3(a) shows the mean of
20 realizations of the “true solution” (with the smallest time step ∆t = 1/7680) for r = 1
while Figure 5.3(b) shows a sample of the “true solution”.
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(a)
(b)
Figure 5.1: Convergence in the root mean square L2 norm at T = 1 as a function of
∆t. (a) Shows convergence for noise both in Hr, r = 1, 2 (i.e. O(t) ∈ L2(D, Hr(Ω))) for
finite element and finite volume discretizations. We also show convergence of the standard
semi–implicit scheme for the finite volume discretization. In (b) we show convergence for
exponential correlation in the noise and the standard semi–implicit scheme is compared to
the modified scheme. The initial solution is X0 = 0,Γ = 1.
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Figure 5.2: Convergence of the root mean square L2 norm at T = 1 as a function of ∆t
with 20 realizations with ∆x = ∆y = 1/200, X0 = 0, Γ = 0.001. The noise is white in time
and in Hr in space, r = 1, 2 (i.e. O(t) ∈ L2(D, Hr(Ω))). The temporal order of convergence
in time is 1/4
.
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(a)
(b)
Figure 5.3: (a) Mean of the “true solution” for 20 realizations, ∆x = ∆y = 1/200, X0 =
0, Γ = 0.001. The noise is white in time and in H1 in space (i.e. O(t) ∈ L2(D, H1(Ω))). In
(b) we show a sample of the “true solution” with ∆t = 1/7680.
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Chapter 6
Stochastic Exponential Integrators
for a Finite Element Discretization of
SPDEs with Additive Noise
In this chapter, we consider the numerical approximation of general semilinear parabolic
stochastic partial differential equations (SPDEs) driven by additive space-time noise. In
contrast to the standard time stepping methods which use basic increments of the noise and
the approximation of the exponential operator (semigroup) by a rational fraction operator
in the mild form, we introduce two new schemes, designed for finite element, finite volume
or finite difference space discretization, similar to the schemes in [82, 89] for the spectral
method and the scheme in Chapter 5 and [18] for the finite element method.
Our conditions on the noise and the nonlinear function are as in Chapter 5 and we
consider the numerical examples from there as well as a more challenging example with
stochastic flow in heterogeneous porous media. For the exponential integrators we rely
on computing the exponential of a non-diagonal matrix. In our numerical results we use
two different efficient techniques: the real fast Le´ja points and Krylov subspace techniques
studied in Chapter 3. The results of this chapter are presented in our paper [19].
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6.1 Introduction
As in Chapter 5, we consider the strong numerical approximation of Ito stochastic partial
differential equations given in (5.1). Recent work by Jentzen and co-workers [82–84,89] uses
the Taylor expansion and linear functionals of the noise for Fourier–Galerkin discretizations
of (4.11). In these schemes the diagonalization of the operator A through the discretization
plays a key role. Using a linear functional of the noise overcomes the order barrier encoun-
tered using a standard increment of Wiener process [82]. In Chapter 5 and in [18] the use of
linear functionals of the noise is extended to finite–element discretizations (where the oper-
ator does not diagonalize) with a semi-implicit Euler–Maruyama method. In contrast to the
scheme presented in Chapter 5 and [18], here we consider two exponential based methods
for time-stepping as in [81, 82, 89–91]. We prove a strong convergence result for two ver-
sions of the scheme with noise that is white in time and in H1 and H2 in space that shows
that the exponential integrators are more accurate than the semi-implicit Euler-Maruyama
method. Furthermore we have weaker restrictions on the regularity of the initial data and
high accuracy for linear problems comparing to the scheme in Chapter 5 and in [18]. The
cost of the extra accuracy though is that to implement these methods we need to compute
the exponential functions of a non–diagonal matrix. Compared to the Fourier-Galerkin
methods of [82–84,89] we gain the flexibility of finite element (or finite volume method) to
deal with complex boundary conditions and we can apply well developed techniques such
as upwinding to deal with advection.
This chapter is organised as follows. In Section 6.2 we present the two numerical schemes
based on the exponential integrators and our assumptions on (5.1). We present and com-
ment on our convergence results. In Section 6.3 we present the proofs of our convergence
theorems. We conclude in Section 6.4 by presenting some simulations and discuss imple-
mentation of these methods.
6.2 Numerical scheme and main results
We use the same notation and same functional spaces as in the previous chapter. Under
the same technical assumptions as in Chapter 5 the unique mild solution of (5.1) is given
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by
X(t) = S(t)X0 +
∫ t
0
S(t− s)F (X(s))ds+O(t), (6.1)
with the stochastic process O given by the stochastic convolution
O(t) =
∫ t
0
S(t− s)dW (s). (6.2)
As in the previous chapter, we consider discretization of the spatial domain by a finite
element triangulation. Recall that the semi-discretized version of (5.1) is to find the process
Xh(t) = Xh(., t) ∈ Vh such that
dXh = (AhX
h + PhF (X
h))dt+ PhPNdW, X
h(0) = PhX0. (6.3)
The mild solution of (6.3) at time tm = m∆t, ∆t > 0 is given by
Xh(tm) = Sh(tm)PhX0 +
∫ tm
0
Sh(tm − s)PhF (Xh(s))ds+
∫ tm
0
Sh(tm − s)PhdWN(s).
Given the mild solution at the time tm, we can construct the corresponding solution at tm+1
as
Xh(tm+1) = Sh(∆t)X
h(tm) +
∫ ∆t
0
Sh(∆t− s)PhF (Xh(s+ tm))ds
+
∫ tm+1
tm
Sh(tm+1 − s)PhdWN(s). (6.4)
For our first numerical scheme SETD1, we use the following approximations
F (Xh(tm + s)) ≈ F (Xh(tm)) s ∈ [0, ∆t],
and ∫ tm+1
tm
Sh(tm+1 − s)PhdWN(s) ≈ Ph
∫ tm+1
tm
SN(tm+1 − s)dWN(s)
= PhPN
∫ tm+1
tm
S(tm+1 − s)dW (s),
where
AN = PNA and SN(t) := e
tAN .
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Then we approximate Xhm of X(m∆t) by
Xhm+1 = e
∆tAhXhm + ∆tϕ1(∆tAh)PhF (X
h
m) (6.5)
+ Ph
∫ tm+1
tm
e(tm+1−s)ANdWN(s)
where
ϕ1(∆tAh) = (∆t Ah)
−1 (e∆tAh − I) = 1
∆t
∫ ∆t
0
e(∆t−s)Ahds.
For efficiency to avoid computing two matrix exponentials, as in Chapter 3 we can rewrite
the scheme (6.5) as
Xhm+1 = X
h
m + ∆tϕ1(∆tAh)
(
AhX
h
m + PhF (X
h
m)
)
+ Ph
∫ tm+1
tm
e(tm+1−s)ANdWN(s).
We call this scheme SETD1.
Our second numerical method SETD0 is similar to the one in [81, 91]. It is based on
approximating the deterministic integral in (6.4) at the left–hand endpoint of each partition
and the stochastic integral as follows∫ tm+1
tm
Sh(tm+1 − s)PhdWN(s) ≈ Ph
∫ tm+1
tm
SN(tm+1 − s)dWN(s)
= PhPN
∫ tm+1
tm
S(tm+1 − s)dW (s).
With this we can define the SETD0 approximation Y hm of X(m∆t) by
Y hm+1 = ϕ0(∆tAh)
(
Y hm + ∆tPhF (Y
h
m)
)
+ Ph
∫ tm+1
tm
e(tm+1−s)ANdWN(s) (6.6)
where
ϕ0(∆tAh) = e
∆tAh .
If we project the eigenfunctions of Q onto the eigenfunctions of the linear operator A
then by a Fourier spectral method the process
Ôk =
∫ tk+1
tk
e(tk+1−s)ANdWN(s)
is reduced to an Ornstein–Uhlenbeck process in each Fourier mode as in [82] and we therefore
know the exact variance in each mode. We comment further on the implementation in
Section 6.4.
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For our convergence proofs, the assumptions that we make on the linear operator A, the
nonlinear term F and the noise dW are the same as in Chapter 5. Note that for convenience
of presentation we take A to be a second order operator. Similar results hold, however, for
higher order operators.
6.2.1 Main results
Recall that as in Chapter 5, we let N be the number of terms of truncated noise, IN =
{1, 2, ..., N}d and take tm = m∆t ∈ (0, T ], where T = M∆t for m,M ∈ N. We take
C to be a constant that may depend on T and other parameters but not on ∆t, N or
h. As in Chapter 5, we also assume that when initial data X0 ∈ L2(D,D((−A)γ)) then
E‖(−A)γX0‖4 <∞ with 0 ≤ γ < 1, which implies the regularity of the mild solution (5.1)
(see Remark 5.6).
Our first result is a strong convergence result in L2 when the non-linearity satisfies the
Lipschitz condition of Assumption 5.3 (a) with scheme SETD1. This is, for example, the
case of reaction–diffusion SPDEs.
Theorem 6.1 Suppose that Assumptions 5.2, 5.3(a) and 5.5 (with r = 1, 2) are satis-
fied. Let X(tm) be the mild solution of equation (5.1) represented by (5.2) and X
h
m be
the numerical approximation through scheme (6.5) (SETD1 scheme). Let 0 < γ < 1
and set σ = min(2θ, γ) and let θ ∈ (0, 1/2] be defined as in Assumption 5.5. If X0 ∈
L2(D,D((−A)γ)), 0 < γ < 1/2 then
(
E‖X(tm)−Xhm‖2
)1/2 ≤ C (t−1/2+γm h+ ∆tσ + ( inf
j∈Nd\IN
λj
)−r/2)
.
If X0 ∈ L2(D,D((−A)γ)), 1/2 ≤ γ < 1 then
(
E‖X(tm)−Xhm‖2
)1/2 ≤ C (h+ ∆tσ + ( inf
j∈Nd\IN
λj
)−r/2)
.
If X0 ∈ L2(D, D(−A)) and F (X(t)) ∈ L2(D,D((−A)α)), ∀t ∈ [0, T ] with
sup
0≤s≤T
(E‖F (X(s))‖2α) <∞, α ∈ (0, 1/2) small enough then
(
E‖X(tm)−Xhm‖2
)1/2 ≤ C (h2 + ∆t2θ + ( inf
j∈Nd\IN
λj
)−r/2)
.
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Our first result for scheme SETD0 is a strong convergence result in L2 when the non-linearity
satisfies the Lipschitz condition of Assumption 5.3 (a).
Theorem 6.2 Suppose that Assumptions 5.2, 5.3(a) and 5.5 (with r = 1, 2) are satis-
fied. Let X(tm) be the mild solution of equation (5.1) represented by (5.2) and Y
h
m be
the numerical approximation through scheme (6.6) (SETD0 scheme). Let 0 < γ < 1
and set σ = min(2θ, γ) and let θ ∈ (0, 1/2] be defined as in Assumption 5.5. If X0 ∈
L2(D,D((−A)γ)), 0 ≤ γ < 1/2 then(
E‖X(tm)− Y hm‖2
)1/2 ≤ C (t−1/2+γm h+ ∆tσ + ∆t |ln(∆t)|+ ( inf
j∈Nd\IN
λj
)−r/2)
.
If X0 ∈ L2(D,D((−A)γ)), 1/2 ≤ γ < 1 then(
E‖X(tm)− Y hm‖2
)1/2 ≤ C (h+ ∆tσ + ∆t |ln(∆t)|+ ( inf
j∈Nd\IN
λj
)−r/2)
.
If X0 ∈ L2(D,D(−A)) and F (X(t)) ∈ L2(D,D((−A)α)), ∀t ∈ [0, T ] with
sup
0≤s≤T
(E‖F (X(s))‖2α) <∞, α ∈ (0, 1/2) small enough then
(
E‖X(tm)− Y hm‖2
)1/2 ≤ C (h2 + ∆t2θ + ∆t |ln(∆t)|+ ( inf
j∈Nd\IN
λj
)−r/2)
.
For convergence in the mean square H1(Ω) norm where the non-linearity satisfies the Lip-
schitz condition from L2(Ω) norm to H1(Ω) (Assumption 5.3 (b)) we can state results for
SETD1 and SETD0 together.
Theorem 6.3 Suppose that Assumptions 5.2, 5.3(b), 5.5 (a) (with r = 2) are satisfied and
F (X(t)) ∈ L2(D,H), ∀t ∈ [0, T ] with E
(
sup
0≤s≤T
‖F (X(s))‖1
)2
< ∞. Let X be the solution
mild of equation (5.1) represented by equation (5.2) and ζhm be the numerical approximations
through scheme (6.5) or (6.6) ( ζhm = X
h
m for scheme SETD1 and ζ
h
m = Y
h
m for scheme
SETD0). Let 0 < γ < 1. Then we have the following: If X0 ∈ L2(D,D((−A)(1+γ)/2)) then
(E‖X(tm)− ζhm‖2H1(Ω))1/2 ≤ C
(
(t−1/2m h+ ∆t
γ/2) +
(
inf
j∈Nd\IN
λj
)−1/2)
.
If X0 ∈ L2(D,D(−A)) then
(E‖X(tm)− ζhm‖2H1(Ω))1/2 ≤ C
(
(h+ ∆t1/2−) +
(
inf
j∈Nd\IN
λj
)−1/2)
,
for very small  ∈ (0, 1/2).
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We note that this theorem covers the case of advection-diffusion-reaction SPDEs, such as
that arising in our example from porous media.
As in Chapter 5, we remark that if we denote by Nh the number of vertices in the finite
element mesh then it is well known (see for example [79]) that if N ≥ Nh then(
inf
j∈Nd\IN
λj
)−1
≤ Ch2 and
(
inf
j∈Nd\IN
λj
)−1/2
≤ Ch.
As a consequence the estimates in Theorem 6.1, Theorem 6.2 and Theorem 6.3 can be
expressed as functions of h and ∆t only, and it is the error from the finite element approx-
imation that dominates. If N ≤ Nh then it is the error from the projection PN of the noise
onto a finite number of modes that dominates.
From Theorem 6.3 we also get an estimate in the root mean square L2(Ω) norm in the
case that the nonlinear function F satisfies Assumption 5.3 (b). We cannot do the proof
directly in L2(Ω) due to the Lipschitz condition in Assumption 5.3 (b). Simulations for
Theorem 6.3 will be done in L2(Ω) since the discrete L2(Ω) norm is easier to estmate for
the different types of boundary conditions.
Finally if we compare these theorems to those in [18] and Chapter 5 for a modified semi-
implicit Euler-Maruyama method then we see that using the exponential based integrators
we have weaker conditions on the initial data and in particular the scheme SETD1 has
better convergence properties.
6.3 Proofs of main results
6.3.1 Preparatory result
We examine the deterministic linear problem. Find u ∈ V such that such that
u′ = Au given u(0) = v t ∈ (0, T ]. (6.7)
The corresponding semi-discretization in space is : find uh ∈ Vh such that
u′h = Ahuh
where u0h = Phv. Define the operator
Th(t) := S(t)− Sh(t)Ph = etA − etAhPh (6.8)
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so that u(t)− uh(t) = Th(t)v.
Lemma 6.4 The following estimates hold on the semi-discrete approximation of (6.7)
‖u(t)− uh(t)‖ = ‖Th(t)v‖ ≤ Chrt−(r−β)/2‖v‖β if v ∈ D((−A)β/2), (6.9)
‖u(t)− uh(t)‖H1(Ω) = ‖Th(t)v‖H1(Ω) ≤ Cht−1/2‖v‖1 if v ∈ H, (6.10)
‖u(t)− uh(t)‖H1(Ω) = ‖Th(t)v‖H1(Ω) ≤ Ch‖v‖2 if v ∈ D(−A), (6.11)
for r = 1, 2, 0 ≤ β ≤ r where r is linked to (5.22).
Proof. Estimates (6.10)–(6.11) are the special case of the proof of Theorem 3.1 in [32]
where the nonlinearity is taken to be zero. For our case
u(t) = S(t)v,
and we have the following estimates for t ∈ (0, T ]
‖u(t)‖Hs(Ω) ≤ Ct−(s−1)/2‖v‖1 if v ∈ H s = 1, 2,
‖u(t)‖H2(Ω) ≤ C‖v‖2 if v ∈ D(−A),
‖ut(t)‖Hs(Ω) ≤ Ct−1−(s−1)/2‖v‖1 if v ∈ H s = 0, 1,
‖ut(t)‖Hs(Ω) ≤ Ct−s/2‖v‖2 if v ∈ D(−A) s = 0, 1.
Using these in the proof of [32, Theorem 3.2] gives the result.
Let us prove the estimate (6.9). The proof for r = 2 and β = 0 can be found in [17].
Let Rh be the Riesz representation operator Rh : V → Vh defined in Chapter 5 by equation
(5.21). Then
uh(t)− u(t) = (uh(t)−Rhu(t)) + (Rhu(t)− u(t)) ≡ θ(t) + ρ(t). (6.12)
It is well known [32] that AhRh = PhA. Indeed for v ∈ D(A), χ ∈ Vh we have
(PhAv, χ) = (Av, χ) (by definition of Ph)
= (ARhv, χ) (by definition of Rh)
= (AhRhv, χ) (since Rhv ∈ Vh)
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thus AhRh = PhA. We therefore have the following equation in θ (see [32])
θt = Ahθ − PhDtρ.
Hence
θ(t) = Sh(t)θ(0)−
∫ t
0
Sh(t− s)PhDsρds.
Splitting the integral up into two intervals and integrating by parts over the first interval
yields
θ(t) = Sh(t)θ(0) + Sh(t)Phρ(0)− Sh(t/2)Phρ(t/2) +
∫ t/2
0
(DsSh(t− s))Phρ(s)ds
−
∫ t
t/2
Sh(t− s)PhDsρ(s)ds,
with Ds = ∂/∂s. Since θ(t) ∈ Vh we therefore have Phθ(t) = θ(t), then
θ(t) = Sh(t)PhTh(0)v − Sh(t/2)Phρ(t/2) +
∫ t/2
0
(DsSh(t− s))Phρ(s)ds
−
∫ t
t/2
Sh(t− s)PhDsρ(s)ds.
Since
PhTh(0)v = Ph(v − Phv) = 0,
we therefore have
θ(t) = −Sh(t/2)Phρ(t/2) +
∫ t/2
0
DsSh(t− s)Phρ(s)ds−
∫ t
t/2
Sh(t− s)PhDsρ(s)ds.
Using the fact that Sh and Ph are uniformly bounded independently of h with the smoothing
property of Sh in Proposition 2.6 yields
‖θ(t)‖ ≤ C
(
‖ρ(t/2)‖+
∫ t/2
0
(t− s)−1‖ρ(s)‖ds+
∫ t
t/2
‖Dsρ(s)‖ds
)
.
Using (5.22) with the smoothing property of S(t) in Proposition 2.6 yields
‖ρ(t)‖ ≤ Chr‖u‖r ≤ Chrt−(r−β)/2‖v‖β
‖Dsρ(t)‖ ≤ Chr‖Dsu‖r ≤ Chrt−1−(r−β)/2‖v‖β, r ∈ {1, 2} , β ≤ r, v ∈ D((−A)β/2).
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Then
‖θ(t)‖ ≤ Chrt−(r−β)/2‖v‖β + Chr‖v‖β
(∫ t/2
0
(t− s)−1s−(r−β)/2ds+
∫ t
t/2
s−1−(r−β)/2ds
)
.
Since ∫ t/2
0
(t− s)−1s−(r−β)/2ds+
∫ t
t/2
s−1−(r−β)/2ds ≤ Ct−(r−β)/2,
we therefore have
‖Th(t)v‖ ≤ ‖θ(t)‖+ ‖ρ(t)‖ ≤ Chr t−(r−β)/2‖v‖β.
6.3.2 Proof of Theorem 6.1
The proof follows the same basic steps as in Chapter 5 and [18], however here the discrete
semigroup is an exponential. As a consequence the estimates are different and the proof
here is simpler with fewer terms to estimate. Set
X(tm) = S(tm)X0 +
m−1∑
k=0
∫ tk+1
tk
S(tm − s)F (X(s))ds+O(tm)
= X(tm) +O(tm).
Recall that by construction
Xhm = e
∆tAhXhm−1 +
∫ ∆t
0
e(∆t−s)AhPhF (Xhm−1)ds+ Ph
∫ tm
tm−1
e(tm−s)ANdWN(s)
= Sh(tm)PhX0 +
m−1∑
k=0
(∫ tk+1
tk
Sh(tm − s)PhF (Xhk )ds+ Ph
∫ tk+1
tk
SN(tm − s)dWN(s)
)
= Sh(tm)PhX0 +
m−1∑
k=0
(∫ tk+1
tk
Sh(tm − s)PhF (Xhk )ds
)
+ PhPNO(tm)
= Zhm + PhPNO(tm),
where
Zhm = Sh(tm)PhX0 +
m−1∑
k=0
(∫ tk+1
tk
Sh(tm − s)PhF (Xhk )ds
)
= Sh(tm)PhX0 +
m−1∑
k=0
(∫ tk+1
tk
Sh(tm − s)PhF (Zhk + PhPNO(tk))ds
)
.
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We now estimate
(
E‖X(tm)−Xhm‖2
)1/2
. We obviously have
X(tm)−Xhm = X(tm) +O(tm)−Xhm
= X(tm) +O(tm)−
(
Zhm + PhPNO(tm)
)
=
(
X(tm)− Zhm
)
+ (PN(O(tm))− PhPN(O(tm))) + (O(tm)− PN(O(tm)))
= I + II + III. (6.13)
Then
(
E‖X(tm)−Xhm‖2
)1/2 ≤ (E‖I‖2)1/2 + (E‖II‖2)1/2 + (E‖III‖2)1/2 and we estimate
each term. Since the first term will require the most work we first estimate the other two.
Let us estimate (E‖II‖2)1/2. Using the property (5.23) of the projection Ph, the equiv-
alence ‖.‖Hr(Ω) ≡ ‖(−A)r/2.‖ in D((−A)r/2), the Ito isometry and the fact that the semi-
group is a bounded operator yields
E‖II‖2 ≤ Ch2rE‖(−A)r/2
∫ tm
0
S(tm − s)dW (s)‖2
≤ Ch2r
∫ tm
0
‖(−A)r/2S(tm − s)‖2L02ds
≤ Ch2r
∫ T
0
‖(−A)r/2Q1/2‖2HSds.
Thus, since the process O(t) ∈ L2(D, Hr(Ω)) we have (E‖II‖2)1/2 ≤ Chr.
For the third term III
E‖III‖2 = E‖(I− PN)O(tm)‖2 = E‖(I− PN)(−A)−r/2(−A)r/2O(tm)‖2,
and so
E‖III‖2 ≤ ‖(I− PN)(−A)−r/2‖2L(L2(Ω))E‖(−A)r/2O(tm)‖2 ≤ C
(
inf
j∈Nd\IN
λj
)−r
.
We now turn our attention to the first term E‖I‖2. Using the definition of Th from (6.8)
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the first term I can be expanded
I = ThX0 +
m−1∑
k=0
∫ tk+1
tkt
S(tm − s)F (X(s))− Sh(tm − s)PhF (Zhk + PhPNO(tk))ds
= ThX0 +
m−1∑
k=0
∫ tk+1
tk
Sh(tm − s)Ph(F (X(tk))− F (Zhk + PhPNO(tk))))ds
+
m−1∑
k=0
∫ tk+1
tk
Sh(tm − s)Ph(F (X(s))− F (X(tk)))ds
+
m−1∑
k=0
∫ tk+1
tk
(S(tm − s)− Sh(tm − s)Ph)F (X(s))ds
= I1 + I2 + I3 + I4.
(6.14)
Then (
E‖I‖2)1/2 ≤ (E‖I1‖2)1/2 + (E‖I2‖2)1/2 + (E‖I3‖2)1/2 + (E‖I4‖2)1/2 .
For I1, from (6.9) of Lemma 6.4 we have:
If X0 ∈ L2(D,D((−A)γ)), 0 ≤ γ < 1/2
(E‖I1‖2)1/2 ≤ Ct−1/2+γm h
(
E‖X0‖22γ
)1/2
.
If X0 ∈ L2(D,D((−A)γ)), 1/2 ≤ γ < 1
(E‖I1‖2)1/2 ≤ Ch
(
E‖X0‖21
)1/2
.
If X0 ∈ L2(D,D(−A)),
(E‖I1‖2)1/2 ≤ Ch2
(
E‖X0‖22
)1/2
.
If F satisfies Assumption 5.3 (a), then using the Lipschitz condition, triangle inequality as
well as that Sh(t) and Ph are bounded operators, we have(
E‖I2‖2
)1/2 ≤ Cm−1∑
k=0
∫ tk+1
tk
(
E‖F (X(tk))− F ((Zhk + PhPNO(tk))‖2
)1/2
ds
≤ C
m−1∑
k=0
∫ tk+1
tk
(
E‖X(tk)−Xhk ‖2
)1/2
ds.
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As I3 needs more work let us estimate I4 first. Using the fact Ph, S, Sh are bounded with
(6.9) of Lemma 6.4 yields(
E‖I4‖2
)1/2 ≤ m−1∑
k=0
∫ tk+1
tk
(
E‖Th(tm − s)F (X(s))‖2
)1/2
ds
≤ Ch sup
0≤s≤T
(
E‖F (X(s))‖2)1/2(∫ tm
0
(tm − s)−1/2 ds
)
≤ Ch.
If F (X(t)) ∈ L2(D,D((−A)α)), with sup
0≤s≤T
(E‖F (X(s))‖2α) < ∞, α ∈ (0, 1/2) small
enough, we also have(
E‖I4‖2
)1/2 ≤ m−1∑
k=0
∫ tk+1
tk
(
E‖Th(tm − s)F (X(s))‖2
)1/2
ds
≤ Ch2 sup
0≤s≤T
(
E‖F (X(s))‖2α
)1/2(∫ tm
0
(tm − s)−1+α ds
)
≤ Ch2.
Let us estimate (E‖I3‖2)1/2. We add in and subtract out O(s) and O(tk) yields(
E‖I3‖2
)1/2
=
(
E‖
m−1∑
k=0
∫ tk+1
tk
Sh(tm − s)Ph (F (X(s))− F (X(tk) +O(s)−O(tk)))) ds‖2
)1/2
+
(
E‖
m−1∑
k=0
∫ tk+1
tk
Sh(tm − s)Ph (F (X(tk) +O(s)−O(tk))− F (X(tk)))) ds‖2
)1/2
:=
(
E‖I13‖2
)1/2
+ E
(‖I23‖2)1/2 .
Applying the Lipschitz condition in Assumption 5.3(a), using the fact that the semigroup
is bounded and according to Lemma 5.10, for X0 ∈ L2(D,D((−A)γ)), 0 ≤ γ ≤ 1 we
therefore have(
E‖I13‖2
)1/2 ≤ Cm−1∑
k=0
∫ tk+1
tk
(
E‖(X(s)−O(s))− (X(tk)−O(tk))‖2
)1/2
ds
≤ C
m−1∑
k=0
∫ tk+1
tk
(s− tk)γds ≤ C∆tγ.
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Let us now estimate E (‖I23‖2)1/2. The analysis below follows the same steps as in Chapter 5
although the approximating semigroup Sh is different here. Applying a Taylor expansion
to F gives
E
(‖I23‖2)1/2 ≤ I213 + I223 + I233 ,
with
I213 =
(
E‖
m−1∑
k=0
∫ tk+1
tk
Sh(tm − s)PhF ′(X(tk))(O(s)− S(s− tk)O(tk))ds‖2
)1/2
I223 =
(
E‖
m−1∑
k=0
∫ tk+1
tk
Sh(tm − s)PhF ′(X(tk))(S(s− tk)O(tk)−O(tk))ds‖2
)1/2
I233 =
(
E‖
m−1∑
k=0
∫ tk+1
tk
Sh(tm − s)
∫ 1
0
G(1− r)drds‖2
)1/2
,
G := PhF
′′(X(tk)) + r(O(s)−O(tk))(O(s)−O(tk), O(s)−O(tk)).
Using the fact that O(t2)− S(t2 − t1)O(t1), 0 ≤ t1 < t2 ≤ T is independent of Ft1 , one can
show, as in [89], that
(
I213
)2
=
m−1∑
k=0
E‖
∫ tk+1
tk
Sh(tm − s)PhF ′(X(tk))(O(s)− S(s− tk)O(tk))ds‖2.
Therefore as Sh is bounded we have
I213
≤
(
m−1∑
k=0
(∫ tk+1
tk
(
E‖Sh(tm − s)PhF ′(X(tk))(O(s)− S(s− tk)O(tk))‖2
)1/2
ds
)2)1/2
≤ C
(
m−1∑
k=0
(∫ tk+1
tk
(
E‖PhF ′(X(tk))(O(s)− S(s− tk)O(tk))‖2
)1/2
ds
)2)1/2
.
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Ho¨lder’s inequality with Assumption 5.5, Assumption 5.3(a) and Proposition 2.6 yields
I213
≤ C∆t1/2
(
m−1∑
k=0
∫ tk+1
tk
E‖PhF ′(X(tk))(O(s)− S(s− tk)O(tk))‖2ds
)1/2
≤ C∆t1/2
(
m−1∑
k=0
∫ tk+1
tk
E‖(O(s)− S(s− tk)O(tk))‖2ds
)1/2
≤ C∆t1/2
(
m−1∑
k=0
∫ tk+1
tk
((
E‖O(s)−O(tk)‖2
)1/2
+
(
E‖(S(s− tk)− I)O(tk))‖2
)1/2)2
ds
)1/2
≤ C∆t1/2
(
m−1∑
k=0
∫ tk+1
tk
(
(s− tk)θ + (s− tk)r/2
(
E‖O(tk)‖2r
)1/2)2
ds
)1/2
≤ C∆t1/2+θ.
Let us estimate I223 .
I223
≤
m−1∑
k=0
∫ tk+1
tk
(
E‖Sh(tm − s)Ph(−A)1/2(−A)−1/2F ′(X(tk))(S(s− tk)− I)O(tk))‖2
)1/2
ds
≤
m−1∑
k=0
∫ tk+1
tk
‖Sh(tm − s)Ph(−A)1/2‖L(L2(Ω))
× (E‖(−A)−1/2F ′(X(tk))(S(s− tk)− I)O(tk))‖2)1/2 ds.
Since Ph(−A)1/2 = (−Ah)1/2 and Sh satisfies the smoothing properties analogous to S(t)
independently of h (see for example [32]), and in particular
‖Sh(tm)(−Ah)1/2‖L(L2(Ω)) = ‖(−Ah)1/2Sh(tm)‖L(L2(Ω)) ≤ Ct−1/2m , tm = m∆t > 0,
we therefore have
I223 ≤ C
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2
× (E‖(−A)−1/2F ′(X(tk))((S(s− tk)− I)O(tk))‖2)1/2 ds.
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As in the similar estimate of I223 in Chapter 5, the identification of H to its dual yields
I223 ≤ C
m−1∑
k=0
∫ tk+1
tk
(tm − tk+1)−1/2
×
E( sup
‖v‖≤1
|〈F ′(X(tk))∗(−A)−1/2v, (S(s− tk)− I)O(tk)〉|
)21/2 ds
≤ C
m−1∑
k=0
∫ tk+1
tk
(tm − tk+1)−1/2
×
E( sup
‖v‖≤1
‖F ′(X(tk))∗(−A)−1/2v‖1‖(S(s− tk)− I)O(tk))‖−1
)21/2 ds
≤ C
m−1∑
k=0
∫ tk+1
tk
(tm − tk+1)−1/2
× (E (1 + ‖X(tk)‖1)2 ‖ (S(s− tk)− I)O(tk)‖−1)2)1/2 ds
≤ C
m−1∑
k=0
∫ tk+1
tk
(tm − tk+1)−1/2
× (E (1 + ‖X(tk)‖1)4)1/4 (E (‖S(s− tk)− I)O(tk)‖−1)4)1/4 ds
≤ C
m−1∑
k=0
(tm − tk+1)−1/2
×
(
1 +
(
E‖X(tk)‖41
)1/4)∫ tk+1
tk
(
E (‖S(s− tk)− I)O(tk)‖−1)4
)1/4
ds
≤ C
m−1∑
k=0
(tm − tk+1)−1/2
×
∫ tk+1
tk
‖(−A)−(r/2+1/2) (S(s− tk)− I) ‖L(L2(Ω))
(
E‖O(tk)‖4r
)1/4
ds
≤ C
m−1∑
k=0
(tm − tk+1)−1/2
∫ tk+1
tk
‖(−A)1/2−r/2(−A)−1(S(s− tk)− I)‖L(L2(Ω))ds.
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Using Proposition 2.6 and the fact that (−A)1/2−r/2 is bounded as r = 1, 2 yields
I223 ≤ C
m−1∑
k=0
(tm − tk+1)−1/2
∫ tk+1
tk
(s− tk) ds
= C∆t3/2
m−1∑
k=0
(m− k − 1)−1/2 .
We can bound the sum above by 2M1/2, therefore we have
I213 + I
22
3 ≤ C(∆t+ ∆t1/2+θ) ≤ C(∆t2θ).
Let us estimate I233 . Using the fact that Sh is bounded with Assumption 5.3 and Assump-
tion 5.5 yields (with G = PhF
′′(X(tk) + r(O(s)−O(tk)))(O(s)−O(tk), O(s)−O(tk)))
I233 ≤
m−1∑
k=0
∫ tk+1
tk
‖Sh(tm − s)‖L(L2(Ω))
∫ 1
0
(
E‖G‖2)1/2 drds
≤ C
m−1∑
k=0
∫ tk+1
tk
∫ 1
0
(
E‖O(s)−O(tk)‖4V
)1/2
drds
≤ C
m−1∑
k=0
∫ tk+1
tk
((
E‖O(s)−O(tk)‖4V
)1/4)2
ds
≤
m−1∑
k=0
∫ tk+1
tk
(s− tk)2θ ds ≤ C(∆t)2θ.
Combining I213 + I
22
3 and I
23
3 yields the following estimate
E
(‖I3‖2)1/2 ≤ C(∆tσ) ≤ C(∆tσ).
Combining the previous estimates for the term I yields :
If X0 ∈ L2(D,D((−A)γ)), 0 < γ < 1/2
(
E‖I‖2)1/2 ≤ C (t−1/2+γm h+ ∆tσ + m−1∑
k=0
∫ tk+1
tk
(
E‖X(tk)−Xhk ‖2
)1/2
ds
)
.
If X0 ∈ L2(D,D((−A)γ)), 1/2 ≤ γ < 1
(
E‖I‖2)1/2 ≤ C (h+ ∆tσ + m−1∑
k=0
∫ tk+1
tk
(
E‖X(tk)−Xhk ‖2
)1/2
ds
)
.
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If X0 ∈ L2(D,D(−A)) and F (X(t)) ∈ L2(D,D((−A)α)), with sup
0≤s≤T
(E‖F (X(s))‖2α) <
∞, α ∈ (0, 1/2) small enough,
(
E‖I‖2)1/2 ≤ C (h2 + ∆t2θ + m−1∑
k=0
∫ tk+1
tk
(
E‖X(tk)−Xhk ‖2
)1/2
ds
)
.
Finally we combine all our estimates on I, II and III to get (E‖I‖2)1/2 , (E‖II‖2)1/2 and
(E‖III‖2)1/2 and use the discrete Gronwall lemma to complete the proof.
6.3.3 Proof of Theorem 6.3 for SETD1 scheme
We now prove convergence in H1(Ω) and estimate
(
E‖X(tm)−Xhm‖2H1(Ω)
)1/2
. For the
proof we follow the same steps as in previous section for Theorem 6.1 and we now estimate
(6.13) in the H1 norm.
Let estimate (E‖II‖2H1(Ω))1/2. As in the proof of Theorem 6.1 in Section 6.3.2, using
the regularity of the noise O(t) ∈ L2(D,D(−A)), ∀t ∈ [0, T ] and the property (5.23) of the
projection Ph yields
E‖II‖2H1(Ω) = E‖PhPN(O(tm))− PN(O(tm))‖2H1(Ω)
≤ Ch2E‖(PN(O(tm))‖H2(Ω)
≤ Ch2E‖O(tm)‖H2(Ω)
≤ Ch2E‖(−A)
∫ tm
0
S(tm − s)dW (s)‖2
E‖II‖2H1(Ω) ≤ Ch2
∫ tm
0
‖(−A)S(tm − s)‖2L02ds
≤ Ch2
∫ T
0
‖(−A)Q1/2‖2HSds
≤ Ch2,
thus (E‖II‖2H1(Ω))1/2 ≤ Ch.
Using the regularity of the noise again and the equivalency ‖.‖H1(Ω) ≡ ‖(−A)1/2.‖, we
150
also have
E‖III‖2H1(Ω) = E‖(I− PN)O(tm)‖2H1(Ω)
= E‖(I− PN)(−A)−1(−A)1O(tm)‖2H1(Ω)
= E‖(−A)1/2(I− PN)(−A)−1(−A)1O(tm)‖2H1(Ω)
≤ ‖(−A)1/2(I− PN)(−A)−1‖2L(L2(Ω))E‖(−A)O(tm)‖2
≤ ‖(−A)1/2(I− PN)(−A)−1‖2L(L2(Ω))E‖(−A)O(tm)‖2
≤ C
(
inf
j∈Nd\IN
λj
)−1
.
We now estimate the term I from (6.13) in the H1(Ω) norm noting that from (6.14) we
have I = I1 + I2 + I3 + I4. Estimates on I1 follow immediately from equations (6.10) and
(6.11) of Lemma 6.4, and then for I1, if X0 ∈ L2(D,D((−A)(γ+1)/2)), equation (6.10) of
Lemma 6.4 gives
(E‖I1‖2H1(Ω))1/2 ≤ Ct−1/2m h
(
E‖X0‖21
)1/2
and if X0 ∈ L2(D,D(−A)),
(E‖I1‖2H1(Ω))1/2 ≤ Ch
(
E‖X0‖22
)1/2
.
If F satisfies Assumption 5.3 (b), then using the Lipschitz condition, the triangle inequality,
the fact that Ph is an bounded operator and Sh satisfies the smoothing property analogous
to S(t) independently of h [32], i.e.
‖Sh(t)v‖2H1(Ω) ≤ Ct−1/2‖v‖ v ∈ Vh t > 0,
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we have
(E‖I2‖2H1(Ω))1/2
≤
m−1∑
k=0
∫ tk+1
tk
(
E‖Sh(tm − s)Ph
(
F (X(tk))− F (Zhk + PhPNO(tk))
) ‖2H1(Ω))1/2 ds
≤ C
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2
(
E‖F (X(tk))− F (Zhk + PhPNO(tk))‖2
)1/2
ds
≤ C
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2
(
E‖X(tk)−Xhk ‖2H1(Ω)
)1/2
ds.
Once again using the Lipschitz condition, triangle inequality and smoothing property
of Sh, but with Lemma 5.10 gives
(E‖I3‖2H1(Ω))1/2
≤
m−1∑
k=0
∫ tk+1
tk
(E‖Sh(tm − s)Ph(F (X(s))− F (X(tk))‖2H1(Ω))1/2)ds
≤ C
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2(E‖F (X(s))− F (X(tk))‖)1/2ds
≤ C
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2(E‖X(s)−X(tk)‖2H1(Ω))1/2ds
≤ C
(
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2(s− tk)γ/2ds
)
×
(
E‖X0‖2γ+1 +
(
E sup
0≤s≤T
‖F (X(s))‖H1(Ω)
)2
+ 1
)1/2
≤ C
(
∆tγ/2
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2
)
×
(
E‖X0‖2γ+1 +
(
E sup
0≤s≤T
‖F (X(s))‖H1(Ω)
)2
+ 1
)1/2
.
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As in the previous theorem, we use the fact that
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2ds ≤ 2
√
T .
Then if X0 ∈ L2(D,D((−A)(γ+1)/2)) we have finally found
(E‖I3‖2H1(Ω))1/2 ≤ C(∆t)γ/2
(
E‖X0‖2γ+1 +
(
E sup
0≤s≤T
‖F (X(s))‖H1(Ω)
)2
+ 1
)1/2
.
In the same way, if X0 ∈ L2(D,D(−A)) we obviously have (E‖I3‖2H1(Ω))1/2 ≤ C(∆t)1/2−
by taking γ = 1−  in Lemma 5.10,  > 0 small enough.
If F (X(t)) ∈ L2(D,H) then by (6.10) of Lemma 6.4 we find
(E‖I4‖2H1(Ω))1/2 ≤
m−1∑
k=0
∫ tk+1
tk
(
E‖Th(tm − s)F (X(s))‖2H1(Ω)
)1/2
ds
≤ Ch
(
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2ds
)(
sup
0≤s≤T
E‖F (X(s))‖2H1(Ω)
)1/2
≤ Ch.
Combining our estimates, for F (X(t)) ∈ L2(D,H) we have that: IfX0 ∈ L2(D,D((−A)(γ+1)/2))
then
(E‖I‖2H1(Ω))1/2 ≤ C
(
t−1/2m h+ ∆t
γ/2
+
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2
(
E‖X(tk)−Xhk ‖2H1(Ω)
)1/2
ds
)
.
If X0 ∈ L2(D,D(−A)) then
(E‖I‖2H1(Ω))1/2 ≤ C
(
h+ ∆t(
1
2
−)
+
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2
(
E‖X(tk)−Xhk ‖2H1(Ω)
)1/2
ds
)
.
where C > 0 depending of the T , the initial solution X0, the mild solution X, the nonlinear
function F .
Combining our estimates
(
E‖I‖2H1(Ω)
)1/2
,
(
E‖II‖2H1(Ω)
)1/2
and
(
E‖III‖2H1(Ω)
)1/2
and
using the discrete Gronwall lemma concludes the proof.
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6.3.4 Proofs of Theorem 6.2 and Theorem 6.3 for SETD0 scheme
Recall that
Y hm = e
∆tAh
(
Y hm−1 + ∆tPhF (Y
h
m−1)
)
+ Ph
∫ tm
tm−1
e(tm−s)ANdWN(s)
= Sh(tm)PhX0 +
m−1∑
k=0
(∫ tk+1
tk
Sh(tm − tk)PhF (Y hk )ds
+ Ph
∫ tk+1
tk
SN(tm − s)dWN(s)
)
= Sh(tm)PhX0 +
m−1∑
k=0
(∫ tk+1
tk
Sh(tm − tk)PhF (Y hk )ds
)
+ PhPNO(tm)
= Zhm + PhPNO(tm).
As in the Theorem 6.1 we obviously have
X(tm)− Y hm
= X tm +O(tm)− Y hm
= X(tm) +O(tm)−
(
Zhm + PhPNO(tm)
)
=
(
X(tm)− Zhm
)
+ (PN(O(tm))− PhPN(O(tm))) + (O(tm)− PN(O(tm)))
= I + II + III.
(6.15)
The proofs are therefore as the proofs of Theorem 5.7 and Theorem 5.8 in Chapter 5 but
with Sm−kh,∆t replaced by Sh(tm − tk) and using the similar estimates as in the proofs of
Theorem 6.1 and Theorem 6.3 for the SETD1 scheme.
6.4 Implementation & numerical results
As for deterministic exponential integrators, the key element in the stochastic exponential
schemes is the computing of the matrix exponential functions, the so called ϕi−functions.
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We use here the real fast Le´ja points and the Krylov subspace technique. Implementations
of these two techniques are given in Chapter 3.
6.4.1 Numerical construction of noise
We relate the decay of the eigenvalues qi of Q in (4.3) to the covariance function and discuss
implementation. For concreteness we examine A on [0, L1]×[0, L2] with Neumann boundary
conditions. For the process O(t) ∈ L2(D, Hr(Ω)), r = 1, 2 we take the following values for
{qi,j}i+j>0 in the representation (4.3)
qi,j = Γ/ (i+ j)
r/2 , r > 0. (6.16)
We say that the noise is in Hr when the eigenvalues satisfy (6.16). Again we consider the co-
variance operator Q with the following covariance function (kernel) with strong exponential
decay [75,81,92]
Cr((x1, y1); (x2, y2)) =
Γ
4b1b2
exp
(
−pi
4
[
(x2 − x1)2
b21
+
(y2 − y1)2
b22
])
where b1, b2 are spatial correlation lengths in the x and y directions respectively and Γ > 0.
This covariance function is frequently used in geosciences to generate a random perme-
ability (see [30] and Chapter 3). Recall that the corresponding values of {qi,j}i+j>0 in the
representation (4.3) are given by
qi,j = Γ exp
[
− 1
2pi
(
(λ
(1)
i b1)
2 + (λ
(2)
j b2)
2
)]
,
During our simulation, the process
Ôk =
∫ tk+1
tk
e(tk+1−τ)ANdWN(τ)
is generated in Fourier space as in [89] by applying the Ito isometry in each mode, which
yields
(ei, Ôk)) = e
−λi∆t
(
qi
2λi
(
1− e−2λi∆t))1/2Ri,k, (6.17)
i ∈ IN = {1, 2, 3, ..., N}2, k = 0, 1, 2...,M − 1 and Ri,k are independent, standard normally
distributed random variables with means 0 and variance 1. For efficient computations
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we use the inverse fast Fourier transform or some variant : e.g. for Neumann boundary
conditions we use the inverse discrete cosine transform.
The exponential functions in the schemes SETD0 and SETD1 are computed either using
the real Le´ja points technique or the Krylov subspace technique. For noise with exponential
correlations, bi > 0, i = 1, 2 we have ‖(−A)r/2Q1/2‖HS < ∞, r = 1, 2. Furthermore
Assumption 5.5 is obviously satisfied with V = H = L2(Ω) and θ = 1/2. We therefore
expect the higher temporal order, i.e. close to 1 with initial data X0 = 0 when F is taken
to be linear. We need to consider the projection Ph of the noise onto the computational grid.
There are two cases. When the vertices of our finite element mesh matches the evaluation
points of the noise term O(t), the projection Ph is trivial. We also used the centered finite
volume [35] discretization. Here Ph is trivial when the center of every control volume is an
evaluation point of O(t). Of course in general the evaluation points of the noise term O(t)
do not necessarily need to match the finite volume or finite element grids. In this case the
noise needs to be regular for a good projection (see assumption 5.5).
In our simulations we examine both a finite element and a finite volume discretiza-
tion in space and take as a domain Ω = [0, 1] × [0, 1]. For time discretizations we com-
pare the schemes here with an semi-implicit Euler Maruyama method (denoted “Implic-
itfem”) and the semi-implicit Euler Maruyama of Chapter 5 that uses linear function-
als of the noise as in (6.17). We denote by “Implicitfem” the graph for the standard
semi-implicit in time with finite element method for space discretization with exponen-
tial correlation function,“SETD1fem” and “SETD0fem” the graph for schemes SETD1
and SETD0 with finite element method for space discretization and exponential correla-
tion function, “Implicitfvmr”, r = 1, 2 the graph for standard implicit with finite volume
method for space discretization with Hr noise, “SETD1femr” and “SETD0femr”, r = 1, 2
the graph for the schemes SETD1 and SETD0 with finite element method for space dis-
cretization with Hr noise, “SETD1fvmr” and “SETD0fvmr”, r = 1, 2 the graph for the
schemes SETD1and SETD0 with finite volume method for space discretization with Hr
noise, “ModifiedImplicitfvmr”, r = 1, 2 graph for the modified implicit scheme constructed
in Chapter 5 with finite volume method for space discretization with Hr noise.
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6.4.2 A linear reaction–diffusion equation
As a simple example consider the reaction diffusion equation in the time interval [0, T ] with
diffusion coefficient D > 0
dX = (D∆X − λX)dt+ dW X(0) = X0, (6.18)
with homogeneous Neumann boundary conditions in Ω. Here λ is a constant related to
the reaction and in the notation of (5.1) F (u) = −λu and obviously satisfies condition (a)
of Assumption (5.3). For this linear equation we can construct an exact solution up to
any spectral projection error. We compute the exponential functions ϕi with the real fast
Le´ja points technique. The absolute tolerance used is 10−6. As in Chapter 5, notice that
A = D∆ does not satisfy Assumption 5.2 as 0 is an eigenvalue. During the simulations
we need to manage the singularity of (6.17) at λ0 = 0 or use the perturbed operator
A = D∆+ I,  > 0.
We start by examining in Figure 6.1 convergence with Hr noise, r = 1, 2. The figure
compares the finite element discretization for schemes SETD0, SETD1, the standard im-
plicit Euler–Maruyama scheme and the modified implicit scheme introduced in [18] which
also uses a linear functional of the noise. We observe that schemes with finite element and
finite volume space discretization have the same order of accuracy. In Figure 6.1 (a) the
noise is in H1 and the diffusion coefficient is D = 1. We clearly see improved accuracy of the
schemes that use the linear functions of the noise : namely SETD0, SETD1 and modified
implicit over the standard semi-implicit method. Not only is there an improved constant
but the temporal order is higher. Numerically we find from Figure 6.1 an order of 0.97 for
SETD0, SETD1 and for the modified semi-implicit Euler-Maruyama scheme, which are in
excellent agreement with the theoretical value of 1 from the theory, the order of conver-
gence of the standard implicit scheme is 0.30. We also see that the scheme SETD0 and the
modified implicit scheme have approximately the same order of accuracy and that SETD1
is slightly more accurate compared to the schemes SETD0 and the modified semi-implicit
Euler-Maruyama. In Figure 6.1 (b) the noise is H2 and diffusion coefficient D = 1/100.
The error here is dominated by space discretization error, as a consequence to see the con-
vergence we need small ∆x and ∆y. We observe again that the schemes using the linear
functionals are more accurate. We also see from both Figure 6.1 (a) and (b) that SETD1 is
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slightly more accurate than SETD0 by some constant. The temporal order of convergence
for schemes using linear functional of the noise is 0.97 and 0.5 for the standard semi-implicit
scheme. From Figure 6.1 (a) to Figure 6.1 (b) we observe that as the noise is regular the
gap between errors in different schemes is small.
In Figure 6.2 we show results with the exponential covariance function for the noise, as
the noise is certainly in Hr, r = 1 or 2 we expect a rate of convergence close to one. The
figure compares the finite element discretization for schemes SETD0 and SETD1 against
the standard implicit scheme. The temporal order of convergence of the schemes SETD0 is
0.80 and SETD1 is 1.05 and 0.80 for the standard implicit scheme. We see the improved
accuracy in the schemes SETD0 and SETD1 compared to the standard implicit scheme.
We also see the better accuracy of the scheme SETD1 compared to SETD0.
6.4.3 Stochastic advection diffusion reaction
As a more challenging example we consider the stochastic advection diffusion reaction SPDE
dX =
(
D∆X −∇ · (qX)− X
X + 1
)
dt+ dW, (6.19)
with mixed Neumann-Dirichlet boundary conditions. and constant velocity q = (1, 0) for
homogeneous medium. The Dirichlet boundary condition is X = 1 at x = 0 and we use
the homogeneous Neumann boundary conditions elsewhere. In terms of equation (5.1) the
nonlinear term F is given by
F (u) = −∇ · (qu)− u
(u+ 1)
, u ∈ R+ (6.20)
and clearly satisfies Assumption 5.3 (b). In our simulation the intensity of the noise is such
that we cannot have X = −1. We can also bypass the singularity issue by taking
F (u) = −∇ · (qu)− u
(|u|+ 1) , u ∈ R (6.21)
as in the Chapter 5. For heterogeneous a medium we used three parallel high permeability
streaks. This could represent for example a highly idealized fracture pattern. We obtain
the Darcy velocity field q by solving the system
∇ · q = 0
q = −k(x)
µ
∇p,
(6.22)
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(a)
(b)
Figure 6.1: Convergence in the root mean square L2 norm at T = 1 as a function of ∆t
with Hr, r = 1, 2. (a) Shows convergence for finite element and finite volume discretizations
with r = 1, D = 1, λ = 1, Γ = 1 and ∆x = ∆y = 1/100. In (b) we show convergence
for finite element and finite volume discretizations with r = 2, D = 1/100, λ = 1, Γ = 1,
∆x = ∆y = 1/400 (small to have a good look of convergence). The initial data is X0 = 0
and the simulation is for (6.18) with 20 realizations.
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Figure 6.2: Convergence in the root mean square L2 norm at T = 1 as a function of ∆t with
exponential covariance function with D = 1, λ = 0.5, Γ = 1 and regular mesh coming from
rectangular grid with size ∆x = ∆y = 1/100. The simulation is for (6.18) with correlation
lengths b1 = b2 = 0.2 and 10 realizations. Initial data is given by X0 = 0.
with Dirichlet boundary conditions Γ1D = {0, 1}× [0, 1] and Neumann boundary Γ1N =
(0, 1)× {0, 1} such that
p =
 1 in {0} × [0, 1]0 in {L1} × [0, 1]
and
−k∇p(x, t) · n = 0 in Γ1N
where p is the pressure, µ is dynamical viscosity and k the permeability of the porous
medium. We have assumed that rock and fluids are incompressible and sources or sinks are
absent, thus the equation
∇ · q = ∇ ·
[
k(x)
µ
∇p
]
= 0 (6.23)
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comes from mass conservation. To deal with high Pe´clet flows we discretize in space using
finite volumes. Simulations are in L2(Ω) since the discrete L2(Ω) norm is easy to implement
for all types of boundary conditions. We can write the semi-discrete finite volume method
as
dXh = (AhX
h + PhF (X
h) + b(Xh)) + PhPNdW, (6.24)
where here Ah is the space discretization of D∆ using only homogeneous Neumann bound-
ary conditions and b(Xh) comes from the approximation of diffusion flux at the Dirichlet
boundary condition size. We compute the exponential functions ϕi with Krylov subspace
technique with dimension m = 6 and the absolute tolerance 10−6 and the real fast Le´ja
points technique for ϕ0. In Figure 6.3(a) we show the convergence of schemes SETD0,
SETD1 and standard implicit scheme with H2 noise for homogeneous medium, the “true
solution” is the numerical scheme with smaller time step ∆t = 1/15360. All the schemes
have temporal order of convergence 1/4. We can also observe the accuracy of the scheme
SETD1 and SETD0 comparing to the standard implicit scheme in Figure 6.3(a). In Fig-
ure 6.4(a) we show the convergence of schemes SETD0, SETD1 with H2 noise for a het-
erogeneous medium. The two schemes have the same error. The corresponding mean of
CPUtime for the scheme SETD0 is given in Figure 6.5(b). We observe a slight efficiency
gain using the Le´ja points technique compared to the Krylov subspace technique during
the evaluation of the action of ϕ0.
In conclusion we obtained superior convergence for the stochastic exponential integrators
using linear functionals of the noise with a finite element discretization. Furthermore we
have shown that these schemes that require the exponential of a non-diagonal matrix can
be efficiently implemented for finite element and finite volume discretizations of realistic
porous media flow with stochastic forcing.
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(a)
(b)
Figure 6.3: (a) Convergence of the root mean square L2 norm at T = 1 as a function
of ∆t with 30 realizations with ∆x = ∆y = 1/160, X0 = 0, Γ = 0.01 for homogeneous
medium. The noise is white in time and in H2 in space. The temporal order of convergence
in time is 1/4 for all schemes. In (b) we plot a sample of a “true solution” for r = 2 with
∆t = 1/15360.
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(a)
(b)
Figure 6.4: (a) Convergence of the root mean square L2 norm at T = 1 as a function of ∆t
with 30 realizations and ∆x = ∆y = 1/160, X0 = 0, Γ = 0.01 for heterogeneous medium.
The noise is white in time and in H2 in space. The temporal order of convergence in time
is 0.26 (close to 1/4) for the two methods. In (b) we plot a sample of a “true solution” for
r = 1 with ∆t = 1/15360.
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(a)
(b)
Figure 6.5: Streamline of the velocity in heterogeneous medium with comparison Krylov
subspace and real and Le´ja points techniques corresponding to Figure 6.4. In (a) we plot
the streamline of the velocity field and in (b) the mean CPUtime for SETD0 using the
Krylov and Leja points techniques. The local Pe´clet number for the flow is 16.58.
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Chapter 7
Stochastic Exponential Integrators
for Finite Element Discretization of
SPDEs for Multiplicative & Additive
Noise
In this chapter, we consider the numerical approximation of a general second order semi–
linear parabolic stochastic partial differential equation (SPDEs) driven by space-time noise,
for additive and multiplicative noise. In contrast to the standard time stepping methods
which approximate the exponential operator by the rational fraction operators in the mild
form, we extend two deterministic exponential integrators to stochastic exponential inte-
grators schemes.
We consider noise that is in the trace class and give a convergence proof in the mean
square L2 norm. We discretize in space with the finite element method and in our im-
plementation we examine both the finite element and the finite volume methods. In our
numerical results we use two different efficient techniques to compute the exponential ma-
trix functions: the real fast Le´ja points and the Krylov subspace techniques as in Chapter 6.
We present results for a linear reaction diffusion equation in two dimensions with additive
noise as well as a nonlinear example of two-dimensional stochastic advection diffusion re-
action equation motivated from realistic porous media flow. Results from this chapter are
presented in our paper [94].
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7.1 Introduction
We analyse the strong numerical approximation of the Ito stochastic partial differential
equation defined in Ω ⊂ Rd. Boundary conditions on the domain Ω are typically Neumann,
Dirichlet or some mixed conditions. We consider the general SPDEs given in (4.11) with
H = L2(Ω). Typical examples are stochastic (advection) diffusion reaction equations where
A = ∇ · (D∇(.)) arising from example in pattern formation in physics and mathematical
biology. We illustrate our work with both a simple reaction diffusion equation where we
can construct an exact solution
dX = (∇ · (D∇X)− λX) dt+ dW (7.1)
as well as the stochastic advection reaction diffusion equation
dX =
(
∇ · (D∇X)−∇ · (qX)− X|X|+ 1
)
dt+XdW (7.2)
where D is the diffusion matrix, q is the Darcy velocity field [20] and λ is a constant
depending of the reaction function.
Our schemes here are based on using the finite element method (or finite volume method)
for space discretization so that we gain the flexibility of these methods to deal with complex
boundary conditions and we can apply well developed techniques such as upwinding to deal
with advection. We improve on the schemes presented in Chapter 5 and Chapter 6 as we
do not require the linear operator A to be self adjoint and do not need information on the
eigenvalues and eigenfunctions of the operator A.
As in Chapter 6, schemes presented here are based on exponential matrix computation
where Le´ja points and Krylov subspace techniques are efficient tools. The convergence proof
given below is similar to one in [87]. The chapter is organised as follows. In Section 7.2
we present the two numerical schemes based on the exponential integrators and our as-
sumptions on (4.11). We also present and comment on our convergence results. Section 7.3
contains the proofs of our convergence theorems. We conclude in Section 7.4 by presenting
some simulations and discuss implementation of these methods.
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7.2 Numerical schemes and main results
7.2.1 The abstract setting
We assume that Ω has a smooth boundary or is a convex polygon of Rd, d = 1, 2, 3. For
convenience of presentation we take A to be a second order operator as this simplifies
the convergence proof. More precisely we consider the general second order semi–linear
parabolic stochastic partial differential equation given by
dX(t,x) = (∇ ·D∇X(t,x)− q · ∇X(t,x) + f(x, X(t,x))) dt
+b(x, X(t,x))dW (t,x), x ∈ Ω, t ∈ [0, T ], (7.3)
where f, b : Ω×R→ R are two continuously differentiable functions with globally bounded
derivatives.
In the abstract form given in (4.11), the linear operator is defined by
A = ∇ ·D∇(.)− q · ∇(.)
=
d∑
i,j=1
∂
∂xi
(
Di,j
∂
∂xj
)
−
d∑
i=1
qi
∂
∂xi
, (7.4)
where we assume as in Chapter 2 that Di,j ∈ L∞(Ω), qi ∈ L∞(Ω) and that there exists a
positive constant c1 > 0 such that (2.14) holds. The nonlinear operators F : H → H and
B : H → HS(Q1/2(H), H) = L02 are defined by
(F (v))(x) = f(x, v(x)), (B(v)u)(x) = b(x, v(x)) · u(x), (7.5)
for all x ∈ Ω, v ∈ H, u ∈ Q1/2(H), with H = L2(Ω).
According to Chapter 2, the linear operator A generate an analytic semigroup S(t) =
etA. The nonlinear operators F, B and the noise need to satisfy Assumption 4.12, Assump-
tion 4.13 (or Assumption 4.14) for existence and uniqueness of the mild solution of equation
(4.11). Notice that by the definitions of the operator B and ‖.‖L02 , for Y ∈ H = L2(Ω) we
have
‖B(Y )‖2L02 =
∑
i∈Nd
‖b(Y )Q1/2ei‖2, (7.6)
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where b(Y ) is the Nemytskii operator defined by
b(Y )(x) = b(x, Y (x)) x ∈ Ω. (7.7)
The following theorem gives the regularity result of the mild solution X of (4.11).
Theorem 7.1 Assume that Assumption 4.12 and Assumption 4.13 hold. Let X be the
mild solution given in (4.13). If X0 ∈ L2(D,D((−A)β/2), β ∈ [0, 1) then for all t ∈
[0, T ], X(t) ∈ L2(D,D((−A)β/2)) with(
E‖X(t)‖2β
)1/2 ≤ C (1 + (E‖X0‖2β)1/2 + sup
0≤s≤t
(
E‖X(s)‖2)1/2) .
Proof. Recall that if X is the solution of (4.11), it therefore satisfies the boundary condition
and we only need to check that (
E‖X(t)‖2β
)1/2
<∞
to conclude the proof. Recall that the mild solution is given by
X(t) = S(t)X0 +
∫ t
0
S(t− s)F (X(s))ds+
∫ t
0
S(t− s)B(X(s))dW (s)
then (
E‖X(t)‖2β
)1/2 ≤ (E‖S(t)X0‖2β)1/2 + (E‖∫ t
0
S(t− s)F (X(s))ds‖2β
)1/2
+
(
E‖
∫ t
0
S(t− s)B(X(s))dW (s)‖2β
)1/2
= I + II + III.
We obviouly have
I =
(
E‖S(t)X0‖2β
)1/2 ≤ C (E‖X0‖2β)1/2 .
Let us estimate II
II =
(
E‖
∫ t
0
S(t− s)F (X(s))ds‖2β
)1/2
≤
∫ t
0
(
E‖S(t− s)F (X(s))‖2β
)1/2
ds
≤
∫ t
0
(
E‖(−A)β/2S(t− s)F (X(s))‖2)1/2 ds.
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Using the consequence of Assumption 4.12 and the semigroup properties in Proposition 2.6
yields
II ≤ C
(∫ t
0
‖(−A)β/2S(t− s)‖L(L2(Ω))ds
)(
sup
0≤s≤t
(
E (1 + ‖X(s)‖)2)1/2)
≤ C
(∫ t
0
(t− s)−β2 ds
)(
1 + sup
0≤s≤t
(
E‖X(s)‖2)1/2)
≤ C
(
1 + sup
0≤s≤t
(
E‖X(s)‖2)1/2) .
Finally, Ito’s isometry and the consequence of Assumption 4.13 yields
III2 = E‖
∫ t
0
S(t− s)B(X(s))dW (s)‖2β
=
∫ t
0
E‖(−A)β/2S(t− s)B(X(s))‖2L02ds
≤ C
(∫ t
0
‖(−A)β/2S(t− s)‖2L(L2(Ω))ds
)(
1 + sup
0≤s≤t
E‖X(s)‖2
)
≤ C
(
1 + sup
0≤s≤t
E‖X(s)‖2
)
,
thus
III ≤ C
(
1 + sup
0≤s≤t
(
E‖X(s)‖2)1/2) .
Then
(
E‖X(t)‖2β
)1/2 ≤ C (1 + (E‖X0‖2β)1/2 + sup
0≤s≤t
(
E‖X(s)‖2)1/2) <∞.
More results about the regularity of X can be found in [95, 96]. For the same initial
data, [95] extends the regularity of the solution X.
7.2.2 Numerical schemes
As in the previous chapter, we consider the discretization of the spatial domain by a finite
element triangulation Th.
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The semi–discrete in space version of the problem (4.11) is to find the process Xh(t) =
Xh(., t) ∈ Vh such that for t ∈ [0, T ],
dXh = (AhX
h + PhF (X
h))dt+ PhB(X
h)dW, Xh(0) = PhX0. (7.8)
The mild solution of (7.8) at time tm = m∆t, ∆t > 0 is given by
Xh(tm) = Sh(tm)PhX0 +
∫ tm
0
Sh(tm − s)PhF (Xh(s))ds
+
∫ tm
0
Sh(tm − s)PhB(Xh)dW (s). (7.9)
Then, given the mild solution at the time tm, we can construct the corresponding solution
at tm+1 as
Xh(tm+1) = Sh(∆t)X
h(tm) +
∫ ∆t
0
Sh(∆t− s)PhF (Xh(s+ tm))ds
+
∫ tm+1
tm
Sh(tm+1 − s)PhB(Xh)dW (s).
To build the first numerical scheme, we use the following approximations
Sh(∆t− s)F (Xh(tm + s)) ≈ Sh(∆t)F (Xh(tm) s ∈ [0, ∆t],
Sh(tm+1 − s)PhB(Xh) ≈ Sh(∆t)PhB(Xh(tm)) s ∈ [tm, tm+1].
We can define our approximation Y hm of X(m∆t) by
Y hm+1 = e
∆tAh
(
Y hm + PhF (Y
h
m) + PhB(Y
h
m) (Wm+1 −Wm)
)
= ϕ0(∆tAh)
(
Y hm + PhF (Y
h
m) + PhB(Y
h
m)∆Wm
)
, (7.10)
where
ϕ0(∆tAh) = e
∆tAh
∆Wm = Wm+1 −Wm =
√
∆t
∑
i∈Nd
√
qiRi,mei,
with Ri,m are independent, standard normally distributed random variables with means
0 and variance 1. We call the scheme defined by (7.10) SETDM0. In order to build the
170
second numerical scheme, we use the following approximations
F (Xh(tm + s)) ≈ F (Xh(tm)) s ∈ [0, ∆t],
Sh(tm+1 − s)PhB(Xh) ≈ Sh(∆t)PhB(Xh(tm)) s ∈ [tm, tm+1].
We can define our approximation Xhm of X(m∆t) by
Xhm+1 = e
∆tAhXhm + A
−1
h
(
e∆tAh − I)PhF (Xhm) + e∆tAhPhB(Xhm) (Wm+1 −Wm) . (7.11)
For efficiency we rewrite the scheme (7.11) as
Xhm+1 = X
h
m + ∆tϕ1(∆tAh)
(
Ah
(
Xhm + PhB(X
h
m)∆Wm
)
+ PhF (X
h
m)
)
,
where
ϕ1(∆tAh) = (∆t Ah)
−1 (e∆tAh − I) = 1
∆t
∫ ∆t
0
e(∆t−s)Ahds.
We will call this second scheme SETDM1. This scheme is also used in [97] with the Fourier
method to solve fourth order stochastic problems.
7.2.3 Main result
Throughout the chapter we take tm = m∆t ∈ (0, T ], where T = M∆t for m,M ∈ N. We
take C to be a constant that may depend on T and other parameters but not on ∆t or h.
Our main result is a strong convergence result in L2 for schemes SETDM1 and SETDM0.
Theorem 7.2 Suppose Assumption 4.12, Assumption 4.13 (or Assumption 4.14) are sat-
isfied. Let X(tm) be the mild solution of equation (4.11) represented by (4.13) and suppose
that b(X(t)) ∈ L2(D,D((−A)α)), ∀t ∈ [0, T ], α ∈ (0, 1/2) small enough. Let ζhm be the
numerical approximation through scheme (7.11) or (7.10) (ζhm = X
h
m for scheme SETDM1
and ζhm = Y
h
m for scheme SETDM0) and 0 < γ < 1. The following estimates hold: If
X0 ∈ L2(D,D((−A)γ)), 0 < γ ≤ 1/2 then(
E‖X(tm)− ζhm‖2
)1/2 ≤ C (t(−1+2γ)/2m h+ ∆tγ/2) .
If X0 ∈ L2(D,D((−A)γ)), 1/2 ≤ γ < 1 then(
E‖X(tm)− ζhm‖2
)1/2 ≤ C (h+ ∆tγ/2) .
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Suppose that for t ∈ [0, T ], F (X(t)) ∈ L2(D,D((−A)β)),∀t ∈ [0, T ], β ∈ (0, 1/2) small
enough: If X0 ∈ L2(D,D((−A)γ)), for 0 < γ < 1 then(
E‖X(tm)− ζhm‖2
)1/2 ≤ C (t(−1+γ)m h2 + ∆tγ/2) .
If X0 ∈ L2(D,D(−A)) and b(X(t)) ∈ L2(D,D(−A)), ∀t ∈ [0, T ] then(
E‖X(tm)− ζhm‖2
)1/2 ≤ C (h2 + ∆t(1/2−)) .
 ∈ (0, 1/2), small enough.
Similar results hold, however, for higher order operators.
Computationally, the noise given by (4.3) is truncated to N terms. Therefore the
corresponding approximated solutions become Xh,Nm for SETDM1 and Y
h,N
m for scheme
SETDM0. For noise where the eigenvalues of the covariance operator has strong exponential
decay, Xh,Nm and Y
h,N
m are close to X
h
m and Y
h
m respectively. In the case of additive noise,
it has been proved in [78] that with the truncation to N terms of the noise (4.3) the
corresponding discrete mild solution Xh,N in (7.9) has the same order of accuracy with
respect to h as Xh.
Note that weak assumption on the noise improve the accuracy in Theorem 7.2 for
additive noise (see [91] and simulation in Section 7.4.1).
7.3 Proofs of main results
7.3.1 Preparatory result
Our preliminary lemma concerns the mild solution of SPDE (4.11).
Lemma 7.3 Let X be the mild solution given in (4.13). Suppose that Assumption 4.12
holds on F and Assumption 4.13 holds for B. Let 0 ≤ γ < 1, t1, t2 ∈ [0, T ] be so that
t1 < t2. If X0 ∈ L2(D,D((−A)γ)) then we have the following estimate,
E‖X(t2)−X(t1)‖2
≤ C(t2 − t1)γ
(
E‖X0‖2γ + E
(
sup
0≤s≤T
(1 + ‖X(s)‖)
)2
+ sup
0≤s≤t1
(1 + E‖X(s)‖)2
)
.
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Proof. Consider the difference
X(t2)−X(t1)
= (S(t2)− S(t1))X0 +
(∫ t2
0
S(t2 − s)F (X(s))ds−
∫ t1
0
S(t1 − s)F (X(s))ds
)
+
(∫ t2
0
S(t2 − s)B(X)dW (s)−
∫ t1
0
S(t1 − s)B(X)dW (s)
)
= I + II + III
so that E‖X(t2) − X(t1)‖2 ≤ 3(E‖I‖2 + E‖II‖2 + E‖III‖2). We estimate each of the
terms I, II and III. Estimation of the terms I and II are similar to ones in Chapter 5,
Lemma 5.10 with additive noise. Using Proposition 2.6 as in Chapter 5 yields
‖I‖ = ‖S(t1)(−A)−γ/2(I− S(t2 − t1))(−A)γ/2X0‖ ≤ C(t2 − t1)γ/2‖X0‖γ
and
E‖II‖2 ≤ C(t2 − t1)2γE
(
sup
0≤s≤T
(1 + ‖X(s)‖)
)2
.
For term III, we have
III =
∫ t1
0
(S(t2 − s)− S(t1 − s))B(X)dW (s) +
∫ t2
t1
S(t2 − s)B(X)dW (s)
= III1 + III2.
Using the Ito isometry property
E‖III1‖2 = E‖
∫ t1
0
(S(t2 − s)− S(t1 − s))B(X)dW (s)‖2
=
∫ t1
0
E‖ (S(t2 − s)− S(t1 − s))B(X)‖2L02ds.
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For 0 ≤ γ < 1, using Assumption 4.13 and Proposition 2.6 yields
E‖III1‖2
≤ C
(∫ t1
0
‖(S(t2 − s)− S(t1 − s))‖2L(L2(Ω))ds
)(
sup
0≤s≤t1
E (1 + ‖X(s)‖)2
)
= C
(∫ t1
0
‖S(t1 − s)(−A)γ/2(−A)−γ/2(I− S(t2 − t1))‖2L(L2(Ω))ds
)(
sup
0≤s≤t1
E (1 + ‖X(s)‖)2
)
= C
(∫ t1
0
‖(−A)γ/2S(t1 − s)(−A)−γ/2(I− S(t2 − t1))‖2L(L2(Ω))ds
)(
sup
0≤s≤t1
E (1 + ‖X(s)‖)2
)
≤ C(t2 − t1)γ
(∫ t1
0
(t1 − s)−γds
)(
sup
0≤s≤t1
E (1 + ‖X(s)‖)2
)
≤ C(t2 − t1)γ
(
sup
0≤s≤t1
E (1 + ‖X(s)‖)2
)
.
Let us estimate E‖III2‖. The Ito isometry, boundedness of S and Assumption 4.13 yield
E‖III2‖2 = E‖
∫ t2
t1
S(t2 − s))B(X)dW (s)‖2
=
∫ t2
t1
E‖S(t2 − s))B(X(s))‖2L02ds
=
(∫ t2
t1
‖S(t2 − s)‖2L(L2(Ω)) ds
)(
sup
0≤s≤t1
E (1 + ‖X(s)‖)2
)
≤ C(t2 − t1)
(
sup
0≤s≤t1
E (1 + ‖X(s)‖)2
)
.
Hence
E‖III‖2 ≤ 2(E‖III1‖2 + E‖III2‖2) ≤ C(t2 − t1)γ.
Combining our estimates of E‖I‖2,E‖II‖2 and E‖III‖2 ends the proof.
7.3.2 Proof of Theorem 7.2 for the scheme SETDM1
Proof. Let us rewrite the mild solution X as
X(tm) = S(tm)X0 +
m−1∑
k=0
∫ tk+1
tk
S(tm − s)F (X(s))ds+
∫ tm
0
S(tm − s)B(X(tm))dW (s)
= X(tm) +O(tm),
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with
X(tm) = S(tm)X0 +
m−1∑
k=0
∫ tk+1
tk
S(tm − s)F (X(s))ds
O(tm) =
∫ tm
0
S(tm − s)B(X(tm))dW (s).
Recall that
Xhm
= e∆tAhXhm−1 + A
−1
h
(
e∆tAh − I)PhF (Xhm−1) + ∫ tm
tm−1
e(tm−s)AhPhB(Xhm−1)dW (s)
= e∆tAhXhm−1 +
∫ ∆t
0
e(∆t−s)AhPhF (Xhm−1)ds+
∫ tm
tm−1
e(tm−s)AhPhB(Xhm−1)dW (s)
= Sh(tm)PhX0 +
m−1∑
k=0
(∫ tk+1
tk
Sh(tm − s)PhF (Xhk )ds+
∫ tk+1
tk
Sh(tm − s)PhB(Xhk )dW (s)
)
= Sh(tm)PhX0 +
m−1∑
k=0
(∫ tk+1
tk
Sh(tm − s)PhF (Xhk )ds
)
+
m−1∑
k=0
∫ tk+1
tk
Sh(tm − s)PhB(Xhk )dW (s)
= Zhm +O
h
m,
with
Zhm = Sh(tm)PhX0 +
m−1∑
k=0
(∫ tk+1
tk
Sh(tm − s)PhF (Xhk )ds
)
.
We examine the error
X(tm)−Xhm = X(tm) +O(tm)−Xhm
= X(tm) +O(tm)−
(
Zhm +O
h
m
)
=
(
X(tm)− Zhm
)
+
(
O(tm)−Ohm
)
= I + II, (7.12)
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thus
E‖X(tm)−Xhm‖2 ≤ 2
(
E‖I‖2 + E‖II‖2) . (7.13)
We follow the same approach as in Chapter 6. Let us estimate the first term E‖I‖2.
Using the definition of Th from (6.8), the first term I can be expanded
I = ThX0 +
m−1∑
k=0
∫ tk+1
tkt
S(tm − s)F (X(s))− Sh(tm − s)PhF (Xhk )ds
= ThX0 +
m−1∑
k=0
∫ tk+1
tk
Sh(tm − s)Ph(F (X(tk))− F (Xhk )))ds
+
m−1∑
k=0
∫ tk+1
tk
Sh(tm − s)Ph(F (X(s))− F (X(tk)))ds
+
m−1∑
k=0
∫ tk+1
tk
(S(tm − s)− Sh(tm − s)Ph)F (X(s))ds
= I1 + I2 + I3 + I4. (7.14)
Then
E‖I‖2 ≤ 4 (E‖I1‖2 + E‖I2‖2 + E‖I3‖2 + E‖I4‖2) .
Let us estimate I1, for 0 ≤ γ < 1 with 2γ ≤ r and r ∈ {1, 2}, if X0 ∈ L2(D,D((−A)γ)),
equation (6.9) of Lemma 6.4 with β = 2γ yields
E‖I1‖2 ≤ Ct−(r−2γ)m h2r
(
E‖X0‖22γ
)
,
and if X0 ∈ L2(D,D(−A)) we have
E‖I1‖2 ≤ Ch4
(
E‖X0‖22
)
.
For the term I2, using Assumption 4.12, the triangle inequality as well as the fact that
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Sh(t) and Ph are bounded operators with Fubini’s theorem yields
E‖I2‖2 ≤ Cm
m−1∑
k=0
E‖
∫ tk+1
tk
Sh(tm − s)Ph
(
F (X(tk))− F (Xhk )
)
ds‖2
≤ Cm
m−1∑
k=0
E
(∫ tk+1
tk
‖F (X(tk))− F (Xhk )‖ds
)2
≤ Cm∆t
m−1∑
k=0
∫ tk+1
tk
(
E‖X(tk)−Xhk ‖2
)
ds
≤ C
m−1∑
k=0
∫ tk+1
tk
(
E‖X(tk)−Xhk ‖2
)
ds.
The Lipschitz condition, the triangle inequality, the fact that Sh and Ph are bounded,
together with Lemma 7.3 yields
(E‖I3‖2)1/2
≤
m−1∑
k=0
∫ tk+1
tk
(E‖Sh(tm − s)Ph(F (X(s))− F (X(tk))‖2)1/2ds
≤ C
m−1∑
k=0
∫ tk+1
tk
(E‖F (X(s))− F (X(tk))‖)1/2ds
≤ C
(
m−1∑
k=0
∫ tk+1
tk
(s− tk)γ/2ds
)
×
(
E‖X0‖2γ + E
(
sup
0≤s≤T
(1 + ‖X(s)‖)
)2
+
(
sup
0≤s≤T
E (1 + ‖X(s)‖)2
))1/2
≤ C∆tγ/2
(
E‖X0‖2γ + E
(
sup
0≤s≤T
(1 + ‖X(s)‖)
)2
+
(
sup
0≤s≤T
E (1 + ‖X(s)‖)2
))1/2
,
thus
E‖I3‖2 ≤ C∆tγ.
If X0 ∈ L2(D,D(−A)) we obviously have E‖I3‖2 ≤ C∆t1− by taking γ = 1−  in Lemma
7.3,  ∈ (0, 1/2) small enough.
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Notice that we have a similar estimation for the term I3 in the case of additive noise (see
Chapter 5 and Chapter 6).
Let us estimate (E‖I4‖2)1/2. For r = 1, β = 0 in Lemma 6.4 yields
(
E‖I4‖2
)1/2 ≤ m−1∑
k=0
∫ tk+1
tk
(
E‖Th(tm − s)F (X(s))‖2
)1/2
ds
≤ Ch sup
0≤s≤T
(
E‖F (X(s))‖2)1/2(∫ tm
0
(tm − s)−1/2
)
≤ Ch,
thus
E‖I4‖2 ≤ Ch2.
For r = 2, β ∈ (0, 1) small enough in equation (6.9) of Lemma 6.4, if for F (X(t)) ∈
L2
(
D,D((−A)β/2)) we have
(
E‖I4‖2
)1/2 ≤ m−1∑
k=0
∫ tk+1
tk
(
E‖Th(tm − s)F (X(s))‖2β
)1/2
ds
≤ Ch2 sup
0≤s≤T
(
E‖F (X(s))‖2β
)1/2(∫ tm
0
(tm − s)−1+β/2
)
≤ Ch2,
thus
E‖I4‖2 ≤ Ch4.
Combining the previous estimates yields: For X0 ∈ L2(D,D((−A)γ)), 1/2 ≤ γ < 1
E‖I‖2 ≤ C
(
h2 + ∆tγ +
m−1∑
k=0
∫ tk+1
tk
(
E‖X(tk)−Xhk ‖2
)
ds
)
.
For X0 ∈ L2(D,D((−A)γ)), 0 < γ ≤ 1/2
E‖I‖2 ≤ C
(
t−1+2γm h
2 + ∆tγ +
m−1∑
k=0
∫ tk+1
tk
(
E‖X(tk)−Xhk ‖2
)
ds
)
.
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For X0 ∈ L2(D,D((−A)γ)), 0 < γ < 1 and F (X(t)) ∈ L2(D,D((−A)β/2)), β ∈ (0, 1/2)
small enough
E‖I‖2 ≤ C
(
t−2+2γm h
4 + ∆tγ +
m−1∑
k=0
∫ tk+1
tk
(
E‖X(tk)−Xhk ‖2
)
ds
)
and X0 ∈ L2(D,D(−A)) and F (X(t)) ∈ L2(D,D((−A)β/2)), β ∈ (0, 1/2) small enough
E‖I‖2 ≤ C
(
h4 + ∆t1− +
m−1∑
k=0
∫ tk+1
tk
(
E‖X(tk)−Xhk ‖2
)
ds
)
,
with  ∈ (0, 1/2) small enough.
Now we look at the noise term, let us estimate E‖II‖2, we follow the same approach as
in [87]. Note that in the case of additive noise the estimation is straightforward and weak
assumption on the noise improve the accuracy [91]. For multiplicative noise we have
II =
∫ tm
0
S(tm − s)B(X(s)dW (s)−
m−1∑
k=0
∫ tk+1
tk
Sh(tm − tk)PhB(Xhk )dW (s)
=
m−1∑
k=0
∫ tk+1
tk
Sh(tm − tk)Ph
(
B(X(tk))−B(Xhk )
)
dW (s)
+
m−1∑
k=0
∫ tk+1
tk
Sh(tm − tk)Ph(B(X(s))−B(X(tk))dW (s)
+
m−1∑
k=0
∫ tk+1
tk
(S(tm − tk)− Sh(tm − tk)Ph)B(X(s))dW (s)
+
m−1∑
k=0
∫ tk+1
tk
(S(tm − s)− S(tm − tk))B(X(s))dW (s)
= II1 + II2 + II3 + II4. (7.15)
Then
E‖II‖2 ≤ 4 (E‖II1‖2 + E‖II2‖2 + E‖II3‖2 + E‖II4‖2) .
Let us estimate each term. Using the Ito isometry, the boundedness of Sh and Ph with
179
Assumption 4.13 yields
E‖II1‖2 = E‖
m−1∑
k=0
∫ tk+1
tk
Sh(tm − tk)Ph
(
B(X(tk))−B(Xhk ))
)
dW (s)‖2
=
m−1∑
k=0
E‖
∫ tk+1
tk
Sh(tm − tk)Ph
(
B(X(tk))−B(Xhk ))
)
dW (s)‖2
≤ C
m−1∑
k=0
∫ tk+1
tk
E‖ (B(X(tk))−B(Xhk )) ‖2L02ds
≤ C
m−1∑
k=0
∫ tk+1
tk
E‖X(tk)−Xhk ‖2ds.
For X0 ∈ L2 (D,D ((−A)γ)), using Lemma 7.3 yields
E‖II2‖2 = E‖
m−1∑
k=0
∫ tk+1
tk
Sh(tm − tk)Ph(B(X(s))−B(X(tk)))dW (s)‖2
=
m−1∑
k=0
∫ tk+1
tk
E‖Sh(tm − tk)Ph(B(X(s))−B(X(tk)))‖2L02ds
≤ C
m−1∑
k=0
∫ tk+1
tk
E‖X(s)−X(tk)‖2ds
≤ C
(
m−1∑
k=0
∫ tk+1
tk
(s− tk)γds
)
×
(
E‖X0‖2γ + E
(
sup
0≤s≤T
(1 + ‖X(s)‖)
)2
+
(
sup
0≤s≤T
E‖ (1 +X(s)‖)2
))
≤ C∆tγ.
For X0 ∈ L2 (D,D(−A)), taking γ = 1− , with  small enough yields
E‖II2‖2 ≤ C∆t1−.
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Let us estimate E‖II3‖2. By Ito’s isometry and Lemma 6.4, we have
E‖II3‖2 = E‖
m−1∑
k=0
∫ tk+1
tk
(S(tm − tk)− Sh(tm − tk)Ph)B(X(s))dW (s)‖2
=
m−1∑
k=0
∫ tk+1
tk
E‖(S(tm − tk)− Sh(tm − tk)Ph)B(X(s))‖2L02ds
=
m−1∑
k=0
∫ tk+1
tk
E‖Th(tm − tk)B(X(s))‖2L02ds.
Indeed using Lemma 6.4 with r = 1, β = α ∈ (0, 1/2), if t ∈ [0, T ], b(X(t)) ∈ L2
(
D,D((−A)α/2)) ,
α small enough we have
‖Th(tm − tk)B(X(s))‖2L02 =
∞∑
i∈N
‖Th(tm − tk)b(X(s))Q1/2ei‖2
=
∞∑
i∈N
‖Th(tm − tk)b(X(s))‖2‖Q1/2ei‖2
≤ Ch2(tm − tk)−1+α‖b(X(s))‖2αTr(Q),
thus
E‖II3‖2 ≤ Ch2Tr(Q) sup
0≤s≤T
E‖b(X(s))‖2α
(
∆tα
m−1∑
k=0
(m− k)−1+α
)
,
since
∆tα
m−1∑
k=0
(m− k)−1+α,
is the discrete form of
∆tα
∫ m−1
0
(m− s)−1+αds ≤ ∆tαMα = Tα,
we therefore have
E‖II3‖2 ≤ Ch2Tr(Q) sup
0≤s≤T
E‖b(X(s))‖2α.
For b(X(t)) ∈ L2 (D,D(−A)) we obviously have using Lemma 6.4 with r = 2, β = 0
E‖II3‖2 ≤ Ch4Tr(Q) sup
0≤s≤T
E‖b(X(s)‖22.
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Let us estimate E‖II4‖2, for b(X(t)) ∈ L2
(
D,D((−A)α/2)) , α ∈ (0, 1/2) small enough, the
following estimation holds
E‖II4‖2 =
m−1∑
k=0
∫ tk+1
tk
E‖(S(tm − s)− S(tm − tk))B(X(s))‖2L02ds
≤ Tr(Q)
m−1∑
k=0
∫ tk+1
tk
‖(−A)−α/2S(tm − s)− S(tm − tk))‖2L(L2(Ω))ds
×
(
sup
0≤s≤T
E‖b(X(s))‖2α
)
,
since
‖(−A)−α/2(S(tm − s)− S(tm − tk))‖2L(L2(Ω))
= ‖(−A)(1−α)/2S(tm − s)(−A)(−1/2)(I− S(s− tk))‖2L(L2(Ω))
≤ C(s− tk)(tm − s)(α−1),
thus
E‖II4‖2 ≤ C
(
m−1∑
k=0
∫ tk+1
tk
(s− tk)(tm − s)(α−1)ds
)(
sup
0≤s≤T
E‖b(X(s))‖2α
)
≤ ∆t
(
sup
0≤s≤T
E‖b(X(s))‖2α
)
.
Combining previous estimations related to II yields: For X0 ∈ L2 (D,D((−A)γ)) and
b(X(t)) ∈ L2
(
D,D((−A)α/2)) , α > 0 small enough,
E‖II‖2 ≤ C
(
h2 + ∆tγ +
m−1∑
k=0
∫ tk+1
tk
E‖X(tk)−Xhk ‖2ds
)
.
For X0 ∈ L2 (D,D((−A)γ)) and b(X(t)) ∈ L2 (D,D(−A))
E‖II‖2 ≤ C
(
h4 + ∆tγ +
m−1∑
k=0
∫ tk+1
tk
E‖X(tk)−Xhk ‖2ds
)
.
Combining the estimates of E‖I‖2 and E‖II‖2 and applying the discrete Gronwall’s lemma
ends the proof.
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7.3.3 Proof of Theorem 7.2 for the scheme SETDM0
We just give a sketch of the mains steps. Recall that
Y hm = e
∆tAh
(
Y hm−1 + ∆tPhF (Y
h
m−1)
)
+
∫ tm
tm−1
e∆tAhPhB(Y
h
m−1)dW (s)
= e∆tAhY hm−1 +
∫ ∆t
0
e∆t AhPhF (Y
h
m−1)ds+
∫ tm
tm−1
e∆AhPhB(Y
h
m−1)dW (s)
= Sh(tm)PhX0 +
m−1∑
k=0
(∫ tk+1
tk
Sh(tm − tk)PhF (Y hk )ds
+
∫ tk+1
tk
Sh(tm − tk)PhB(Y hk )dW (s)
)
= Sh(tm)PhX0 +
m−1∑
k=0
(∫ tk+1
tk
Sh(tm − tk)PhF (Y hk )ds
)
+
m−1∑
k=0
∫ tk+1
tk
Sh(tm − tk)PhB(Y hk )dW (s)
= zhm + o
h
m.
We can therefore put the estimation of the error in form of (7.12), the estimate of the
corresponding E‖I‖2 is the same as in Theorem 7.2 with the extra term
I5 =
m−1∑
k=0
∫ tk+1
tk
(S(tm − s)− S(tm − tk))F (X(s))ds.
This is estimated in Theorem 5.7 of Chapter 5 as
(
E‖I5‖2
)1/2
< C (∆t+ ∆t| ln(∆t)|) ≤ C∆tγ/2.
The estimation of E‖II‖2 is the same as in Theorem 7.2 for SETDM1 scheme.
7.4 Simulations
Efficient implementation of ϕi, i = 0, 1 can be achieved by either the real fast Le´ja points
technique or the Krylov subspace technique that we have presented in Chapter 3.
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In Section 7.4.1 we apply the scheme to a linear problem where we can construct the
exact solution for the truncated noise. The finite element method is used for space dis-
cretization. We use the real fast Le´ja point technique to compute the exponential functions
ϕi, i = 0, 1. We use the noise with exponential correlation which is obviously a trace class
noise.
In Section 7.4.2 we apply the scheme to nonlinear stochastic flow with multiplicative
noise in heterogeneous media. To deal with high Pe´clet number flow, we use the finite
volume method for space discretization. We use the Krylov subspace technique to compute
the exponential functions ϕi, i = 0, 1, implemented in the matlab functions expv.m and
phiv.m of the package Expokit [50]. Here we use the Hr1 noise as in the previous chapters.
In the legends of our graphs, “SETDM1” denotes results from the SETDM1 scheme,
“SETDM0 ” denotes results from the SETDM0 scheme and “Implicit” denotes results from
the standard semi implicit Euler-Maruyama scheme.
7.4.1 Example 1
As a simple example consider the reaction diffusion equation in the time interval [0, T ] with
diffusion coefficient D > 0
dX = (D∆X − 0.5X)dt+ dW X(0) = X0, Ω = [0, L1]× [0, L2]
with homogeneous Neumann boundary condition. We take f in the equation (7.3) to be
linear here
f(u) = −0.5u. (7.16)
The corresponding Nemytskii operator F is obtained from (7.5). Of course, in general, F
will be nonlinear. Here b(x, u) = 1, x ∈ Ω, u ∈ R.
As in the previous chapters, we consider the covariance operator Q with the following
covariance function (kernel) which is strongly exponential decay
Cr((x1, y1); (x2, y2)) =
Γ
4b1b2
exp
(
−pi
4
[
(x2 − x1)2
b21
+
(y2 − y1)2
b22
])
where b1, b2 are spatial correlation lengths in x− axis and y- axis respectively and Γ > 0.
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The eigenfunctions {e(1)i e(2)j }i,j≥0 of the operator A = D∆ is given by
e
(l)
0 =
√
1
Ll
, λ
(l)
0 = 0, e
(l)
i =
√
2
Ll
cos(λ
(l)
i x), λ
(l)
i =
i pi
Ll
l ∈ {1, 2} i = 1, 2, 3, · · ·
(7.17)
with the corresponding eigenvalues {λi,j}i,j≥0 given by
λi,j = (λ
(1)
i )
2 + (λ
(2)
j )
2.
Recall that the corresponding values of {qi,j}i+j>0 in the representation (4.3) are given by
qi,j = Γ exp
[
− 1
2pi
(
(λ
(1)
i b1)
2 + (λ
(2)
j b2)
2
)]
.
We compute the exponential functions ϕi, i = 0, 1 with the real fast Le´ja point technique
and the absolute tolerance 10−6. In our simulation we take L1 = L2 = 1 and the finite
element mesh is contructed from the rectangular grid with size ∆x = ∆y = 1/150. Fig-
ure 7.1(a) shows the time convergence of SETDM1, SETDM0 and semi implict schemes.
The three methods have the same order of accuracy. The temporal order of convergence is
0.9 for all the schemes, the order is high compared to the predicted order of 0.5 in Theo-
rem 5.7. This is explained by the fact that F is linear and therefore belongs to the class of
functions satisfying the condition (a) of Assumption 5.2 in Chapter 5, which allowed high
order accuracy in the schemes built in Chapter 5 and Chapter 6 using linear functionals of
the noise and by the fact that the noise is smooth.
7.4.2 Example 2
As a more challenging example we consider the stochastic advection diffusion reaction SPDE
dX =
(
∇ ·D∇X −∇ · (qX)− X|X|+ 1
)
dt+XdW, Ω = [0, 1]× [0, 1] (7.18)
D =
 10−2 0
0 10−3
 (7.19)
with mixed Neumann-Dirichlet boundary conditions and constant velocity q = (1, 0) for
homogeneous medium. According to Theorem 7.8, we need to take the initial data
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(a)
(b)
Figure 7.1: (a) Convergence of the root mean square L2 norm at T = 1 as a function of
∆t with 10 realizations with X0 = 0, Γ = 1, D = 1. The noise is white in time and with
exponential correlation in space with lengths b1 = b2 = 0.2. The observed temporal order
of convergence in time is 0.9 for all schemes. In (b) we plot a sample of true solution.
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X0 ∈ L2(D,D((−A)β)), β > 0 to have a regular solution such that XdW make sense.
For our simulation we take X0 = 0. In terms of equation (7.3) the nonlinear terms f and b
are given by
f(x, u) = − u
(|u|+ 1) , b(x, u) = u, u ∈ R, x ∈ Ω (7.20)
and the corresponding Nemytskii operators F and B are obtained from (7.5) and clearly
satisfy Assumption 4.12 (if the domain of f is restricted to R+) and Assumption 4.13
(see [95, Section 4]) respectively, where (7.17) is used in the noise representation (4.3).
The linear operator A is given by
A = ∇ ·D∇(.)−∇ · q(.). (7.21)
For a heterogeneous medium we considered three parallel high permeability streaks as in
Chapter 6. This could represent for example a highly idealized fracture pattern. We use
here the noise in Hr1 as in Chapter 5, where we take the following values for {qi,j}i+j>0 in
the representation (4.3)
qi,j = Γ/ (i+ j)
r1/2 , r1 > 0 (7.22)
with (7.17). In our simulation we use r1 = 0.25, Γ = 0.02. To deal with high Pe´clet flows
we discretize in space using finite volumes. We can write the semi-discrete finite volume of
(7.18) as
dXh = (AhX
h + PhF (X
h)) + PhB(X
h)dW. (7.23)
We compute the exponential matrix functions ϕi with the Krylov subspace technique with
dimension m = 6 and the absolute tolerance 10−6. We use a rectangular finite volume mesh
and perform our simulation by following the sample paths as in [98].
Figure 7.2(a) shows the convergence of SETDM0, SETDM1 and semi implicit schemes
for homogeneous porous medium. The scheme SETDM1 seems to be more accurate for
large time steps but for small time steps it has the same order of accuarcy as the semi im-
plicit scheme. The observed temporal order is 0.49 for SETDM1 scheme, 0.48 for SETDM0
scheme and 0.58 for the semi implicit scheme. We used only 30 realizations and the con-
vergence order is close to the 0.5, the predicted order of convergence in Theorem 5.7. A
sample of “true solution” is shown in Figure 7.2(b) with ∆t = 1/1600.
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Figure 7.3(a) shows the convergence of SETDM0 and SETDM1 schemes for heteroge-
neous porous medium. It also shows that SETDM1 is more accurate than SETDM0 scheme.
The observed temporal order is 0.51 for SETDM1 scheme and 0.55 for SETDM0 scheme.
We only used 30 realizations, more realizations will probably give the convergence order
close to 0.5, the predicted order in Theorem 5.7. A sample of a “true solution” is shown in
Figure 7.3(b) with ∆t = 1/1600 while the mean of the “true solution” for 30 realizations is
shown in Figure 7.4(b). Figure 7.4(a) shows the streamline of the velocity field.
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(a)
(b)
Figure 7.2: (a) Convergence of the root mean square L2 norm at T = 1 as a function
of ∆t with 30 realizations with ∆x = ∆y = 1/300, X0 = 0, Γ = 0.02 for homogeneous
medium. The noise is white in time and in Hr1 in space, r1 = 0.25. The temporal order
of convergence in time is 0.49, 0.48 and 0.58 for SETD1, SETD0 and semi implicit schemes
respectively. In (b) we plot a sample of a “true solution” for r1 = 0.25 with ∆t = 1/1600.
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(a)
(b)
Figure 7.3: (a) Convergence of the root mean square L2 norm at T = 1 as a function of
∆t with 30 realizations with ∆x = ∆y = 1/350, X0 = 0, Γ = 0.02 for heterogeneous
medium. The noise is white in time and in Hr1 in space, r1 = 0.25. The temporal orders
of convergence in time are 0.51 for SETDM1 scheme and 0.55 for SETDM0. In (b) we plot
a sample “true solution” for r1 = 0.25 with ∆t = 1/1600.
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(a)
(b)
Figure 7.4: Streamline of the velocity and the mean of the “true solution” for 30 realizations
corresponding to Figure 7.3. In (a) we plot the streamline of the velocity field while (b)
shows the mean of the “true solution” for 30 realizations.
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Conclusion
In this chapter we review the main contributions of this thesis. Our goal in this thesis was
to develop efficient numerical schemes for deterministic and stochastic flow and transport
in porous media
From Chapter 1 to Chapter 3, we considered two deterministic exponential integrator
schemes: ETD1 and EEM. We gave the time and space convergence proof for ETD1 using
the finite volume method for space discretization. Using the real fast Le´ja points and
the Krylov subspace techniques to compute the exponential matrix functions, we illustrate
with two and three dimensional simulations that the exponential integrators are generally
more efficient and accurate for advection dominated deterministic flow and transport in
heterogeneous anisotropic porous media compared to standard implicit and semi implicit
schemes.
From Chapter 4 to Chapter 7, we developed new efficient stochastic schemes which
are mainly the extension of the ETD1 and exponential Lawson schemes in the general
framework of abstract nonlinear parabolic SPDEs. The finite element method is used for
space discretization, although any non diagonal method such as finite volume or finite
difference can be also used. In Chapter 5 and Chapter 6, we considered SPDEs with space
time additive noise. We used the self adjoint part of the linear operator (diffusion part
in the case of advection–diffusion–reaction equation) coupled with the linear functional of
noise to compute accurately the variance of the noise and to create the new schemes, the
so called modified semi–implicit Euler-Maruyama scheme, and two stochastic exponential
integrators which, by theoretical proofs and simulations outperform the standard semi–
implicit Euler-Maruyama scheme. Lastly, in Chapter 7 we considered the general SPDEs
with the general noise (additive or multiplicative noise) and extended the deterministic
ETD1 and exponential Lawson schemes to stochastic exponential integrators using standard
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Brownian increments for the noise. In all our schemes, convergence proofs have been given
and for stochastic exponential integrators, the real fast Le´ja points and the Krylov subspace
techniques have been used to compute the matrix exponential functions of the non diagonal
matrix. The schemes have been applied to two dimensional stochastic flow and transport.
Our future direction will be to develop new schemes with high order accuracy for SPDEs
with multiplicative noise. Also we will build software for flow and transport with exponen-
tial integrators using the real fast Le´ja points technique.
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