This paper addresses the issue of robust and joint source-channel decoding of quasi-arithmetic codes. Quasi-arithmetic coding is a reduced precision and complexity implementation of arithmetic coding. This paper provides rst a state model of a quasi-arithmetic decoder for binary and M-ary sources. The design of an error-resilient s o f t decoding algorithm follows quite naturally. The compression e ciency of quasi-arithmetic codes allows to add extra redundancy in the form of markers designed speci cally to prevent de-synchronization. The algorithm is directly amenable for iterative source-channel decoding in the spirit of serial turbo codes. The coding and decoding algorithms have been tested for a wide range of channel signal-to-noise ratios. Experimental results reveal improved SER and SNR performances against Hu man and optimal arithmetic codes.
Introduction
Entropy coding, producing variable length codewords (VLC), is a core component of any data compression scheme. However VLCs are very sensitive t o c hannel noise : when some bits are altered by the channel, synchronization losses can occur at the receiver, the position of symbol boundaries are not properly estimated, leading to dramatic symbolerror rates. This phenomenon has given momentum to extensive work on the design of procedures for soft decoding and joint source-channel decoding of VLCs. Soft VLC decoding ideas, exploiting residual source redundancy (the so-called \excess-rate"), have also beenshown to reduce the \de-synchronization" e ect as well as the residual bit and symbol error rates 9].Models incorporating both VLC-encoded sources and channel codes (CC) have also been considered 8, 6] .
The research e ort has been rst focused on Hu man codes 9, 8, 2] .However, arithmetic codes have gained increased popularity in practical systems, including JPEG2000, H.264 and MPEG-4 standards. The counterpart to their high compression e ciency is an increased sensitivity to noise : a single bit error causes the internal decoder state to be in error. Methods considered to ght against noise sensitivity consist usually in re-augmenting the redundancy of the bitstream, either by introducing an error correcting code or by inserting dedicated patterns in the chain. Along those lines, the author in 4] reintroduces redundancy in the form of parity check bits embedded into the arithmetic coding procedure. A probability interval not assigned to a symbol of the source alphabet or markers inserted at known positions in the sequence of symbolsto beencoded are exploited for error detection in 3, 11] . Sequential decoding of arithmetic codes is investigated in 10] for supporting error correction capabilities. A soft decoding procedure is described in 5]. However, one di culty comes from the fact that the codetree, hence the state space dimension, or numberof states of the model, grows exponentially with the numberof symbolsbeingencoded. A pruning technique is then used to limit the complexity within a tractable and realistic range. However it brings inherent limitations when using the decoder in an iterative source-channel decoding structure. the pruning of the tree to limit the complexity is such that, in this particular case, the iterations do not bring a signi cant gain.
A In this paper, we rst revisit nite state automaton modeling of QA coding and decoding processes for M-ary sources. In order to maintain the coder and decoder complexity within a tractable range, with a good source distribution approximation, the M-ary source is rst mapped into a binary source. The corresponding conversion trees are connected up to a depth function of the source model (e.g. for an order-1 Markov source, the depth is one). Leaves of the tree represent terminated symbols, and are identi ed with the root of the next tree. The resulting nite binary tree can be regarded as a stochastic automaton that models the source symbol distribution. Once the M-ary source has been converted into a binary source, the latter can be encoded by a QA coder. The design of an e cient estimation procedure based on the BCJR algorithm 1] follows quite naturally. The decoding complexity remains within a realistic range without the need for applying any pruning of the estimation trellis. The estimation algorithm has beenvalidated under various channel conditions and for di erent levels of source correlation. Experimental results have shown very high error resilience while at the same time preserving a very good compression e ciency. For a comparable overall rate, in comparison with Hu man codes, better compression e ciency of QA codes allows to dedicate extra redundancy (short "soft" synchronization patterns) speci cally to decoder re-synchronization, resulting in signi cantly higher error resilience. The usage of channel codes is also considered in order to reduce the bit error rate seen by the source estimation algorithm. The latter can then be placed in an iterative decoding structure in the spirit of serially concatenated turbo codes, provided the channel decoder and the QA decoder are separated by a n i n terleaver. Since, in contrast with optimal arithmetic coding, the estimation can beperformed without pruning the trellis, the potential of the iterative decoding structure can befully exploited, resulting in a very low symbol error rate (signi cantly lower than what can be obtained with Hu man codes). Overall, the great exibility QA codes o er for adjusting compression e ciency, error resilience and complexity, allows an optimal adaptation to various transmission conditions and terminal capability requirements. 3 Arithmetic and quasi-arithmetic coding
The arithmetic coding principle consists in the recursive subdivision of the unit interval proportionnally to the input symbolsprobabilities. The nal unit interval subdivision obtained when all the input symbols are processed corresponds to the probability o f t h e sequence. Any n umber in this interval can be used to represent the sequence. Since the interval representing the sequence can be very small, practical implementations include techniques that allows to avoid numerical precision over ow. The reader is referred to 7] for a more detailed treatment of arithmetic coding. Error resilient decoding solutions can be designed 5], however their complexity can be an issue in some contexts. The coding process can indeed be modeled under the form of a stochastic automaton. However, the number of states grows exponentially with the number of symbols being encoded. It is observed in 7] that controlled approximations can reduce the numberof possible states without signi cantly degrading compression performance. All state transitions and outputs can then be pre-computed and table lookups can be used instead of arithmetic operations. This fast, but reduced precision, implementation of arithmetic coding is called quasi-arithmetic (QA) coding 7] . Instead of using the real interval 0 1 , QA coding is performed on an integer interval 0 T . The value of T controls the trade-o between complexity and compression e ciency: if T is su ciently large, then the interval sub-divisions will follow closely the distribution of the source. In contrast, if T is small, all the interval sub-divisions can be pre-computed.
Given the M-symbolalphabet A, the sequence of symbolsA L 1 is translated into a sequence of bits U N 1 by an M-ary decision tree. This tree can beregarded as an automaton that models the bitstream distribution. The encoding of a symbol determines the choice of a vertex, or branch in the tree. Each node of the tree identi es a state X of the arithmetic coder and to each transition can beassociated the emission of a sequence of bits of variable length. Successive branching on the tree (or transitions between states) follow the distribution of the source (P(A l jA l;1 ) for an order one Markov source, or P(A l ) in the zero-th order case). Let X l denote the state of the automaton at each symbolinstant l. The state X l of the QA coder is de ned by three variables : lowA l , upA l and nscl l . The terms lowA l and upA l denote the bounds of the subinterval resulting from successive sub-divisions of the interval 0 T triggered by the encoding of the sequence A l 1 . The quantity nscl l is used to manage the numerical precision issue. Since there is a nite numberof possible integer sub-divisions of the interval 0 T , all the possible states of the QA coder can be pre-computed without knowledge of the source.
Similarly, the QA decoder can be expressed in the form of an automaton. Let X n be its state at bit instant n. X n stores the four variables lowU n upU n and lowA Ln u p A Ln denoting respectively the intervals de ned by the received bits and the decoded symbols 7]. There is a nite numberof states for the QA decoder which can bepre-computed. Tab. 1 gives the states, transitions and outputs of the QA decoder for a binary source and T = 4, with MPS and LPS denoting respectively the most and least probable symbols. The decoder in this particular example has two states. Further sub-divisions that will lead to transitions to next states, are function of the source probability distribution (e.g. P(M P S ) in Tab. 1). They are chosen in such a w ay that the corresponding distribution approximation will minimize the excess rate 7]. Let us assume, for example, that the automaton is in state X n = 0 (de ned by the two intervals lowU n upU n = 0 4 and lowA Ln upA Ln = 0 4 ), and that the input is U n = 0 . Depending on the probability of the source to becoded (hence here of the MPS and LPS symbols), the interval 0 4 will be further sub-divided into 0 3 (if MPS probability is higher than 0:63) or into 0 2 (if MPS probability i s l o wer than 0:63), both sub-divisions resulting into the state 0. Let us now assume that the source is an order-1 Markov source. To take i n to account the correlation present in the M-ary source, in the model construction, one must in addition keep track of the last M-ary symbolcoded. In order to do so, one could de ne the state variable C k as a pair ( ) where is the value of the last completed symbol of the next M-ary symbol, following P(A l+1 jA l ). Alternately, one can take i n to account the conditional distribution P(A l+1 jA l ), by connecting M + 1 trees of depth q as shown in Fig. 1 -c, and de ne the state variable C k as a node in the resulting tree. The complete model of the source is then obtained by additional transitions from leaves to intermediate nodes as shown in Fig. 1-d . In this particular case, the model leads to a state space of dimension 15. The state space dimension for an order-n Markov source quantized on M symbols is given by M n+1 ; 1. For both state models (C k = ( ) and C k = ( )), the sequence C 1 : : : C K is a Markov process, the transitions of which produce the sequence S of binary symbols.
Modeling bitstream dependencies
In order to design e cient algorithms for estimating the sequence of symbolsthat has been emitted, one has now to build a model of bitstream dependencies. A product model of source + decoder can thus beconstructed. The state of the product system must gather state information of the source and decoder models. Hence, the state X n of the product system is de ned as X n = (lowU n u p U n l o w S Kn u p S Kn C Kn ). The state space dimension depends on the coder precision parametrized by T and of the source model. An example of product model is given in Fig. 2 
Estimation algorithm
The above model of dependencies can beexploited to help the estimation of the bitstream (hence of the symbolsequence). The MAP (maximum a posteriori) estimation criterion corresponds to the optimal Bayesian estimation of a process X given available measurements Y :X = arg max x P(X = xjY ):
The optimization is performed over all possible sequences x. This applies directly to the estimation of the hidden states of the process (X K) given the sequence of measurements.
Estimating the set of hidden states (X K) = ( X 1 K 1 ) : : : (X N K N ) is equivalent t o estimating the associated sequence of decoded symbols S = S 1 : : : S Kn : : : S K N , given the measurements Y N 1 at the output of the channel. The best sequence (X K) can be obtained from the local probabilities on the pairs (X n K n ) by the equation
The computation of the entity P(X n K n jY ) can be organized around the factorization P(X n K n jY ) / P(X n K n jY
where / denotes a renormalization factor. The Markov property allows a recursive computation of both terms of the right-hand side, using the BCJR algorithm 1]. The forward sweep concerns the rst term P(X n = x n K n = k n jY n 1 ) = X (x n;1 k n;1 ) P(X n;1 = x n;1 K n;1 = k n;1 jY n;1 1 ) P(X n = x n K n = k n jX n;1 = x n;1 K n;1 = k n;1 ) P(U n = u (x n;1 k n;1 )(xn kn ) jY n ):
(4) The terms on the right-hand side of the equation are respectively the recursive term, the transition probability given by the product model (see section 5), and the probability to have emitted the bit U n triggering the transition between X n;1 = x n;1 and X n = x n , given the measure Y n (channel model). The process is initialized at the starting state (0 0), and allows to compute P(X n K n jY n 1 ) for all possible states (x n k n ), and for each bit clock instant n = 1 : : : N .
The backward sweep provides the second term in Eqn. 3
P(X n+1 = x n+1 K n+1 = k n+1 jX n = x n K n = k n ) P(U n+1 = u (xn kn )(x n+1 k n+1 ) jY n+1 ):
The process is initialized for all possible \last" states (x N k N ) and allows to compute
jX n K n ) for all possible states (x n k n ), and for each bit clock instant consecutively from N to 1. A termination constraint can beintroduced : one can ensure that the decoder produces the right n umber of symbols(K N = K) (if known). All the paths in the trellis which do not lead to a valid sequence length are suppressed. The trellis on which the estimation is performed can be pre-computed, with all transitions and outputs stored.
Termination constraints mentioned in section 6 can be regarded as means to force synchronization at the end of the sequence : they indeed constrain the decoder to have the right number of symbols (K N = K) (if known) after decoding the estimated bit streamÛ. These constraints ensure synchronization at the end of the bit stream, but do not ensure synchronization in the middle of the sequence. One can introduce extra information speci cally to help the resynchronization \in the middle" of the sequence. For this, we consider here the introduction of extra bits at some known positions I s = fi 1 : : : i s g in the symbol stream. This extra information takes the form of dummy binary symbols (in the spirit of the techniques described in 3, 10, 4 , 1 1 ])inserted in the binary symbolstream, at some known symbolclock positions, after the conversion of the M-ary source into the binary source. Since these dummy symbols are inserted at some known symbolclock instants, the position of the corresponding extra bits in the coded bitstream depends on the sequence of symbolsencoded, hence is random.
Models and algorithms above have to account for this extra information. Inserting an extra dummy symbol at known positions in the symbol stream amounts to add a section with deterministic transitions in the binary tree model of the source. The presence of this extra information can be exploited by the estimation. During the estimation process, the variable K n indicates when a marker should beexpected. The corresponding transition probabilities in the estimation trellis are updated accordingly. A n ull probability i s g i v en to all transitions that do not emit the expected sequence of binary symbols, while a probability of one is set to the others. Therefore, some paths in the estimation trellis become forbidden and can besuppressed, leading to a reduction of the numberof states.
Iterative CC-AC decoding algorithm
The soft synchronization mechanism described above increases signi cantly the reliability of the segmentation and estimation of the sequence of symbols. One can however consider in addition the usage of an error correction code, e.g. of a systematic convolutional channel code (CC). Both codes can be concatenated in the spirit of serial turbo codes. Adopting this principle, one can therefore work on each model (QA coder and channel coder) separately and design an iterative estimator, provided an interleaver is introduced between the models. Such a scheme requires extrinsic information on the bits U n to betransmitted by the CC to the soft QA decoder, and reciprocally. The extrinsic information on a bit U n represents the modi cation induced by the introduction of the rest of the observations 
The iterative estimation proceeds by rst running a BCJR algorithm on the channel coder model. The extrinsic information on the useful bits U n is a direct subproduct of the BCJR algorithm. These measurements can in turn be used as input for the estimation run on the QA decoder model described above. The result of the QA soft decoding procedure is the a-posteriori probabilities on the states (X n K n ) of the estimation trellis, given the observations : P(X n K n jY ). These a-posteriori probabilities must then be converted into extrinsic information on bits U n . The probability o f h a ving a b i t U n = u n given Y is the sum of the transition probabilities between all states (x n;1 k n;1 ) and (x n k n ) for whose this transition exists and is triggered by u n . Thus, the a-posteriori probability of a bit U n given the observations is obtained by the equation P(U n = u n jY )j un=0 1 = X (x n;1 k n;1 )
P(x n;1 k n;1 jY ) P(succ un (x n;1 k n;1 )jY ) X un =0 1 P(succ un (x n;1 k n;1 jY )) ,
where succ un (x n;1 k n;1 ) is the state (x n k n ) reached by the transition from (x n;1 k n;1 ) triggered by the bit U n = u n .
Experimental results
To evaluate the performance of the soft QA decoding procedure, a set of experiments has been performed on a rst-order Gauss-Markov source, with zero-mean, unitvariance and di erent correlation factors . The source is quantized with an 8 levels In the second experiment, the impact of the precision of the QA coder parameterized by the variable T has beenanalyzed. Fig. 3 -c provides the SER performances for T = 4 and T = 8 without extra redundancy, and for T = 8 with soft synchronization patterns added to obtain a bit rate comparable to the case where T = 4 ( = 0:5).
The lower precision coder (T = 4 ) due to the presence of residual redundancy is more resilient to errors. However, the coder with a higher precision (T = 8 ) allows, by better exploiting the source statistics, to obtain higher compression e ciency and in turn dedicate redundancy to re-synchronize the decoding process. Then the overall performances appear to besimilar for E b =N 0 larger than 4 dB. Once again, the complexity is an issue. Indeed, increasing the value of T leads necessarily to a higher numberof states. In this experiment, we have found the following average number of states of the estimation trellis perbit clock instant : 1193 when T = 4, 4736 when T = 8 and 4297 when T = 8 with the insertion of synchronization markers. Therefore, it is highly desirable to choose T as small as possible.
The last experiment aimed at evaluating the performance of the iterative channel/QA decoding algorithm. Fig. 4-a and 4 -b depict the SER performances, in comparison with the decoding approach with soft synchronization, respectively for = 0 :5 and = 0:9. The rst observation is that the iterations bring signi cant improvements, higher gain being obtained when the source correlation is high (see Fig. 4-b) . Nevertheless, if the source correlation is low, the soft synchronization outperforms the iterative scheme. In this range of channel signal to noise ratios, the channel code cannot correct all the errors, and the de-synchronization phenomenon prevails. It is therefore preferable to dedicate redundancy within the source to ght against these de-synchronizations. In contrast, when the source correlation is high ( = 0 :9), the S-ER is lower with the iterative solution due to a proper exploitation of the inter-symbol correlation for segmenting and estimating the bit stream. It can also be observed that the gain brought by the iterations depends on the degree of redundancy present on both sides of the interleaver. 
Conclusion
Arithmetic codes are becoming more and more popular in practical compression systems and emerging standards. Their well-known drawback is however their very high sensitivity to noise. MAP estimators run on the coding tree can help to ght against errors and possible decoder de-synchronization but at the expense of rather high complexity. The coding tree grows exponentially with the number of symbols in the sequence to be coded. Here, we h a ve considered an alternate solution based on reducedprecision arithmetic codes, called quasi-arithmetic codes. A quasi-arithmetic coder can beviewed as a nite state stochastic automaton. One can then run MAP estimators on the resulting model. For sake of clarity, in the examples we have considered simple source models. The results reported have been obtained considering an order-1 Markov source. However, the approach extends very easily to higher-order source models. The state model of the coding and decoding process is of nite size. Its size depends on the acceptable approximation of the source distribution. The decoding complexity remains within a realistic range without the need for applying any pruning. Placed in an iterative decoding structure in the spirit of serially concatenated turbo codes, the estimation process can then bene t from the iterations. Overall, the exibility they o er for adjusting compression e ciency, complexity and error resilience, allows an optimal adaptation to various transmission conditions and terminal capabilities. Notice that, for low complexity, a v ery good trade-o compression -noise resilience can be achieved with quasi-arithmetic codes for low correlation sources. This emphasizes the interest of the above solution for practical systems, where the coder is applied on quantized de-correlated sequences of symbols.
