Abstract-This paper describes the model of convolutional neural network which is designed for multi-label human activity recognition. The possibilities of using activity recognition systems in the daily life of a person are considered. As part of this work, the study is conducted for the method of recognizing human activity on an image that can be obtained from a surveillance camera. To obtain more accurate recognition results, the network model used technology of transfer learning. Several pre-trained convolutional networks are considered using two types of transfer learning in order to find the best solution. The deep learning networks for solving the problem are implemented in Python using deep learning libraries. Considered models are trained to recognize binary multi-label human activity. Training and testing are performed on images collected by the author. The article also provides the obtained training and testing results of different models of convolutional neural networks. The data obtained are tabulated and also presented in graphical form.
I. INTRODUCTION
Systems for determining human activity can be applied in many areas. There are many different options for the use of such systems: security systems, medical and social services, educational and work processes, smart home [1] .
For example, in security systems activity recognition can be used to detect suspicious, dangerous or unusual behaviors. In the medical field they can be used to monitor patients and disabled people. In the educational process such systems can be used to monitor the situation in classrooms, in the work process -when tracking the activities of employees.
And finally, ample opportunities for human activity recognition systems open up when they are integrated with home and building automation systems (the so-called smart homes or intelligent buildings). Through the recognition of current human activity it is possible to realize automatic control and monitoring of various devices and systems. For example, a smart system records that a person is in the room and determines that he is reading a book now. In the control system can be set such an algorithm that automatically increases the brightness of the light when reading a book. Many such scenarios can be implemented.
II. METHODS OF HUMAN ACTIVITY RECOGNITION
There are several methods for recognizing human activity. Some works consider using data from sensors of smartphones and other devices [2, 3] , as well as from wearable sensors [4, 5, 6] . There are also methods for human activity recognition by image or video [7, 8] . One of these methods is to recognize the image in which there is a person performing a certain activity.
The author of this work is working to create the system for human activity recognition in the image obtained from a surveillance camera. In [1] we proposed the method consisting in the segmentation of a person and related subjects and the further classification of his activity.
However, most research on the subject is considered only an unambiguous classification of human activity. But often the activity performed by a person can be attributed to different classes: for example, at the same time a person is working at the computer and talking on the phone. In such a situation recognition system must define multiple classes of activity instead of one.
Multi-label image classification is one of the most challenging problems in computer vision [9] . Single-label image classification deals with images that are associated with a single label from a finite set of disjoint labels [10] . Multi-label classification implies that there may be several labels for one image. The first problem is considered to be much easier to solve than the problem of multi-label classification of images.
The purpose of this work is to consider the multi-label classification of human activity on image. In this case, the image recognition will be carried out using deep convolutional networks. Accordingly, we are tasked to train the convolutional neural network to determine several classes of human activity in the image at once.
III. CONVOLUTION NETWORK MODEL

A. Convolution neural networks in image recognition tasks
The most effective method of deep learning in solving problems of image recognition (image classification, detection of objects in an image and image segmentation) are convolutional neural networks (CNN). CNN are effectively used in computer vision for image recognition after the victory of the AlexNet network [11] in ImageNet LSVRC-2012 competition on visual recognition [12] . The convolutional part of the neural network consists of a set of alternating layers of convolution and pooling. During the convolution operation, templates are extracted from the input image (input feature map), and using the same transformations to all templates, the output feature map is produced [13] . This process is carried out by the sliding window method -a small window (kernel), usually 3 × 3, slides along the input image (feature map). At the same time, the operation of element-wise multiplication of the kernel by the part of the input image through which the kernel passes is performed.
During the pooling operation, the resolution of the feature map is reduced. Usually, the max-pooling operation is used as the pooling operation [14] .
After all the operations of convolution and pooling, feature maps are formed, which are then combined and transmitted to the input of the fully connected part. The fully connected part consists of one or several fully connected layers. The output of this part of the network and the entire convolutional neural network is the values of the neurons of the last layer, which means the probability that the input image belongs to some class.
B. Transfer learning
We can train the convolutional neural network from scratch. If the network consists of a small number of layers, then it is not possible to achieve good results in recognition. You can add more layers, but training a deep neural network which contains tens or hundreds of millions parameters is a non-trivial task that takes hours, days or even weeks [15] .
In such cases, it is advisable not to train the convolutional network from scratch, but to use the pre-trained neural network. This technology is called transfer learning. Using the technology of transfer learning can significantly improve the accuracy of image recognition compared with learning from scratch. Also, this method is best used in the case when the data set for training is not large enough.
The transfer learning strategy is to use a network which has already trained on a large dataset. The main idea of this technology consists of training a machine learning algorithm on a new task while exploiting knowledge that the algorithm has already learned on a previously related task [16] .
According to [13] , there are two ways to use technology of transfer learning: feature extraction and fine-tuning.
In the first case (feature extraction), the following operation algorithm is used:
• the convolutional base of the pre-trained network is frozen;
• replacing fully connected layers for classification;
• training of fully connected layers is carried out.
In the second case (fine-tuning), a slightly different work algorithm is used:
• only part of the convolutional base of the pre-trained network is frozen, and the last block of the convolutional part usually remains unfrozen;
• replacing fully connected layers for classification is also performed;
• training of unfrozen convolutional and fully connected layers is carried out.
C. Network model for multi-label activity classification
Our convolutional neural network model for the multilabel classification of human activity is based on the pre-trained neural network.
In this work we used the following type of transfer learning: freezing of the convolutional base of the pre-trained network and the replacement of fully connected layers of by others. The network structure is shown in Figure 1 .
IV. DATASET
The convolutional neural networks with different pretrained networks have been trained to recognize two types of human activity: reading and drinking. The author has collected the set of 2700 images:
• 900 images with reading person;
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• 900 images with drinking person;
• 900 images wit person doing both activities.
We have divided this data set into 3 parts.
• training set (60% of all images -1620 image);
• validation set (10% of all images -270 images);
• testing set (30% of all images -810 images).
In the process of training, augmentation of data was used to expand the training data set. The following transformations were applied to the images from the training set:
• mirror image horizontally;
• zooming from 0.8 to 1.2;
• image rotation by 10 degrees and fill the blank areas with black.
In this paper, we consider several pre-trained neural networks. In all cases the same fully connected unit is used. This fully connected block consists of the fully connected layer with 512 neurons with the ReLu activation function. Batch normalization layer and dropout with coefficient of 0.5 are used. Using these methods, you can accelerate the training of the neural network and prevent its retraining, respectively.
The output fully connected layer contains only two neurons, because we managed to collect a suitable data set for only two types of human activity. The activation function used on the last layer is sigmoid.
V. EXPERIMENTS We have trained several convolutional networks for image recognition using transfer learning. Such pre-trained networks were used as VGG16, VGG19 [17] and InceptionV3 [18] . ResNet50 [19] was also considered, but with its application it was not possible to achieve significant results in solving the set task. Therefore, we did not include the data on the application of this network in our work.
In total, we have trained 6 models of convolutional neural networks based on the VGG16, VGG19 and InceptionV3. Three networks have been built using the first method of transferring learning -feature extraction. In all cases, their convolutional bases have been frozen and fully connected blocks have been replaced. Three other networks have been built with fine-tuning. In models based on VGG16 and VGG19, the last convolutional blocks have been subjected to additional training ("block_5"). In the model based on InceptionV3 layers have been frozen up to 248 layers, the remaining layers have been retrained. Fully connected blocks have been also replaced here.
The convolutional networks have been implemented in Python 3.6. Also the following deep learning libraries have been used:
• Keras 2.2.4;
• TensorFlow 1.12.0, version under GPU;
• cuDNN 7.1.4.
We have trained of our convolutional networks on the GPU Nvidia GeForce GTX 1060 6GB.
We used the following parameters for the neural networks training:
• size of input image -224x224x3
• optimizer -stochastic gradient descent (SGD);
• the learning rate -0.01;
• batch-size -64 samples;
• loss function -binary_crossentropy;
• metric for assessing the correctness of the class definition -accuracy;
• the number of epochs for training -50. Table 1 presents the results of training for various models of convolutional networks, as well as the results of testing the best weights on validation and test data sets. The best weights were those weights at which the losses on the validation data set were minimal. Figures 2-7 show the accuracy and losses of the considered models of CNN during 50 epochs of training.
VI. CONCLUSION In this paper, several models of convolutional neural networks based on pre-trained networks have been considered. Pre-trained networks have been applied using two methods of transfer learning technology: feature extraction and fine-tuning. The use of these models has been researched as part of solving the problem of multi-label classification of human activity on the example of recognizing two classes: a person reading a book and a person drinking something.
As can be seen from the data in Table 1 , the smallest recognition losses on the test set have been obtained using the VGG16 and VGG19 networks. It is worth noting that some of the best results have been achieved with the second method of transfer learning -fine-tuning. 
