I Introduction
In case of convolutional codes transmitted over binary symmetric channels, the use of Viterbi algorithm (VA) on the whole received message enables error correction in the sense of maximum likelihood [1] [2] [3] . In certain channel conditions, i.e. when the number of errors is small or nearly equal to zero, simpler techniques should be sufficient to produce similar results. In this paper, we propose a two step algorithm of this kind. The first step consists in an algebraic decoding which allows to find out the presence of detectable errors in the sense of the maximum likelihood ; it also gives an approximate location of such potential errors. In the second step, a derivation of VA is applied in the identified zones. A significant reduction in complexity is thus achieved without any performance degradation compared to the classical VA. Furthermore, additional complexity reduction can be obtained in the following way. The proposed algebraic algorithm can be used to detect the frames that have a low probability to be successfully decoded. These frames are then directly rejected before any channel decoding. This results in a significant reduction of the computation complexity, especially in unfavorable propagation conditions, at the cost of a very slight degradation of the Frame Error Rate (FER) at the channel decoder output. The scope of this paper is limited to convolutional coders of rate ½ with hard decision. Our method can be extended to continuous output channels. Moreover, the proposed method can be easily generalized (like the VA itself) to include soft channel outputs.
II Convolutional Coder of rate ½
We consider convolutional coders of rate ½ denoted by C(2,1,M), where M is the constraint length .
From each information bit, the coders produce two coded bits which are linear combinations of the current information bit and the M-1 preceding bits. Let us note g 1 (x) and g 2 (x) the two generating polynomials of length M describing the coder, m(x) the information sequence, C 1 (x) and C 2 (x) the coded sequences produced by each convolutional block and C(x) the coded sequence at the output of the coder. In the paper, g 1 (x) and g 2 (x) are chosen to be mutually prime.
The coded sequences resulting from each block are expressed by:
The coded sequence C(x) is defined by:
If C(x) is a code word, then all the odd powers of the polynomial C(x) G(x) have null coefficients. Proof: Let C(x) be a code word then:
The proposed decoding algorithm is based on this lemma.
III Decoding
The hard decoding is performed in two successive steps. First, an algebraic decoding determines the erroneous zones of the received message. Then these errors are corrected in the maximum likelihood sense by using VA to find the error vector.
Algebraic decoding -error detection
Let r(x) be a word resulting from a hard decision applied to the received samples.
r(x) is the sum of a transmitted code word C(x) and of an error sequence noted e(x):
Consequently,
Considering the odd and even parts of the error sequence, we define ) ( . 
The error vector e(x) which is a multiple of G(x) is then a code word, i.e. either an undetectable error or the null element.
From lemma 1 and lemma 2, we derive the following proposition:
The received word r(x) is a code word if and only if ) ( .
is null. Moreover, the polynomial
enables to detect the detectable errors.
Proposed Error Correction Procedure
Unlike in the classical decoding procedure, where the VA is used to find the information sequence, we propose a new procedure where the VA is applied to find the error vector.
Correcting the information message in the maximum likelihood sense [4] [5] [6] corresponds to the determination of the sequence e'(x) of minimum weight such as:
This is equivalent to the identification of the sequence )
The sequence e'(x) can be determined by using the VA to reach a state such that vector
For detailed explanation of this mathematical procedure, the conventional terminology of VA is applied. The trellis used in the VA is made up of nodes (corresponding to distinct states) connected by branches (transition between states). A succession of branches is called a path which is characterized by a metric. , is associated to each branch.
Let Sk be the current state at instant n, and ) (x E Sk its associated vector. One builds the set {Z i (x)} of sequences
where the first coefficient i Z 0 satisfies the condition:
For each sequence, the corresponding following state Si at instant n+1 is determined by the vector
,..., ,
. The polynomial associated to this state is computed by
(see Eq. 12). The condition (13) ensures that, for all states Sk at instant n, the polynomial E Sk (x) has its n+1 first coefficients equal to zero. This procedure leads iteratively to a null polynomial E Sk (x).
iii) metrics : The principle of the proposed decoding technique is to find the sequence e'(x) of minimum weight which cancels the vector E(x) (Eq. 12). With the considerations in (11) and (12), the branch metric at instant n is defined by:
The path metric m k (n) is the accumulation of the branch metrics. When several paths come to the same state, the survivor is the one with the smallest path metric.
At the end of the procedure, the survivor path is the one terminating in the state S0 = {0 0 ... 0}, which is the unique state with all the elements of E Sk (x) to be null.
All the pairs { } 
The decoded information sequence m'(x) is then obtained by: 
IV

Illustration of the Algorithm 1 Example
In this part, the proposed algorithm is illustrated on the well known code C(2,1,3) depicted in Fig. 1 and specified by the following generator polynomials: The initial state is obtained from the two first coefficients of the polynomial E odd (x), which are here (0,0). Therefore the algorithm begins in state S0; its associated vector is: The corresponding trellis is given in Fig. 2 
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Useful comments i) The path metrics are identical to those obtained in the classical decoding procedure. ii) We can see in the trellis (Fig. 2 ) that: at iteration 5:
for k≠0 Therefore it would be possible to stop the procedure at iteration 5. In the next section, a low complexity algorithm based on this statement is described.
V Low complexity decoding
As seen in the previous section there exist some situations where it is possible to avoid a significant part of the computations. Sufficient conditions for applying these principles for reduction in decoding complexity are described in this section. Lemma 3: If at one step n0, both the properties (19) and (20) are satisfied, then it is unnecessary to carry on the VA ; the survivor path is the one which reaches the state S0 = {0 0 ... 0} at the iteration n0 and which remains in this state S0 after this node. There exists a value N 0 such as if N≥N 0 then all survivor paths at iteration n remain at state S0 between step n-N and step n-M+1. Consequently it is unnecessary to carry on the VA between step n-N and n-M+1. The VA is restarted at step n-M+1 with S0 as initial state. For the coder defined in section IV, the value of N0 equals to 4. The trellis obtained for any N≥4 is illustrated in Fig. 3 .
Low complexity optimal decoder On the basis of the principles described in section III, we propose an algorithm with optimal performance. Reduction in computational complexity is achieved by avoiding all unnecessary computations between the iterations n-N and n-M+1. Lowest complexity suboptimal decoder Fig. 4 shows the frame error rate (FER) as a function of the number of 1 (denoted by N1) in the vector E odd (x). When N1 exceeds a threshold value N1 min nearly all the frame are erroneous after the decoding (FER ≈1). These cases correspond to the configurations where the errors in the received sequence are too numerous to be handled by the decoder.. Avoiding the decoding of these frames would lead to further reduction of complexity. Consequently, we propose a suboptimal algorithm with lowest complexity than the optimal one which does not impact FER performance: If N1 < N1 min then apply the optimal structure previously described. If N1 ≥ N1 min then the frame is rejected without any decoding. 
VI Simulations
In order to check both decoding operation and complexity gain, we performed simulations of BPSK transmission over an AWGN channel for various SNR. These simulations have been carried out using the Monte Carlo method with 50000 frames of 100 information bits. As expected, Fig. 5 shows that the BER (Bit Error Rate) obtained with our low complexity optimal algorithm has same performance as a classical VA decoder. Fig. 6 displays the performance of the suboptimal decoder in terms of FER for diverse values of the parameter N1 min . It shows that for N1min above 35 the performance of the suboptimal decoder is close to the one of the optimal decoder in terms of FER. 
VII Conclusions
In this paper, we have investigated new low complexity algorithms for hard input decoding of convolutional code of rate ½. A significant reduction in complexity is achievable with optimal decoding (e.g. less than 30 % of the ACS are required for computation of iterations in the VA above SNR= 1 dB) and suboptimal decoding (e.g. less than 30 % of the number of iterations are required for any SNR). Further investigations to evaluate this new approach to for soft input and soft output decoder for applicability with turbo codes are in the way.
