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1. EINFBEDLTJNC) UND INHALTS~~BERSICHT 
Die von W. A. BASKAKOW in der Approximationstheorie eingefiihrten 
Operatoren sind von F. SCHURER [6] verallgemeinert worden. Schurer 
hat such einige Eigenschaften seiner Operatoren hergeleitet. 
In dieser Arbeit betrachten wir die Schurerschen Operatoren n&her. 
Wir formulieren eine Bedingung (5.) etwas einfacher, was zur Folge hat 
dass einige Formeln durchsichtiger werden. Sohurer zeigte, dass seine 
Operatoren auf alle reelle Funktionen f(t) anwendbar sind, die auf jedem 
endlichen Teil der t-Achse beschrankt sind und die sich fur ItI + oo 
hlichstens wie t2 verhalten. Einfachheitshalber betrachten wir nur die 
Halbachse [0, 00) und zeigen, dass die Schurerschen Operatoren sogar 
anwendbar aind auf alle reelle Funktionen f(t) welche auf jedem endlichen 
Teil dieser Halbachse beschrankt sind und die sich fiir t --f oo hiichstens 
wie ein Polynom verhalten (Satz 1). 1st f(t) im Punkt t=x E [0, b] stetig 
so gilt unter einer gewissen Bedingung, 
lim LW) ; x) = f(x) 
A-sea 
(Satz 2). Dieser Satz ist eine Verallgemeinerung des Satzes 1 in [6]. 
Zur Betrachtung der Differenz zwischen Bild und Original leiten wir 
drei neue Rekurrenzbeziehungen her (Satze 3, 4 and 5). Bei der Betrach- 
tung dieser Differenz (Satz 6) benutzen wir den Stetigkeitsmodul der 
Originalfunktion, allerdings wenn dieser Modul existiert. Die Formel (23) 
im Satz 5 [6] wird dank unserer Formulierung der Bedingung 5. in $ 2 
erheblich vereinfacht. Neue Abschatzungsformeln werden hergeleitet. 
Fiir die Untersuchung des asymptotischen Verhaltens der Differenz 
zwischen Bild und Original falls n -+ oo wird ein Satz bewiesen (Satz 7). 
Dieser Satz verallgemeinert Slitze 6 und 7 in [6]. 
Die hergeleiteten Slitze werden auf zwei Beispiele angewandt und zwar 
auf Verallgemeinerungen der Bernsteinschen under der Mirakjanschen 
1) Ein Auszug dieser Arbeit war Gegenstand eines Kurzvortrages des Autors 
wilhrend des achten Osterreichischen Mathematikerkongresses, 17 bis 21 September 
1973, in Wien. 
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Operatoren ($ 8), wobei in einigen Fallen gezeigt wird, dass erhaltene 
Abschatzungen Ordnungsgem&ss nicht verbessert werden kiinnen. 
2. DIE SCWRERSCHEN OPERATOREN 
W. A. BASKAKOW konstruierte 1957 [l] eine Reihe linearer positiver 
Operatoren. F. SCWRER verallgemeinerte 1962 [5, 61 die Folge der 
Baskakowschen Operatoren. Er betrachtete eine Reihe Operatoren L, 
(n=l, 2, . ..). definiert durch 
L&(t); x)= f (-l)k$)(z)xk f (-&) 
k-0 
welche Definition andeutet, welches das Bild einer zullissigen Funktion 
f(t) bei Anwendung des Operators L, ist. Der Punkt x gehort einem 
gewissen Interval1 an. Die Schurersche Folge unterscheidet sich von der 
Baskakowschen hauptsiichlich dadurch, dass in der Baskakowschen 
Operatoren statt die Funktion x(n) die Zahl n selbst auftritt. 
In dieser Arbeit setzen wir voraus dass die LB in (1) folgenden sechs 
Bedingungen geniigen : 
1. die v,(x) sind auf einem gemeinsamen Interval1 [0, b] (b>O) der 
reellen Achse definiert und reellwertig und sie sind auf diesem Interval1 
unbeschriinkt differentierbar ; 
2. q%(O)=1 (n=l, 2, . ..). 
3. v,(x) (n=l, 2, . . . ) ist auf dem Interval1 [0, b] vijllig monoton, d.h. 
fur jedes Ic=O, 1, . . . gilt auf [0, b] (- l)kq%(k)(z) 20; 
4. I&Z) (n=l, 2, . . . ) ist auf der abgeschlossenen Kreisscheibe ]z - 151 s b 
regular l) ; 
5. es existiert zu jedem n = 1, 2, . . . und zu jedem k= 1, 2, . . . eine 
nicht von k und nicht von cx abhangige nicht-negative ganze Zahl mn z), 
derart, dass auf [0, b] 
(2) q-P lx)= -x(n)vKl) (x)(1 +j%k(x)), 
wo x(n)>0 (n=l, 2, . ..). wahrend ,8,&) fur n, k= 1, 2, . . . eine auf [0, b] 
stetige Funktion von x ist mit der Eigenschaft, dass sie auf [0, b] beziiglich 
n und k gleichmiiszig beschrankt sind und gleichmaszig in x E [0, b] fur 
jedes einzelnes k = 1, 2, . . . gilt 
(3) 
6. In Bedingung 5. gilt 
(4 lim x(n) = 00, lim 3 =l, lim x(4 = 1. n-+co R- n n+oJ x(n) 
1) Aus der Bedingung 3 folgt nor die Regularit&t von p,(z) in der offenen 
Kreisscheibe jz-41 < b. 
2) NGtigenfalls sctze man TO(Z) E 1. 
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BEMERKTJNO. Wenn x(n) #n so sind die Knotenpunkte k/(x(n)) in (1) 
hinsichtlich der iiblichen Knotenpunkte k/(x(n)) verschoben; sie bleiben 
jedoch aquidistant. 
3. MENC+E DER ZULHSSIGEN FUNKTIONEN f(t) 
Wir werden sagen dass der Operator L, (n= 1, 2, . . .) auf eine Fur&ion 
f(t) anwendbar ist wenn das rechte Glied in (1) fur f(t) auf [0, b] einen 
Sinn hat. Die Bedingungen 4. und 2. garantieren, dass siimtliche L, auf 
die Fur&ion f(t) = 1 anwendbar sind. 
Es bezeichne N [0, oo) die Menge aller auf [0, m) erkllirte und auf 
jedem endlichen Teilintervall von [0, oo) beschrlinkte Funktionen f(t), die 
fiir t + 00 hiichstens polynomial anwachsen, d.h. es existieren zu jeder 
Fur&ion f(t) E M [0, 00 zwei (von f(t) abhiingigen) Konstanten A und B ) 
und eine nicht-negative ganze Zahl m, derart, dass auf [0, 00) gilt 
(5) If(t)1 s A +Bt”. 
Insbesondere gehijrt jedes Polynom zu iM [0, 00). 
Es gilt nun folgender Satz: 
SATZ 1. Die Operatoren L, (n= 1, 2, . . .) sind au/ die Funk&men f(t) 
der Merge M [0, 00) anwendbar. 
BEWEIS. Es gehore f(t) zu M [0, 00). Wegen (5) gilt fur k 2 1 und m 2 1 
(6) 
( - I)k $$“’ (x)xk 
k! 
s A (- l)kd?(4Xk + 
k! 
+&l)kdt’(x)xr km . 
k! x”(n) 
Auf Grund der Bedingung 5. ist 
(- l)kQ7(k)( 1 A xxk km 1 . -=-. 
k! x”(n) xrn-l (n) 
(-l)~-lP1~~“(x)(l+Bnro)xnkm-l 
(k-l)! 
* U+C)x (~l)x-l~~l)(x)xk-l m-1 - . 
- p-1 (2) (k-l)! & r; ‘) (k-lY 
wo wir wegen Bedingung 5. C so wahlen, dass 
l&&)I~C (XE [O, bl; k,n=l, 2, . ..). 
Deswegen gilt 
( - 1)” gp (x)xk 
k! I( )I 
f” * A ( - 1 lk f?e’ Wxk + 
x(4 - k! 
+ B(l+C)x Xm-l (n) ;$ (” ; ‘) ( - l)x-;;f$x’xk-l (k _ 1)Z. 
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Setzen wir in der letzten Summe k - 1 =F, und merken wir uns, dass der 
grijsste Wert den 1 annehmen kann, gleich m - 1 ist, so konnen wir falls 
m 2 2 ist dieselbe Reduktion anwenden als wir auf das letzte Glied in (6) 
getan haben. Nach m Schritten erhalten wir eine endliche Anzahl Glieder 
die sich fiber k summieren lassen. Das bedeutet dass die Reihe 
5 (- 1)~~~) (z)zk 
k=O k! 
fiir alle x auf [0, b] konvergiert. Damit ist Satz 1 bewiesen. 
BEMERKUNCI 1. Ob es Funktionen gibt die nicht zu M [0, co) gehijren, 
weil sie fur t + oo schneller als ein Polynom anwachsen und auf die die 
Operatoren L, trotzdem anwendbar sind, hllngt von der Wahl der Funk- 
tionen C&X) ab. Wahlen wir z.B. 
qn(x) = e-an% (a>O, fest; n=l, 2, . ..) 
so sind die Bedingungen l.-6. des Paragraphen 1 alle erfiillt und zwar 
mit b beliebig positiv, aber fest, x(n) = an, m, = n, /&(z) = 0 (n, k = 1, 2, . . .). 
Wir haben nun mit 
f(t) = edt (d > 0, fest) 
fur n=l, 2, . . . und x E [0, b] 
L,(#;x)= 2 aknk~~~edklan=e-anx(l-~d/an), 
k-0 
was bedeutet, dass samtliche Operatoren Ln auf jede Funktion eat und 
damit auf jede ganze Funktion von hijchstens normalem Typus der 
Ordnung 1 anwendbar sind. 
4. DER A~PROXIMATIONSSATZ 
Von wesentlicher Bedeutung in der Approximationstheorie ist die Frage : 
Hat die Folge {Ln} (n=l, 2, . . . ) durch (1) definierter Operatoren L, die 
Eigenschaft, dass in einem Pm&t x E [0, b] fur eine Funktion f(t) E M 
[0, CO) gilt Ln(f(t); X) + f(x). ES gilt 
SATZ 2. Es ge?&e f(t) zu M [0, CG) und f(t) sei in einem Punkt t =x, 
x E [0, b] stetig. Es existiere no& eine nattirliche Zahl m derart, dass wenn 
(7) f(t) = otzm 
gilt far n + 00 
(8) L,((t-xp+z; 2)=0(l). 
Dann ist im Punkt x 
lim LJf(t); x)=f(x). 
n--cc0 
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BEMERKUNG. Schurer bewies in [6] diesen Satz fti m = 1. 
BEWEIS. Weil f(t) im Punkt t =X stetig ist existiert zu jedem E > 0 
ein 8>0 derart, dass fur jedes t E [0, do) mit It--21 ~6 gilt If(t)-/f(z)1 <+E. 
Auch existiert eine positive Zahl A mit der Eigenschaft, dass fiir jedes 
t E [0, 00) mit It-231 z:B wegen (7) gilt 
M 
If(t)-f(z)I d - (t--@m+2. 
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Dann gilt iiberall auf [0, CQ) 
M 
If(t)-ff(z)l<*E+ @(t-p+? 
Also ist fiir n=l, 2, . . . 
und 
ILn(f(t); z)-/(z)1 2 2 (-l)kpz)zk( gE+ i!!(.& g2”) 
k-0 
M 
= &ES ,Ln((t-s)2Q+2; x). 
Wegen (8) ist fiir alle geniigend grosze Werte von n 
+((t-s)2”+2; Z)<ijE 
und damit fti jene Werte von n 
lMf(t) ; 4 - fc4 I < &, 
womit Satz 2 bewiesen ist. 
6. DREI REKURRENZBEZIEHUNUEN 
In vielen Fallen ist es nicht einfach das linke Glied in (8) direkt zu 
berechnen. Vielfacb ist es bequemer (8) mittels einer Rekurrenzbeziehung 
zu vetizieren. Wir werden nun zwei neue allgemein giiltige Rekurrenz- 
beziehungen herleiten, so wie eine dritte spezielle. Dazu schreiben wir 
wenn r eine natiirliche Zahl darstellt 
und definieren damit die Funktionen 2,&r). 
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SATZ 3. F&r jede natiirliche Zahl 9-5 2, fiir jedes n und jede8 x E [0, b] 
gilt 
xZ::,(x)-rZnr(~)=(-1)'-1 ri2 (-1)s(~)(I.,~+l(z)+zX(n)Z.,(z)~. 
s-0 
Dabei bedeutet der St&h Diflerentiation nach x. (Es folgt aus der ersten 
Pormel des Beweises dass Z:,(x) existiert). 
BEWEIS. Es girt 
x Z&(x) = 
00 (_ l)kq+k+l) 
-~cr(+sLr-1(4+ 2 
“k! 
(x)x&+1 
(k -xx(nW 
k-0 
+ 2 (-l)k~~‘(x)xkk(k_xX(n))r 
k-0 k! 
03 (-l)k+lq+Wyx)xk+l 
= -xrx(n)zm,r-l(x) - 1 
i! (k-xx(W k-0 
+ 5 (-l)kg$)(x)xk 
k! (k-xX(n)+xX(n))(k-xX(n))* k-0 
- kto (- l)k;;f;;‘!(x)xk+l (k+ l)(k+ 1 -xx(n) - 1)’ 
= . . . - 8i (_ 1)~a (;) g (-l)k;;~;;;(x)xk+l (k+ 1 -xx(n))“. 
k-0 
-(k+ 1 -xx(n) +xX(n)) 
= . . . - a$ ( _ 1)‘” (;) ( $ 
-k-O 
( - l)k;;“:;;(x)x*+l (k + 1 -xx(n))“+’ 
C=J 
+xm z 
(_ l)k+l vf+l) (x)xk+l 
(k+ l)! (k+ 1 
=...- i (-I)-(:)( ~"(-1)'~(2)xk(k-x~("))d-I 
-xx@))“) 
k-l 
O” (- l)bp,lI”‘(x)x* 
+xX(n) ZI 
k-l k! 
(k - xxW8] 
= . . . - j. (--1)"~){~.,8+1(~)+(-~)8~&)~+1~~1(~)+ 
+xj7(@h8(x)-(- 1)8~&)fl+1X8+1(n)} 
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=- XT&)&, r-l(X) - 1% (- I)‘-’ (j (2% s++4 +~~~n)zd4~ 
=rZ&X)+(-I)'-l '2 (-~)'(~){z~,~+l(s)+~~(n)z~~(~)} 
s-o 
womit Satz 3 bewiesen ist. 
BEMERKUNO. Die Beziehung im Satz 3 ist offenbar eine lineare Re- 
kurrenzdifferentialgleichung erster Ordnung fiir Z,,(z). Man kann Z&r) 
daraus durch Angabe ihres Wertes in einem Punkt 2 E (0, b] bestimmen. 
Dieser Wert liisst sich ofters aus der Definition von Z,,(x) herleiten. 
In vielen Fallen kann man such folgenden Satz beniitzen: 
SATZ 4. Wenn die Funktionen Bnh(x) in (2) sdimtlich unabh&gig von k 
sin& werden wir sic mit p,,(x) bexeichnen. Tritt dieser Pall ein, so gilt fur 
die Funktionen &.(x) ftkr jede nicht-negative ganze Zahl r und jedes 
n=l, 2, . . . 
(10) 
1 
z,,r+i(X)=XX(n)(l+Bsa(X)) ,t ($ (1 +XX(%k- 
-xx(n))“Z~ ,.9-Xx(n)&(X). 
BEWEIS. Aus der Definition von &r(x) folgt 
OJ (-l)Q$yZ)2k 
&,r+1(x) = I: k! (k-xxW)(k-xx(n))C k-0 
(k - xx(n)Y - xx(n)&+4 
0) 
=X ,Izl 
(- l)k-l&)(l +/~S,(X))~~~) (x)x”-1 . 
(k-l)! 
=xxW(l+Mx)) ,t ($ (l+xx(mJ--x(n))r-s - 
(k- 1 - xx(mn))8 - xx(n)Znr(x) 
=xx(W -V&)) .$ ($ (I+ xx(mn) - 
womit Satz 4 bewiesen ist. 
-23 x(n)P f&h, 44 - X~(n)Znr(X), 
BEMERKUNGEN. 1. In Beziehung (10) erscheint im rechten Glied 
nicht nur Z*,(x), sondern such Zm,,c(x) bis Z,,,(z) die alle als ersten 
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Index ma statt n besitzen. Im Falle m>n ist sie also eine merkwiirdige 
Beziehung. 
2. Im Falle m, = n ist sie, in Gegensatz zur Beziehung im Satz 3, keine 
Differentialgleichung sondern in Bezug auf r eine Differenzengleichung. 
3. Ein Fall wie unter 1 genannt, wo mn>n ist, tritt bei den gewohn- 
lichen Baskakowschen Operatoren [l] Ln : M[O, 00) + C[O, b] mit z.B. b = 1, 
Ldf(t); xl= k2o (n+:-l) (l+zJn+k f @ (n=l, 2, . ..I 
auf. 
Diese Operatoren sind vom Typ (1) mit &x) = (1 + CZ)-~ und m, = n+ 1, 
x(n) =n. Die Formel (10) gibt man 
&,r+l(4 =nx i: r 0 r-o .J (1 + ~)~-~&+l,&) - nx&(x). 
Diese Rekurrenzbeziehung ist von jener verschieden, der von SDCEEMA 
[7] p. 336, Formel (26) mit p= 0, fiir diese Operatoren hergeleitet wurde 
und in der jetzigen Bezeichnungsweise 
2&+1(x) =x( 1+ xP~~(x) + nrx( 1+ X).&~-I(X) 
lautet. Die letzte Formel ist vom Typ des nLchsten Satzes 6. 
4. Wenn der Fall x(n) =n, mr=n- 1, p%(x) = 0 vorliegt so geht (10) 
iiber in 
(11) (1 -~)*-~Z~-~,~(x)-nnxZ~,(x). 
Diese Formel gilt fiir die Bernsteinschen Operatoren B, : C[O, l] --f C[O, 11, 
defIniert durch 
JMf(t); 4= ~o$+(l-Z)~-~f(~)* 
(11) zeigt einen wesentlichen Unterschied mit der von Lorentz in seinem 
Buch [2] auf Seite 14 hergeleiteten Formel (5) auf. 
In speziellen konkreten Fallen kann man bisweilen Eigensohaften der 
Funktionen r&x) beniitzen. z.B. gilt im Falle ~~(x)=(l -z)n, wo die 
Operatoren L,, in die in $ 8 behandelten Operatoren On iibergehen. 
Sam 5. Ft.? die mittels (30) de$nierten Opkratoren C,, gilt f@r jades 
Paar natWlicher Zahlen r, n und jedes x E [0, l] 
(12) ~n,r+l(x)=x(l-x){~~,(x)+~~(n)~~,r-i(~)}+ (n-xx(n))&&), 
wo der &rich Differentiation nmh x bedeutet. 
16 Indagationes 
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BEWEIS. Es gilt 
= - q(n)z( 1 -x) 2 Xk(l-X)n-k(k-~)(k--Z(n))r 
= -rx(n)z(l-z) zn,r-l(x) +&,*+1(z)- (n-X(~))x&ar(z). 
BEMERKTJNUEN. 1. Im Spezialfall x(n) = n gehen die Operatoren Cn 
in den gewiihnlichen Bernsteinoperatoren B, und (12) in 
Zn,r+l(X) =z( 1 -X){Z&) + ~n~~,r-i(~)} 
iiber. Diese Formel ist bereits von LORENTZ auf Seite 14 seines Buches 
[Z] hergeleitet worden. 
2. Im Spezialfall x(n) = n +p, p > 0 ganz, n > -p, tihrt (12) schon von 
Sikkema her, [7] p. 332, Formel (19). 
6. ABSCHXTZUNG DER DIFFERENZ L,#(t) ; x) -f(x) 
Es bedeute c[O, m) die Teilmenge von M[O, oo) derjenigen Funktionen 
f(t), die auf [0, 00) stetig sind. Es gehiire f(t) zu c[O, cx) und besitze auf 
[0, 00) einen Stetigkeitsmodul o(8), (8> 0), definiert durch 
4% = ,,“ip, d If@) -f(Y) I (x r 0, y B 0). 
Wir bemerken, dass es fur f(t) urn einen Stetigkeitsmodul zu besitzen, 
nicht notwendig ist beschriinkt zu sein, wie das Beispiel f(t) = t zeigt ; 
dagegen besitzt f(t) = ts auf [0, oo) keinen Stetigkeitsmodul. 
Mittels des Stetigkeitsmoduls wollen wir nun die DilIerenz Ln(f(t) ; x) - 
-f(z) abschiitzen, wenn x E [0, b]. Dabei setzen wir voraus, dass in (2) 
die Funktionen /3&r) von h unabhlingig sind; wir nennen sie dann /?,(x). 
Bedingung 3. des Paragraphen 1. wird dann 
(13) lim &&) = 0, gleichmaszig in x E [0, b]. 
*-+oo 
Wir schreiben noch 
(14) xbd(l +/L&)) =x(W + m(4) 
und wegen (13) und der letzten Beziehung in Bedingung 6. gilt 
lim m(x) =0, gleichmaszig in z E [0, b]. 
n+m 
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Im Paragraphen 8 werden wir zeigen, dass gerade dieser Spezialfall zu 
interessanten Beispielen fiihrt. 
SATZ 6. Es getire f(t) zu 6[0, co) und besitze auf [0, m) einen Stetig- 
keitsmodul w(8) (6 > 0). Unter den Bedingungen l.-6. und (13) bezi.!glich 
pn(x) gilt far jedes 8> 0 und 2 E [0, b] 
BEMERKUNO. Diese Formel ist dieselbe als (23), kombiniert mit (27), 
(28) in [S], aber etiacher und tibersichtlicher geschrieben. 
BEWEIS DES SATZES 6. Mit unserer anderer Formulierung der Be- 
dingung 5. verlauft der Beweis doch analog dem von (23) in [6]. Weil 
wir zu einer anders aussehenden Formel gelangen, mochten wir den 
Beweis doch geben. 
Wegen Bedingungen l., 2. und 4. haben wir 
(16) &f(t); z)-f(X)= 2 (-l)X$‘(x)xk{f ($)) -f(z)}. 
k-0 
Der Pm&t x sei dabei beliebig auf [0, b] gewlihlt aber dann fest gehalten. 
Fiir beliebiges positives 6 und positives 01 hat der Stetigkeitsmodul w(B) 
von f(t), wie bekannt vorausgesetzt, die Eigenschaft 1) 
w(oLB) s (1+ [m-j) co@). 
Dies beniitzend, gilt fiir jedes k= 0, 1, . . . 
Aus (16) und (17) folgt nun dass fur jedes 6 > 0 
IL(f@); X)-f(X)1 d o(6) 2 (-1)k$)(x)2k 
k-0 
(1+;(+)y 
(18) 
=o(B)(l+ g + (-1)kf(5)xk (k2-2x.jn(n)k). 
82?(n) k-0 * 
1) Wie iiblich bedeutet [a] die grijszte gauze Z&l die in a enth&en ist. 
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Nun ist 
WJ) 
In lihnlicher Weise kann man zeigen, dass 
(20) ~2=xxMl +Mx)) +x2:22(‘n)(l +B&))(l+ p&)) 
wobei wir (14) benutzt haben. Einsetzen von (19) und (20) in (18) fiihrt 
zu (15). 
BEMERKUNGEN. 1. Ein Spezialfall tritt ein wenn m,=n (n= 1, 2, . ..). 
Dann ist &c)=,~~(x) (n=l, 2, . ..) und (16) vereinfacht sich zu 
(21) ILW; x)-f(x)] s o(d) ( 1+x l$$$) +x+p) 
(8>0; n=l, 2, . . . ). Ein Beispiel hierzu liefert Anwendung II in 8 8. 
2. Ein noch spezielleren Fall als der in 1. genannte liegt vor wenn 
tiberdies noch A(x) = 0 ist (n= 1, 2, . ..). Dann vereinfacht sich (20) 
weiter zu 
IL(f(t);x)--f(41 Sw(B)( l+ &))(d>o; n=l,2, . ..). 
Man ktlnn nun einerseits 
%$j - -5 (n=l, 2, .*.) 
wiihlen und erhlilt dadurch die Abschlitzung 
(22) I-w(t); 4 --/WI s (1 -I-40 -I- ( ) m 
und tlndrerseita 
8= V --& (n=l, 2, . ..) 
W&B die Abschgtzung 
(23) 
liefert. So einfache Abschiitzungen wie (22) und (23) gibt es im Falle (21) 
im ellgemeinen nicht, weil das gegenseitige Verhliltnis von l/x(n) und 
,Q(x) fti n + 00 bier eine wesentliche Rolle spielt. 
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7. ASYMPTOTISCRES VERHALTEN DER DIBTERENZ I&(/(t) ; 2) -f(x) FUR 
n’+ 00. 
Wir betrachten jetzt den Fall wo die Funktion f(t) in einem Punkt 
x E [0, b] eine Ableitung mindestens zweiter Ordnung aufweiat. Wir be- 
weisen dafti folgenden Satz: 
SATZ 7. Es seien L, die durch (1) auf M[O, co) dejinierte Opera&en 
(n= 1, 2, . . .) und es getire f(t) zu N[O, 00). Es existiert dann dejinitions. 
gemdm eine gerade positive Zahl m derart, dccss f(t) =Otm wenn t + 00. Im 
Pun&e x E [0, b] sei die m-te Ableitung f(m)(x) vorhanden. 
Es sei weiter vorau8ge&zt, da.ss es eine Fun&ion a(n) # 0 (n= 1, 2, . ..) 
g&t, chart d&S8 lim,,, y(n) =oo un4-l ah88 gilt 
(24) @4x) LN((t-x)*; 2) = - v(n) + O 94n) 
-A- (r=l, . . ..m. n-too) 
wo die Funktionen a,.(x) (r = 1, . .., m) nicht von n abhitngen. 
Schlieszlich exi8tiere eine geTade ZahE d >m, 80, &MS 
Lm((t-x)d; x) =o-& (n + 00). 
Dann gilt 
L(f(t); x)-f(x)= 3 +oq-$ (n --+ 4, 
f”‘(x) 
a@)= 2 a&) 7. 
r-1 
BEMERKUNG. Dieser Satz steht in enger Beziehung zum Satz 1 in [7] 
und unten stehender Beweis zeigt eine gewisse &nlichkeit zum Beweis 
jenes Satzes auf. 
BEWEIS DES SATZES 7. Auf Grund der uber f(t) gemachten Voraus- 
setzungen diirfen wir fti t 10 sohreiben 
(28) f(t)-f(s) = ,\ (t-x)‘9 +(t-x)mh(t-x), 
wo h(u) fiir ur - x beschrlinkt ist und lim,,o h(u) = 0. Setzen wir also 
h(0) = 0, so wird h(u) im Punkt U= 0 stetig. Es existiert dann zu jedem 
E>O ein q>O derart, dass fti jedes tZ0 und It-xl<7 gilt Ih(t-z)l<e. 
Weil h(u) fur ur -x beschrankt ist, gibt es fiir t 5 0 eine Zahl N > 0 so, 
dass (h(t-x)lIN ist. Es sei nun 
J,(t)=0 fiir It-xl<q, tB0 
-1 fti It-xJLq, tr_o. 
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Dann gilt offenbar fiir jedes tZ 0 
Wenden wir nun die Operatoren L, (n- 1, 2, . ..) auf (28) an, so erhalten 
wir 
&(f@); x)-f(x) - ,t L&t-x)‘; x) 9 =Ln{(t-xpqt-2); x>. 
Fiir das rechte Glied haben wir wegen der Monotonie des Operators L,, 
1L#-4*w- 4; x}I <EJL((t-x)m; x)+iLL{(t-x)4&); x> 
<EJq(t--x)“; X)+&L*((t-x)d; x) 
Dabei ist & eine passend gewiihlte Konstante. 
Daraus folgt, dass 
d4 ( Lw); x) -f(x) - ,fg L?#-x)‘; x) p) =0(l) 
und wegen (24) bedeutet dies 
Ln(f@); x)-f(x)- r% fg ’ fT =o-& 
womit der Satz bewiesen ist. 
BEIKERKUNU. Satz 7 verallgemeinert die SItze 6 und 7 in [6]. 
(To be continued) 
