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Navarra, Edificio de Las Encinas, Campus de Arrosad́ıa, 31006 Pamplona, Spain
E-mail: andres.arraras@unavarra.es
F.J. Gaspar




InaMat2, Departamento de Estad́ıstica, Informática y Matemáticas, Universidad Pública de
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1 Introduction
Single-phase flow in porous media is governed, under saturation conditions, by the
first-order system
u = −K∇p, in Ω, (1a)
∇ · u = f, in Ω, (1b)
p = g, on ΓD, (1c)
u · n = 0, on ΓN . (1d)
Equations (1a) and (1b) represent Darcy’s law and the continuity equation, re-
spectively, and conform the so-called mixed formulation of the Darcy problem.
Here, Ω is assumed to be a polygonal domain, whose boundary ∂Ω is divided into
two non-overlapping subdomains, ΓD and ΓN , in which Dirichlet and Neumann
boundary conditions are imposed, respectively. Formally, ∂Ω = ΓD ∪ ΓN such
that ΓD ∩ ΓN = ∅. The unknowns p = p(x) and u = u(x) stand for the fluid
pressure and the Darcy velocity, respectively, and K = K(x) is a 2× 2 symmetric
positive definite tensor that represents the rock permeability divided by the fluid
viscosity. This tensor is further assumed to satisfy
k1 ξ
T ξ ≤ ξTK(x) ξ ≤ k2 ξT ξ, x ∈ Ω, ξ 6= 0 ∈ R2,
where 0 < k1 ≤ k2 < ∞. The problem is completed by providing data functions
f = f(x) and g = g(x). Note that n denotes the outward unit normal on ∂Ω.
For the sake of simplicity, the gravitational term usually involved in Darcy’s law
has been neglected here. This simplification is acceptable since, in order to study
the performance of the multigrid solver on the discretized problem, we are only
concerned with the structure of the matrix and not with that of the right hand
side.
Locally conservative discretization methods have been successfully applied to
approximate the solution to problem (1). In this framework, it is worth mention-
ing several techniques, such as mixed finite element (MFE) methods [22], control
volume MFE schemes [24,51], support-operator methods [36,52], or the related
mimetic finite difference methods [20,35,44]. These methods can all be formulated
on irregular meshes and accurately handle anisotropic discontinuous tensors K.
Moreover, they are designed to preserve the continuity of normal velocities across
interelement edges. Equivalence relationships among them have been established
in [40]. The common drawback shared by all these methods is the need to solve
an algebraic system with saddle point structure, which is known to be indefinite.
Several alternatives have been proposed to circumvent this problem, mainly
based on a suitable choice of MFE spaces and the introduction of certain quadra-
ture rules to approximate the vector-vector inner products. These strategies permit
to construct an approximate Schur complement of the original system by locally
eliminating the velocity unknowns, thus yielding a cell-centered finite difference
scheme for the pressures. Examples of this idea on triangular meshes can be found
in [13], for the Laplace equation; in [23], for the Poisson equation; or in [48], for
a reaction–diffusion problem involving a diagonal tensor coefficient. Extensions to
the Darcy system are proposed in [50,58], for diagonal tensors K on rectangular
meshes; or in [8], for continuous full tensors K on logically rectangular meshes
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obtained from smooth mappings of rectangular grids. To conclude, it should also
be mentioned that the introduction of interelement Lagrange multipliers giving
rise to the so-called mixed hybrid finite element methods [10] is also a classical
alternative for avoiding saddle point problems.1
In this work, we will focus on the so-called multipoint flux approximation
(MPFA) methods, which combine the main advantages of the previous techniques.
These methods were originally formulated as a natural extension of the well-known
two-point flux approximation schemes. As such, they are defined to be control
volume schemes which consider more than two pressure values to approximate the
velocity at each cell edge. They have been formulated on unstructured triangular
meshes [3,4,29], and on logically rectangular meshes composed of quadrilateral
elements [1,2,30]. Following the terminology from [5], these methods can be defined
either in a reference space or in the physical space. Henceforth, we will describe the
main properties of both approaches for quadrilateral elements. Remarkably, the
triangular case has been analyzed in [39] using an equivalent MFE formulation,
and a relevant extension for solving Richards’ equation has been further proposed.
MPFA schemes in a reference space can be formulated as MFE methods using
the trapezoidal quadrature rule, with a particular choice of finite element spaces
and evaluation points: the method proposed in [41] is based on the so-called broken
Raviart–Thomas element,RT 1/2, with an evaluation of the tensor at the midpoint
of the reference element; in turn, that proposed in [61] is based on the lowest order
Brezzi–Douglas–Marini element, BDM1, with an evaluation of the tensor at the
corners of the reference element. Note that, in both cases, the degrees of freedom
of the corresponding MFE method show a one-to-one correspondence with the
unknowns of the MPFA scheme. In addition, they both result in a cell-centered
pressure system with a symmetric positive definite matrix. Numerical evidence
reveals that the second variant is more accurate than the first one when computing
normal velocities on grids composed of O(h2)-perturbations of parallelograms [5].
In turn, a loss of convergence is observed for both methods on O(h)-perturbed
meshes. In this case, the physical space MPFA method permits to recover a first-
order convergence rate for the normal velocities. The price to pay is a loss of
symmetry of the system matrix unless the mesh is composed of parallelograms.
MPFA methods in the physical space can also be formulated as MFE schemes,
based on the RT 1/2 or the BDM1 element, using a non-symmetric variant of the
trapezoidal quadrature rule. In the former case, the quadrature rule involves the
mean value of the inverse tensor K−1 on each element E, denoted by K−1E [42]; in
the latter, it considers the inverse of the mean value of K on E, that is, K
−1
E [60].
The solvability of the resulting discrete problem is only guaranteed under technical
restrictions on the element geometry and the anisotropy of K (see, e.g., formulas
(3.31) and (3.32) in [60]; cf. also [45]). Remarkably, when the mesh is composed
of parallelograms and K is piecewise constant on each element, the physical space
MPFA methods are equivalent to their corresponding reference space counterparts.
In the present paper, we deal with the efficient solution of the large systems of
equations arising from the reference and physical space MPFA methods based on
the BDM1 finite element spaces. According to [60,61], we will henceforth rename
such methods the symmetric and non-symmetric multipoint flux mixed finite el-
1 In this case, a multigrid solver can be applied by using the equivalence with the noncon-
forming Crouzeix–Raviart element (see, e.g., [14,16]).
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ement (MFMFE) schemes, respectively. Broadly speaking, the design of solvers
for MPFA methods has been seldom considered in the literature. This is some-
what surprising due to the wide use of these schemes in the numerical simulation
of porous media problems. A two-level domain decomposition algorithm for an
MPFA finite volume discretization of three-dimensional flow in anisotropic het-
erogeneous porous media is presented in [31]. In this interesting work, additive
and multiplicative Schwarz iterative methods are implemented as smoothers, and
the coarse scale operator is obtained from numerical upscaling. To the best of our
knowledge, however, a robust multigrid solver for multipoint flux discretizations
has never been proposed so far. This work is intended to close this gap, presenting
the first multigrid method for solving multipoint flux approximations, which can
easily handle difficult diffusion problems on rough grids and with coefficient jumps
not aligned with the mesh.
It is well known that present multigrid methods are among the most advanced
techniques for solving large linear systems arising from the discretization of par-
tial differential equations (PDEs). There are mainly two different approaches to
multigrid: geometric multigrid methods (GMG), for which a hierarchy of grids has
to be defined and the inter-grid transfer operations are based on geometric prin-
ciples, and algebraic multigrid methods (AMG), which construct the coarse levels
automatically from the system matrix on the target grid in an algebraic way. In
the context of AMG methods, two prevailing schemes have proved their use for
multiple engineering problems, namely: algebraic multigrid and aggregation-based
multigrid methods [15,19,53,56,57]. The origin of algebraic methods may be found
in the early days of multigrid, when blackbox multigrid (BoxMG) with operator-
dependent transfer operators and Galerkin coarse grid approximation was pro-
posed for structured vertex-centered Cartesian grids [6,25,26]. This approach can
be considered as a predecessor of classical AMG. The aggregation-based multigrid
methods, whose origin can be found in [57] (smoothed aggregation), may be related
to the cell-centered multigrid methods proposed in [38,59]. In [59], it was shown
that constant (i.e., operator-independent) transfer operators, in combination with
Galerkin coarse grid discretization, provided highly efficient multigrid results for
cell-centered discretizations of elliptic PDEs including jumping coefficients. In ad-
dition, more robustness can be achieved in some cases by using multigrid as a
preconditioner of a Krylov subspace method; see, e.g., [12], where a parallel multi-
grid preconditioned conjugate gradient method is proposed for solving groundwa-
ter flow problems. Like AMG and BoxMG, the multigrid solver proposed here is
based on the blackbox methodology, in which the user only provides the fine-grid
discretization, the right-hand side and an initial guess for the solution, and the
code automatically generates the hierarchy of operators on coarser levels.
Logically rectangular grids are considered to take advantage of the recent
trends in computer architectures: many-core and accelerated architectures that
achieve their best performance when structured data can be used. On this type
of architectures, the drawbacks of using unstructured data access and indirect ad-
dressing may be so significant that it becomes more efficient to consider larger,
logically structured grids with regular data access. In particular, implementations
of logically structured multigrid algorithms, such as BoxMG, have been shown
to be 10 times faster than AMG for three-dimensional heterogeneous diffusion
problems on structured grids [46].
Multigrid solvers for multipoint flux approximations of the Darcy problem 5
In the present work, a local Fourier analysis (LFA) [17,18] is performed for the
case of Cartesian rectangular grids. This analysis is known to predict very accu-
rately the convergence rates of GMG methods by considering the local character
of the involved operators and neglecting the effect of boundary conditions. Specif-
ically, the Toeplitz or multilevel Toeplitz structure of the matrix on an infinite
grid permits its diagonalization by the matrix of Fourier modes. A detailed intro-
duction to this analysis can be found in [55,62]. The robustness of the proposed
multigrid solver is shown for different test problems with full tensor coefficients on
various rough logically rectangular grids.
The remaining of the paper is structured as follows. In Section 2, we describe
the considered MFMFE schemes for the Darcy system. Subsection 2.1 is devoted
to deriving the stencil coefficients for homogeneous media and Cartesian uniform
grids, which will be subsequently used in the LFA. In Section 3, the cell-centered
blackbox-type multigrid method is explained. This section also includes a descrip-
tion of the LFA, together with some predicting results of the convergence rates of
the multigrid method. Section 4 shows the robustness of the proposed multigrid
solver for problems with different permeability tensors on a variety of logically
rectangular grids. Finally, Section 5 provides some concluding remarks together
with certain ideas for future research.
2 Multipoint flux approximations of the Darcy system
The mixed variational formulation of the first-order system (1) reads: Find (u, p) ∈
V ×W such that
(K−1u,v) = (p,∇ · v)− 〈g,v · n〉ΓD , v ∈ V, (2a)
(∇ · u, w) = (f, w), w ∈W, (2b)
where (·, ·) denotes the inner product in either L2(Ω) or (L2(Ω))2, and 〈·, ·〉ΓD
represents the L2(ΓD)-inner product or duality pairing. Moreover, W = L
2(Ω)
and V = {v ∈ H(div;Ω) : v · n = 0 on ΓN}, with
H(div;G) = {v ∈ (L2(G))2 : ∇ · v ∈ L2(G)},
for any G ⊂ R2. It is well known that (2) has a unique solution [22]. For the sake of
simplicity, we will henceforth consider homogeneous Dirichlet boundary conditions
along ΓD, i.e., g ≡ 0.
Next, we introduce an MFMFE discretization for (2) based on the BDM1
spaces on quadrilateral elements [21,22]. As we will see below, the method fur-
ther considers suitable quadrature rules which permit to eliminate the velocity
unknowns, thus yielding a cell-centered scheme for the pressure.
Let Th be a logically rectangular partition of Ω into convex quadrilaterals,
where h = maxE∈Th diam(E). We denote by Ê the unit square with vertices
r̂1 = (0, 0)
T , r̂2 = (1, 0)
T , r̂3 = (1, 1)
T and r̂4 = (0, 1)
T , and introduce a family of
bijective bilinear mappings {FE}E∈Th such that FE(Ê) = E. In particular, given
a physical element E ∈ Th with vertices ri = (xi, yi)T , for i = 1, 2, 3, 4, FE is
defined as
FE(r̂) = r1 + r21x̂+ r41ŷ + (r34 − r21)x̂ŷ,











Fig. 1 Degrees of freedom for the BDM1 spaces on quadrilaterals; crosses and circles denote
pressure and velocity degrees of freedom, respectively. For the sake of clarity, the velocity
degrees of freedom are drawn at a distance from the corresponding vertex.
where rij = ri− rj . We further define, for each mapping FE , the Jacobian matrix
DFE and its determinant JE = |det(DFE)|. The outward unit vectors normal to
the edges ê ⊂ ∂Ê and e ⊂ ∂E are denoted by n̂ê and ne, respectively.
For later use, a given partition Th will be called an O(h2)-perturbed mesh
if it is composed of h2-parallelograms, that is, quadrilaterals whose vertices sat-
isfy the condition |r34 − r21|R2 ≤ Ch2. This kind of elements can be obtained
asymptotically by uniform refinements of a general quadrilateral grid.




α1 + β1x̂+ γ1ŷ + rx̂
2 + 2sx̂ŷ
α2 + β2x̂+ γ2ŷ − 2rx̂ŷ − sŷ2
]
, Ŵ (Ê) = P0(Ê),
where α1, α2, β1, β2, γ1, γ2, r and s are real constants. Note that ∇̂·V̂ (Ê) = Ŵ (Ê)
and, on any edge ê ⊂ ∂Ê, v̂ ∈ V̂ (Ê) is such that v̂ · n̂ê ∈ P1(ê). The degrees of
freedom for v̂ are chosen to be the values of v̂ · n̂ê at the vertices of each edge ê
(see Figure 1).
Any approximation to H(div;E) must preserve the continuity of the normal
components of the velocity vectors across the element edges. In order to satisfy
this requirement, the space V (E) associated to an element E ∈ Th will be defined
by using the Piola transformation [22], i.e.,
v↔ v̂ : v = (J−1E DFE v̂) ◦ F
−1
E .
On the other hand, the transformation
w ↔ ŵ : w = ŵ ◦ F−1E
will be used for the definition of the local space W (E). Finally, the global MFE
spaces Vh ×Wh ⊂ V ×W on Th are given by
Vh = {v ∈ V : v|E ↔ v̂, v̂ ∈ V̂ (Ê) ∀E ∈ Th},
Wh = {w ∈W : w|E ↔ ŵ, ŵ ∈ Ŵ (Ê) ∀E ∈ Th}.
In the approximation of (2a) by the MFE method described above, it is neces-
sary to compute integrals of the form (K−1 q,v), for q,v ∈ Vh. In this setting, the
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MFMFE method is derived by considering suitable quadrature rules that allow for
local velocity elimination. In particular, for any q,v ∈ Vh, the global quadrature





The definition of the local quadrature rule depends on the type of spatial meshes
under consideration. For O(h2)-perturbed meshes, the numerical integration on
each element is defined by mapping to the reference element [61], i.e.,












As for the case of highly distorted rough grids, the quadrature rule on each element
is defined accordingly [60], that is,













with KE being a constant matrix such that Kij,E is the mean value of Kij on E,
where Kij,E and Kij are the elements on the ith row and jth column of matrices
KE and K, respectively. Furthermore, x̂c denotes the center of mass of Ê. Note
that, if K is an element by element piecewise constant tensor and the spatial mesh
consists of parallelograms, the expression (5) reduces to (4).
The MFMFE approximation to (2), considering homogeneous Dirichlet bound-
ary conditions, is given by: Find (uh, ph) ∈ Vh ×Wh such that
(K−1uh,v)Q = (ph,∇ · v), v ∈ Vh, (6a)
(∇ · uh, w) = (f, w), w ∈Wh. (6b)
If (K−1·, ·)Q in (6a) is given by (3) and (4), the MFMFE method is called sym-
metric; if it is given by (3) and (5), it is referred to as non-symmetric. The well-
posedness and convergence properties of both methods stemming from (6) are
studied in [61] and [60], respectively. In the symmetric case, if the mesh is composed
of h2-parallelograms, the velocity and pressure variables are first-order convergent
in the L2-norm, the latter being second-order superconvergent at the cell centers
in a discrete L2-norm. In the non-symmetric case, the velocity variable is shown
to be first-order convergent, either when compared to the projection of the true
solution onto the space Vh in the L
2-norm, or when considering the normal compo-
nent in an edge-based norm; in turn, the pressure preserves the first-order optimal
convergence in the L2-norm. Note that the non-symmetric MFMFE scheme need
not be applied on an O(h2)-perturbed mesh. The convergence properties of both
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methods will be illustrated by numerical experiments in the last section of the
paper.
In the sequel, we describe how the MFMFE formulation (6) can be reduced
to a cell-centered finite difference scheme in the pressure variable. More precisely,
we use (6a) to express the velocity degrees of freedom in terms of the pressure
unknowns, and substitute them back into (6b) in order to obtain a linear system
for the pressures.
In this framework, let us introduce the vector space Hv of discrete velocity
functions Uh ∈ R2N` , where N` is the number of edges in Th. The degrees of
freedom for this space are located at the vertices of each edge. If Nv denotes the
number of vertices in Th, any Uh ∈ Hv is given by Uh = (Uh,1, Uh,2, . . . , Uh,Nv )
T ,
where Uh,i ∈ R`i and `i is the number of edges that share the ith vertex point,
for i = 1, 2, . . . , Nv. The component of Uh,i associated to the jth edge ej is given
by the volumetric flux (uh · nej )(ri)|ej |, where |ej | denotes the length of ej , for
j = 1, 2, . . . , `i. On the other hand, we consider the vector space Hp of discrete
pressure functions Ph ∈ RNe , where Ne stands for the number of elements in Th.
In this case, the degrees of freedom are located at the cell centers. Any Ph ∈ Hp
has the form Ph = (Ph,1, Ph,2, . . . , Ph,Ne)
T , where Ph,i = ph(xc,i) and xc,i is the
coordinate vector of the ith cell center, for i = 1, 2, . . . , Ne.
Let {vi}Li=1 and {wj}Nej=1 be the bases of the discrete spaces Vh and Wh,













where the matrices A ∈ R2N`×2N` and B ∈ R2N`×Ne are given by (A)ij =
(K−1vj ,vi)Q and (B)ij = −(wj ,∇ · vi), respectively. Finally, Fh ∈ RNe con-





The use of the trapezoidal quadrature rule (K−1·, ·)Q permits to decouple
the velocity degrees of freedom associated to a vertex from the rest of them. In
consequence, the velocity mass matrix A = diag(A1, A2, . . . , ANv ) has a block-
diagonal structure, and each block Ai ∈ R`i×`i is a local matrix associated to the
ith vertex point, for i = 1, 2, . . . , Nv. Since A is induced by the discrete bilinear
form (K−1·, ·)Q, the symmetry of the corresponding blocks Ai depends on the
local quadrature rule under consideration, namely: if (K−1·, ·)Q,E is given by (4),
Ai will be symmetric; otherwise, if it is given by (5), Ai will be non-symmetric
unless the mesh is composed of parallelograms and K is constant on each element.
In particular, let us consider the ith interior vertex represented in Figure 2
(left). We denote by uj , for j = 1, 2, 3, 4, the velocity degrees of freedom associated
to this vertex. The corresponding basis functions of the space Vh are denoted
by vj , for j = 1, 2, 3, 4. Inserting v = vj into (6a), we obtain the local system




















































































In this expression, using a generic element notation, N−1ij,E = K
−1
ij,E , if we consider
the symmetric quadrature rule (4), and N−1ij,E = K̃
−1
ij,E , for its non-symmetric
counterpart (5) (see, e.g., [60,61]).
On the other hand, let us consider the ith element represented in Figure 2
(right). We denote by wi the basis function of the space Wh associated to this
element. If we insert w = wi into (6b), we obtain the expression
1
2





where we consider the local notations introduced in Figure 2 (right). Therefore,
the ith column of matrix B has eight non-null coefficients corresponding to the
velocity degrees of freedom located on the four edges of the element Ei.
The upper part of system (7) permits to express the velocity vector Uh in terms
of the pressure Ph in the following way
Uh = −A−1B Ph. (11)
Since A is block-diagonal, this operation is locally performed on each block Ai. As
a result, the velocity degrees of freedom associated to the ith vertex are expressed
in terms of the pressure unknowns located at the centers of the elements sharing
that vertex. Inserting (11) into the lower part of (7), we get a cell-centered system
for the pressures, i.e.,
BTA−1B Ph = −Fh, (12)
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whose matrix is symmetric and positive definite if we consider the symmetric
quadrature rule (4). The discrete diffusion operator of MFMFE discretizations on
logically rectangular grids has a 9-point stencil. In order to perform the LFA for
the multigrid method presented in Section 3, we need to derive the expression of
the stencil coefficients for a homogeneous medium and a uniform Cartesian grid.
Details are provided in the next subsection.
2.1 The stencil coefficients for homogeneous media and Cartesian uniform grids







and a uniform Cartesian grid with mesh size h. In this case, DFE = hI, where I
stands for the 2× 2 identity matrix, and JE = h2. Hence, for every E ∈ Th,










2b −c 0 −c
−c 2a −c 0
0 −c 2b −c
−c 0 −c 2a
 .
If we insert this expression into (8) and consider the local notations of Figure 2
(left), the volumetric fluxes associated to the ith interior vertex can be expressed





















































Finally, we apply the expression (10) to the central element of Figure 3. The
local systems corresponding to the vertices r1, r2, r3 and r4 permit to express: u1
and u8 in terms of p1, p2, p3 and p9; u2 and u3 in terms of p1, p3, p4 and p5; u4
and u5 in terms of p1, p5, p6 and p7; and u6 and u7 in terms of p1, p7, p8 and p9.
As a result, the 9-point stencil equation of system (12) associated to the central
























Fig. 3 Local notations for the 9-point stencil.
where










































The corresponding coefficient of p1 is m1 = −
∑9
i=2mi.
3 Cell-centered multigrid and local Fourier analysis
In this section, we propose a blackbox cell-centered multigrid method for solving
the MFMFE discretization of Darcy problem on logically rectangular grids. In
addition, we apply a local Fourier analysis technique to study the convergence of
the proposed solver.
3.1 Cell-centered multigrid
The linear system (12) resulting from the MFMFE discretization described above
demands efficient solvers for its solution. In this subsection, we design a cell-
centered multigrid strategy [38,59] that remains robust when applied to different
logically rectangular grids with increasing levels of roughness. Remarkably, the
proposed multigrid method acts as a blackbox, since the user simply provides
a difference equation on a target grid and the code automatically generates the
hierarchy of operators on coarser levels. In the sequel, we describe in detail the
overall procedure.
Let L`P` = F` denote the linear system (12), with ` representing the level of
the target grid. In virtue of the blackbox multigrid idea, a hierarchy of smaller
linear systems
LkPk = Fk, k = 1, 2, . . . , `− 1,







12 Andrés Arrarás et al.
Ikk+1 and I
k+1
k being appropriate restriction and prolongation operators, respec-
tively. An iteration of a two-level cycle applies ν1 iterations of a relaxation proce-
dure, followed by a coarse-level correction technique, and ν2 relaxation steps. In
the coarse-level correction process, we first restrict the residual to the coarse level,
then solve the coarse level problem exactly, and finally interpolate the obtained
solution to the fine level in order to correct the previous approximation. This idea
can be generalized to a multilevel approach by recursively applying the two-level
algorithm.
The components of the proposed multigrid solver are explained next. The hi-
erarchy of coarse level operators is constructed by Galerkin approximation as for-
mulated in (13). As inter-grid transfer operators, we use a piecewise constant










1 1 0 0
1 3 2 0
?
0 2 3 1





where ? denotes the position of a coarse level unknown. In the classical stencil
notation for the prolongation, the numbers within the stencil represent the con-
tribution of the coarse level unknown to the neighbouring fine level unknowns. In
the stencil for the restriction, the numbers denote the weights corresponding to
the fine level unknowns used to construct the coarse level value.
Regarding the relaxation procedure, a standard alternating line Gauss–Seidel
is considered. One step of an elementary line relaxation updates all unknowns
at the same grid line simultaneously. In the case of structured rectangular grids,
this implies considering the horizontal and vertical lines in the structured grid
corresponding to the x- and y-line relaxation, respectively. However, in the case
of logically rectangular grids, this has to be defined more precisely. Since the
index set {(i, j), i = 1, 2, . . . , n, j = 1, 2, . . . ,m} of a logically rectangular grid
has the same structure as that of a rectangular grid, we can define the “x-line”
smoother as the relaxation that simultaneously updates all the unknowns located
at grid points with a fixed i-index. In turn, the “y-line” smoother updates together
those unknowns located at grid points with a fixed j-index. Finally, the alternating
version of the line relaxation step consists of an x-line relaxation iteration followed
by a y-line relaxation step.
Remark 1 Since our approach applies geometric multigrid on logically rectangular
grids, an easy parallelization of the algorithm can be obtained by grid partitioning
[55]. The domain can be split into several blocks and each block is then sent to a
processor of a parallel computer.
3.2 Local Fourier analysis
In order to apply the LFA [17,18], we restrict ourselves to studying the Darcy
system in a homogenous medium, discretized by an MFMFE scheme on a Cartesian
uniform grid, whose mesh size is h in both directions. In this case, we obtain a
discrete diffusion operator with constant coefficients, which can be represented
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by a constant stencil that is common to all the interior points. This stencil was
derived in Section 2. Such an operator is assumed to be defined on an infinite grid
Gh, thus neglecting the effect of the boundary conditions.
Based on these assumptions, all the operators involved in the multigrid method
are extended to the infinite grid, and the error grid function can be written as a
formal linear combination of the so-called Fourier modes, i.e.,
ϕh(θ,x) = e
ıθx/h = eıθ1x1/heıθ2x2/h, where ı =
√
−1,
which span the Fourier space
F(Gh) = {ϕh(θ,x) | θ = (θ1, θ2) ∈ Θh = (−π, π]2, x = (x1, x2) ∈ Gh}.
The main idea of the LFA is to study how the two-grid operator acts on this ex-
pression of the error based on the Fourier components. Since the discrete diffusion
operator satisfies the LFA assumptions, the Fourier modes are its eigenfunctions.
More precisely, we obtain
L`ϕh(θ,x) = L̃`(θ)ϕh(θ,x),
where L̃`(θ) is called the symbol of L`. In our case, recalling the stencil of the
discrete operator obtained at the end of Section 2, we have
L̃`(θ) = m1 + 2m2 cos(θ1 + θ2) + 2m3 cos(θ2) + 2m4 cos(θ1 − θ2) + 2m5 cos(θ1).
It is well known that the same holds true for standard relaxation operators as
those considered here, so that we can compute S̃`(θ) and, consequently, the LFA




where Θlowh = (−π/2, π/2]2 is the set of low frequencies associated with standard
coarsening. However, the inter-grid transfer operators couple Fourier modes, thus




00, ·), ϕh(θ11, ·), ϕh(θ10, ·), ϕh(θ01, ·)
}
,
where θαβ = θ00 − (α sign(θ1), β sign(θ2))π, for α, β ∈ {0, 1}. In this way, the
Fourier symbols of the restriction and prolongation operators are matrices of sizes
1× 4 and 4× 1, respectively, given by
Ĩ`−1` (θ) =
[
















P̃ (θαβ) = cos(θαβ1 /2) cos(θ
αβ
2 /2),
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Table 1 LFA-predicted smoothing factors (µ) and two-grid convergence factors (ρ2g), together
with the experimentally obtained asymptotic convergence factors (ρh), for three different ten-
sors.
Gauss–Seidel Alternating line
µ ρ2g ρh µ ρ2g ρh
K1 0.50 0.40 0.40 0.15 0.11 0.12
K2 0.50 0.42 0.41 0.15 0.19 0.18
K3 1.00 1.00 – 0.45 0.22 0.17
with α, β ∈ {0, 1}. Using the preceding symbols and taking into account that the






we can construct the Fourier representation of the two-level operator M`−1` as
follows









where Ĩ`(θ) denotes the 4×4 identity matrix. Finally, we can estimate the spectral
radius of the two-level operator, which provides a prediction of the asymptotic








The LFA described above allows us to estimate the convergence rates of the
proposed algorithm very accurately. The main results of the analysis are shown in
Table 1, which contains the smoothing factors, µ, and two-grid convergence factors,
ρ2g, predicted by the LFA. The table further displays the real asymptotic conver-
gence factors, ρh, obtained by using W -cycles. The test considers one smoothing
step of two different smoothers, Gauss–Seidel and alternating line relaxations, and
three different tensor samples. In particular, we take K1 to be the identity matrix,












Notice that K2 is isotropic, whereas K3 is highly anisotropic. We can observe in
Table 1 that the two-level convergence factors provided by the LFA match the
experimentally computed asymptotic convergence factors very accurately. It can
also be observed that, in the case of the highly anisotropic tensor, the multigrid
method based on the Gauss–Seidel smoother does not converge, and the alter-
nating line relaxation is needed to obtain a successful result. These results are in
accordance with previous findings that state that block-wise smoothers are much
more efficient than point-wise smoothers when considering anisotropic problems
[55]. Based on these observations, we will choose the alternating line smoother to
obtain a robust blackbox-type multigrid solver for any arbitrary tensor K.
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4 Numerical experiments
4.1 A test with a known analytical solution
Let us consider a boundary value problem of type (1), where Ω = (0, 1)2, ∂Ω = ΓD







Data functions f and g are defined in such a way that the exact solution of the
problem is p(x, y) = sin(πx)2 sin(2πy).
The spatial domain is discretized using four different logically rectangular
meshes that contain N ×N elements. The first one is a family of smooth meshes
defined to be a C∞-mapping of successively refined uniform meshes on the unit
square, i.e.,








where x̂i,j and ŷi,j denote the spatial coordinates of the vertices on the uni-
form mesh, and xi,j and yi,j are their counterparts on the smooth mesh, for
i = 1, 2, . . . , N + 1 and j = 1, 2, . . . , N + 1. An illustration of this type of meshes
is given in Figure 4(a). Next, we consider a set of Kershaw-type meshes [37,52],
which contain certain highly skewed zones that are displayed on Figure 4(b). The
h-perturbed grid represented in Figure 4(c) belongs to a family of meshes described
in detail in [9]. Finally, we consider a family of randomly h-perturbed meshes con-
sisting of highly distorted quadrilaterals. As shown in Figure 4(d), each of these
meshes is generated by perturbing the vertices of a uniform mesh by a distance of
size O(h) in a random direction. More specifically, the spatial coordinates of the
vertices of the randomly h-perturbed mesh can be obtained as














where h = 1/N , and ri,jx and r
i,j
y are pseudo-random numbers uniformly dis-
tributed on the interval (0, 1). It is interesting to note that, from the four meshes
under consideration, just the smooth and the Kershaw-type grids are composed of
O(h2)-parallelograms.
Convergence results for the MFMFE discretizations on different types of meshes
are extensively reported in the literature (e.g., [5,60,61]). For the sake of illustra-
tion, we include here some convergence tests for both the symmetric and non-
symmetric MFMFE schemes on the Kershaw and h-perturbed grids. As reported
below, the symmetric method shows a good convergence on the Kersahw mesh,
while the non-symmetric variant is required when considering the h-perturbed
grid. In this setting, we compute the global errors for the pressure and velocity
variables using different norms, i.e.,
Eph = ‖p− ph‖L2 , Ê
p
h = ‖rhp− Ph‖`2 ,
Euh = ‖Πhu− uh‖L2 , Êuh = ‖u− uh‖Fh ,
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(a) Smooth mesh (b) Kershaw mesh
(c) h-perturbed mesh (d) Randomly h-perturbed mesh
Fig. 4 Some logically rectangular grids considered in the numerical examples.
where rh denotes the restriction operator to the center of the cells, and Πh denotes
the projection operator onto the space Vh [61]. We denote by ‖ · ‖L2 the corre-
sponding norm in either L2(Ω) or (L2(Ω))2, and by ‖ · ‖`2 the discrete L2-norm







|e| ‖v · ne‖
2
e,
where |E| and |e| refer to the area of element E and the length of edge e, respec-
tively. The integrals involved in the pressure errors Eph are approximated element-
wise by a 9-point Gaussian quadrature formula. In turn, the integrals arising in the
velocity error Euh are approximated by the trapezoidal quadrature rule, while those
involved in the face error Êuh are computed by a high-order Gaussian quadrature
rule.
Table 2 shows the global errors and numerical orders of convergence of the
method when applied to the family of Kershaw-type meshes. As predicted by the
theory [61], we observe first-order convergence for the pressure and the velocity
errors in the L2-norm, as well as for the velocity errors on the element edges.
Moreover, we obtain second-order superconvergence for the pressure at the cell
centers.
Table 3 shows the global errors and the numerical orders of convergence on the
family of h-perturbed grids depicted in Figure 4(c). The numerical results show
that the convergence of the symmetric MFMFE method deteriorates on this type of
grids. In turn, Table 4 shows the numerical results obtained when considering the
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Table 2 Global errors and numerical orders of convergence for the symmetric MFMFE method
on the Kershaw meshes (h0 = 2−5).







h0 2.959e-02 – 1.857e-03 – 1.103e+00 – 9.141e-01 –
h0/2 1.479e-02 1.000 4.739e-04 1.970 5.519e-01 0.999 4.524e-01 1.014
h0/22 7.396e-03 1.000 1.192e-04 1.991 2.763e-01 0.998 2.258e-01 1.002
h0/23 3.698e-03 1.000 2.986e-05 1.997 1.383e-01 0.999 1.129e-01 1.000
h0/24 1.851e-03 0.998 7.470e-06 1.999 6.916e-02 1.000 5.633e-02 1.003
Table 3 Global errors and numerical orders of convergence for the symmetric MFMFE method
on the h-perturbed meshes (h0 = 2−5).







h0 3.400e-02 – 7.831e-03 – 2.712e+00 – 2.349e+00 –
h0/2 1.702e-02 0.998 3.821e-03 1.035 1.804e+00 0.588 1.565e+00 0.586
h0/22 8.513e-03 0.999 1.893e-03 1.013 1.234e+00 0.548 1.072e+00 0.546
h0/23 4.258e-03 0.999 9.432e-04 1.005 8.575e-01 0.525 7.452e-01 0.525
h0/24 2.129e-03 1.000 4.708e-04 1.002 6.010e-01 0.513 5.224e-01 0.512
Table 4 Global errors and numerical orders of convergence for the non-symmetric MFMFE
method on the h-perturbed meshes (h0 = 2−5).







h0 3.325e-02 – 1.658e-03 – 1.370e+00 – 1.072e+00 –
h0/2 1.662e-02 1.000 4.163e-04 1.994 6.855e-01 0.999 5.339e-01 1.006
h0/22 8.308e-03 1.000 1.042e-04 1.998 3.428e-01 1.000 2.667e-01 1.001
h0/23 4.154e-03 1.000 2.605e-05 2.000 1.714e-01 1.000 1.333e-01 1.000
h0/24 2.077e-03 1.000 6.513e-06 1.999 8.571e-02 1.000 6.665e-02 1.000
non-symmetric MFMFE method derived by using the non-symmetric quadrature
rule (5). In accordance with [60], we observe first-order convergence for both the
velocity and the pressure errors in the L2-norm, as well as for the velocity errors
on the element edges. Finally, second-order superconvergence is obtained for the
pressure errors at the cell centers.
Next, let us show the performance of the multigrid method when considering
different types of cycles (V -, F - and W -cycles), different families of meshes and
different grid sizes. In Table 5, we show the number of multigrid iterations re-
quired to obtain a residual smaller than 10−9. In the case of considering random
grids, the last three columns of Table 5 show the rounding to the closest natural
number of the average number of multigrid iterations required when performing
100 realizations of the random mesh. It is worth pointing out that in the case of
considering Kershaw meshes, we propose to use a relaxation parameter w = 0.6
in the smoothing procedure. The multigrid solver is shown to be robust in all the
cases with respect to the spatial discretization parameter h. Moreover, it is shown
to be very efficient, since the number of iterations required to satisfy the stopping
criterion in all the cases is not very high. It is also interesting to notice that both
F - and W -cycles show a better convergence behaviour than V -cycles on rough
grids such as Kershaw meshes. Finally, since the computational cost of F -cycles
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Table 5 Number of iterations of the multigrid method when considering different types of
cycles and various families of logically rectangular meshes (h0 = 2−5) in the test with known
analytical solution.
Mesh Smooth Kershaw h-perturbed Randomly h-perturbed
Cycle V F W V F W V F W V F W
h0 10 9 9 9 9 9 8 8 8 9 8 8
h0/2 11 9 9 11 10 10 8 7 7 9 8 8
h0/22 11 7 7 14 13 13 8 6 6 9 8 8
h0/23 11 5 5 16 13 13 8 5 5 9 7 7
h0/24 10 4 4 17 13 13 8 5 5 9 7 7
Fig. 5 Logically rectangular mesh (left), numerical pressure (center) and logarithm of the
norm of the numerical velocity (right) for the flow problem that contains an impermeable
streak.
is smaller than that of W -cycles, from now on we shall consider F -cycles for the
multigrid solver.
4.2 Several tests with discontinuous permeability tensors
Let us next consider a flow problem through a system that contains an imperme-
able streak. Different variants of this porous media example have been considered
as test problems for various spatial discretizations in [11,27,28,36]. In our case,
this numerical example permits us to test the behaviour of the new multigrid
method in the solution of a problem that contains irregularly shaped strata and
abrupt variations in permeability.
In particular, we consider problem (1) with Ω = (0, 1)2, Dirichlet boundary
conditions with g = 1 − x on ΓD = ∂Ω, and f = 0. The flow domain contains a
low-permeability region which is delimited by two curves. The top curve is chosen
to be an arc of a circle with center at (0.1,−0.4) and radius equal to 1.2, while the
bottom curve is an arc of a circle with the same center and radius equal to 1.1. The
permeability throughout the domain is uniform and isotropic (K = I), except in
the low-permeability streak. In this region, it is such that the parallel component
to the local streak orientation is equal to 0.1, and the normal component to the
local streak orientation is equal to 0.001. For more details, see [11].
Figure 5 (left) shows the geometry of the flow domain and the logically rect-
angular grid used in the discretization when N = 20. Observe that the grid is
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Fig. 6 Convergence history of the multigrid method for the flow problem that contains an
impermeable streak.
adapted to the geometry of the low-permeability streak, depicted in the figure by
bold curves. Figure 5 (center) displays the numerical pressure and Figure 5 (right)
shows the logarithm of the norm of the numerical velocity field when considering
N = 320. As expected from the physical configuration, no flow enters the streak,
which is in accordance with the numerical results obtained in the aforementioned
works. Regarding the performance of the multigrid solver, Figure 6 shows the
residual versus the number of iterations until the initial residual is reduced by a
factor of 10−10. In this case, where we consider a relaxation parameter w = 0.6
in the smoothing procedure, the multigrid solver is also shown to be robust with
respect to the spatial discretization parameter h.
Next, let us test the behaviour of the multigrid method when considering dif-
ferent configurations of low-permeability regions, and various families of logically
rectangular grids which are not aligned with the jumps in the permeability coeffi-
cient. In particular, we consider two low-permeability intersecting bands, depicted
in grey in Figure 7 (left), and also square-shaped and L-shaped low-permeability
inclusions, depicted in grey in Figure 8 (left) and Figure 9 (left), respectively. This
type of periodic inclusions were previously considered in [43]. In all the cases, we
fix K = 10−3I inside the streaks or inclusions, and K = I in the rest of the
domain. Regarding the spatial meshes, we consider the four families of logically
rectangular grids introduced in Section 4.1 and shown in Figure 4.
The central plot in Figures 7, 8 and 9 represents the numerical pressure ob-
tained for the corresponding permeability configuration when considering the
smooth mesh depicted in Figure 4(a) for N = 320. Accordingly, the right plot
in Figures 7, 8 and 9 represents the logarithm of the norm of the numerical ve-
locity field. In all the cases, the numerical solutions show the expected physical
behaviour.
Table 6 shows the number of multigrid iterations required to reduce the ini-
tial residual by a factor of 1010 for different values of h, different permeability
configurations and different families of spatial meshes. In particular, for each per-
meability distribution, the columns denoted by (a), (b), (c) and (d) correspond to
the families of smooth, Kershaw, h-perturbed and randomly h-perturbed meshes,
respectively. Once again, in the case of considering random grids, we show the inte-
ger approximation to the average number of iterations required in 100 realizations
of the corresponding experiment.
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Table 6 Number of iterations of the multigrid method when considering different permeability
distributions and various families of logically rectangular meshes (h0 = 20−1).
Two intersecting streaks Square-shaped inclusions L-shaped inclusions
h (a) (b) (c) (d) (a) (b) (c) (d) (a) (b) (c) (d)
h0 7 10 7 7 6 9 7 7 6 9 7 7
h0/2 7 9 7 7 6 9 6 7 6 9 6 7
h0/22 7 9 6 7 6 9 6 7 7 10 6 7
h0/23 7 9 6 6 6 10 6 7 7 10 7 7
h0/24 7 9 6 6 6 10 6 7 8 11 7 8






Fig. 7 Two intersecting low-permeability streaks (left), numerical pressure (center) and log-
arithm of the norm of the numerical velocity (right).






Fig. 8 Square-shaped low-permeability inclusions (left), numerical pressure (center) and log-
arithm of the norm of the numerical velocity (right).
It is worth noting the robustness of the multigrid method for different perme-
ability configurations, even when considering spatial meshes which are not aligned
with the jumps on the permeability coefficients.
4.3 A test with a random permeability tensor
To conclude, we would like to study the robustness of the proposed multigrid
method in the case of considering a heterogeneous random medium. For this pur-
pose, the domain is set to be Ω = (0, 1)2, and Dirichlet conditions and a zero
right-hand side are considered. We assume a diagonal permeability tensor K = kI
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Fig. 9 L-shaped low-permeability inclusions (left), numerical pressure (center) and logarithm














(a) Φ1 = (0.5, 0.3, 1) (b) Φ2 = (0.5, 0.1, 3)
Fig. 10 Logarithm of the permeability field, log10 k, generated using two different sets of
parameters Φ = (νc, λc, σ2c ).
with constant k, where I is the identity tensor. A lognormal random field may
accurately represent the permeability of a heterogeneous porous medium [33], and
therefore we assume that the logarithm of the permeability field, log10 k, is mod-
eled by a zero-mean Gaussian random field. In this way, to generate samples of























Such a covariance function is characterized by a set of parameters Φ = (νc, λc, σ
2
c ),
where νc defines the field smoothness, λc is the correlation length and σ
2
c represents
the variance. In the previous expression, r is the distance between two points, Γ
is the gamma function, and Kν is the modified Bessel function of the second kind.
By using the Matérn family of covariance functions, random coefficient fields with
different degrees of smoothness can be generated. In particular, we consider two
Matérn reference sets of parameters with increasing order of complexity, namely:
Φ1 = (0.5, 0.3, 1) and Φ2 = (0.5, 0.1, 3). In Figure 10, we represent a possible
sample of log10 k using each of the two sets of parameters, as an example. We can
observe that, for the set Φ2, the fluctuations of the permeability field are much
larger than for Φ1.
For a fixed set of parameters and a mesh size h, we generated 100 realizations
of the permeability field and computed the average number of multigrid iterations
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Table 7 Average number of multigrid iterations when considering two different sets of pa-
rameters Φ1 and Φ2 and both regular and randomly h-perturbed meshes (h0 = 2−5) in the
test with random permeability fields.
Mesh Regular mesh Randomly h-perturbed
h Φ1 Φ2 Φ1 Φ2
h0 5 8 5 8
h0/2 5 7 5 7
h0/22 5 6 5 6
h0/24 5 5 5 5
necessary to reduce the initial residual by a factor of 10−9. This experiment was
done for both regular and randomly h-perturbed meshes and Table 7 shows the
rounding to the closest natural number of the average number of iterations per-
formed in each case. We can observe from the table that the convergence of the
solver is independent of the discretization parameter h. For both types of grids,
we obtain an average of around 5-6 iterations for both sets of parameters Φ1 and
Φ2. Summarizing, the performance of the proposed multigrid solver in highly het-
erogeneous random media is shown to be very satisfactory too.
5 Conclusions
The aim of this work is the efficient solution of multipoint flux approximations of
the Darcy problem. These methods can be applied on irregular meshes and accu-
rately handle anisotropic discontinuous tensors even with large coefficient jumps.
Thus, the search for a solver for MPFA is of great interest.
Here, we have proposed a blackbox-type geometric multigrid method for MPFA
on logically rectangular meshes. This is the first time that multigrid is applied to
MPFA discretizations. The blackbox methodology makes the solver very easy to
apply for the user, and the logically rectangular meshes take advantage of the
recent trends in computer architectures that achieve their best performance when
structured data can be used. The robustness of the proposed multigrid solver has
been shown for several problems with different permeability tensors, including ran-
dom permeability fields, on a variety of logically rectangular grids. Moreover, the
proposed method can be easily parallelized by using grid partitioning techniques.
The main limitation of this solver, related to its applicability to two-dimensional
problems, can also be overcome. To this respect, the straightforward extension to
three-dimensional problems would imply the use of plane relaxation instead of
line-smoothers, which would make the method, however, prohibitively more ex-
pensive. Thus, we would propose to apply one iteration of the two-dimensional
multigrid presented here on each plane instead of solving it exactly. The extension
to three-dimensional problems, however, is a subject of future research.
Finally, another extension for the multigrid strategy would be to consider the
higher order MFMFE methods described in [7]. Such methods are based on a new
family of enhanced Raviart–Thomas spaces, and also reduce to a cell-centered
pressure system if the velocity degrees of freedom are chosen to be the points
of tensor-product Gauss–Lobatto quadrature rules. In this context, the blackbox
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multigrid solver could be naturally applied to the resulting pressure system. Alter-
natively, we could also design a so-called p-multigrid strategy2 that takes advantage
of different approximation orders along the iterations.
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