We derive an equivalence between AdaBoost and the dual of a convex optimization problem, showing that the only difference between minimizing the exponential loss used by AdaBoost and maximum likelihood for exponential models is that the latter requires the model to be normalized to form a conditional probability distribution over labels. In addition to establishing a simple and easily understood connection between the two methods, this framework enables us to derive new regularization procedures for boosting that directly correspond to penalized maximum likelihood. Experiments on UCI datasets support our theoretical analysis and give additional insight into the relationship between boosting and logistic regression.
Introduction
Several recent papers in statistics and machine learning have been devoted to the relationship between boosting and more standard statistical procedures such as logistic regression. In spite of this activity, an easy-to-understand and clean connection between these different techniques has not emerged. Friedman, Hastie and Tibshirani [7] note the similarity between boosting and stepwise logistic regression procedures, and suggest a least-squares alternative, but view the loss functions of the two problems as different, leaving the precise relationship between boosting and maximum likelihood unresolved. Kivinen and Warmuth [8] note that boosting is a form of "entropy projection," and Lafferty [9] suggests the use of Bregman distances to approximate the exponential loss. Mason et al. [10] consider boosting algorithms as functional gradient descent and Duffy and Helmbold [5] study various loss functions with respect to the PAC boosting property. More recently, Collins, Schapire and Singer [2] show how different Bregman distances precisely account for boosting and logistic regression, and use this framework to give the first convergence proof of AdaBoost. However, in this work the two methods are viewed as minimizing different loss functions. Moreover, the optimization problems are formulated in terms of a reference distribution consisting of the zero vector, rather than the empirical distribution of the data, making the interpretation of this use of Bregman distances problematic from a statistical point of view.
In this paper we present a very basic connection between boosting and maximum likelihood for exponential models through a simple convex optimization problem. In this setting, it is
Notation
Let and ¡ be finite sets. We denote by
the set of nonnegative measures on ¡ , and by ! # " $ ¢ the set of conditional probability distributions,
, we will overload the notation
; the latter will be suggestive of a conditional probability distribution, but in general it need not be normalized. Let
, be given functions, which we will refer to as features. These will correspond to the weak learners in boosting, and to the sufficient statistics in an exponential model. Suppose that we have data A appears more than once, we require that it is labeled consistently. We make this assumption mainly to correspond with the conventions used to present boosting algorithms; it is not essential to what follows.
Given

UV
, we define the exponential model
The maximum likelihood estimation problem is to determine parameters that maximize the conditional log-
, this set is non-empty. Note that under the consistent data assumption, we have that
. Consider now the following two convex optimization problems, labeled
o nly in that the solution is required to be normalized. As we'll show, the dual problem This presentation of the constraints is the key to making the correspondence between AdaBoost and maximum likelihood. Note that the constraint
, which is the usual presentation of the constraints for maximum likelihood (as dual to maximum entropy), doesn't make sense for unnormalized models, since the two sides of the equation may not be "on the same scale." Note further that attempting to rescale by dividing by the mass of to get
would yield nonlinear constraints.
We now derive the dual problems formally; the following section gives a precise statement of the duality result. To derive the dual problem
, we calculate the Lagrangian as
The dual problem is to determine 
Special cases
It is now straightforward to derive various boosting and logistic regression problems as special cases of the above optimization problems. 
which is the optimization problem of binary AdaBoost.
Case 3: Maximum Likelihood for Exponential Models. In this case we take the same setup as for AdaBoost.M2 but add the additional normalization constraints:
, which corresponds to setting the Lagrange multiplier { to the appropriate value. In this case, after a simple calculation the dual problem is seen to be [7] ; the correspondence between logistic regression and boosting is direct.
Duality
Let¨u and¨G be defined as the following exponential families:
Thusu is unnormalized while¨G is normalized. We now define the boosting solution 
Regularization
Minimizing the exponential loss or the log loss on real data often fails to produce finite parameters. Specifically, this happens when for some feature
This is especially harmful since often the features for which (3) holds are the most important for the purpose of discrimination. Of course, even when (3) does not hold, models trained by maximum likelihood or the exponential loss can overfit the training data. A standard regularization technique in the case of maximum likelihood employs parameter priors in a Bayesian framework. See [11] for non-Bayesian alternatives in the context of boosting.
In terms of convex duality, parameter priors for the dual problem correspond to "potentials" on the constraint values in the primal problem. The case of a Gaussian prior on , for example, corresponds to a quadratic potential on the constraint values in the primal problem.
We now consider primal problems over 
and consider the primal problem is a convex function whose minimum is at .
To derive the dual problem, the Lagrangian is calculated as data is more closely fit ( train
) , the boosting and maximum likelihood models become more similar, as measured by the KL divergence. This result does not hold when the model is unidentifiable and the two models diverge in arbitrary directions. 
