Abstract. In this paper, we prove that if X ⊂ P n , n ≥ 4, is a locally complete intersection of pure codimension 2 and defined scheme-theoretically by three hypersurfaces of degrees d 1 ≥ d 2 ≥ d 3 , then H 1 (P n , I X (j)) = 0 for j < d 3 using liaison theory and the Arapura vanishing theorem for singular varieties. As a corollary, a smooth threefold X ⊂ P 5 is projectively normal if X is defined by three quintic hypersurfaces.
Introduction
Let X be a nondegenerate projective variety of codimension e and degree d in P n , defined over a complex number field C. X is said to be the scheme-theoretic intersection of k + 1 homogeneous equations f 1 , f 2 , . . . , f k+1 if the saturation of an ideal J = (f 1 , . . . , f k+1 ) is equal to the homogeneous ideal I X = j∈Z H 0 (P N , I X (j)) of X. X is called a quasi-complete intersection (qci for short) if X is a schemetheoretic intersection of e(= codim X)+1 equations. In their paper ( [3] , Proposition 1), Beorchia and Ellia showed that if X is a smooth codimension 2 qci, which is not a complete intersection, of three hypersurfaces of degrees d 1 This paper is concentrated on the cohomological properties of quasi-complete intersections of codimension two. X ⊂ P n is said to be t-normal if the cohomology group H 1 (P n , I X (t)) = 0. By the Serre vanishing theorem, X is t-normal for all t 0, and it would be very interesting to find an explicit lower bound B(d, e) in terms of its degree d and codimension e such that X is t-normal for all t ≥ B (d, e 
For a smooth qci of type (
, we get the following theorem.
Theorem 1.2. Let X be a smooth codimension two subvariety in
On the other hand, for projective varieties of small codimension, it has also been focused on the vanishing of cohomology groups H i (P n , I X (j)) for a small positive integer j. For example, a famous theorem of Zak's tells us that any smooth threefold is linearly normal, i.e. H 1 (P 5 , I X (1)) = 0. In this sense, it is quite useful to know the following conjecture due to Peskine and Zak: Let X be a nondegenerate, not necessarily smooth, projective variety of codimension e in P n :
e−1 , it is possible to describe all varieties for which H i (P n , I X (j)) = 0. Now we would like to consider this conjecture from the point of defining equations of codimension two qci subvarieties. Note that all complete intersections and almost complete intersections of codimension two are projectively Cohen-Macaulay. For quasi-complete intersections, we can prove the following theorem using liaison theory and the Arapura vanishing theorem.
A corollary of these two theorems is:
Corollary 1.4. If X is a smooth threefold in P
5 that is cut out scheme-theoretically by three equations of degrees
In Section 2, we will review some basic backgrounds including the Peskine-Szpiro Theorem ( [16] , Proposition 4.1) and the Gherardelli Linkage Theorem ( [10] , Theorem 2.5) needed in this paper. In Section 3, we will prove the above theorems and give some corollaries and examples.
Preliminaries
The following two theorems are generalizations of the classical Kodaira vanishing theorem for ample vector bundles and for singular subvarieties. Theorem 2.1. Let E be a vector bundle of rank r on P n , and let L be an ample line bundle. Assume that E is generated by its global sections. Then
Proof. See [8] , page 54.
Theorem 2.2. Let Y be a projective variety, and let L be an ample line bundle on
Proof. See [1] , Proposition 1.1. 
Theorem 2.3 (Gherardelli Linkage Theorem
Proof. See [10] , Theorem 2.5.
Theorem 2.4 (Peskine-Szpiro Theorem). Let X be a closed subscheme without embedded components, that is a generically complete intersection of codimension
be an open set consisting of points in X where X is complete intersection in P and U 2 ⊂ X consisting of regular points in X.
Then there exist homogeneous equations α 1 , α 2 ∈ I defining two hypersurfaces S α 1 and S α 2 which intersect properly such that
Proof. See [16] , Proposition 4.1.
We will apply Theorem 2.4 for a locally complete intersection X of codimension two in P n . 
where E is a kernel of a canonical map ϕ. Since X is Cohen-Macaulay, E is a vector bundle of rank two on P 4 . If X is projectively normal, then
By Theorem 2.6, E splits into line bundles, which implies that X is projectively Cohen-Macaulay.
Main results and applications
As Mumford defined, for a coherent sheaf F on P n it is said to be m-regular if H i (P n , F(m − i)) = 0 for all i > 0, and the regularity of F is defined by the formula reg F = min {m ∈ Z : F is m-regular}. 
Proof. (a) First note that E is a locally free sheaf of rank k because X is smooth of codimension two. By definition, E * is (−3)-regular if and only if
for all i ≥ 1. By Serre's duality, this is equivalent to H j (P 4 , E(2 − j)) = 0 for 0 ≤ j ≤ 3. From an exact sequence (1), when j = 3, we have by the Kodaira vanishing theorem
Note also that for j = 0, 1, 2
Note that the last vanishing comes from the exact sequence (1) and the nondegeneracy of X.
(b) See [6] , Lemma 3.7.
Note that by Faltings theorem ( [9] , §4), all smooth quasi-complete intersections X ⊂ P n of codimension 2 are complete intersections if n ≥ 6.
Theorem 3.2.
Let X be a smooth codimension two subvariety in P n , n = 4, 5. If  X is a quasi-complete intersection of type (d 1 , d 2 , d 3 ) with an ideal sheaf I X , then:
Proof. (a) Assume that dim X = 3. If X is contained in a cubic hypersurface, then it is projectively Cohen-Macaulay ( [7] , Proposition 5.1), so we assume that X is not contained in a cubic hypersurface. By Lemma 3.1, E * is (−4)-regular, so E * (−4) is generated by its global sections. Applying Theorem 2.1, one can get
This gives H i (I X (k)) = 0 for k ≤ 3 and 1 ≤ i < 3. For dim X = 2, by Lemma 3.1, E * is (−3)-regular and, in the same way, we get
Note that E in the exact sequence (1) is locally free of rank 2 and c 1 (
, and for k ≥ 1 and i > 1,
This implies
This method can be applied to a smooth threefold in P 5 which is cut out by four equations. 
Proof. (a) The proof is similar to the proof of Theorem 3.2(a).
(b) By Lemma 3.1, E * (−4) is generated by its global sections, and by Theorem 2.1,
Since X is cut out by 4 hypersurfaces, E * is locally free of rank 3. 
Proof. The proof is similar to the proof of Theorem 3.3(b).
If dim(X) = 3 and the singular locus of X is finite, then
Proof. 
As in the proof of (a), one can find a residual Y of X satisfying H 1 (O Y (k)) = 0 for k < 0. Using Serre duality and an exact sequence (3),
For the second statement, if dim(X) = 3 and X is a local complete intersection with a zero-dimensional singular locus, then by Theorem 2.4 one can find a smooth residual Y of X which has no component in common with X. So, by Theorem 2. , I X (k)) = 0 for all k ∈ Z and i = 1, 2. Then H i (P 5 , E(k)) = 0 for all k ∈ Z and i = 2, 3, where E is is a rank two vector bundle in the exact sequence (1) of Lemma 3.1. By Theorem 2.6, E splits into line bundles. So X is projectively Cohen-Macaulay.
Since H 1 (P 5 , I X (k)) = 0 for k ≤ d 3 by Theorem 3.8 (c), it is clear that if d 1 +d 2 ≤ 10, then X is projectively normal, i.e. H 1 (P 5 , I X (k)) = 0 for all k ∈ Z. Example 3.11. Let E be a Horrocks-Mumford vector bundle of rank 2 with c 1 (E) = 5 and c 2 (E) = 10. If X is a non-minimal abelian surface of degree 15 in P 4 , then X is cut out by three quintics, and we have the following locally free resolution ( [2] , §7):
O P 4 (−5) → I X → 0.
