Abstract. We study the Gauss-Manin connection for the moduli space of an arrangement of complex hyperplanes in the cohomology of a nonresonant complex rank one local system. Aomoto and Kita determined this Gauss-Manin connection for arrangements in general position. We use their results and an algorithm constructed in this paper to determine this Gauss-Manin connection for all arrangements.
Introduction.
Let A = {H 1 , . . . , H n } be an arrangement of n ordered hyperplanes in C , and let L be a local system of coefficients on M = C \ n j=1 H j , the complement of A. The need to calculate the local system cohomology H * (M; L) arises in various contexts. For instance, local systems may be used to study the Milnor fiber of the non-isolated hypersurface singularity at the origin obtained by coning the arrangement, see [8, 5] . In mathematical physics, local systems on complements of arrangements arise in the Aomoto-Gelfand theory of multivariable hypergeometric integrals [2, 13, 19] and the representation theory of Lie algebras and quantum groups. These considerations lead to solutions of the Knizhnik-Zamolodchikov differential equation from conformal field theory, see [22, 24] . Here a central problem is the determination of the Gauss-Manin connection on H * (M; L) for certain arrangements, and certain local systems.
A complex rank one local system on M is determined by a collection of weights λ = (λ 1 , . . . , λ n ) ∈ C n . Associated to λ, we have a representation ρ : π 1 (M) → C * , given by γ j → exp ( − 2πiλ j ) for any meridian loop γ j about the hyperplane H j of A, and an associated rank one local system L on M. Several authors have considered Gauss-Manin connections with various conditions on the weights: Aomoto [1] , Schechtman and Varchenko [22, 24] , and Kaneko [16] studied discriminantal arrangements; Kanarek [15] studied the connection arising when a single hyperplane in the arrangement is allowed to move; Aomoto and Kita [2] determined the Gauss-Manin connection matrices for general position arrangements; and Terao [23] computed these connection matrices for a larger class of arrangements. In this paper, we determine Gauss-Manin connection matrices for all arrangements and all weights λ which satisfy the nonresonance condition (STV) of [21] stated in Theorem 6.1.
Compactify A by adding the infinite hyperplane H n+1 to obtain the projective closure A ∞ ⊆ CP . Two arrangements are said to have the same combinatorial type if there is an order-preserving isomorphism between the intersection posets of their projective closures. If T is the combinatorial type of A, we denote by ind(T ) and dep(T ) the independence and dependence sets of T . These consist of all + 1 element subsets of [n + 1] = {1, 2, . . . , n + 1} for which the corresponding hyperplanes in A ∞ are independent, and dependent, respectively. Terao [23] showed that the sets ind(T ) and dep(T ) may be used to describe the moduli space of all arrangements of type T .
Let B(T ) be a smooth, connected component of this moduli space. There is a fiber bundle π : M(T ) → B(T ) whose fibers, π −1 (x) = M x , are complements of arrangements A x of type T , so they are diffeomorphic to M since B(T ) is connected. Weights λ give rise to a local system L x on M x for each x ∈ B(T ). Since the bundle π : M(T ) → B(T ) is locally trivial, there is an associated vector bundle π q : H q → B(T ), with fiber (π q ) −1 (x) = H q (M x ; L x ) at x ∈ B(T ) for each q, 0 ≤ q ≤ . For an arbitrary combinatorial type T , Terao [23] showed that the Gauss-Manin connection on the bundle π : H → B(T ) is determined by a connection 1-form
where Ω j ∈ End C H (M x ; L x ), each d log D j denotes a 1-form on B(T ) with a simple logarithmic pole along the irreducible component D j of the codimension one divisor D(T ) = B(T )\B(T ), and the sum is over all such irreducible components. Terao also computed the Gauss-Manin connection matrices Ω j for arrangement types T with exactly one dependent set.
All of the authors mentioned above use similar methods to calculate the local system cohomology and determine the Gauss-Manin connection. The cohomology H * (M; L) is calculated using a twisted de Rham complex of global rational differential forms on CP with poles of arbitrary order on the divisor defined by A ∞ . The cochain groups of this complex are infinite dimensional. The first step is to resolve the singularities of this divisor and use Deligne's work [9] to impose conditions that allow reduction to the cochain complex of forms with poles of order one. This complex has finite dimensional groups. In Theorem 6.1, we state the T -nonresonance conditions (STV) of [21] which insure that H q (M; L) = 0 for q = . Similar conditions are assumed in the works cited previously. In these works, the Gauss-Manin connection is derived by differentiating in the moduli space B(T ) to find the global expression (1.1) directly. The calculations are difficult and require explicit knowledge of relations in H (M; L).
In this paper, we apply different methods for both the determination of the local system cohomology and the Gauss-Manin connection. We use stratified Morse theory as in [3, 4] to construct a complex K • (A), the cohomology of which is naturally isomorphic to H * (M; L). This complex has finite dimensional cochain groups, so we can delay imposition of nonresonance conditions until we need them in Section 6. We compute the Gauss-Manin connection locally, one endomorphism Ω j at a time. A key idea is to extract information about arbitrary arrangements by using information about general position arrangements. This approach avoids explicit calculations in the group H (M; L), and we are able to construct Gauss-Manin connection matrices for arrangements of an arbitrary combinatorial type T and all T -nonresonant weights. These methods also lead to results valid for all (possibly resonant) weights, see [7] .
The remainder of the introduction is devoted to a more detailed description of the structure and main results of the paper. In Section 2, we review the stratified Morse theoretic constructions. Section 3 describes the moduli space of arrangements of a given combinatorial type and several spaces and bundles used later. Fixing a basepoint x ∈ B(T ), the operation of parallel translation of fibers over curves in B(T ) in the vector bundle π q : H q → B(T ) provides a complex representation
and an associated Gauss-Manin connection.
In Section 4, we compare the representation (1.2) with an analogous representation of the fundamental group of the moduli space of a general position arrangement. Let G denote the combinatorial type of a general position arrangement of n hyperplanes in C . Every +1 element subarrangement of the projective closure of a general position arrangement is independent, so dep(G) = ∅. Let B(G) be the type G moduli space, y ∈ B(G), B n, y the corresponding arrangement, with complement E n, y = M(B n, y ). To compare the representation (1.2) for type T with the analog 
is the map in local system cohomology induced by a certain chain map s
, and ∼ denotes equality up to conjugacy. 
where dep(T , T ) = dep(T )\dep(T ), and m J is the order of vanishing of the restriction of a defining polynomial for
If L is a nontrivial rank one local system on the complement E n, of a general position arrangement of n hyperplanes in C , then the cohomology H q (E n, ; L) vanishes in all dimensions q except possibly q = . For an arbitrary arrangement A, a collection of weights λ and the corresponding local system L are called nonresonant if the cohomology H q (M; L) vanishes in all dimensions q except possibly q = . We review the (STV)-condition for T -nonresonance [21] and the βnbc basis for the nonvanishing group [12] in Section 6. We show that for Tnonresonant weights λ, the chain map
, supports a Gauss-Manin connection corresponding to the representation (1.2). We study this connection in Section 7 for T -nonresonant weights, where only q = is relevant. Let γ ∈ π 1 (B(T ), x) be represented by g : S 1 → B(T ). A connection matrix, Ω T (γ), for the induced connection on the pullback of the vector bundle π : H → B(T ) along g is called a Gauss-Manin connection matrix. Let Γ ∈ π 1 (B(G), y) be a loop whose homology class is given by (1.4) 
. Then γ and Γ are compatible, and it follows from (1.
is surjective for T -nonresonant weights, this determines the Gauss-Manin connection matrix Ω T (γ).
Aomoto and Kita [2] obtained explicit formulas for the Gauss-Manin connection matrices Ω G (Γ J ) in the case of general position arrangements, see also [19] . We combine our results with these formulas to obtain the main result of this paper. It is a combinatorial algorithm for calculating Gauss-Manin connection matrices for an arbitrary combinatorial type T , and T -nonresonant weights, in terms of those for the type G of general position arrangements. Let T be a combinatorial type which covers the type T . Let γ ∈ π 1 (B(T ), x) a simple loop in B(T ) about a generic point in B(T ). We agree to write Ω T (T ) in place of Ω T (γ) in this situation. Similarly, we write Ω G (J) in place of Ω G (Γ J ). Fix Tnonresonant (and hence G-nonresonant) weights λ. For x ∈ B(T ) and y ∈ B(G), the corresponding local system cohomology groups of the fibers, H q (M x ; L x ) and H q (E n, y ; L y ), depend only on the combinatorial types T and G and vanish for q = . So we write H (M x ; L x ) = H (T ) and H (E n, y ; L y ) = H (G). This notation makes it clear that the Gauss-Manin connection matrix Ω T (T ) depends only on the combinatorial types involved. The matrix Ω T (T ) is obtained by the combinatorial formula recorded below.
THEOREM. Let T be a combinatorial type which covers the type T . Let λ be a collection of T -nonresonant weights, and let P(T ) be the matrix of the surjection H (G) H (T ) in the respective βnbc bases. Then a Gauss-Manin connection matrix Ω T (T ) is determined by the matrix equation
Illustrations of the algorithm provided by this result are given in Section 8.
Preliminary results.
In this section, we record a number of results concerning a fixed arrangement. We use notation and results from [18, 19] .
Let A = {H 1 , . . . , H n } be an arrangement of n ordered hyperplanes in C . Assume that the first hyperplanes of A are linearly independent, so A is essential. Choose coordinates u 1 , . . . , u for C , and for each hyperplane H j of A, let α j = α j (u 1 , . . . , u ) be a linear polynomial such that H j is defined by the vanishing of α j . Then Q(A) = n j=1 α j (u 1 , . . . , u ) is a defining polynomial for A, and the complement M is given by M = C \ n j=1 H j = C \Q(A) −1 (0). Choose coordinates u 1 , . . . , u n for C n , and consider the arrangement B n in C n defined by Q(B n ) = j=1 α j (u 1 , . . . , u ) n j= +1 u j . Since the first hyperplanes of A are linearly independent, B n is an arrangement of n linearly independent hyperplanes in C n , a Boolean arrangement, and the complement
Then s : M → E n , and we have the following. Let A(A) be the Orlik-Solomon algebra of A, generated by one dimensional classes a j , 1 ≤ j ≤ n. It is the quotient of the exterior algebra generated by these classes by a homogeneous ideal, hence a finite dimensional graded C-algebra. There is an isomorphism of graded algebras
denotes the qth Betti number of M with trivial local coefficients C. This construction is realized topologically by the map s : M → E n defined above. The cohomology H * (E n ; C) is an exterior algebra, generated by classes a j dual to meridian loops γ j about the hyperplanes of B n (respectively A), and one can show that the map s induces a surjection
Let B n, be a general position arrangement of n hyperplanes in C , a generic -dimensional section of the Boolean arrangement B n in C n . The Orlik-Solomon algebra A(B n, ) is the rank truncation of the exterior algebra A(B n ). We have A q (B n, ) = A q (B n ) for q ≤ and A q (B n, ) = 0 for q > . The complement of the arrangement A in C has the homotopy type of an -dimensional complex, so the cohomology of the complement vanishes in higher dimensions, H q (M; C) = A q (A) = 0 for q > . These facts yield the following result. A collection of weights λ = (λ 1 , . . . , λ n ) ∈ C n gives rise to compatible rank one local systems on the complements E n , E n, , and M of the arrangements B n , B n, , and A as follows. Associated to λ, there is a rank one representation ρ : π 1 (E n ) → C * given by γ j → exp ( − 2πiλ j ) for any meridian loop γ j about the jth hyperplane of B n , and a corresponding rank one local system L on E n . Let s : M → E n and σ : E n, → E n be the maps from Proposition 2.1 realizing M and E n, as sections of E n . Via these maps, there are induced local systems on M and E n, corresponding to representations of π 1 (M) and π 1 (E n, ) defined as above. For brevity, we also use L to denote these local systems.
One can use stratified Morse theory to construct a cochain complex K • (A), the cohomology of which is naturally isomorphic to the local system cohomology H * (M; L), see [3, 4] . Briefly, let
a flag in C which is transverse to the arrangement A, and let
is equal to the qth Betti number of M with trivial local coefficients C.
(2) The system of complex vector spaces and linear maps
0). The cohomology of this complex is naturally isomorphic to H * (M; L), the cohomology of M with coefficients in L.
3. Moduli spaces. We now consider families of arrangements with a given combinatorial type. Fix a pair ( , n) with n ≥ ≥ 1. We consider (multi-) arrangements of n ordered hyperplanes in C . We assume that the arrangement A contains linearly independent hyperplanes and that these are the first in the linear order. Let u 1 , . . . , u be the coordinates of C . Choose linear polynomials
We embed the arrangement in projective space and add the hyperplane at infinity as last in the ordering, H n+1 . The moduli space of all arrangements combinatorially equivalent to A may be viewed as the set of matrices 
T (x) = M x , the complement of the arrangement defined by x ∈ B(T ).
We now construct a number of spaces and bundles related to the moduli space B(T ). For any combinatorial type T , let ind(T ) denote the set of all + 1 element subsets I = {i 1 , . . . , i +1 } of [n + 1] for which ∆ I = 0 in type T . If T is realizable, ind(T ) is the set of all subsets I for which {H i 1 , . . . , H i +1 } is linearly independent in the projective closure of an arrangement A of type T . Similarly, let dep(T ) be the set of all + 1 element subsets J of [n + 1] for which ∆ J = 0 in type T .
Given a type T , let
Then the moduli space B(T ) may be realized as
Note that if G is the type of a general position arrangement, then dep(G) = ∅, so B(G) = Y(G). For any type T , the moduli space B(G) of all general position arrangements may be realized as
. . , , n + 1}, and define T 0 by ind
x denote the Boolean arrangement of n hyperplanes in C n with defining polynomial Q(B n x ) given by
is a fiber bundle projection, with fiber the complex n-torus p
Proof. This may be established using the Thom Isotopy Lemma by modifying the argument given by Randell [20] . Denote these bundles by
respectively. The total spaces of these bundles may be realized as
The bundle p T : E (T ) → B(T ) and the moduli space bundle π T : M(T ) → B(T ) are related as follows.
PROPOSITION 3.2. There is a bundle map S : M(T ) → E (T ) covering the identity map of B(T ).
Proof. Let x ∈ B(T ). Corresponding to x, we have an arrangement A x of type T in C , and a Boolean arrangement B n x in C n . These arrangements have defining polynomials
where u 1 , . . . , u are coordinates for C and u 1 , . . . , u n are coordinates for C n . It follows that the map
x of the complement of A x to the complement of B n x , see Proposition 2.1. Defining S : M(T ) → E (T ) by S(x, u) = (x, s x (u)) yields the desired bundle map.
Representations.
Let A be an essential arrangement of n hyperplanes in C of combinatorial type T , and let B(T ) be a smooth, connected component of the corresponding moduli space. For each x ∈ B(T ), a collection of complex weights λ = (λ 1 , . . . , λ n ) determines a rank one local system L x on the complement M x of the arrangement A x , with monodromy exp ( − 2πiλ j ) about the hyperplane H j ∈ A x .
Since the fiber bundle π : M(T ) → B(T ) is locally trivial, there is an associated vector bundle π q :
The transition functions of this vector bundle are locally constant. Fixing a basepoint x ∈ B(T ), the operation of parallel translation of fibers over curves in B(T ) in the vector bundle π q : H q → B(T ) provides a complex representation
T to indicate the dependence of this representation on the type T . By Theorem 2.3, the local system cohomology of M x may be computed using the Morse theoretic complex K • (A x ). The fundmental group of B(T ) acts by chain automorphisms on this complex, see [6, Cor. 3.2] , yielding a representation
As above, write Φ • = Φ • T to indicate the dependence of this representation on the combinatorial type T . THEOREM 4.1 [6] . The representation
The constructions of the previous section provide additional representations of the fundamental group of B(T ). Recall that I 0 = {1, . . . , , n + 1}, and assume I 0 ∈ ind(T ). Then there is a bundle p T : E (T ) → B(T ), with fiber E n x , the complement of the Boolean arrangement B n x in C n . Recall also that the weights λ give rise to a local system on E n x , which we also denote by L x since it is compatible with the local system on M x . As above, the fundamental group of B(T ) acts by chain automorphisms on the cochain complex K • (B n x ) associated with this arrangement, yielding a representation 
Remark 4.3. Recall that G denotes the combinatorial type of a general position arrangement of n hyperplanes in C . If y ∈ B(G) is a point in the moduli space of all such arrangements, let B n, y denote the corresponding arrangement. The above discussion, when applied to the arrangement B n, y , yields the following commutative diagram
where Γ ∈ π 1 (B(G), y) and σ
The complement E n, y = M(B n, y ) of the general position arrangement B n, y may be realized as a generic -dimensional section of the complement E n y = M(B n y ) of the Boolean arrangement B n y , and the map σ y : E n, y → E n y as the inclusion of this generic section. In the notation established in the construction of the Morse theoretic complex K • preceding Theorem 2.3, we have E n, y = F ∩ E n y . From this construction, it is clear that the complex K • (B n, y ) is the rank truncation of the complex K • (B n y ):
See [3, §7] and [4, Ex. 2.7] for explicit constructions of these complexes.
The following is a consequence of the above discussion.
, and the inclusion map j T : B(T ) → Y(T ) from Section 3. As discussed above, an element γ ∈ π 1 (B(T ), x) induces a chain automorphism Φ • T (γ) of the cochain complex
is a loop representing an element, say ξ ∈ π 1 (Y(T ), x), and ξ also induces a chain automorphism of the complex K • (B n x ), which we denote by Ξ • (γ).
Proof. Let g * ( p T ) denote the pullback of the bundle p T : E (T ) → B(T ) along the map g : S 1 → B(T ), and let ( j T • g) * ( p T ) be the pullback of p T :
The chain automorphisms Φ • T (γ) and Ξ • (γ) are induced by the monodromies of the bundles g * ( p T ) and (
respectively. Checking that these two bundles are identical, we conclude that the two monodromies are the same. The result follows. 
Thus H 1 (U ∪ V) = 0. With these observations, the Mayer-Vietoris sequence in homology is of the form 
The above results provide a means for comparing the representations
corresponding to an arbitrary arrangement of n hyperplanes in C and a general position arrangement of n hyperplanes in C . 
commutes up to conjugacy.
where Ξ • (γ) is the chain automorphism induced by ξ. 
Denote the homology class of ξ in H 1 (Y(T )) by [ξ]. By Corollary 4.7, the inclusion i T : B(G) → Y(T ) induces a surjection (i T ) * : H 1 (B(G)) → H 1 (Y(T )). Let y ∈ B(G) be a basepoint (the point x ∈ B(T ) is not in B(G) if T = G). Let
K • (B n y ) ∼ −−−→ K • (B n x ) id −−−→ K • (B n x ) s • x −−−→ K • (A x )   (i T ) # (Γ) •   Ξ • (γ)   Φ • T (γ)   Φ • T (γ) K • (B n y ) ∼ −−−→ K • (B n x ) id −−−→ K • (B n x ) s • x −−−→ K • (A x ).
Recall that B(G) = Y(G). Over B(G) and Y(T ), we have bundles p G : E(G) → B(G) and p T : E(T ) → Y(T ), each with fiber E
Since σ 
is compatible with γ ∈ π 1 (B(T ), x), then Theorem 4.8 implies that, up to conjugacy, we haves
We will pursue the implications of this relationship for Gauss-Manin connections in Section 7.
Compatible classes.
For the type G of general position arrangements, the closure of the moduli space is B(G) = (CP ) n . Recall that points in (CP ) n are given by matrices x of the form (3.1), and that ∆ J (x) denotes the determinant of the submatrix of x with rows specified by +1 element subsets
Choose a basepoint y ∈ B(G), and for each + 1 element subset J of [n + 1], let z J be a generic point in D J . Let Γ J be a meridian loop based at y in B(G) about the point z J ∈ D J . Note that y ∈ Y(T ) and that Γ J is a (possibly null-homotopic) loop in Y(T ) for any combinatorial type T .
PROPOSITION 5.1. For any combinatorial type T , the homology group H 1 (Y(T )) is generated by the classes {[Γ
Denote by ΣZ the singular set of Z, and let X = (CP ) n \ΣZ and D = Z\ΣZ. Consider the corresponding Gysin sequence in homology with integer coefficients, as discussed in [10, p. 46 ]. This sequence is of the form
where i : X\D → X denotes the inclusion.
Since the complex codimension of ΣZ is at least two in (CP ) n , the inclusion of X in (CP ) n induces an isomorphism H 1 (X) H 1 ((CP ) n ) and thus H 1 (X) = 0. So for small k, the above sequence is of the form 
Impose a partial order on combinatorial types as follows: T ≥ T ⇐⇒ dep(T ) ⊆ dep(T ). Note that the combinatorial type G of general position arrangements is the maximal element with respect to this partial order. Write T > T if dep(T ) dep(T ). In this case we define the relative dependence set dep(T , T ) = dep(T )\dep(T ). If T > T , we say that T covers T and T is a degeneration of T if there is no combinatorial type T with
is as asserted.
Recall that we say Γ ∈ π 1 (B(G), y) is compatible with γ ∈ π 1 
(B(T ), x) if the homology classes [Γ] and [γ] satisfy (i
T ) * ([Γ]) = ( j T ) * ([γ]).
Nonresonant weights.
If L is a nontrivial rank one local system on the complement E n, of a general position arrangement B n, in C , then the cohomology H q (E n, ; L) vanishes in all dimensions q except possibly q = . See [3, §7] for a proof of this fact using the complex K • (B n, ). For an arbitrary arrangement A, a collection of weights λ and the corresponding local system L are called nonresonant if the cohomology H q (M; L) vanishes in all dimensions q except possibly q = . We now recall a combinatorial condition due to Schechtman, Terao, and Varchenko [21] which insures nonresonance. An edge of an arrangement A is a nonempty intersection of hyperplanes in A. An edge is called dense if the subar-rangement of hyperplanes containing it is irreducible: the hyperplanes cannot be partitioned into nonempty sets so that, after a change of coordinates, hyperplanes in different sets are in different coordinates. This is a combinatorially determined property, see [21] . For each edge X, define λ X = X⊆H j λ j . Let A ∞ = A ∪ H n+1 be the projective closure of A, the union of A and the hyperplane at infinity in CP , see [19] . Set λ n+1 = − n j=1 λ j . THEOREM 6.1 [21] . Let M be the complement of an essential arrangement A in C of combinatorial type T . If L is a rank one local system on M whose weights λ satisfy the condition
Thus the (STV)-condition implies nonresonance. In this paper, we call local systems L whose weights λ satisfy the (STV)-condition T -nonresonant. [11, 21] , and that [25] .
For T -nonresonant weights, one can exhibit an explicit basis, the βnbc basis of [12] , for the single nonvanishing cohomology group H (M; L) H (A • (A), a λ ∧) . Recall that the hyperplanes of A = {H j } n j=1 are ordered. A circuit is an inclusion-minimal dependent set of hyperplanes in A, and a broken circuit is a set S for which there exists H < min (S) so that S ∪ {H} is a circuit. A frame is a maximal independent set, and an nbc frame is a frame which contains no broken circuit. Since A ⊂ C is essential, every frame has cardinality . An nbc frame B = (H j 1 , . . . , H j ) is a βnbc frame provided that for each k, 1 ≤ k ≤ , there exists H ∈ A such that H < H j k and (B\{H j k }) ∪ {H} is a frame.
Let βnbc(A) be the set of all βnbc frames of A. H (A • (A), a λ ∧) by the same symbol. THEOREM 6.3 [12] . Let M be the complement of an essential arrangement A in C of combinatorial type T . If L is a rank one local system on M corresponding
Denote the cohomology class of ζ(B) in

to T -nonresonant weights λ, then the set {ζ(B) | B ∈ βnbc(A)} is a basis for the only nontrivial local system cohomology group H (M; L) H (
as is readily checked. So there is an induced maps : 
Gauss-Manin connections. The vector bundle π
We now study this connection using results of the previous section. In light of Corollary 6.6, for an arrangement A of combinatorial type T , we focus on T -nonresonant weights and the case q = .
Over a manifold, there is a well-known equivalence between local systems and complex vector bundles equipped with flat connections, see [9, 17] . Let V → X be such a bundle, with connection ∇. The latter is a C-linear map ∇ : E 0 (V) → E 1 (V), where E p (V) denotes the complex p-forms on X with values in V, which satisfies ∇( f σ) = σdf + f ∇(σ) for a function f and σ ∈ E 0 (V). The connection extends to a map ∇ : The aforementioned equivalence is given by (V, ∇) → V ∇ , where V ∇ is the local system, or locally constant sheaf, of horizontal sections {σ ∈ E 0 (V) | ∇(σ) = 0}. There is also a well-known equivalence between local systems on X and finite dimensional complex representations of the fundamental group of X. Note that isomorphic connections give rise to the same representation. Under these equivalences, the local system on X = B(T ) induced by the representation Ψ q T corresponds to a flat connection on the vector bundle π q : H q → B(T ), the Gauss-Manin connection.
For T -nonresonant weights, the βnbc basis of Theorem 6.3 provides a basis for each fiber H (M x ; L x ), independent of x. Thus the vector bundle π : H → B(T ) is trivial, see [12, 23] . Let γ ∈ π 1 (B(T ), x), and let g : 
Thus a Gauss-Manin connection matrix Ω T (γ) is determined by a Gauss-Manin connection matrix Ω G (Γ) and the surjections
Proof. Choose a connection matrix
is surjective by Theorem 6.5, the en-
, which we denote by Ω T (γ). We assert that Ω T (γ) is a connection matrix for Ψ T (γ). For this, by the above discussion, it suffices to show that exp ( − 2πiΩ T (γ)) is conjugate to Ψ T (γ).
By construction, we haves 
Next we need formulas of Aomoto and Kita [2] , see also [19] , for the GaussManin connection matrices in the case of general position arrangements. Let y ∈ B(G), and let B n, y be the corresponding arrangement of type G, a general position arrangement of n hyperplanes in C , with complement E n, y . A system of weights To state the results of Aomoto and Kita on the Gauss-Manin connection for general position arrangements, we require some notation. We use the formulation of [19, §10.3] . For J = {j 1 , . . . , j m }, write λ J = j∈J λ j , and let 
y ; L y ), are given by the following formulas.
We combine these formulas with Theorem 5.4, Theorem 6.5, and Theorem 7.1 to obtain the main result of this paper. It is a combinatorial algorithm for calculating Gauss-Manin connection matrices for an arbitrary combinatorial type T , and T -nonresonant weights, in terms of those for the type G of general position arrangements. Let T be a combinatorial type which covers the type T . Let x be a point in B(T ), and γ ∈ π 1 (B(T ), x) a simple loop in B(T ) about x . We agree to write Ω T (T ) in place of Ω T (γ) in this situation. Similarly, we write Ω G (J) in place of Ω G (Γ J ). Fix T -nonresonant (and hence G-nonresonant) weights λ. For x ∈ B(T ) and y ∈ B(G), by Theorems 6.1 and 6.3, the corresponding local system cohomology groups of the fibers, H q (M x ; L x ) and H q (E n, y ; L y ), depend only on the combinatorial types T and G and vanish for q = . So we write
Denote the βnbc bases of these local system cohomology groups by βnbc(T ) and βnbc(G) respectively. This notation makes it clear that a Gauss-Manin connection matrix depends only on the types involved and it is obtained by a combinatorial formula. 
Illustrations of the algorithm provided by this result are presented in Section 8.
Remark 7.4. For an arbitrary combinatorial type T , and T -nonresonant weights λ, Terao [23] shows that the Gauss-Manin connection on the bundle π : Remark 7.5. Note that there are two floating inputs in Theorem 7.3: the (STV)-condition, which ensures nonresonance, and the βnbc basis, which makes the surjections explicit. Should more relaxed conditions for nonresonance be discovered, and suitable cohomology bases be constructed, where the surjection may be made explicit, our methods will apply equally well in the new setting.
For an arbitrary local system L of rank greater than one on the complement of an arrangement of type T , the results presented here need not apply, since such a local system is not in general induced by a local system on the complement of a Boolean arrangement. However, if L is an abelian local system of arbitrary rank, then L is induced by a local system on the complement of a Boolean arrangement. The methods of this paper may be applied in this generality in those instances where L is nonresonant and a higher rank analogue of Theorem 6.5 holds.
In both of the above situations, analogues of the Aomoto-Kita formulas for G-nonresonant weights, recorded in Theorem 7.2, would be required to express the Gauss-Manin connection matrices for type T in terms of those for type G explicitly.
Examples.
Codimension one.
The moduli space B(T ) of a combinatorial type T of essential arrangements of n hyperplanes in C is of codimension one in (CP ) n if the cardinality of dep(T ) is one, dep(T ) = {K}, where
For these types, the Gauss-Manin connection was determined by Terao [23] . We now sketch how these results may be recovered using the algorithm of Theorem 7.3.
There are two cases to consider: n + 1 / ∈ K and n + 1 ∈ K. By permuting hyperplanes, we may assume that corresponding Gauss-Manin connection matrix Ω T (T ) ∈ End C (H (T )) satisfies
P(T ) · Ω T (T ) =
J∈dep(T ,T )
Ω G (J) · P(T ), (8.1) where P(T ) = P F if n + 1 / ∈ K and P(T ) = P L if n + 1 ∈ K. It is an exercise in linear algebra to recover Terao's calculation of the connection matrix Ω T (T ) from [23] . We give several small, explicit examples next, and leave this elementary, albeit lengthy, exercise in the general case to the interested reader. 
