Numerical results for a number of representative and challenging SL problems are presented to demonstrate the effectiveness, efficiency, accuracy and reliability of the proposed method.
INTRODUCTION
The theory presented in this paper covers the regular second and fourth order Sturm-Liouville (SL) eigenproblems to which many physical problems over a continuous spatial domain can be reduced. However, for convenience, the vibration of a non-uniform structural member is chosen as the default physical model in this paper.
For brevity, Dirichlet (i.e. fixed-end) boundary conditions (BCs) are taken as the default for both second and fourth order SL problems in this paper. Also, for conciseness, whenever possible, both the second and fourth order SL problems are dealt with together by putting the fourth order case into brackets, e.g. second [fourth] order case. Additionally, in the equations parts (a) and (b) are for the second and fourth order SL cases, respectively, and the mathematical term 'eigenfunction' is frequently replaced by the physical term 'mode'.
The regular second order SL problem is to find the eigenvalues  and eigenfunctions ) (x u of the second order ordinary differential equation (ODE)
subject to the default BCs
where: prime denotes ordinary derivative; L is the associated self-adjoint operator; [ b a . Note that the same symbol L is used in Eqs.
(1) and (3) to represent different self-adjoint operators, which are easily distinguishable from related contexts.
For second order SL problems, there are a number of state-of-the-art codes, e.g. SLEDGE (Pruess and Fulton, 1993) , SLEIGN2 (Bailey et al., 2001 ) and components of the NAG library (Numerical Algorithms Group, 1999) , of which some only find the eigenvalues. However, the fourth order SL problem is very challenging and to the authors' best knowledge the only code that specifically solves such problems is SLEUTH (Greenberg and Marletta, 1997) , which unfortunately does not impose error control on eigenfunctions and hence cannot serve as a complete eigensolver. Both packages of SLEDGE and SLEUTH use piecewise constant approximation of the variable coefficients in SL problems with shooting methods used to locate eigenvalues.
The package SLEIGN2 uses the Prüfer transformation and oscillatory properties to calculate both eigenvalues and eigenfunctions.
There are some other approximate methods dedicated to SL problems. Prikazchikov and Loseva (2004) constructed a difference scheme of high order by using a special FE method for second order SL problems, Andrew (2003) proposed an asymptotic correction technique to improve the accuracy of FE solutions for second order SL problems, Yücel and Boubaker (2012) applied the Differential Quadrature Method to compute the eigenvalues of some regular fourth order SL problems, and Taher et al. (2013) proposed a technique based on the chebyshev spectral collocation method for the eigenvalues of fourth order SL problems. However, these methods are generally not adaptivity oriented and lack ingredients required in an adaptive package.
The authors of this paper were motivated to probe into SL eigenproblems from the structural engineering discipline by having successfully solved structural vibration problems with uniform members (Yuan et al., 2003; Williams and Wittrick, 1970; Williams, 1971, 1973) , which are special cases of both second and fourth order SL problems with constant coefficients. Four of the present authors developed a recursive second order convergence method (Yuan et al., 2003) for accurate solution of both eigenvalues (natural frequencies) and eigenfunctions (modes) by using the exact Dynamic Stiffness Method (DSM). This critical success led to further progress in a series of research projects using the DSM (Djoudi et al., 2005; Yuan et al., 2007c .
The procedure presented in this paper is based on the conventional finite element (FE) method (Bathe, 1996) . This means that it no longer requires the calculation of exact dynamic stiffnesses, but instead relies on sufficiently fine meshes being found for sufficiently accurate FE solutions. The most important and substantial contribution of the present paper is its presentation of an adaptive procedure for finding such meshes.
A key component in the procedure is the recently developed Element Energy Projection (EEP) technique (Yuan et al., , 2007a (Yuan et al., , 2007b Yuan and Zhao, 2007; Yuan and Xing, 2014) , which is applied, with a novel 'technology transfer' from linear problems to the current eigenproblem, to calculate super-convergent solutions, which are called EEP solutions in the following, for eigenfunctions during the FE post-processing stage.
These EEP solutions are then used as if they were exact solutions to estimate the errors in the FE solutions and hence to further guide mesh refinements Yuan et al., 2008) . This yields a simple, efficient, reliable and general adaptive FE procedure that is able to find sufficiently fine meshes for the accuracy of the obtained FE solutions to satisfy the user-preset error tolerances on both eigenvalues and eigenfunctions.
OUTLINE OF THE SOLUTION PROCEDURE
For conciseness and neatness, suppose that the leading n eigenpairs ]) [ , (
are required (although k may not necessarily be from 1) and that the user-preset error tolerance for both eigenvalues and modes is Tol . The aim of the procedure presented is to find
are not usually available, the proposed procedure uses the following stop criteria instead
where the eigenvalue interval is defined by bounds ) , (  , which will be described below. Note that once Eq. (7) (8) is not satisfied, the error-averaging method (Yuan et al., 2008 ) is used to subdivide each into two elements, forming a new refined mesh, as described in Section 5. Then the procedure returns to the first step (i.e. the FE solution) and cycles until all elements satisfy Eq. (8).
The above three steps constitute a round of adaptive iteration. After Eq. (8) has been satisfied by a series of such adaptive iterations, the procedure further proceeds to satisfying Eq. (7) by adjusting the bounds on the sought eigenvalue.
FE SOLUTION
This section describes the implementation of the first step of the adaptive strategy, i.e.
the conventional FE solution.
FE formulation
The element model adopted is the conventional polynomial element of degree For the current mesh  , the standard FE formulation leads to a linear eigenproblem of the form (Bathe, 1996) 
where D is the so-called mode vector, and both K and M are square and symmetrical constant matrices with M being also positive definite. Given an arbitrary trial value a  (shift value), the above problem can be equivalently written in the shifted form (Bathe, 1996 )
Eq. (10) is taken as the eigenproblem to be solved in the remainder of this paper.
Divide-and-Conquer
For the sake of reliability, Eq. (10) is solved by a two-phase Divide-and-Conquer (DC) strategy (Yuan et al., 2003) as follows. 
J-count based on Sturm sequence property
According to the well-known Sturm sequence property (Wilkinson, 1965) , the total number of eigenvalues below a  for Eq. (10) can be calculated by the following
Here } { a s K is the sign count of a K , which equals the number of negative leading diagonal elements of the upper triangular matrix
Gaussian elimination. One of the usages of the J-count is, at the Divide phase, to incorporate it into the bisection method (Williams and Wittrick, 1970) to search for
Another usage is to compute the number of eigenvalues r N in a given eigenvalue
Using the J-count, the Divide phase is performed as follows. Bisection is used simply to find an interval ) , ( 
Inverse iteration
Suppose that during the Divide phase an eigenvalue interval ) , ( . This ensures that the nearest eigenvalue to a  is the one within
and hence guarantees that the desired eigenvalue  is the numerically smallest of all the eigenvalues of Eq. (10) and so can be safely and efficiently solved for by using inverse iteration (Yuan et al., 2003) which guarantees convergence on the eigenpair ) , ( D  for which the absolute eigenvalue is least. The inverse iteration is terminated when , 1974; Strang and Fix, 1973) .
In earlier studies led by the first author (Yuan et al., , 2007a (Yuan et al., , 2007b Yuan and Zhao, 2007; Yuan and Xing, 2014) , it has been found that the well-known projection theorem (Strang and Fix, 1973) in FE mathematical theory almost holds true for a
. Accordingly, based on a series of related conceptual studies, the EEP method has been developed for computation of both super-convergent displacements and derivatives at any interior point for FE solution of linear BVPs. The EEP formulae were developed in both simplified and condensed forms. This paper uses the simplified form, due to its simplicity, convenience and efficiency, the formulae of which are presented as follows ; and
with
) being conventional cubic Hermite shape functions.
Mathematical analyses (Yuan and Zhao, 2007; Yuan and Xing, 2014; Zhao et al., 2007; Yuan et al., 2015) have proved that for both the second and fourth order cases ) and hence can be used to guide mesh refinement.
EEP technology transfer to SL problems
The EEP formulae are powerful and valuable but a key question remains unanswered: namely, they are for linear BVPs, so how can they be applied to SL problems which essentially have a special nonlinear form due to the obviously nonlinear term u x r ) (
The answer is as follows.
Note that Eq. (10) 
with the corresponding FE formulation being 
MESH REFINEMENT

Error checking
Usually it is more than sufficient to set M in the range 8 4   M .
Elememt subdivision
If Eq. (19) is not satisfied for any j, the corresponding element needs to be subdivided into two sub-elements by inserting an interior node at the a j -th point, calculated by
This subdivision approach is called the error-averaging method (Yuan et al., 2008) , with the areas of error squared on the two sides of point a j roughly equal to each other. The case of subspace iteration can be implemented similarly, without substantial difficulties. Once subspace iteration converges with a set of r N FE solutions, the processes of EEP solution, error checking and mesh refinement are applied to each solution. If the current mesh is not sufficiently fine for any of them, a new mesh is generated based on that solution and is used in another round of adaptive iteration.
Such adaptive iteration is repeated until a mesh that is sufficiently fine for all r N solutions is found. yet be accurate enough, and so the procedure continues to adjust the bounds until Eq. (7) is also fully satisfied.
If the FE solution
After a round of the above adaptive iteration, the outcome is a number of useful results with rich and important information, e.g. an FE solution ) , (
with a J-count at a  on a previous mesh and a finer mesh. Then comprehensive use of these results can guide and guard successive adaptive iterations so that they approach the exact eigenpair of the sought order quickly and safely. There are some auxiliary techniques in computation, e.g. checking and adjusting eigenvalue bounds, dealing with negative eigenvalues. They are all well handled by common practice and thus a detailed description is not given here.
NUMERICAL EXAMPLES
The proposed method was implemented in a Fortran 90 code and was tested by computing the first fifty eigenpairs for a batch of 44 SL eigenproblems (Greenberg and Marletta, 1997; Pruess et al., 1994) . For all the examples, it was found that the present method produced satisfactory results, with both eigenvalues and modes fully satisfying the preset error tolerances. In this section, four representative and challenging examples are chosen to demonstrate the effectiveness of the proposed method. All of these examples were run with Tol = 10 -9 on a LENOVO Notebook computer with a Pentium M 2.8GHz CPU, with about 14 decimal digits of floating point numbers used. The polynomial elements used in these examples had degree
] for all second
[fourth] order SL problems.
The error of the computed eigenvalue h  is measured by
where  is the exact eigenvalue. For problems where the exact eigenvalue is unknown  is replaced by the result produced by SLEDGE/SLEUTH and the corresponding error given by Eq. (21) Figure 4 (a) and it can be seen to agree with the user-preset error tolerance for both eigenvalues and eigenfunctions very well.
Example 2 (Second order SL Problem): Coffey-Evans equation
The Coffey-Evans equation is well known to be a very difficult one. Even though the mathematical theory guarantees that for the separated boundary conditions there are no multiple eigenvalues for regular second order SL problems, the triple well of the Coffey-Evans potential produces triplets of eigenvalues which can be made arbitrarily close by deepening the well, i.e. by increasing β. The number of triplets increases as β increases. For 2  i and β = 20, or for 6  i and β = 50, the i-th triplet occurs as eigenvalue numbers 4i -1, 4i and 4i + 1. The first two of the triplets can be seen in Table 2 , which illustrates how the triplets become much tighter as β is increased from 20 to 50 and also that they become less tight as i increases. Note that the β = 50 case is a very difficult one for some other software (Pryce, 1993) . The computed results given by the present method and by SLEDGE are given in Figure 4 (b) and can be seen to agree very well with each other except for the eigenfunctions corresponding to the triplets. When using 14 decimal digit precision, neither method could give acceptable solutions for these exceptional cases, due to the difficulty of separating the modes in each triplet. 
Example 3 (Fourth order SL Problem)
The eigenvalue errors   and eigenfunction errors w  for both the present method and SLEUTH are shown in Figure 4 (c). It can be seen that some of the eigenvalues from SLEUTH are not sufficiently accurate and the eigenfunctions from SLEUTH are completely unacceptable for the given tolerance.
Example 4 (Fourth order SL Problem): a simplified Cahn-Hilliard equation
The eigenvalue differences between the present method and SLEUTH are shown in Figure 4 (d) and some selected eigenvalues computed by the present method are listed in Table 2 . It is obvious that the difference of the first and third eigenvalues between our method and SLEUTH exceeds the error tolerance. For this problem, the present code was additionally compiled with quadruple precision (about 28 decimal digits) using
Intel Visual Fortran 11, and was run with a stricter tolerance Tol = 10 -15 . Comparison with these results showed that our first and third eigenvalues satisfy the error tolerance Tol = 10 -9 . This implies that for the first and third eigenvalues SLEUTH are not accurate enough to satisfy the error tolerance.
CONCLUDING REMARKS
A new adaptive FE method for accurate, efficient and reliable computation of both the eigenvalues and eigenfunctions of regular second and fourth order SL eigenproblems has been presented. Comprehensive utilization of the EEP technique with a number of other auxiliary techniques (including the Sturm sequence property and both inverse and subspace iterations) has yielded a simple, efficient and reliable adaptive FE procedure that finds sufficiently fine meshes for the user-preset error tolerances to be achieved. Numerical results, including ones known to be particularly troublesome, have shown that the present method always completely satisfied the required error tolerances for both eigenvalues and eigenfunctions. The present paper is limited to regular SL problems, but with some numerical treatments, as done by SLEUTH, the present method can also solve some singular SL problems in an indirect way. Looking forward, a very welcoming and encouraging feature of this method is that it can readily be extended to vector SL problems since the EEP formulae for corresponding linear system of ODEs are well available already, which will be addressed in other papers. 
