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Subgroups of polynomial automorphisms with
diagonalizable fibers
Shigeru Kuroda
Abstract
Let R be an integral domain over a field k, and G a subgroup
of the automorphism group of the polynomial ring R[x1, . . . , xn] over
R. In this paper, we discuss when G is diagonalizable under the
assumption that G is diagonalizable over the field of fractions of R.
We are particularly interested in the case where G is a finite abelian
group. Kraft-Russell (2014) implies that every finite abelian subgroup
of AutRR[x1, x2] is diagonalizable if R is an affine PID over k = C.
One of the main results of this paper says that the same holds for a
PID R over any field k containing enough roots of unity.
1 Introduction
For each commutative ring R, we denote by R[x] = R[x1, . . . , xn] the poly-
nomial ring in n variables over R, and by AutRR[x] the automorphism
group of the R-algebra R[x]. We identify an endomorphism φ of the R-
algebra R[x] with the n-tuple (φ(x1), . . . , φ(xn)) of elements of R[x], where
the composition is defined by φ ◦ ψ = (φ(ψ(x1)), . . . , φ(ψ(xn))). Note that,
if G is a subgroup of AutRR[x], and S is a commutative R-algebra, then
GS := {idS ⊗ φ | φ ∈ G} is a subgroup of AutS S[x]. When S = κ(p) is the
residue field of the localization Rp of R at a prime ideal p of R, we denote
this group by Gp. If R is a domain, K denotes the field of fractions of R.
Throughout this paper, let k be an arbitrary field. If R is a k-algebra,
then Dn(k) := {δa | a ∈ (k
∗)n} is a subgroup of AutRR[x], where we define
δa := (a1x1, . . . , anxn) for each a = (a1, . . . , an) ∈ (k
∗)n. We say that a
subgroup G of AutRR[x] is diagonalizable if there exists ψ ∈ AutRR[x] such
that ψ−1 ◦G ◦ ψ is contained in Dn(k).
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Now, assume that R is a k-domain. In this paper, we discuss the following
problems.
Problem 1. Let G be a subgroup of AutRR[x] such that G(0) is diagonaliz-
able. Does it follow that G is diagonalizable?
If we regard AutRR[x] as a subgroup of AutK K[x], then the assumption
of Problem 1 is equivalent to ψ−1 ◦G ◦ ψ ⊂ Dn(k) for some ψ ∈ AutK K[x].
When n = 2, this condition implies that Gp is diagonalizable for any prime
ideal p of R by van der Kulk [7] and Serre [14] (cf. Section 2). So we also
consider the following problem for n ≥ 3.
Problem 2. Let G be a subgroup of AutRR[x] such that Gp is diagonalizable
for all the prime ideals p of R. Does it follow that G is diagonalizable?
We are particularly interested in the case where G is a finite abelian group.
In fact, whether every finite abelian subgroup of AutCC[x] is conjugate to
a subgroup of Dn(C) is a difficult problem with little progress for n ≥ 3
(see [5] for the case n = 2). This problem is a special case of Kambayashi’s
Linearization Problem [6], and is open even for finite cyclic groups (cf. [9]).
In the case of finite cyclic groups, the problem is also included in the list
of “eight challenging open problems in affine spaces” by Kraft [10]. We
mention that, over a field of positive characteristic, a counterexample to a
similar problem is already given by Asanuma [1]. The situation is worse in
the case of positive characteristic.
Under the assumptions in Problems 1 and 2, there exists a subgroup G
of (k∗)n for which G(0) is conjugate to {δa | a ∈ G} in AutK K[x]. We write
ai := ai11 · · · a
in
n for each a = (a1, . . . , an) ∈ G and i = (i1, . . . , in) ∈ Z
n, and
defineMG to be the set of i ∈ Z
n such that ai = 1 for all a ∈ G. Let γ1, . . . , γn
be the images of the coordinate unit vectors of Zn in ΓG := Z
n/MG. For each
i, let Γ
(i)
G be the subgroup of ΓG generated by γj for 1 ≤ j ≤ n with j 6= i.
The following theorem is the main result of this paper.
Theorem 1.1. (i) When n = 2, Problem 1 has an affirmative answer in the
following two cases:
(1) R is a PID.
(2) R is a regular UFD, and Γ
(1)
G or Γ
(2)
G is not equal to ΓG.
(ii) When n ≥ 3, Problem 2 has an affirmative answer if R is a regular UFD,
and at least n− 1 of Γ
(1)
G , . . . ,Γ
(n)
G are not equal to ΓG.
We emphasize that the base field k is arbitrary in Theorem 1.1. When
R is an affine PID over k = C, the case (1) of Theorem 1.1 (i) (and hence
Corollary 1.2 to follow) is contained in Kraft-Russell [8, Thm. 3.2].
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In Section 2, we derive the following corollary from the case (1) of Theo-
rem 1.1 (i) (see the discussion after Theorem 2.3).
Corollary 1.2. Let R be a PID over a field k, and G a finite abelian subgroup
of AutRR[x1, x2] with d := max{ordφ | φ ∈ G}. If k contains a primitive
d-th root of unity, then G is diagonalizable.
Assume that n = 2. We call f ∈ K[x] a coordinate of K[x] if there exists
g ∈ K[x] such thatK[f, g] = K[x]. If this is the case, for each φ ∈ AutK K[x]
with φ(f) = f , there exists h ∈ K[f ] such that φ(g) = (det Jφ)g + h, where
Jφ denotes the Jacobian matrix of φ.
We have the following corollary to the case (2) of Theorem 1.1 (i).
Corollary 1.3. Let R be a regular UFD over a field k, and φ ∈ AutRR[x1, x2]
such that det Jφ belongs to k \{1}. If there exists a coordinate f of K[x1, x2]
with φ(f) = f , then 〈φ〉 is diagonalizable.
Here, 〈φ〉 denotes the subgroup of AutRR[x] generated by φ. In fact,
setting u := det Jφ and ψ := (f, g + (u − 1)−1h) ∈ AutK K[x], we have
ψ−1 ◦ φ ◦ ψ = (x1, ux2). Hence, ψ
−1 ◦ 〈φ〉 ◦ ψ = {δa | a ∈ G} holds for
G := {(1, ui) | i ∈ Z}. Thus, we get γ1 = 0, and therefore Γ
(2)
G 6= ΓG .
The structure of this paper is as follows. In Section 2, we recall the notion
of algebraic actions of subgroups of (k∗)r on R[x], and prove some preliminary
results. We also derive a consequence of Theorem 1.1. In Section 3, we study
centrizer of subgroups of Dn(k) in AutRR[x]. Section 4 is devoted to proving
the case (1) of Theorem 1.1 (i). In this proof, the main result of Section 3 is
crucial when k is not algebraically closed. The rest of Theorem 1.1 is proved
in Section 5 using a different technique.
2 Algebraic G-actions
Let G be a subgroup of (k∗)r, where r ≥ 1. As in Section 1, we define MG to
be the set of i ∈ Zr such that ai = 1 for all a ∈ G. Then, for each a ∈ G,
the map Zr ∋ i 7→ ai ∈ k∗ factors through ΓG := Z
r/MG . We denote by a
γ
the image of γ ∈ ΓG under the induced map ΓG → k
∗. Let R be a k-algebra.
An algebraic G-action on R[x] is by definition a collection V = (Vγ)γ∈ΓG of
R-submodules of R[x] such that R[x] =
⊕
γ∈ΓG
Vγ, and VλVµ ⊂ Vλ+µ for each
λ, µ ∈ ΓG . For each a ∈ G, we define an automorphism φ
V
a
: R[x]→ R[x] by
φV
a
(f) = aγf for f ∈ Vγ and γ ∈ ΓG . Then, the map
ρV : G ∋ a 7→ φV
a
∈ AutRR[x]
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is a homomorphism of groups. We say that f ∈ R[x] is V -homogeneous
if f belongs to Vγ for some γ ∈ ΓG . Note that, for each γ ∈ ΓG \ {0},
there exists a ∈ G such that aγ 6= 1. Hence, f ∈ R[x] is V -homogeneous if
and only if φ(f) ∈ kf for all φ ∈ ρV (G). We say that V is diagonalizable
if the subgroup ρV (G) of AutRR[x] is diagonalizable, or equivalently there
exists ψ ∈ AutRR[x] such that ψ(x1), . . . , ψ(xn) are V -homogeneous. We
remark that Vγ ∩ R = {0} holds for any γ 6= 0. If S is an R-algebra, then
VS := (S ⊗R Vγ)γ∈ΓG is an algebraic G-action on S[x] with ρ
VS(G) = ρV (G)S.
The following lemma holds for any algebraic G-action on R[x].
Lemma 2.1. Let f =
∑
γ∈ΓG
fγ ∈ R[x], where fγ ∈ Vγ. Then, for each
γ ∈ ΓG, we may write fγ as a k-linear combination of φ(f) for φ ∈ ρ
V (G).
Proof. We prove the lemma by induction on l := #{γ | fγ 6= 0}. The
assertion is clear if l ≤ 1. Assume that l ≥ 2. Take λ, µ ∈ {γ | fγ 6= 0} with
λ 6= µ, and a ∈ G with aλ 6= aµ. For each α ∈ k∗, we define gα to be the sum
of fγ for γ ∈ ΓG with a
γ = α. Then, we have f =
∑
α∈k∗ gα and φ(gα) = αgα
for each α ∈ k∗, where φ := φV
a
. Let α1, . . . , αs be distinct elements of k
∗
such that f =
∑s
i=1 gαi . Then, by linear algebra, each gαi is written as a
k-linear combination of φj(f) =
∑s
i=1 α
j
igαi for 0 ≤ j < s. Since gα 6= 0 for
α = aλ, aµ, the number of nonzero V -homogeneous components of gα is less
than l for each α. Hence, the lemma follows by induction assumption.
Now, assume that n = 2. Recall the following fact which is a consequence
of van der Kulk [7] and Serre [14] (see also [15, Prop. 1.11]): Let G be a
subgroup of Autk k[x] such that degG := {deg φ(xi) | φ ∈ G, i = 1, 2} is
bounded above. Here, deg f denotes the total degree of f for a polynomial
f . Then, G is conjugate to a subgroup of the affine subgroup
A2(k) := {φ ∈ Autk k[x] | deg φ(x1) = deg φ(x2) = 1}
or the Jonquie`re subgroup
J2(k) := {(ax1 + c, bx2 + f(x1)) | a, b ∈ k
∗, c ∈ k, f(x1) ∈ k[x1]}.
The following proposition is a consequence of this fact.
Proposition 2.2. If k′ is an extension field of k, then every algebraic G-
action on k′[x1, x2] is diagonalizable.
Proof. For i = 1, 2, we write xi =
∑
γ∈ΓG
xi,γ, where xi,γ ∈ Vγ . Then, we
have φV
a
(xi) =
∑
γ∈ΓG
aγxi,γ for each a ∈ G. Hence, deg ρ
V (G) is bounded
above by max{deg xi,γ | γ ∈ ΓG , i = 1, 2}. By the fact above, there exists ψ =
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(f1, f2) ∈ Aut
′
k k
′[x] such that G′ := ψ−1 ◦ ρV (G) ◦ψ is contained in A2(k
′) or
J2(k
′). Write fi =
∑
γ∈ΓG
fi,γ for i = 1, 2, where fi,γ ∈ Vγ. When G
′ ⊂ A2(k
′),
we have φ(fi) ∈ k
′f1 + k
′f2 + k
′ for each φ ∈ ρV (G) and i = 1, 2. Hence, fi,γ
belongs to k′f1+ k
′f2+ k
′ for each i and γ by Lemma 2.1. This implies that
k′[f1,λ, f2,µ] = k
′[f1, f2] for some λ, µ ∈ ΓG . Since (f1,λ, f2,µ) ∈ Aut
′
k k
′[x],
and f1,λ and f2,µ are V -homogeneous, we conclude that V is diagonalizable.
When G′ ⊂ J2(k
′), we have f1,γ ∈ k
′f1 + k
′ and f2,γ ∈ k
′f2 + k
′[f1] for each
γ ∈ ΓG by Lemma 2.1. From this, the assertion follows similarly.
The following theorem is a consequence of the case (1) of Theorem 1.1
(i), since ρV (G)(0) = ρ
VK (G) is diagonalizable by Proposition 2.2.
Theorem 2.3. Let R be a PID over a field k, and G a subgroup of (k∗)r for
some r ≥ 1. Then, every algebraic G-action on R[x1, x2] is diagonalizable.
When R is an affine PID over k = C, Theorem 2.3 is contained in Kraft-
Russell [8, Thm. 3.2]. In fact, they treated actions of reductive groups more
generally.
Corollary 1.2 is derived from Theorem 2.3 as follows. Let φ1, . . . , φr ∈ G
be such that G = 〈φ1〉 × · · · × 〈φr〉. Then, since di := ordφi is a divisor of
d, there exists a primitive di-th root ζi ∈ k of unity for i = 1, . . . , r. Set
G = {(ζ i11 , . . . , ζ
ir
r ) | i1, . . . , ir ∈ Z}. Then, ΓG is equal to
∏r
i=1(Z/diZ). For
each γ = (¯i1, . . . , i¯r) ∈ ΓG , we define Vγ to be the set of f ∈ R[x] for which
φl(f) = ζ
il
l f holds for l = 1, . . . , r. Then, for each f ∈ R[x], we have
fγ := |G|
−1
d1−1∑
l1=0
· · ·
dr−1∑
lr=0
ζ−i1l11 · · · ζ
−irlr
r (φ
l1
1 ◦ · · · ◦ φ
lr
r )(f) ∈ Vγ .
Since f =
∑
γ∈ΓG
fγ , we see that V = (Vγ)γ∈ΓG is an algebraic G-action on
R[x] with ρV (G) = G. Hence, G is diagonalizable by Theorem 2.3.
Next, let G be a subgroup of (k∗)n. For each γ ∈ ΓG , we define R[x]γ to
be the R-submodule of R[x] generated by the monomials xi11 · · ·x
in
n such that
the image of (i1, . . . , in) in ΓG is equal to γ. Then, we have
R[x]γ = {f ∈ R[x] | δa(f) = a
γf for all a ∈ G}. (2.1)
Hence, V = (R[x]γ)γ∈ΓG is an algebraic G-action on R[x] such that φ
V
a
= δa
for each a ∈ G.
Now, assume that R is a k-domain, and let G be a subgroup of AutRR[x]
such that G(0) is diagonalizable. Then, there exists ψ ∈ AutK K[x] and a
subgroup G of (k∗)n such that ψ−1 ◦ G ◦ ψ = {δa | a ∈ G}. When this is
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the case, VK := (ψ(K[x]γ))γ∈ΓG is an algebraic G-action on K[x] satisfying
ρVK (G) = G(0). Set
Vγ := ψ(K[x]γ) ∩R[x] for each γ ∈ ΓG. (2.2)
We claim that V := (Vγ)γ∈ΓG is an algebraic G-action on R[x] with ρ
V (G) =
G. In fact, take any f ∈ R[x] and write f =
∑
γ fγ, where fγ ∈ ψ(K[x]γ).
Then, by Lemma 2.1, each fγ is a k-linear combination of φ(f) ∈ R[x] for
φ ∈ ρVK (G) = G(0). Thus, fγ belongs to R[x], and hence to Vγ. We remark
that f ∈ R[x] is V -homogeneous if and only if φ(f) ∈ kf holds for each
φ ∈ G. In this sense, V is uniquely defined from G. If n = 2, then Vκ(p) is
diagonalizable for any prime ideal p of R by Proposition 2.2. Hence, Gp is
diagonalizable as remarked after Problem 1.
Finally, we prove a lemma used in Section 5. We call a sequence f1, . . . , fr
of elements of R[x] a partial system of coordinates of R[x] if there exist
fr+1, . . . , fn ∈ R[x] such that R[f1, . . . , fn] = R[x], or equivalently there
exists φ ∈ AutRR[x] for which φ(xi) = fi holds for i = 1, . . . , r (cf. [4, Prop.
1.1.6]). When r = 1, such an f1 is called a coordinate of R[x].
Lemma 2.4. Let R be a k-domain, and G a subgroup of AutRR[x]. Assume
that there exists ψ = (f1, . . . , fn) ∈ AutK K[x] with ψ
−1 ◦G ◦ ψ ⊂ Dn(k) for
which f1, . . . fn−1 form a partial system of coordinates of R[x]. Then, G is
diagonalizable.
Proof. In the situation of the lemma, we may define a subgroup G of (k∗)n
and an algebraic G-action V on R[x] as above. Then, f1, . . . , fn−1 are V -
homogeneous. Set A = R[f1, . . . , fn−1] and B = K[f1, . . . , fn−1]. Then, we
have B ∩ R[x] = A, since f1, . . . , fn−1 is a partial system of coordinates of
R[x]. There exists g ∈ R[x] such that R[f1, . . . , fn−1, g] = R[x]. It suffices
to show that g is chosen to be V -homogeneous. Write g =
∑
γ∈ΓG
gγ, where
gγ ∈ Vγ for each γ ∈ ΓG . Since gγ belongs to R[x], we have gγ ∈ A = B∩R[x]
if and only if gγ ∈ B. We show that this holds for each γ 6= µ, where µ ∈ ΓG
is such that fn ∈ ψ(K[x]µ). Then, it follows that R[f1, . . . , fn−1, gµ] = R[x],
and the proof is complete. Observe that B[g] = K[x] = B[fn]. This implies
that g = ufn + h for some u ∈ K
∗ and h ∈ B. Write h =
∑
γ∈ΓG
hγ, where
hγ ∈ ψ(K[x]γ). Then, we have gµ = ufn + hµ, and gγ = hγ for each γ 6= µ.
Since f1, . . . , fn−1 are V -homogeneous, hγ belongs to B for each γ ∈ ΓG .
Therefore, gγ belongs to B if γ 6= µ.
3 Centrizer
Throughout this section, we assume that G is a subgroup of (k∗)n not equal
to {e}. For each γ ∈ ΓG , we define R[x]γ as in Section 2, where R may
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be any commutative ring for the moment. We say that f ∈ R[x] is G-
homogeneous if f belongs to R[x]γ for some γ ∈ ΓG . Let φ = (f1, . . . , fn) be
an element of AutRR[x]. We say that φ is G-homogeneous if fi belongs to
R[x]γi for i = 1, . . . , n. We remark that, ifR is a domain, and f1, . . . , fn are G-
homogeneous, then (fσ(1), . . . , fσ(n)) is G-homogeneous for some permutation
σ ∈ Sn. Actually, since det Jφ belongs to R[x]
∗ = R∗, the linear parts of
f1, . . . , fn are linearly independent over R. Hence, there exists σ ∈ Sn such
that the linear monomials x1, . . . , xn appear in fσ(1), . . . , fσ(n), respectively.
Assume that R is a k-algebra. Then, in view of (2.1), we see that φ is
G-homogeneous if and only if δa(fi) = aifi for all a = (a1, . . . , an) ∈ G and
i = 1, . . . , n, and hence if and only if δa ◦ φ = φ ◦ δa for all a ∈ G. Thus, the
set CG(R) of G-homogeneous elements of AutRR[x] is equal to the centrizer
of {δa | a ∈ G} in AutRR[x]. We note that CG(R) is a subgroup of AutRR[x]
even if R does not contain k.
Now, assume that n = 2, and let h be a coordinate of R[x]. Then, there
exist φ ∈ AutRR[x] and i ∈ {1, 2} such that φ(xi) = h. If furthermore h is
G-homogeneous, then we have the following lemma.
Lemma 3.1. Assume that R is a k-domain such that R∗ ∪ {0} is a field.
If h is a G-homogeneous coordinate of R[x], then there exist φ ∈ CG(R) and
i ∈ {1, 2} such that φ(xi) = h.
Proof. There exists g ∈ R[x] such that R[h, g] = R[x]. We show that g
is chosen to be G-homogeneous. Then, (g, h) or (h, g) belongs to CG(R) as
remarked. Write g =
∑
γ∈ΓG
gγ, where gγ ∈ R[x]γ for each γ. Then, we have
∑
γ∈ΓG
det J(h, gγ) = det J(h, g) ∈ R
∗. (3.1)
Put γ0 := γ1 + γ2 − µ, where µ ∈ ΓG is such that h belongs to R[x]µ.
Then, det J(h, gγ) belongs to R[x]γ−γ0 for each γ. From (3.1), it follows that
det J(h, gγ0) 6= 0. This implies that h and gγ0 are algebraically independent
over R (cf. [4, Prop. 1.1.31]). We show that gγ belongs to R[h] for each
γ 6= γ0. Then, it follows that R[h, gγ0 ] = R[h, g] = R[x], and the proof is
complete. Fix any λ 6= γ0, and take a ∈ G such that a
λ 6= aγ0 . Then, we
have
R[h, g] = δa(R[h, g]) = R[δa(h), δa(g)] = R[a
µh, δa(g)] = R[h, δa(g)].
Hence, we may write δa(g) = ug + g
′, where u ∈ R∗ and g′ ∈ R[h]. Write
g′ =
∑
γ∈ΓG
g′γ, where g
′
γ ∈ R[x]γ . Then, g
′
γ belongs to R[h] for each γ, since
h is G-homogeneous by assumption. On the other hand, from the equality
∑
γ∈ΓG
aγgγ = δa(g) = ug + g
′ =
∑
γ∈ΓG
(ugγ + g
′
γ),
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we see that (aγ−u)gγ = g
′
γ holds for each γ. Since gγ0 and h are algebraically
independent over R, this implies that aγ0 = u. By the choice of a, it follows
that aλ 6= u. Since aλ and u are units of R, and R∗ ∪ {0} is a field by
assumption, we know that aλ−u is a unit of R. Therefore, gλ = (a
λ−u)−1g′λ
belongs to R[h].
Next, let R be any k-algebra, and p a maximal ideal of R with κ := R/p.
For each f ∈ R[x], we denote by f¯ the image of f in κ[x]. The rest of this
section is devoted to the proof of the following proposition. This result plays
an important role in proving the case (1) of Theorem 2.3 (i).
Proposition 3.2. Assume that n = 2, and let h be a coordinate of κ[x]. If
h is G-homogeneous, then there exist (g1, g2) ∈ CG(R), a ∈ κ
∗ and i ∈ {1, 2}
such that det J(g1, g2) = 1 and h = ag¯i.
When k is an algebraically closed field, Proposition 3.2 easily follows from
Lemma 3.1, since κ = k is contained in R. In the general case, Proposition 3.2
is proved by using a lifting technique of automorphisms. If ψ = (f1, . . . , fn)
is an endomorphism of the R-algebra R[x], then ψ¯ := idκ ⊗ ψ = (f¯1, . . . , f¯n)
is an endomorphism of the κ-algebra κ[x]. We remark that ψ ∈ AutRR[x]
implies ψ¯ ∈ Autκ κ[x], since (ψ1 ◦ ψ2)
− = ψ¯1 ◦ ψ¯2 holds for endomorphisms
ψ1 and ψ2 of R[x]. We call ψ ∈ AutRR[x] a lift of φ ∈ Autκ κ[x] if ψ¯ = φ. In
general, it is not clear whether every element of CG(κ) has a lift in CG(R).
We say that σ ∈ Autκ κ[x] is elementary if there exist 1 ≤ i ≤ n and
f ∈ κ[{xj | j 6= i}] such that
σ = (x1, . . . , xi−1, xi + f, xi+1, . . . , xn). (3.2)
Note that (3.2) is G-homogeneous if and only if f belongs to κ[x]γi . If this
is the case, there exists g ∈ R[x]γi ∩ R[{xj | j 6= i}] such that g¯ = f . Then,
the elementary automorphism
ǫ = (x1, . . . , xi−1, xi + g, xi+1, . . . , xn) ∈ CG(R)
is a lift of σ. Clearly, we have det Jǫ = 1.
Now, let k be any field. For each φ = (f1, f2) ∈ Autk k[x1, x2], we have
deg φ := deg f1 + deg f2 ≥ 2. It is well known (cf. e.g. [3, Thm. 8.5]) that, if
deg φ > 2, then there exist c ∈ k∗ and l ≥ 1 such that
deg(f1 − cf
l
2) < deg f1 or deg(f2 − cf
l
1) < deg f2. (3.3)
Using this fact, we can prove the following lemma.
Lemma 3.3. If n = 2, then each φ ∈ CG(k) is written as φ = σ1 ◦ · · · ◦σr ◦ τ
for some r ≥ 0, where σ1, . . . , σr ∈ CG(k) are elementary, and τ ∈ D2(k).
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Proof. If σ ∈ CG(k) is elementary and τ ∈ D2(k), then τ
−1 ◦ σ ◦ τ ∈ CG(k)
is elementary. Hence, it suffices to show that φ = τ ◦ σ1 ◦ · · · ◦ σr for some
τ and σ1, . . . , σr as in the lemma. We prove this statement by induction on
deg φ.
By assumption, fi := φ(xi) belongs to k[x]γi for i = 1, 2. First, assume
that deg φ = 2, i.e., deg f1 = deg f2 = 1. If γ1 6= γ2 and γ1 6= 0, then we have
f1 = ax1 and f2 = bx2 + c for some a, b ∈ k
∗ and c ∈ k, where c 6= 0 only
if γ2 = 0. Since φ = (ax1, bx2) ◦ (x1, x2 + c) and (x1, x2 + c) ∈ CG(k), the
assertion is true. The case γ1 6= γ2 and γ2 6= 0 is similar. If γ1 = γ2, then γ1
and γ2 are nonzero, for otherwise ΓG = {0}, contradicting G 6= {e}. Hence,
f1 and f2 have no constant terms. Thus, φ is a linear automorphism. In this
case, the assertion follows from linear algebra.
Next, assume that deg φ > 2. Then, there exist c ∈ k∗ and l ≥ 1 for
which one of the inequalities in (3.3) holds. Since both cases are similar,
we assume the former case. In this case, a common monomial appears in
f1 and f
l
2. Since fi belongs to k[x]γi for i = 1, 2, it follows that γ1 = lγ2.
Hence, σ := (x1 − cx
l
2, x2) belongs to CG(k). Since φ belongs to CG(k) by
assumption, φ ◦ σ = (f1 − cf
l
2, f2) also belongs to CG(k). By (3.3), deg φ ◦ σ
is less than deg f1 + deg f2 = deg φ. Therefore, by induction assumption,
we may write φ ◦ σ = τ ◦ σ1 ◦ · · · ◦ σr, where τ and σ1, . . . , σr are as in the
lemma. Since φ = τ ◦ σ1 ◦ · · · ◦ σr ◦ σ
−1 with σ−1 = (x1 + cx
l
2, x2) ∈ CG(k),
the assertion holds true.
Let us complete the proof of Proposition 3.2. Since κ is an extension
field of k, and since h is a G-homogeneous coordinate of κ[x], there exist
φ ∈ CG(κ) and i ∈ {1, 2} such that φ(xi) = h by Lemma 3.1. By Lemma 3.3,
we may write φ = σ1 ◦ · · · ◦ σr ◦ τ for some r ≥ 0, where σ1, . . . , σr ∈ CG(κ)
are elementary, and τ = (a1x1, a2x2) with a1, a2 ∈ κ
∗. For j = 1, . . . , r,
there exists a lift ǫj ∈ CG(R) of σj with det Jǫj = 1 as mentioned. Then,
(g1, g2) := ǫ1 ◦ · · · ◦ ǫr belongs to CG(R), and satisfies det J(g1, g2) = 1.
Moreover, we have
φ = ǫ¯1 ◦ · · · ◦ ǫ¯r ◦ τ = (ǫ1 ◦ · · · ◦ ǫr)
− ◦ τ = (g¯1, g¯2) ◦ τ = (a1g¯1, a2g¯2).
Therefore, we get h = φ(xi) = aig¯i. This completes the proof of Proposi-
tion 3.2.
4 Case (1) of Theorem 2.3 (i)
The goal of this section is to prove the case (1) of Theorem 2.3 (i). We may
assume that G 6= {id}. By assumption, there exist ψ = (f1, f2) ∈ AutK K[x]
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and a subgroup G of (k∗)2 with G 6= {e} such that ψ−1 ◦G◦ψ = {δa | a ∈ G}.
If ψ belongs to AutRR[x], then we are done. Note that
(ψ ◦ σ)−1 ◦G ◦ (ψ ◦ σ) = {δa | a ∈ G}
holds for each σ ∈ CG(K). Our strategy is to find σ ∈ CG(K) such that
ψ ◦ σ belongs to AutRR[x]. There exist a1, a2 ∈ K
∗ for which a1f1 and a2f2
belong to R[x]. Since σ0 := (a1x1, a2x2) belongs to CG(K), by replacing ψ
with ψ ◦ σ0 = (a1f1, a2f2), we may assume that f1 and f2 belong to R[x].
Then, det Jψ belongs to R[x]∩K∗ = R\{0}. Since R is a PID, we may write
det Jψ = αp1 · · · pm, where α ∈ R
∗ and p1, . . . , pm are prime elements of R.
Choose ψ so that m is minimal. Then, f1 and f2 do not belong to pR[x] for
any prime element p of R. If m = 0, then the proof is completed. Indeed,
Keller’s theorem says that, if ψ ∈ AutK K[x] satisfies ψ(R[x]) ⊂ R[x] and
det Jψ ∈ R∗, then ψ restricts to an element of AutRR[x] (cf. [4, Cor. 1.1.35]).
We show thatm = 0 by contradiction. Suppose thatm ≥ 1, and put p := pm.
For i = 1, 2, set g′i := ψ
−1(xi) ∈ K[x], and take bi ∈ K
∗ so that gi := big
′
i
belongs to R[x] \ pR[x]. Then, bixi = biψ(g
′
i) = ψ(gi) belongs to R[x],
since ψ(R[x]) ⊂ R[x]. Hence, bi is an element of R \ {0}. Since g1 and
g2 belong to R[x], we have b1b2 det Jψ
−1 = det J(g1, g2) ∈ R[x]. Hence,
b1b2 = det J(g1, g2) · det Jψ is divisible by det Jψ, and thus by p. Therefore,
b1 or b2 belongs to pR. In the following, we assume that b1 belongs to pR.
Since R is a PID over k, we see that κ := R/pR is an extension field of
k. Consider the endomorphism ψ¯ = (f¯1, f¯2) of the κ-algebra κ[x]. Since f1
and f2 do not belong to pR[x] by assumption, f¯1 and f¯2 are nonzero. Since
G 6= {e}, there exist φ ∈ G, i ∈ {1, 2} and α ∈ k∗\{1} such that φ(fi) = αfi.
Then, we have φ¯(f¯i) = (φ(fi))
− = (αfi)
− = αf¯i 6= f¯i. Hence, f¯i does not
belong to κ. This implies that the prime ideal ker ψ¯ of κ[x] is not maximal,
and hence is of height at most one. On the other hand, g¯1 is nonzero by
definition, and satisfies ψ¯(g¯1) = (ψ(g1))
− = (b1x1)
− = 0. Hence, the height
of ker ψ¯ is equal to one. Therefore, there exists a prime element q of κ[x]
such that ker ψ¯ = qκ[x] (cf. [11, Thm. 20.1]).
Since g1 is an element of R[x] which is a coordinate of K[x], we may find
a coordinate h of κ[x] such that g¯1 belongs to κ[h] by the following lemma.
This lemma is a consequence of Sathaye [13, Thm. 3].
Lemma 4.1. Assume that n = 2, and let R, p and κ be as above. If f ∈ R[x]
is a coordinate of K[x], then there exists a coordinate h of κ[x] such that f¯
belongs to κ[h].
Proof. By assumption, there exists g ∈ R[x] such that K[f, g] = K[x]. Since
R′ := R(p) is a rank-one discrete valuation ring with residue field κ, we obtain
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the lemma using the following result of Sathaye [13, Thm. 3] for A := R′[x]
and (u, v) := (f, g): Let R′ be a rank-one discrete valuation ring with residue
field κ and field of fractions K, and let A be an affine domain over R′ such
that A0 := A⊗R′ K and A1 := A⊗R′ κ are polynomial rings in two variables
over K and κ, respectively. Take u, v ∈ A such that A0 = K[u, v], and
let B be the κ-subalgebra of A1 generated by the images of u and v in A1.
If B has transcendence degree two over κ, then we have A1 = B. If B
has transcendence degree one over κ, then there exist x, y ∈ A1 such that
A1 = κ[x, y] and B ⊂ κ[x].
We remark that R′ is not assumed to be of “equicharacteristic zero” in
the above result of Sathaye, unlike his famous theorem [13, Thm. 1]. When
R contains Q, Lemma 4.1 is also proved by using Rentschler [12] instead of
Sathaye [13, Thm. 3] (see the proof at the end of this section).
Now, write g¯1 = Φ(h), where Φ(x1) ∈ κ[x1] \ {0}. Then, we have
Φ(ψ¯(h)) = ψ¯(g¯1) = 0. Hence, ψ¯(h) is algebraic over κ. Since ψ¯(h) is an
element of κ[x], it follows that ψ¯(h) belongs to κ. Thus, by replacing h with
h− ψ¯(h), we may assume that ψ¯(h) = 0. Then, h belongs to ker ψ¯ = qκ[x].
Since h is a coordinate of κ[x], and hence irreducible, it follows that h = cq
for some c ∈ κ∗. Therefore, we have ker ψ¯ = hκ[x].
We show that h is G-homogeneous. Write h =
∑
γ∈ΓG
hγ , where hγ ∈
κ[x]γ . Then, for each γ ∈ ΓG , we know by Lemma 2.1 that hγ is a k-linear
combination of δa(h) for a ∈ G. For each a ∈ G, we have φa := ψ ◦ δa ◦ψ
−1 ∈
G. Since φa is an element of AutRR[x] satisfying ψ¯ ◦ δ¯a = φ¯a ◦ ψ¯, we
get ψ¯(δ¯a(h)) = φ¯a(ψ¯(h)) = φ¯a(0) = 0. Hence, δa(h) belongs to ker ψ¯ for
each a ∈ G. Thus, hγ belongs to ker ψ¯ = hκ[x] for each γ ∈ ΓG . On the
other hand, since no common monomials appear in hγ and hγ′ if γ 6= γ
′,
we have deg hγ ≤ deg h for each γ ∈ ΓG . Hence, h = hγ holds for some
γ ∈ ΓG. Therefore, h is G-homogeneous. By Proposition 3.2, there exist
σ1 = (h1, h2) ∈ CG(R), a ∈ κ
∗ and i ∈ {1, 2} such that det Jσ1 = 1 and
ah¯i = h. Then, ψ(h1) and ψ(h2) belong to R[x]. Moreover, ψ(hi) belongs
to pR[x], since (ψ(hi))
− = ψ¯(h¯i) = ψ¯(a
−1h) = 0. Define σ2 ∈ CG(K) by
σ2(xi) = p
−1hi and σ2(xj) = hj for j 6= i. Then, (ψ ◦ σ2)(xi) = p
−1ψ(hi) and
(ψ ◦ σ2)(xj) = ψ(hj) both belong to R[x], and
det J(ψ ◦ σ2) = det Jψ · det Jσ2 = p
−1 det Jψ · det Jσ1 = αp1 · · · pm−1.
This contradicts the minimality of m, completing the proof of the case (1)
of Theorem 2.3 (i).
Remark: The outline of the proof above is similar to the proof of [8, Thm.
3.2], but more precise treatments, such as Proposition 3.2, are necessary
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when k is not algebraically closed. In addition, the proof of [8, Thm. 3.2]
uses Sathaye [13, Thm. 1] in a crucial step, which requires that char k = 0.
Finally, we give another proof of Lemma 4.1 in the special case where R
contains Q. Consider the K-derivation D : K[x] ∋ q 7→ det J(f, q) ∈ K[x].
Let g ∈ K[x] be such that K[f, g] = K[x]. Then, we have D(f) = 0 and
D(g) = det J(f, g) ∈ K∗. Hence, D is locally nilpotent, i.e., for each q ∈ K[x],
there exists m ≥ 1 such that Dm(q) = 0. Take a ∈ K∗ such that aD(xi)
belongs to R[x] for i = 1, 2. Then, D1 := aD restricts to an R-derivation
of R[x]. We may choose a so that aD(x1) or aD(x2) does not belong to
pR[x]. Then, the κ-derivation D¯ := idκ ⊗R D1 of κ[x] is nonzero and locally
nilpotent. Since D1(f) = 0, we have D¯(f¯) = 0. Hence, f¯ belongs to ker D¯.
On the other hand, there exists a coordinate h of κ[x] such that ker D¯ = κ[h]
by Rentschler [12] (see also [4, Thm. 1.3.48]), since the field κ contains Q.
This proves Lemma 4.1.
5 Residual variables
Throughout, let R be a k-domain unless otherwise stated, and G a sub-
group of AutRR[x] such that G(0) is diagonalizable. Take ψ = (f1, . . . , fn) ∈
AutK K[x] and a subgroup G of (k
∗)n with ψ−1 ◦ G ◦ ψ = {δa | a ∈ G}. We
define an algebraic G-action V = (Vγ)γ∈ΓG on R[x] as in (2.2).
Let p be a prime ideal of R. We say that G degenerates at p if there
exists γ ∈ ΓG such that Vγ 6= {0} and κ(p)⊗R Vγ = {0}. If this is the case,
G degenerates at any prime ideal of R containing p.
The goal of this section is to prove the following theorem.
Theorem 5.1. Assume that n ≥ 2, R is a noetherian UFD over k, and
G does not degenerate at any maximal ideal of R. Then, Problem 2 has an
affirmative answer if at least n− 1 of Γ
(1)
G , . . . ,Γ
(n)
G are not equal to ΓG.
By the following proposition and the remark after Problem 1, Theorem 5.1
implies the case (2) of (i), and (ii) of Theorem 1.1.
Proposition 5.2. If R is a regular k-domain, then G does not degenerate
at any prime ideal of R.
Proof. Take any prime ideal p of R and γ ∈ ΓG. We show that Vγ 6= {0}
implies κ(p) ⊗R Vγ 6= {0}. Since R is a domain, Rp ⊗R Vγ contains Vγ.
Hence, Vγ 6= {0} implies Rp ⊗R Vγ 6= {0}. Thus, by replacing R and p
with Rp and pRp, respectively, we may assume that R is a regular local ring
with maximal ideal p. We show that (R/p) ⊗R Vγ 6= {0} by induction on
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r := dimR. The assertion is clear if r = 0. Assume that r ≥ 1, and let
a1, . . . , ar ∈ p be a regular system of parameters of R. Take any f ∈ Vγ \{0}.
Since a regular local ring is a UFD (cf. [11, Thm. 20.3]), there exists i ≥ 0
such that f1 := a
−i
1 f belongs to R[x] \ a1R[x]. Set R1 := R/a1R. Then,
the image of f1 in R1[x] is nonzero, and belongs to R1 ⊗R Vγ. Note that
R1 is an (r − 1)-dimensional regular local ring, and the maximal ideal p1 of
R1 is generated by the images of a2, . . . , ar (cf. [11, Thm. 14.2]). Hence, by
induction assumption, we get (R1/p1) ⊗R Vγ 6= {0}. Since R1/p1 ≃ R/p, it
follows that (R/p)⊗R Vγ 6= {0}.
The rest of this section is devoted to the proof of Theorem 5.1. First, we
investigate the structure of the algebraic G-action (K[x]γ)γ∈ΓG on K[x]. For
i = 1, . . . , n, let ti be the minimal integer t ≥ 1 with tγi ∈ Γ
(i)
G , where ti :=∞
if Zγi ∩ Γ
(i)
G = {0}. Note that ti = 1 if and only if Γ
(i)
G = ΓG . Without loss of
generality, we may assume that ti =∞ if 1 ≤ i ≤ r, 2 ≤ ti <∞ if r < i ≤ s
and ti = 1 if s < i ≤ n for some 0 ≤ r ≤ s ≤ n. Set Λ :=
∑n
i=r+1Zγi. Then,
we have ΓG = Λ ⊕
⊕r
i=1 Zγi. Moreover, tiγi belongs to
⋂n
j=r+1Λj for each
r < i ≤ n, where Λj is the subgroup of Λ generated by γl for r < l ≤ n with
l 6= j. For each 1 ≤ i ≤ n, we set Ti := Z if ti =∞, and Ti := {0, . . . , ti− 1}
if ti 6=∞. Then, we have the following lemma.
Lemma 5.3. Each γ ∈ ΓG is uniquely written as
γ =
s∑
l=1
ilγl + λ, where il ∈ Tl for l = 1, . . . , s and λ ∈
n⋂
i=r+1
Λi. (5.1)
We have K[x]γ = K[x]λx
i1
1 · · ·x
is
s if i1, . . . , ir ≥ 0, and K[x]γ = {0} other-
wise.
Proof. There exist j1, . . . , jn ∈ Z such that
∑n
l=1 jlγl = γ. For each r < l ≤
n, let ql and rl be the quotient and remainder of jl divided by tl, respectively.
Then, qltlγl belongs to
⋂n
i=r+1 Λi. Since rl = 0 if s < l ≤ n, we obtain (5.1)
by setting il := jl for 1 ≤ l ≤ r, il := rl for r < l ≤ s, and λ :=
∑n
l=r+1 qltlγl.
If γ =
∑s
l=1 i
′
lγl + λ
′ is another expression, then we have
(iu − i
′
u)γu =
∑
l 6=u
(i′l − il)γl + λ
′ − λ ∈ Γ
(u)
G
for each 1 ≤ u ≤ s. Since iu and i
′
u belong to Tu, it follows that iu = i
′
u by
the definition of tu. This proves the uniqueness.
Clearly, K[x]γ contains K[x]λx
i1
1 · · ·x
is
s if i1, . . . , ir ≥ 0. Hence, it suffices
to check that K[x]γ 6= {0} implies i1, . . . , ir ≥ 0 and K[x]γ ⊂ K[x]λx
i1
1 · · ·x
is
s .
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Assume that xj11 · · ·x
jn
n belongs to K[x]γ for some j1, . . . , jn ≥ 0. Then, we
have
∑n
l=1 jlγl = γ. This implies that il = jl for 1 ≤ l ≤ r by the discussion
above. Since jl ≥ 0, we get il ≥ 0. Similarly, the quotient ql of jl divided by
tl is nonnegative for r < l ≤ n. Hence, m :=
∏n
l=r+1 x
qltl
l belongs to K[x]λ.
Therefore, xj11 · · ·x
jn
n = mx
i1
1 · · ·x
is
s belongs to K[x]λx
i1
1 · · ·x
is
s .
We say that f ∈ R[x]\{0} is primitive if no prime element p of R satisfies
f ∈ pR[x]. We remark that, if R is a UFD and f ∈ R[x] \ {0} is primitive,
then Bf ∩ R[x] = (B ∩ R[x])f holds for any K-submodule B of K[x]. In
the situation of Theorem 5.1, we may assume that f1, . . . , fn are primitive
elements of R[x]. Write γ ∈ ΓG as in (5.1), and assume that i1, . . . , ir ≥ 0.
Then, since f i11 · · · f
is
s is primitive, we know by Lemma 5.3 that
Vγ = ψ(K[x]γ) ∩ R[x] = ψ(K[x]λx
i1
1 · · ·x
is
s ) ∩ R[x]
= ψ(K[x]λ)f
i1
1 · · · f
is
s ∩ R[x] = (ψ(K[x]λ) ∩ R[x])f
i1
1 · · · f
is
s
= Vλf
i1
1 · · ·f
is
s .
(5.2)
Now, take any R-algebra S, and let f¯1, . . . , f¯n be the images of f1, . . . , fn
in S[x]. We consider the algebraic G-action VS = (S ⊗R Vγ)γ∈ΓG on S[x].
From (5.2), it follows that S ⊗R Vγ = (S ⊗R Vλ)f¯
i1
1 · · · f¯
is
s for each γ ∈ ΓG
with i1, . . . , ir ≥ 0.
In the notation above, we have the following proposition.
Proposition 5.4. Assume that VS is diagonalizable, and S ⊗R Vγ 6= {0}
holds for each γ ∈ ΓG with Vγ 6= {0}. Then, f¯1, . . . , f¯s form a partial system
of coordinates of S[x].
Proof. By assumption, there exists σ ∈ AutS S[x] such that yi := σ(xi) is
VS-homogeneous for i = 1, . . . , n. We show that, for each 1 ≤ l ≤ s, there
exist 1 ≤ σ(l) ≤ n and αl ∈ S[x]
∗ satisfying f¯l = αlyσ(l). First, we claim that
there exists 1 ≤ σ(l) ≤ n for which yσ(l) is written as f¯
i1
1 · · · f¯
is
s g with il ≥ 1,
where iu ∈ Tu for each 1 ≤ u ≤ s, and g ∈ S ⊗R Vλ for some λ ∈
⋂n
i=r+1Λi.
In fact, if not, S[x] = S[y1, . . . , yn] is contained in
⊕
γ∈Γ
(l)
G
S ⊗R Vγ. Since γl
does not belong to Γ
(l)
G if 1 ≤ l ≤ s, we have S ⊗R Vγl = {0}. This implies
that Vγl = {0} by assumption, contradicting fγl ∈ Vγl. It remains only to
check that il = 1, it = 0 for each t 6= l, and g is a unit of S[x]. Take any
prime ideal p of S, and let π : S[x] → (S/p)[x] be the natural surjection.
Then, π(yσ(l)) = π(f¯1)
i1 · · ·π(f¯s)
isπ(g) is a coordinate of (S/p)[x], and hence
is an irreducible element of (S/p)[x]. Now, consider the algebraic G-action
VS/p on (S/p)[x]. Then, π(f¯i) belongs to (S/p)⊗RVγi for each i. If 1 ≤ i ≤ s,
then
(
(S/p)⊗R Vγi
)
∩ (S/p) equals {0}, since γi 6= 0. Hence, we have either
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π(f¯i) = 0 or π(f¯i) 6∈ S/p. By the irreducibility of π(yσ(l)), it follows that
il = 1, it = 0 for each t 6= l, and π(g) belongs to (S/p)[x]
∗ = (S/p)∗. Since p
is any prime ideal of S, we know that the constant term c of g is a unit of S,
and g − c is a nilpotent element of S[x]. Therefore, g is a unit of S[x].
Let us complete the proof of Theorem 5.1. We may assume that Γ
(i)
G 6= ΓG
for each i 6= n. Then, we have ti 6= 1 for each i 6= n. Thanks to Lemma 2.4,
it suffices to show that f1, . . . , fn−1 form a partial system of coordinates of
R[x]. Take any prime ideal p of R. By assumption, G does not degener-
ate at maximal ideals of R containing p. Hence, G does not degenerate at
p. Moreover, Gp is diagonalizable by the assumption of Problem 2. Hence,
by Proposition 5.4, the images of f1, . . . , fn−1 in κ(p)[x] form a partial sys-
tem of coordinates of κ(p)[x]. This implies that f1, . . . , fn−1 form a partial
system of coordinates of R[x] thanks to the result on “residual variables”
by Bhatwadekar-Dutta [2, Remark 3.4], since R is a noetherian UFD by
assumption, and UFD is seminormal.
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