Increased understanding of the transcriptomic patterns underlying head and neck squamous cell carcinoma (HNSCC) can facilitate earlier diagnosis and better treatment outcomes. Integrating knowledge from multiple studies is necessary to identify fundamental, consistent gene expression signatures that distinguish HNSCC patient samples from disease-free samples, and particularly for detecting HNSCC at an early pathological stage. This study utilizes feature integration and heterogeneous ensemble modeling techniques to develop robust models for predicting HNSCC disease status in both microarray and RNAseq datasets. Several alternative models demonstrated good performance, with MCC and AUC values exceeding 0.8. These models were also applied to discriminate between early pathological stage HNSCC and normal RNA-seq samples, showing encouraging results. The predictive modeling workflow was integrated into a software tool with a graphical user interface. This tool enables HNSCC researchers to harness frequently observed transcriptomic features and ensembles of previously developed models when investigating new HNSCC gene expression datasets.
INTRODUCTION
Head and neck squamous cell carcinoma (HNSCC) is a group of cancers that affects the upper aerodigestive tract, including the oral cavity, tongue, larynx, oropharynx, and several other disease sites [1] . It is the 6 th most prevalent cancer overall, and over 600,000 new cases are expected per year [2] . In the U.S. alone, head and neck cancer accounts for 3% of all cancer cases, and in 2015 more than 60,000 new cases and 12,000 deaths are anticipated [3] .
Investigation of gene expression patterns in HNSCC is an active area of research, with numerous studies conducted using gene expression microarrays within the last 10 years [4] . More recently, transcriptomic research has shifted towards RNA sequencing (RNA-seq) because of its high sensitivity and dynamic range [5] . However, due to variations in the sample population, small samples sizes, and differences in experimental design and analysis methods, different transcriptomic studies on the same disease may report notably different lists of significant or key genes [6] . For this reason, integrated analysis of multiple transcriptomic studies is necessary for identifying consistent, fundamental gene expression patterns that indicate HNSCC status.
Previous predictive modeling studies have applied gene expression data to various problems related to HNSCC, including predicting metastatic disease [7, 8] , the development of cancer in patients with oral premalignant lesions [9, 10] , and the risk of recurrence and relapse [11, 12] . A key aspect of HNSCC research is early detection: if the cancer is detected at an early stage, patient response to treatment is relatively high, and five year survival rates for multiple disease subsites exceeds 80% [13, 14] . However, most cases are detected only at locally advanced stages, which are associated with much worse outcomes. For the same disease subsites, survival for locally advanced cases ranged from 49.8-73%. Current screening recommendations for oral cancer are based on conventional visual and tactile examinations [15] . Effective supervised models for predicting HNSCC status -and in particular, for differentiating early-stage HNSCC patients from healthy individuals -could be useful clinical tools.
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In this study, we present an integrated transcriptomic analysis of HNSCC, with the goal of developing robust predictive models for determining disease status. Because the lack of early stage samples is an obstacle, models are initially developed for predicting HNSCC status in general, and are then applied to predict early stage HNSCC in particular. The workflow for this study is shown in Figure 1 . First, differential expression (DE) analysis was performed on several microarray datasets to identify common DE genes and the extent of variation among datasets. Second, classification models optimized on one microarray dataset were implemented on the others, in order to evaluate within-platform model robustness. Third, individual and ensemble classification models developed using the microarray datasets were applied to RNA-seq data, to test (i) between-platform robustness, i.e., if informative gene feature sets and model structures are consistent across data types and (ii) performance in detecting early stage HNSCC. Finally, well-performing models were integrated into a software tool with a graphical user interface in order to make predictive models more accessible to HNSCC researchers and clinicians.
METHODS

Data
Gene expression microarray datasets were obtained from the Gene Expression Omnibus (GEO) and ArrayExpress public repositories. To increase consistency in the downstream analysis, datasets selected for study met the following criteria: (i) data was from patient samples, not cell lines; (ii) data from both diseased and normal samples were available; (iii) the raw, unprocessed data was available; (iv) an associated publication was available; and (v) Affymetrix array platforms were used. These filtering steps led to five candidate Affymetrix datasets, of which three shared the Human Genome U133 Plus 2.0 (54,675 probes) or U133A (27,777 probes) arrays, enabling direct comparison of probes [16] [17] [18] . Only the 22,277 common probes were used for analysis. These datasets are described in Table 1 . To obtain gene expression values, the raw .CEL files were processed with RMA using the Affymetrix Expression Console software.
RNA-seq data (Version 2, meaning it has been processed using MapSplice for alignment and RSEM for quantification) for HNSCC was obtained from The Cancer Genome Atlas (TCGA), along with associated clinical data [19, 20] . Count data for 20,531 genes are available in this dataset. Un-normalized data was used for DE analysis, and normalized data for classification. At the time of analysis, matched tumor and normal RNA-seq data were available for 40 patients. Of these, 17 patients were categorized as early stage (pathological stages I and II).
Differential Expression Analysis and Feature Selection
Both the two-sample t-test and Wilcoxon rank-sum test were used to identify DE genes between the HNSCC and normal samples in the microarray datasets. Multiple testing correction was implemented by controlling the False Discovery Rate (FDR ≤ 0.05) or by implementing Bonferroni correction (α Bonferroni = 0.05). DE analysis was performed on the RNA-seq data using edgeR (FDR ≤ 0.05) [21] . To evaluate consistency in gene expression patterns across datasets, the DE gene lists were compared to each other. For classification, features were selected via mRMR (minimum redundancy maximum relevance) from the microarray datasets, implemented using the FEAST toolbox in MATLAB [22] [23] [24] . The performance of each classification model was optimized for between 1 and up to the top 50 features.
Binary Classifiers
Three binary classification methods were tested: k-nearest neighbors (KNN), support vector machine (SVM), and decision tree (DT). Optimal parameters for each model were selected via grid search from the ranges shown in Table 2 , using a nested cross-validation scheme as shown in Figure 2 . For the microarray datasets, K = 3 (E-GEOD-6791 and E-GEOD-9844) and K = 2 (E-GEOD-23036) for K-fold cross-validation. For all microarray datasets, the number of outer loop repetitions was n = 3, and the number of inner loop repetitions was m = 5. Optimization was performed with respect to the Matthews correlation coefficient (MCC), and the area under the ROC curve (AUC) is also reported for optimized models. For the RNA-seq data, which was a heldout test set, model performance is reported across 100 repetitions of 3-fold cross-validation. Both the MCC and the F 1 score are reported. All analyses were performed using MATLAB (Mathworks, Natick MA).
Evaluation of Model Robustness across Microarray Datasets
The robustness of each model was evaluated by testing the model on the other microarray datasets, i.e., those which were not used in its development. In order to avoid the issue of batch effects entirely, models were not applied to other datasets directly. Instead, the model parameters and feature set associated with the top performing model of each classifier type for dataset i were used to train a model on dataset
where n is the number of microarray datasets. In addition, this comparison was also carried out after combining the feature sets for alternative models. For example, such a model to be tested on E-GEOD-6791 would combine the optimized feature sets for both E-GEOD-9844 and E-GEOD-23036. The rationale behind this experiment is to test whether a composite feature library, defined as the union of optimal feature sets from multiple datasets, would help to improve average predictive performance on new incoming datasets.
Application of Microarray-Developed Models to RNA-seq data
Next, model robustness across data formats was investigated by applying microarray-developed models to RNA-seq data from TCGA. As described for the microarray-only cross-performance tests, the model parameters and feature set associated with a given model was used to train a model on the RNA-seq data. In order to transfer the optimized microarray feature sets, microarray probes were mapped to RNA-seq features on the level of gene symbols.
The performance of the nine individual and nine feature combination-based (generated by considering three microarraydataset optimized parameter sets for the three classifiers, with one composite feature set per classifier) models on RNA-seq data. In addition, two ensemble modeling frameworks -majority voting and stacking [25] -were tested. Majority voting is the simplest ensemble framework; for binary classification, given a set of predicted labels from alternative models, the ensemble-predicted label is the most-commonly predicted label. All possible combinations of at least three of the nine microarray-derived models (three classifier types for three datasets) were considered for voting-based ensembles, resulting in 511 alternative models. Stacking involves a two-step classification process. In the first step, label predictions are obtained from alternative models on the training data. This set of predicted labels serves as the features for a second classification model, which is used to generate the final predictions. Three stacking models were developed, using all nine microarray-derived models as the first-level predictors and SVM, KNN, and DT as the three possible second-level classifiers.
Tool Design
The developed predictive models were integrated into a software tool with a graphical user interface (GUI) to make them more accessible to HNSCC researchers and clinicians, and for easy application to new datasets. Users can apply previously developed individual or ensemble models to process incoming datasets, and then visualize and export the results.
RESULTS
mRMR Gene Selections and Comparison of DE Gene Lists
Notable differences were observed among the DE genes selected in each microarray dataset, as shown in Table 3 . The more conservative Bonferroni method resulted in only 5 common DE genes among the three datasets: MMP1, ABCA8, MYO1B, ARHGEF10L, and SASH1; all of these have been associated with HNSCC in recent literature [16, 18, [26] [27] [28] . When applying FDR, more than 600 common DE genes were identified across the three datasets for both statistical tests. Functional analysis was performed on the FDR gene lists using DAVID [29] . Although not statistically significant, the top 10 Gene Ontology (GO) terms selected for both sets included GO:0006915~apoptosis GO:0008219~cell death, GO:0012501~programmed cell death, GO:0016265~death, GO:0043588~skin development. Overall, these results indicate that while there is substantial variation across the microarray datasets, the commonly-selected DE genes are relevant to HNSCC. This variation was also observed for the RNA-seq data: 10,239 DE genes were identified in the RNA-seq data through edgeR. 526 and 610 of these genes overlapped with the microarray common DE gene lists (FDR) for the t-test and rank-sum test, respectively. Some of the commonly selected microarray DE features were also represented in the mRMR feature lists. The common DE genes selected using either with FDR were compared with the top 50 mRMR-selected features for the three microarray datasets. The number of features in the intersection of these lists ranged from 9 to 23. Table 4 shows the performance of KNN models across datasets.
Model Performance across Microarray Datasets
The top three rows show the performance of the KNN model optimized through nested CV for each dataset on its own testing data split and on the other two datasets. For example, the KNN model optimized for the dataset E-GEOD-6791 resulted in perfect performance on the testing data in the best outer-loop data split, with MCC and AUC values of 1±0. The same model (i.e., KNN with a given parameter set and feature set) also performed well on another dataset, E-GEOD-9844, giving MCC and AUC values of 0.89±0.10 and 0.94±0.06. However, when applied to the third dataset, E-GEOD-23036, very poor performance was observed, with the mean MCC near zero and the mean AUC near 0.5. This example demonstrates the lack of model robustness across datasets. Similar patterns were observed for the other datasets for KNN, as well as for the DT and SVM models in Tables 5 and 6 , respectively.
The lower three rows of Table 4 show the model performances resulting from combining the optimal feature sets of two models and predicting on the third. For example, the bottommost row shows that using the combined optimal feature sets of the E-GEOD-9844 and E-GEOD-23036 KNN models to develop a KNN model for E-GEOD-6791 resulted in MCC and AUC values of 0.84±0.17 and 0.95±0.05, respectively. While this is lower than the performance of the optimal model developed for E-GEOD- 6791 itself, it is higher than the average performance (0.52 = mean(0.71, 0.33)) observed from applying either of the other models to this dataset. For this particular group of datasets, E-GEOD-6791 and E-GEOD-23036 show poor performance during cross-prediction tests with the other, while E-GEOD-9844 shows more stable performance. Notably, for the DT analysis of E-GEOD-9844, application of the model to the testing data yielded very poor results; a follow-up analysis using the entire dataset (indicated by an asterisk in Table 5 ) showed better performance.
Other than this outlier case, similar trends for cross-prediction were observed across the cases shown in Tables 4, 5 and 6 . Overall, utilizing a composite feature set aggregated from multiple models appears to yield more robust predictions for previously unseen data.
Performance of Microarray-Developed
Models on RNA-seq Data
As noted in Figure 1 , the RNA-seq data were held-out, and were not used for model development. Overall, the nine individual (non-ensemble) models developed using microarray data performed reasonably on RNA-seq data, as shown in Figure 3 . This experiment tracks the distribution of mean MCC values of each model category across 100 repetitions of 3-fold CV on the RNA-seq dataset. The median performance of the nine individual KNN, DT, and SVM models when applied to the RNA-seq data was 0.73, with the best results for any CV repetition approaching 0.86 (result set (a)). Compared to the individual models, the feature combination approach (b) showed a slight increase in median performance, but also resulted in many low-performing outliers. Voting using single-classifier models (c-e) showed slight increases in median performance -the KNN-only and DT-only ensembles achieved median performances around 0.78, and the SVM-only reached 0.81 -and also increases in the minimum performance. The combination voting approaches (f-l) had a trend of slightly increasing median performance and of lower variation as the number of models in the combination increased. The seven-, eight-, and nine-member ensembles had best overall median performances, near 0.85-0.87. Among the stacking ensembles (m-o), the best median performance of 0.85 was observed when KNN was the secondary classifier.
In total in this experiment, 42 models were developed which had better performance than the best-performing individual model (mean MCC = 0.8599) in at least 50 of the 100 CV repetitions.
These models were part of the five-, six-, seven-and nine-member voting ensembles, which also have smaller amounts of variation than many of the other model categories. Most of the models had instances of statistically significant improvement (p ≤ 0.05) over the best-performing individual model, as assessed by Steiger's Ztest [30] . Similar performance trends were also observed in terms of the F 1 score, also shown in Figure 3 . Figure 4 shows the performance of the same models when applied to the early stage vs. normal RNA-seq data, across 100 repetitions of 3-fold CV. Overall, performances are slightly lower and also more variable, reflecting the more challenging nature of the classification problem. Otherwise, similar trends were observed across the model categories. The median performance for the individual models (a) was 0.68. The median performances of the combination voting ensembles were in the range of 0.77-0.78. Unlike in the previous experiment, no models had better performance than the best-performing individual model across any CV repetition (MCC = 0.89) for more than 50 of the 100 CV repetitions. This is due in part to the overall lower model performances in most categories, as well as the slightly higher value of the maximum individual performance for this experiment. However, all of the combination voting and stacking models (f-o) had instances -and many had first quartile valuesexceeding the median performance of the individual models. Again, similar patterns of performance were observed in terms of the F 1 score.
System Design
The suite of microarray models was integrated into a MATLAB GUI that allows users to (i) load a new dataset of interest, (ii) select a model developed using previously examined datasets, or compare all models, and (iii) specify options including the number of cross-validation partitions and implement the selected model, and (iv) visualize and export the results. Figure 5 shows a screenshot of the interface. The goal of developing this system is to enable HNSCC researchers, particularly those from more clinical-oriented, non-computational backgrounds, to take advantage of predictive modeling resources developed by the computational research community. In particular, by gathering multiple models from different datasets together in a single tool, it becomes easier to implement ensemble approaches that improve overall performance.
This tool will be made freely available to the research community through the website of the Bio-medical Informatics and Bio-Imaging Laboratory (http://www.bio-miblab.org/).
DISCUSSION
Consistency among different studies lends support to research findings; in the same way, consistent performance among datasets increases confidence in a predictive model, and in the functional importance of the features that it utilizes. In this paper, we developed predictive models for HNSCC using gene expression data that exhibit robust performance both within and between transcriptomic data types. Other recent transcriptomic HNSCC studies have also compared results across several datasets. De Cecco and colleagues used three microarray datasets to develop their model, and tested it on six other datasets, including TCGA RNA-seq data [11] ; however, the endpoint of interest in their study was risk of relapse, not diagnosis. Saintigny and colleagues tested their model for risk of oral cancer development in leukoplakia patients on nine other microarray datasets [10] . However, neither of these studies considered multiple classification approaches and ensemble methods, as in this study.
Ye and colleagues performed a meta-analysis across 63 HNSCC transcriptomic studies, considering premalignant lesions vs. normal samples, primary tumors vs. normal samples, and primary tumors vs. metastatic disease [18] ; however, the study focused on identifying key genes and pathways, and did not build predictive models. This study contributes to the existing literature on transcriptomic analysis for HNSCC by considering several alternative modeling frameworks for the endpoint of disease state, with an application of early diagnosis. Overall, multiple models with good performance (MCC ≥ 0.8, AUC ≥ 0.8) were identified. In addition, we compared and identified ensemble strategies that increased model performance for differentiating both general and early HNSCC from normal samples.
One direction for further research is in the integration of protein and gene expression data for early HNSCC detection. Several recent studies have investigated the use of salivary RNA and/or proteins for detecting oral cancer [31] [32] [33] . Some of the salivary RNA markers validated in [31] -IL-1B, IL-8, and H3F3A -were also selected in the DE gene lists in this study, and IL-8 was one of the mRMR-selected features for E-GEOD-9844. This observation is promising in both directions: applying other feature selection methods to the current group of datasets may reveal more previously-validated markers, and future validation studies may support the clinical relevance of features used in the current models. In addition, we have recently demonstrated that combining transcriptomic and proteomic models increases performance when predicting HNSCC pathological stage [34] . Thus, models combining multiple -omic data types may also improve performance for early disease detection.
While current results are encouraging, more systematic testing, comparison, and refinement of models will be possible with additional and larger datasets. The three microarray datasets investigated here collectively include only 158 samples, and the number of matched tumor-normal RNA-seq samples currently available in TCGA is also limited. However, data availabilityparticularly for early stage disease -is always a limitation in cancer research. One method for further testing the model performance patterns observed here is to investigate whether similar trends hold for different cancer types -particularly those which have been found to have molecular-level similarities to head and neck cancer [35] . Future research can also consider the behavior of different classifiers, feature selection techniques, and even different performance metrics. One direction is testing other established ensemble techniques, as well as developing new ensemble construction approaches suited to this application. In addition, in this study, only mRMR was used for feature selection; the performance of wrapper methods and other filter methods can also be compared. A related direction is the development of composite feature selection methods, such as those recently proposed involving mRMR [36, 37] . Given the class-imbalanced datasets, examining other evaluation metrics, such as precision and recall, may also provide additional insight into model robustness patterns.
In addition, one of the design goals of the modeling tool is to continually update its collection of individual and ensemble models as additional labeled transcriptomic data becomes available. In this sense, it can serve to help accelerate translational research. In the process, the tool will also be expanded to accommodate data and models for other prediction endpoints, such as length of survival, recurrence, and response to alternative therapies. It can also consider specific subsets of HNSCC, such as HPV+ vs. HPV-disease [38] . Thus, it can become a central component of a future clinical decision support system for assisting in HNSCC diagnosis and treatment planning.
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