1. Introduction and definitions. The purpose of the present paper is to prove certain measure theoretical results concerning ranges of measures. One of our results (the closure and convexity result implied by Theorem 4) may be regarded as a generalization of a theorem of Liapounoff [5] . The results obtained here have applications to statistics and the theory of games.
Throughout this paper \x\ -X denotes an arbitrary space, and \s\ = S denotes a Borel field of subsets of X; that is, 6 is a nonempty family of subsets of X which is closed with respect to the operations of complementation (with respect to I) and countable union. The phrase, S is measurable, will be used as synonymous with S € S A real-valued countably additive set function defined for all measurable sets will be called a measure. Thus we admit measures assuming negative or infinite values. A measure cannot, however, assume the value -h 00 for one measurable set and -°° for another such set, since in such a case additivity cannot be defined satisfactorily. A measure is called finite if it assumes finite values for all measurable sets. It is called nonnegative if it assumes nonnegative values for all such sets. We say that f(x) is a measurable function if it is real-valued, defined for all x e X 9 and if, moreover, the set f c of all x e X for which f(x) < c is measurable for every real number c. A step function is a measurable function which assumes only a finite number of values.
If n is a positive integer and T)j(x)(j = 1, , n) are nonnegative measurable functions satisfying
(1)
Vι(x) + " * + nι(x) = 1 for every x e X, then T)(χ)= [rj ί (χ) 9 , Ύ] n (x)] will be called a probability /ι-vector. The functions Tjj (x) are called the components of this vector. If all the components of is considered as the characteristic function of a set Sj, then the sets S ί9 , S n are measurable and disjoint and their union is X. Conversely, if S^, , S n is a decomposition of Zinto n disjoint measurable sets, and rfj (x)\s the characteristic function of Sj , then 77*(x) = [T7*(Λ;), , rfc{x)] is a pure rc-vector. We therefore
call Ύ] (x) also a decomposition n-vector or, more specifically, a decomposition rc-vector corresponding to the decomposition X -S t U # U S n .
Let μk(S)(k = 1, , p)be a finite set of measures, and let 7}{x) be a probability rc-vector. We denote by v(rj) = v(rj μχ 9 * *, /x«) the np dimensional vector (or point in np space), *For the special case when X is a finite-dimensional Euclidean space and all the are absolutely continuous, this theorem follows from Theorems 3.1 and 3.2a of [6] .
The proof of the lemma proceeds as follows. Let B o = X, Bγ 9 ', B n be a countable basis of S. Then, according to the well-known diagonal procedure of Cantor, there exists a sequence (4) for which β r = lim μ"(B r ) (J=CO exists for r -0,1,2, " . To prove the existence of the limit in (5) (2) and (5) obviously imply (3), the proof of Lemma 1 is completed.
Let now η *(#)($ = 1,2,
•) be any sequence of probability /i-vectors. The compactness of V n will be proved if we show that there exist a probability rc-vector and a sequence (4) satisfying
Denote by B l j t p{t = 1,2, / = 1, , n; p rational with 0 < p < 1) the set of all x for which rfΛx) < p, and let IB ] = S C S be the smallest Borel field containing these sets. Write \ μ k\ f°Γ tne absolute measure* associated with
for every B e 35. The n δ, μ , and
•That is, I μk\ (S) -sup [lμ*(S' ) I + Ufe(S" )l] for all decompositions of S into two disjoint measurable sets S* and S".
satisfy the conditions of Lemma 1. Hence there exists a nonnegative measure
Vγ over 33 and a sequence (4), for which
q=oz JB for every B e S.
Again applying Lemma 1, we can extract from the sequence tq a further subsequence for which (8) holds with the subscript 1 replaced by 2. Repeating this n -1 times, and again denoting, for simplicity of writing, the final subsequence by tq> w e s e e tnat there exist nonnegative measures v i9 , v n over δ and a sequence (4) satisfying
for every β e S, Clearly, we have
By the Radon-Nikodym theorem there exist SB -measurable functions fj(x)
for every B 6 53. Since the τ^y are nonnegative measures, we may assume that the fj are nonnegative functions; and, because of (10), we may further assume that
The fj are S-measurable and are, a fortiori,
is a probability 7i-vector We denote this vector by rj{x) and proceed to show that (7) holds with this 7] and the above constructed sequence (4) satisfying (9).
Then, replacing fj in (11) by rjj , we have
Similarly, the left side of (7) may be rewritten as
and thus (7) follows from (9) This completes the proof of Theorem 1.
For any compact convex set C in a Euclidean space, we designate as extreme points of C, all those points of C which are not interior points of any segment lying in C. Our next result is the following. and all other components vanish identically.
Because of (12), Ύ](x) + θζ(x) is a probability ^-vector whenever -1 < θ< 1. 
(S') -μ(S).
If the measure μ(S) has no atoms it is called atomless. According to Theorem 1, the common range is convex and compact.
Proof. In view of Theorem 3 it suffices to prove that, in the present case , V* -V°v n v n For this purpose we shall use the following fact: If μ γ , , μ p are finite and atomless, then, given 0 < c < 1, there exists a measurable set S for which
The existence of such a setS follows immediately from a result of Liapounoff [5] (see also [3] ) according to which, under the above stated conditions, the set of points μι(S) 9 , μ p (S) in Euclidean p-space corresponding to all measurable S is convex. Indeed, the empty set A and X are certainly measurable and
To complete the proof of Theorem 4, we use the following lemma.
LEMMA 2o // μ l9 , μ p are finite and atomless and c l9 , c n are nonnegative numbers satisfying c ι + + c n = I, then there exists a decomposition of X into n disjoint measurable sets S ί9 * , S n having the property that 
Putting Sj -UtSj f t(] -1, * * * , n) we have, from (15), We used in our proof the convexity part of Liapounoff's result. This is, however, the easier part (cf. Halmos [3] ), and thus our method furnishes also a new proof of Liapounoff's theorem. 
LEMMA 4. If μ is a nonnegative atomless measure with μ(X) -°°, and q is any positive integer, then X may be decomposed into q measurable disjoint sets X l9
, X q with μ{Xχ) = = μ{X q ) = 00.
Proof. According to Lemma 3, there exist a set 7\ with μ(Γ 1 ) = l, a set 
Proof. For every positive integer t consider the measure μ t defined by μ t (S) =v(S) ~tμ(S) .
According to Hahn (see for example [2, p.18] Let rj be any probability π-vector For every /(/ = 1, , n) we denote by We use Y to denote any set of the form Γl Y jtj with tj = 0,1,2, (/ = 1, , n) .
The space X is thus decomposed into countably many sets Y having the following property: There exists a nonempty subset / -/(Y) of {l,
, n] and a positive δ = δ(Y) such that for all x 6 Y we have
Let Y be any such set and consider the subset K' of {1, , p] consisting of all those k for which Y can be decomposed into countably many sets, all having finite μ k measure. If K' is empty, we call Y final, if not we decompose Y into countably many measurable sets Y' with μ k (Y') < °° for k e K'. Let Y 1 be any such set and denote by K" the subset of {l, , p } consisting of all k for which Y' can be decomposed into countably many sets, all having finite μ k measure.
;/ is called final if K" -K'" 9 and so on. After not more than p steps we always end with a final set Z
We have thus decomposed Y, and hence X 9 into countably many sets Z having the following property: To every Z there corresponds a decomposition of {1,2, • , p } into two disjoint sets K and K such that μ k (Z) < °° if A € X, while if k 6 K then Z cannot be decomposed into countably many sets, all having finite μ k measure. Furthermore, since Z is contained in some Y, (16) holds for all x e Z.
Next, we show how to decompose Z into disjoint measurable sets Z\ 9 # , Z n satisfying Denoting the empty set, for j $ /, by Zj , we have a decomposition satisfying (17).
Finally, assume both K and K nonempty. We define a nonnegative measure μ by μ(S) -Σ^e^/x^(S). Clearly, μ is atomless and μ{Z) < c°. According to Remarks, (a) The last remark after Theorem 4 applies also here. Indeed, our construction in the proof of Theorem 5 yields a vector having the properties required of rf in that remark.
(b) In applications usually X can be decomposed into countably many sets of finite μ^ measure {k = 1, * , p). For this special case Theorem 5 is, of course, an immediate consequence of Theorem 4.
4. Application to statistics and the theory of games.* Theorem 4 (together with its extension mentioned in the last remark of the preceding section) has * A more detailed discussion and other results, including a discussion of the sequential statistical decision problem, are contained in our paper, Elimination of randomization in certain statistical decision procedures and zero-sum two-person games, Annals of Mathematical Statistics, 22, No. 1, March, 1951 . A brief discussion of these applications was also given in an earlier publication LlJ
