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Abstract
Ground-source heat pumps (GSHP) have been used in building applications to
meet heating needs at lower energy costs. Likewise, solar thermal systems have
been integrated into conventional GSHP to reduce the size of the ground heat
exchanger and provide seasonal heat storage. So far, this technology has mainly
been used in large commercial or residential buildings due to its high installation
costs.
The present work focuses on an experimental and numerical investigation
on the thermal performance of a very shallow borehole heat exchanger for a
solar-assisted ground source heat pump (SAGSHP) for small-scale applications.
For the experimental part, energy analysis of a small domestic SAGSHP was
conducted. The main innovation of this system is the use of an array of 16
very shallow (1.5-metre depth) boreholes to store heat seasonally into an un-
derground earth energy bank (EEB). In the numerical investigation, different
models were developed to study the thermal performance of the natural soil as
well as the thermal response of very shallow borehole heat exchangers.
A comparison in accuracy and time of simulation was carried out between
the Infinite Line Source (ILS) model, the Infinite Cylindrical Source (ICS) model,
and a newmodel developed by the author based on the Finite Difference Method
(FDM). To consider in the model the interaction between adjacent boreholes as
well as the impact of the natural soil temperature, the superposition technique
was applied.
Results show that the proposed model based on the FDM is faster and more
accurate than the conventional analytical models (ILS and ICS) to study the
thermal response of very shallow boreholes. Likewise, dimensionless graphical
representations (a.k.a. G-functions) were developed for the study of very shallow
boreholes for different types of soil thermal properties and different borehole
diameters.
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1. Introduction
1.1 Research Background
As a result of the decline of heavy industry production, more efficient technology
and policies focused on the reduction of greenhouse gases, in the last 20 years
the final energy consumption in the UK has been reduced, from 156 million
tons of oil equivalent (Mtoe) in 1998 to 142 Mtoe in 2018 [3]. In the domestic
sector the reduction in final energy use went from 46 Mtoe in 1998 to 41 Mtoe
in 2018 [3]. However, from 2014 to 2018, the domestic sector has increased its
energy consumption by 7%. Heating consumption is the main reason for this
increase since 80% of the final energy consumption of the domestic sector is for
space heating and domestic hot water [3].
One of the reasons for this trend is the high dependence of the domestic
sector’s energy consumption on outdoor environmental conditions. The UK
has a heating-dominated climate where the challenges are related to the design
of more energy-efficient housing and the use of heating systems with renewable
energy sources. On the one hand, energy-efficient homes allow heating demands
to be lower and thus require smaller active systems to meet those demands. On
the other hand, renewable energy systems are more sustainable and operate with
minimal environmental impact [4].
In the UK, renewable technologies with the most significant potential for
domestic heating are solar systems and ground source heat pumps (GSHP).
However, solar systems have greater potential in summer when the demand
for heating is minimal, while geothermal systems have the problem that they
cannot recover in summer all the heat extracted during winter, causing a ther-
mal imbalance and reduction in the COP of the GSHP [5]. For this reason, the
combination of the two technologies to create a more efficient system with sea-
sonal heat storage has great potential to develop a sustainable system, with a
low long-term environmental impact. This type of system makes use of what is
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known as Borehole Thermal Energy Storage (BTES), and its principle is to store
heat in the soil during summer to extract it in winter either directly or through
a GSHP [6].
GSHP has advantages over a conventional (air source) heat pumps, mainly
because the ground is a source of higher temperature heat than the air in win-
ter, which increases the coefficient of performance (COP) of the heat pump [7].
GSHPs are classified according to the type of geothermal heat exchanger (GHE)
used. Horizontal heat exchanger systems are typically installed between 1.5 and
2 meters deep, and pipe arrangements are placed on a large surface of land [8].
On the other hand, borehole heat exchangers are composed of double or sin-
gle U-tube boreholes, installed at depths between 40 and 300 meters [9]. The
limitation in the large-scale use of vertical systems is the high cost of installing
the GHEs. In horizontal systems, it is required to remove large volumes of soil,
while in vertical systems, robust machinery is needed for drilling deep into the
ground [10].
Nevertheless, as previously mentioned, improvements in building construc-
tion methods plus the use of more efficient technologies such as solar assisted
ground source heat pumps (SAGSHP) systems or dual-source heat pumps sys-
tems, have allowed a reduction in the size of the GHE, with very shallow bore-
holes (shorter than 5 metres deep) appearing as an alternative [11]. Even though
very shallow boreholes are affected by the seasonal and short-term temperature
variations in the shallow soil [12], this concept presents an advantage since the
use of shallow systems makes this type of technology much cheaper than con-
ventional borehole drilling. In fact, for very shallow systems drilling can be
done with a fence post auger [13]. An example of this is the concept of the solar
house developed by Caplin Homes, which uses an array of very shallow bore-
holes (only 1.5 metres deep) assisted by solar energy to store heat within the
boundary of a dwelling’s foundations. Another example is the development at
Priors Hall Park in Corby which is heated by using a very shallow geothermal
system [14].
The use of solar energy allows an increase in the temperature of the ground,
and this also contributes to the reduction in the size of the vertical boreholes [13]
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and allows seasonal heat storage. This concept is profitable when applied in new
buildings where the machinery to build the foundations is already on-site, which
minimises the drilling cost. Undoubtedly, in the UK the potential of this type
of systems is high. In fact, according to the Ministry of Housing, Communities
and Local Governments, in the last four years, in average 153400 homes are built
in England each year [15]. Considering the increasing heating demand in the
domestic sector due to the increase in the number of homes, it can be predicted
that there is much potential for the implementation of the technology of very
shallow GSHP systems.
1.2 Problem definition
While the use of geothermal systems with very shallow boreholes shows many
advantages there is little published research into this technology. For this reason,
the thermal behaviour of this type of systems in the long term is not known, nor
is the way that the natural temperature variation of the shallow soil affects the
thermal response of this type of systems or what theory can be used to size these
systems. Moreover, when using very shallow boreholes along with solar systems
for seasonal heat storage, it is still unknown what the optimal configuration of
this type of system is to maximise the overall efficiency. For this reason, it is
necessary to maintain active research in the area to be able to contribute design
methodologies and develop a theory of the thermal behaviour of very shallow
geothermal boreholes. In this way, one can contribute by filling research gaps in
this area and generating results that can be used by building services engineers
who intend to use this type of system.
For such reasons, it is necessary to develop models that are suitable for study-
ing the thermal response of very shallow geothermal boreholes. The peculiarity
of the shallow soil is that it cannot be considered to be undisturbed (constant
temperature throughout the year), so the natural temperature variations in the
soil will have an impact on its thermal response. Figure 1.1 shows the typical
variation of soil temperature as a function of depth. In the very shallow soil
(less than 5 metres deep), the soil temperature cannot be treated as constant.
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Conventional models, such as the Infinite Line Source (ILS), Infinite Cylindrical
Source (ICS) or Finite Line Source (FLS), have been tested as simple and accurate
models for the study of conventional vertical boreholes (depth greater than 30
metres) [16]. However, these types of models do not consider seasonal varia-
tions in the natural temperature of the soil. On the other hand, software-based
on complex numerical methods such as ANSYS, OpenFoam and Comsol can be
used to model very shallow systems. Nevertheless, the use of such systems has
a high computational cost, in addition to the need for expensive licenses and
specialised training. Therefore, this is not an ideal approach for the design or
parametric studies of very shallow boreholes.
Figure 1.1: Natural soil temperature variation (for illustration only)
One approach to deal with this problem is to use simpler numerical methods
such as the finite difference method (FDM). This method has been widely used
in studies of heat transfer to solve complex systems accurately and quickly [17].
The application of this model can be done through any programming language.
Additionally, to deal with more complex problems that include multiple
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boreholes and the natural temperature variation in the soil, the superposition
technique that simplifies the treatment of complex heat transfer problems can be
applied [18]. This technique is key to deal with multidimensional heat transfer
problems, like an array of boreholes, in a simple way. It should be noted that
to validate any model of very shallow boreholes, an experimental system that
serves as a reference is needed. To this end, a refurbished Victorian house was
used at De Montfort University to investigate the performance of a SAGSHP that
uses a geothermal heat exchanger with very shallow boreholes. This is part of
the Grasmere Street project [4,19]. This system is based on a design from Caplin
Homes that uses photovoltaic thermal (PVT) collectors coupled to a GSHP via
an array of very shallow boreholes (1.5-metre deep) for heat injection and ex-
traction [13].
Finally, in order to contribute to the practical creation of new designs of very
shallow borehole arrays, the model must be simple and easy to use. For this,
the most common form for the presentation of the results of geothermal heat ex-
changer models is a series of graphical representations called G-functions. These
graphs allow a practical study of the thermal response of vertical boreholes at
different time scales and for different soil thermal properties. The problem to be
solved in the current investigation focuses on the development of models to de-
termine the thermal response of very shallow geothermal boreholes when heat
is added or removed, while also considering the natural temperature variation
of the soil.
1.3 Aim and objectives
The aim of this research is to develop a practical model that is accurate enough
to evaluate the thermal response of very shallow boreholes in the short and long
term.
To achieve this aim, the following objectives are proposed:
• To analyse the current performance of the SAGSHP system of the Grasmere
Street Project from the experimental data.
• To develop an accurate dynamic model to estimate the heat diffusion in
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the soil under variable ambient conditions.
• To develop a dynamic model to study the thermal response of very shallow
borehole heat exchangers.
• To perform a parametric or sensitivity study to analyse the impact of the
different variables of the model in the performance of a very shallow bore-
hole heat exchanger.
• To develop G-functions or graphical representations of the thermal re-
sponse of very shallow boreholes.
1.4 Research scope
The scope of this research is the development of a computationally efficient
model that is accurate enough to study the thermal response of very shallow
geothermal boreholes from an engineering point of view or for engineering ap-
plications. Although the model will be developed based on the physical prin-
ciples of heat transfer, simplifications will be made to accelerate the resolution
time of the model with only a minimal and acceptable reduction in accuracy. The
model to be developed is not intended to be of a specific application in the very
short term (range of a few seconds). That is, it will not consider the transient
effects within the working fluid.
Also, since the research will be based on an experimental retrofitted low car-
bon heating system featuring seasonal thermal storage (developed and installed
by Caplin Homes) the model will be validated using experimental data from
this system. The scope of the modelling approach is flexible enough to be ex-
trapolated to other applications since it is based on a physical model. However,
the model will not be validated with experimental data from another type of
system. In the same way, although the model is intended to offer the flexibility
to be applied for generic heat extraction and injection systems under different
climate conditions, the case study will be based on a domestic heating system
in Leicester, UK. Finally, the application of this very shallow system is intended
to satisfy the thermal demands of small buildings such as dwellings or small
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offices. Given the nature of this system, it is not suitable for use in tall buildings.
1.5 Thesis structure
This thesis is structured according to the specific objectives defined in section
1.3. This chapter introduces the topic and justifies the need for this research. In
addition, it defines the aim and objectives to be achieved.
Chapter 2 presents a detailed literature review that focuses primarily on three
topics: a) seasonal heat storage; b) small-scale solar assisted ground source heat
pumps and c) thermal response models for geothermal boreholes. These are the
primary fields that must be addressed in order to meet the objectives.
Chapter 3 presents the proposed methodology to address the aim of the
present research, that is based on an experimental and numerical investigation.
This chapter shows the methodology from a general perspective since the spe-
cific resolution methods are shown in the corresponding chapters.
The experimental investigation is shown in Chapter 4. This chapter describes
the operation of the experimental system of the Grasmere Street project. Em-
phasis is placed on the behaviour of the seasonal energy storage system known
as an Earth Energy Bank (EEB). This chapter is based on the paper published in
Applied Thermal Engineering by the author of this thesis [4].
Chapter 5 shows different analytical and numerical models to estimate the
natural temperature of the shallow soil since this is very relevant in storage sys-
tems with very shallow boreholes. This chapter is based on the paper published
in Geothermics by the author of this thesis [12].
The model for estimating the thermal response of very shallow boreholes is
developed in Chapter 6. The results of applying two different analytical models
(ILS and ICS) are compared with the results of applying numerical models by
the finite difference method (FDM). The results are validated by comparison
with the experimental data from the Grasmere Street project.
In Chapter 7 the developed model is applied, and the EEB thermal response is
evaluated over the long term and under different thermal properties of materials.
Also, G-functions are developed to estimate the thermal response of arrays of
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very shallow boreholes at different time scales and soil properties.
Finally, Chapter 8 presents a summary of the main findings of this research
as well as the contributions to knowledge and potential areas of future research.
Note: Matlab codes developed in this Ph.D. research can be found here or in
the following web address:
https://data.mendeley.com/datasets/gc4wf4dg8t/draft?a=2554b852-cfc9-4152-ac9f-
0572fb677f95.
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2. Literature Review
In this chapter, the literature that is most relevant to the research aim is re-
viewed. The review starts with an overview of the more generic themes and
gradually moves towards the specific. This is necessary to determine in detail
the gap in knowledge and the potential ways to cover this gap. The literature
in this chapter is divided into three main themes. The first covers seasonal stor-
age, its importance and the most common methods. The second part focuses
on solar-assisted ground source heat pumps (SAGSHP); their operating princi-
ples, configurations and relevant examples are shown. Finally, the third part
deals with the main methods for modelling vertical geothermal (borehole) heat
exchangers and the superposition technique for modelling heat transfer in com-
plex multidimensional systems.
2.1 Seasonal thermal storage
It is well known that the buildings sector is one of the primary consumers of
global energy, being responsible for 40% of the total global energy consump-
tion [20]. For this reason, in recent decades, standards have been implemented
for more efficient construction in order to avoid excessive growth in the energy
demand of buildings [21]. Likewise, there has been great support for the imple-
mentation of renewable energy technologies in the building sector [22]. Within
these, both thermal and photovoltaic solar energy have been the most widely de-
veloped technologies in recent years, which has had the effect of reducing prices.
For example, the price of photovoltaic panels have decreased by 70% between
2010 and 2016 [22]. This, undoubtedly, sets an encouraging scenario for years to
come. However, one of the significant challenges that has not been completely
resolved is the mismatch between the availability/generation of energy through
renewable sources and the use of it [23]. When talking only about thermal sys-
tems, solar energy is the most common form of renewable energy to contribute
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to the heat demand of modern buildings [24]. However, the highest production
of solar energy occurs during summer and in the daytime when the heat de-
mand is lowest. For this reason, heat storage both in the long term (seasonal)
and in the short term (diurnal) is the best option to deal with the mismatch be-
tween heating production and consumption [25]. Of these two, short-time heat
storage has been widely studied for several decades, is efficient and is relatively
affordable. However, in locations with very cold winters and/or low availability
of solar energy during the winter, its contribution to heating is very limited [26].
For this reason, seasonal heat storage systems have generated more interest.
Although its initial cost is higher and the heat losses throughout the year are
more significant, it has been shown that the overall efficiency of the seasonal
storage heating system is higher, and this translates into long-term savings [27].
In fact, it has been shown, through experimental storage systems implemented
in Europe, that the benefit/cost is higher for seasonal storage than short-term
storage. It is anticipated that seasonal storage could typically cover up to 70%
of annual heat demands compared to 20% if short-term storage is used [25]. In
the following sections, the advantages of seasonal heat storage are described in
greater detail, as well as the main storage methods.
2.1.1 Principles and importance of thermal storage
The principle of heat storage is to deal with the mismatch between heat produc-
tion and use. For example, Figure 2.1 shows the typical distribution between
annual solar heat production and heat demand in buildings in locations in the
northern hemisphere. The principle of seasonal heat storage is to temporarily
store the excess heat generated during summer, to distribute it or use it to meet
the heating needs during the winter. In an ideal system that has seasonal heat
storage, the advantages are not only about overcoming the mismatch, but also
that the overall efficiency of the system is higher, there is a reduction in CO2
emissions, and the sustainability of the system is greater [28].
Heat can be stored in three different ways: sensible, latent or thermochemical
[29]. Sensible heat storage is the most common form of heat storage. In this
type of storage, when the heat is injected into or extracted from a medium,
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Figure 2.1: Typical heating production/demand distribution
only the temperature of that medium is affected (water, soil, rock, oil, among
others). This is the simplest form of heat storage and the amount of heat stored
is proportional to the mass of the medium, the specific heat and the temperature
gradient between the initial and final state of the storage medium, as expressed
in Equation 2.1:
qst = mcp∆T (2.1)
where: qst is the heat stored in J, m is the mass of the medium where heat is
stored (water, soil rocks, etc.) in kg, cp is the specific heat of the storage medium
J/kgK and ∆T is the temperature difference in K.
Since in sensible heat storage there is a change in the temperature of the
medium, the heat losses are typically greater. Therefore, greater efforts are
made in the use of insulation and in determining optimal ways to improve the
compactness of practical storage units to reduce the heat exchange with the sur-
roundings [27].
The latent heat storage occurs when material stores or releases heat during
the phase change transition and ideally is an isothermal process (although in
practice there is small temperature gradient from the beginning to the end of
the phase change). The phase change can occur during boiling or condensation
(gas and liquid phases) or melting and solidification (solid and liquid phases).
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In latent heat storage for building heating applications, the process is usually
done in liquid-solid phases due to the high energy density (enthalpy) and to
avoid problems related to pressure changes [28]. When heat is being stored,
the material melts at constant temperature. The amount of heat stored by the
material can be expressed according to Equation 2.2:
qst = m∆h (2.2)
where: ∆h is the phase change enthalpy or the fusion enthalpy in J/kg.
Latent heat storage has a higher energy density compared to sensible heat
storage and has several advantages such as lower heat losses and a lower mate-
rial mass requirement [29]. However, it still has the barrier that the technologies
have not been highly developed, so their implementation has a high cost mainly
for seasonal storage due to the large volumes of material needed [30].
Thermochemical heat storage involves the use of materials that store and
release heat by chemical reactions to certain conditions. The energy density of
thermochemical reactions is very high compared to that of sensible and latent
storage [28]. One of the most common examples in thermochemical storage is
by using salt hydrate reactions. This type of storage is still in the initial research
stage, and an ideal form of thermochemical reaction for seasonal storage has not
been identified [31]. Table 2.1 shows a summary of the main characteristics of
the different types of heat storage (data adapted from [28] and [30]).
Due to the scope of this research, which is based on sensible heat storage, the
literature review focuses on technologies and research conducted on sensible
seasonal storage. The following sections show in greater detail the different
methods of sensible seasonal storage, as well as relevant examples in building
applications.
2.1.2 Seasonal thermal storage methods
Within seasonal heat storage there are mainly two types of storage medium:
solid (e.g. rocks, ground, sand, etc.) and liquid (e.g. water). The heat stor-
age capacity, as well as the ease of absorbing and releasing heat, depends on
the thermal conductivity and the specific heat in solids and the convection heat
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Table 2.1: Comparison of different thermal storage methods
Storage type
Energy density
kWh/m3
Conditions Cost £/m3
Sensible
Granite 14 ∆T= 20°C 50-150
Water 23 ∆T= 20°C 30-500
Latent (melting)
Water 85 Tmelt= 0°C 50-500
Paraffins 50 Tmelt= 5-130°C
Salts 167-417 Tmelt=300-800°C
Thermochemical
Salt hydrates >556 T=65°C 2-5000
transfer and specific heat in liquids [27]. The difference between using a solid or
liquid medium depends on availability. Water has a higher specific heat capacity
than solids and transfers heat more easily. However, common solids used in sea-
sonal heat storage can tolerate higher temperature ranges without undergoing
phase change. Also, solids do not present problems related to leaks as water
does [32]. The most common forms of seasonal heat storage were defined in the
EU-funded project (FP7 EINSTEIN) on “Effective Integration of Seasonal Ther-
mal Energy Storage (STES) in Existing Buildings” [1,33] where four methods of
seasonal heat storage were distinguished:
Tank Thermal Energy Storage (TTES)
It consists of a large water tank connected to the charging/discharging heat-
ing circuit. Heating charging can be direct (when the storage water circulates
through the solar system) or indirect (when the heat is transferred to the water
through a heat exchanger). This tank is usually placed underground to reduce
heat losses, it is insulated, and the housing is usually made of concrete or steel.
To improve heat transfer, the tank is normally stratified. These types of tanks al-
low storage temperatures of up to 95°C when not pressurized. Figure 2.2 shows
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a schematic of a TTES [1]. According to the EINSTEIN project report [1], in order
to be feasible, a TTES must have a storage volume greater than 1000 m3. At a
volume below these dimensions the heat losses are very high. The heat storage
density of TTES is in the range of 60-80 kWh/m3. This type of system can be
installed in any location if the soil where it is installed is stable. It is typically
installed at depths between 5 and 15 metres and has the advantage of not con-
taminating the environment since it is not in direct contact with underground
water flows.
Figure 2.2: Schematic of a TTES: from [1]
Pit Thermal Energy Storage (PTES)
It consists of an underground excavation typically between 5 to 15 metres deep.
The side walls are supported by shotcrete. The walls and floor of the pit may
or may not be insulated, while the covering is always insulated to avoid heat
loss with the surface. Pits are usually filled with water or a mixture of water
and gravel. The combination of these two materials means that this type of
storage has a lower capacity than a TTES, so the PTES require a greater storage
volume than the TTES. Normally, as the gravel has greater thermal conductivity,
there is less water stratification. The heat storage density of the PTES is in the
range of 30-50 kWh/m3. Charging and discharging can be done by direct or
indirect heat exchange, the latter being the most desirable in order to prevent
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solid materials from obstructing the passage of the fluid [1]. The construction of
PTES is simpler than of TTES since they do not require concrete supports. PTES
are usually constructed using naturally inclined pit walls. Figure 2.3 shows a
typical scheme of a PTES.
Figure 2.3: Schematic of a PTES: from [1]
Aquifer Thermal Energy Storage (ATES)
This type of storage takes advantage of self-contained natural underground
aquifers as a heat storage medium. ATES work by the use of two wells, one
for injection (hot well) and one for extraction (cold well). Water is pumped into
the solar system from the cold well and is injected back into the aquifer through
the hot well. Then, when the stored heat is needed, the system is reversed, and
the heat is extracted from the water through the hot well indirectly and it is rein-
jected into the aquifer through the cold well. This type of system is much less
expensive since natural underground aquifers are used. However, heat losses are
greater since no insulation is used. Wells are normally constructed by drilling the
ground. One of the fundamental requirements in the ATES is that the aquifers
are confined in natural geological formations, hence, there are no natural water
flows [1]. One of the main limitations of the ATES is the difficulty to accurately
estimate the storage volume and therefore the energy capacity of the ATES. Fig-
ure 2.4 shows a typical scheme of an ATES.
Carlos Naranjo-Mendoza
16 Literature Review
Figure 2.4: Schematic of an ATES: from [1]
Borehole Thermal Energy Storage (BTES)
This type of system stores heat in the subsurface ground. Vertical or inclined
boreholes are used to indirectly inject heat into the ground through a working
fluid (typically water). Vertical boreholes are installed at depths of up to 100
metres. When heat is required, it can be extracted for direct heating (in case of
high-temperature storage) or through a heat pump when the storage tempera-
ture is low. For the installation of vertical boreholes, the ground is drilled, and
heat exchangers are installed, which can be single or double U-tube or coaxial
tubes. Finally, the boreholes are filled with grouting material that serves as a sta-
bilizer and is also a non-permeable material. The grouting material must have
a thermal conductivity close to the ground thermal conductivity (typically from
0.8 to 3 W/mK) to avoid a high thermal resistance between the ground and the
fluid. This type of system is usually only insulated at the top. Moreover, it is not
desirable to install BTES in sites with large groundwater flows [1]. Likewise, due
to the lower specific heat of the ground compared to water and because the heat
transfer is only conductive, the ground has greater thermal inertia. Therefore,
these systems are not suitable to meet peak heat demands and require a backup
system or a heat pump. The heat storage density of the BTES is in the range
of 15-30 kWh/m3. Figure 2.5 shows a diagram of the typical configuration of a
BTES.
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Figure 2.5: Schematic of a BTES: from [1]
Each of the four forms of seasonal sensible heat storage has advantages and
disadvantages over others. For example, TTES can be installed at any location
and are independent of the type of ground. In addition, water has greater heat
capacity than ground, so they require a smaller volume. However, this type of
system is very expensive (up to 500 £/m3 [30]) because it requires the construc-
tion of a large insulated water tank and needs appropriate supporting elements.
On the other hand, PTES are less expensive than TTES and have adequate ther-
mal properties (storage density of up to 50 kWh/m3 [30]). However, this type
of system cannot be installed in any location since it requires not only a large
surface but also a stable soil. ATES have advantages since the storage medium
is water, but its use is very limited since there must be unique geological con-
ditions for its proper performance. Finally, the BTES are more accessible (up to
150 £/m3 [30]) than the TTES and the PTES, and do not require installations or
insulation since the ground is a slow heat diffuser. On the other hand, due to
the low thermal capacity of the ground, BTES require very large volumes which
can make the system more expensive. However, this type of system has a lot
of potential in new building constructions since already scheduled soil removal
can be increased to install vertical boreholes more affordably. In addition, given
today’s emphasis on building efficiency (e.g. greater use of insulation, greater
air tightness, passive designs, etc.), the heating loads of buildings are lower in
new constructions. This makes the necessary volume of heat storage smaller.
Consequently, very shallow vertical boreholes can be considered.
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This research focuses on this last point. That is, in the use of BTES as a heat
storage system. The study focuses on using the soil as a medium for seasonal
storage of low-temperature heat (less than 30°C) with solar energy injection.
When the soil stores heat at a low-temperature, that heat cannot be used for
direct heating, and a heat pump is required to increase the temperature for
space heating. Storing heat at low-temperature has several advantages. For
example, heat losses are lower since there is a lower thermal gradient with the
surroundings. In addition, a heat pump that operates in soil at a temperature
higher than the natural one has greater efficiency. The following section shows
relevant examples of the use of BTES to cover building thermal loads.
2.1.3 Relevant studies using large-scale BTES
BTES can be used to store heat both in the short-term and in the long-term and
can also work for heating and cooling [34]. The most common way to store
heat is by using vertical boreholes (single or double U-tube), although there
are also horizontal subsurface systems. However, the latter is not desirable for
seasonal storage because of the greater area of contact with the environment that
increases heat losses [35]. Regarding heat sources, BTES are commonly coupled
to solar systems, although in case of availability, they can also be recharged by
heat rejected from industrial processes [34]. Several examples of BTES recharged
by rejected heat from air conditioning systems or industrial processes can be
found in [36–41]. This review summarises the most relevant examples of BTES
recharged by solar energy for district heating or large-scale systems.
Undoubtedly one of the most relevant examples of district heating using
BTES is the case of Drake Landing Solar Community (DLSC) in Okotoks, Alberta
(Canada). This system uses BTES to store heat seasonally, through 2293 m2 of
flat plate solar collectors. This heat serves to supply up to 90% of the heating
demands of 52 homes. The BTES consists of 144 vertical boreholes of 35 metres
deep. Additionally, the system has a 240 m3 water tank for short-term heat
storage, which serves to meet peak heat demands. The storage temperature in
the centre of the BTES ranges between 40 and 70°C throughout the year. The
heating system operates by prioritising the use of the short-term storage tank.
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If the heat in the tank is insufficient, then heat stored in the BTES is sent to
the water tank via a heat exchanger. Finally, if the demand cannot be satisfied,
natural gas boilers are used as a backup [42]. This system is one of the best
known since it is the only large-scale system that has been able to reach a solar
fraction of 90% for more than 5 years of operation. Also, this system has the
peculiarity that it does not use a heat pump to extract heat from the ground
due to the high heat storage temperature. Another interesting example is the
Braedstrup District Heating (Denmark) that supplies heat to 1500 homes. Part
of this heat is supplied by a BTES system that can supply up to 20% of the
total heating load. The BTES consists of 48 vertical boreholes (single U-tube)
of 45 metres depth. The heat that is stored in the ground comes from 18600
m2 of flat plate solar collectors. The difference with the DLSC system is that
in Braedstrup the heat is extracted by a 1.2 MW ground source heat pump.
Simulation studies of this system have shown that the storage temperature in the
centre of the BTES would reach 40°C [43]. Another district heating system was
built in Anneberg (Sweden). The BTES system consists of 100 vertical boreholes
of 65 metres deep heated from 2400 m2 of flat plate solar collectors. In this
system the heat is not extracted through a heat pump, but directly from the
ground and is heated to the desired temperature by electric heaters. After a two-
year experimental evaluation, it was determined that the contribution of heat
stored in the ground is minimal since more than 40% of heat is lost annually [44].
Another important example is that of Neckarsulm (Germany) where a BTES
system for domestic heating of 300 apartments was built. The BTES is charged
by heat from 5670 m2 of flat plate solar collectors. The BTES consists of 528
vertical boreholes (single U-tube) of 35 metres deep. The centre of the BTES
reaches a temperature of up to 70°C and heat extraction does not require a heat
pump. The design solar fraction of the system was 50% and after two years of
monitoring, it was shown that the system reached a solar fraction of 44% which
is very promising [45]. Undoubtedly, there are more district heating systems
using BTES, however, the core of this research focuses on small-scale systems
which are reviewed in greater detail in section 2.2.
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2.1.4 Barriers and challenges in seasonal thermal storage
Based on the literature review conducted, different types of barriers to the imple-
mentation of seasonal heat storage systems can be identified. One of the greatest
barriers is the cost of such systems and the large initial investment required to
install a seasonal storage system. Even in the case of the BTES that are the most
economical, the initial costs for drilling the ground are usually the main bar-
rier for their implementation [46]. On the other hand, technical and geological
barriers limit the large-scale application of seasonal storage systems. As previ-
ously seen, PTES, ATES or BTES systems require certain geological conditions
for installation. This implies that geological surveys are required to assess the
feasibility of implementing these systems, which implies an additional cost [47].
Finally, the lack of trained personnel to create this type of system (both for de-
sign and for implementation) makes the application of seasonal thermal storage
limited [48]. However, the scenario is not entirely pessimistic. The number of
projects implemented using BTES has increased in recent years [49] and there are
increasingly more successful and economically viable examples. Hence, research
in this field is very important in order to overcome the challenges in seasonal
heat storage systems.
2.2 Small-scale solar-assisted ground source heat pump
systems
In section 2.1.3, large-scale or district heating systems using BTES were reviewed.
This section focuses on the core of this research, which is the use of solar-assisted
ground source heat pumps (SAGSHP) to meet the energy demands of small
buildings. This would be a specific application of small-scale BTES which have
not been widely studied. This section shows the operating principles of SAGSHP
systems, starting with the basic principles.
Carlos Naranjo-Mendoza
Small-scale solar-assisted ground source heat pump systems 21
2.2.1 Basic concepts in ground source heat pump systems
Before going into the details of the operation of ground source heat pumps
(GSHP) it is important to describe the working principle and the main compo-
nents of a heat pump (HP). A HP is a device capable of transferring heat from
an energy source to a higher temperature energy sink. In order to move heat
against a thermal gradient, a HP must perform work to transfer the heat. A
common example of a heat pump is a home refrigerator, which is capable of
transferring heat from a low-temperature energy source (inside the fridge) to a
higher temperature energy sink (outside fridge) by work input (electricity).
A HP ideally operates under the refrigeration cycle or inverted Rankine cycle.
Therefore, it has four key elements: compressor, condenser, expansion valve and
evaporator. The working fluid is a refrigerant selected according to the type of
HP and the operating conditions [50], but in most cases, it is a hydrofluorocarbon
fluid (HFC) or hydrocarbon fluid (HC) [51]. Figure 2.6 shows the operation of
a HP. In state 1, the fluid is in the vapour state at low pressure and then passes
through a compressor where it reaches state 2 of superheated vapour at high
pressure. Then, the fluid is condensed and gives up its heat to another medium
(the energy sink) through a heat exchanger reaching state 3 as a saturated liquid
at high pressure. The fluid in this state passes through an expansion valve in
an isenthalpic process in which the fluid expands, and its temperature decreases
significantly (state 4). Finally, the fluid at low pressure and temperature is evap-
orated in a heat exchanger taking heat from a heat source until it reaches state 1
again and the cycle is repeated.
The main advantage of HPs is low electricity consumption. The average
Coefficient of Performance (COP) of a HP is in the range of 3 to 5, this indicates
that for each unit of energy input to the compressor, the HP delivers 3 to 5 units
of energy as heat into the condenser. Thus, the COP is defined as Equation 2.3
indicates.
COP =
Qout
Win
(2.3)
The amount of heat delivered in the condenser as well as the required work
to operate a HP depend on several factors such as the temperatures of the source
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Figure 2.6: Heat Pump operation cycle
and sink, the working fluid and the components of the HP [52]. The higher the
COP the greater the energy savings. However, some authors have shown a slow
payback in HP systems compared to conventional systems because of the high
initial investment [52]. On the other hand, several studies [51,53,54] have shown
successful economical results. Therefore, the feasibility of such a system should
be based on an case by case analysis since it depends on the local market and
electricity costs.
The classic configuration of a HP uses ambient air as the low-temperature
energy source and is known as an air source heat pump (ASHP). This technol-
ogy has been commercially available since the 50s but with a higher market
penetration since the 70s due to the oil crisis [52]. An advantage of this con-
figuration is the low cost. However, the ambient air has several seasonal and
even daily fluctuations, which makes an unstable HP operation and therefore its
average COP is usually lower than that for other sources, particularly in coldest
weathers where the demand is highest. Additionally, defrost processes must be
considered at very low ambient temperatures [54] due to ice generation in the
condenser. Due to this problem, a few years later, in the 80s, the first commer-
cial geothermal heat pumps appeared (although several non commercial units
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were already developed since the 40s [55]). This technology, better known as
Ground Source Heat Pump (GSHP), has a better average performance than the
ASHP. The soil is a heat source (or sink in cooling applications) and hourly and
seasonal variations are much smaller than that for air [5]. Indeed, according to
Emmi et al. [56], the soil temperature is affected by the air temperature only in
the first few meters. This is shown as well by Ozgener and Hepbasli [57] who
indicate that below 10 meters depth there is little or no seasonal variation in the
ground temperature. The author clearly shows the advantages of GSHP com-
pared to ASHP mainly because a supplementary heat source is not required in
times of cold temperature extremes, the thermal stability of the ground and the
lower energy consumption. In fact, a GSHP can easily achieve a COP between 5
to 6 compared to an ASHP which usually ranges from 3 to 4 [58]. The main dis-
advantage of GSHP is the initial cost which can be between 20% to 30% greater
than an ASHP [57].
According to the ASHRAE Handbook of Applications [59], three types of
GSHP systems can be distinguished: a) ground-coupled heat pumps (GCHP);
b) groundwater heat pumps (GWHP) and c) surface water heat pumps (e.g.
ponds) (SWHP). GCHPs are characterised by being closed-loop systems where
subsurface ground serves as a heat source (in heating mode) or a heat sink (in
cooling mode) through a ground heat exchanger (GHE). GWHPs are typically
open-loop systems characterised by the use of groundwater extracted from wells
as heat sources or sinks. However, sediments in the water can damage pumps
and other components, hence, closed-loop systems are more used [60]. SWHPs
are closed-loop systems which use surface waters such as ponds or reservoirs as
heat sources or sinks [61]. The present research focuses on closed-loop systems
connected to subsurface ground (GCHP), which is the most commonly used
configuration in the UK. However, the terminology GSHP will be used when
referring to this type of system since this is commonly used and accepted.
In a GSHP the low-temperature energy source is the ground (Figure 2.7), i.e.
the evaporator is connected to the ground either directly or indirectly (through
a heat exchanger). Within the configurations of the ground heat exchangers
(GHE), two main groups can be found. On one side, there are the horizontal
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ground heat exchangers (HGHE) placed typically at depths of up to 2 m and
their applications are mostly for residential buildings. On the other hand, there
are the vertical ground heat exchangers (VGHE) or boreholes placed typically at
depths between 40 and 300 m. From these two groups, the vertical configuration
is mostly used since the temperature of the ground at greater depths is more
stable, requires less land surface, does not require excavation, etc. [62].
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Figure 2.7: Ground Source Heat Pump
Despite the advantage of GSHP systems over ASHP systems, it is important
to mention that during prolonged operation of the former, the ground which
serves as a source or sink of heat is affected. If a GSHP operates in heating
mode, the ground will lose heat and thus its temperature will decrease. On the
other hand, if a GSHP operates in cooling mode, the ground will serve as a heat
sink and its temperature will tend to increase. This behaviour is unimportant
when the thermal loads are balanced, i.e. when heating and cooling needs are
similar throughout the year. In this case, the heat extracted in heating mode
is then compensated in cooling mode hence, the ground temperature will not
be affected on a yearly basis [56]. However, there are very few cases where
thermal loads are balanced throughout the year, so it is very common that ther-
mal imbalance of the ground, known as ‘thermal drift’, occurs in the long term.
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The main problem of this phenomenon is the decrease in HP efficiency in the
long-term [56]. Particularly, in climates dominated by heating loads, the use of
GSHP will cause a decrease in the ground temperature in the long-term. In fact,
Zhu et al. [63] show in their study that the continued use of a GSHP decreased
ground temperature by 0.185°C per year. Increasing the length of the pipes in
the borehole is an option to deal with the thermal imbalance, but the cost im-
plied limits this practice [5]. To minimise this problem, the idea of injecting heat
into the ground from another energy source appears, the most common practice
being the injection of solar thermal energy [64, 65]. This is also the principle
of seasonal thermal storage. This technology, known as Solar Assisted GSHP
(SAGSHP) uses solar energy as a heat source for space or DHW heating, as
a heat source for increasing the evaporator temperature, as a heat source for
recharging the ground (storage) or as a combination of all these [66].
2.2.2 Principles of solar-assisted ground source heat pump sys-
tems
It is noteworthy that a SAGSHP could also be considered a GSHP whose elec-
trical power supply comes from solar energy through photovoltaic panels (PV-
SAGSHP). An example of this is the study by Franco and Fantozzi [58], in which
the photovoltaic system reached an efficiency between 12% and 16%. However,
the authors could not make clear conclusions on the whole system’s energy
balance as the heat pump was oversized and had no prolonged periods of oper-
ation. On the other hand, Thygesen and Karlsson [67] conducted a comparative
techno-economic study of three different configurations of SAGSHP, one PV as-
sisted in which the electricity was used for running the HP, another solar thermal
assisted and a third PV and solar thermal assisted. The authors concluded that
the first configuration is the most profitable because it does not require ther-
mal storage. However, the authors did not consider the energy imbalance of
the ground nor the savings energy costs caused by the use of shorter boreholes
when the system is solar thermal assisted. Likewise, Cao et al. [23] evaluated by
energy simulation two buildings in Helsinki and Shanghai comparing the use of
GSHP assisted by PV and solar thermal. The authors concluded that the thermal
Carlos Naranjo-Mendoza
26 Literature Review
system is preferable, in a global energy balance, due to the increase in the HP
efficiency. The present research will focus on solar thermal assisted technologies
as a suitable solution for heating-dominated sites. For this reason, hereinafter,
the term SAGSHP will refer to solar thermal assisted GSHP.
The principle of operation of a SAGSHP is to use the solar thermal energy
gained through solar collectors to assist in meeting the heating loads of a build-
ing either directly or indirectly. When solar energy is delivered at a high enough
temperature to meet heat demands directly, the solar system and the ground
are considered to work in parallel (Figure 2.8). On the other hand, when solar
energy is only used to store (or recover) heat in the ground, it is a series system
(Figure 2.9) [19]. In the latter case, the geothermal heat pump is responsible
for extracting heat from the ground and is the only one that covers the heating
loads.
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Figure 2.8: Parallel configuration of SAGSHP
When the system operates in parallel, typically if there is a demand for heat
and there is solar availability, the demand is covered by the solar system. In
case there is no available solar resource, the heat demand is covered by the
GSHP. In summer months when there is solar availability and there is not a high
demand for heating, excess heat is used to recharge or store heat in the ground.
On the other hand, when the system operates in series, the heating loads are
always covered by the GSHP and the solar resource is only used to recharge or
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Figure 2.9: Series configuration of SAGSHP
store heat in the ground. There is no consensus in the literature on the optimal
configuration of SAGSHP. The following section shows a summary of relevant
studies of SAGSHP systems.
2.2.3 Relevant studies of SAGSHP
Various researchers have studied SAGSHP with different system configurations,
operation modes and control strategies. Numerical and experimental studies,
as well as optimisation studies, have also been performed. However, as there is
no consensus on an optimal design configuration, it is important to mention the
positive and negative points of the most relevant research in this field.
Numerical studies
Several numerical studies have been conducted on the performance of SAGSHP
systems. Eslami-Nejad and Bernier [68] conducted a numerical study in which
a model of SAGSHP with double U-tube in the borehole was developed and
compared with the behaviour of a SAGSHP system with a simple U-tube and
with a conventional GSHP system. The solar energy was used to recharge the
ground. The authors performed a 20-year simulation and concluded that despite
the heat recharge of the ground, the power consumption of the heat pump is not
reduced. However, the authors also emphasise that the solar recharge benefits in
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reducing the length of boreholes which reduces the cost of installation. Similarly,
Kjellsson et al. [69] studied by simulation, different configurations of SAGSHP
systems. The authors show that the performance of such systems depends on
the system design and the rate of heat extraction from the ground. Based on this,
the authors concluded that the desired configuration is a system in which solar
energy is used to produce DHW in summer and recharge the ground in win-
ter. Other numerical studies include the use of phase change materials (PCM)
for storing solar energy. For example, Han et al. [70] conducted a study of a
SAGSHP system with latent energy storage by using calcium chloride (CaCl2
6H2O) as PCM. In their study, the heat source of the heat pump was alternated
between the ground and latent storage. This configuration helped in the increase
of the overall system COP throughout the year.
Banjac [64] conducted a numerical study in order to size the required solar
collectors to ensure the annual thermal balance in a SAGSHP system in Belgrade,
Serbia. The particularity of this study was the use of seasonal heat storage in a
buried water tank. The author found that with a slight oversizing, the system
was able to achieve an annual thermal balance. Regarding the thermal storage,
the author concluded that there is a lot of temperature variation in the water
temperature throughout the year. However, it is reduced with an increase in the
volume of the water tank. Finally, the author mentioned that the burial depth of
the water tank has little effect on the water temperature.
Emmi et al. [56] conducted a TRNSYS simulation to assess the main factors
affecting the performance of SAGSHP systems. The study was conducted for
six different climates (Poland, Italy, China, Lithuania, Canada and Sweden). The
authors recommend the use of TRNSYS as the software can analyse each sub-
system and different control strategies step by step. The authors concluded that
without the use of solar energy, GSHP seasonal efficiency decreases by 10% for
all locations. Finally, the authors highlighted in their study that by using solar
energy injection, it is possible to reduce the length of the boreholes without com-
promising the seasonal efficiency of the system. This would help in reducing the
initial investment of such systems.
Chiasson and Yavuzturk [71] simulated a SAGSHP system in a school build-
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ing of 4924 m2 for six different cities in the USA. The authors concluded that for
all locations the system is economically viable. Likewise, the authors highlight
that the use of solar energy to recharge the ground allows a reduction in the
length of the boreholes between 16 and 33%. Likewise, Nord et al. [72] con-
ducted a numerical study to evaluate the behaviour of a SAGSHP system for a
202 m2 family house in Larvik, Norway. The authors concluded that although
the recharge of ground with solar energy is beneficial to prevent it for overcool-
ing, a higher solar fraction of the system can be achieved if the solar heat is used
directly for domestic or water heating. The authors attribute this performance
due to the fast ground natural recharge.
Reda [73] studied in TRNSYS different control strategies for a SAGSHP sys-
tem for an 880 m2 residential building in Helsinki, Finland. The author com-
pared three configurations of SAGSHP systems to a GSHP reference system.
One of the most important findings of the author was that unglazed solar collec-
tors (UC) are more efficient than flat plates collectors (FPC) and evacuated tubes
collectors (ETC) at lower ambient temperatures. The author also recommends
using FPC with small systems and short boreholes depths, while the use of ETC
is recommended in larger systems with greater boreholes depths. Finally, the
author emphasises that the control strategy to inject heat into the ground should
be set based on the depth of the boreholes and the type of collectors. In a sub-
sequent study, Reda et al. [74] analysed by TRNSYS simulation the performance
of different configurations of SAGSHP systems for different locations in Italy
(Milan, Palermo and Rome). The authors suggest that the heat injection to the
ground is only recommended for cold locations like Milan due to its cold ground
temperature. In warmer locations (Palermo and Rome), the ground has already
a warm temperature which is enough for a good performance of the GSHP. They
point out that the use of solar energy helps to improve the overall efficiency of
the system, but the energy must be used directly for heating. However, the
locations used in this research did not include regions dominated by heating
loads.
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Experimental studies
Xi et al. [75] conducted an experimental study in Shijiazhuang, China. In their
study, the authors compared the behaviour of a GSHP system and a SAGSHP
in continuous and intermittent operation mode. Continuous mode refers to the
heating system working during 48 hours where the ground is the only heat
source. Intermittent operation refers to a heating system enabled only during
9 hours per day (from 08h30 to 17h30). The authors show that both GSHP
and SAGSHP works better in intermittent mode since this allows the ground
temperature to recover following periods of heat extraction. The GSHP system
in intermittent mode does not cause a significant ground temperature decrease.
By the end of the heating season, the ground temperature had decreased by
0.9°C. On the other hand, the GSHP system in continuous operation causes a
rapid decrease in the borehole temperature (up to 10 K) in the first 10 hours
of operation at a depth of 10 metres reaching a value of 6.39°C. However, once
the heating season has finished, the borehole temperature is restored to 14°C in
just 16 hours. The authors point out that this behaviour is due to the high heat
gains from the surroundings. The authors demonstrated a significant increase
in the whole system efficiency by the use of SAGSHP systems compared with
GSHP systems. They noted a decrease in the HP electricity consumption due
to the increase in the evaporator operating temperature. However, the authors
concluded that it is not ideal to use solar energy for storage in the ground due
to the high thermal capacitance of the earth. They recommend that once the
ground reaches its natural temperature, instead of storing heat in the ground, it
should be used for direct heating or DHW.
Wang et al. [76] studied various configurations of a SAGSHP system in heat-
ing and cooling mode. The authors emphasise the importance of thermal stor-
age in the summer months. In contrast, during the winter months, solar energy
should be used as a priority for direct heating instead of storing it in the ground.
In their study, the authors indicate that after a year of operation, the solar energy
injected into the ground exceeded the heat removed, which will improve the HP
efficiency on its next operation.
Stojanovic and Akander [77] conducted an experimental study of a SAGSHP
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system in Sandviken, Sweden using a horizontal heat exchanger buried at 1.5
metres. The authors performed the build-up and a performance study of the
system for two years in a residential application. This system has two noticeable
features, the first is that the solar collectors are unglazed and the second is that
the solar energy is only used to recharge the ground (through a heat exchanger)
and not for water heating or preheating. The authors justify this configuration
highlighting that the heat gain for water heating is minimal compared to the
reduction in the HP utilisation and the cost involved in installing a more complex
configuration. The results show that the system performs better in spring and
autumn than in winter. The authors concluded that despite the unfavourable
northern conditions, the system was able to meet the requirements continuously
for two years. However, it was not possible to demonstrate seasonal heat storage
due to the intermittent recharging/discharging of the ground.
Another interesting study was by Zhu et al. [63] who conducted an experi-
mental study of a SAGSHP system installed in a group of buildings on a campus
of Tianjin University in China. The system consists of 1500 m2 of FPC and 580
sets of underground heat exchangers at 120 m intended to store heat seasonally.
The study was compared with experimental data obtained from the same system
that operated as a GSHP for 4 years. The results show that before the seasonal
storage, the average ground temperature decreased by 0.185°C per year. Also,
the system with no seasonal storage has a COP 2.3% lower than the COP of the
system with storage. In contrast, when the system was configured to work with
seasonal storage, the system COP increased by 3.4% and the average ground
temperature increased by 0.21°C. The authors conclude that economically, this
system is promising when considering the long-term operation of such systems.
Dai et al. [78] conducted an experimental study of a SAGSHP system in cold
conditions in Dailan, China. In this research, a hot water storage tank from
solar collectors was used. The authors evaluated different operating modes of
the whole system. The results indicate that the ground recharge is beneficial but
should be optimised according to the water temperature in the tank to prevent
unnecessary use of pumps mainly at night. The authors concluded that the
serial operation of the storage tank with the underground heat exchanger is the
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optimal configuration for the coldest months.
2.2.4 Challenges and opportunities of SAGSHP
As seen above, there is a wide variety in the type of studies conducted and in the
configurations of SAGSHP. This shows that there is much interest in this subject
and that research is very active in this field. From the previous overview, it can
also be seen that further research into this type of system is needed, especially
considering that in Europe the annual growth rate of GSHP systems installed is
10% [73]. However, some discrepancies between research results are also shown,
demonstrating the need for future work. For example, it is known that most
research conducted is numerical. Some of these studies discourage the use of
SAGSHP technology. However, experimental studies produce more encourag-
ing results and indicate that this technology may be economically viable in the
longer term. For this reason, it is important to conduct more experimental re-
search [63]. Fantozzi and Franco [58] point out the lack of long-term dynamic
studies of such systems.
It is important to mention that the long-term efficiency of SAGSHP systems
depends on the ability to avoid the thermal imbalance of the ground so that heat
injected into the ground compensates for heat extraction. A system that works in
heating mode and does not compensate the heat extracted from the ground will
lose efficiency in the first years of operation. While it is true that the use of solar
energy for seasonal storage helps in reducing the effects of thermal imbalance,
their evaluation using modelling is still a challenge. In order to minimise heat
losses in seasonal storage, conventional boreholes (more than 30-metre depth)
are used, as the ground temperature at that depth is constant and higher than
the ambient temperature in wintertime. This type of configuration is expensive
mainly because of the cost of the drilling process.
In this context, the use of very shallow boreholes (less than 3-metre depth)
would represent a considerable saving in the installation of SAGSHP systems.
However, the effect of seasonal storage can be compromised due to the greater
heat losses to the environment due to the lower thermal stability of the very shal-
low soil. It is worthwhile to research deeper into the behaviour of very shallow
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boreholes because of the economic advantages that can be obtained. Unfortu-
nately, the lack of a practical and accurate model for this type of configuration
has made studies of very shallow boreholes scarce. Alternatively, conventional
borehole models could be employed, and their results might be extrapolated for
very shallow configurations. However, this approach might lead to an increase
in the uncertainty between numerical and experimental results. For these rea-
sons, the need for a practical, simple and accurate model that considers the most
important variables (location, soil properties, GHE depth, etc.) to evaluate GSHP
configurations with very shallow boreholes is evident.
The core of this research is to help in overcoming this research gap and de-
velop a simple and practical model that allows the study of very shallow bore-
hole heat exchangers in the short and long term. However, to achieve this aim, a
deeper understanding of the currently available models for assessing boreholes
is needed. Likewise, an appropriate understanding of heat transfer methods for
analysing complex systems with variable boundary conditions is also required.
2.3 Modelling of vertical ground heat exchangers
This section covers a review of the most relevant conventional models (analytical
and numerical) to study the performance of boreholes and on the potential heat
transfer approaches to deal with the study of very shallow boreholes. However,
it is first necessary to understand the thermal behaviour of the very shallow
natural soils as this is the region where a very shallow ground heat exchanger
will be placed.
2.3.1 Thermal performance of very shallow natural soil
The behaviour of natural soil is relevant in the study of any type of ground heat
exchangers. As mentioned in section 2.2.4, conventional boreholes are installed
typically at depths ranging from 40 to 300 metres. At such depths, it is normal
to consider the natural soil as a medium with constant temperature all over
the year. However, if a borehole is installed in the very shallow soil (up to 5-
metre depth), the natural soil temperature is variable in time. This part of the
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soil is mainly affected by the heat balance in the soil surface. More details on
such balance can be found in Appendix C. Below, different models (analytical,
numerical and empirical) to analyse the natural temperature variation of the
very shallow soil are briefly described.
Analytical models
Several studies using analytical models have considered the soil temperature to
have a harmonic (sinusoidal) variation over time [79]. For instance, one of the
most accepted sinusoidal models is that of Kusuda and Achenbach [80]. This ap-
proach is most accurate at depths where short-term (hourly and daily) changes
in the soil’s thermal behaviour can be neglected, which is generally at depths
greater than 1 m. Likewise, the semi-infinite solid model [81] can be used to
study transient phenomena in solids where the heat diffusion is predominantly
one dimensional. This model is accurate to study short-term variations in the
soil temperature but only at very shallow depths (no more than a few centime-
tres).
Some studies have proposed different models to estimate the variation of soil
temperature. For example, Charpin et al. [82] performed an analytical study us-
ing a sinusoidal harmonic model of the heat transfer in a concrete block exposed
to the environment. In their study, the authors used the soil surface exposed
to a heat flux that includes solar radiation and convection, as a boundary con-
dition. They used the harmonic model to define the variation of ambient air
temperature. The authors report that, for a one-day period, the concrete block
shows variations in its temperature up to a depth of 20 cm (thermal penetration
depth). The model did not allow accurate predictions of the hourly temperature
variation but was suitable for a first estimation although the results of the model
were not experimentally validated. Likewise, Cleall et al. [83] proposed an an-
alytical model to estimate the soil temperature based on harmonic variations of
global solar radiation and ambient temperature. The resolution of the analyti-
cal model was compared with a numerical model showing an acceptable match.
Although obtaining the analytical solution is complex, the implementation of
the final model is simple, and its calculation is fast. This model serves to accu-
Carlos Naranjo-Mendoza
Modelling of vertical ground heat exchangers 35
rately estimate the thermal behaviour of the soil, although short-term variations
cannot be estimated given the harmonic principle of the model. The harmonic
model correlated well (R2 = 0.96) with the experimental data at a depth of 1 m
however the correlation was poor (R2 = 0.63) at a depth of 0.025 m since short-
term variations are not represented well by a harmonic function. In another
study, Badache et al. [84] propose an analytical model, based on the Kusuda and
Achenbach model, in which the boundary condition is a surface temperature
value determined by an empirical model. This method reduces the complex-
ity in obtaining the analytical solution. The model was validated with monthly
experimental data from three different locations at depths between 0.1 and 4
metres. The validation shows a good correlation with a root mean square error
(RMSE) of 2.5 K in the worst case at 1 m depth. However, a limitation of this
model is its inability to represent the shallow soil behaviour in the short-term
(hourly or daily variations). Due to the complexity of the actual interaction be-
tween the soil and the environment, analytical models only deal with the heat
transfer phenomenon and neglect the moisture transport process. Appendix A
shows in more detail the development of the Kusuda and Achenbach model [80]
as well as the semi-infinite model [81] to estimate the temperature of the shallow
soil.
Numerical models
Numerical models are known to be more accurate and robust for the study
of different soil typologies and boundary conditions (BC). However, numerical
methods are more complex to implement and take longer to solve [85]. Usually,
constant surface temperature or constant heat flux [83] are applied as boundary
conditions at the soil surface level. For either of these, it is necessary to deter-
mine the soil surface temperature which is normally a parameter that cannot
be easily determined since conventional meteorological stations do not measure
it [86]. To deal with this problem, in some cases, the soil surface temperature
can be approximated as the air temperature [82]. As numerical models are able
to represent periodic boundary conditions as well as a more realistic approach
to the interaction between soil and environment (including heat and moisture
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transfer), numerical studies have demonstrated greater accuracy than analytical
models for the study of the thermal behaviour of soil. In fact, Yilmaz et al. [87]
concluded in their study that analytical models are generally unrealistic for soil
temperature prediction. They compared a harmonic model with a numerical
model using the finite difference method (FDM) with heat flux at the surface
as a boundary condition. This numerical model allowed short-term fluctuations
to be estimated. However, the model was not validated with experimental data.
Wullschleger et al. [88] developed a computational tool that numerically predicts
the soil temperature variation. They included heat and moisture transfer phe-
nomena in the model, which required the precipitation or water irrigation in the
soil as input data. The model is able to predict hourly temperature variations
on a daily basis. However, it lacks experimental validation and requires a large
number of input parameters.
In the same way, Chalhoub et al. [89] performed a numerical study to esti-
mate the soil temperature using the FDM. In order to improve accuracy, they
considered not only the heat diffusion, convection and radiation but also evapo-
ration. They included in their model an approach to calculate the water content
in the soil which is variable according to the rainfall rate. In addition, the au-
thors modelled the variable thermal conductivity and thermal capacitance as a
function of the soil moisture content. The results of the numerical model were
validated experimentally with data monitored at depths from 0.06 m to 1.5 m.
The authors defined the efficiency of the model as the ratio between the residual
variance of the model and the variance of the data set, and it ranges from 0.87
to 0.98. This numerical model is very accurate and can be implemented in nu-
merical simulation programs. However, as the model requires a large number
of input parameters, its implementation is impractical when insufficient data
are available. Section 5.4 shows in more detail the development of a numeri-
cal model using the finite difference method (FDM) to study the temperature
variation of the shallow soil.
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Empirical and semi-empirical models
Empirical models have been developed through correlations or more complex
statistical methods, by using time series input parameters based on experimen-
tal data. For example, Kenan Tezcan [90] developed an equation to determine
the ground temperature at 1-metre depth in the soil of Turkey. His equation was
based on measurements taken at 193 meteorological stations. Nevertheless, his
model is only valid to estimate the average annual temperature. In another em-
pirical study, Chow et al. [79] conducted a non-linear multivariate regression to
create an empirical model for estimating the soil temperature at different depths
in Hong Kong. In their study, the authors emphasize that at depths of up to 3
metres, air temperature is the variable that most affects the thermal behaviour
of the soil, whereas variables such as solar radiation, rainfall, relative humidity
or wind speed have little or no influence on the soil. Finally, their empirical
model was validated with experimental data from two different meteorological
stations showing an RMSE from 0.61 K to 1.55 K. This empirical model requires
only time, depth and ambient temperature as input parameters, but it is only
valid for the soil and ambient conditions of Hong Kong. Droulia et al. [85] com-
pared an analytical model based on daily and annual harmonic variations of
the air temperature with two semi-empirical models in which they used average
values of air temperature and soil surface temperature. The results show that
the analytical model is adequate to estimate the average monthly soil thermal
behaviour, but it does not represent the short-term variations well.
In contrast, semi-empirical models show a greater correlation to the shallow
soil variation in the short term compared to purely empirical models. How-
ever, in both the analytical and the semi-empirical models, the determination
of certain input parameters requires complex statistical functions. In a study,
Hu et al. [91] developed a semi-empirical model to determine the shallow soil
temperature. In their study, the input parameters included are air temperature,
rainfall, vegetation cover, solar radiation, and water flux density. The results
were compared with experimental data monitored from two different locations
at three different depths (5 cm, 10 cm and 20 cm) showing a good correlation
at all depths studied (R2 between 0.82 and 0.97). However, the use of many
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variables as input parameters makes this model very complex for a practical
application.
Most of the empirical and semi-empirical models have been developed using
time series as input data in the same way as most forecasting models. The de-
velopment of time series models requires a very large set of input data mainly
of daily average ambient temperature [92] but some of them also require the use
of a data set of daily average soil temperature [93,94]. These models have been
demonstrated to be very accurate and useful in forecasting. However, most of
them are not designed to predict sub-daily temperature fluctuations and their
application to different locations would require at least some snapshot measure-
ments of the soil temperature, as stated by Dolschak et al. [93].
As mentioned before, the study of the natural temperature variation of the
very shallow soil is crucial for assessing the performance of very shallow bore-
hole heat exchangers. It is important to combine the natural temperature varia-
tion with any conventional model to evaluate the thermal response of boreholes.
The next sections show a review of the conventional models to evaluate bore-
holes as well as the potential heat transfer techniques to study very shallow
boreholes.
2.3.2 Analytical models to evaluate borehole heat exchangers
For the design of a borehole heat exchanger (see Appendix B), it is necessary
to ensure that the soil can be used as a source (or sink) of heat to meet heat-
ing (or cooling) loads at peak periods [48]. These can be estimated quickly by
Equation 2.4.
Qgr =
Qbuild −Wcomp
εHX
(2.4)
In Equation 2.4, Qgr is the energy extracted (positive) or injected (negative)
in the soil per unit time [W], Qbuild is the heating (positive) or cooling (negative)
load [W], Wcomp is the compressor work [W] and εHX is the efficiency of the
ground-water heat exchanger in the heat pump.
Through simple analysis, considering a constant compressor work, it can be
seen that if the required heat cannot be extracted (injected) from (to) the soil, the
heating (cooling) demand is not satisfied. For this reason, a correct design must
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be able to extract (dissipate) the required Qgr from (in) the soil throughout the
useful life including periods of peak demand.
To meet this need, it is necessary to study the heat transfer process in the soil
through the borehole heat exchanger. Heat can be transferred into the soil by
conduction, convection (when there is a considerable movement of underground
water), evaporation (in highly porous media) and radiation (with the exterior).
However, according to several studies [55,59,95], the conduction heat transfer is
dominant and purely conductive models are widely accepted and used for the
design and analysis of boreholes. Heat transfer by conduction occurs between
the soil and the heat exchanger piping. Usually, boreholes are composed of
the pipe (coaxial, single U-tube or double U-tube) through which the working
fluid circulates, and the borehole-filling which is typically composed of high
heat capacity materials like bentonite, concrete, sand, etc. Figure 2.10 shows the
typical configuration of a single borehole.
Heat 
exchange
with the 
ground 
Qgr
Heat 
exhange 
with the 
ground 
Qgr
ground
backfill
Closed loop 
pipe
ground
backfill
pipe
Figure 2.10: Vertical and horizontal cross-sections of a single U-tube borehole
As seen in Figure 2.10, boreholes usually have a cylindrical shape. For this
reason, the study of heat transfer is typically done in cylindrical coordinates
where the equation of the bidimensional heat diffusion can be written as stated
in Equation 2.5 [81].
1
r
∂
∂r
(
kr
∂T
∂r
)
+
∂
∂z
(
k
∂T
∂z
)
= ρ cp
∂T
∂t
(2.5)
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where: r represents the radial direction of analysis; z represents the axial di-
rection of analysis; k, ρ and cp represent the thermal conductivity, density and
specific heat of the heat diffusion medium and t represents the time.
The resolution of this equation is complex since it is bidimensional and
transient. Several authors have made numerous simplifications that have been
proven experimentally to be accurate in certain ranges. For example, according
to Li and Lai [95], the most common simplifications are usually: a) assuming
the soil as an infinite or semi-infinite medium; b) the initial temperature of the
soil approaches the undisturbed soil temperature (temperature typically below
10 meters depth); c) the boundary condition for the borehole wall is commonly
treated as a constant heat flux condition and d) although the soil is composed of
layers of different thermal properties, it is usually considered that the effective
thermal properties of the soil are uniform around the borehole.
By assuming the borehole wall as the boundary, it can be deduced that heat
diffusion is mainly studied in two control volumes: the space outside the wall
(soil/ground) and the space inside the wall (filling and piping) [55]. Also, the
study timescales depend directly on the analysed space. In this context, Li et
al. [96] have proposed dividing the timescale of study according to the study
space as shown in Table 2.2.
Table 2.2: Space and time scales for the study of heat transfer in VGHE
Space scale Timescale
Space inside the piping (fluid) tr ∼ Hu order of minutes
Inside the borehole r < rb tb ∼ rb
2
αb
order of 1 h
Space between adjacent boreholes rb <
B
2 tB ∼ B
2
4αs
order of 1 month
Diffusion space in the soil B2 < r <
H
2 tH ∼ H
2
4αs
order of years
In Table 2.2, rb represents the radius of the borehole; αb and αs are the thermal
diffusivity of the filling and soil respectively; B is the distance between adjacent
boreholes; H is the borehole length and u is the velocity of the fluid inside the
pipe.
It is worth noting that, according to several authors [55,96,97], the transient
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analysis inside the borehole loses importance when the analysis time is greater
than 5tb. From that time, the phenomenon of heat transfer within the borehole
can be considered as a steady-state heat flux, where the temperature difference
between the borehole wall and the working fluid remains constant over time.
From this time, the space between the borehole wall and the fluid (pipe and fill-
ing) can be considered as a constant thermal resistance called borehole thermal
resistance Rb. The majority of analytical models in the literature consider this
type of analysis. However, this assumption of Rb is only valid for long-term
analysis (in the order of days up to years).
As mentioned above, one of the most common assumptions for the study of
heat transfer between working fluid and soil is to assume that the borehole wall
is a boundary with constant heat flux. This can be expressed as in Equation
2.6 [95].
qb =
Tf (t)− To
R(t)
(2.6)
where: qb is the heat flux between the fluid temperature, Tf (t) and the undis-
turbed soil temperature To along a total resistance R(t) between the fluid and
the soil. The total resistance is variable over time. The determination of this
variable resistance is an implicit part of the analytical problem of heat transfer
along with the soil. On the other hand, qb represents the heat that is extracted
or injected into the soil per unit length of borehole (Qgr/H). The temperature at
any point T (r, t) can also be determined by applying a suitable total resistance
to the point of analysis.
It is important to mention that in order to make long-term estimations, the
heat flux can be approximated to the average heat flux (monthly, annual or sea-
sonal) that is determined by the demand of the heat pump. Long-term results
would give a good estimate of the fluid or soil temperature. However, in real ap-
plications, the heat transfer between the fluid and the soil varies in short periods
depending on the variation in the heat pump operation [95]. This causes fluctu-
ations in the order of minutes of the heat flux. To deal with such a phenomenon,
several authors refer to the application of the superposition theorem [96,98–101].
By this theorem, the variable loads can be solved by summing the responses of
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each load. That is an overlap of transient responses as a function of a variable
load. It can be expressed as shown in Equation 2.7.
Ti (r, t) = To +
N−1
∑
j=0
∆qb,jR (r, t− j∆t) (2.7)
Where ∆qb,j represents the change in qb at the beginning of the interval j and
N is the number of interval loads. Thus, for example, if the heat flux varies from
one hour to another, that will cause the response of the current analysis interval
to change from the response of the previous analysis interval. It is thus possible
to analyse the fluctuations in the heat flux. Also, the superposition theorem
is valid to estimate the thermal response of a given point when there exists
interaction between adjacent boreholes. In this case, the responses of different
boreholes are overlapped at the same point [102]. The superposition method is
very important for the short-term analysis and for the integration in building
energy simulation software, as the latter usually deals with variable loads in
hourly or sub-hourly periods.
Analytical methods of ground thermal response have been implemented for
three main purposes which are the design of borehole heat exchangers (see Ap-
pendix B), in-situ ground thermal conductivity tests and the integration of mod-
els into building energy simulation (BES) software [102]. Many of them prioritise
the thermal response of the soil because of the heat extraction or injection in the
long-term (from a few hours to years). Also, most of these methods simplify the
transfer of heat inside the borehole (filling, pipe and fluid), hence they cannot
be used for short-term analysis (the first minutes and hours of operation).
Long-term models
Infinite line source (ILS) model: The first analytical solutions for borehole
analysis were proposed by Ingersoll [103] based on the Kelvin linear source the-
ory [104]. In this model, the borehole is considered as an infinite line from
which constant heat flux is emitted. In this model, also, the existence of the
borehole (filling, pipe and fluid) is neglected by assuming that the infinite line
is surrounded directly by the soil (which has constant and homogeneous prop-
erties). Through this method, the soil temperature can be determined at any
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radius and at any time by the resolution of Equation 2.8 proposed by Carslaw
and Jaeger [105].
T − To = qb
4pikgr
∫ ∞
r2
4αgrt
e−u
u
du =
qb
4pikgr
× E1
(
r2
4αgrt
)
(2.8)
where: qb is the heat flux (W/m) of the linear source, E1 represents the solution
of the exponential integral and To is the initial temperature of the soil (undis-
turbed ground temperature).
The exponential integral can be approximated to a sum as shown in Equa-
tion 2.9.
E1 (x) = −γ− ln (x)−
∞
∑
n=1
(−1)nxn
n× n! (2.9)
where: γ is the Euler constant and is equal to 0.5772.
For long timescales (t > 5r
2
αgr
) the solution can be simplified (Equation 2.10).
This approximation is valid (errors less than 2%) for times between 3 to 10 hours.
T − To ∼= qb
4pikgr
[
ln
(
4αgrt
r2
)
− γ
]
(2.10)
Equation 2.10 is valid to determine the temperature in the borehole wall (Tb
if r = rb). From this temperature, the average fluid temperature Tf can be
determined by the borehole thermal resistance Rb assuming that the borehole
has reached a steady-state (Equation 2.11) [102].
Tf = Tb + qb × Rb (2.11)
Despite its limitations, this model has been widely used in the design of bore-
holes and in the analysis of the in-situ ground thermal response.
Infinite cylindrical source (ICS) model: Carslaw and Jaeger [105] proposed a
model of conduction heat transfer in the radial direction as a solution to Equa-
tion 2.5. In this case, it is assumed that a cylinder (r = rb) has a constant heat
flux emitted from its wall in the radial direction. The solution can be expressed
as (Equation 2.12):
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T − To = qb
pi2kgr
∫ ∞
0
(e−u
2Fo − 1) J0 (u)Y1 (u)−Y0 (u) J1(u)
u2(J1
2 (u) +Y1
2 (u))
du (2.12)
where: J0, Y0, J1 and Y1 are the zero-order and first-order Bessel functions.
For long scale values (t > 5r
2
αgr
) the solution can be simplified (Equation 2.13).
T − To ∼= qb
4pikgr
[
ln
(
4αgrt
r2
)
− γ + r
2
2αgrt
(
ln
(
4αgrt
r2
)
− γ + 1
)]
(2.13)
Equation 2.13 is valid to determine the temperature of the borehole wall (Tb if
r = rb). From this, the average fluid temperature Tf can be determined from the
borehole thermal resistance Rb by Equation 2.11 as in the ILS method.
As can be seen, the ICS model is quite similar to ILS and both are considered
to be simple models. However, as mentioned by Li and Lai [95], these models
are not appropriate for short-term analysis since the filling material is not con-
sidered. Besides, these models are also not suitable for very long-term analysis
(over 20 years) since the influence of the ground surface and the heat diffusion
in the axial direction at the bottom of the borehole (end effect) is ignored [102].
In the long-term, the ground surface temperature variation has an impact on
the variation of the ground temperature mainly when the loads are unbalanced.
This causes the soil temperature to gradually increase or decrease [95]. Also, in
the long-term, the end effect (heat transfer at the borehole bottom) is important
and should not be ignored [102]. For this reason, bidimensional models such
as finite line source (FLS) or g functions are recommended for the long-term
analysis.
Finite line source (FLS) model: The finite line source model (FLS) allows de-
termining the soil temperature at any point (r,z) as a function of time. The
model is based on a constant heat flux qb along a line of length H located at
a distance D below the ground surface. The model was initially proposed by
Eskilson [106] and adapted several years later by Zeng [107]. The solution can
be applied for a constant temperature boundary condition at the ground surface
(equal to the undisturbed soil temperature) or for an adiabatic surface. The FLS
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model is shown in Equation 2.14. In order to have the constant surface temper-
ature boundary condition, the Kelvin theory of heat sources and the method of
images are combined in a reflective plane. In this way, a mirror image is ob-
tained and the symmetry causes the reflection line to become a constant surface
temperature boundary condition.
T (r, t) = To +
qb
4pikgr
∫ H
0


erfc
(√
r2+(z−h)2
2
√
αgrt
)
√
r2 + (z− h)2
−
erfc
(√
r2+(z+h)2
2
√
αgrt
)
√
r2 + (z+ h)2

 dh
(2.14)
where: erfc is the complementary error function. For the adiabatic boundary
condition, the negative sign between the two complementary error functions
must be replaced by a positive sign.
Through this model, the average response of the borehole can be estimated
by evaluating the midpoint (z = H/2). There is better accuracy in evaluating
the average temperature along a line (H2) at a depth D2. However, this raised
the need to solve a double integral increasing the computational cost [95]. A
contribution was proposed by Lamarche and Beauchamp [99] in which the dou-
ble integral is eliminated without sacrificing accuracy. Equation 2.15 is the basis
for the development of the g functions of Cimmino and Bernier [108]. It is also
possible to evaluate the borehole wall temperature when r = rb and estimate the
average fluid temperature by Equation 2.11.
T (r, z, t) = To +
qb
4pikgr
∫ D2+H2
D2
∫ D+H
D

 erfc
(√
r2+(z−h)2
2
√
αgrt
)
√
r2+(z−h)2
−
erfc
(√
r2+(z+h)2
2
√
αgrt
)
√
r2+(z+h)2

 dhdz
H2
(2.15)
G-Functions method: G-functions, initially proposed by Eskilson [106], have
been used, from the superposition theorem, to analyse the thermal response of
borehole heat exchangers. The idea of the G-functions is to simplify the com-
plex analytical methods and to evaluate graphically what would be the typical
response of a borehole heat exchanger according to its arrangement and the ge-
ometry in a determined time. Typically, the G-functions depend on: a) t/ts; b)
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B/H, c) rb/H and d) D/H, where ts is a characteristic time (
H2
9αs
). Thus, the
G-functions allow the analyst to determine the temperature of the borehole wall
by Equation 2.16.
Tb = To +
qb
2pikgr
× g
(
t
ts
,
B
H
,
rb
H
,
D
H
)
(2.16)
The G-functions are based on the numerical or analytical resolution of bidimen-
sional models and the response of a unit step function of heat q is studied.
Through the theory of superposition, the influence of adjacent boreholes is also
analysed. Finally, the results are presented graphically in terms of the previously
mentioned dimensionless terms. Figure 2.11 shows a representation of some of
the G-functions developed by Eskilson and compiled by Yavuzturk [2].
Figure 2.11: G-functions for multiple boreholes arrangements Source: Yavuz-
turk 1999 [2]
When a variable loads analysis is required, the superposition theorem can
be used in conjunction with the G-functions and very accurate results can be
obtained (Equation 2.17) [55]. Several authors have developed new G-functions
or correlations for their simple application. However, the principle is still based
on bidimensional heat transfer analysis. The G-functions are ideal for analysing
the ground thermal response in the medium and long-term. However, they are
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not suitable for thermal response in the short-term (from minutes to hours) since
the filling material of the borehole is not considered.
Tb = To +
n
∑
i=1
qi − qi−1
2pikgr
× g
(
tn − ti−1
ts
,
B
H
,
rb
H
,
D
H
)
(2.17)
The superposition method is very useful for the analysis in hourly simulation
software. However, it can be very time consuming when analysing the thermal
response for an entire year (or longer times). For these cases, it is recommended
to use aggregation methods. For example, if an annual simulation (8760 hours)
is required, the analysis can be divided into an average heat flux for the first 8000
hours, then an average heat flux for the next 730 hours and finally 30 hourly heat
flows for the last 30 hours. Thus instead of doing 8760 times the analysis, it is
reduced to 32 times. The absolute error of using this aggregation method is less
than 0.5 K in the final temperature value calculated [59].
It is important to mention that also, through the G-functions, the temperature
in the borehole wall can be determined and the average fluid temperature can
be estimated by Equation 2.11. One of the limitations of the G-functions is that
through them the temperature can be determined in the borehole wall but not at
a different radial point. When analysis at different points is required, alternative
methods should be used.
Short-term models
As noted earlier, one of the main limitations of medium and long-term analysis
methods is the omission the filling material and pipe inside the borehole or the
treatment of them as a constant thermal resistance. This procedure is not the
most appropriate since it is assumed that as soon as heat flux touches the pipe
the temperature of the borehole wall is modified. In other words, the transient
effect inside the borehole is not considered. This effect is very important in
the first minutes and hours of operation and when highly fluctuating thermal
loads are imposed. In order to address this problem, different analytical models
have been proposed for short-term analysis. These models are characterised by
considering the thermal capacity of the filling material and the fluid inside the
pipe and are suitable for analysis at times scales of minutes up to a few hours
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(tb <
rb
2
αb
) [99].
Short-term G-function model: Yavuzturk and Spitler [109] were the first to
propose a model of analysis in the short-term. The authors, by numerical meth-
ods, determined the thermal response of the filling material and expressed it in
the form of G-functions from Eskilson [106]. From that, they adapted the solu-
tion of Equation 2.16 including a total thermal resistance for the filling, pipe and
fluid (Equation 2.18).
Tb = To +
qb
2pikgr
× g
(
t
ts
,
B
H
,
rb
H
,
D
H
)
+ Rtotqb (2.18)
where: Rtot is the total resistance including the filling, the pipe and the fluid
(Equation 2.19).
Rtot = Rb + Rp + Rconv (2.19)
The resistance of the filling Rb can be determined using Paul’s model [110]
(Equation 2.20) as a function of the conductivity of the filling material kb, the
borehole diameter Db, the pipe diameter Dp and the shape coefficients βo, β1
suggested by the author (Table B.1).
Rb =
1
kbβo
(
Db
Dp
)β1 (2.20)
On the other hand, the resistances of the pipe and the fluid can be determined
by Equations 2.21 and 2.22 respectively.
Rp =
ln
(
Dout
Din
)
4pikp
(2.21)
Rconv =
1
2piDinhin
(2.22)
where: Dout and Din represent the outer and inner pipe diameter, kp the conduc-
tivity of the pipe and hin the coefficient of convection between the fluid and the
inner pipe.
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Yavuzturk and Spitler [109] suggest that this method is valid for time inter-
vals between 2.5 minutes up to 200 hours and for analysis from the 200 hours
they suggest to use the G-functions proposed by Eskilson [106].
Short-term Infinite cylindrical source model: This method was proposed by
Lamarche and Beauchamp [99] and is based on applying the heat diffusion equa-
tion to two different media (filling and soil). The method is inspired by previous
methods such as Sutton et al. [111] and Young’s buried cable method [112]. This
model simplifies the configuration of the U-tube by an approximation of a single
tube of equivalent radius req that can be calculated by Equation 2.23 [111].
log
(
rb
req
)
2pikb
= Rb (2.23)
Lamarche and Beauchamp proposed the solution for the filling domain req <
r < rb for two scenarios. The first is considering a constant heat flux qb as
the boundary condition, and the second is considering convection heat transfer
inside the pipe as boundary condition. The analytical solution for these scenarios
can be found in detail in [99].
The analytical solutions, according to the authors, have very accurate results
when compared with numerical models (finite elements). However, in order
to enhance practicality, G-functions could be developed based on the proposed
analytical resolution. In short-term analyses, there is no relevant interference
with adjacent boreholes since the timescale of study is very short.
Other authors have focused on the study of the thermal response in the short-
term with very accurate results. The use of the equivalent radius has been widely
accepted by researchers to avoid problems of U-tube analysis. These models can
be seen in more detail in [113–118]. However, Li and Lai [95] emphasise that this
simplification can lead to problems in matching short-term models to medium
and long-term models. The same authors in another study developed a model
for the short-term analysis based on Jaeger’s infinite composite medium. By this
methodology, it can be assumed that the legs of the U-tubes are linear sources
of heat [113].
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2.3.3 Numerical models to evaluate borehole heat exchangers
Numerical models to evaluate borehole heat exchangers have been widely used.
With advances in computational power, nowadays almost any heat transfer prob-
lem can be evaluated using numerical approaches. Powerful software tools
like ANSYS and OpenFoam have been used to evaluate borehole heat exchang-
ers [102, 119–121]. However, this type of study has been focused on the the
short-term response of borehole heat exchangers.
Due to the complexity of these numerical models and the computational
cost, these models are not appropriate for long-term analysis. However, simpler
numerical models in one or two dimensions have the potential to solve more
quickly the thermal response of borehole heat exchangers. For instance, Fine
et al. [122] developed a simple numerical model based on the finite difference
method (FDM) in cartesian coordinates, to evaluate the long-term behaviour of
a SAGSHP.
Based on a similar approach, Chapter 6 shows the development of a nu-
merical model based on the FDM in radial coordinates and the superposition
technique to evaluate the thermal response of arrays of very shallow boreholes.
2.3.4 Superposition technique to solve complex heat transfer
problems
The principle of the superposition technique is to treat a complex heat trans-
fer problem as the sum of the results of simpler problems. For example, in
bidimensional or tridimensional heat transfer problems, with the superposition
technique, the problem can be approached by solving two or three one dimen-
sional problems and summing the results. Likewise, superposition techniques
can be used to treat problems with different boundary conditions which can be
treated separately, and their results summed. Superposition techniques in heat
transfer have been successfully used in both, numerical and analytical prob-
lems [18].
For example, Figure 2.12 shows a one-dimensional problem with two differ-
ent boundary conditions (BC) at X = 0m and X = L(L = 2m). The problem has
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been solved numerically considering the two different BC and then by summing
up the results of two more simple problems with as shown in Figure 2.13. The
thermal properties for the solid material are: ks= 1.3 W/mK, Cs=1140 J/kgK and
ρs= 1500 kg/m
3.
x=0m x=L
q1 =10W/m
2 q2 =5W/m
2
Figure 2.12: Complex one-dimensional heat transfer problem with 2 different
boundary conditions
Figure 2.14 shows the results for the temperature variation (∆T) with refer-
ence to the initial temperature (To) for the problem shown in Figure 2.12 while
Figure 2.15a and 2.15b shows the temperature variation of the two simple prob-
lems of Figure 2.13 and Figure 2.15c shows the results of the sum of the two
simple problems. The results shown in the figures are for a time (t) equal to
13.5 hours. It can be seen that the superposition technique match perfectly in
this case as the results of in Figure 2.15c are exactly the same results showed in
Figure 2.14.
 
Figure 2.13: Sum of two simple one-dimensional heat transfer problems
The superposition technique can be used to superimpose thermal responses
from different dimensions as well. In this case, a bidimensional problem can be
solved as the superposition of the responses of two one-dimensional problems.
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Figure 2.14: Results of the complex problem on Fig. 2.12
2.4 Summary of the chapter
This chapter reviewed key literature needed to carry out the appropriate devel-
opment of the thesis. It starts by showing the potential of seasonal heat storage
through different technologies. It also highlighted the lack of small-scale sys-
tems for seasonal heat storage. It is evident that BTES systems have a lot of
potential for small-scale buildings since they require less land area and are more
affordable than TTES, PTES and ATES. A review of SAGSHP systems and their
typical configurations was also carried out. It is highlighted that there are no
studies where very shallow vertical boreholes are used, despite their potential
for reducing costs. In addition, this type of very shallow system is ideal for new
and efficient small-scale buildings where thermal loads have been reduced by
improvements in building design. However, as no models have been developed
to analyse the performance of very shallow ground heat exchangers, their ac-
tual potential has not been fully analysed. Therefore, a model must be created
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Figure 2.15: a) Results of the left side of the problem in Fig. 2.13 b) Results of
the right side of the problem in Fig. 2.13 c) Results of the superposition of the
two simple problems in Fig. 2.13
that integrates the thermal response of conventional models, with the natural
thermal response of the very shallow soil. For this reason, a review of this type
of model was conducted, which serves as the basis for the development of the
model proposed in this thesis. That is, in the development of a model to study
the behaviour of very shallow vertical boreholes applying the technique of su-
perposition in a multidimensional heat transfer problem. The following chapter
shows a brief description of the proposed methodology to reach the main aim
of the investigation.
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3. Methodology
This chapter describes the methodology adopted to address the aim of this re-
search and achieve the objectives. The methodology is based on the concepts,
theories, experiences and models that were described in the literature review of
Chapter 2.
3.1 Hypothesis
As described in Chapter 1, the aim of this research is to develop a model that
is accurate and simple enough to evaluate the thermal response of very shallow
geothermal boreholes.
Section 2.1 described a range of seasonal heat storage methods and justified
the storage of heat in the soil using geothermal boreholes. This is the most eco-
nomical approach for seasonal storage, where heat can be extracted by a geother-
mal heat pump. Then, section 2.2 described the significant amount of research
activity into small-scale solar-assisted ground source heat pumps (SAGSHP).
However, there is a lack of research into this type of system combined with very
shallow geothermal boreholes, so the potential advantages that these systems
have due to their low installation cost were highlighted. While the use of very
shallow boreholes limits the actual amount of heat stored and extracted from the
ground, the developments in energy-efficient or low energy consumption build-
ings have opened a door to the use of smaller heating systems where the use of
very shallow boreholes has high potential. Finally, section 2.3 reviewed the mod-
els that can be used to study the natural variation of shallow soil temperature,
the thermal response of geothermal boreholes, and the superposition technique
to study the thermal response of complex multidimensional heat transfer prob-
lems.
Based on this review, the following hypothesis is proposed, to be tested
through the research described in this thesis:
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The use of the finite difference method together with the superposition technique of
thermal responses is adequate to develop a thermal response model of arrays of very
shallow geothermal boreholes fast and accurately.
To test the hypothesis proposed, it is necessary to develop different heat
transfer models, investigate whether the finite difference method (FDM) is more
practical than conventional analytical models and finally prove that the super-
position technique is adequate to determine the thermal response of arrays of
very shallow geothermal boreholes. These types of proposed models, given their
innovative nature, require validation by comparison with experimental data of a
pilot system of these characteristics.
3.2 Ideal methodology
An ideal methodology to test the hypothesis would focus on trying to reduce
the uncertainty of the experimental data to validate the models. This starts by
using the latest generation equipment for monitoring and data collection that
can show missing data in real-time to correct any errors that may arise in data
collection. It would also be necessary to have a testing system that is very flexi-
ble in order to allow the experimental study of different system parameters. For
example, the variation of soil materials and borehole grouting material, spacing
between geothermal boreholes, types of boreholes arrangements (series and par-
allel), depths of geothermal boreholes, different boundary conditions and con-
trol strategies for heat injection and extraction. Finally, the ideal methodology
would require a longitudinal study of the experimental system over the medium
to long term (for more than 10 years) to assess the validity of the models.
Unfortunately, this methodology is impractical within the scope of the present
project because of the high costs that would be involved. In addition, a greater
number of people would be required to carry out the different types of experi-
ments given the complexity and time that this methodology would require. Also,
given the duration of this investigation, it is impractical to conduct a long-term
experimental study as the subject of a Ph.D.
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3.3 Chosen methodology
For the reasons stated above, a more pragmatic methodology is proposed, but
one that will nevertheless test the hypothesis. This methodology is suitable for
doctoral research work and focuses first on an experimental study of a specific
design of an array of very shallow boreholes. Then a numerical study is pro-
posed where models are developed to estimate the thermal response of arrays
of very shallow boreholes. These models must be validated with the experimen-
tal data collected. Finally, an application of the validated model is proposed to
study the thermal response of very shallow geothermal boreholes in the long
term and under different thermal properties. This methodology is summarised
in graphical form in Figure 3.1.
3.4 Experimental investigation
The experimental part will be based on the Grasmere Street Project, an experi-
mental project carried out by De Montfort University, which has the necessary
inputs and monitors the essential parameters to validate theoretical models. This
project consists of a very shallow SAGSHP that is being monitored for research
purposes. It aims to evaluate the seasonal heating storage for small domestic
heating applications.
The experimental approach for this stage of the research includes the iden-
tification of the most important variables of the system and how these impact
on the system’s overall performance. The use of the monitored data will be the
first step of this approach in order to determine the soil temperature profiles
(over space and time) as well as the underground storage or earth energy bank
(EEB) temperature profiles. Additionally, the experimental energy balance of
the whole system will be determined. Through this, a general idea of the whole
system performance can be obtained. The general energy balance equation to be
used for this purpose includes all the energy fluxes coming in and out the EEB
(Equation 3.1).
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Figure 3.1: Proposed research methodology
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Qsolar +Qgeo −Qeva −Qloss = QEEB (3.1)
where: Qsolar is the solar thermal energy gained from the PVT, Qgeo is the
geothermal heat gained from the surrounding soil, Qeva is the energy demanded
by the evaporator of the GSHP, Qloss are the total heat losses and QEEB is the
heat stored in the ground.
The approach for the experimental investigation has four main steps:
• Data monitoring and selection of data set: This part consists in the analysis
of the variables that are monitored in order be able to analyse the thermal
performance of the SAGSHP and the EEB. Likewise, this also includes
the timestep or frequency of recording of the measured variables. The
selection of dataset refers to the amount of monitored data to be used to
determine the performance of the SAGSHP. In this case, at least one year of
data collection is needed in order to study the effects of seasonal thermal
storage.
• Pre-treatment of collected data: In this part, the data collected and selected
for the experimental investigation will be treated to reduce the bias due to
outliers and missing data. Hence, simple statistical analysis will identify
the outliers to be removed and then all the missing data (including the
removed outliers) will be filled by linear interpolation. As the data are
monitored on an hourly basis (high frequency for a yearly analysis), linear
interpolation is a reliable approach to fill in missing data.
• Uncertainty analysis: Before conducting the experimental investigation, an
uncertainty analysis will be conducted in order to estimate the errors in the
monitored and calculated variables. This will be based on the accuracy of
the sensors used and the precision obtained from calibration. Calibration
data will be taken from the sensor manufacturers and the accumulative
error approach [123] will be used to calculate the error in calculated values.
• Data analysis and output variables: This will be the core of the experimental
investigation. Here, all the calculations, data analysis, coding, and deriva-
tion of results will be done. The inputs will be previously validated and
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treated data. As seasonal thermal energy storage is related to heat fluxes
and temperature variations, heat transfer equations will be used to calcu-
late the net energy balance of the system. The output variables will be the
net energy inputs and outputs of the whole system over the whole period
of analysis. Moreover, the temperature profiles of the EEB will be analysed
and compared to the natural soil temperature profile to understand the
potential of seasonal storage in the very shallow soil.
The experimental investigation is presented in Chapter 4 and will indicate
relevant conclusions on the thermal behaviour of a SAGSHP with very shallow
boreholes and seasonal energy storage in the soil. Likewise, the experimental
data will be used as input data and to validate the models developed in the
numerical investigation.
3.5 Numerical investigation
The theoretical study will be based on the development of heat transfer models
using experimental data to assist the development of the models. This will be
the core of the research and where the hypothesis will be tested. To test the hy-
pothesis, several steps must be carried out as part of the numerical investigation,
and they are summarised below:
• Models to study the natural temperature variation of the very shallow soil: This
part will focus on the analysis of common models to estimate the natu-
ral soil temperature variation at different depths in the very shallow soil.
The existing models are very accurate for large depths. However, they
do not reflect the dynamic behaviour of the soil temperature in the first
centimetres of depth. Hence, a numerical model to study the natural soil
temperature variation based on the finite difference method (FDM) will be
developed. The main idea is to create a simple model that is accurate and
fast to simulate which will be a valuable contribution to the research in this
field. The output variables for the validation of the model developed will
be the natural soil temperature profile at different depths.
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• Models to study the thermal response of geothermal boreholes: This part will
focus on the development of a model to study the thermal response of the
very shallow boreholes at different time and space scales. According to
the literature, current models have shown good accuracy in predicting the
behaviour of conventional boreholes that are usually very deep (30 to 150
metres). However, these models might not be appropriate for the study
of very shallow boreholes since the soil is less stable at shallower depths
where boundary conditions are more dynamic. First, analytical models
like the Infinite Line and Cylindrical Source (ILS and ICS) model will be
evaluated. Then, a numerical model based on the FDM will be created and
compared in terms of accuracy and simulation time with the analytical
models.
• Superposition technique to study arrays of very shallow boreholes: This is a key
part to test the hypothesis proposed. Both the analytical and numerical
(FDM) models, developed in the previous stage, will be used with the
superposition technique to superimpose the thermal response of adjacent
boreholes (in an array) and the natural temperature variation of the very
shallow soil. This will create the main model proposed in the hypothe-
sis and as a reference, the thermal response will be compared with the
thermal response of analytical models. If the model proposed is accurate
and fast for simulation, then the hypothesis can be supported. The output
variables for the validation of the model will be the EEB temperature varia-
tion profiles and fluid outlet temperature from the ground heat exchanger
(GHE).
3.6 Validation of models developed
The accuracy and simulation time of both numerical and analytical models will
be compared with the results of the experimental data analysis. In the case
of no validation, modifications will be made to the models, mainly focused on
the potential uncertainties. The models will be validated using three different
metrics:
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• Coefficient of determination (R2): This is an output from regression analysis
and is an interpretation of the correlation between the predicted (calcu-
lated) variable and the actual (experimental) variable. It is important to
note that the R2 only shows if there is a correlation between the two sets
of data, but it is not a measure of the accuracy of the model. Hence, more
metrics are needed to demonstrate the accuracy of a model to predict the
output data. The R2 can be determined using Equation 3.2:
R2 =
[(
1
n
) n
∑
i=1
(si − s¯)(mi − m¯)
σsσm
]2
(3.2)
where: n is the size of the sample, si the simulated data, s¯ the mean of
the whole simulated dataset, mi the measured data, m¯ the mean of the
measured dataset, σs the standard deviation of the simulated dataset and
σm the standard deviation of the measured dataset.
• Root mean square error (RMSE): This parameter represents the standard
deviation of the residuals, which means how the data deviate from a line
of best fit. This indicator is usually used along with the R2 to see the
potential error of simulated data. The RMSE can be determined by using
Equation 3.3:
RMSE =
√
∑
n
i=1 (si −mi)2
n
(3.3)
The relative value of the RMSE is the normalised root mean square error
(NRMSE), which is simply the RMSE divided by the overall range of the
set of experimental data (mmax −mmin).
• The efficiency of the model (EF): This parameter represents the residual vari-
ance of the simulations compared to the variance of the measured data [89].
Hence, this parameter evaluates the accuracy of a model when used to pre-
dict reliable results. An EF closer to 1 indicates accurate predictions from
the models. The EF is the most meaningful of the three parameters and
can be determined by using Equation 3.4:
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EF = 1− ∑
n
i=1 (si −mi)2
∑
n
i=1 (mi − m¯)2
(3.4)
The output of the validation is support or disproof of the hypothesis. If
the hypothesis is supported, then the model will be applied to study different
parameters. Otherwise, if the hypothesis is disproved then another approach
might be proposed for further research.
3.7 Application of models developed
Finally, from the validated models, different variables such as soil properties,
grout thermal conductivities, borehole spacing, and long-term effects will be
evaluated parametrically. From these results, improvements in the configura-
tion of the system or the configuration of an optimal system are expected to
be obtained as output. Likewise, from the validated model G-functions can be
developed. These are graphical representations of the thermal response of very
shallow boreholes. G-functions for this kind of system will be a valuable contri-
bution to knowledge as different configurations of this type of system could be
evaluated. This will be one of the main outputs of the model developed.
3.8 Summary of the chapter
In this chapter, the main hypothesis and the methodology to test the hypothesis
are presented. An ideal methodology is shown and reasons suggested as to why
the ideal methodology is inappropriate. The main methodology is based on
an experimental and numerical investigation and is divided in four main steps
which are:
1. An experimental investigation of a SAGSHP with very shallow geothermal
boreholes;
2. A numerical investigation in which the model proposed in the hypothesis
is developed;
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3. A validation of the model in which the hypothesis will be proved true or
false and
4. An application of the model developed.
Chapter 4 shows the experimental investigation proposed in this methodol-
ogy, while Chapters 5 and 6 deal with the model development and validation.
Finally, Chapter 7 shows the application of the model developed.
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4. Experimental system development
and analysis
As mentioned in the methodology chapter, the current research includes an ex-
perimental approach and a modelling approach. The experimental approach
of the research helps not only to get accurate and precise data to validate the
modelling work but also to become familiar with the actual operation of a very
shallow solar assisted ground source heat pump system. A systemic experimen-
tal analysis can lead to identifying general trends regarding the system perfor-
mance, to find failures in the design and operation of the system, to analyse
the impact and the correlation between the most relevant monitored parame-
ters, among others. Through experimental data analysis, the main parameters
affecting the performance of the system can be also identified, which will help
in defining the most relevant parameter for the modelling.
The experimental systemwas installed under the supervision of the researchers
of the Institute of Energy and Sustainable Development (IESD) at De Montfort
University and the private company Caplin Homes. The latter is responsible for
the design of the whole solar-assisted ground source heat pump system. This
installation is intended to be used as a laboratory to test the system performance
and study ways to improve its performance and design.
This chapter provides a description of the experimental system set-up for
the current research, the monitoring equipment used, and the calculation of the
main heat fluxes of the energy system that were determined from the experi-
mental data. An uncertainty analysis is also presented in order to quantify the
maximal error between the measured and calculated data.
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4.1 Physical installation of the system
4.1.1 Building description
The experimental system used to carry out the research is based on a domestic
building owned by De Montfort University and used as a lab for crime scene
mocks-ups by forensic science students. The building is a two-storey 19th-
century Victorian house. The house is located in Leicester (UK) next to the
building of the School of Engineering and Sustainable Development (52.63° N,
1.14° W). The building is a terrace house adjacent on both sides to similar houses
as shown in Figure 4.1. The house was retrofitted in the year 2015 with loft insu-
lation and double-glazed windows. However, it has no insulation in the external
solid brick walls. The pitched roof is covered in slate tiles.
Figure 4.1: House of the current study
The main heating system of the house is the underfloor heating system in-
stalled in the two main rooms within the slab of the ground floor. During the
system installation, the timber floor was replaced with a solid concrete floor.
The previously installed gas-fired combination boiler with radiators is still avail-
able as a back-up. Even though the house was retrofitted, the fact of not having
insulation in the external walls leads to much higher thermal loads than those
of modern low-energy houses, which are the main target market for the very
shallow SAGSHP system under investigation. The heating system also includes
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a storage tank (120 litres) for domestic hot water (DHW), although since the
house is unoccupied, the hot water consumption is negligible. Figure 4.2 shows
the plan of the house. A room on the second floor was used as the control room.
Here all the data collection equipment, heat pump unit and water storage tank
were installed (Figure 4.3).
Figure 4.2: Plan of the house of study
4.1.2 SAGSHP system description
The very shallow SAGSHP system is configured as illustrated in Figure 4.4. The
system has eight solar panels of which seven are photovoltaic-thermal (PVT)
panels. The manufacturer of the PVTs is Solar Angel [124] and the technical
specifications are shown in Table 4.1 at standard testing conditions (STC). Ac-
cording to the manufacturer, the test conditions for the specifications followed
the standard EN 12975 [125] for the thermal side, and IEC 61215 [126] and IEC
61730 [127] for the electrical side. Hence, test conditions were conducted at an
insolation of 1000 W/m2, fluid temperature difference of 2 K and wind speed of
0 m/s. The PVTs are installed parallel to the roof of the house at an inclination of
40° facing south-west (azimuth of 60°). Ideally, the azimuth of the PVTs should
be facing south (0°). Nevertheless, this was not possible as the roof orientation
dictated the PVTs orientation.
The heat gained through the solar collectors is transferred to an underground
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Figure 4.3: Control room
thermal energy store known as an Earth Energy Bank (EEB) via a ground heat
exchanger (GHE). The EEB is then used as a low-temperature heat source for
a ground source heat pump (GSHP) unit, which delivers the heat to the house,
covering the thermal loads.
As seen in Figure 4.4, the SAGSHP can be seen as a system comprising three
sub-system or three different loops, the solar loop (yellow lines), the ground
loop (green lines) and the heating loop (orange and blue lines). The system can
be regarded as a hybrid heating system, since both solar and geothermal energy
are involved, and its operation is seasonal. In summer, as the heating load is low
and the solar radiation is high, the heat collected by the PVT panels is mainly
stored in the EEB. On the other hand, in winter, when the solar availability is
low, and the heating loads are higher, the heat pump extracts the heat stored
from the EEB in order to cover the heating loads. According to this principle,
the control strategy of the SAGSHP is set in accordance with the temperatures
measured at the outlet of the PVT and the middle of the EEB.
Whenever the outlet temperature of the PVT panels is 7 K higher than the
Carlos Naranjo-Mendoza
Physical installation of the system 69
Photovoltaic Thermal 
Collectors
Qin
Earth energy 
bank (EEB)
Ground level
Qout
PHOTOVOLTAIC 
THERMAL SYSTEM (PVT)
GROUND SOURCE HEAT PUMP 
SYSTEM (GSHP)
Domestic Hot 
Water (DHW) 
Storage Tank
Heat Pump
Radiant floor
Qin
Qin/Qout
solar loop
ground loop
heating loop
evaporator
Figure 4.4: SAGSHP configuration
EEB temperature, the solar loop pump is activated. Then, the heat gained
through the PVT panels is transferred to the EEB using the GHE (described
later in this chapter). If the heat pump is off (no heating load), then the fluid
in the ground loop recirculates keeping the soil recharging from the solar sub-
system until the temperature difference between the EEB and the outlet of the
PVT panels is lower than 4 K. Therefore, the control hysteresis is 3 K.
On the other hand, whenever the PVT temperature is lower than the EEB
temperature, the solar loop pump is turned off. If the heat pump is turned on
(heating demanded by the building), a pump, controlled by the heat pump in
the evaporator side, is activated. Therefore, the heat is transferred from the EEB
to the evaporator discharging the heat stored in the EEB which will be replaced
when solar energy is available again, or by natural recovery.
As stated previously, the heat pump covers the demand for both space heat-
ing and DHW, although there is no DHW demand. The heat pump has a heating
Carlos Naranjo-Mendoza
70 Experimental system development and analysis
Table 4.1: PVT technical specifications at STC
PV output (peak) 250 W
Electrical efficiency 15.6%
Thermal output (peak) 648 W
Gross collector area 1.6 m2
Thermal efficiency 42%
Aperture area 1.5 m2
Stagnation temperature 78.9°C
Inclination/Azimuth 40°/60°
Operating fluid Glycol (30%)
capacity of 3 kW which is enough to cover the heating demands from a well-
insulated small dwelling in the UK [128] which is the target of the system of this
study. The technical specifications of the heat pump are shown in Table 4.2.
Table 4.2: Heat Pump technical specifications
Manufacturer Vaillant UK
Heating capacity 3 kW
Max. power input 1.1 kW
Source inlet temperature range -10 to 20°C
Source circuit fluid Ethylene glycol 30%
Source flow rate 620 l/h
Heating circuit output temperature range 20 to 55°C
Heating circuit flow rate 250 to 465 l/h
Refrigerant R410A
Nominal COP 4.5
4.1.3 Earth Energy Bank and Ground Heat Exchanger descrip-
tion
The Earth Energy Bank (EEB) consists of a volume of soil, as shown in Figure
4.5. The EEB was originally conceived to be placed within the foundations of
the house as is being constructed, which is how all commercial units have been
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installed in new homes. However, in the case of this research, since the SAGSHP
system was installed after the house was built, another approach was used. In
this case, the EEB was installed in an adjacent grass verge, next to the building,
under a surface of the same footprint of the house which is 10 m by 4 m (40
m2). With the idea to replicate an actual installation, the EEB was insulated with
polyisocyanurate (Celotex) on the top (20 cm thick) and sides (10 cm thick). This
insulation has a thermal conductivity of 0.021 W/mK, which makes it one of
the best insulation materials for buildings available in the market. To protect
the insulation from rainwater and avoid the decrease of its thermal properties, a
0.3 mm polyethylene sheet was used as a protective layer for all the insulation.
This approach is similar to the one used for a new building, in which the EEB
would be placed beneath the insulated soil ground floor. Additionally, the EEB
has concrete sides (10 cm thick) between the insulation and the surrounding soil.
This concrete represents the foundations in a real installation, which also helps
in avoiding heat losses due to groundwater flows.
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Figure 4.5: Earth Energy Bank configuration and sensors location
The ground heat exchanger (GHE) is composed of 16 very shallow boreholes
connected in series. The distance between adjacent boreholes is 1.5 m except for
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the distances between boreholes B1-B2, B10-B11 and B15-B16 (Figure 4.5) which
are spaced 1 m apart. The GHE specifications are shown in Table 4.3.
Table 4.3: Ground heat exchanger specifications
Depth of boreholes 1.5 m
Borehole diameter 0.15 m
Pipe outer diameter 4.0 cm
Pipe inner diameter 3.4 cm
Pipe material HDPE
Pipe connection In series
Grouting material Bentonite
Operating fluid Glycol (30%)
Thermal properties of the soil were obtained through a thermal response test
conducted in the site before the SAGSHP system was installed. The detailed
results of the soil survey are shown in the Annexe AA and are summarised in
Table 4.4 along with the thermal properties of the working fluid and the grout
material. It is important to mention that the thermal response test was conducted
to evaluate the thermal conductivity and the type of soil, hence other properties
like density and specific heat were obtained through the look-up tables from the
microgeneration installation standard MCS 022 [129].
Table 4.4: Soil, grouting and working fluid thermal properties
Type of solid/fluid Wet clay Bentonite Glycol (30%)
Thermal conductivity 1.5 W/mK 0.8 W/mK 0.45 W/mK
Density 1800 kg/m3 2500 kg/m3 1070 kg/m3
Specific Heat 1200 J/kgK 1250 J/kgK 3768 J/kgK
Thermal diffusivity 6.94 x10−7 m2/s 2.72 x10−7 m2/s 1.11 x10−7 m2/s
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4.2 Monitoring equipment
For the current research, four different sets of monitoring equipment were used
to provide robust information for the operation of the whole system and to de-
termine the main parameters affecting its performance. The experimental data
collected through the monitoring equipment are crucial to develop accurate ther-
mal energy models, to study the energy balance of the system and to determine
the system’s current efficiency.
4.2.1 Earth energy bank temperature data
The monitoring of the EEB thermal performance is very important not only to
study the applicability and potential of very shallow boreholes but also to vali-
date the models developed for further research of this technology. In this context,
temperatures of the EEB were measured at several locations and depths using
PT1000 resistance temperature detector (RTD) sensors. PT1000 were chosen over
PT100 to minimise errors as the length of the wires from the monitoring point
and the data logger are in the range of several metres. As PT1000 sensors have
lower resistance wires, the errors can be minimised. In total, 48 RTD sensors
were installed at different locations of interest within the EEB. Figure 4.5 shows
the location of the sensors (1 to 12) while Table 4.5 describes the location and
depths of monitoring for each sensor.
Table 4.5: Sensors location and depth of measurement for the EEB
Sensors point Location Depth [m]
1 9 m away from the EEB wall 0.75, 1.25, 1.75, 2.75
2 Just Outside EEB 0.75, 1.25, 1.75, 2.75
4 Just Inside EEB 0.75, 1.25, 1.75, 2.75
3, 8, 10, 11 Borehole wall (B8, B4, B15, B2) 0.75, 1.25, 1.75, 2.75
5, 6, 7, 9 Centre of the EEB 0.75, 1.25, 1.75, 2.75
12 Inside and outside the insulation 1.75 (two sensors)
All the PT1000 sensors were connected through a NI9226 interface module to
Carlos Naranjo-Mendoza
74 Experimental system development and analysis
a temperature data logger NI cDAQ 9133 23-bit from National Instruments. The
data were recorded at 15 minutes time steps using Labview [130]. Data were
recorded from 10th February 2016 to 31st December 2017.
4.2.2 Whole thermal system data
The whole thermal system refers to the data needed to calculate the heat fluxes
and the energy balance of the whole system. It includes inlet and outlet fluid
temperature sensors in each of the thermal loops as well as the volume flow rates
for the fluids in the loops. For this, a monitoring system called RESOL VBus was
installed. For this system, data were recorded at a time step of 5 minutes and
stored online. The data stored were emailed on a weekly basis.
Likewise, it was possible to get real-time access to the monitored variables
and evaluate the current system behaviour. The temperature sensors for the
RESOL unit are also PT1000 while pulse flow meters were installed to monitor
the flow rate of the solar and ground loop. All these variables were recorded
from the 4th June 2016 until the 31st December 2017. By analysing these variables,
it is possible to calculate the heat fluxes of the whole system. Additionally, a
half-hourly electricity sensor was used to monitor the electricity consumption of
the heat pump. Figure 4.6 shows a schematic of the monitored parameters and
sensors position in the system as displayed on the portal VBUS.net.
4.2.3 PV and PVT panels electricity data
Although the current research is focused on the study of the thermal behaviour
of the SAGSHP system, electricity data were also monitored for further research
(out of scope) of the performance of PVT panels and their advantages (if any)
over PV panels. For this, SMA’s Sunny Portal application was used. Each solar
panel (either PV or PVT) has its own micro inverter and Sunny Portal collects
electricity generation data at 15 minutes intervals. Data is stored online and can
be also displayed in real-time. Figure 4.7 shows a screenshot of the display in
sunnyportal.com.
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Figure 4.6: VBUS monitoring system and sensors location
4.2.4 Weather data
Weather data are essential for the current research, as many input parameters
for the system modelling come from the ambient conditions. Likewise, weather
data is crucial to determine the current efficiency of the PVT panels, and the
thermal performance of the natural shallow soil. A weather station is installed
on the roof of The Gateway House building on De Montfort University cam-
pus. This station is located 250 metres far from the SAGSHP system. Data
from the weather station can be downloaded on-site at hourly time steps. The
main parameters measured include the dry bulb temperature, relative humidity,
wind speed and direction, solar radiation (global and diffuse) and precipita-
tion. Figure 4.8 shows the monthly solar insolation in MWh/m2 and the mean,
minimum and maximum monthly ambient temperature. Data from the weather
station were used from June 2016 to December 2017. The figure shows that even
in summer months the mean ambient temperature is relatively low (below 20°C)
while the minimum temperature in summer months can be easily lower than
10°C. Therefore, it is expected to have space heating loads even during summer.
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Figure 4.7: Display of the data monitored by Sunny Portal
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Figure 4.8: Monthly average ambient temperature and solar insolation from the
monitored data
4.3 Pre-treatment of data and uncertainty analysis
As different sets of data and monitoring equipment were used, a standardisation
and treatment of the data collected were needed. Firstly, a general analysis
of the time series data was conducted. In this way, missing data, as well as
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obvious outliers, were found. Any outlier was removed from the set of data
and then linear interpolation was used to fill any missing data. As the time
step of the raw data is sub-hourly and missing data appear sporadically, linear
interpolation is a valid method to fill in missing data [131]. Secondly, as the
data were monitored at different time steps and data from different sources are
needed to perform calculations, all the sets of data were arranged on an hourly
basis like the weather data. For this, all temperature and flow rate data were
hourly averaged. Finally, all sets of data were merged into a single set. Since
flow rate data, which is essential to calculate the system energy fluxes, were
monitored from the 4th June 2016, the whole set of data was filtered from the 4th
June 2016 until the 31st December 2017.
In order to determine the uncertainty (error) of the measured and calculated
parameters, it is important to analyse the sensor accuracy and the measurement
error. All the PT1000 RTD sensors were calibrated before the installation by
the seller, and calibration results were provided along with the accuracy error.
These results allow getting the function of the temperature in terms of the resis-
tance. The mathematical functions were set in both, the NI cDAQ unit and the
RESOL unit to compensate for any inaccuracy. Likewise, a precision test was
conducted by immersing the RTD sensors in thermal baths at 0°C and 100°C
to verify the readings and the uncertainty. The accuracy of pulse flow meters
connected to the RESOL unit was verified by checking that every voltage pulse
recorder matches with the display in the flowmeter. The thermal conductivity of
the soil was obtained from thermal response tests during a soil survey in which
54 samples of soil from different layers were analysed. The observed maximum
deviations were used to estimate the uncertainty of the calculated parameters
using Equation 4.1 [123, 132], where R is the calculated parameter, ω is the un-
certainty, x is the measured value of the primary variable i, and a is the exponent
of the primary variable in the function of the calculated parameter. More details
on the process to conduct uncertainty analysis can be found in [123]. Table 4.6
shows the details of the uncertainty of the primary (measured) variables and the
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main calculated parameters.
ωR
R
=
[
∑
i
(
aiωxi
xi
)2]1/2
(4.1)
Table 4.6: Uncertainty in measured and calculated data
Parameter Range Max. Uncertainty
Measured
parameters
Fluid inlet and
outlet temperature
-3 to 45 °C 0.23°C
Soil temperatures 0 to 20 °C 0.2°C
Volumetric
flow rate
100 to 500 l/h 7.5 l/h
Thermal
conductivity
1.44 to 1.64 W/mK 0.04 W/mK
Calculated
parameters
Heat flow
in the GHE
-2000 to 2000 W 30 W
Heat flow by
conduction in the ground
-100 to 180 W 4.93 W
4.4 Calculations from measured data
To understand clearly the system performance, it is important to first clarify
how the sub-systems work within the whole system. For this, the EEB (ground
loop) is the sub-system that directly interacts with the solar sub-system and the
heating (heat pump evaporator) sub-system. As a consequence, the performance
of the whole SAGSHP system can be assessed through the EEB. Figure 4.9 shows
the thermal boundaries of the EEB as well as the input and output energy fluxes
interacting in it. The actual EEB is insulated at the top and sides. A heat transfer
analysis using the Fourier law found that the heat transfer from the insulated
surfaces is negligible (average of -0.17 ±0.22 W/m2 for the top and -0.24 ±0.18
W/m2 for the sides). Therefore, these surfaces were assumed to be adiabatic.
Nevertheless, at the bottom of the EEB, as there is no insulation, heat can be
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exchanged by conduction with the surrounding soil. Whenever the temperature
in the EEB is higher than the surrounding heat is lost from the EEB, otherwise
the EEB gains heat. Equation 4.2 shows the general energy balance equation of
the EEB.
Qsolar +Qgeo −Qeva −Qloss = QEEB (4.2)
The heat from the PVT (Qsolar) is injected to the EEB while heat demanded by the
heat pump evaporator (Qeva) is extracted from the EEB. When solar heat is in-
jected, the ground temperature in the EEB increases and consequently heat may
be lost through the bottom of the EEB (Qloss) if EEB temperature rises sufficiently.
On the other hand, when heat is extracted from the EEB and the ground tem-
perature decreases, heat may be gained from the surrounding ground through
the bottom of the EEB (Qgeo). The remaining heat (QEEB) is the net heat stored
(positive)/ extracted (negative) in/from the EEB.
EEB
Qgeo Qloss
QevaQsolar
QEEB
Figure 4.9: EEB system boundaries (vertical section, insulated hatched areas
assumed adiabatic)
Solar heat gains (Qsolar) and the heat extracted from the evaporator heat
pump (Qeva) are calculated using Equation 4.3 and 4.4 respectively.
Qsolar = m˙ghe × cp ×
(
Tinsolar − Toutsolar
)
(4.3)
Qeva = m˙ghe × cp × (Tineva − Touteva) (4.4)
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In Equations 4.3 and 4.4, m˙ghe is the mass flow rate of the glycol in the ground
heat exchanger and cp is its specific heat. The mass flow rate is determined from
the measured volumetric flow rate, V˙ghe, data multiplied by the density of glycol
ρ f (Equation 4.5). While it is true that the physical properties of fluids vary with
temperature, from a practical and engineering point of view this variation can
be neglected since it is less than 1.8% in the temperature ranges from 5°C to
50°C [133]. Thermal properties corresponding to a glycol average temperature
of 26.7°C were used in this study. Similarly, inlet and outlet fluid temperatures
are the ones from experimental data monitored by the RESOL unit.
m˙ghe = V˙ghe × ρ f (4.5)
In order to calculate the heat exchanged with the surroundings from the bot-
tom of the EEB (Qsurr), it is important to first determine up to which depth below
the EEB the soil temperature is affected by the heat injection or extraction. For
this, the average temperature measured at the deepest part of the EEB (2.75 m)
was compared with the far field soil temperature at the same depth as seen in
Figure 4.10. Even though, the bottom of the GHE in the EEB is at 2.25 metres be-
low the surface, at a depth of 2.75 metres, the soil below the EEB is still assumed
to be affected by the GHE.
To determine the depth at which the soil below the EEB is not any more
affected by the GHE, a numerical model developed to calculate the very shallow
soil temperature variation [12] was used to compare the temperature profile
below the EEB with the far-field temperature, at similar depths. It was observed
that the temperature profile was similar in both cases at 3.75 m depth. This
implies that the heat transfer from the borehole heat exchanger had no effect at
1.5 m from the bottom boundary of the EEB (which is 2.25 m deep) and that
below 3.75 m the soil temperature is that of the natural soil.
In order to quantify the heat loss from the bottom of the EEB (Qsurr), heat
conduction analysis was carried out on the volume of soil in the 1.5 m region
(i.e. between 2.25 m and 3.75 m) below the EEB. For the boundary conditions, the
temperature at 2.25 m (the bottom boundary of the EEB) was obtained from ex-
perimental measurements, while temperatures at 3.75 m were determined from
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Figure 4.10: Comparison of the measured temperature at 2.75 m below the EEB
and in the far-field
the numerical model in [12]. Fourier’s law (Equation 4.6) was then used to cal-
culate the heat transfer between the bottom of the earth energy bank and the
natural soil temperature at 3.75 m (QEEB−Nat)
Due to the temperature gradient in the natural soil, heat transfer usually
occurs in the vertical direction (QNat). This was estimated using Equation 4.7
and temperatures from the far field soil. The temperature at 2.25 m (in the
natural soil) was obtained from experimental measurements. Finally, in order
to determine the actual heat transfer at the bottom of the EEB (Qsurr), solely
resulting from the system, the natural heat transfer QNat was subtracted from
the total heat transfer (QEEB−Nat) as illustrated in Equation 4.8.
QEEB−Nat = ksoil
AEEB (TEEB2.25 − TNat3.75)
1.5 m
(4.6)
QNat = ksoil
AEEB (TNat2.25 − TNat3.75)
1.5 m
(4.7)
Qsurr = QEEB−Nat −QNat (4.8)
From the heat exchanged with the surroundings (Qsurr), negative values rep-
resent heating losses (Qloss) while positive values represent heating gains (Qgeo).
4.5 Modes of operation
From the experimental data analysis, four different modes of operation of the
system were identified and summarised in Table 4.7. As mentioned before in
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section 4.1.2, the solar thermal pump is activated whenever the difference be-
tween the outlet temperature of the PVT panels is at least 7 K higher than the
EEB temperature. Likewise, the heat pump (evaporator) is on whenever a space
heating requirement exists. It is important to mention that since the house is
unoccupied, the indoor temperature set point of the house is 18°C and the heat-
ing system operates full time (24/7) for research purposes. Therefore, the heat
delivered to the house will be considerably higher than the actual heat delivered
by a commercial unit with a heating system controlled by occupancy schedules.
Table 4.7: System operation modes
Solar thermal
pump
Heat
Pump
Condition Consequence
Mode 1 ON OFF N/A
Solar energy flows
into the EEB
Mode 2 ON ON
Solar energy >evaporator
demand
Solar energy covers
evaporator demand,
and the surplus flows
into the EEB
Mode 3 ON ON
Solar energy <evaporator
demand
Solar energy partially
covers evaporator
demand, and the EEB
supplies the rest
Mode 4 OFF ON N/A
EEB supplies all the
evaporator demand
In Mode 1, the solar sub-system is operating, but the heat pump is turned off
due to the lack of heating demand. Hence, in this mode, the heat gained from the
sun through the PVT panels is mainly stored in the EEB. In this operation mode,
as the average EEB temperature increases, the heat losses through the bottom
of the EEB also increase. This operation mode is expected to occur mainly in
summer when the solar availability is high, and the house does not require any
heating. In Mode 2, the heat pump and the pump of the solar sub-system are
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turned on but the solar heat gained is higher than the heat demand on the
evaporator Qsolar > Qeva. Therefore, the heat gained through the PVT panels
can directly satisfy all the heat demanded by the evaporator (Qeva) while the
remaining heat is injected into the EEB. This mode of operation is expected to
occur on a sunny day at the beginning or the end of summer. Likewise, in a real
application of this system, this behaviour might occur on a summer day when
heating is required to supply DHW. In Mode 3, the heat pump and the pump
of the solar sub-system are turned on but the solar heat gained is lower than
the heat demand at the evaporator Qsolar < Qeva. Hence, the heat supplied by
the PVT panels cannot satisfy the heat demanded by the evaporator. Therefore,
the heat is partially covered by the solar heat gained while the remaining heat
demand is extracted from the EEB. This behaviour can occur on a sunny winter
day when despite having solar availability, this is not enough to cover the heating
requirements. Finally, in Mode 4, the heat pump is operating, and the solar sub-
system is not operating (no solar heat gain). As a result, the heat demanded by
the evaporator is entirely satisfied by the heat stored in the EEB which may be
replaced to some extent by heat from the surrounding soil through the bottom
of the EEB. This mode of operation will occur mainly in winter and during cold
nights, when heating is demanded.
4.6 Results from calculations and discussions
This section discusses the main results and findings from the experimental data
analysis and calculations. A general overview of how the system performs is
discussed, and highlights from the main findings are shown. The results suggest
that the PVT panels are oversized compared to the size of the GHE. Hence an
improved configuration might be the use of an intermediate storage medium
for the short-term. Likewise, results show that the use of insulation in the sides
can be avoided for the storage temperatures of this study. In fact, the use of
insulation at the sides reduces the EEB’s heat gain from the surroundings during
winter. Finally, the potential of using another type of solar collector technology
is considered. A solar energy technology with a higher outlet temperature will
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have a higher rate of heat transfer and therefore a higher storage temperature,
which could significantly increase the whole system efficiency.
As mentioned in section 4.3, the set of data selected for the experimental
analysis and calculations corresponds to the period from the 4th June 2016 to the
31st December 2017.
4.6.1 Energy balance of the earth energy bank
First, a general view of the GHE behaviour is shown. Figure 4.11 shows the
averaged hourly values of the GHE inlet and outlet fluid temperature. The figure
shows that the system works as expected in terms of heat storage and extraction.
During summertime, from June to September, it is seen that, in general, the inlet
temperature is higher than the outlet temperature, thus heat is being transferred
to the EEB. By contrast, in wintertime, from November to February, the outlet
fluid temperature is higher than the inlet temperature, which means that heat
is being extracted from the EEB. It can be noted that the temperature difference
(either in injection or extraction mode) between the inlet and outlet temperature
is variable. This may be due to the variation of the mass flow rate but is more
likely to be due to the variation of the EEB temperature. However, it can be
noticed that this temperature difference, for the highest injection rate, is typically
not higher than 6 K (Figure 4.12). This small temperature difference is common
in GSHP systems where the temperature difference in mainly driven by the mass
flow rate.
Figure 4.12 also shows the dynamic operation of the GHE. The variation in
average hourly GHE temperature difference shows that the SAGSHP system can
dynamically switch from injection to extraction mode in the same season, month,
or even day. This behaviour depends on the heating demand and the solar outlet
and EEB temperature. It is also important to mention that on occasion during
cold winter nights, due to heat extraction from the EEB the average EEB temper-
ature reaches values considerably lower than the ambient air temperature. At
such times, as long as the temperature difference between the EEB and the outlet
of the PVT panels (ambient temperature) is higher than 7 K, the solar pump is
activated and the EEB is recharged by the natural ambient temperature through
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Figure 4.11: Inlet and Outlet fluid temperatures in the EEB
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Figure 4.12: GHE temperature difference, positive is heat extraction, and nega-
tive is heat injection
the solar loop. Once again, this indicates that the heat extracted from the EEB
by the GHE can quickly affect the EEB temperature, and it is important to keep
recharging the EEB.
Before analysing the heating fluxes in the different operation modes, it is
important to analyse how the PVT panels perform according to solar availabil-
ity. For this, the incident solar radiation on the PVT panels’ surface was deter-
mined. The global and diffuse horizontal radiation data are collected from the
weather station. However, in order to calculate the solar radiation incident on
the PVT panels, the solar radiation at the tilted surface must be calculated. The
inclination of the PVT panels is 40° and the radiation at the tilted surface was
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calculated by using Perez’s model [134] in TRNSYS software [135]. The results
were integrated on a monthly basis in order to derive the insolation (heat per
square metre). Then, the useful solar heat gains (Qu) were determined from
the experimental data using the temperature difference between the inlet and
outlet temperature of the PVT panels (∆TPVT), the mass flow rate in the solar
loop (m˙sol) and the specific heat (cp). Similarly, the results were integrated into
monthly basis to get the monthly useful solar heat gains (Equation 4.9). The
results are shown in Figure 4.13.
Qu =
∫ t f
to
m˙sol × cp × (∆TPVT) dt (4.9)
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Figure 4.13: Incident solar radiation on the PVT and actual heat gain
It can easily be noted that the average solar utilisation ratio of the PVT panels
is around 20%, which compares poorly with PVT test data. Nevertheless, con-
sidering that the useful solar heat gains are limited by the actual heat injection
rate to the EEB, and consequently by the size of the GHE, it is not possible to
conclude that the thermal efficiency of the PVT panels is as low as 20%. In fact, a
normal PVT panel, tested at standard conditions (insolation of 1000 W/m2) has
a maximal thermal efficiency (ηo) between 40% and 60% [136, 137]. Therefore,
the seven PVT panels have more solar thermal potential that cannot be captured
or stored. This leads to the suggestion of using a buffer tank or some other
intermediary energy store between the solar collectors and the EEB in order to
exploit the full potential of the installed PVT panels. Another suggestion might
be the use of another type of solar energy technology that can supply heat at
higher temperatures.
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The whole set of data analysed to study the heat fluxes in the EEB corre-
sponds to a total of 13820 hours (from the 4th June 2016 to the 31st December
2017). From these hours, the system was in operation either in injection or ex-
traction mode (GHE pump ON) for 8605 hours. Table 4.8 shows the number of
hours when the SAGHSP system was working in the different modes of opera-
tion.
Table 4.8: Hours of operation of the system in each mode
Operation mode Hours of operation
Mode 1 2246 (26%)
Mode 2 915 (11%)
Mode 3 455 (5%)
Mode 4 4989 (58%)
The main mode of operation of the system is Mode 4, in this mode, the sys-
tem is extracting heat from the EEB to cover the heating loads. More than 50%
of the time the system operates in this mode. On the other hand, in heating in-
jection mode (Mode 1), it is seen that the system operates more than 26% on the
total hours. However, the total heat injected or extracted not only depends on
the number of hours (time) but also on the fluid inlet and outlet temperature dif-
ference. As seen in Figure 4.12, the GHE inlet and outlet temperature difference
are typically higher during heating injection mode, this suggests that the hourly
amount of heat that is injected is higher than the one that is extracted and this
can be verified in Figure 4.14. The system also works a considerable number of
hours in Mode 2. This mode might cause some issues as the PVT panels are di-
rectly covering the evaporator demand and the fluid entering temperature (FET)
in the evaporator might occasionally rise to more than the maximum tolerated
by the heat pump. During this research, the PVT panels normally have a low
outlet temperature when heating is required. However, in commercial units this
might not always be the case, for example if DHW is required during Mode 2
operation. This situation must be avoided.
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Figure 4.14: Hourly heat transferred to the EEB, positive is heat extraction,
negative is heat injection
All modes of operation
The calculations of the energy fluxes under all modes of operation are shown
in Figure 4.15. In general terms, during summer the system mostly injects heat
in the EEB while during winter, the system mainly extracts heat from the EEB.
Some evaporator heat demands exist during summertime (from June to August).
This occurs mainly in colds nights of summer when heating is required as the
indoor temperature set point remained active at 18°C. From October to January,
solar availability is very low, and the heat demanded by the evaporator is rel-
atively high. Hence, the heat is supplied mainly from the heat stored in the
EEB. However, it is noticed that a considerable amount of heat is also supplied
from the geothermal energy coming from the bottom of the EEB. This is because
as the heat is being extracted from the EEB, its temperature decreases and the
temperature difference with the surrounding soil allows the EEB to gain some
heat naturally. From February to May, most of the heat is supplied directly by
solar energy through the EEB. This is something unusual for those months of
operation. As seen in the figure, between December 2016 and March 2017, there
is a very low heat demand from the evaporator, even though those very cold
months.
After investigating this issue, it was noticed that the back-up boiler-radiator
system was enabled during those months. Hence, the SAGSHP system was
working to only cover partially the heat demanded by the house.
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This might have affected the entire project, as a considerable amount of heat
was not extracted from the EEB during those months. However, for this research,
the experimental set-up was configured in a way that the heating system was
enabled 24 hours (always ON). Therefore, the extracted heat from the EEB is
also higher than in a real system where heating is controlled by schedules either
automatically or manually. Likewise, as mentioned previously in section 4.1.1,
the house of this study has much lower thermal efficiency than a modern low-
energy house, which would be the target for this kind of technology. Hence,
the amount of heat extracted from the EEB in the current research is almost
definitely higher than would be the case in a commercial application.
Jun-16 Jul-16 Aug-16 Sep-16 Oct-16 Nov-16 Dec-16 Jan-17 Feb-17 Mar-17 Apr-17 May-17 Jun-17 Jul-17 Aug-17 Sep-17 Oct-17 Nov-17 Dec-17
-0.4
-0.2
0
0.2
0.4
0.6
0.8
H
ea
t [M
W
h]
Q solar Q geo Q evaporator Q lost Q EEB
Figure 4.15: Monthly heat fluxes: All modes
Regarding the total energy balance during the whole period of analysis, it is
worth mentioning that about 18% (0.87 MWh) of the input energy comes from
geothermal energy and 82% (3.97 MWh) from solar energy. Likewise, the heat
pump directly uses about 54% (2.6 MWh) of the input energy while 46% (2.24
MWh) is stored in the EEB. The total heat losses during the whole period of the
analysis are 6% (0.29 MWh). Figure 4.16 shows the Sankey diagram, where the
use of the total amount of energy during the whole period of analysis can be
appreciated.
Mode 1
This mode of operation is purely injection of heat from the PVT panels. Hence,
as the evaporator demands no heat most of it is stored in the EEB. Some heat
losses are also noticeable mainly in late summer as the average temperature
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Figure 4.16: Sankey diagram of the total data analysed
in the EEB becomes higher than that of the surrounding soil. It can be noted
that, in February 2017, some heat is also gained from the bottom of the EEB
(geothermal heat gain). This is mainly after a heating extraction period, where
the EEB temperature is lower than that of the surrounding soil and relatively
little heat was demanded by the evaporator (due to the accidental activation of
the backup heating system). Hence, the EEB is naturally gaining heat from the
surroundings, while the PVT panels are also providing heat to be stored (Figure
4.17). The solar potential of the PVT panel, as seen in Figure 4.13, is higher than
what is actually stored. On average during summer months, between 230 and
280 kWh of heat is monthly stored in the EEB.
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Figure 4.17: Monthly heat fluxes: Mode 1
Mode 2
Figure 4.18 shows the energy balance of the system when working in Mode 2.
This mode occurs rarely and is focused during the transition period, which is the
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beginning and end of summer. This mode happens, whenever the heat pump is
ON, and the solar energy gained through the PVT panels is higher than the heat
demanded by the evaporator. For example, during a cold morning on a sunny
day. Typically, in the first hours of the morning, the heating loads of houses are
higher than in the afternoon. However, solar radiation can be high enough to
cover these thermal loads and provide surplus heat for storage in the EEB. In an
occupied house, this mode of operation can also occur when DHW is required on
a sunny day. In real applications, the designers must be careful with this mode
of operation as there is a risk of having too high an inlet fluid temperature at the
evaporator when the heat pump compressor is running. Normally, heat pumps
are designed to trip out when a fluid with excessive temperature is supplied to
the evaporator, in order to avoid damage to the heat pump. However, this will
also prevent heat from being delivered when a requirement exists. One potential
solution to this problem is the use of a three-way valve to keep recirculating the
fluid through the solar loop while heat is extracted from the EEB to supply the
evaporator demand.
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Figure 4.18: Monthly heat fluxes: Mode 2
Mode 3
Mode 3 of operation is also an unusual mode of operation like Mode 2. The
few cases in which this mode occurs are mainly in the transition periods (Figure
4.19). This happens when there are heating requirements, and low solar energy
is available. Hence, the heating demands are covered by both the solar gains
and the heat extracted from the EEB. It is noted that during this operation mode,
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minimal heat losses occur since in this mode the EEB is generally colder than
the surrounding soil and therefore heat is transferred from the surrounding soil
to the EEB through the bottom.
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Figure 4.19: Monthly heat fluxes: Mode 3
Mode 4
This mode of operation occurs mainly in winter and during cold nights where
solar energy is not available, and the house requires heating. Thus, heating
is covered by the heat in the EEB, which is not only the stored heat but also
the heat gained from the surrounding soil. This mode of operation is the most
common of the system. Figure 4.20 shows that under this mode of operation,
during winter months, from 150 to 340 kWh of heat are monthly extracted from
the EEB. As noted, very few heat losses exist as the average temperature in the
EEB is lower than that of the surrounding soil. The few losses existing under
this mode of operation are in summer months.
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Figure 4.20: Monthly heat fluxes: Mode 4
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Seasonal Performance Factor
In order to evaluate the performance of the heat pump unit of the system, the
seasonal performance factor SPF was calculated. The SPF is the ratio of the
energy output and the electricity input. For this calculation, the electricity used
for running the heat pump and the pumps for the GHE and the radiant floor was
used. As the actual variables to determine the heat output were not monitored,
the SPF was calculated based on the heat extracted from the ground (Qeva) as
shown in Equation 4.10. This is what some authors call the SPF-H3 [55], which is
based on the energy output from the condenser divided by the electricity input
to run the compressor and complementary pumps.
SPF =
∫ t f
to
Qeva +Wele
Wele
dt (4.10)
Figure 4.21 shows the monthly seasonal performance factor (SPF). An average
monthly SPF of 2.51 was calculated for the whole period of analysis. This value
is quite low when compared with conventional GHSP systems in which SPF-1
higher than 3.5 is common [55]. The lower efficiency was expected due to the
use of very shallow boreholes which reduce the temperature of the EEB quickly,
decreasing the whole system efficiency. However, considering the low cost of
installation of the GHE and by having in mind that a SPF of 2.51 is higher than
conventional air-source heat pumps (typically from 2 to 2.5 [65]), the system
performance is encouraging. It is important to mention that the consumption of
DHW will have an impact on the SPF as well.
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Figure 4.21: Monthly Seasonal Performance Factor (SPF) of the heat pump unit
Figure 4.21 also shows the difference in the SPF in wintertime and summer-
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time. In summer, SPFs higher than three can be obtained. This is mainly related
to the average temperature of the source (EEB). The higher the source tempera-
ture of a heat pump, the higher the heat pump COP.
4.6.2 Earth energy bank thermal performance
In this section, an analysis of the thermal performance of the earth energy bank
(EEB) is presented. First, it is important to understand how shallow soil behaves
thermally. For this, an analysis using experimental data from the far-field soil
temperature (sensor 1 in Figure 4.5) is done. Figure 4.22 shows the temperature
variation of the natural soil at depths of 0.75 m, 1.25 m, 1.75 m and 2.75 m.
According to the data measured, the natural heat recharging of the EEB occurs
from mid-March to mid-September, where the maximum temperature of the soil
at 2.75 m is slightly higher than 15°C. On the other hand, the natural discharg-
ing of the EEB occurs from mid-September to mid-March, and the minimum
soil temperature is below 10°C at 2.75 m. Hence, although the installation of
the ground heat exchanger is at a maximum depth of 2.75 m, the natural annual
temperature oscillation is around 5 K, which is small enough to not seriously
reduce the performance of the heat pump. Also noticeable is the shift in the
maximum and minimum soil temperatures at different depths. As the soil has
a high heat capacity, the peaks (highest and lowest) temperature conditions af-
fect more quickly the layers of soil closer to the surface. Likewise, it is noted
that the average annual temperature for all the different depths is very similar
(around 12.5°C). This annual average temperature is normally considered as the
undisturbed ground temperature for that location.
The heat stored or extracted in the EEB, and therefore, the temperature vari-
ation in the soil of the EEB and the thermal grout (bentonite) are directly related
to the GHE inlet temperature. Figure 4.23 shows the temperature variation of
the soil in the centre of the EEB at 1.25-metre deep, the temperature of the 16th
borehole wall and the GHE inlet temperature. The figure shows that fromMarch
to the beginning of July, the temperature of the EEB mainly increases as heat is
being stored. From September to December the EEB mainly discharges heat and
its temperature decreases. Transition periods occur from July to September and
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Figure 4.22: Natural soil temperature variation, sensor 1
from December to March. These periods might vary from one year to another,
as they will depend on the seasonal conditions as well as the thermal loads of
the building. During transition periods, the temperature of the EEB remains
relatively constant as there is a balance between the heat injected and extracted.
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Figure 4.23: Main temperature variations of the SAGSHP system
Regarding the heat stored or extracted from the EEB, Figure 4.24 shows the
temperature variation of the EEB centre temperature (sensors 5, 6, 7 and 9 in
Figure 4.5) compared to the far-field temperature variation (sensor 1) at different
depths. When the temperature in the EEB is higher than the far-field temper-
ature, it is considered that there is net heat stored in the EEB. Likewise, when
the EEB temperature is lower than the far-field temperature, it is considered
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that there has been a net heat loss. These cases are highlighted in the figure.
For example, at a depth of 1.25 m, the EEB reaches a maximum temperature of
19°C, which is about 4 K higher than the natural soil temperature at the same
depth. In contrast, the lowest temperature of the EEB at the same depth is close
to 2°C, which is around 8 K lower than the natural soil at the same depth. It is
worth mentioning that at higher heat extraction rates, the soil in the centre of the
EEB might reach temperatures below 0°C. This phenomenon could lead to ‘soil
heave’ and should be avoided, but it is out of scope in this research. As the GHE
for commercial installations is located within the foundations of a building, the
freezing of the water content in the soil (which can cause a volume expansion of
up to 9%) might compromise the foundations [138].
The experimental data show greater storage effects (∆T) at mid-range depths,
as expected. This kind of storage system creates a ‘heat bubble’ which increases
the storage efficiency as less surface is exposed to the surroundings. No con-
clusions about the long-term energy balance can be drawn yet, as this analysis
should be performed using data collected over several years.
Figure 4.24: EEB and natural soil temperature variation
Figure 4.25 compares the temperature measurements at both sides of the EEB
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insulation with the distant soil temperature (sensor 1) as a reference. This is done
to study the utility of the insulation in the sides. The insulation was installed
with the intention to retain the heat stored during summer by reducing the heat
losses to the surrounding soil. However, at the relatively low EEB soil tempera-
tures experienced during summer and considering the high heat capacity (low
heat diffusion) of the soil, the conduction of heat through the sides of the EEB
might actually be very low. From the experimental results, it can be seen that in
summer 2016, there was about 1 K temperature difference across the insulation
(higher inside the EEB), while in summer 2017, the temperature inside the insu-
lation remains very close to the temperature outside the insulation. In contrast,
in winter months the inside temperature is lower (up to 3 K) than the outside
temperature. This implies that the insulation might actually reduce system per-
formance since it prevents the EEB from gaining heat from the surrounding soil
at the sides during the colder months. In this research and experimental set-up,
the insulation does not make a big contribution. However, no strong conclusions
on the use of insulation can be obtained from this. For instance, the layer of in-
sulation on the sides might have been in contact with rainwater over the months,
losing its thermal properties (though the insulation used in the EEB is supposed
to be hydrophobic). Likewise, if the project had used a solar technology with a
higher outlet temperature (e.g. evacuated tube collectors or flat plate collectors),
the average EEB temperature might be significantly higher, and consequently
the use of insulation in the sides might be beneficial. This would require further
research, but it was evident that for this particular installation the use of insula-
tion on the sides of the EEB could have been avoided, with no significant impact
on the thermal performance of the EEB.
Finally, it is important to highlight some points regarding the performance of
the thermal energy store with shallow boreholes. The thermal storage capacity
of the EEB depends on the volumetric heat capacity of the soil, the volume of
the EEB and the temperature difference between the beginning and the end of
heat injection/extraction periods. The volumetric heat capacity of the soil of
study (wet clay) has a value of 2.16 MJ/m3K, and the volume of the EEB is
80 m3. Considering an annual temperature variation, at the centre of the EEB,
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Figure 4.25: Soil temperature variation inside and outside the insulation
of 15 K (as shown experimentally in this study), the heat capacity of the EEB
would reach a value of 720 kWh. As noticed, with a heat pump with an average
SPF of 2.51, the EEB would not be enough to cover the annual winter heating
demand. However, an analysis of this type is not suitable for this study. Firstly,
57% of the heat demanded by the evaporator is covered directly by the heat
gained through the solar collectors, as shown in the Sankey diagram in Figure
4.16. The study has shown that this system can be considered as a hybrid solar-
ground source system, which is partially covered by solar energy and partially
by the heat gained from the surrounding soil. Moreover, it is very important to
highlight that the operation of the system is very dynamic regarding the heat
injection and extraction (i.e. significant heat can be injected and extracted on the
same day or month). This behaviour allows the EEB to store and release a much
higher quantity (as shown in Figure 4.16) of heat during the year. As seen in
Figure 4.12, the change in temperature in the EEB and the borehole wall is very
dynamic. So, it cannot be compared to a system that has a linear increase or
reduction in the temperature of the ground.
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4.7 Summary of the chapter
In this chapter, the performance of an experimental installation of a shallow
SAGSHP system for residential heating applications has been analysed. The
system performance was studied from data collected over 19 months. During
the time of operation, the system was able to inject 2.24 MWh from the solar
energy into the ground to help not only in covering the evaporator demand in
winter but also to prevent/recover the ground from any thermal imbalance over
the year. The experimental data also showed that the system exchanges heat with
the surroundings. In the cold months, the soil in the EEB gains heat from the
surrounding soil underneath it, while in summer, heat loss from the bottom was
also observed, although the heat gains are higher than the heat losses. This is
mainly because the yearly heating extraction is higher than the heating injection.
In fact, with the current system, the heat injection can be only done when solar
energy is available, which is mainly on sunny days. On the other hand, heat
extraction occurs in winter at any time of the day. Hence, during the total hours
of operation, the system works much more in heating extraction mode, than in
heating injection mode. During the transition periods (from summer to winter
and vice versa) most of the evaporator demand was directly supplied from the
usable solar energy gained through the PVT collectors. This operation mode
must be analysed in detail, and a solution should be investigated that avoids
fluid with excessive temperature from entering the evaporator of the heat pump.
For instance, the use of a three-way valve that allows the fluid from the solar loop
to keep recirculating without going to the evaporator, while the heat demanded
by the evaporator is extracted from the EEB. Another option could be to use a
secondary heat store (such as a water cylinder) inserted between the PVT and
the EEB to buffer the solar heat on a daily basis. This solution might also help
in maintaining heat injection to the EEB long after PVT temperature has peaked
such as during night time after a hot day.
The EEB soil temperature, at a depth of 1.25 m, was observed to be up to 4
K higher than the natural soil temperature at the same depth. Also, during the
heat extraction period the EEB soil temperature can drop to just 2°C. Without so-
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lar recharging, the temperature in the soil might reach temperatures below 0°C,
freezing the soil and affecting the overall system efficiency as well as causing
volume expansion issues. Conclusions obtained from this study are not discour-
aging as the system has proved to perform relatively well even though the use
of shallow boreholes limits the actual amount of heat that can be stored or ex-
tracted. With these first findings it has been shown that this system configuration
is worthy of further study as the use of shallow boreholes implies considerably
reduced cost of installation compared to other SAGSHP systems. The main re-
sults from the experimental data analysis show that, despite the use of shallow
boreholes, the system was able to operate at an SPF comparable to conventional
GSHP systems (typically from 2 to 3.5). Indubitably, shallow boreholes would
not be a good choice for large buildings. However, for the low-energy domestic
sector, where the peak heating loads are typically below 20 W/m2, shallow bore-
holes seem to be an affordable and feasible solution to cover heating demand.
That is why the target market for this kind of system is the low-energy small
domestic sector.
The experimental data analysis has also indicated some key areas for further
study. For example, it was noted that the rate of heat output from the PVT
collectors is often much higher than the capacity of the GHE to transfer it to
the EEB, causing a low heat transfer from the solar system. As seen in the
results, the actual solar output is not only limited by the efficiency of the PVT
but also by the transfer of heat into the EEB. The results also indicated that
the vertical insulation around the EEB helps in reducing heat losses during the
charging period, but also prevents the natural recharging from the surrounding
soil in winter months. However, in general terms, for this particular research,
the use of insulated sides could have been avoided. Further research is needed
to determine under which circumstances insulation around the EEB is beneficial.
With this first experimental analysis, some research questions have been
raised, but without doubt the shallow SAGSHP is a system with a high po-
tential for the low-energy small domestic sector and is worthy of further study.
As the main innovation of this system is the use of shallow boreholes, the real
challenge of this research is to be able to model and predict the behaviour of
Carlos Naranjo-Mendoza
Summary of the chapter 101
shallow boreholes. With an accurate model to estimate the thermal performance
of arrays of shallow boreholes, a valuable contribution to knowledge can be
made. Enough experimental data have been generated to validate any analyti-
cal or numerical model applied to shallow boreholes. However, something else
that has also been demonstrated is the high degree of influence of the natural
soil temperature variation upon the thermal performance of the EEB. For this
reason, it is important to first determine an appropriate model to estimate the
natural temperature variation of the shallow soil. This will be the main focus of
the next chapter.
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5. Modelling of the shallow soil tem-
perature
As mentioned in the Methodology (Chapter 3), an approach based on experi-
ments and modelling is proposed to achieve the aim of this research. Chapter 4
provides a detailed explanation of the experimental approach. It provides all
the information regarding the experimental set-up and the analysis of the data
collected. It also shows the general characteristics in the performance of shallow
geothermal systems and how the particular system under investigation has op-
erated for almost two years. The second part of the methodology is related to the
modelling approach used to study the performance of shallow vertical ground
heat exchangers. To deal with the modelling of shallow boreholes in locations
close to the surface, it is crucial to first understand the thermal performance
of the natural soil near the surface. As the vertical boreholes will be installed
into soil that is affected by the ambient conditions, the modelling of the natural
temperature variation of the soil must be analysed. Then, further analysis can
be carried out to investigate the extent to which the natural ambient conditions
might affect the performance of shallow ground heat exchangers.
In this context, the objective of this chapter is to study the performance and
accuracy of different analytical and numerical models to predict the natural tem-
perature variation over time of the shallow soil. The modelling results are com-
pared with experimental results from the data monitored in the far field soil of
the experimental installation of the Earth Energy Bank (EEB).
5.1 Experimental data of the natural soil
Before studying the application and accuracy of different analytical and numer-
ical models to predict the temporal variation of the soil temperature, it is im-
portant to show the experimental data that will be used for the validation of
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the different models. This provides a clear idea of the variation of the tempera-
ture in the shallow soil and demonstrates why its study is important. The soil
studied is the same as that in which the experimental EEB was installed (see
Chapter 3). The far field measurement point is five metres from the side wall in
the installation of the EEB (Figure 5.1). Table 5.1 shows the soil type and its ther-
mal properties. The classification of the soil and the thermal conductivity was
obtained through a soil test carried out prior to the installation of the shallow
geothermal system, while the other thermal properties were estimated from the
MSC 022 tables for installations of GSHP systems [129]. The sensors used for
monitoring the soil are PT1000 resistance temperature detector (RTD) sensors.
All sensors were calibrated by the manufacturer and have an accuracy of ± 0.2°C
as previously mentioned in section 4.3.
Figure 5.1: Far-field monitoring point location
Figure 5.2 shows the experimental data used in this chapter for the validation
of the models studied. The data correspond to average hourly measurements of
soil temperature at depths of 0.75 m, 1.25 m, 1.75 m and 2.75 m. The data
correspond to the period between February 10, 2016 and February 24, 2017.
The figure also shows the temporal variation of the air temperature. These
data relate to the weather station described in Chapter 3. The figure shows that
the ambient temperature has a direct impact on the variation of the soil temper-
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Table 5.1: EEB soil thermal properties
Type of soil Wet clay
Thermal conductivity 1.5 W/mK
Density 1800 kg/m3
Specific Heat 1200 J/kgK
Thermal diffusivity 6.94 x10−7 m2/s
ature. Likewise, it is observed that the oscillations of the ambient temperature
have a greater influence on the temperature of the layers of soil closest to the
surface. As the depth increases, oscillations in the short term have less influ-
ence. It is also seen that even at a depth of 2.75 m, the soil presents a seasonal
variation with an oscillation amplitude of approximately 5 K. This demonstrates
that, at the depth of installation of the shallow geothermal system, the soil can-
not be considered to be undisturbed, and for this reason the natural variation in
soil temperature will be expected to have an important influence on the thermal
behaviour of the shallow geothermal heat exchanger.
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Figure 5.2: Experimental data of the far-field soil and ambient temperature
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5.2 Undisturbed ground temperature
The undisturbed ground temperature is the temperature of the soil at depths
where the seasonal variations have no influence. This temperature is very im-
portant as is a crucial input parameter for both analytical and numerical models.
The values of this temperature vary according to the location and the most ac-
curate way to determine this is through experimental measurements of the deep
ground. In reality, such experimental measurements can be difficult, so the value
of undisturbed temperature may be estimated by different methods. The sim-
plest is to assume that the value of the annual average air temperature matches
the undisturbed ground temperature. However, in very variable climates, this
assumption may be erroneous [139]. Hence for greater accuracy, the average
temperature of the soil surface may be used in place of the average air tem-
perature. The average temperature of the soil surface is not easily available, as
conventional weather stations do not usually monitor this parameter. This re-
search uses the correlation model proposed by Badache et al. [84] which allows
the undisturbed ground temperature (Tgr in K) to be estimated from the average
ambient temperature using Equation 5.1:
Tgr = 17.898+ 0.951Ta (5.1)
where Ta is the average annual air temperature in K.
This model has a coefficient of determination (R2) of 0.995 verified with ex-
perimental values from seventeen different locations around the world. In the
case of the soil in Leicester, UK, the undisturbed ground temperature is 14.87°C
based on an average annual ambient temperature of 10.88°C.
5.3 Conventional analytical models to study the tem-
perature variation of the shallow soil
As mentioned in the literature review (section 2.3.1), there are different analytical
and empirical models to estimate the natural soil temperature over time at dif-
ferent depths. The analytical models that were used in this study correspond to
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the sinusoidal model of Kusuda and Achenbach [80] and the analytical model of
heat diffusion in a semi-infinite solid medium [81]. The Kusuda and Achenbach
sinusoidal model has been the most used to estimate the temporal variation of
the soil at different depths. This model is more accurate at greater depths since
it has the limitation of not considering temperature variations in the short term.
On the other hand, the semi-infinite model is more accurate at shallower depths
since the depth of influence depends on the time the soil is subjected to a tem-
perature. That is, at shorter time intervals, the variation of the temperature in
the shallow soil can be studied. Equation 5.2 shows the analytical solution of
the Kusuda and Achenbanch model. More information about this model can be
found in Appendix A.
T (z, t) = (Ts − ∆T) e−z
√
ω
2α cos
(
ωt− ϕs −
(√
ω
2α
)
z
)
(5.2)
where:
z= depth of analysis; ω = 2pit ; α= soil thermal diffusivity ϕs= time of year of
minimum surface soil temperature in rad and Ts= undisturbed soil temperature
in °C.
On the other hand, Equation 5.3 shows the analytical solution of the semi-
infinite model considering constant surface temperature in the soil (but variable
in hourly intervals). More information about the semi-infinite model can be
found in Appendix A or in [81].
T (z, t) =
[
erf
(
z
2
√
αt
)
(To − Ts)
]
+ Ts (5.3)
where:
To= initial soil temperature and erf= error function.
5.3.1 Sinusoidal model
This section assesses whether the sinusoidal model of Kusuda and Achenbanch
[80] is sufficiently accurate to estimate the temporal variation of the shallow soil
temperature. For this, Equation 5.2 was used and the values shown in Table
5.2 were used as input data. The results calculated using the sinusoidal model
were compared with the experimental data described in section 5.1. As shown
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in the input data, ϕs is the time in radians when the soil surface temperature
is minimal considering that 2pi rad equals 365 days. Based on the measured
experimental data, the minimum daily average temperature occurs on January
31.
Table 5.2: Input data for the sinusoidal model
Ts= 14.87°C
∆T= 8°C
αs= 6.95 x10
−7 m2/s
ϕs=
2pi 31
365 rad
The sinusoidal model is supposed to be an accurate model for predicting
the temperature of deep soil. However, when compared with experimental data,
this model was found to be impractical and highly dependent on the value of the
undisturbed ground temperature. In fact, with the calculated value of the undis-
turbed ground temperature (14.87°C), the model did not match the experimental
data as seen in Figure 5.3. It is noted that the model overestimates the ground
temperature at all the assessed depths. This might be due to the uncertainty in
the calculated value of the undisturbed ground temperature. Unfortunately, this
value is rarely measured by weather stations, and estimations must be made. It
is clear to see that the current undisturbed ground temperature may be lower
that the predicted by Badache et al. [84] model. However, when no experimental
data are available, this value must be determined by means of the ambient air
temperature and consequently the uncertainty of the application of this model
increases. For this reason, the sinusoidal model should be used carefully as this
it is very sensitive to small differences in the input values.
In order to increase the accuracy of the sinusoidal model, the input value
of the average surface temperature was adjusted until find a better fit. Figure
5.4 shows the results of the exact same sinusoidal model but using an average
surface temperature of 12.5°C. As seen in the figure, the accuracy increases no-
ticeably. However, the aim of this exercise is merely to show how sensitive is
the sinusoidal model to a small difference in the average surface temperature.
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As mentioned before, experimental values of the undisturbed ground tempera-
ture are not usually available in common weather stations, hence this method,
despite its simplicity, has a high uncertainty (see section 5.5) and should be care-
fully used.
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Figure 5.3: Comparison between the sinusoidal model and experimental
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Figure 5.4: Comparison between the sinusoidal model and experimental with
adjusted surface temperature
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5.3.2 Semi-infinite model
This section assesses whether the semi-infinite solid sinusoidal model [81] is
accurate to estimate the temporal variation of shallow soil temperature. For this,
Equation 5.3 was used, and the values shown in Table 5.3 were used as input
data. As with the sinusoidal model, the results calculated using the semi-infinite
solid model were compared with the experimental data described in section 5.1.
Table 5.3: Input data for the sinusoidal model
To= mean air temperature °C
Ts= air temperature °C
αs= 6.95 x10
−7 m2/s
In the semi-infinite model, as the depth of analysis increases the accuracy of
the model is reduced due to the thermal penetration depth (see Appendix A).
Hence, the model is more accurate at shallower depths, as previously explained.
To increase the accuracy and applicability of this model, the analysis was consid-
ered at variable time steps according to the depth as shown in Table 5.4. In this
case, for the soil of the EEB with thermal diffusivity α=6.95 x10−7 m2/s, more
exposure time of a boundary condition at the surface soil is needed to have a
higher thermal penetration depth. Hence, to be able to compare the modelled
temperature with the experimental data, for 0.75 metres, the minimum analysis
time is 89 hours. Therefore, the average value of the air temperature was ob-
tained every 89 hours and that value was imposed as a boundary condition for
89 hours. For the analysis at depths of 1.25, 1.75 and 2.75 metres, the minimum
times of analysis are 246, 482 and 1188 hours respectively. As can be noted, for
larger depths, the minimum analysis time was increased to very high values and
consequently the correlation against experimental data is reduced.
From Table 5.4, it is seen that this model is accurate enough to predict the
temperature of very shallow soil (depths less than 1 m) but loses accuracy at
greater depths. Figure 5.5 shows the comparison between the experimental data
and the predictions of the semi-infinite solid model considering constant surface
temperature as a boundary condition (but variable at hourly time intervals).
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Table 5.4: Thermal penetration depth at different analysis time
t (hours) δp (metres)
0 0
1 0.05
15 0.3
40 0.5
89 0.75
246 1.25
482 1.75
1188 2.75
1413 3
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Figure 5.5: Comparison between the semi-infinite solid model and the experi-
mental data
As seen in Equation 5.3, the semi-infinite model does not need the undis-
turbed ground temperature as an input parameter. For this reason, this model is
more accurate at depths closer to the surface. This also indicates that the layers
of soil that are closer to the surface are much more influenced by the heat fluxes
coming from the ambient rather that the underground. The error increases with
soil depth (see section 5.5) because the semi-infinite model is not appropriate to
study the impact of very variable thermal loads in the soil deeper than a few
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centimetres.
5.4 Finite difference method models to model the shal-
low soil
As previously seen, the sinusoidal model lacks accuracy to represent the ther-
mal behaviour of the very shallow and for short-term thermal responses. On
the other hand, the semi-infinite solid model is more accurate to dynamically
analyse the temperature of shallow soil (of the order of a few centimetres) but
lacks precision for deep soil. In this sense, to increase the range of analysis and
accuracy, the soil can be modelled by the numerical method of the finite dif-
ferences (FDM). This method is widely used for the analysis of complex geome-
tries, as well as for the analysis of variable boundary conditions. The principle of
the method is to numerically solve the Fourier heat equation in one dimension
(Equation 5.4) by dividing the analysis system into a large but finite number
of elements or nodes. Then each element is analysed independently in space
and time. This method allows for accumulating previous results so is robust
for modelling. Each node or element has its own boundary conditions and its
thermal response affects its adjacent nodes.
∂T
∂t
= α
∂2T
∂z2
(5.4)
5.4.1 Equation discretisation
In order to discretise Equation 5.4, the explicit method was used [81]. In this
method, the temperature of a node is evaluated from the knowledge of the tem-
peratures of the previous time steps. Explicit method was preferred over implicit
method as it was simpler to formulate and quick enough to compute. Figure 5.6
shows a schematic of the studied soil divided by n elements of thickness ∆z
along the z-direction. The temperature is evaluated in the centre of each node
m.
Equation 5.5 represents the discretisation of Equation 5.4 by the explicit form
of the FDM considering one-dimensional heat transfer, m is each space element
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Figure 5.6: Finite difference representation of the soil
or node; p is each temporal element, ∆t is the differential time step where t =
p∆t and ∆z is the length of each differential element.
1
αs
T
p+1
m − Tpm
∆t
=
T
p
m+1 + T
p
m−1 − 2T
p
m
∆z2
(5.5)
Through some simplifications like Fo = αs∆t
∆2z
, where Fo is the Fourier number
which represents the dimensionless time, the expression is reduced to (Equa-
tion 5.6):
T
p+1
m = Fo
(
T
p
m+1 + T
p
m−1
)
+ (1− 2Fo)Tpm (5.6)
To solve this equation correctly by the explicit method, it is important to
consider the stability criterion that is related to the minimum value of ∆t for the
equation to be solved. Thus, the stability criterion of Equation 5.6 is (1− 2Fo) > 0.
Equation 5.6 is valid for any interior node that does not have internal heat
generation. However, for the external nodes, the discretisation must be done by
an energy balance considering the boundary conditions to which the external
nodes are exposed.
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5.4.2 Soil surface temperature as boundary condition FDM-T
Figure 5.6 shows the heat transfer problem to solve by the finite difference
method of the soil exposed to a constant surface temperature as boundary con-
dition (FDM-T).
Hence, for node 0 (Figure 5.7), Equation 5.7 is used to to evaluate the surface
temperature (m = 1).
Figure 5.7: FDM-T representation, node 0
T0 = Ts (5.7)
To evaluate the temperature of the internal nodes (m = 2 to n− 1), the energy
balance method (Equation 5.8) [81] was conducted (Figure 5.8).
m
q cond
q cond
Figure 5.8: FDM-T representation, node m
ks
∆z
(
T
p
m+1 − T
p
m
)
+
k
∆z
(
T
p
m−1 − T
p
m
)
=
ρsCps∆z
∆t
(
T
p+1
m − Tpm
) (5.8)
By solving this energy balance, the result is simplified to the same results as
Equation 5.6.
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To evaluate the temperature of the last node (m = n) the energy balance
method (Figure 5.9) was also conducted (Equation 5.9):
Tn
q cond
Figure 5.9: FDM-T representation, node n
k
∆z
(
T
p
m−1 − T
p
m
)
=
ρsCps∆z
∆t
(T
p+1
m − Tpm) (5.9)
By solving this energy balance, the temperature of the node n can be evalu-
ated by using Equation 5.10.
T
p+1
m = FoT
p
m−1 + (1− 2Fo)T
p
m (5.10)
The resolution of Equations 5.6 and 5.10 implies the use of numerical meth-
ods and will be more accurate for a greater number of elements m and a lower
time interval ∆t. However, this would imply a higher computational cost (de-
pending on the processing capacity of the computer). To consider the periodic
variation of the boundary condition, it is assumed that every hour, the surface
temperature (Ts) is modified and therefore the temperature of node 1 (T0). Table
5.5 shows the input parameter used for modelling the shallow soil by the finite
difference method with temperature as boundary condition (FDM-T).
Figure 5.10 shows the comparison of the results of the FDM-T and the actual
variation of the soil temperature at different depths. The air temperature was
approximated as the temperature of the soil surface. For ground covered with
vegetation or grass this approach is justified. However, the energy balance at
the soil surface (Appendix C) must be solved to determine this temperature for
other surfaces conditions. As shown in Figure 5.10, by this method the accuracy
increases markedly, and the model is able to show the short-term thermal os-
cillations at shallow depths (0.75 metres). However, at depths of 1.25 and 1.75
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Table 5.5: Input data for the FDM-T model
∆z= 0.075 m
∆t= 3600 s
αs= 6.95 x10
−7 m2/s
ks= 1.5 W/mK
Ts= air temperature °C
ρs= 1800 kg/m
3
Cps= 1200 J/kgK
metres the margin of discrepancy increases, especially in the cold months. This
may occur due to the uncertainty in the consideration of the soil physical prop-
erties such as thermal diffusivity or the variation of the thermal conductivity as
a function of temperature and water content, which might be more influential
near the surface [140].
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Figure 5.10: Comparison between the FDM-T and the experimental data
5.4.3 Soil surface heat flux as boundary condition FDM-HF
Figure 5.6 shows the heat transfer problem to solve by the finite difference
method of the soil exposed to a constant heat flux G as boundary condition
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(FDM-HF). Hence, for node 0 (m = 1) an energy balance is conducted (Fig-
ure 5.11) as shown in Equation 5.11.
Figure 5.11: FDM-T representation, node n
G+
ks
∆z
(
T
p
m+1 − T
p
m
)
=
ρsCps∆z
∆t
(T
p+1
m − Tpm) (5.11)
By solving this energy balance, the result is simplified as shown in Equation
5.12.
T
p+1
m =
Fo∆zG
ks
+ FoT
p
m+1 + (1− Fo)T
p
m (5.12)
In order to evaluate the temperature for the internal nodes (m = 1 to n− 1)
and for the last node (m = n) Equation 5.6 and 5.10 should be used respectively.
To calculate the heat flux G, an energy balance in the soil surface must be
conducted considering the heat transfer by conduction, convection, radiation
and evaporation. The Appendix C shows a methodology for the energy balance
at the soil surface.
The FDM-HF is more complex to solve than the FDM-T, this is mainly due
to the iterative process to calculate the soil surface heat flux (G) considering the
energy balance for node 1. Hence, the computational cost increases. To consider
the periodic variation of the boundary condition, it is assumed that every hour,
the heat flux on the surface (G) changes. Table 5.6 shows the input parameter
used for modelling the shallow soil by the finite difference method with heat
flux in the soil surface as boundary condition (FDM-HF).
Figure 5.12 shows a comparison between experimental data and the predicted
soil temperature variation at different depths using the FDM with constant heat
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Table 5.6: Input data for the FDM-HF model
∆z= 0.075 m
∆t= 360 s
αs= 6.95 x10
−7 m2/s
ks= 1.5 W/mK
Ts= air temperature °C
ρs= 1800 kg/m
3
Cps= 1200 J/kgK
G= calculated as shown in Appendix C
flux (periodically variable) as a boundary condition (FDM-HF). This approach
is more complex than the FDM-T as a larger number of inputs is required (solar
radiation, air temperature, rainfall, wind speed, soil porosity, relative humidity,
etc.) but it should be more accurate for soil that is covered with vegetation. How-
ever, Figure 5.12 shows that using this approach reduced accuracy compared to
FDM-T. This is probably due to the consideration of heat transfer by evaporation
and radiation, which increases uncertainty due to the inclusion of more input
parameters. Some of these parameters such as the rainfall, solar radiation, wind
speed and relative humidity were measured from the weather station (see Chap-
ter 4). However, others such as soil porosity, soil emissivity, soil absorptivity,
convection coefficient and sky temperature were estimated or calculated. For all
the depths considered the model underestimates the soil temperature variation.
5.5 Error analysis of the different models
In order to evaluate the accuracy of the different models using statistical indi-
cators, the coefficient of determination (R2), the root mean square error (RMSE)
and the normalised root mean square error (NRMSE) were determined (see sec-
tion 3.6 for details of these indicators) and are shown in Table 5.7.
The four models show a high R2 at depths of 0.75 and 1.25 meters ranging
from 0.74 to 0.98. This means that the experimental values have a correlation
with the model predictions. The lowest R2 values corresponds to the semi-
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Figure 5.12: Comparison between the FDM-HF and the experimental data
infinite model at depths of 1.75 m (R2= 0.55) and 2.75 m (R2= 0.36) while the
highest correspond to the FDM-T at depths of 0.75m (R2= 0.98) and 2.75m (R2=
0.99). However, it is worth noting that the coefficient of determination is not
the best indicator to show how good a model fits experimental data as this only
show the existent correlation of two variables. For this reason, it is also important
to determine the error between the model predictions and the experimental data
(see section 3.6). In this context, Table 5.7 shows that even if a model has a high
coefficient of determination, the error may still be significant. For instance, for
the sinusoidal model at a depth of 2.75 m, the coefficient of determination is
0.97. However, the NRMSE is 49.19%, which is high enough to make a model
unacceptable. This error is mainly due to an overestimation of the undisturbed
ground temperature, as seen in Figure 5.3. Regarding the semi-infinite model,
the NRMSE at 0.75 m and 1.25 m are 9.77% and 15.23% respectively which is low
enough to estimate the temperature variation of the shallow soil. Nevertheless,
at greater depths, the error increases significantly up to 46.66% at a depth of
2.75 m. This confirms the previous findings that the semi-infinite model lacks
accuracy for deeper soil due to the low thermal penetration depth.
With respect to the FDM-HF, it shows a very high error at all the evaluated
depths even though the R2 is not particularly low. Indeed, the NRMSE for the
FDM-HF ranges from 24.49% to 48.14%. This is mainly due to the large number
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of uncertainties in the input variables for this model such as soil emissivity, sky
temperature, soil porosity, etc. On the other hand, the FDM-T model shows
the best fit at the closest depth to the surface (0.7 5m) of all the studied models
(NRMSE= 8.48%). Hence, this model is a good approach for evaluating the
short-term soil temperature behaviour and it can predict hourly temperature
fluctuations, as shown in Figure 5.10. Nonetheless, the FDM-T model has not
been tested under high vegetated soils or concrete or asphalt-covered soil. In
these cases, the model might not be applicable because the surface temperature
will be significantly different compared to the air temperature. As can be noted,
all the models show less accuracy for medium depths (1.25 m and 1.75 m). This
may be due to a variation in the soil properties with depth. It is common to find
that real soil has a different composition at different depths, causing a variation
in the thermal properties. Likewise, it is worth considering in future research
that the thermal conductivity and specific heat may vary over time due to the
changing water content of the soil.
Finally, it is important to note that the computational time to solve the model
for one year using hourly time steps by the numerical explicit method is 5 sec-
onds for the FDM-T and 9 seconds for the FDM-HF on a 1.8 GHz 8-core proces-
sors (Intel Core i7 of eighth generation) personal computer. Hence, the use of
the explicit method has a low computational cost for an annual simulation, and
it is suitable for integration into building simulation software.
5.6 Summary of the chapter
In this chapter, a comparison is made between different analytical and numeri-
cal models to predict the temporal variation of the soil temperature at different
depths. Two analytical models and two numerical models were studied to eval-
uate the soil temperature and the results were compared with one year of hourly
experimental data from the location where the EEB is installed. The analytical
sinusoidal model, despite its high coefficient of determination (more than 0.93
in average), has one of the highest errors due to the uncertainty on the actual
value of the undisturbed ground temperature. Moreover, this model is not able
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Table 5.7: Statistical parameters of the different models
Model Depth m R2 RMSE °C NRMSE %
Sinusoidal
0.75 0.97 3.12 24.34
1.25 0.94 2.95 39.69
1.75 0.93 2.87 49.49
2.75 0.97 2.76 49.19
Semi-infinite
0.75 0.97 1.24 9.77
1.25 0.96 1.71 15.23
1.75 0.55 2.22 16.99
2.75 0.36 2.24 46.66
FDM-T
0.75 0.98 1.09 8.48
1.25 0.87 1.41 19.96
1.75 0.87 1.08 18.57
2.75 0.99 0.32 5.7
FDM-HF
0.75 0.95 3.14 24.49
1.25 0.74 3.4 48.14
1.75 0.68 2.78 47.87
2.75 0.83 1.55 27.65
to determine accurately the short-term temperature variations in shallow spoil
(less than 2 m). This error can be reduced easily with a modification on the input
value of the undisturbed ground temperature. However, this parameter is com-
monly not measured by weather stations and models must be applied. The ana-
lytical semi-infinite model accurately determines the soil temperature variation
at very shallow depths (a few centimetres) and it also predicts short-term fluctu-
ations with low error and independently of the value of the undisturbed ground
temperature. However, it lacks applicability for analysis at depths greater than
one metre. Numerical models, despite their higher complexity in model devel-
oping and coding, are able to predict both short and long-term soil temperature
variations. The FDM-T had the lowest error and has the benefit that in addi-
tion to soil properties, it only requires air temperature as an input parameter.
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However, the consideration of the air temperature as the surface soil boundary
condition is only valid for grass or soil covered grounds. For other types of
ground surfaces such us concrete, asphalt or dense vegetation, other approaches
must be considered to determine the temperature at the surface. The FDM-HF
did not show a very high accuracy, which can be attributed to the uncertainty of
the large number of input parameters required, such as rainfall, solar radiation,
sky temperature, relative humidity, etc. However, if more certitude of the input
data can be achieved, the accuracy of this model will increase as shown in the
study of Chalhoub et al. [89] where the error of the predictions is lower than 7%.
Likewise, this model could be used to study soil temperature beneath all kinds
of ground surfaces and vegetations.
The FDM-T is therefore chosen for this study due to its high accuracy and
relative simplicity. This model is able to support rapid computation, which is
desired for multi-year simulations. Additionally, unlike the sinusoidal model,
the FDM-T does not have a high dependence on the value of the undisturbed
ground temperature but on the ambient air temperature which reduces the un-
certainty of the shallow soil temperature prediction. These findings are relevant
for different research fields such as the study of shallow geothermal systems
such as horizontal ground source heat pumps, mainly related to the short-term
prediction of a geothermal system performance. The findings are also relevant
for the study of the natural soil temperature variation which is a key topic in
agriculture and climate analysis. As noted, the accuracy of the FDM-T can be
improved by adding extra considerations such as variable thermal conductivity
as a function of time and depth. This opens the door to future research.
As seen in this chapter, there are different approaches that can be used to
estimate the natural temperature variation of the shallow soil which is particu-
larly important when there are not experimental measurements of the shallow
soil. The natural soil temperature is very important when analysing shallow
geothermal systems. The next chapter will show the integration of the natural
soil temperature variation with the thermal response of geothermal systems in
the shallow soil by using the superposition technique for heat transfer models.
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6. Modelling shallow boreholes in
vertical ground heat exchangers
The objective of this chapter is to develop a model that is appropriate for study-
ing the ground heat exchanger (GHE) of the Earth Energy Bank (EEB), in the
short and long term. Conventional models may not be appropriate for studying
the particular configuration of the GHE in the EEB of the current research. One
of the main reasons is that the borehole heat exchanger is very shallow (1.5-
metre depth). For this reason, the ground cannot be considered as undisturbed.
The natural variation of the shallow soil temperature throughout the year has
an evident impact on the behaviour of the heat exchanger and the effective heat
storage temperature. Likewise, the distribution of the boreholes within the EEB
is not symmetrical. Consequently, the simplifications of heat transfer models for
symmetric systems cannot be used. These peculiarities make the development
of an accurate, fast and simple model for this type of system challenging.
6.1 Description of the very shallow ground heat ex-
changer
The ground heat exchanger of the present study is the one previously described
in section 4.1.3 of Chapter 3. The scheme in Figure 6.1 shows the configuration
of the heat exchanger. As seen in the figure, the system has the characteristic of
being shallow and asymmetrical. The spacing between the boreholes is 1.5 m,
except for the spacing between boreholes B1-B2, B10-B11 and B15-B16 that are 1
m apart. The boreholes are of the single U-tube type and are filled with bentonite
to give a total bore diameter of 0.15 m. Table 6.1 shows the main characteristics
of the GHE and Table 4.4 the thermal properties of the soil, backfill and working
fluid.
According to several authors [99, 114, 141–143], the analysis of both single
124 Modelling shallow boreholes in vertical ground heat exchangers
and double U-tubes can be simplified by the concept of using a single tube of
an equivalent radius (Figure 6.2). For this, several equivalent radius correla-
tions have been defined with different level of complexity. The selection of the
appropriate correlation is particularly important when studying the thermal be-
haviour of a GHE in the short term [55]. That is when one wants to evaluate the
borehole backfill, the temperature of the borehole wall, or the temperature of the
working fluid. In the present study, considering that it is intended to contribute
practically to development of the GHE model, the concept from Claesson and
Dunand [144] of the equivalent radius will be used as this is one of the most
commonly used correlations and its application is simple. Equation 6.1 indi-
cates the method of calculation of the equivalent radius [55]. Considering that
the outer radius of the pipe (rpo) of the GHE is 0.0208 m, then the equivalent
radius (req) would be 0.0295 m.
req =
√
2 rpo (6.1)
Table 6.1: Parameters of the GHE
Type of GHE Single U-Tube
Depth of the boreholes 1.5 m
Number of boreholes 16
Borehole radius 0.15 m
Pipes connexion In series
Pipe material HDPE SDR 11
Outer radius pipe (rpo) 0.0208 m
Pipe thickness 3.7 mm
6.2 Ground thermal load and fluid inlet temperature
The parameters described in section 6.1 are essential to evaluate or develop heat
transfer models for the GHE of the EEB. However, it is also very important to
determine the input parameters of any model. Typically, the conventional ana-
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Figure 6.1: GHE configuration, top and side view
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Figure 6.2: Equivalent diameter criteria
lytical models described in section 2.3.2 use the thermal load per metre during
injection or extraction of heat (qr in W/m) as an input parameter to estimate the
thermal response of the soil, and in that way to predict the average tempera-
ture of the working fluid in the heat exchanger. On the other hand, the more
complex numerical models use the temperature of the fluid at the inlet of the
ground heat exchanger (Tf i) as an input parameter to predict the outlet fluid
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Table 6.2: Soil, backfill and fluid thermal properties
Soil Backfill Fluid
Type of solid/fluid Wet clay Bentonite Glycol (30%)
Thermal conductivity 1.5 W/mK 0.8 W/mK 0.45 W/mK
Density 1800 kg/m3 2500 kg/m3 1070 kg/m3
Specific Heat 1200 J/kgK 1250 J/kgK 3768 J/kgK
Thermal diffusivity 6.94 x10−7 m2/s 2.72 x10−7 m2/s 1.11 x10−7 m2/s
temperature (Tf o) and from this, the actual heat flow applied to the ground (qr).
Both methods have particular applications. For example, typically using the
heat flow to the ground (qr) as an input parameter can predict the impact of such
a heat flow on the ground in the short and long term. This heat flow (qr) can be
estimated from the thermal demand of the building and may include the heat
gained from solar collectors. In contrast, by using the fluid inlet temperature
(Tf i) as the input parameter, the impact of the fluid inlet temperature on the
ground surrounding the GHE can be estimated. In turn, this temperature can
be correlated with the thermal behaviour of the heat pump or solar collectors.
For this reason, the models that use the fluid temperature as an input parameter
tend to be more complex but allow for a more detailed evaluation of the thermal
performance of ground heat exchangers.
For the evaluation, development and validation of models in this study, ex-
perimental measurements of the heat flow (qr) and fluid inlet temperature (Tf i)
will be used. The experimental data used are recorded on an hourly basis and
correspond to the period from 06/04/2016 to 12/31/2017, with a total of 14169
hours.
6.2.1 Heat flow data
The heat flow data for the GHE was determined experimentally from measure-
ments of the fluid inlet and outlet temperatures, the specific heat of the fluid and
the mass flow rate as indicated in Equation 6.2.
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Qgr = m˙ghe × cp ×
(
Tf i − Tf o
)
(6.2)
The analytical and numerical models use the heat flow per metre of borehole
depth as the input parameter. Since the boreholes of the GHE are connected in
series, the total heat must be divided for the total depth plus the equivalent of the
length of the pipe representing the separation distance between each borehole.
In this way, the heat flow per metre was determined according to Equation 6.3.
qr =
Qgr
(N1.5) + 11
(6.3)
In Equation 6.3, N represents the number of boreholes, 1.5 m is the depth of
each borehole and 11 m is the total length of the connecting pipes between each
borehole divided by 2. This division is made since the boreholes are of single
U-tube type, so each metre of borehole depth is twice the length of pipe. In this
way, the total equivalent length is 35 metres.
Figure 6.3 shows the actual heat flow per metre (qr) that is applied to the
boreholes. It is important to mention that the actual load is variable at each
borehole due to the variation of the fluid temperature. However, due to the
small size of the heat exchanger and since the difference in fluid temperature at
the inlet and outlet of the GHE is very low (see Section 4.6.1), it can be assumed
that the radial load per metre unit is the same in all boreholes. On the other
hand, Figure 6.3 (bottom) shows the heat flow per metre in a week dominated
by heat injection and in a week dominated by heat extraction respectively.
As seen in Figure 6.3, the heat flow per metre is very dynamic and varies be-
tween heat injection and heat extraction. As the operation of the system depends
not only on the thermal demand of the building but also on the availability of
solar energy, the system can change rapidly between injection and heat extrac-
tion in the short term, for example in the same month, week or even on the same
day. For this reason, the heat transfer model has some peculiarities that make it
complex. Firstly, we cannot assume a constant thermal load on the GHE as an-
alytical models do, and secondly, the principle of superposition of loads to deal
with dynamic loads makes the application of a dynamic model computationally
expensive compared to a constant heat flow as input parameter.
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Figure 6.3: Heat Flow per metre in the GHE
6.2.2 Fluid inlet temperature data
The fluid inlet temperature in the GHE was experimentally obtained as ex-
plained in Chapter 4. This fluid inlet temperature (Tf i) was used as an input
parameter to model and validate the thermal performance of the GHE and esti-
mate the GHE fluid outlet temperature (Tf o).
Figure 6.4 shows the actual GHE fluid inlet temperature over time. This tem-
perature is highly variable and depends on several factors. For example, during
heat injection into the EEB, the fluid inlet temperature depends on the outlet
temperature of the PVT as well as on the EEB temperature. In summer this tem-
perature can exceed 40°C. On the other hand, in the periods of heat extraction,
the temperature entering the GHE will depend on the thermal demand to be
covered in the house, the operation of the heat pump and also on the EEB tem-
perature itself. It can be observed in the moments of the highest heat extraction
in winter, the fluid inlet temperature can fall down to 5°C below zero.
It is important to note that when the temperature of the fluid seems to be
zero in the graphs, it is not necessarily the case that the temperature of the fluid
is zero at the inlet of the GHE, but merely that the system does not pump fluid
at those times. A filter was used to give a zero value to the temperature data
when the system’s pumps were off to be better able to visualize the data when
the fluid is flowing. This does not generate errors in the models since the heat
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flow calculations depend on both temperature data and mass flow data. When
the mass flow is zero (system off) the heat flow out of the pipe is obviously zero
too.
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Figure 6.4: GHE inlet fluid temperature (summer and winter)
6.3 Conventional analytical models to estimate the
thermal response of the EEB
As described in the literature review (section 2.3.2), there are different types of
analytical model that can be used to evaluate borehole heat exchangers. Depend-
ing on the time scale of the analysis, different types of more or less accurate and
complex models can be used.
The most common analytical models for studying such systems are the In-
finite Line Source (ILS) model, Infinite Cylindrical Source (ICS) and the Finite
Line Source (FLS) model. These models were already described in section 2.3.2
in the literature review. In this section, an adaptation with the dimensionless
temperature (Θs) as done in [16] is done.
First, the ILS (Equation 6.4) or ICS (Equation 6.5) models can be used in a
similar way without necessarily having a great discrepancy between the two
when used to analyse the response in the long term or at distances greater than
the borehole radius [16].
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Θs(For) =
1
4pi
∫ ∞
r2
4αst
e−u
u
du =
1
4pi
× E1
(
1
4For
)
(6.4)
Θs
(
Fob,
r
rb
)
=
1
pi2
∫ ∞
0
(e−u
2Fob − 1)
J0
(
r
rb
u
)
Y1 (u)−Y0
(
r
rb
u
)
J1(u)
u2
(
J1
2 (u) +Y1
2 (u)
) du (6.5)
where: Θs =
(T(t)−To)ks
qr
; For =
αst
r2
and Fob =
αst
r2b
.
In Equations 6.4 and 6.5, Θs represents the solution of the dimensionless
temperature. These models are applicable when there is a constant thermal load
over time. However, in the case of the GHE of the EEB, the thermal load is very
dynamic on an hourly basis and also varies between injection and extraction.
There are also multiple boreholes whereas the simplest ILS and ICS models
are intended to represent the performance of single boreholes. To deal with
variable thermal loads, the total load can be averaged over time and used as a
constant. This method could be useful to evaluate the long-term response of a
single borehole, but it would not be useful to evaluate the short-term response.
On the other hand, the concept of temporal superposition can be used to deal
with time-varying thermal loads and spatial superposition to deal with multiple
boreholes. Equations 6.6 and 6.7 [16] show the application of the superposition
technique, previously explained in Section 2.3.4.
T (x, t)− To =
n−1
∑
i=0
Θs (x, t− i∆t) (∆qir)
ks
(6.6)
where: ∆qir = q
i+1
r − qir; ∆t= time step; q0r= 0; N= number of steps and x= spatial
coordinate from the borehole.
T (x, t)− To =
Nb
∑
j=1
Θs
(
xj, t
)
qr
ks
(6.7)
where: Nb= number of borehole and x
j= spatial coordinate from the jth borehole.
In Equations 6.6 and 6.7, Θs represents the solution of the dimensionless ther-
mal response of any model used (e.g. ILS, ICS, FLS, etc.). Taking into account
the heat flow as an input parameter in the radial direction (described in section
6.2.1), the most common analytical models (ILS and ICS) and the superposition
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technique, the accuracy of these models to evaluate the thermal performance of
the GHE in the EEB was analysed.
6.3.1 Application of the ILS model and superposition techniques
This section evaluates whether the combination of the ILS model and the su-
perposition technique is valid to accurately study the performance of EEB over
time. For this, it is proposed to use temporal and spatial superposition. In the
case of temporal superposition, the hourly thermal loads (qr) obtained from the
experimental data shown in section 6.2.1 and Equation 6.6 were used. Regarding
spatial superposition, Equation 6.7 was used and as comparison points for the
analysis between simulated and experimental data, sensors A and B were used
(Figure 6.5). Sensor A corresponds to a point in the centre of the EEB at 1.75
m depth, while sensor B corresponds to a point in the borehole wall at 1.75 m
depth. Using these two points, one can have a clear idea about the accuracy of
the different models to evaluate the temporal thermal response in the short term
(in the borehole wall) and in the long term (centre of the EEB).
For the spatial superposition, the influence of all the boreholes of the GHE
on points A and B was analysed initially. That is, the thermal response of each
borehole was superimposed. Boreholes that are furthest from measuring points
A and B might have a low or no impact. For this reason, the influence of each
borehole was analysed one by one and boreholes whose influence on the ther-
mal response on points A and B was less than 1% on the total response were dis-
carded. Consequently, only the boreholes shown in Figures 6.6a and 6.6b were
used to study the thermal response on measuring points A and B respectively.
It is important to mention that, to treat the boreholes closest to the insulation,
symmetry theory was considered. That is, instead of considering an adiabatic
wall at a radial distance r from the centre of the borehole, a similar borehole was
considered at a distance 2r. Table 6.3 shows the distances between the boreholes
considered in the spatial superposition and the sensors A and B. Finally, the
natural heat gains through the bottom of the EEB at a depth of 1.75 m from the
surface were superimposed. Typically, models for studying vertical boreholes
do not consider the natural heat gains of the soil. However, in the case of the
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Figure 6.5: Location of sensors A and B used for validation of the thermal
response models
EEB, due to its proximity to the surface, the influence of the natural variation in
soil temperature cannot be neglected.
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Figure 6.6: Boreholes affecting the thermal response at the location of: a) Sensor
A and b) Sensor B
Figure 6.7 shows a comparison between the temporal variations of the exper-
imental and simulated temperature of sensor A. Simulated temperatures were
generated by using the ILS model with spatial and temporal superposition in-
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Table 6.3: Distance from neighbour boreholes to sensors
Borehole Distance to Sensor A Borehole Distance to Sensor B
B3 0.675 m B15 0.075 m
B14 1 m B16 1 m
B4 1.25 m B14 1.25 m
B15 1.25 m B1 1.5 m
B1 1.5 m B3 1.5 m
B5 2.25 m B15’ 1.5 m
B16 2.25 m
cluding the variation of the natural soil temperature. The figure shows an ac-
ceptable accuracy in which the efficiency of the model (EF), the root mean square
error (RMSE) and the adjusted coefficient of determination (R2) (see Section 3.6)
are equal to 0.9564, 0.559 K and 0.983 respectively. Figure 6.8 shows the scatter
plot that correlates the experimental data of sensor A with the data estimated
using the ILS model.
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Figure 6.7: Sensor A temperature variation experimental vs ILS model predic-
tion
Figure 6.9 shows the comparison of the temporal variation of the experimen-
tal temperature data and the data calculated using the ILS of sensor B (borehole
wall). In this case, the model also presents acceptable accuracy in which the EF,
RMSE and R2 are equal to 0.8991, 1.59 K and 0.933 respectively. However, it is
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Figure 6.8: Scatter plot Sensor A experimental vs ILS model prediction
important to mention that the ILS model has a limitation in that it does not con-
sider the backfill material. Likewise, Figure 6.10 shows the scatter that correlates
the experimental data of sensor B with the data estimated using the ILS model,
showing a clear correlation.
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Figure 6.9: Sensor B temperature variation experimental vs ILS model predic-
tion
Although the data calculated using the ILS model show good accuracy and
a low error in determining the thermal response, it is important to mention that
this model is more accurate for analysing the thermal response at a point far
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Figure 6.10: Scatter plot Sensor B experimental vs ILS model prediction
from the borehole wall (r ≥ 2rb).
6.3.2 Application of the ICSmodel and superposition techniques
As in section 6.3.1, this section evaluates the accuracy and complexity of the
analytical method using the ICS model (Equation 6.5) to evaluate the thermal
behaviour of the EEB subject to a variable heat flux (qr) at the borehole wall
(r = rb). As in the previous section, the measuring points of sensors A and B at
1-metre depth were used for the evaluation. The variable loads and the presence
of multiple boreholes were represented by the methods of temporal and spatial
superposition respectively (Equations 6.6 and 6.7).
The entire calculation procedure was similar to that of section 6.3.1 with the
difference of the model used (ICS model) and the time step of the analysis. Ini-
tially, the hourly time step (14169-time intervals) was considered for the analysis
to be able to compare the data with the previous model. However, this was
found to be impossible due to the long simulation time required, which made
this approach impractical for the present study. After 36 hours of simulation,
less than 5% of the final temperature data had been calculated. Besides, since
the ICS model has a definite integral as a function of time (Equation 6.5), the
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computation time increases exponentially as the analysis progresses. For this
reason, the calculation was simplified by using daily average data instead of
hourly data to reduce the number of time steps from 14169 to 590.
Figure 6.11 shows the temporal variation of the experimental and simulated
temperature data of sensor A calculated using the ICS model. The results include
the superposition of the thermal response of the neighbouring boreholes (Figure
6.6a) and the natural variation of the soil temperature. As shown in the figure,
the accuracy is acceptable. The efficiency of the model (EF), the RMSE and R2
are 0.9558, 0.56 K and 0.983 respectively. This accuracy is similar to that of the
ILS model but with a higher computational cost. Figure 6.12 shows the scatter
plot which correlates the experimental data with the data calculated using the
ICS model. The smaller number of points is due to the use of daily data instead
of hourly data.
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Figure 6.11: Sensor A temperature variation experimental vs ICS model predic-
tion
Figure 6.13 shows a comparison between the experimental and simulated
data (using the ICS model) of the temporal temperature variation of sensor B
(borehole wall). As with the ILS model, the spatial superposition of contribu-
tions from neighbouring boreholes (Figure 6.6b) and the natural variation of soil
temperature was applied. This model, like the ILS, also presents acceptable ac-
curacy in which the EF, RMSE and R2 are equal to 0.8585, 1.78 K and 0.913
respectively. However, the accuracy is lower than that achieved using the ILS
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Figure 6.12: Scatter plot Sensor A experimental vs ICS model prediction
model. This is mainly due to two factors. The first is that in this model, it is
estimated that the heat flow is imposed on the borehole wall, for this reason,
the heat that actually flows through the borehole backfill is ignored which will
increase the simulated borehole wall temperature compared to the experimental
one. The second is that, like the ILS model, the ICS model does not consider the
backfill material as mentioned in section 2.3.2. Figure 6.14 shows the scatter plot
that correlates the experimental data of sensor B with the data estimated by the
ICS model, showing less correlation than that of the ILS model.
Note that the application of the ICS model showed a similar accuracy to that
of the ILS model. However, the application of the ICS model is much more com-
putationally intensive than the ILS model (as can be seen in Equations 6.4 and
6.5). Implementing the code for Equation 6.5 including temporal and spatial su-
perposition is very complex and has a very high computational cost which limits
its practical application. This model is inappropriate for long-term analysis of
variable loads at short time intervals.
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Figure 6.13: Sensor B temperature variation experimental vs ICS model predic-
tion
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Figure 6.14: Scatter plot Sensor B experimental vs ICS model prediction
6.4 Superposition technique and numerical FDM
This section shows the development and application of the numerical method
of Finite Differences (FDM) to estimate the thermal behaviour of the GHE of
the EEB. Because analytical methods, despite being reliable and accurate (see
section 6.3), have a high computational cost to model variable thermal loads
(e.g. hourly loads), it is proposed to use simple numerical methods to deal with
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this problem. In this context, a system based on the FDM was modelled using
radial coordinates. As before the concept of the equivalent radius (see section
6.1) was used to model the pipe wall. The backfill material of the borehole was
also considered in the model. On the other hand, the soil was treated as a semi-
infinite medium. The radial size of the element used (dr) was set to 0.015 m.
For calculation purposes, the analysis radius was 3 metres from the centre of
the borehole pipe, giving a total of 199 nodes. From preliminary simulations, it
was determined that at a distance of 3 metres the impact of the heat flow of the
borehole on the soil temperature is less than 0.7%, being almost negligible.
Figure 6.15 shows a schematic of the heat transfer problem in radial coordi-
nates using the FDM. As seen in the figure, it is a one-dimensional problem in
the radial direction. However, the superposition technique was used to include
the natural variation of the soil temperature in the axial direction. In this way, a
two-dimensional problem is treated in a simpler way.
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Figure 6.15: A simple schematic of the FDM in radial coordinates
The boundary conditions studied in the FDM were: a) Heat flow (time-
variable) at the pipe wall (qr) and b) internal convection in the pipe with time-
variable fluid inlet temperature (Tf i).
6.4.1 Heat flux as boundary condition
Figure 6.16 shows a schematic of the heat transfer problem solved by the FDM
with heat flow in the pipe wall as boundary condition (the model will be known
as FDM-HF). The heat flow data are the experimental data shown in section 6.2.1.
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As described previously, this model allows both the borehole backfill material
and the soil to be taken into account. For simplicity, and since the simulation
time is fast, the explicit method was used to solve the heat transfer problem.
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Figure 6.16: Schematic of the heat transfer problem for the FDM-HF
To numerically discretise the problem equations, the energy balance method
(Equation 6.8) was used for each node using a spatial element size (dr) of 0.015
m. In this method, it is assumed that all heat flows to the node under analysis.
In this way, the energy balance for node 1 (m = 1) is shown in Equation 6.9.
qin + qgen = qst (6.8)
where: qin= heat flow into the node m (W/m); qgen= heat generated in the node
m (W/m) and qst= heat stored in the node m (W/m).
q
p
r + 2pi
(
req +
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)
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p
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)
=
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2pi
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2
(
req +
dr
4
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T
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) (6.9)
For the inner nodes of the backfill borehole (m = 2 and m = 3), the energy
balance is shown in Equation 6.10.
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For the node of the interphase backfill-soil (m = 4), the energy balance is
shown in Equation 6.11.
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For the inner nodes in the soil domain (m = 5 to m = n − 1), the energy
balance is shown in Equation 6.12.
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(6.12)
Finally, for the last node (m = n), the energy balance is shown in Equation 6.13.
The value of n depends on the size of the soil domain and dr. In this case, n takes
a value of 199. To treat the soil as a semi-infinite solid, the last node (3 metres
from the centre of the pipe) has no boundary condition at the outer radius.
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T
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Equations 6.9, 6.10, 6.11, 6.12 and 6.13 were simplified for numerical resolution
as shown in Equations 6.14, 6.15, 6.16, 6.17 and 6.18.
T
p+1
m = (1− 2FobA) Tpm + 2Fo

ATpm + qpr dr
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(
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4
)

 (6.14)
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In the explicit method, to determine the value of the temporal element (∆t)
the condition of Equation 6.19 must be satisfied, so the temporal element ∆t
must be less than 162 s.
min
(
Fob ≤
1
2
or Fos ≤ 1
2
)
(6.19)
Finally, Table 6.4 shows all the input parameters used to solve the heat trans-
fer problem using the finite difference method with heat flow as boundary con-
dition (FDM-HF).
As in Section 6.3, sensors A and B were used to validate the FDM-HF. To
deal with the impact of the multiple boreholes, spatial superposition was also
applied. That is, the thermal response of the most influential boreholes in sen-
sors A and B was superimposed, being the same as in Figures 6.6a and 6.6b.
Although the numerical method is more complex to develop and code than
analytical models, it has the advantage that it is fast to simulate. It allows, with-
out major computational cost, the rapid simulation of the temporal response in
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Table 6.4: Distance from neighbour boreholes to sensors
qr= from experimental data in W/m ρs= 1800 kg/m
3
dr= 0.015 m cpb= 1250 J/kgK
req= 0.03 m cps= 1200 J/kgK
∆t= 36 s m= spatial element(1 to n)
kb= 0.85 W/mK p= temporal element(1 to 14169)
ks= 1.5 W/mK n= number of nodes (199)
ρb = 2500 kg/m
3
hourly time steps for 199 radial nodes. The flowchart in Figure 6.17 shows the
simulation process of the FDM-HF.
Figure 6.18 shows a comparison of the experimental data for the temporal
temperature variation at sensor A with the data simulated by using the FDM
method with variable heat flow (qr) as boundary condition (FDM-HF). As seen in
the figure, the FDM-HF method is a very accurate way to evaluate the temporal
response of the soil when it is subjected to variable heat fluxes in the short term.
The EF, RMSE and R2 of this data are 0.9795, 0.606 K and 0.98 respectively.
Figure 6.19 shows the scatter plot that correlates the experimental data of the
sensor A with the data estimated using the FDM-HF method. It can be seen that
there is a good correlation between the simulated data and the experimental
data.
Figure 6.20 shows the comparison between the temporal temperature varia-
tion of the experimental data of sensor B (borehole wall) and the data calculated
using the FDM-HF. As in the application of the ILS and ICS models, in this
model, the spatial superposition of neighbouring boreholes (Figure 6.6b) and
the natural variation of soil temperature was applied. Once again, this model
has better accuracy than the analytical models. The EF, RMSE and R2 are equal
to 0.9653, 0.949 K and 0.9976 respectively. As shown, this method is more accu-
rate than ILS and ICS models. Although several authors claim that numerical
methods are less precise than exact (analytical) solutions, it is important to men-
tion that there are no complete analytical solutions for borehole arrangements
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Figure 6.17: FDM-HF model flowchart
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Figure 6.18: Sensor A temperature variation experimental vs FDM-HF model
prediction
2 4 6 8 10 12 14 16 18 20
Temperature from experimental data [°C]
2
4
6
8
10
12
14
16
18
20
Te
m
pe
ra
tu
re
 fr
om
 s
im
ul
at
ed
 d
at
a 
[°C
]
Experimental=simulated
for comparison
Figure 6.19: Scatter plot Sensor A experimental vs FDM-HF model prediction
that consider the backfill material and a temporal variation of heat flow. There-
fore, numerical methods that consider these parameters may actually be more
accurate than analytical methods for this type of analysis; and this is clearly
demonstrated in the results obtained here. The superior accuracy is likely to be
because the backfill material is considered here, although it is important to men-
tion that consideration of the backfill material could also be a source of error if
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there is uncertainty in the input data such as the thermal properties of the back-
fill material. Likewise, the consideration of the criterion of the equivalent radius
and the application of the same heat flow to all the boreholes can introduce er-
ror. However, for the purpose of studying the temperature in the soil within EEB
in the long term, these results are acceptable. Figure 6.21 shows the scatter plot
that correlates the experimental data of sensor B with the data estimated by the
FDM-HF, showing much better correlation than the analytical models.
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Figure 6.20: Sensor B temperature variation experimental vs FDM-HF model
prediction
The FDM-HF is a comparable method with the ILS and ICS models since it
has the same input parameters (heat flow) with the difference in the material
of the backfill borehole. Undoubtedly, one of the limitations of the FDM-HF
or any numerical model, in general, is the complex application and coding of
the required equations (Equations 6.14 to 6.18). Being complex equations (dis-
cretisation of differential equations), coding errors and implementation are more
difficult to identify. However, this method is also very advantageous compared
to the analytical models. For instance, a greater number of radial analysis dis-
tances can be covered as well as the consideration of the backfill material in the
simulation.
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Figure 6.21: Scatter plot Sensor B experimental vs FDM-HF model prediction
6.4.2 Inlet fluid temperature as boundary condition
Figure 6.22 shows a scheme of heat transfer problem to be solved by the FDM
with internal convection in the pipe with time-varying fluid inlet temperature
(Tf i) as boundary condition (FDM-T). The fluid inlet temperature data are the
experimental ones shown in section 6.2.2. As in the FDM-HF, this model also
considers the backfill material and was solved by the explicit method. For the
numerical resolution of the equations of the heat transfer problem, the same
method of section 6.4.1 was used, and with similar input data. That is, Equa-
tions 6.14 to 6.18 were used. The heat flow in the pipe wall per metre (qr) is
equivalent to the heat flow by convection between the working fluid and the
internal pipe wall per metre (qconv). The main difference with the FDM-HF lies
in the calculation of the fluid outlet temperature (Tf o) with which the heat flow
in the pipe wall is determined (qr). In this case, Tf o is calculated by studying the
GHE as a heat exchanger subject to a constant surface temperature boundary
condition (although variable in hourly time steps), as shown in Figure 6.23. The
surface temperature (Ts) is the value taken by the temperature of node 1 and is
equivalent to the wall temperature of the pipe of the equivalent radius (Equation
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Figure 6.22: Schematic of the heat transfer problem for the FDM-T
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Figure 6.23: Schematic of the fluid temperature variation along the length of the
GHE
6.14). Ts is calculated with the heat flux (qr) of the previous time interval and
is assumed to be constant during the time interval of analysis (1 hour). From
this temperature, and knowing the fluid inlet temperature (Tf i), the fluid outlet
temperature can be determined as indicated in Equation 6.20 [81]. Finally, the
heat flux (qr) of the next time interval is calculated using Equation 6.21.
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In Equation 6.20, U represents the global heat transfer coefficient, which is the
inverse of the total thermal resistance (RTOT). For the present study, since the
conduction resistance of the pipe wall is very small (0.000059 mK/W) com-
pared to the convection resistance between the fluid and the internal pipe wall
(0.11 mK/W in average), U is only equivalent to the convection heat transfer
coefficient hi (Equation 6.22) [81].
U = hi =
NuDk f
Di
(6.22)
In Equation 6.22, k f is the thermal conductivity of the working fluid (glycol
30% by volume), Di is the internal diameter of the pipe and NuD is the Nusselt
number (Equation 6.23). More information on the process of calculating the heat
transfer coefficient by convection can be found in [81].
NuD =


3.66, for laminar flow
0.023Re4/5D Pr
n, for turbulent flow
(6.23)
where:
ReD =
4m˙ghe
piDiµ
; n =


0.4, for heating
0.3, for cooling
Also, in Equation 6.20 AT represents the area of contact of the fluid with the
GHE along the internal pipe as shown in Equation 6.24, where L is the total
length of the pipe and equal to 35 m (see section 6.2.1)
AT = 2pi reqL (6.24)
Finally, Table 6.5 shows all the input parameters used to solve the heat transfer
problem using the finite difference method with internal convection in the pipe
as boundary condition (FDM-T).
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Table 6.5: Input parameters for the FDM-T (Equations 6.14 to 6.24)
Tf i= from experimental data in °C ρs= 1800 kg/m
3
dr= 0.015 m cpb= 1250 J/kgK
req= 0.03 m cps= 1200 J/kgK
∆t= 36 s cp f= 3768.1 J/kgK
kb= 0.85 W/mK m= spatial element(1 to n)
ks= 1.5 W/mK p= temporal element(1 to 14169)
k f= 0.485 W/mK (mean) n= number of nodes (199)
ρb= 2500 kg/m
3 Di= 0.06 m
L= 35 m Pr= Prandlt number in data sets
m˙ghe= from experimental data in kg/s µ= 0.0028 kg/ms (mean)
As for the previous models, sensors A and B were used to validate the FDM-
T. To deal with the impact of multiple boreholes, spatial superposition technique
was applied similar to the other studied models. The flowchart in Figure 6.24
shows the simulation process by using the FDM-T.
Figure 6.25 shows the temporal temperature variation of the experimental
data of sensor A and the temperature calculated from the FDMwith internal con-
vection within the pipe as a boundary condition (FDM-T). The figure shows that
the FDM-T overestimates the injection of heat into the soil and estimates higher
temperatures in the soil during the heat injection period (summer). The EF,
RMSE and R2 of these data are equal to 0.9319, 0.757 K and 0.969 respectively.
As shown, this method is less accurate than ILS, ICS and FDM-HF to predict the
temperature of the centre of the EEB. This discrepancy with the experimental
data can be caused by the uncertainty that exists when using a greater num-
ber of input parameters in the FDM-T. Moreover, since it is a 16-borehole series
configuration, the treatment of the fluid when connecting boreholes, generates
a greater degree of uncertainty than when dealing with parallel configurations.
This may be because, in the series configuration, the fluid has a longer residence
time between the inlet and the outlet causing variation in the boundary condi-
tions along the pipe which have a greater impact on the calculation of the fluid
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Figure 6.24: FDM-T model flowchart
outlet temperature. On the other hand, in parallel configurations, the inlet and
outlet temperature are the same for all boreholes, so the residence time of the
fluid is shorter, and this leads to fewer errors in the calculations. Figure 6.26
shows the scatter that correlates the experimental data of sensor A with the data
estimated by the FDM-T.
Figure 6.27 shows the comparison of the temporal temperature variation of
the sensor B (borehole wall) experimental data and the data calculated by the
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Figure 6.25: Sensor A temperature variation experimental vs FDM-T model
prediction
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Figure 6.26: Scatter plot Sensor A experimental vs FDM-T model prediction
FDM-T. As for sensor A, this model has a greater error than the FDM-HF. How-
ever, it has better accuracy than the ILS and ICS models. The EF, RMSE and
R2 are equal to 0.9343, 0.84 K and 0.981 respectively. Again, the higher error
when comparing with the FDM-HF is due to the greater uncertainty of the input
data and the fact of the complexity of the serial model with variable boundary
conditions. However, the smaller error when comparing it with the ILS and ICS
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models is due to the fact that in the FDM-T the backfill material is considered,
which best approximates reality when compared to the analytical models. Like-
wise, the consideration equivalent radius criterion leads to an increase in the
error. Figure 6.28 shows the scatter plot that correlates the experimental data
of sensor B with the data estimated by the FDM-T, showing a better correlation
than the analytical models.
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Figure 6.27: Sensor B temperature variation experimental vs FDM-T model
prediction
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Figure 6.28: Scatter plot Sensor B experimental vs FDM-T model prediction
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An important characteristic of the FDM-T model is that it is the only one
of the models studied that allows an estimation of the fluid outlet temperature
(Tf o) of the GHE, without knowledge of the heat flow (qr). That is, this model
only requires knowledge of the fluid inlet temperature (Tf i) and from this, the
other parameters can be estimated.
In this context, the model was also validated with experimental data on the
outlet fluid temperature of the GHE. Figure 6.29 shows the comparison of ex-
perimental outlet fluid temperature data and those calculated using the FDM-T
model. The EF, RMSE and R2 are equal to 0.9593, 1.84 K and 0.96 respectively.
The discrepancy increases in the shoulder months (spring and autumn). The
intermittency between injection and heat extraction in the transition stages can
affect the increase in error since such intermittences can occur at intervals shorter
than one hour. Figure 6.30 shows the scatter plot that correlates the experimen-
tal data of the fluid outlet temperature with the data estimated by the FDM-T. It
can be seen that there is a higher dispersion in temperature values between 10
and 20°C that are typical of the transition period.
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Figure 6.29: Outlet fluid temperature variation experimental vs FDM-T model
prediction
Due to the increased intermittency in the transition periods, the fluid outlet
temperature data were analysed on a daily time scale instead of hourly show-
ing a significant improvement in the model accuracy. Figure 6.31 shows the
comparison of the average daily data of the experimental GHE fluid outlet tem-
perature and those calculated using the FDM-T. In this case, the EF, RMSE
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Figure 6.30: Scatter plot outlet fluid temperature experimental vs FDM-T model
prediction
and R2 are equal to 0.9905, 0.501 K and 0.992 respectively. This shows that the
model presents a very good accuracy when increasing the study time interval as
evidenced in the scatter plot of Figure 6.32.
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Figure 6.31: Daily average outlet fluid temperature variation experimental vs
FDM-T model prediction
It has been demonstrated that the finite difference method using internal
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Figure 6.32: Scatter plot daily average outlet fluid temperature experimental vs
FDM-T model prediction
convection in the pipe as a boundary condition has lower accuracy than the
ILS and ICS analytical models and that the FDM-HF to determine the thermal
response of the soil in the EEB centre. However, it has better accuracy than
analytical models (ILS and ICS) to estimate the temperature at the borehole wall.
Likewise, this model has the advantage of being able to estimate the fluid outlet
temperature from the knowledge only of the fluid inlet temperature in the GHE.
This gives an advantage in terms of the application of this model since it is not
necessary to know in advance the heat extraction/injection rate from/to the soil.
In fact, the heat flow can be calculated based on the total length of the GHE. For
this reason, this model not only serves to study in greater detail the thermal
performance of the GHE but also for its sizing the length of it which is a great
plus in solar-assisted systems where the fluid inlet temperature depends on the
solar thermal system.
In addition, this model would allow studying the application of different
technologies of solar collectors and heat pumps since these components deter-
mine the inlet temperature of the fluid in the GHE. Undoubtedly, this opens
the way to future research of shallow geothermal boreholes coupled to differ-
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ent types of technologies for large-scale optimisation. The disadvantage or lim-
itation of the FDM-T is the complex application and coding of the required
equations that are even more complex than those required in the FDM-HF. This
increases uncertainty as there is a higher number of input parameters, which
increases the possibility of coding errors.
6.5 Comparison in the simulation time of the differ-
ent models
Analytical models (ILS and ICS) are of simpler application and coding than nu-
merical models. However, on of the most important limitations found on these
models is not the error when used to estimate the temperature at the borehole
wall, but the high computational cost. The application of the temporal superpo-
sition technique using hourly intervals and a variable thermal load means that
the calculation of the temperature at a single point demandmore simulation time
compared to using constant heat flow. This highly increases the computational
cost for a long-term analysis compared to the numerical methods (FDM-HF and
FDM-T).
For this research, a personal computer with an eighth-generation Core i7
processor with 8 cores running at 1.8 GHz was used for all the simulations
performed. Regarding the ILS model, to calculate the data shown in Figures 6.7
and 6.9, which used hourly thermal loads as input parameter, it was needed a
computation time of 2 hours. For the ICS model, the computational cost was
even higher, as mentioned above (section 6.3.2), due to the high computational
cost the thermal loads had to be daily averaged in order to simulate the long-
term performance. However, even with the reduction on the number of thermal
loads, to obtain the data shown in Figures 6.11 and 6.13, the simulation time
was of 4 hours. For this reason, analytical models are not suitable for long-term
analysis of the thermal response of boreholes subjected to variable thermal loads
in the short term.
On the other hand, by using the numerical models, the computation time was
considerably reduced. In fact, to solve the FDM-HF and obtaining the results of
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Figures 6.18 and 6.20, the computation time was less than 15 seconds. This time
was enough to get the thermal response in a radius of 3 metres from the centre
of the pipe in each of the 199 nodes (dr=0.015 m) subjected to hourly variable
thermal load (14169 input data). Similarly, to solve the FDM-T and obtaining
the hourly results of Figures 6.25 and 6.27, the computation time took less than
17 seconds. These findings, undoubtedly, make the use of numerical methods
a good alternative to analytical models, mainly for long-term and parametric
studies where different scenarios and multiple simulations must be carried out.
6.6 Summary of the chapter
In this chapter, which is the core of all the research, different models were stud-
ied to evaluate the thermal performance of the shallow borehole heat exchanger.
The main idea of this chapter is to develop a model that is accurate enough
from a practical approach to study the short- and long-term thermal response
of vertical boreholes near the soil surface. The main challenge to achieve the
objective is that the soil cannot be considered as undisturbed as seasonal vari-
ations cannot be neglected. On the other hand, the consideration of a multiple
borehole system subjected to hourly variable thermal load (with injection and
heat extraction) makes the development of the model even more challenging.
Initially, conventional analytical methods such as the ILS model and the ICS
were modelled. To deal with multiple boreholes and hourly thermal loads, tem-
poral and spatial superposition technique was used. Although these models are
of a relatively simple application, the fact of using the temporal superposition
considerably increased the simulation time, hence these models are inappropri-
ate for long-term studies. In fact, the ICS model could not be simulated at an
hourly time step due to the high computational cost and had to be simulated at
a daily time step. In addition, since these models do not consider the borehole
backfill material, they show a higher error to evaluate the temperature in the
borehole wall as shown in Table 6.6.
On the other hand, the GHE modelling was also studied using the numerical
method of finite differences (FDM) using heat flow in the radial direction in the
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pipe wall (FDM-HF) and internal convection in the pipe (FDM-T) as boundary
conditions. The results show that these methods, despite being more complex in
their application, are more accurate and quicker to simulate. Therefore, they are
more appropriate for the long-term study of these types of systems. Table 6.6
shows a comparison of the different analytical and numerical methods in terms
of their accuracy, complexity and simulation time.
Table 6.6: Summary of the accuracy, complexity and simulation time of the
different models
Model
Point of
calculation
EF
RMSE
[K]
R2 Complexity
Simulation
time
ILS
Sensor A 0.956 0.56 0.983
Low
2 hours
(hourly)Sensor B 0.899 1.59 0.933
ICS
Sensor A 0.956 0.56 0.983
Medium
4 hours
(daily)Sensor B 0.859 1.78 0.913
FDM-HF
Sensor A 0.98 0.61 0.98
High
15 seconds
(hourly)Sensor B 0.965 0.95 0.998
FDM-T
Sensor A 0.932 0.76 0.969
High
17 seconds
(hourly)
Sensor B 0.934 0.84 0.981
Outlet fluid
temperature
0.959 1.84 0.96
With these results, it can be shown that the main objective of this research is
achieved since an accurate and efficient model has been developed that allows
the study of shallow ground heat exchangers in both the short and long term.
This opens many doors for future research by applying this model in different
contexts. For example, the model can be used to design this type of system
based on the thermal loads of a building. But one can also go further and
evaluate different solar collector technologies to study their effect on seasonal
storage. Also, this model could be included in transient simulation software
such as TRNSYS or Modelica and coupled to other components like heat pumps,
solar collectors to make a more complete optimisation study of different control
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strategies.
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7. Thermal performance of very shal-
low boreholes in vertical ground heat
exchangers
In Chapter 6, two numerical models were developed using the finite difference
method to model a very shallow geothermal heat exchanger more quickly and
accurately. In this chapter, the previously developed models are applied and
studied. First, the long-term thermal behaviour of the very shallow geothermal
heat exchanger (GHE) is studied. Then the thermal response of the soil and
the borehole wall is discussed under different values of thermal conductivity
of the soil and grouting material. Finally, dimensionless temperature response
graphs (G-functions) are proposed to study very shallow vertical boreholes in
the short and long term. The graphical representations known as G-functions
are widely used to study the thermal response of GSHP systems without the
need for developing complex mathematical models.
7.1 Long-term analysis
In this section, the thermal behaviour of the EEB in the long term is studied. For
this, the finite difference method (FDM-HF) was used with the heat flow rate in
the pipe wall considered as a boundary condition, as described in section 6.4.1.
The thermal properties of the soil and the grouting material, as well as the con-
figuration of the ground heat exchanger (GHE) used in this study were the same
as the experimental system described in Chapter 4 (Section 4.1.3). The thermal
behaviour of the EEB was studied by considering a 16-year scenario that gives
enough time to analyse the trend of the EEB thermal response. Three different
scenarios were analysed. The first case considered both heat injection and ex-
traction, that is, the EEB has solar heat injection (mainly in summer) and heat
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extraction (in winter). The thermal load imposed was the experimental load of
the year 2017 repeated for 16 consecutive years. The second case considered that
the system only works in heat extraction mode and there is no heat injection
from the solar system. This was conducted to study how the EEB would operate
if the system does not have solar assistance. For this, the thermal load imposed
was the experimental load of the year 2017 (repeated for 16 years) but only con-
sidering the heat extraction loads. Finally, in order to study the behaviour of EEB
in terms of seasonal heat storage, the thermal response of the soil was studied
in the long term when heat is only injected into the soil, and there is no heating
extraction. For this, the experimental thermal load of the year 2017 (repeated
for 16 years) was imposed considering only the heating injection loads. It is im-
portant to mention that, as the loads were repeated from experimental data, any
data anomaly, like the period when the system was off, was also repeated.
7.1.1 Heat injection and extraction
Figure 7.1b shows the thermal load imposed for the long-term analysis of the
EEB. The thermal load used in the simulation corresponds to the experimental
heat flow per unit length (in metres - see section 6.2.1) for 2017 (Figure 7.1a)
repeated for 16 years. As seen in the figure, there is heat injection from the
solar PVT system (negative loads) and heat extraction through the geothermal
heat pump (positive loads). The FDM-HF model (section 6.4.1) was used, and
the thermal response was studied at the centre of the EEB and in the borehole
wall at one-metre depth. These two points of analysis are enough to get a clear
idea of the thermal behaviour of the EEB in the short and long term as men-
tioned in section 6.3.1. Moreover, the thermal response of the centre of the EEB
indicates the average thermal response of the entire storage and heat extraction
volume, while the thermal response of the borehole wall indicates the short-term
variations that directly affect the performance of the heat pump [95].
Figure 7.2 shows the thermal response of the centre of the EEB in the long-
term considering heat injection and extraction throughout each year. As seen
in the figure, the centre of the EEB shows stable thermal behaviour in the long
term where the highest and lowest temperatures are 18°C and 3°C respectively.
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Figure 7.1: Long-term heat flow rate with heat injection and extraction
It is important to mention that over the whole year, there is a small annual
imbalance between the net heat injected and extracted. In this case, there is
more heat extraction than heat injection in the annual balance. Therefore, in the
long term the average temperature of the centre of the EEB would be lower than
the average temperature of the natural soil at the same depth. In fact, the average
temperature of the centre of the EEB is 11.11°C while the average temperature of
the natural soil at the same depth is 12.32°C. Due to this temperature difference,
there is a higher gradient of temperature (more than natural) between the centre
of the EEB and the surrounding soil. Consequently, there will be a higher heat
transfer rate coming from the bottom of the EEB.
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Figure 7.2: Long-term temperature variation at the centre of the EEB with heat
injection and extraction
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On the other hand, Figure 7.3 shows the variation of the temperature of the
borehole wall in the long term when the GHE is subjected to heat injection and
extraction loads. As in the centre of the EEB, it can be noted a stable thermal
behaviour. However, due to the net heat imbalance, the average temperature of
the long-term borehole wall temperature (10.63°C) is lower than the natural soil
at the same depth (12.32°C). In this context, when the predominant load is that
of extraction, the borehole wall might have low temperatures in winter which
might affect the heat pump performance.
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Figure 7.3: Long-term temperature variation at the borehole wall with heat
injection and extraction
According to the results shown previously, one can question that, if the dom-
inant load is heat extraction, it would be logical for the average temperature
to decrease over the time in the long-term. This is particularly true during the
transient period. However, as soon as the heat transfer medium reaches steady
state conditions the temperature variation remain constant. This can be seen in
Figure 7.4 which shows the thermal response of the EEB soil using the Finite
Line Source (FLS) method [108] explained in section 2.3.2. The absolute temper-
ature variation (dT) is negative when heat is extracted or positive when heat is
injected. The figure shows the temperature change of the EEB at different radial
distances when it is subjected to a constant heat rate of 2.1 W/m which is the
annual net heat imbalance. For instance, in Figure 7.4 (in logarithmic scale), the
temperature in the borehole wall (r= 0.075 m) stabilises before 3000 hours and
that the decrease in temperature (with respect to the initial temperature) is 0.46
K. This shows that the EEB would reach its stable state in less than 3000 hours
Carlos Naranjo-Mendoza
Long-term analysis 165
or approximately 4 months (yellow zone in Figure 7.4).
However, the stabilisation temperature and time will depend not only on the
total amount of heat extracted, but also in the length of the borehole. The shorter
the borehole the lower the temperature change. Figure 7.5 (in logarithmic scale)
shows, as an example, the temperature variation of the borehole wall for a 1.5-
metre depth borehole by using the model developed in this research (FDM-HF).
A constant heat extraction load of 2.1 W/m was simulated, and the variation
in the borehole wall temperature was determined in the long term. It can be
evidenced that initially the temperature of the borehole wall has a temperature
drop of up to 0.5 K and reaches the maximum temperature difference (dT) in
time lower than 3000 hours (yellow zone) and from that moment the temperature
change (dT) stabilises in the long-term.
Figure 7.4: Long-term temperature variation at different radial coordinates by
using the FLS model with a constant heat extraction rate
In the long-terms graphs (Figure 7.2 and Figure 7.3), the highest temperature
change occurs during the first year (approximately four months) and from that
moment steady state conditions are reached.
7.1.2 Heat extraction only
Figure 7.6b shows the thermal load imposed for running the model (FDM-HF)
to study the thermal behaviour of EEB in the long term subjected to heat ex-
traction only. The data used for the simulation of the model correspond to the
experimental heat flow rate data for 2017 discarding the heat injection loads
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Figure 7.5: Long-term temperature variation at r=0.075 m by using the FDM-HF
model with a constant heat extraction rate
(Figure 7.6a). This case is analysed to estimate the thermal behaviour of the EEB
in a system that has no solar heat input or solar thermal storage, that is, for a
conventional GSHP system. It is important to analyse this case to get insights of
how a system with no storage or heat recovery performs.
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Figure 7.6: Long-term heat flow rate with heat extraction only
Figure 7.7 shows the thermal performance of the centre of the EEB when it
is subjected to heat extraction for 16 years. The average long-term temperature
of the centre of the EEB is 8.15°C which is 4.17 K lower than the average natural
soil temperature at the same depth. This decrease in the average temperature
cannot be recovered by the natural recovery during summertime. Hence, the
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EEB might have a low temperature for an optimal heat pump operation during
winter.
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Figure 7.7: Long-term temperature variation at the centre of the EEB with heat
extraction only
Similarly, Figure 7.8 shows the variation of the temperature in the borehole
wall in the long term when the EEB is subjected to heat extraction only. During
winter, the borehole wall temperature ranges between -4°C and 5°C. The average
long-term temperature of the borehole wall is 6.52°C which is almost 6 K lower
than the average natural soil temperature. The borehole wall temperature is
critical in geothermal systems since it is this that directly affects the performance
of the heat pump. For example, if the temperature in the borehole wall is 2°C
and the system is extracting heat, then the temperature of the working fluid that
exchanges heat with the evaporator of the heat pump should be considerably
lower than the temperature of the borehole wall. Typically for adequate heat
exchange between the EEB and the fluid, the fluid temperature must be between
6 K and 12 K less than the borehole wall temperature [145] so that there is greater
potential for heat transfer. This makes the evaporator operate at very low fluid
temperatures, and therefore its efficiency is very low [146]. Likewise, freezing in
the borehole wall might happen affecting the physical properties of the soil near
the borehole. The heat recovered during summertime is not enough to create
annual thermal balance. This shows the importance of injecting and storing heat
seasonally.
Carlos Naranjo-Mendoza
168 Thermal performance of very shallow boreholes in vertical ground heat exchangers
Year 1 Year 2 Year 3 Year 4 Year 5 Year 6 Year 7 Year 8 Year 9 Year 10 Year 11 Year 12 Year 13 Year 14 Year 15 Year 16
-6
-4
-2
0
2
4
6
8
10
12
14
Te
m
pe
ra
tu
re
 [°
C]
borehole wall temperature
natural soil ttemperature
Figure 7.8: Long-term temperature variation at the borehole wall with heat
extraction only
7.1.3 Heat injection only
This section shows a hypothetical case where there is only heat injection in the
long term. This case is unlikely in a heating system since it would not make
sense to inject or store solar heat without using it. However, this case was simu-
lated to further explore the thermal response of the EEB by using the FDM-HF
model. Note that for domestic systems where homes have only a cooling load, a
geothermal system rejects heat into the ground, which would be similar to inject-
ing heat into the ground without extracting heat from it [147]. Figure 7.9b shows
the heat injection loads imposed for the simulation. The thermal loads consid-
ered are the experimental ones of 2017 discarding the heating extraction loads
(Figure 7.9a). These data were repeated for 16 years for long-term simulation.
Figure 7.10 shows the temperature variation in the centre of the EEB when
there is only heat injection. It can be clearly seen that EEB has a temperature
higher than the natural temperature of the soil at the same depth, reaching a
maximum of 20°C. The average long-term temperature of the centre of the EEB
is 15.28°C which is 3 K higher than the natural temperature of the soil at the same
depth. It can be also noticed that the lowest temperature reached in wintertime
is higher than the natural soil temperature which mean that the heat stored is not
totally lost during wintertime. However, it is clearly show that the temperature
decreases considerably in winter which shows a poor performance for long-term
storage.
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Figure 7.9: Long-term heat flow rate with heat injection only
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Figure 7.10: Long-term temperature variation at the centre of the EEB with heat
injection only
On the other hand, Figure 7.11 shows the variation of the temperature of
the borehole wall in the long term when the EEB is subjected to heat injection
only. As in the centre of the EEB, the borehole wall temperature has a higher
average long-term temperature than the natural soil temperature. Despite the
temperature decrease in wintertime, the borehole wall temperature is always
higher than the natural temperature of the soil at the same depth.
The results of the study of the behaviour of the system show that the use of
a very shallow SAGSHP causes a relatively rapid thermal imbalance in the soil.
For example, for the case studied, it was observed that in time lower than 5000
hours, the temperature of the EEB reaches its peak and from that moment the
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Figure 7.11: Long-term temperature variation at the borehole wall with heat
extraction only
EEB tends to exchange heat slowly with the distant soil. Likewise, it could be
evidenced that, if the system did not have solar heating injection, the initial tem-
perature of the EEB could not be recovered and the efficiency of a GSHP system
would be very low. Therefore, it is important that in shallow systems there is
recovery or storage of heat during summer to maintain a stable operation of the
system. The following sections show how the EEB would behave depending on
the thermal conductivity of both the soil and thermal grout.
7.2 Variations in soil and grouting thermal conduc-
tivity
As mentioned in section 2.3.2, the performance of a geothermal system is differ-
ent depending on the type of soil on which it is installed. In soils where there
are no excessive underground water flows, the thermal conductivity of the soil
is the most critical parameter in the performance of a GSHP system [10, 148].
The literature indicates that usually, a soil with higher thermal conductivity or
a saturated soil has a better heat transfer rate and therefore the performance of
a GSHP system is better in soil with higher thermal conductivity [46]. Natu-
rally, in a real installation the type of existing soil or ground cannot be modified.
However, it is essential to analyse the degree to which the thermal behaviour
of very shallow geothermal systems depends on the type of soil. Similarly, the
literature has indicated that the grouting material must have a high thermal con-
Carlos Naranjo-Mendoza
Variations in soil and grouting thermal conductivity 171
ductivity to reduce the thermal resistance between the fluid and the soil [149].
Nevertheless, it has also been shown that, in the long term, increasing the ther-
mal conductivity of the grouting material is irrelevant [150]. For this reason, it is
also important to evaluate the effect of the thermal conductivity of the borehole
filling in very shallow borehole geothermal systems. In this section, a simulation
study using the FDM-HF method (section 6.4.1) was performed using the exper-
imental heat flow rate (considering injection and extraction) from May 2016 to
April 2017 as input data. All the parameters described in Table 6.4 were main-
tained in the simulation, and only the values of the thermal conductivities of the
soil and the grouting material were modified.
7.2.1 Soil thermal conductivity variation
Figure 7.12 shows the variation of the thermal response of the centre of the EEB
to different values of soil thermal conductivity. Typically, the soil, depending
on its mineral composition and the degree of water saturation, can have thermal
conductivity values from 0.5 W/mK to 3 W/mK. In the case of the soil of the
experimental system described in Chapter 4, the value of thermal conductivity is
1.5 W/mK. Therefore, thermal conductivity values of 0.5, 1.5 and 3 W/mK were
used in the simulation. The value of the thermal conductivity of the grouting
material was, in all cases, fixed and equal to 0.85 W/mK. In Figure 7.12 , it
is shown that by increasing the thermal conductivity of the soil the thermal
response of the soil increases due to the higher heat transfer rate. This means
the surrounding soil temperature has a more significant impact on EEB when
the thermal conductivity is higher. This behaviour is advantageous when the
heat is extracted (during winter) as the temperature of the EEB has greater heat
recovery due to its high heat diffusion. However, this behaviour is less desirable
during the summer since the heat losses to the surroundings will be higher.
Figure 7.13 shows the temperature variation in the borehole wall for soils
with different thermal conductivities. It can be seen in the figure that at lower
thermal conductivity the borehole wall temperature variation has a higher am-
plitude. This behaviour is logical since the lower thermal conductivity decreases
the heat diffusivity. For this reason, the layers of soil closer to the pipe wall are
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Figure 7.12: Temperature variation at the centre of the EEB for different soil
thermal conductivities
the most affected by the heat flows. In general, a low thermal conductivity is
not desirable in a GHSP because the heat pump would work at very low fluid
temperatures during the heat extraction season. For example, according to Fig-
ure 7.13, for a soil thermal conductivity of 0.5 W/mK, the borehole wall reaches
temperatures below -10°C in winter. These temperature ranges cause the heat
pump to operate at very low efficiency (e.g. COP lower than 1.2 for the HP
of the current study). Based on the data analysed in Figures 7.12 and 7.13, it
is clear that, as mentioned in the literature, it is more desirable to work in soils
with high thermal conductivity even when there is heat storage. Although lower
thermal conductivity is favourable for heat storage, its negative impact on the
heat pump operation is more relevant as its COP will be lower in winter due to
the low borehole wall temperatures.
7.2.2 Grouting thermal conductivity variation
The backfilling of the boreholes is mainly used to provide rigidity and prevent
the fracture of the pipes and to prevent the refrigerant from contaminating the
soil in case of rupture since the backfilling is a material with low permeability.
Typically, the thermal conductivity of the grouting material ranges between 0.5
and 1.5 W/mK. Therefore, using a material like this between the soil and the
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Figure 7.13: Temperature variation at the borehole wall for different soil thermal
conductivities
pipe creates a thermal resistance that opposes the heat flow. For this reason,
grouting materials with enhanced thermal properties have been developed in
which thermal conductivities of up to 3 W/mK are achieved. However, this type
of materials is more expensive, and some authors suggest that the grouting ma-
terial does not have a significant impact on the long-term thermal response [150].
In this context, this section evaluates the influence of grout thermal conductiv-
ity on the short- and long-term thermal performance of the EEB. For this, the
thermal response of the centre of the EEB and the borehole wall was simulated
at grouting thermal conductivity values of 0.85, 1.5 and 3 W/mK. The thermal
conductivity of the soil remained fixed at 1.5 W/mK.
Figure 7.14 shows the variation of the temperature in the centre of the EEB
for different values of grout thermal conductivity. As seen, in the long term, the
influence of the grouting material is practically negligible as the study of [150]
states. This behaviour is because the size of the soil domain is considerable
compared to the size of the grouting domain (range of metres vs range of few
centimetres). This makes the value of the thermal resistance very low regardless
of the type of material used. This behaviour is confirmed when the temperature
variation in the borehole wall is studied, where it is also evident that the grouting
material has little impact on the borehole wall temperature (Figure 7.15).
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Figure 7.14: Temperature variation at the centre of the EEB for different grout
thermal conductivities
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Figure 7.15: Temperature variation at the borehole wall for different grout ther-
mal conductivities
The results shown in Figures 7.14 and 7.15, on the one hand, show that the
grouting material is irrelevant in the long-term analysis. Likewise, it is shown
that the consideration of the grouting material in the thermal models is irrele-
vant to determine the temperature in the borehole wall. Therefore, to study the
behaviour of the borehole wall temperature one can use a simpler model and
then treat the backfill as a thermal resistance to estimate the average tempera-
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ture of the working fluid. This has been the most commonly used method when
studying GSHP systems [151]. However, the model developed in the present
investigation (FDM-HF) also allows evaluation of the temperature in the pipe
wall of the vertical boreholes. In that context, Figure 7.16 shows the variation
in the temperature of the pipe wall at different values of thermal conductivity
in the grouting. This temperature value is crucial as it represents the thermal
response of the system in the short term and is directly related to the operation
of the heat pump. The figure shows that the pipe wall is more sensitive to the
variation of the grouting material and shows that materials with higher conduc-
tivity are preferable since the amplitude of the temperature is lower. This result
is significant since it is evident that, to optimise the seasonal storage (in the long
term), the grouting material is irrelevant. However, for a better heat pump op-
eration and maximizing its COP, it is desirable to use grouts with high thermal
conductivity. This conclusion is also shown in the study of [150], in which it
is mentioned that although the grouting material does not affect the long-term
analysis, it is important for optimal heat pump performance.
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Figure 7.16: Temperature variation at the pipe wall for different grout thermal
conductivities
The general conclusion of this section is that if one wants to maximise the
heat pump efficiency and to operate the system optimally in the short term, a
soil with high thermal conductivity is preferable, but if these conditions cannot
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be achieved then this problem can be mitigated to some extent by using an en-
hanced grouting material. However, if one wants to maximise seasonal storage,
soil with lower thermal conductivity is desirable. In any case, this opens a door
for future research on optimisation and balance between heat storage and heat
pump operation.
The following section shows the graphical representations also known as G-
functions that are widely used to estimate the thermal response of the soil when
it is subjected to heat flows from vertical boreholes. In this research, this type of
representation is shown for very shallow geothermal systems.
7.3 G-functions for very shallow boreholes
As mentioned in section 2.3.2, G-functions are a graphic representation of the
relationship between the rate of extraction or injection of heat from the geother-
mal borehole wall (qr) and its temperature (Tb) [152]. The G-functions come
from Eskilson’s work [106] to study the thermal response of the borehole wall
in a simple way and without the need to solve complex models. In this investi-
gation, Equation 7.1 is used to estimate the borehole wall temperature from the
G-functions.
Θs = G(Fob) (7.1)
where:
Θs =
(Tb (t)− To) ks
qr
and Fob =
αst
r2b
In Equation 7.1 , Θs is the dimensionless temperature, ks is the soil thermal
conductivity, qr is the heat load in radial coordinates and Fob is the Fourier
number at the borehole wall in function of the soil diffusivity (αs), the time (t)
and the borehole radius (rb) (see section 2.3.2).
The G-functions of the current research are dimensionless so that they can be
used for any type of soil, thermal load and duration (time) of analysis. The fol-
lowing sections show the G-functions obtained by applying the FDM-HF model
for single and multiple shallow geothermal boreholes.
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7.3.1 Single borehole G-functions
Figure 7.17 shows the G-function for a single borehole, that is the dimensionless
profile of the temperature change (Θs) as a function of the Fourier number at
the borehole wall (Fob) evaluated by the numerical model FDM-HF. The figure
shows the thermal response for boreholes of different lengths. For low Fourier
numbers (Fob < 10
−4), the thermal response is similar for any borehole length.
This is normal since, in the first instants in which the borehole is subjected to
heat flux, the axial effects are not present. The axial effects are evident al higher
Fourier numbers and are different according to the length of the borehole. This
is because the heat exchange with the surrounding soil (bottom of the EEB)
takes more time as the length or depth of the borehole increases. It is important
to mention that, in the case of very shallow geothermal boreholes (between 1
and 20 meters deep), the axial effects are more relevant and it is imperative to
consider heat exchange with the distant soil.
Figure 7.17, being dimensionless, can be used to evaluate both heat extraction
loads (Θs negative) or heat injection loads (Θs positive), any type of soil, different
borehole diameters and different time scales. For this reason, the G-function
graph is a useful tool to estimate the response in the medium and long term of
very shallow GSHP systems.
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Figure 7.17: G-functions for a single borehole considering long-term axial effects
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7.3.2 Multiple boreholes G-functions
The limitation of Figure 7.17 is that it is only applicable to single borehole sys-
tems. Therefore, one cannot study system with arrays of boreholes using this
approach. In the case of vertical borehole arrays, G-functions were developed
based on the FDM-HF to determine the borehole wall temperature when there
is the influence of a neighbouring borehole located at a distance B. In that con-
text, Figure 7.18 shows the profile of the dimensionless temperature (Θs) or
G-functions for arrays of two vertical boreholes of different lengths, and with
different separations (B) between them. If one wants to analyse the thermal re-
sponse of arrays with more than two boreholes, the superposition technique can
be applied and the change in the dimensionless temperature (Θs) of the differ-
ent neighbouring boreholes within an array can be added to obtain the actual
change in the dimensionless temperature.
As can be seen in the figure, in all cases, if the boreholes are separated by
more than 2.5 m, the influence of the adjacent boreholes is very low. This indi-
cates that if the boreholes are separated a distance greater than 2.5 m, they can
be treated as single borehole systems. Hence, in the case where a GSHP system
does not have solar heat injection or heat recovery, the neighbouring boreholes
have a negative impact since they will affect the temperature change in the bore-
hole wall making the heat pump operate less efficiently. On the other hand, if
the system has storage and solar heat injection it is not advisable to install the
boreholes at a separation greater than 2.5 m since the effect of storage would not
be maximised.
7.4 Summary of the chapter
This chapter describes the application of the numerical model of finite differ-
ences (FDM-HF) that was developed in Chapter 6. To do this, a study of the
long-term thermal behaviour of the EEB described in Chapter 4 was first con-
ducted. In the annual heat balance, the dominant load is that of heat extraction.
As the heat extraction loads are predominant, the average temperature of the
EEB is lower than the natural temperature of the soil at the same depth.
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On the other hand, it was observed that, if the EEB were only subjected to
heat extraction loads, the average temperature of the EEB and the borehole wall
would be very low, making it necessary to have very low working fluid tempera-
tures to be able to extract heat from the soil. This performance negatively affects
the operation of the heat pump. For this reason, in very shallow systems, it is
necessary to have a means of heat regeneration to maintain proper operation of
the heat pump.
Likewise, through the FDM-HF model, the temperature variation of the EEB,
the borehole wall and the pipe wall at different values of thermal conductivity
of the soil and the grouting material were studied. It was found that a soil with
higher thermal conductivity is preferable since it diffuses heat more quickly
allowing the average temperature of the EEB, during the heat extraction sea-
son, not to decrease dramatically. Moreover, it was evidenced that the thermal
conductivity of the grouting material has no impact on the long-term thermal
behaviour. However, it is more relevant in the short-term performance since it
directly affects the efficiency of the heat pump. For this reason, in order to max-
imise the heat pump COP, it is desirable to use a grouting material with high
thermal conductivity.
Finally, dimensionless graphs of the temperature profile as a function of time
(G-functions) were developed to evaluate the thermal response in the medium
and long term of different very shallow GSHP system configurations. These
graphs consider the axial effects in the change of temperature in the long term.
Through the developed G-functions, it was possible to evaluate that, for vertical
boreholes arrays, at a spacing greater than 2.5 m, the neighbouring boreholes
do not noticeably influence the temperature of the borehole wall. Therefore,
in systems that do not have energy storage, it is preferable to have a spacing
distance greater than 2.5 m to avoid the impact of neighbouring boreholes in the
temperature of the borehole wall.
The following chapter shows the conclusions of the work of the current re-
search, as well as the opportunities for future work to continue contributing with
in-depth knowledge in the area of very shallow vertical geothermal systems.
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8. Conclusions
This chapter summarises the most relevant findings and results obtained in this
research. Likewise, the main contributions to knowledge are highlighted in this
section and the limitations and potential for further research are also shown.
As mentioned in section 1.3, the aim of this research was to develop a prac-
tical model of very shallow boreholes that is accurate enough to evaluate their
thermal response in the short and long term. To achieve this aim, five specific
objectives were proposed which were conducted along an experimental and nu-
merical investigation developed in this research.
8.1 Main findings
8.1.1 Experimental investigation
An experimental study was conducted with data from 19 months of opera-
tion of the energy system in De Montfort University’s ‘Grasmere Street’ project.
Through this investigation, it was possible to observe the peculiarities of the
operation of the seasonal thermal storage system or Earth Energy Bank (EEB).
Although the EEB was conceived as a storage volume with negligible heat losses
and gains through its base, it was experimentally determined that there is a con-
siderable amount of heat exchange with the surrounding soil through the base.
In fact, 18% of the heat flux into the EEB comes from the surrounding soil.
Likewise, the project has demonstrated that there is greater heat extraction
in winter than heat injection in summer. This is due to the small size of the
geothermal boreholes. Although the PVT collectors have a large capacity for
gaining heat, much of this has not been transferred to the EEB due to the slow
heat transfer rate caused by the small size of the boreholes. In addition, in
summer, heat injection can only be done if there is a solar gain (daytime) since
there is not a short-term storage tank for the heat gained. However, in winter,
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heat extraction might occur at any time during the day.
By analysing the temperature profiles of the EEB, it was observed that the so-
lar energy contribution during summer helps to improve the net balance of the
EEB. The temperature at the centre of the EEB reaches up to 4 K more than the
natural temperature of the soil. Thanks to this solar contribution, the tempera-
ture of the EEB does not decrease significantly in winter, reaching a minimum
of 2°C, which prevents freezing of the water content in the soil which could lead
to a dangerous expansion of the soil volume.
Although the system with very shallow boreholes limits the amount of heat
that can be injected and extracted, a thermal store of this type is enough to meet
the heat demands of a small well-insulated house of the same footprint as the
EEB, which is the target of this type of system. With the current configuration, it
was also possible to explore the potential improvements that can be made in this
type of system. For example, for the temperatures typically reached, the use of
the insulation at the sides of the EEB is irrelevant and even counterproductive as
it prevents the system from gaining heat from the surroundings. However, the
insulation would be more critical if a solar collector technology that injects heat
at a higher temperature (e.g. flat plate or evacuated tube collectors) were used.
Finally, a potential improvement in the system, in order to maximise the heat
storage, is the use of a short-term store. To do this, a water tank or phase change
materials in the borehole backfill could help in storing heat in the EEB even at
night.
8.1.2 Natural soil temperature variation
The natural variation of the soil temperature is very relevant in the performance
of very shallow geothermal systems. However, not many studies that focus on
the temperature variation of the very shallow soil in the short term were found
in the literature. For this reason, different analytical and numerical models were
evaluated. The analytical models studied were the sinusoidal and the semi-
infinite heat conduction model. The numerical models studied were through the
finite difference method (FDM) using air temperature as a boundary condition
in the soil surface (FDM-T) and heat flow in the soil surface (FDM- HF), by the
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energy balance in the soil surface.
It has been demonstrated that analytical models are not the most appropriate
to study the behaviour of very shallow natural soil. The sinusoidal model is not
able to predict temperature variations in the short term (daily or hourly) that
are very important in the shallowest centimetres of the soil, while, the semi-
infinite model is more accurate in the first centimetres but lacks accuracy at
greater depths. Likewise, it was demonstrated that one of the most significant
uncertainties in the study of the natural variation of the soil temperature is the
undisturbed soil temperature. Typically, the average annual air temperature is
used. However, according to the present study, it is much more accurate to use
the empirical model of Badache et al. [84].
From the numerical models, it was shown that for a soil covered by light
vegetation (e.g. grass) it is appropriate to use the air temperature as a proxy for
the temperature at the soil surface. In fact, when comparing the FDM-T model
with the experimental data of the Grasmere Street project, it was shown that this
method was the most accurate, with an average error of less than 13%. Besides,
it was shown that the FDM-HF model is much more complex to implement, and
its average error exceeds 37%. This is mainly due to the greater uncertainty that
exists in the input data.
These findings are very relevant not only for the study of geothermal systems
but also for applications in agriculture and climate studies where it is crucial to
define accurately the variation of the shallow soil temperature and its impact on
different types of ecological systems.
8.1.3 Modelling of very shallow boreholes
The modelling of the thermal performance of arrays of very shallow geothermal
boreholes is the core of this research. The main challenge of this part is to
consider the impact of the natural variation of soil temperature on the thermal
response of such boreholes. In the same way, considering variable loads in the
short term and the interaction with adjacent boreholes makes the modelling of
this system even more complex.
First, the research explored whether conventional analytical models such as
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the Infinite Line Source (ILS) or Infinite Cylindrical Source (ICS) models are
appropriate to study the thermal performance of such systems. For this, both
analytical models were used together with the temporal superposition technique
to represent the variable thermal loads. In addition, spatial superposition was
also used to consider the influence of adjacent boreholes and the natural varia-
tion of soil temperature. It could be shown that both models have good accuracy
to predict the soil temperature in the centre of the EEB with an efficiency (EF) of
95.6%. On the other hand, these models present greater error when used to esti-
mate the temperature at the borehole wall, with EF less than 90% in the ILS and
less than 86% in the ICS. The main reason for this is that none of these models
considers the backfill material of the borehole, so they have greater uncertainty
over small radial distances. However, the most significant limitation of these
models is the high computational cost when considering variable thermal loads.
Of the two analytical models studied, the ICS model is the one with the highest
computational cost since its resolution uses more complex mathematics. In fact,
in order to complete an annual simulation with the ICS model, it was necessary
to work with daily thermal loads instead of hourly ones.
In contrast, the use of numerical models gave more promising results. Al-
though the development of numerical models by the finite difference method
(FDM) is more complex because it implies the discretisation of differential equa-
tions, this method has a lower computational cost and better accuracy. Given
the flexibility of this method, the backfill material of the borehole and variable
thermal loads can be considered more practically. When heat flow at the pipe
wall was considered as boundary condition (FDM-HF), the EF was 98% and
96.5% when used to determine the temperatures in the centre of the EEB and
the borehole wall respectively. When considering convection inside the pipe
with variable inlet temperature (FDM-T), the EF is 93% for the temperatures of
the centre of the EEB and the borehole wall, and 96% for determining the fluid
outlet temperature.
The main advantage of the FDM is its fast computation. In the present re-
search, the annual simulation that used hourly thermal loads took less than 20
seconds to finish on an ordinary personal computer. This makes the approach
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practical for use with other transient models of complex systems, or for addition
to building energy modelling software. It is important to mention that as part
of this study, the hypothesis proposed in section 3.1 was tested. Therefore, it
was shown that the use of the superposition technique together with the FDM is
suitable for estimating the thermal response of very shallow boreholes quickly
and accurately.
8.1.4 Performance of very shallow boreholes
The long-term thermal response of the EEB was studied using the FDM-HF
model, developed in Chapter 6. It showed stable behaviour in which the annual
imbalance of the system is minimal. This means that, with the current design,
heat injection in summer compensates for heat extraction during winter. The
storage of seasonal heat prevents the EEB from reaching very low temperatures
in winter and thus prevents the heat pump from operating very inefficiently.
In addition, it was observed that if the system did not have heat injection it
would also have a stable operation; however, the temperature of the EEB and the
borehole wall would reach very low values (less than -3°C), which would force
the working fluid to circulate at very low temperatures in order to extract heat
in winter. This would decrease the COP of the heat pump considerably.
It was also demonstrated that in order to maximise heat storage, soil with low
thermal conductivity is preferable. Likewise, it was shown that the backfill ma-
terial is irrelevant in the performance of EEB in the long term and in the amount
of heat that can be stored. This is because the backfill medium occupies a very
small volume compared to the volume of the soil where heat is stored. How-
ever, it was also shown that the backfill material is of much more importance in
the short term since it directly affects the operation of the heat pump. For this
reason, in order to maximise the COP of the heat pump, it is preferable to use
a high thermal conductivity backfill (greater than 2 W/mK). Consequently, the
most desirable balance to have a better performance in the short and long term
is to use a material of high thermal conductivity in the borehole backfill in soil
of medium or low thermal conductivity (less than 2 W/mK).
Finally, G-functions were developed as a method for the study of the thermal
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response of very shallow geothermal boreholes. This is the most common way to
represent the thermal response of vertical boreholes graphically and in a dimen-
sionless way. Thus, arrays of geothermal boreholes of different diameters, soil
materials and time constants can be studied. Through this study, it was possible
to demonstrate that, in order to maximise heat storage the spacing between the
boreholes should not be greater than 2.5 metres. However, for systems without
heat storage it is preferable that the spacing is greater than 2.5 metres to avoid a
significant reduction in the soil temperature.
8.2 Contribution to knowledge
The main contribution to knowledge that is made through this research is the
development of a numerical model for the evaluation of the thermal response of
very shallow vertical boreholes. Although in the literature there are analytical
models to evaluate the performance of conventional geothermal boreholes, these
are not the most practical for study very shallow boreholes and for evaluating
dynamic systems in the long term due to their high computational cost as shown
in section 6.3.
The main advantage of the model developed in the present investigation is
its fast resolution and high accuracy. Because of these, the model is suitable to be
coupled to other numerical simulation software for energy systems such as TRN-
SYS, Modellica, Energyplus, etc. Therefore, complex thermal systems featuring
very shallow boreholes can be studied in the long term at a low computational
cost.
Also, through this research important evidence was provided concerning the
operation of geothermal systems with very shallow boreholes and seasonal stor-
age of heat in the shallow soil. This type of system has not been studied ex-
tensively because of its relatively low efficiency due to the influence of environ-
mental variables on the soil near the surface. However, it was possible to demon-
strate experimentally that this type of system can meet the energy demands of
low-energy housing as seen in Chapter 4. Considering that the installation of
the ground heat exchanger is very affordable compared to conventional bore-
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holes, the potential that such systems may have in new constructions is very
high. Indeed, systems of this type are currently being installed in new domes-
tic developments, and this research will allow such designs to be optimised to
improve the cost-benefits.
The model was developed based on heat transfer calculations and physics,
therefore the application of this model is not limited to the geographic location
and design of the current experimental research. This model could be easily
extrapolated to other climates, borehole depth and borehole spacing.
8.3 Further research
The limitations of the current research (Chapters 4, 5, 6 and 7) and potential
areas of improvement were shown both in the experimental part of the system
and in the development of the different thermal response models. This section
gives a brief summary of the potential future research areas that have become
evident through the development of this research.
First, it is important to mention that there is a wide field for new research
in the development of different types of system configurations that use very
shallow vertical boreholes. This is due to the increasing number of innovative
low-energy homes that are being constructed, mainly in countries such as the UK
where the dominant thermal load is heating (see section 1.1). This has reduced
energy demands, so that smaller systems are required to meet thermal loads. In
this case, very shallow geothermal systems could play an important role due to
their affordability. By including solar energy for heat recovery or storage, there
would be even more interest due to the high sustainability of this system.
From the experimental study carried out, it was possible to show that given
the small size of the ground heat exchanger (GHE), the solar contribution during
daylight hours is limited. For this reason, future research may focus on improv-
ing the seasonal rate of heat injection into the EEB. Options such as the use of
a water tank for short-term heat storage (diurnal) or the use of phase change
materials in the borehole backfill would help to inject more of the heat from the
solar thermal collectors into the EEB. There is also an opportunity for future re-
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search into the control strategies for this type of system. Being a hybrid system
(solar and geothermal), it is necessary to know the best strategy for using solar
heat, which can be used directly to meet heating demands or to recover the soil
temperature. The use of other types of solar collector technology is another field
of future research. As evidenced, the GHE is not always able to store heat at
the same rate as the solar gain. For this reason, the use of technologies such as
flat plate collectors (FPC) or evacuated tube collectors (ETC) could increase the
overall efficiency of the system through the higher working temperatures of the
fluid in the solar thermal loop and therefore a higher temperature differential
with the soil.
Potential areas of future research can also be identified through further devel-
opment of heat transfer models created in this research. For example, a simple
model to estimate the surface temperature of the soil for different types of sur-
face (e.g. asphalt, concrete, dense vegetation, etc.) would be valuable. Thus, the
natural temperature variation of different types of soil under different boundary
conditions could be studied. This would be a great contribution not only in areas
of geothermal systems but also in agriculture and climate change. Nowadays,
artificial intelligence is often used to estimate the behaviour of very complex
systems by using known input parameters. This could be one of the simplest
and most accurate methods for developing this type of model.
Finally, a potential area of future research that would continue this inves-
tigation is the implementation of the thermal response model of very shallow
boreholes in a transient simulation program such as TRNSYS or Modellica. That
is, change the model developed into different programming languages that al-
low integration with models of other types of thermal systems. In this way, the
interaction of an array of very shallow boreholes with different types of solar
collector technologies, control strategies and short-term heat storage could be
studied.
In summary, there is a high potential for further research, of different com-
plexity and with practical application, which could be developed as research
projects or as a thesis for doctoral or master’s students.
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A. Analytical Models for natural soil
temperature variation
This appendix shows more details in the development of analytical models to
estimate the temporal variation of the soil temperature at different depths. The
two most commonly used analytical models for the study of heat diffusion in
the soil are described: the sinusoidal model and the semi-infinite solid model.
A.1 Sinusoidal model
An example of a sinusoidal model is that of Kusuda and Achenbach [80, 84],
which can be used to solve the heat transfer equation for the soil domain (Equa-
tion 5.4) assuming that the surface temperature of the soil has a sinusoidal
variation throughout the year. This approximation enables quite an accurate
derivation of the average temperature of the soil surface or evaluation of the
temperature of very deep soil (more than 2 metres). However, this analytical
model lacks precision if used to evaluate the temperature of very shallow soil
(less than one metre deep) or to study the soil at sub-daily time steps, due to
the sinusoidal shape of the function. This model only considers the one temper-
ature amplitude (annual or daily) which is inadequate when studying sub-daily
temperature fluctuations in very shallow soil.
The boundary condition of the soil surface temperature with sinusoidal vari-
ation is shown in Equation A.1.
T (0, t) = (Ts − ∆T) cos (ωt− ϕs) (A.1)
Considering this boundary condition, the resolution of Equation A.1, which
can be used to determine the temperature at any time and depth, is expressed
in Equation A.2:
T (z, t) = (Ts − ∆T) e−z
√
ω
2α cos
(
ωt− ϕs −
(√
ω
2α
)
z
)
(A.2)
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where Ts(z, t) is the soil temperature at any depth z and time t, Ts is the average
annual temperature of the soil surface (equivalent to the undisturbed ground
temperature), ∆T is the average annual amplitude of the surface soil tempera-
ture, ω is known as the annual angular frequency and is equal to 2pit , α is the
soil thermal diffusivity and ϕs is the phase angle in radians and corresponds to
the time of the year in which the surface soil temperature is minimal [80,84].
Thus, to work with the sinusoidal analytical model, prior knowledge of Ts,
∆T, α and ϕs is required. Normally, this model is used to determine the annual
behaviour of the soil, however, the same model can be used to determine the
daily behaviour. In this case Ts corresponds to the average daily surface soil
temperature, ∆T to the daily amplitude of the surface soil temperature, ω is the
daily angular frequency and ϕs is the phase angle which corresponds to the time
of day when the temperature of the soil surface is minimal.
Figure A.1 shows the variation of the temperature for soil with thermal dif-
fusivity of 6.95 x10−7 m2/s; average temperature of 12.5C, amplitude of 8°C and
phase angle of 2pi(31/365) rad. These input parameters were estimated from
measured data (see section 4.2.1). As can be seen in the figure, at greater depths
the soil temperature is less variable and there is a phase shift compared to the
minimum and maximum temperature at the surface. This behaviour is due to
the heat capacity of the soil, and the sinusoidal model is able to represent this.
However, at the surface this model does not show the sub-daily temperature
oscillation, hence this model is not appropriate for very shallow analysis. In
general, this model is simple and accurate enough for the modelling of conven-
tional borehole heat exchangers and most thermal simulation programs such as
TRNSYS [135], RetScreen [153], DOE-2 [154], EnergyPlus [155], etc. use this type
of model to predict soil temperature profiles.
A.2 Semi-infinite solid model
The semi-infinite solid model [81] is an analytical solution in which any solid is
considered to be an infinite medium in all directions except one (the z-direction).
This model is widely used for the study of thin elements like beams and metallic
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Figure A.1: Annual soil temperature variation: sinusoidal model
plates, and also for the study of the ground. Analytical solutions of the semi-
infinite model are available for three different boundary conditions: constant
surface temperature Ts (Equation A.3), surface exposed to convection and sur-
face exposed to a constant heat flux q′′o (Equation A.4) [81]. The variation in the
boundary conditions over time can be treated as a step function.
T (z, t) =
[
erf
(
z
2
√
αt
)
(To − Ts)
]
+ Ts (A.3)
T (z, t) =
[
2q′′o (αt/pi)
1/2
k
exp
(−z2
4αt
)
− q
′′
o z
k
erfc
(
z
2
√
αt
)]
+ To (A.4)
Where erf is the error function and erfc is the complementary function of
error. The analytical semi-infinite solid model is very accurate when analysing
the thermal response of a solid with a fixed boundary condition over a given
time. However, this model is not appropriate for use with periodic boundary
conditions since it does not accumulate the results from previous time steps.
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For this reason, several authors such as Charpin et al. [82] and Florides and So-
teris [156] make use of the ‘thermal penetration depth’ (δp) which corresponds
to the distance over which changes in temperature are evidenced if a boundary
condition is applied for a time t. In other words, the longer the exposure to
a boundary condition, the greater the penetration depth and vice versa. This
means that for very variable ambient conditions (hourly time step), tempera-
ture changes at depths greater than a few centimetres cannot be seen accurately
through this model. Equation A.5 shows the thermal penetration depth for a
given time (ω = 2pi/t) [157].
δp = 4
√
α
ω
(A.5)
For example, for a soil with thermal diffusivity α=6.95 x10−7 m2/s, the ther-
mal penetration depth for different times of analysis is shown in Table A.1. As
can be seen, in order to determine the influence of a boundary condition at a
depth of 1 metre, the boundary condition must be applied for approximately
150 hours.
Table A.1: Thermal penetration depth at different analysis time
t
(hours)
δp
(metres)
0 0
1 0.05
15 0.3
40 0.5
157 1
354 1.5
628 2
981 2.5
1413 3
Figure A.2 shows the stepwise application of the semi-infinite solid model
with constant surface temperature for each step as the boundary condition (Equa-
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tion A.3). The boundary condition is variable each hour as a step function since
the data from weather stations is normally collected on an hourly basis. This
figure clearly shows the concept of the thermal penetration depth (Table A.1)
where for time steps of 1 hour the penetration depth is 5 cm. This means that
this model is very accurate to evaluate the temperature variation up to a depth
of 5 cm. As the depth increases the accuracy is reduced so that for depths greater
than 0.2 metres the model is inappropriate. Note that at depths greater than 0.5
metres, the model output is a horizontal line. At these depths, an approximate
solution might be to consider the average temperature over a time step greater
than one hour and apply that average temperature as a boundary condition.
However, this would affect the analysis of the short-term temperature variation.
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Figure A.2: Soil temperature variation: semi-infinite solid model
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B. Methods for sizing borehole heat
exchangers
Proper sizing of vertical ground heat exchangers (VGHE) is essential to ensure
the long-term operation of the heat pump at a low cost. Undersized systems
will cause heat pump failure since its entering fluid temperature (EFT) could
be outside the operating ranges. On the other hand, oversized systems would
imply excessive costs and profitability would be affected [158]. For this reason,
the design must be ”just” for a given installation. Also, the introduction of a
VGHE into the soil will cause a variation in the soil temperature in the long-
term (mainly in unbalanced loads). Therefore an appropriate design should
consider the thermal loads as a function of time in the long-term [159]. More-
over, the VGHE sizing depends on the soil properties, the thermal resistance of
the borehole Rb, the heat pump configuration, the borehole spacing (in the case
of multiple arrangements) and the initial soil temperature [159,160]. The last is
very important when designing Solar Assisted VGHE because the average soil
temperature is higher than the undisturbed ground temperature. Hence, the
VGHE must be undersized compared to not Solar Assisted systems. Figure B.1
shows the typical geometrical configuration of multiple borehole arrangements
in VGHE. An effective design should also focus on finding a suitable configu-
ration of the borehole length H, the spacing between boreholes B, the borehole
radius rb, the shank spacing between in U-tubes S, the distance between the
ground surface and the borehole top D and the number of boreholes Nb. The
total length of the VGHE L is given by Nb × H [159].
While it is true that different types of VGHE configurations that differ from
the standard design of Figure B.1 can be found (in-line arrangements, double U-
tube, variable spacing), most practical designs fit on the standard configuration.
For this reason, the review will focus on such arrangements.
The heat pump EFT, generally, should not be, in general, less than -7°C in
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D
2rb
B
B
H
ground
backfill
ground
Ground surface
S
Figure B.1: Typical configuration of multiple boreholes VGHE
heating mode, and no more than 45°C in cooling mode. Therefore, considering a
safety margin, VGHEs are dimensioned so that the heat pump EFT is maintained
between 0 and 35°C [159]. For the heat pump of the Grasmere Street Project the
admissible range is from -10 to 20°C.
B.1 Rules of thumb for VGHE sizing
The most common rules of thumb usually express an estimate for the total re-
quired borehole length as function of the heat pump capacity or the heat absorp-
tion rate from the soil [48]. These two can be related by the heat pump nominal
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COP (Equation B.1).
qout − qout
COP
= qin (B.1)
where: qout (W) is the heat pump capacity; COP is the nominal coefficient of
performance of the heat pump and qin (W) is the heat absorption rate from the
soil.
In this way, several domestic GSHP system installers use rules of thumb (e.g.
60 to 100 W peak installed heating capacity for each meter depth of borehole)
adding some safety factor of a few meters. This rule of thumb is usually in
agreement with most international studies. For example, in the USA, the spe-
cific installed heating capacity is usually between 68 to 82 W/m. In Switzerland,
specific heat absorption rates from the ground above 75 W/m, are not recom-
mended [48]. This type of rules of thumb is usually very simplistic since they
do not consider the soil properties or the system location. In this context, some
guidelines have extended this type of calculations considering other factors. For
example, in Germany according to the VDI [161], specific heat absorption rates
from the soil between 20 and 25 W/m are recommended for low thermal con-
ductivity soils (<1.5 W/mK); between 50 and 60 W/m for soils with medium
thermal conductivity and between 70 and 84 W/m for soils with high thermal
conductivity (> 3 W/mK). In Austria, the specific heat absorption rate ranges
from 30 W/m for dry sediment to 70 W/m for granite [48]. In the UK there are
look-up tables supplied by the Department of Energy and Climate Change [129]
to determine the maximum specific heat extraction rate (W/m) from different
soil conditions.
Despite their easy application, rules of thumb are not recommended for
VGHE design. As mentioned by Banks [48], a VGHE system will depend not
only on the heat extraction rate but also on the thermal properties of the soil, the
operation frequency, the heat pump operating temperature, thermal interference
between boreholes in arrangements, among others. Applying rules of thumb can
lead to design errors that may cause a system failure in the first few months or
years of operation.
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B.2 VGHE Design Standards and Guidelines
Nowadays there is an extended selection of guidelines and standards for the
design of both vertical and horizontal GHE. Some of these guidelines are rather
simplified and focus on the design of small systems (less than 45 kW) [129,
161, 162]. Some of them are only applicable in specific regions as they have
charts or tables with values of temperatures or soil properties appropriate for
a certain location such as the Austrian guide [162]. Few are standards based
on analytical models, but mostly all of them are based on the Kavanaugh [163]
models which are set out in the ASHRAE Standard Handbook of Applications,
Chapter 34 [59]. Hence, in order to showmethods that can be applied in different
locations, the present review will show the simplified methods of the German
VDI guideline [161], the British guideline [129] and the analytical method of the
ASHRAE Handbook [59].
The German guide allows calculating the required borehole length Lb by a
simple calculation (Equation B.2) as function of the specific heat extraction rate
g, the number of boreholes Nb and the heat to be extracted from the soil qgr.
Lb =
qgr
Nb × g
(B.2)
The specific heat extraction rate g is obtained from tables based on the num-
ber of hours of operation of the heat pump and the thermal conductivity of the
soil. On the other hand, the heat to be extracted from the soil is determined by
Equation B.3.
qb = qHP
(
1− 1
SPF
)
(B.3)
where: qHP is the heat capacity of the pump and SPF is the seasonal coefficient
of performance.
This guide is easy to implement. However, it has some restrictions that limit
its use. The length of each borehole should be between 40 and 100 m, the sepa-
ration between boreholes should be at least 5 m for lengths between 40 and 50
m and at least 6 m for lengths greater than 50 m and finally, only applies for
double U-tubes boreholes. The Swiss standard SIA 384/6 proposes a correction
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factor for single U-tubes, increasing the borehole length from 11 to 34% depend-
ing on the thermal conductivity of the soil [160]. Despite this, VDI guide does
not consider the boreholes filling making its application very limited.
The British guideline MCS MIS 3005 suggests a simplified method like the
German guide for determining the required borehole length (Equation B.4) as
function of the amount of heat to be extracted from the soil qb (Equation B.3)
and the specific heat extraction rate g determined in look-up tables.
Lb =
qb
g
(B.4)
This methodology applies to single U-tubes which use a mixture of 25% Gly-
col Mono Ethylene and 75% water as a working fluid. It is also restricted to
linear arrangements (with a minimum spacing of 6 m) and for small loads (less
than 30 kW) in heating mode only.
B.3 ASHRAE Methodology
The VGHE design methodology of the ASHRAE Handbook [59] is based on the
spatial and temporal superposition theorem mentioned in Kavanaugh’s model
[163]. This model, in turn, is based on the infinite cylindrical source (ICS) model
proposed by Ingersoll et al. [103]. The ASHRAE method allows determining the
required borehole length for VGHE based on successive heat transfers pulses in
the long, medium and short-term (10 years, 1 month and 4 hours). The three
heat pulses overlap assuming that a short peak load occurs right after a monthly
peak load after 10 years of operation. In this way, robust design can be ensured
in the long term. The method proposes to calculate the required length to satisfy
both the cooling and heating loads. The final selection is made with the greater
of these two lengths.
This method is applicable for heat pumps whose entering fluid temperature
(EFT) is in the range of -5°C (in heating mode) to 40°C (in cooling mode). The
design must be based on the previous knowledge of a) the peak heating and/or
cooling loads; b) an estimate of the heat absorption or rejection from the soil; c)
the heat pump technology to be used; d) the thermal properties of the soil and
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e) maximum and minimum heat pump EFT. From this data, the sizing of the
borehole length can be done through Equation B.5 (cooling) and Equation B.6
(heating).
Lc =
qaRga + (qlc −Wc) (Rb + PLFmRgm + RgdFsc)
tg − twi+two2 − tp
(B.5)
Lh =
qaRga + (qlh −Wh) (Rb + PLFmRgm + RgdFsc)
tg − twi+two2 − tp
(B.6)
where:
Fsc = short-circuit heat loss factor;
Lc = required borehole length for cooling, m;
Lh = required borehole length for heating, m;
PLFm = part load factor during design month;
qa = net annual average heat transfer to the ground, W;
qlc = peak cooling load, W;
qlh = peak heating load, W;
Wc = system power input at design cooling load, W;
Wh = system power input at design heating load, W;
Rga = effective thermal resistance of the ground (annual pulse), (mK/W);
Rgm = effective thermal resistance of the ground (monthly pulse), (mK/W);
Rgd = effective thermal resistance of the ground (daily pulse: 1-6 hours), (mK/W);
Rb= effective thermal resistance of the borehole (filling, piping and fluid), (mK/W);
tg = undisturbed ground temperature, °C;
tp = temperature penalty for interference of adjacent boreholes, °C;
twi = liquid temperature at heat pump inlet, °C and
two = liquid temperature at heat pump outlet, °C
In these equations, the thermal loads, heat transfer rates and temperature
penalty are positive in heating mode and negative in cooling mode.
In Equations B.5 and B.6, the term (qlc −Wc) is equivalent to the heat re-
jected in the condenser qcond while the term (qlh −Wh) is equivalent to the heat
absorbed in the evaporator qeva. These can be determined by Equations B.7 and
B.8 respectively.
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qcond = qlc
(
COPc + 1
COPc
)
(B.7)
qeva = qlh
(
COPh − 1
COPh
)
(B.8)
Where COPc and COPh are the nominal coefficient of performance in cooling
and heating mode respectively.
As can be seen in Equations B.5 and B.6, three heat pulses are considered
in three different time intervals through three time-varying ground thermal re-
sistances. In the calculation, the required lengths in heating and cooling mode
must be determined and the greater of the two must be selected.
Effective thermal resistances of the ground (Rga, Rgm, Rgd) can be calculated
graphically. To do this, the Fourier number Fo should be calculated and the G
factor is determined by Equation B.9 and Figure B.2, respectively.
Fo =
4αgτ
db
2
(B.9)
In Equation B.9, αg is the thermal diffusivity of the soil in m
2/day; τ is the
operating time in days and db is the borehole diameter. Thus, to calculate the
effective thermal resistances, three Fourier numbers must be considered: a) Fo f
(annual, τ= 3680.167 days); b) Fo1 (monthly, τ= 30.167 days) and c) Fo2 (daily,
τ= 0.167 days). Then graphically the G factors G f , G1 and G2 can be determined.
Once the G factors have been determined, the effective thermal resistances
can be found through Equations B.10, B.11 and B.12.
Rga =
(G f − G1)
kg
(B.10)
Rgm =
(G1 − G2)
kg
(B.11)
Rgd =
G2
kg
(B.12)
where kg is the effective thermal conductivity of the soil (W/mK).
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Figure B.2: G-factors in function of Fo number; Source: ASHRAE Handbook of
applications, Chapter 34
On the other hand, the effective thermal resistance of the borehole can be
expressed as a sum of the resistance of the pipe (including the fluid) and the
resistance of the filling (Equation B.13).
Rb = Rp + Rgr (B.13)
The thermal resistance of the pipe can be calculated from the knowledge of
the convection coefficient of the fluid and the pipe hconv, the inner and outer
diameter of the pipe di and do, and the thermal conductivity of the pipe kp
(Equation B.14).
Rp =
1
pidohconv
+ 12pikp ln
(
do
di
)
2
(B.14)
The thermal resistance of the filling is determined by the Equation B.15.
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Rgr =
[
βo
(
db
do
)β1
× kgr
]−1
(B.15)
where: kgr represents the thermal conductivity of the filling and the factors βo
and β1 depend on the configuration of the borehole (Table B.1 and Figure B.3 ).
Table B.1: Paul’s shape coefficients βo,β1; Adapted from: ASHRAE Handbook
of applications, Chapter 34
β0 β1 Case
14.450872 -0.8176 A
17.44268 -0.605154 B
21.90587 -0.3796 C
A B C
Figure B.3: Paul’s coefficient cases
The short-circuit heat loss factor Fsc represents the heat loss between the inlet
and outlet of the fluid in a loop. This can be determined by the number of
boreholes per loop, the value varies from 1.01 for three boreholes in series to
1.06 for a single borehole per loop.
Finally, it is necessary to determine the temperature penalty that is due to
the interference of a borehole with its adjacent boreholes. For this, ASHRAE
provides a table according to the number of boreholes (and arrangement), the
boreholes spacing and length. Other authors such as Bernier et al. [164] and
Fossa [165] have developed methods for calculating the temperature penalty in
a wider range of applications.
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B.4 Alternative ASHRAE sizing method based on G-
functions
As an alternative design method, the thermal response factors also known as
g functions can be used. The g-functions were proposed by Eskilson [106] for
long-term analysis and extended by Yavuzturk and Spitler [109] for short-term
analysis. This is a graphical method in which the thermal response of a VGHE
arrangement can be determined as a function of time through non-dimensional
terms. The G-functions depend on four factors: a) t/ts; b) B/H, c) rb/H and d)
D/H where t is the analysis time, ts is a characteristic time ts=
H2
9αg
, B is the bore-
holes spacing, H is the borehole depth and D is the distance from the ground
surface to the borehole top. Figure B.4 shows a typical graph of a G-function
for a 3 x 2 borehole arrangement. Several curves of the G-functions have been
proposed by Eskilson [106] and several authors have developed modifications
of these functions. Also, design programs have integrated G-functions within
databases.
The alternative ASHRAE method based on the g-functions proposes to use
Equations B.5 and B.6 again for the design of the required borehole length.
However, two modifications must be considered. The first is to eliminate the
temperature penalty since this is implicit in the g-functions and the second is to
calculate the effective thermal resistances (annual, monthly and daily) through
the g-functions as shown in Equations B.16, B.17 and B.18.
Rga =
g
(
t f
)− g(t f − t1)
2pikgr
(B.16)
Rgm =
g
(
t f − t1
)− g(t f − t2)
2pikgr
(B.17)
Rgd =
g(t f − t2)
2pikgr
(B.18)
As can be seen, the complexity of this method is that the g-functions depend
on the borehole length H and this in an unknown parameter in the design pro-
cess (L = Nb × H ). Therefore, the design through this method is an iterative
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Figure B.4: Typical g-function curves (3x2 arrangement); Source: ASHRAE
Handbook of applications, Chapter 34
process and requires computer assistance for an efficient resolution.
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C. Heat balance in the soil surface
The study of heat transfer in the soil can be a very complex task depending on
the accuracy required, as well as the depth of study. The ground temperature
becomes more stable with depth. This can be seen in Figure C.1, which shows
the variation of soil temperature at different depths. The data in Figure C.1
were obtained through monitoring in the soil of Leicester, UK. It is clear that the
closer to the ground surface, the more unstable the thermal behaviour of the soil.
Therefore, the thermal performance of shallow soil (depth less than 1 metre) is
more difficult to predict. For this reason, it is important to perform an energy
balance on the soil surface to have a clear idea of the variables that affect the
thermal performance of the sub-surface soil.
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Figure C.1: Soil temperature variation with depth
Heat diffusion in soil is a transient phenomenon and can be accurately ap-
proximated as a one-dimensional flux. Equation C.1 (the Fourier heat equation
in one dimension) describes this phenomenon and for its resolution, the appro-
priate temporal and boundary conditions must be considered.
∂T
∂t
= α
∂2T
∂z2
(C.1)
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Typically, the soil is considered as a semi-infinite medium and the boundary
conditions are as follows:
T (z, 0) = To
T (0, t) = Ts (t) orqo′′ (0, t) = G(t)
T (∞, t) = To
where: T (z, t) is the temperature of the soil at any depth and time; To is the
initial soil temperature; Ts(t) is the soil surface temperature which is highly
variable over time, qo′′ is the conduction heat flux and G (t) is the soil surface
heat flux which is also variable according to the weather conditions.
If there are no soil surface temperature measurements, the surface soil tem-
perature can be approximated as the air temperature. However, a more accurate
calculation involves an analysis of heat transfer at the ground surface. Figure
C.2 shows the main heat transfer mechanisms involved in the ground surface
and Equation C.2 shows the existing energy balance.
SOIL
z
SR LE H
G
LR
Tsky
Tamb
Ts
G: ground surface heat flux
H: convection
LE: evaporation heat
LR: long wave radiation
SR: short wave radiation
Tamb: ambient temperature
Ts: surface temperature
Tsky: surroundings temperature
Z: depth
Figure C.2: Energy balance in the soil surface
SR− H − LR− LE− G = 0 (C.2)
The solution of this energy balance serves to determine the boundary con-
dition at the ground surface to be applied into Equation C.1. Two boundary
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conditions are commonly used. The first is to consider the ground surface tem-
perature, Ts, constant and the second is to consider the heat flux at the ground
surface G constant. It is important to mention that such boundary conditions
are constant only for a given time step, but they are dynamically or periodically
variable. For the case of hourly numerical modelling, as proposed in this study,
boundary conditions vary periodically every hour.
In Equation C.2, SR refers to the short-wave incident radiation (Equation
C.3):
SR = abs I (C.3)
where: abs is the soil absorptivity and I is the incident solar radiation.
H is the sensible heat by convection (Equation C.4) [89]:
H = ρaca
(Ts − Ta)
ra
(C.4)
where: ρa is the air density, ca is the air specific heat, Ta is the air temperature
and ra is the aerodynamic resistance defined by Equation C.5 [166]:
ra =
ln
(
zm
zo
)
K2u
(C.5)
where: zm is the standard height of measurement of wind speed (2 metres), zo
is the roughness length, K is the von Karman constant (0.41) and u is the wind
speed.
LR refers to the long-wave radiation exchange with the surroundings (Equa-
tion C.6):
LR = εσ(Ts
4 − Tsky4) (C.6)
where: ε is the soil emissivity, σ is the Stephan-Boltzmann constant (5.67e−8
W/m2K4) and Tsky is the sky temperature in K defined as 0.0552Ta
1.5 [167]. LE
is the heat transfer by evaporation (or latent heat) defined by Equation C.7:
LE = L E (C.7)
where: L is the latent heat of evaporation of the water (2.45e6 J/kg) and E is the
evaporation rate. Before determining E, the evaporation rate potential Ep must
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be determined through the Penman-Monteith method (Equation C.8) [166].
Ep =
1
L

d (Rn − G) + ρaca(es−ea)ra
d+ γ

 (C.8)
where: Rn is the net radiation flux (SR− LR), γ is the psychrometric constant
(≈ 0.066), es is the saturation vapour pressure, ea is the actual vapour pressure
and ∆ is the slope of the saturation vapour pressure curve. These three variables
can be determined following the Penman-Monteith method as stated in the work
of Chalhoub et al. [89]. Then, E can be determined as a function of the rainfall
P. If P > Ep then E = Ep. If P < Ep, then E must be determined as stated in
Equation C.9. The term βd is function of the soil water content. The complete
soil water balance and the evaporation model can be found in detail in the work
of Chalhoub et al. [89].
E = P+ βd(Ep − P) (C.9)
Finally, G is the heat transfer from or to the soil at the ground surface. The
solution of Equation C.2 is an iterative process where the results of the surface
temperature in a given time, affect the calculation of the surface heat flux in
the following time. In this case, convection H, evaporation LE and long-wave
radiation LR depend on the temperature at the soil surface.
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