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Abstract
The rapid growing of the population age in industrialized societies calls for advanced
tools to continuous monitor the activities of people. The goals of those tools are usu-
ally to support active and healthy ageing, and to early detect possible health issues to
enable a long and independent life. Recent advancements in sensor miniaturization and
wireless communications have paved the way to unobtrusive activity recognition systems.
Hence, many pervasive health care systems have been proposed which monitor activities
through unobtrusive sensors and by machine learning or artificial intelligence methods.
Unfortunately, while those systems are effective in controlled environments, their actual
effectiveness out of the lab is still limited due to different shortcomings of existing ap-
proaches.
In this work, we explore such systems and aim to overcome existing limitations and
shortcomings. Focusing on physical movements and crucial activities, our goal is to de-
velop robust activity recognition methods based on external and wearable sensors that
generate high quality results in a real world setting. Under laboratory conditions, existing
research already showed that wearable sensors are suitable to recognize physical activities
while external sensors are promising for activities that are more complex. Consequently,
we investigate problems that emerge when coming out of the lab. This includes the
position handling of wearable devices, the need of large expensive labeled datasets, the
requirement to recognize activities in almost real-time, the necessity to adapt deployed
systems online to changes in behavior of the user, the variability of executing an activity,
and to use data and models across people. As a result, we present feasible solutions for
these problems and provide useful insights for implementing corresponding techniques.
Further, we introduce approaches and novel methods for both external and wearable sen-
sors where we also clarify limitations and capabilities of the respective sensor types. Thus,
we investigate both types separately to clarify their contribution and application use in
respect of recognizing different types of activities in a real world scenario.
Overall, our comprehensive experiments and discussions show on the one hand the
feasibility of physical activity recognition but also recognizing complex activities in a real
world scenario. Comparing our techniques and results with existing works and state-
of-the-art techniques also provides evidence concerning the reliability and quality of the
proposed techniques. On the other hand, we also identify promising research directions
and highlight that combining external and wearable sensors seem to be the next step to
go beyond activity recognition. In other words, our results and discussions also show that
combining external and wearable sensors would compensate weaknesses of the individual
sensors in respect of certain activity types and scenarios. Therefore, by addressing the
outlined problems, we pave the way for a hybrid approach. Along with our presented
solutions, we conclude our work with a high-level multi-tier activity recognition architec-
ture showing that aspects like physical activity, (emotional) condition, used objects, and
environmental features are critical for reliable recognizing complex activities.
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Zusammenfassung
Das rasante Wachstum der a¨lteren Bevo¨lkerung in den Industriegesellschaften ruft nach
fortschrittlichen Lo¨sungen zur kontinuierlichen Erkennung allta¨glicher Aktivita¨ten. Dies
soll die Unterstu¨tzung des aktiven und gesunden Alterns und die fru¨hzeitige Erkennung
mo¨glicher Gesundheitsprobleme ermo¨glichen und so ein la¨ngeres und unabha¨ngiges Leben
fo¨rdern. Die ju¨ngsten Fortschritte in der Miniaturisierung von Sensoren und der draht-
losen Kommunikation haben den Weg fu¨r diese Art von Aktivita¨tserkennungssysteme
geebnet. Existierende Ansa¨tze sind allerdings nur in kontrollierter Umgebung wirksam
und in realer Umgebung ha¨ufig nicht erprobt und aufgrund von Ma¨ngeln limitiert.
In dieser Arbeit untersuchen wir solche Systeme, mit der Absicht bestehende Limi-
tierungen und Ma¨ngel zu u¨berwinden. Unser Ziel ist es, zuverla¨ssige Methoden zur Ak-
tivita¨tserkennung zu entwickeln, die auf externen und tragbaren Sensoren basieren und
zudem qualitativ hochwertige Ergebnisse in einem realen Szenario liefern. Forschungen
haben bereits gezeigt, dass unter Laborbedingungen tragbare Sensoren fu¨r die Erkennung
von ko¨rperliche Bewegungen und externe Sensoren fu¨r die Erkennung von komplexere
Aktivita¨ten geeignet sind. In diesem Zusammenhang, untersuchen wir Probleme die
auftreten, sobald man versucht Aktivita¨ten unter realen Bedingungen zu erkennen. Dazu
geho¨rt die variierende Position von tragbaren Gera¨ten, die Hu¨rde hinsichtlich beno¨tigter,
umfangreicher und annotierter Datensa¨tze, die Anforderung die Aktivita¨ten in Echtzeit
zu erkennen, die Mo¨glichkeit laufende Systeme online an A¨nderungen des Nutzerverhal-
tens anzupassen, die Vielfa¨ltigkeit mit der eine Aktivita¨t ausgefu¨hrt werden kann und
nicht zuletzt die personenu¨bergreifende Nutzung von Daten und Modellen. Als Ergeb-
nis pra¨sentieren wir praktikable Lo¨sungen und Erkenntnisse fu¨r diese Probleme. Damit
einhergehend, stellen wir Ansa¨tze und neuartige Methoden fu¨r externe und tragbare Sen-
soren vor, wobei wir auch die Grenzen und Mo¨glichkeiten der jeweiligen Sensortypen
verdeutlichen. Folglich untersuchen wir beide Arten getrennt, um ihren Beitrag und ihre
Verwendung in einem realen Szenario zu kla¨ren.
Unsere umfangreichen Experimente und Diskussionen zeigen die Machbarkeit der
Erkennung von ko¨rperlichen und komplexen Aktivita¨ten unter realen Bedingungen. Daru¨-
ber hinaus unterstreicht der Vergleich mit bestehenden Forschungsarbeiten, die Zuverla¨s-
sigkeit und Qualita¨t der vorgeschlagenen Lo¨sungen. Auf der anderen Seite identifizieren
wir weitere und vielversprechende Forschungsrichtungen und erkennen, dass die Kombi-
nation von externen und tragbaren Sensoren der na¨chste logische Schritt zu sein scheint.
Unsere Ergebnisse und Diskussionen zeigen, dass die Kombination dieser Sensortypen
Schwa¨chen des jeweils anderen in Bezug auf bestimmte Aktivita¨tsarten aber auch Szenar-
ien kompensieren wu¨rde. Folglich, ebnen wir den Weg fu¨r einen hybriden Ansatz durch
die Lo¨sung der aufgezeigten Probleme. Zusammen mit unseren vorgestellten Ergebnissen
schließen wir unsere Arbeit mit einer konzeptuellen Architektur zur Aktivita¨tserkennung
ab. Diese zeigt, dass Aspekte wie ko¨rperliche Aktivita¨t, (emotionaler) Zustand, verwen-
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The rapid growing of the population age in industrialized societies calls for advanced tools
to continuous monitor the activities of people. The goals of those tools are usually to sup-
port active and healthy ageing, and to early detect possible health issues to enable a long
and independent life [9, 10]. Especially dietary risks and insufficient physical activities
but also the absence of needed help can lead to difficult-to-treat long-term effects. The
loss of self-confidence and the change in behavior to prevent issues in everyday situations
can cause a physical as well as a psychological decline in health that in turn results in
a premature death [11, 12]. Recent advancements in sensor miniaturization and wireless
communications have paved the way to unobtrusive activity recognition systems. Hence,
many pervasive health care systems have been proposed which monitor activities through
unobtrusive sensors and by machine learning or artificial intelligence methods. Knowl-
edge about the activities carried out by individuals is a fundamental requirement [13].
Unfortunately, while those systems are effective in controlled environments, their actual
effectiveness out of the lab is still limited due to different shortcomings of existing ap-
proaches.
Human Activity Recognition has been deeply investigated in the last decade taking
advantage of the effective sensing infrastructure that is becoming available with off-the-
shelf products as part of domotics, smart objects and wearable devices. Indeed, domains
of activity-aware computing range from smart-homes and e-health, to gaming, smart
manufacturing, pervasive advertising, and smart-cities. Among the many applications in
mobile and pervasive computing, the continuous recognition of Activities of Daily Living
has been identified as a key enabler of assisted living and e-health systems [9,14]. Indeed,
recognizing those activities not only allows verifying if someone performed a certain ac-
tivity but also enables to reconstruct in the end the daily routine of a person. Being able
to recognize the daily routine allows to learn the user’s behavior that in turn facilitates to
optimize the course of the day in respect of food intake or sport. In addition, predefined
patterns like medical instructions could be easily verified and the gained knowledge can
be reused to improve the overall recognition performance. Of course, data security and
the users’ privacy go along with these scenarios and need to be considered in architectural
design decisions.
Having said this, state-of-the-art human activity recognition systems are far from
being able to achieve this. For that reason, first we want to clarify and outline the
term Activity Recognition and the associated research directions where we focus on sys-
tems which rely on wearable or external sensors. Further, we also present open issues




1.1 Human Activity Recognition
Human Activity Recognition (HAR) is a general term for describing research that deals
with interpreting recorded sensor data or signals to determine the activity that initially
triggered them. One of the first works on HAR date back to 1999 [15] where researchers
tried to detect certain motions and postures with accelerometers. Today, researchers use
and investigate several different kinds of sensors including motion, proximity, environ-
mental, video, and physiological sensors. In this context, a distinction is made whether
the environment is equipped with those sensors (external sensors) or if they are attached
directly to or carried by the user (wearable sensors).
External sensors are usually fixed to preselected objects or locations to recognize inter-
actions. The essential idea is that the user has to interact with those objects or has to be
present in a certain location while performing the activity of interest. Then, the recorded
sequence of sensor events is used to decide which activity was performed. Intelligent- or
smart-homes are typical examples of external sensing [5, 16, 17]. These systems are able
to recognize fairly complex activities like taking medicine but in turn are restricted to a
certain environment. We denote an activity as complex when it is characterized by the
user’s posture or motion and an active interaction with the environment. In contrast,
wearable sensors are carried by the user and are mostly used to recognize simpler activ-
ities like motions and postures [1, 18, 19]. For that purpose, the sensors are attached to
certain body parts to capture the movements of these body parts. Analyzing the recorded
sensor data allows to recognize which simple activity (e.g., walking) was performed by
the user. Complex activities are usually not targeted, as the body movements alone are
insufficient to capture those activities [20]. Of course, there are also wearable sensors
that capture the users’ surrounding such as first-person video cameras (smart-glasses).
These are upcoming approaches, which try to use the advantages of wearable devices but
aiming to recognize complex activities. Indeed, an essential advantage of the wearable
sensors is the fact that they are not bound to a certain location. Overall, external and
wearable sensor based approaches can be considered as two fundamental branches of the
HAR research area.
As one notice, the term Activity is broadly used and represents essentially different
activity types including simple actions, physical activities, and complex activities like
Activities of Daily Living (ADL). While these types are well established and distinguished
in the domain of HAR, unfortunately there exists no agreed set of activities. Basically,
the term physical activities covers postures and locomotions where the most frequently
considered activities are walking, running, climbing stairs, standing, sitting, and lying.
In contrast, less common are jumping and crawling. In respect of complex activities,
researchers mostly focus on ADLs. The term ADL comes originally from the health
care area and refers to people’s daily self-care activities [21]. The term ADLs consist of
activities like grooming, eating, dressing, and cleaning and are often divided into Basic
ADLs (BADLs), Instrumental ADLs (IADLs), and Personal ADLs (PADLs) [22]. While
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it seems quite intuitive which kind of activities are represented by those activity types,
a closer look leads to ambiguities. For instance, showering can be considered as a more
detailed description of grooming but both are described as ADL [22]. Further, usually
it is necessary to perform a physical activity while executing a complex one but few
works associate these two activity types. Hence, the relation and hierarchy between those
activities is often unclear or just not considered (e.g. sitting vs. cycling [23], cleaning
vs. sweeping [24], or standing vs. brushing [25]). Indeed, it may depend on the scenario
which degree of detail is required but the missing abstraction level of activities, so a
common agreement, makes it hard to compare activity recognition results across different
sets of activities. Similar issues arise when comparing simple actions like grabbing and
continual physical activities. However, basically the existing research can be grouped by
these dimensions, i.e., the targeted type of activity, the used sensor types, and its position
(external vs. wearable).
As this suggests, the HAR research area is fragmented meaning that there are many
approaches using different setups and focusing on different problems of the same appli-
cation but do not combine them. For instance, researcher propose the recognition of
physical activities as it may help diabetes patients which have often to follow a well-
defined exercise routine [26]. However, similarly the recognition of ADLs is reasoned, as
also complex activities like foot intake or the use of medication are important because
they influence the blood sugar level. Indeed, these approaches do not exclude but would
even complement each other but so far. only few works discuss or consider this idea to
overcome existing limitations [24]. In the following, we go into detail and introduce both
branches, i.e., external and wearable sensor based approaches, by characterizing open
issues, research interests, and by clarifying for what we aim.
1.2 Problem Statement
Due to the variety of possibilities in recognizing activities, first we want to clarify what
we want to achieve so which setup is suitable and which activities are essential. For that
purpose, in the following, we outline our scenario focusing on supporting diabetes patients
and subsequently we introduce open issues in respect of existing techniques to give the
reader an idea about the state-of-the-art. In this way, one the one hand we address the
mentioned issue regarding which level of detail of an activity is required (Managing vs.
Preparing and Taking Medications). On the other hand, we highlight which problems we
have to address to build a pervasive health care system which is able to support diabetes
patients in real life situations.
1.2.1 Diabetes Mellitus
Today, more than 425 million people have Diabetes Mellitus [27]. It can be considered as
a metabolic disorder, which is characterized by an increased blood sugar level. According
4
CHAPTER 1. INTRODUCTION
to the WHO [28], a person has Diabetes Mellitus when on an empty stomach the blood
sugar is ≥ 126 mg/dl or in a random point in time ≥ 200 mg/dl.
Usually, the digestive system of a human decomposes carbohydrates of food into glu-
cose. Then, the glucose is absorbed into the blood so it is distributed to the body. As a
counteraction, the pancreas produces the hormone insulin to regulate the sugar level of
the blood. In this context, insulin enables that the body’s cells are able to absorb the
glucose from the blood, i.e., to store it as energy. If the insulin production is disturbed,
i.e., when the pancreas does not produce as much insulin as it is required to regulate the
blood sugar level then the amount of sugar increases. This entails tiredness, decreased
vision, and sickness. In the long term, so when the blood sugar level stays high, this may
even lead to a hypoglycemia that can cause toxic acids which goes along with confusion,
abdominal pain, and coma [29]. As a side effect, the body starts to use fat and protein
cells instead of the glucose as energy. In an extreme case, the accelerated destruction of
fat cells causes deposits that in turn lead to an abnormal risk of a heart attack [30].
The WHO distinguishes between certain types of diabetes where Type-1 and Type-2
are the most common one [28]. Thus, there are different reasons that can cause the disease,
which goes along with different methods of treatment. For instance, Type-1 results from
an autoimmune disease that destroys the part of the pancreas that is responsible for the
insulation production. In contrast, Type-2 is caused by an insulin resistance; hence, the
insulin production works as expected but the body’ cells require more insulin to absorb
the glucose. At a certain point, the pancreas is unable to produce as much insulin as
required by the body’s cells. The latter is the most common type of diabetes.
The treatment of diabetes lasts as long as life, i.e., there is no cure but only methods
which help to control the blood sugar level. This includes a balanced nutrition, physical
exercises, medication, and insulin [31]. This holds especially for Type-2 also known as
adult-onset diabetes. Indeed, this term is considered as obsolete because today already
several young people have this type of diabetes. However, this does not mean that the
number of elderly diagnosed with diabetes decreased and especially this group needs
support in respect of everyday situations [32].
In our work, we focus on supporting people in respect of physical exercises and crucial
activities such as intake of food or medication aiming to avoid the mentioned dangers.
For this purpose, we want to recognize the corresponding physical activities and ADLs
to provide information whether a person has a fair amount of exercise and performs
the ADLs of interest. For that reason, in the following first we outline the open issues
concerning recognizing physical activities with wearable sensors and subsequently open
issues of recognizing ADLs by using external sensors.
1.2.2 Activity Recognition with Wearable Sensors
During the last two decades, especially acceleration sensors were investigated for recog-
nizing physical activities. Researchers attached them to certain body parts of the user
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to capture the movements of these body parts. Then, the recorded acceleration data was
analyzed to determine which physical activity was probably performed. Based on this
idea, several experiments were performed under laboratory conditions achieving promis-
ing results by recognizing, e.g., walking or running [33–35]. The development of wearable
devices such as smart-phones, smart-watches, smart-glasses, and fitness wristbands in the
last years encouraged this research and resulted in an increased focus on out of the lab
experiments. Those devices feature a variety of sensors that are carried all day long by
many people (compare [36]). On one the hand, this allows easily to rely on additional
inertial sensors such as the gyroscope and magnetometer but also to monitor the heart
rate or sweating. On the other hand, the step out of the lab resulted in several new
and unaddressed problems. First, usually it is up to the user where to carry a wearable
device so its position is not known a-priori and may change over time. In this context,
several works clarify that different body parts produce different motion patterns for the
same activity, which in turn has an influence on the activity recognition quality. Second,
most existing approaches rely on machine learning techniques, i.e., the target user has to
collect and label sensor data for building a classification model (in the following denoted
as single-subject). This is often not feasible, especially in our scenario where elders or
patients should be observed. Third, proposed activity recognition solutions do not take
into account that the movement pattern of a person could change due to age, injuries, or
a varying fitness level. This means that the performance of the recognition system will
drop over time.
Of course, researchers are aware of these problems but they got too little attention
and existing approaches are limited. For instance, researchers investigated the possibil-
ity to recognize the on-body device position while walking by matching prior-recorded
patterns of that activity for each considered position. Hence, a change of the device’s
position might be not immediately detected leading to a miss-interpretation of the sensor
data. Further, several researches investigated the performance of classifiers that were
trained with all available data (also referred to as leave-one-subject-out) [23, 37] to have
a classification model immediately at hand. However, these approaches performed often
significantly worse than a single-subject approach. In addition, such an approach does
not scale in respect of large or in-homogeneous groups of people. For instance, children
walk in a different way as elderly but also the body type is an influencing factor. This
implies that actually a group-based approach is required. Moreover, researchers also
investigated the concept of co-training [38] and parameter adaptation [39] for personal-
ization a classification models. Actually, such an adaption is of general use as it can be
used to increase the performance of a leave-one-subject-out based model but also to adapt
it over time. The drawback is that the proposed approaches require re-training and to
save the training data permanently. Thus, there are attempts to address the mentioned
issues but in a limited way especially in respect of real world applications. Besides, some
works proposed to overcome performance issues by increasing the considered number of
sensors. However, even if adding more sensor to different on-body positions goes hand
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in hand with an increased performance [4, 40], it does not solve the outlined problems.
Besides, most researchers of this domain usually try to rely on a minimal setup by trying
to achieve sufficient results.
1.2.3 Activity Recognition with External Sensors
While the physical activity is a valuable information concerning physical exercises, it
says nothing about the used objects or the person’s location meaning the overall context
is unknown. As a consequence, important activities (ADLs) are not recognized which
are critical in our scenario but also for most pervasive computing systems. For that
reason, researchers started to focus on smart-environments or smart-homes, i.e., flats or
apartments that are equipped with external sensors. Those sensors are attached to items,
furniture, or walls to capture the mentioned aspects. The general idea is to recognize
the activity that triggered the reported sensor events by analyzing and associating those
sensor events.
Similar to physical activity recognition, supervised learning was proved to be effec-
tive but its applicability to complex ADLs in a real world scenario is questionable. As
there are significantly more possibilities to execute an ADL than a physical activity, it
would be necessary to acquire a large dataset of ADLs to capture most execution pat-
terns in different situations. Further, activity execution patterns are strongly coupled to
a person’s characteristics and environment, and the portability of activity datasets is an
open issue [41]. For that reason, ideally one extensive ADLs dataset should be acquired
from each monitored user. Unfortunately, acquiring ADLs datasets is very expensive in
terms of annotation costs [42, 43] and an external observer, e.g., cameras or direct ob-
servation, would even violate the user’s privacy. To overcome that problem, other works
relied on knowledge-based activity models, manually specified through logic languages
and ontologies. Those models are matched with acquired sensor data to recognize the
activities [44–46]. However, the main shortcoming of that approach relies in the rigidity
of specifications. For instance, complex ADLs are often specified through temporal se-
quences of simpler actions [47]. Nevertheless, it is unfeasible to enumerate all the possible
sequences of actions describing a complex ADL.
Several pervasive computing applications already call for online activity recognition
systems, i.e., systems that can recognize the current ADL in nearly real-time [48]. For
instance, a system to detect dangerous behaviors of the user should report the potential
danger as it happens, since a delay could put the user’s safety at risk. Unfortunately,
several proposed ADL recognition systems are limited to oﬄine recognition, and the
accuracy of real-time ADL recognition systems is generally lower than those of oﬄine
ones [49].
Active learning has been proposed to mitigate these problems, hence, it reduces the
need of a comprehensive dataset or improves the performance of an online based system as
the technique collects information in real-time to adapt the system at runtime. However,
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the majority of these techniques need anyway a starting labeled training set. Alterna-
tive approaches propose the use of a structured knowledge representation of activities,
infrastructure, and events to guide the recognition process in an unsupervised way [2]. In
order to be effective, they require a significant effort of knowledge engineers to build a
comprehensive ontology, and it remains questionable if such an ontology could actually
cover a heterogeneous large set of environments and individuals.
Beside problems related to recognizing ADLs, there are also several open issues that
go along with the infrastructure of a smart-environment. This includes the assumption
about the consistency of the underlying sensor network but also the number of people in
this area. Hence, a smart sensor network has to be adaptive meaning it has to deal with
new installed or failed devices [50]. Further, especially without cameras it is not trivial
to identify which sensor event was triggered by which person. Indeed, that an apartment
is inhabited by several people seems to be the general case but most existing approaches
focus on a scenario with just a single resident [51, 52].
1.3 Research Questions
Our aim is to develop robust activity recognition methods based on external and wearable
sensors that generate high quality results in a real world setting. In order to achieve this,
we focus essentially on the problems that emerge when coming out of the lab. Thus, we
are mainly interested in finding feasible solutions for those problems and getting useful
insights for implementing corresponding techniques. As before, we outline our research
questions in respect of wearable (RQ1.x) and external (RQ2.x) sensors, overall aiming
to create a sound basis for a hybrid solution. Hence, in this work we focus on bringing
physical activity recognition but also the recognition of ADLs out of the lab to support
diabetes patients regarding physical exercise and activities of interest. However, we are
convinced that on a long term a hybrid based solution would help patients even more,
i.e., relying on external and wearable sensors simultaneously.
In particular, we want to answer the following questions:
RQ1.1 Is it possible to recognize automatically the on-body position of a wearable device
by the device itself?
RQ1.2 How does the information about the wearable device on-body position influence
the physical activity recognition performance?
RQ1.3 Which technique can be used to build cross-subjects based activity recognition
systems?
RQ1.4 Given a cross-subjects based activity recognition model, how can we adapt the
model efficiently to the movement patterns of the user?
RQ2.1 Which method can be used to overcome the requirement of a large expensive
labeled dataset of Activities of Daily Living?
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RQ2.2 Which type of recognition method is suitable for handling the diversity and com-
plexity of Activities of Daily Living?
RQ2.3 How can external sensor events be exploited to recognize Activities of Daily Living
in almost real-time?
RQ2.4 Given a generic model of a smart environment, how can it be adapted to a certain
environment and user at run-time?
[RQ1.1] and [RQ1.2] are directly connected and focus on a common problem in respect
of activity recognition approaches which use wearable devices. In earlier works, researchers
proved under certain conditions the reliability of recognizing physical activities by inertial
sensors (mainly accelerometer). Today, many researchers motivate this kind of works by
referring to wearable devices which feature such sensors and which facilitate to apply
physical activity recognition in everyday life. However, the influence of the on-body
device positions is often ignored and so far, nobody investigated the feasibility concerning
all relevant on-body positions and physical activities. Moreover, it is even unclear whether
the on-body device position can be recognized to handle upcoming position changes of
the device. Similarly, [RQ1.3] focuses on overcoming a problem that goes along with a
common scenario in particular to support elderly or patients. For one, it is often not
feasible that these people collect and label required data and if the system is required,
it should be immediately at hand. For that purpose, we focus on identifying a suitable
approach that enables to use existing data also for new users. Indeed, several works
already concluded that a single-subject based approach performs the best. For that
reason, [RQ1.4] is concerned with the aspect on personalizing a recognition system at
run-time meaning to adapt the recognition model to the behavior of the user. This would
also ensure that the performance of the recognition system remains stable on a long term,
as it is able to react to changes caused by age or disease.
A major difference between physical activities and ADLs is the level of complexity,
thus it might be feasible to collect and label required data in respect of the former but not
for the latter (cf. [53]). Therefore, [RQ2.1] deals with the problem of using the recorded
sensor data in an unsupervised way, i.e., exploiting possible correlations between sensor
events and ADLs. Additionally, [RQ2.2] addresses the question of identifying a suitable
technique that is able to handle such correlations and which is flexible in recognizing
varying ADLs. In this context, we mainly focus on a probabilistic-based approach as
it has several advantages compared to specification-based or classical machine learning
based approaches. Related to [RQ1.3], the questions which arise is how to implement
or apply the identified solutions in an online fashion ([RQ2.3]). In the best case, the
ADL is recognized as fast as possible to react to the current situation. This requirement
presupposes that the recognition system is able to detect transitions between ADLs but
also to recognize the ADL while it is performed. For that purpose, we focus on finding
a suitable strategy that encapsulates sensor events that describe the same activity. The
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last research question ([RQ2.4]) goes also hand in hand with [RQ1.4], i.e., we focus on
how to personalize and adapt the system that results from [RQ2.1]-[RQ2.3] to upcoming
changes.
1.4 Contribution
Along with answering our research questions (RQ1.x and RQ2.x), we also contribute to
the field of pervasive computing and communications. This includes a new dataset, novel
methods, and comprehensive empirical investigations in respect of recognizing activities
with sensors. In the following, we summaries our main contributions.
Activity Recognition with Wearable Devices (Chapter 4)
• We present a new real world dataset for on-body position detection and position-
aware physical activity recognition.
• We show that our on-body position recognition method consistently improves the
recognition of physical activities in a real world setting.
• We show that using labeled data of different people of the same gender and with a
similar level of fitness and statue is feasible for cross-subjects activity recognition
for people that are unable to collect required data.
• We perform comprehensive experiments regarding cross-subjects models in context
of oﬄine and online learning with single and multi-acceleration sensor setups in-
cluding all common physical activities and on-body positions.
• We present a physical activity recognition approach that personalize cross-subjects
based recognition models by querying the user with a reasonable number of ques-
tions.
Activity Recognition within Smart Environments (Chapter 5)
• We present a novel unsupervised Activity of Daily Living recognition method that
overcomes the main drawbacks and limitations of supervised- but also specification-
based approaches.
• We explicitly handle and recognize interleaved activities, while many other works
are restricted to sequential ones.
• We introduce a novel online segmentation algorithm that combines probabilistic and




• We introduce an approach that it is able to recognize Activities of Daily Living in
almost real-time while the recognition quality is close to an approach that runs in
oﬄine mode.
• We propose a new active learning approach to Activity of Daily Living recogni-
tion that addresses the main problems of current statistical and knowledge-based
methods.
1.5 Outline
In the following, we outline the structure of our work and summarize the respective
chapters.
Chapter 1: Introduction. The preceding introduction outlines the field Human Ac-
tivity Recognition and describes in this context the idea of using wearable and external
sensor based concepts to support active and healthy ageing. This is accompanied by our
research questions and the respective contributions.
Chapter 2: Preliminaries. We introduce preliminaries that are necessary for under-
standing our approaches, discussions, and conclusions. This includes a short discussion
about terminology, relevant parts of existing sensor technologies, and fundamentals in re-
spect of Machine Learning, Description Logic, and Probabilistic Reasoning. In addition,
we also clarify the benefits of these techniques in terms of recognizing activities.
Chapter 3: Related Work. We present related work grouped by activity recognition
with wearable devices and within smart environments. Our intend is that the reader gets
an impression regarding the state-of-the-art, open issues, but also of the research field in
general. For that reason, we present a broad view for both parts. As an extension, we
discuss further research directions and upcoming issues in the respective chapters.
Chapter 4: Activity Recognition with Wearable Devices. We focus on the in-
troduced open issues in respect of physical activity recognition with wearable devices and
present related approaches, solutions, experiments, and discussions. For that purpose,
we explain the data gathering process, introduce preprocessing techniques, present an
approach that addresses the device on-body localization problem, introduce a position-
aware activity recognition approach, investigated the possibility of cross-subjects based
recognition models and present a solution to evolve a physical activity recognition model
over time. We conclude this chapter with a comprehensive discussion in respect of open
issues and further research directions.
Chapter 5: Activity Recognition within Smart Environments. Similar to the
preceding chapter, we focus on the introduced open issues in respect of recognizing Activi-
ties of Daily Living. We deploy a reliable and feasible recognition system which overcomes
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common limitations of existing system. For that reason, first we introduce two datasets
which we use to evaluate our approach. Then, we explain the required preprocessing
steps followed by the explanation of the concept of our approach including online recog-
nition and active learning components. We conclude this chapter with a comprehensive
discussion in respect of open issues and further research directions.
Chapter 6: Conclusion and Future Work We conclude our work by recapping
and answering our initial research questions but also clarify how everything connects. In






In this chapter, we introduce preliminaries that are necessary for understanding our ap-
proaches, discussions, and conclusions. This includes a short discussion about terminol-
ogy as there is no common agreement within the pervasive computing domain on how
to denote common types of activities but also common types of approach (Section 2.1).
Subsequently, we introduce relevant parts of existing sensor technologies so the function-
ality and synergy of sensors which we consider for recognizing activities (Section 2.2).
Finally, we introduce fundamentals in respect of Machine Learning (Section 2.3), De-
scription Logic (Section 2.4), and Probabilistic Reasoning (Section 2.5). Here, we focus
on the essential idea and the underlying concept but also on related strategies that are
applied in this work. In this context, we also clarify the benefits of these techniques in
terms of recognizing activities.
2.1 Terminology
Especially terms that should reflect certain types of activities are sometimes used contra-
dictorily or activities of different types are denoted with a single term. Further, different
approaches (e.g. focusing on a single user or several users) are often denoted with different
terms but having the same meaning. For that reason, in the following we outline terms
that are commonly used, their connections, and used synonyms. Subsequently, we specify
which terms are used in the remaining of this work where we follow the most common
usage.
2.1.1 Activities
Activities can be grouped and denoted based on their complexity level (e.g. physical activ-
ities vs. ADLs) and in turn further subdivided by their type (e.g. fitness vs. transporta-
tion). Nowadays, existing works focus on recognizing all these types of activities while
activities with different complexity levels are frequently intermixed (e.g. [18, 19, 25, 54]).
This can be confusing and maybe even misleading. For that reason, we introduce a range
of terms which we use in this work but that are also used in related work where their
usage can differ across different works. Thus, we would like to clarify how we use these
terms where we do not want to introduce a hierarchy of activities but we want to give the
reader an idea about how to distinguish between different activities.
Actions, Activities, and ADLs [55,56]. These are the most common terms for de-
noting a group of activities where the term Activity is usually complemented by
physical, simple, complex, low, high, micro, and macro. The terms simple, low, and
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micro and also complex, high, and macro are synonymous usually used for distin-
guishing between physical activities and ADLs. In this context, we consider an
activity as a physical activity when it is performed without items or interactions.
This includes walking and running but also standing and sitting. Hence, physical
activities are also often denoted as ambulation, posture or locomotion. Comparing
the terms actions and physical activities, the difference is essentially that an ac-
tion just takes a moment as it is the case for grabbing, hand shaking, or opening
a door where physical activities are often cyclic or permanent. In contrast, ADLs
are characterized in particular by the fact that someone is interacting with items or
other people and at the same time pursues a specific goal or acts in respect of a cer-
tain context. This includes preparing a meal but also shopping and transportation.
Indeed, performing an ADL goes usually along with a physical activity but also
with actions. Thus, these groups do not exclude each other but refer to different
perspectives of an activity.
Upper and Lower Body [15,57]. The idea to group activities by upper and lower
body results from fact that several activities can be executed by only using certain
body parts. Simply put, only the legs are required to walk while the movement
of the arms can be arbitrarily. In contrast, if someone is sitting at a table the
performed activity is usually characterized by the movement of the head or arms.
Thus, this distinction is not bound to a certain activity type and should clarify that
it is necessary to capture both body parts to recognize entirely all activities.
Static and Dynamic [58]. These two terms refer to the movement of the human body;
hence, if an activity is performed almost without moving as it is the case for standing
or sitting it is called a static activity where the counterpart (e.g. walking or cycling)
is called dynamic activity. Indeed, these terms are usually used in respect of postures
and movements (ambulatory activities) and are applicable for simplex and complex
Table 2.1: Exemplary overview of commonly used groups for summarizing certain activities.
Static and dynamic refer to the necessity of moving the body (or certain body parts). Overall,





















watching TV, go for a walk, speaking,
shopping,
reading a book cycling, kicking drinking coffee,
cleaning, driving
sleeping a ball using a PC
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activities. Overall, this distinction is often considered as a first step for analyzing
physical effort or as a context information of the current situation.
Table 2.1 provides an exemplary overview of these groups aiming to illustrate the
relation and overlap of these terms.
2.1.2 Approaches
Independent of the type of activity, there are different approaches in respect of building a
model that recognizes activities. Basically, we distinguish between a single-subject (also
known as user-specific) and a cross-subjects approach where the latter can be further
subdivided by specifying which subjects are considered. Both have different benefits and
differ in terms of required data meaning a single-subject approach only relies on data
of the subject for which the model is intended. In contrast, a cross-subjects approach
relies on data of several different subjects aiming to build a more generalized recognition
model. An obvious advantage is that a single-subject model usually has a higher accuracy
in recognizing activities due to its customization; however, that requires to collect data
of each subject for which activities should be recognized. This is often not feasible due
to the amount of required data, a disability of the user (i.e. data cannot be collected), or
the requirement that the model has to be immediately at hand.
As already mentioned, a cross-subjects approach can be considered as a general term
describing approaches that rely on data of several subjects to recognize the activities of
another subject. In this context, most existing works focus on a leave-one-subject-out
approach meaning that the data of n-1 subjects is considered for building the recognition
model where the remaining subject is used for evaluating the model. This is repeated
n-times so that everyone was used for testing to clarify if it is feasible to generalize the
recognition model. Indeed, depending on the considered subjects and used data this might
not work due to contradictions. For instance, if an elderly person is running than this
might be walking in respect of a child. The same example also holds for people having the
same age but differ significantly by weight. For that reason, people might be clustered
according to certain criteria where in turn a classification model needs to be built for each
cluster. The advantage of a cross-subjects model would be that it can be immediately at
hand as a new or unseen person just needs to be assigned to a cluster where usually the
performance is worse as it is not customized.
In theory, there are several enhancements that try to overcome this limitation, e.g.,
by personalization and collaboration. The general idea of personalization is to adapt a
recognition model to the behavior of the user. Thus, a cross-subjects approach can be
considered as a starting point where over time the user is asked for feedback in respect
of the recognition results. Then, the answers can be analyzed to decide how to adapt
the model. Indeed, this idea can be also applied in context of a single-subject approach
as usually the behavior or movement pattern of a person changes over time. This would
also ensure to keep the recognition performance in the end. In contrast, the idea of
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collaboration is to collect feedback from all people that use the same model. This should
help to compare and rate the feedback of the users but also to keep the model generic.
Overall, it has the same goal as personalization but in context of a certain group of people.
In the following, we will go into detail by introducing the considered data sources for
building such models but also how to develop and adapt such models.
2.2 Sensor Networks
A sensor network usually consists of a large number of sensors which are densely deployed
where the network is deployed either inside the phenomenon or very close to it [59].
Thus, a sensor network has the task to capture certain signals or events which represent
the phenomenon of interest and which enable to draw inferences about the phenomenon,
respectively. This involves challenges like a changing topology as sensors may frequently
added or removed, limitations in respect of power consumption and computational capac-
ities, and sensors which prone to failures. As there exists a wide range of sensor types but
also areas of application (e.g. health, military, and home) and as a consequence several
different settings, in the following we introduce for one thing the sensor types which are
considered in this work and for another thing our phenomenon of interest, i.e., the place
where the sensor network is deployed and the kind of activity that should be recognized.
2.2.1 Sensor Types
Nowadays, there exists several different groups of sensors including motion, physiological,
proximity, and environmental sensors which feature the possibility to monitor completely
an individual. In this work, we focus mainly on motion sensors as they are unobtrusive,
need low energy, and protect the users’ privacy, as they do not record any video, audio,
or physiological information. Indeed, motion sensors capture different kinds of motions
and movements but also the sensors orientation or orientation changes. In the following,
we only introduce sensors which are considered in this work be it for experiments or
discussion. More precisely, we introduce the accelerometer, gyroscope, and magnetometer
which are embedded nowadays in almost each wearable smart device. Please note that
we always refer to a 3-axis implementation of the respective sensors. As we mainly focus
on the accelerometer, we introduce this sensor in more detail to clarify how we take
advantage of it. Overall, the explanations are independent of smart devices and should
help in understanding our argumentation and conclusions.
2.2.1.1 Accelerometer
The accelerometer belongs to the group of inertial sensors and measures the acceleration
of a body reflecting the change in velocity for a certain duration of time. From a physical
point of view, the laws of motion [60] which were compiled by Isaac Newton describe
acceleration (a) as the amount of force (F) that is required to move each unit of mass
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(m) (a = Fm). Thus, the acceleration is not determined by measuring how the velocity
changed over time but by measuring force. Simply put, how much a body (m) presses
on something when a force (F) acts on the body (see Figure 2.1). In this context, the
acceleration (a) is indicated in m
s2
where s is seconds, the force (F) is indicated in kg∗me
s2
where me is meter, and the mass (m) is indicated in kg.
Considering the gravity of Earth, the mean gravitational acceleration is 9.81m
s2
that
is abbreviated as 1G. An accelerometer at rest relative to the Earth’s surface still mea-
sures an acceleration of 1G (see Figure 2.1a) where in turn the acceleration is zero when
the accelerometer is in free fall (see Figure 2.1b). For that reason, a distinction is made
between the gravitational force and the linear acceleration; hence, the latter is the real

















Acc. 1G (Z=Y=0, X=-1G)
(c) Linear Acceleration
Figure 2.1: Simplified concept of a 3D accelerometer. The figure depicts a ball in a box which
presses against a wall of that box depending on how the box is moved. The pressure on the wall
and the weight of the ball indicate the acceleration of the box. Thus, when the box stands on the
ground (a) then the ball presses on the bottom of the box due to the gravitational force. If on the
other hand the box is accelerated in a certain direction (c) then the ball presses on the wall on
the opposite side. This is comparable with a human which is pressed back into a car seat when
the car speeds up.
nation system of an accelerometer is relative to the body, i.e., independent of the earth
coordinate system. Thus, it is not possible to derive information about the direction of
movement in respect of cardinal points but to get information about the orientation of
the body also known as roll and pitch. This information is derived from the gravitational
force and describes the rotation of the body front-to-back (roll) and side-to-side (pitch).
Overall, there are many different types of accelerometers such as mechanical, capaci-
tive, piezoelectric, resistive, and piezo-resistive based implementations. As an example, a
capacitive accelerometer consists of two plate capacitors that share a common plate be-
tween them. When the accelerometer experiences any acceleration, this common plate is
moved which changes the capacity ratio of the capacitors. This change enables to gather
the actual acceleration and reflects the concept that is depict in Figure 2.1.
2.2.1.2 Gyroscope
The gyroscope also belongs to the group of inertial sensors and measures angular veloc-
ity [61]. This reflects how fast an angular around an axle over time changes and enables
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to capture the rotation of a body that helps to determine the orientation. A gyroscope
can be considered as a symmetrical spinning wheel with a constant angular momentum
where the axis of rotation is able to adopt any orientation (movable bearing). Due to the
conservation of angular momentum, the wheel has a high persistence meaning when the
orientation of the gyroscope changes then the orientation of the wheel remains almost the
same. Thus, when a force acts on the gyroscope which affects the orientation and as a
consequence tries to tilt the spinning wheel then the axis of rotation tilts perpendicular to
the active force to preserve the total angular momentum. Measuring the rotation speed
between the spinning wheel and the frame of the gyroscope results in the gyration, i.e.,
the angular or rotation motion.
Figure 2.2: Concept of a 3D gyroscope. The rotor spins with high and constant speed and as a
result caused by the angular momentum the rotors’ orientation keeps almost the same when the
frame or gimbal is moved.
Figure 2.2 depicts a gyroscope and shows the individual components. For clarification,
when the wheel spins with high and constant speed and someone would grep the gyroscope
frame and starts walking around then this does not affect the orientation of the wheel,
i.e., the orientation of the wheel keeps almost constant. In contrast, the spin axis and the
gimbal adapt to the orientation changes which are triggered by walking around. Measuring
the shift of these components results in the angular velocity.
Compared to an accelerometer that records the acting force along an axis, a gyroscope
is able to capture the rotation of the body. As the accelerometer, the coordination system
of the gyroscope is relative to the body, i.e., it has no absolute reference. However,
combining both an accelerometer and a gyroscope results in an Inertial Navigation System.
Thus, knowing the initial start position and having very high accuracy instruments enables
to keep track of the direction of movement. In theory, having only a gyroscope (or
accelerometer) and knowing the initial start position would be enough to estimate the
movement direction but in practice noise adds up very quickly and the estimation drifts
too far away from reality [62].
Nowadays, the term gyroscope is used for variety of rotation rate sensors without
a real gyroscope (wheel) but which serve the same purpose as a real gyroscope. Basic
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types beside the classical rotary gyroscope are Vibrating Structure or Optical gyroscopes
that differ by the implementation of the presented concept and as a consequence have a
different accuracy.
2.2.1.3 Magnetometer
In general, a magnetometer measures the strength and the direction of a magnetic field
where in turn a magnetic field is a result of moving charges or electrons. Thus, a magnetic
field is created by an electric charge or a magnet and in either case the moving particle
generate this force field. In case of a (permanent) magnet, the force field spreads between
the north and south poles, i.e., each magnet has two poles and thus is a dipole. The force
field can be considered as the effective range of a magnet and exerts a force on other
magnetic fields but also on elements like iron, nickel, and cobalt. This property is used
by an magnetometer to measure the field strength (Ampere/Meter) and the resulting




Figure 2.3: Torque on a magnetic dipole. Given the magnetic flux density ~B and the magnetic
moment ~m allows to compute the angular α and so the torque. A floating permanent magnet
spins until α=0, i.e., points towards north.
The earth has a natural (ambient) magnetic field which is comparable with a magnet
and results from the fact that the earth consists in large part of ferric iron. As a compass
(which is a simple type of a magnetometer) is nothing else but a magnetic needle, the
magnetic forces (Lorentz force) of both fields exerts on each other. As a consequence, the
magnetic needle adjusts itself parallel to the field lines of the magnetic flux of the earth
(the direction of the ambient magnetic field), i.e., the magnetic field of the earth can be
considered as a global coordination system which enables to determine the orientation of
a body in respect of the cardinal points (absolute orientation). Overall, a magnetome-
ter takes advantage of these properties to measure the mentioned characteristics of the
magnetic field. Indeed, there are several different kinds of magnetism, e.g., ferromag-
netism, electromagnet, and diamagnetism; however, we only describe the relevant aspects













Figure 2.4: Euler angles. These angles were introduced by Leonhard Euler to describe the orien-
tation of a body in respect of a fixed coordinate system. Combining an accelerometer, gyroscope,
and magnetometer, these angles can be calculated with high accuracy.
The magnetometer is also often considered as an inertial sensor and so part of an
inertial measurement unit. Nevertheless, strictly speaking a magnetometer is not an
inertial sensor. Combined with an accelerometer and a gyroscope, it allows to keep
track of the orientation of a body for all three dimensions, i.e., it gathers changes in
pitch, roll, and yaw (also known as azimuth) (see Figure 2.4). Theoretically, already an
accelerometer and a magnetometer are enough to gather these dimensions but adding a
gyroscope increases the precision. For example, the accuracy of a magnetometer is poor
while moving fast but the accuracy does not get worse over time. In contrast, a gyroscope
reacts quickly and accurate to changes but the accuracy drops significantly over time.
Further, both the accelerometer and the gyroscope require an initial start orientation as
both only react to changes. Hence, these sensors excel each other at different things and
combining them allows a quick and accurate position and orientation determination.
2.2.2 Body Sensor Networks
A Body Sensor Network (BSN) is a combination of (different) sensors which are directly
attached to the body of a human and which operate independent of the user’s location.
Thus, all components that are necessary for the operation are carried by the user. The
concept of a BSN is not limited to certain sensor types but it aims to gather environmental
information (e.g. by a microphone), physiological information (e.g. by an ECG), and
physical information (e.g. by an accelerometer). In context of activity recognition with
wearable devices, we rely on such a system to gather physical information about the
user, i.e., the movements of the individual body parts to recognize simple activities.
Indeed, at present is seems not feasible to carry sensors, e.g., at each body part without
restriction of the range of motion. However, progressive miniaturization and upcoming
approaches like smart clothes [63] where sensors are integrated in cloth seems to make
this feasible. Besides, we are primarily interested in answering the question if this is even
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meaningful. Overall, in this work we focus mainly on a body sensor network consisting
of accelerometers represented by linked wearable devices.
2.2.3 Smart Environments
Nowadays, the term Smart Environment or Smart-Home are commonly known due to
commercial produces like smart voice services (e.g. Amazon Alexa), smart lamps (e.g.
Philips Hue), robot vacuum cleaner (e.g. Neato), smart locks (e.g. Nuki), and many
more. For that reason, we believe it is necessary to clarify what we mean by activity
recognition within smart environments. In this work, we do not consider any of these
commercial produces but aim to equip everyday objects and furniture in a common home
with unobtrusive sensors that are able capture the performed activity. For instance,
accelerometers can be attached to objects of interest or doors to register when they are
used. Hence, one focus is to keep the sensor network passive, i.e., the resident does not
have to interact consciously with any device. That is especially important as such a
system should have a certain reliability which is independent of the mood of the resident.
Besides, a local sensor network is independent of external (commercial) services and easily
adaptable to other homes. Overall, when we use the terms smart environment or smart-
home, we refer to this description.
2.3 Machine Learning
The field of Machine Learning (ML) belongs to the Artificial Intelligence area and de-
scribes groups of approaches that in general try to learn behavior or patterns from data
or which aim to gain new or hidden knowledge from data. The most and well-known
groups are classification, clustering, regression, and association rules which are intended
for solving different problems or addressing different use cases. For example, naturally
classification techniques are used to decide to which set of categories a new observation
belongs while clustering techniques aim to group observations in such a way that similar
observations are in the same group.
Overall, this section is only intended to introduce the preliminaries in respect of ML
techniques that are applied in this work. Hence, we only focus on the relevant aspects with
respect to this work. In this context, we define the terms supervised, semi-supervised, and
unsupervised learning concerning classification-based approaches. Subsequently, we intro-
duce relevant classification algorithms, i.e., their way of functioning as well as advantages
and disadvantages.
2.3.1 Classification
Classification can be considered as the task to classify a single data record with a prede-
fined class or label. This data record can be considered as a description of an instance
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Table 2.2: An excerpt of an ADL training dataset. It consists of a set of features and a set of
class labels where each row can be considered as a training sample for building a classification
model.
Features Class
Location Daytime Interaction Weather Posture Activity
Kitchen Midday Knife Sunny Sitting Eating
Kitchen Midday Knife Rainy Standing Preparing Meal
Living Room Afternoon Bowl Cloudy Sitting Watching TV
Kitchen Morning Spoon Rainy Sitting Eating
Living Room Afternoon Cloth Rainy Walking Cleaning
Kitchen Morning Water Sunny Standing Cleaning
or state, i.e., a set of features which characterize the target class. In this context, Ta-
ble 2.2 depicts a simple example where each column except the last can be considered
as a feature that should be predictive for the class in the last column. The goal is to
find a classification function which is reliable in recognizing the target class based on the
available features. The challenge is to find a function which does not overfit meaning it
works only in respect of the available example or training data but has a significant drop
in reliability classifying new or unseen data records.
Figure 2.5 shows a classical but also simplified process for building a classification
model. The dataset (step 1) is the basis for the succeeding steps and needs to be split
into training (step 4), testing (step 5), and validating (step 6) datasets. The training
dataset is a set of examples (cf. Table 2.2) that is used for learning a classification model,
i.e., to find a function that derives from the given features the corresponding target
class. Subsequently, the testing dataset is used to measure the reliability of the model.
Usually, the training and testing datasets have to be disjointed but should have the same
distribution in respect of the samples of the respective classes. If a model fits to the
training and testing data then probably minimal overfitting has taken place. In contrast,
when the model fits the training data but not the testing data then this usually points to
overfitting. Finally, the validation dataset is used to tune the hyperparameters, i.e., the
architecture of a classifier. Considering an artificial neural network, a hyperparameter
is the number of hidden units. Some simple algorithms including ordinary least squares
regression does not have any hyperparameters. Besides, the validation dataset should also
have the same distribution of samples as the training and testing dataset.
Formally, we define a classification problem as follows: Given a fixed set of classes
C = {c1, c2, . . . , cn} where we denote by class an abstract concept and by instance the
Data Inspection Data Generation Modeling Testing ValidationDataset
Testing the model 
and iterate










Craft features and 
format data as 
necessary
Figure 2.5: Generic process for learning and validating a classification model.
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actual occurrence of that concept. A description d ∈ X of an instance where X is the set
of all possible descriptions for all instances. A training dataset S and a testing dataset
T of labeled instances with each instance 〈d, c〉 ∈ X × C where S ∩ T = ∅. Then the
goal is to find a function f : X → C by using S which is especially reliable in assigning
∀ 〈d, c〉 ∈ T, f(d) = c.
2.3.2 Types of Learning
In context of ML, there exist several different learning strategies or algorithms target













Figure 2.6: The required type of learning usually results from the learning problem, i.e., whether
the available data is labeled (supervised), unlabeled (unsupervised), or there is no data available
at all (reinforcement).
Simply put, supervised and unsupervised learning describe whether the available train-
ing data is labeled or not. For instance, considering Table 2.2, the last column covers the
corresponding labels for each row; hence, considering this column makes the difference
between supervised and unsupervised learning. Indeed, this means that a classical classi-
fication approach goes always along with a supervised learning strategy. If, however, one
wants to recognize the correct class without labeled data, i.e., in an unsupervised way
then association rule learning might be applied. The idea is to create or construct rules
that reflect correlations or relations between events or signals that occur close in time to
identify the corresponding class or category. For that, hidden relations or structure must
be identified or domain experts have to model the scenario as it is, i.e., independent of
the data. As this might suggest, association rule learning can be used in an unsupervised
but also supervised way. Usually, labeling data involves a lot of effort and in addition, it
is in some real world scenarios not feasible. For that reason, an unsupervised based ap-
proach can be a solution to overcome this problem. However, comparing supervised and




As a tradeoff, a semi-supervised learning strategy uses both, labeled and unlabeled
data. Typically, this strategy requires a small amount of labeled data and a large amount
of unlabeled data aiming to have the advantages of both, supervised and unsupervised
learning. The underlying idea is to build, e.g., a classification model based on the labeled
data which processes the unlabeled data to identify uncertainties in respect of the classi-
fication result. These uncertainties help to identify descriptions of instances that have a
high information gain, so which have the greatest benefits in improving the classification
model. In this context, a common strategy is active learning which involves the user.
Thus, after identifying descriptions where the classification result had a high uncertainty,
the user is queried to inquire the correct label of that description. The user’s answer
is usually associated with the description without further evaluation for updating the
classification model.
Especially the latter aspect is part of a reinforcement learning strategy. In other words,
this strategy accepts correct and incorrect labeled descriptions and tries to maximize the
obtained reward (information gain). The idea is to make a tradeoff between exploration
of unlabeled data and exploitation the already gained knowledge to learn and reflect the
real behavior [64]. Indeed, there exists several different algorithm which implement this
concept in different ways, however they are not part of this work.
2.3.3 Oﬄine, Incremental and Online Learning
It depends on the situation or scenario when (training) data become available. For that
reason, there are different approaches how to process or handle training data for building
or evolving, e.g., a classification model, namely oﬄine, incremental and online learning.
Oﬄine learning, also often called batch learning, consumes and analyzes all available
training data to find a reliable function. The advantage is that the data is stored and can
be accessed repeatedly where usually most patterns are reflected by the data. However,
after the training phase has been completed, the model or function is static meaning for
reacting to changes in the patterns, the classification model has to be retrained from
scratch.
In contrast, incremental learning is a dynamic technique that continuously update
a classification model where initially none or only a small amount of training data is
available. The model is updated as data arrive, i.e., it processes a single training sample
at a time and caches preceding samples for analyses. Thus, the model does not need
to be retrained when patterns change. This is especially useful for adaptive systems or
infinite data streams. However, a common drawback of this approach is a lower quality
of learning results.
Online learning is similar to incremental learning but it discards a new training sample
immediately after it was processed. This is particularly useful when recent data is more
important than older but also helpful in respect of the amount of information and disk
space when having an infinite data stream. In general, it depends on the implementation
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of the classifier how to handle this internally. Usually, it temporally caches the information
or keeps statistics until it reaches a critical mass to make a decision how to change or
extend the model.
In the following, we will go into detail and introduce a range of oﬄine but also an
online classifiers that are used in this work. This should give an idea how the classification
functions or models are build but also help in understanding results and discussions.
2.3.4 Classification Techniques
In general, a distinction is made between binary and multiclass classification, i.e., if a
sample (instance) has to be classified (labeled) with one out of two (binary) or one out
of several (multi) class labels. Hence, certain classification techniques can only handle a
binary classification problem where usually also these kind of algorithms can be applied
in respect of a multiclass classification problem by various strategies. In this context,
multiclass classification should not be confused with a multi-label classification problem
as the latter refers to the problem of classifying the same sample with several class labels.
In the following, we only focus on a multiclass classification problem.
Beside binary and multiclass classification, classification techniques commonly also
differ in how they handle outliers and avoid overfitting. The term outliers (or anomaly)
refers to samples that are part of the training data and do not conform to an expected
pattern or to the remaining observations (samples). Thus, typically outliers are mislead-
ing and so have a negative influence on the result, i.e., a less accurate model and with
that poorer classification performance. In contrast, overfitting describes the problem of
creating a classification model which almost perfectly reflects the structure of the training
data but usually does not generalize, i.e., it is able to correctly classify the training data
while new or unseen samples are often wrongly classified.
There are various methods for evaluating the performance of a classification model. A
common approach is n-fold cross validation which splits the available labeled data into n-
folds where n−1 folds are used for training and the remaining one is used for testing. This
process is repeated n-times so that in the end each fold was used for testing. Analyzing
the results and computing, e.g., the variance across all runs gives some indication about
the reliability. Commonly, cross validation is combined with stratified sampling, as the
number of samples per class might be unbalanced. Thus, stratified sampling ensures that
each fold has the same class proportion as the original dataset which in turn makes the
results of each run more representative and comparable. In case that the samples per class
are balanced so the dataset covers per class round about the same number of samples then
random sampling is also a common strategy. Indeed, there are further strategies such as
oversampling and undersampling which want to balance the data by generating more
samples of minority classes and by removing samples of majority classes, respectively.
In the following, we introduce a range of classification techniques that we consider
in our experiments where we will discuss later on recent classification techniques such as
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LightGBM [65] or Deep Learning [66] as they were not considered in our experiments due
to various reasons.
2.3.4.1 Naive Bayes
The Naive Bayes classifier [67] bases on the Bayes theorem, is one of oldest approaches,
and is often considered as a baseline method. The Bayes theorem [68] describes how to
compute a conditional probability P (B|A), i.e., how likely it is that a certain event B
happens, given event A has already happened. In other words, how likely it is that a
certain activity Ci took place (event B) given a set of feature values X (event A). In this
context, the Bayes theorem is defined as follows:
P (Ci|X) = P (X|Ci) ∗ P (Ci)
P (X)
(2.1)
where P (X) is constant for all classes, i.e., only P (X|Ci) ∗ P (Ci) needs to be max-
imized. Thus, if the classifier has to classify an unseen record (set of feature values) X
then it computes for each considered activity P (X|Ci) =
∏n
k=1 P (xk|Ci) to determine
(with the Bayes theorem) the activity Ci with the highest posterior probability. This
means the classifier computes for each individual feature value xk ∈ X the probability
that it happens given that Ci happened based on the frequency of that combination in
the training data. Hence, the probabilities for each feature value are computed indepen-
dently of the other feature values, i.e., the Naive Bayes classifier assumes that features
are (strongly) independent.
For instance, considering our training dataset example (see Table 2.2), the unlabeled
record X={Kitchen, Afternoon, Spoon, Rainy, Sitting}, and the activity Eating then
Naive Bayes would compute for each value of the unlabeled record how likely it is that they
occur while Eating is performed, i.e., P (Kitchen|Eating) = 1.0, P (Afternoon|Eating) =
0.0, P (Spoon|Eating) = 0.5, P (Rainy|Eating) = 0.5, P (Sitting|Eating) = 0.0 resulting
in P (X|Eating) = 0.0 as the training data does not cover the event that it is Afternoon
while Eating. This shows clearly why this is a naive approach. In contrast, the Naive
Bayes classifier stands out due to very short calculation times.
2.3.4.2 k-Nearest Neighbors
The k-Nearest Neighbors classifier [69] (k-NN) also belongs to the simplest approaches
and classifies an unseen record by identifying the k nearest (most similar) training samples
(neighbors) by comparing the individual features. The classification result is computed
based on these k training samples (also called instance-based learning) by applying a
majority vote on their labels where the samples can be weighted based on their distance.
Hence, there is no real training phase (lazy learning) as the distances cannot be precom-
puted meaning the training data is not generalized. In this context, the dimension and
data type of the features can differ so different metrics are required to compute the dis-
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tance between the training samples and an unseen record. Thus, k-NN is based on feature
similarity where usually numerical values are compared by the Minkowski distance and
strings by the Hamming distance or more complex string metrics like the Levenshtein
distance or the Jaccard similarity. Formally, k-NN can be defined as follows:
Sk(S, d) = argsort
k
{∀s ∈ S|dist(d, s)} (2.2)
where S is the training set, d the unlabeled record, dist is a proper distance function,
and argsort returns the reference of the k nearest samples in S. This allows to compute
the class of d as follows:
c(k, S, d) = argmax
cj∈C
N(Sk(S, d), cj), (2.3)
where N(Sk(S, d), cj) computes the number of members that were returned by Sk(S, d)
and belong to class cj . Referring this definition, Figure 2.7 shows a simple example
to clarify meaning of these parameters. Considering our training dataset example (see
Table 2.2), we would need to define or use distance functions that describe the similarity
























Figure 2.7: Simple classification example using k-NN. The unlabeled sample is compared with
all available training samples where the k most similar (smallest distance) ones are used for
determining the class label simply by performing a majority vote.
As this shows, k-NN is insensitive to outliers as outliers usually have a high distance
that in turn means that those are not considered as Nearest Neighbors. However, this
approach is (very) sensitive to irrelevant features as all features are taken into account to
compute the distance between to samples.
2.3.4.3 Support Vector Machine
A Support Vector Machine [70] (SVM) computes a hyperplane that separates the training
samples by class. Therefore, the challenge is to find a reliable hyperplane which separates
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the data but is not overfitted. In this context, each training sample is represented as a
vector in an n-dimensional space where the SVM tries to determine a hyperplane which
maximizes the margin to the different classes (see Figure 2.8a). As a plane is flat and
not all data is separable by a plane, the SVM usually transforms the input data to a
higher dimensional space to make them linearly separable (see Figure 2.8b). For that
purpose, the SVM uses a technique called kernel trick where the transformation function
is called kernel. After the hyperplane was computed, the data is transformed back to the
















Figure 2.8: Simple classification example using a SVM. A SVM aims to identify an optimal
separation hyperplane (left) which separates the training example by class label. In case that the
data are inseparable by a plane, the classifier transforms the input data into a higher dimensional
space using a kernel trick (right) to make them separable.
Finding the optimal separation hyperplane is an optimization problem where a SVM
uses quadratic programming to satisfy the following constraint (cf. Figure 2.8a) for any
sample (xi, yi) in the training dataset:
yi(w ∗ xi − b) ≥ 1 (2.4)
where w is the width of the margin. Given that we found an optimal separation hy-
perplane by checking for each training sample the condition stated above then the vectors
of each class (training samples) with the shortest distance (margin) to the hyperplane
become support vectors (see Figure 2.8a). Indeed, the concept of support vectors enables
to formulate the problem as an optimization problem of finding the maximum-margin
hyperplane. Thus, majority of the training data can be ignored which increases the com-
putational speed and makes it robust to outliers. Besides, having a hyperplane with a
high margin is an indicator for robustness.
A SVM also has a range of tuning parameters that influence the resulting hyperplane.
Beside the already mentioned kernel function (e.g. linear, polynomial, or exponential),
one can also specify the range of influence of a single sample (often called gamma param-
eter) which in turn affects the choice of the support vectors. Further, a regularization
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parameter defines how much to avoid misclassifying the training samples as it is not
always meaningful to force a perfect separation.
Having a multiclass classification problem, there are several solutions how to apply
the concept of a SVM like one-against-one or one-against-the-rest [71]. Now if an unla-
beled record needs to be classified, the position of this record (vector) in relation to the
hyperplane results in the target class.
2.3.4.4 Artificial Neural Network
Artificial Neural Network [72] (ANN) is a general term that covers multiple types of
neural network classifiers, differing by their learning strategy, level of complexity, and
intended use case. As the name suggests, the concept of ANNs was inspired by biological
neural networks that constitute brains in respect of information processing and modeling.
Simply put, an ANN consists of several nodes grouped by three types of layer, namely
input, hidden, and output. Every ANN has at least one input layer that covers several
neurons (nodes) usually representing features derived from the training data. The same is
true for the output layer, i.e., there is at least one output layer and the neurons represent
the class labels. However, the hidden layer types vary (e.g. long short-term memory, fully
connected, or convolutional) and are chosen depending on the data type (e.g., time series
or images). Further, the neurons in each hidden layer are determined during the training
phase. These neurons represent functions which should map or transform the input to the
output where the neurons of the input and output layer are connected with these neurons
by weighted links (see Figure 2.9). A weight determines the influence of a function and












































Figure 2.9: General concept of an Artificial Neural Network. The input layer represents features
that were derived from the training data while the output layer reflects the considered class labels.
The hidden layers are constructed during the training phase and they should map the input to
the output.
In this context, the type of function represented by neurons needs to be predefined.
This function is usually called activation or transfer function it and defines how the input
of a neuron is transformed. Usually, the neurons of the same layer also have the same
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function where the function is chosen dependent on the properties of the (classification)
problem (e.g. Sigmoid, Tanh, and ReLU are commonly used). The general concept of a
neuron can be defined as follows:
Y = Activation(
∑
(weight ∗ input) + bias) (2.5)
Hence, the function has to decide if a neuron should be activated or not, i.e., whether
the input might be relevant or should be discarded. Thus, an ANN has to identify suitable
functions (e.g. by finding correlations or patterns) and weights for mapping the input to
the output data where usually more training data result in a more accurate classification
model. This is comparable with a human which has to learn a process and that may
identify after a while patterns or rules resulting in getting more efficient and making
fewer mistakes.
Basically one can distinguish between two strategies, feed-forward and feed-back. The
former can be considered as the simplest type of ANN as it is unidirectional, i.e., the
connected neurons do not form a cycle or loop and the information is only forwarded. In
contrast, feed-back based ANNs have cycles to backpropagate information, e.g., usually
the error is computed in the output layer which can be distributed back to optimize the
network. This kind of ANNs are also known as recurrent neural networks.
As this brief introduction suggests, ANNs are complex and powerful but also have
disadvantages that have to be considered. This includes that hidden layers are a kind
of black boxes where it is difficult to understand what happens; hence, it is difficult to
influence the construction of the connections and neurons. Usually, the hyperparameters
needs to be modified and the output needs to be measured or analyzed to estimate the
quality of the hidden layers. Indeed, there are many approaches how to interpret and
explain deep learning models but commonly they go along with a lot of (engineering)
effort [73]. Finally, the amount of training data has a significant influence on the quality
of the classification model, which makes ANNs classifier less suitable for scenarios with
less training data. For instance, nowadays especially deep neural networks (i.e. an ANN
with many hidden layers) are used for solving many classification problems, as they are
feasible and often have a high accuracy but especially those deep neural networks need
many training data.
2.3.4.5 Decision Tree
A Decision Tree [74] classifier is a simple but effective classification technique that is
implemented as a graph consisting of nodes and directed edges having a tree structure.
Each node represent a certain feature derived from the training data where the outgoing
edges represent corresponding value ranges. Hence, an unlabeled sample is passed from
the root node to a leaf node where at each node the sample is compared with the feature
of the node. Depending on the corresponding feature value of the sample, it is forwarded
to the corresponding child node until reaching a leaf node (see Figure 2.10). Finally,
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each leaf node represents a certain class label that in turn is the classification result
of the sample. Indeed, this structure and representation makes the classification model
completely transparent and easily allows to investigate the decision process.
Kitchen Dining Room
Sitting Standing
Room Posture InUse Eating?
Kitchen Sitting Fork Yes
Kitchen Standing Fork No
Kitchen Standing Water Yes
Kitchen Sitting Water No
Dining Room Sitting Fork Yes




Yes No Yes No Yes No
ForkWaterFork
Training Data Testing Data
[Dining Room, Sitting, Water]
Room
[Dining Room, Standing, Fork]
Yes
No
Figure 2.10: A decision tree is built by an iterative process of splitting the training data in
partitions at each node until the node is pure or the tree reached a certain depth. An unlabeled
sample is passed from the root node to a leaf node based on the feature values where each leaf
node represents a certain class label.
Having a training dataset, the construction of the model starts by identifying the
feature that best splits the training dataset into two subsets. The selected feature repre-
sents the root node and the resulting subsets are passed to the new child nodes. In this
context, best split means that each successor node (child) is as pure as possible, in other
words a new node should mostly contain samples of a single class. Overall, a node can
be considered as a test for the value of a certain feature where depending on a threshold
a sample is forwarded to the left or right child of the root node. Thus, the result of this
process is a root node representing a test for a certain feature and having two child nodes
representing the forwarded subsets. Then, the described process is repeated for each node
until it is pure (only covers samples of the same class) or if the tree reached a certain
depth. This procedure is also known as the (basic) Divide-And-Conquer algorithm.
Commonly, Gini Index and Information Gain are used to identify the splitting fea-
tures; hence, these split functions compute how important a given feature is for predicting
a class. In the field, both methods are used and it makes rarely a difference on the clas-









∗P(i) ∗ log2 ∗ P(i) (2.7)
where Sv is a subset of our training dataset (or a forwarded subset) S, F is a feature
having a value v, and C is the set of considered class labels. Then at each node for each
available feature, the information gain is computed where the feature with the highest
information gain is chosen as the splitting feature. Indeed, considering numerical values
it is necessary to partition values (e.g. split by a threshold) as the individual values
might be less significant in respect of the target class. As a consequence, this also means
that the information gain of a feature depends on the chosen partitioning which in turn
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entails that for identifying a meaningful partitioning, the information gain needs to be
recomputed several times for the same feature while adapting the partitioning.
Overall, a decision tree classifier is intuitive, effective, and transparent which can be
mainly contributed to the tree structure that is suitable to model dependencies of features
but also the straightforward visualization. On the other hand, a decision tree tends to
generalize often poorly and to overfit as it becomes too deep. Different techniques of
pruning which reduce the depth try to counteract these symptoms but this has to be
done carefully.
2.3.4.6 Random Forest
Decision trees have already successfully applied in various domains; however, as men-
tioned, classical decision trees are sensitive to overfitting when the generated trees become
very deep. In order to overcome the overfitting problem, ensemble methods have been
proposed that balance the results of multiple decision trees that have been trained on
different parts of the training data. Random forest classifiers are one of these ensemble
methods that have been proposed by Breimann [76]. As especially Random Forests are
usually used in context of activity recognition achieving very well results [14, 18], we are
using and introducing this classifier in context of oﬄine and online learning strategies.
The latter is considered for clarifying the benefit of online learning for activity recog-
nition in respect of our research questions; hence, as the classical Random Forest was
already successfully applied we assume that its online version is suitable for answering
these questions.
Oﬄine Learning As a Random Forest is an ensemble of randomized decision trees, the
construction is similar to an individual decision tree where usually bagging is applied for
reducing the variance. For instance, let D = {(x1, cm), ..., (xn, co)} be a training dataset
where d ∈ D is a sample consisting of a feature vector xi and a corresponding class label
c ∈ C. In a first step, a number of samples S1, . . . , Sm are drawn from D using sampling
with replacement. More precisely, for each decision tree ti, the training set is sampled with
replacement, so the set keeps the same size but some instances that occur in the original
training set may not appear where others could appear more than once. For each sample
Si, a decision tree classifier fi is trained using a variation of the introduced decision tree
learning algorithm that uses feature bagging. This means that for each branching decision
in the decision tree construction only a randomly selected subset of feature vectors is taken
into account. This is necessary to ensure that the different generated decision trees are
uncorrelated [77]. In this context, the decision tree still considers the information gain or
Gini index of each feature to determine the importance during the construction.
The resulting set of uncorrelated decision trees can now be used to determine the
outcome for an unlabeled sample x′i based on the principle of bagging. In particular, the
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Algo 1 OnlineBagging(R, Lo, d) [78]
1: for each base model ti ∈ R, i ∈ {1, 2, ..., T} do
2: Set k according to Poission(1).
3: do k times
4: ti = L0(ti, d).
5: end for}
Algo 2 OﬄineBagging(T, Lb, D) [79]
1: for each i ∈ {1, 2, ..., T} do
2: Di = Sample With Replacement(D,|D|)
3: ti = Lb(Di)
4: end for
5: Return {t1, t2, ..., tT }








where the resulting class is C(x′i) = argmax
c∈C
pR(c|x′i). For the case of a classification
problem, the combined classifier essentially performs a majority vote over the outcomes
of the individual decision trees. It has been shown that bagging prevents the overfitting
problem as the combination of multiple classifiers has a significantly lower variance than
an individual classifier.
Online Learning Considering the Random Forest classifier in online mode, the main
differences are the implementation of bagging, i.e. the generation of subsamples used
for constructing the individual trees, and the growing of the individual random decisions
trees.
It has been proven that bagging improves the predictive power of Random Forests
by generating replicated bootstrap samples of the training set D [79]. This requires that
the whole training set has to be available at once. Oza [78] introduced an online version
of bagging (see Algorithm 1) where the number of occurrences of a sample for training
an individual tree is drawn from a Poisson distribution with a constant parameter. This
means that the subsample for a tree can be determined on the fly as a new sample becomes
available. Oza provides both theoretical and experimental evidence that the results of
online bagging converges towards the results of oﬄine/batch bagging (see Algorithm 2).
The growing of an online decision tree based on the concept of an extremely random-
ized tree. As in the beginning, the complete dataset is not available, split decision are
postponed until enough information is available. This is guided by two parameters: the
minimal number of samples that have to be seen before deciding and the minimal quality
measurement that has to be achieved by the split. In order to be able to construct fur-
ther the decision tree, statistics about class membership of new samples are propagated
through the tree. It provides the basis for computing the quality measurement of possible
splits. As these statistics can easily be updated on the fly, the trees are refined as new
samples arrive. In order to compensate for changes in the distribution of arriving infor-




Saffari et al. combined the introduced concepts, i.e., online bagging, online decision
trees, and random feature selection and developed the first publicly available version
of an Online Random Forest [80]. They presented experiments, which show that the
Random Forest in online mode converged to the results that were achieved in oﬄine mode.
Besides, this classifier is implemented in C++. As we want perform activity recognition
on wearable devices, i.e. on an Android platform, we reimplemented this classifier in
Java. We repeated the experiments performed by Saffari et al. [80] and achieved the same
results. Further, we enhanced the original implementation by implementing threading,
incremental learning, and information gain as a quality measurement to split nodes. Our
implementation is also publicly available1.
2.4 Description Logics and Formal Ontologies
In computer science, description logics (DLs) [81] have emerged as the state-of-the-art
formalism to represent ontologies. The formalism of choice is typically OWL 2 [82] which
is a general-purpose modeling language for (certain parts of) human knowledge. It en-
ables to formally define a vocabulary in respect of concepts of a domain of interest (e.g.
classes), their properties (e.g. object properties but also data types), and the relation-
ships among concepts (e.g. hierarchies). The resulting ontology can be considered as a
knowledge base (or graph) consisting of ABox (assertional box) and TBox (terminology
box) statements. TBox statements describe the conceptualization of a domain of interest
(i.e. the vocabulary of an application domain) and ABox statements can be considered as
assertions about named individuals (i.e. the actual use of the vocabulary). Considering
the following example, the first line defines a woman as a female person (TBox, logical
equivalence) while the second line states that the individual Mary is a female person
(ABox). Further, these two statements allow to derive that Mary is an instance of the
concept woman. Several operators can be used to declare such (complex) definitions
based on simpler ones, including operators for conjunction, disjunction, negation, and
universal and existential quantification.
Woman ≡ Person ⊓ Female (TBox)
Female ⊓ Person(Mary) (ABox)
Defining these more formal, a DLs knowledge base is composed by a pair 〈T ,A〉. The
TBox T constitutes the terminological part of the knowledge base. The TBox is composed
of a set of axioms C ⊑ D or P ⊑ R (inclusions) and C ≡ D or P ≡ R (equality), where
C and D are classes, and P and R are object properties. An axiom C ⊑ D is satisfied
by an interpretation I when CI ⊆ DI . An interpretation I satisfies a TBox T when I




The ABox A is composed of a set of axioms of the form x : C and 〈x, y〉 : R, where
x and y are individuals, C is a class, and R is an object property. For instance, “mary :
ElderlyPerson” denotes that Mary is an elderly person and “〈 mary, apartment23
〉 : livesIn” represents that Mary lives in Apartment23. Axioms x : C and 〈x, y〉 : P are
satisfied by an interpretation I when xI ∈ CI and 〈xI , yI〉 ∈ P I , respectively. An inter-
pretation I satisfies an ABox A when I satisfies all the axioms of A. An interpretation
I that satisfies both the TBox T and the ABox A is called a model of 〈T ,A〉.
For completeness, besides A-Box and T-Box statements there exists also R-Box (role
box) statements. This type is not supported by OWL 2 ontologies and is usually required
in respect of a very expressive description logic.
As already indicated, DLs not only store terminologies and assertions but also allow
to reason about them. Typical ABox reasoning tasks are Consistency, Instance Checking,
Retrieval Problem, and Property Fillers where TBox reasoning is restricted to Satisfiability
and Subsumption [83]. Out of these, we rely on the following ones:
• Satisfiability: A class C is satisfiable with respect to a TBox T if there exists a
model I of T such that CI is non-empty.
• Property Fillers: Retrieving all the instances in ABox A that are related to a given
individual with respect to a given property.
In this work, we use an ontology to define formally the semantics of ADLs, sensor events,
and context data. For that, we use an already existing ontology which was modeled
by a knowledge engineer. The ontological reasoning allows to verify the consistency
of the ontological model (Satisfiability) and also to derive semantic correlations among
activities and sensor events (Property Fillers). Similar to the previous example, the ADL
PreparingHotMeal could be defined based on the definitions of PreparingMeal and
PreparingColdMeal:
PreparingHotMeal ≡ PreparingMeal ⊓ ¬PreparingColdMeal
Further, in addition to the common operators (e.g. conjunction) we also consider the
following two operators to model certain restrictions:
• Qualified cardinality restriction. This restricts the class membership to those in-
stances that are in a given relation with a minimum or maximum number of other
individuals of a given class. For instance, the following axiom states that Prepar-
ingHotMeal requires the use of at least one instrument to cook food:
PreparingHotMeal ⊑ Activity⊓ ≥ 1requiresUsageOf.CookingInstrument
• Composition of properties. OWL 2 supports a restricted form of property compo-
sition ◦. For instance, the following axiom states that if a person is in a given
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apartment, and she is executing a given ADL, then that ADL is executed in that
apartment:
executesActivity− ◦ isInLocation ⊑ actIsExecutedInLocation
Please note that executesActivity− denotes the inverse of executesActivity.
2.5 Probabilistic Reasoning
Probabilistic reasoning (also probabilistic logic) combines probability theory (analysis of
random phenomena) and deductive logic (reasoning from one or more statements) with
the aim of handling uncertainties, imperfection, and contradictory knowledge. Thus, in
contrast to the example in the preceding section where we derived that Mary has to be a
woman, probabilistic reasoning allows to incorporate or handle the possibility that Mary
could also be a man. There exists different probabilistic reasoning systems which usually
differ by the basic concept and the implementation. On the one hand, a common problem
of probabilistic reasoning systems is the computational complexity, i.e., how a reasoner
handles and computes probabilistic and logical components. On the other hand, the need
to handle many different application scenarios has also lead to many different approaches.
In the following, we outline the systems which are probably most known:
• ProbLog2 [84,85] is a probabilistic extension of Prolog which also can calculate both
conditional probabilities and most probable explanation (MPE) states.
• RockIt [86] is a maximum a-posteriori (MAP) query engine for statistical relational
models
• TheBeast [87] is a software package for statistical relational learning and structured
prediction based on Markov logic.
• Tuffy [88] is a highly scalable inference engine for Markov logic networks which use
a database backend.
A general distinction has to be made between theoretical concepts and actual im-
plementations, i.e., to which degree a reasoner supports a concept. For instance, while
RockIt is based on Markov logic networks which in turn generalize First-order logic, the
original implementation of RockIt does not support numerical constraints. This feature
was added later by Huber et al. [89]. Further, RockIt, TheBeast, and Tuffy are all Markov
logic based systems [90]; however, Noessner et al. [86] demonstrated that RockIt is the
most efficient one and outperforms the others in respect of quality.
In contrast, ProbLog2 is a probabilistic programming language that extends Prolog
(a Logic Programming system) where a Prolog program consists of a sequence of Horn
clauses (logical formulas). Similar to other reasoners, also ProbLog2 implements only a
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subset of the Prolog language2. Comparing Logic programs with First-order logic (both
are knowledge representations), one can say that their power of expression overlaps where
Horn logic is a common part of both representations. This is another aspect where
reasoner can differ.
Overall, each reasoner has to make an assumption about statements where it is not
known if it is true or false. Basically, one distinguishes between open- and closed-world
assumption. The open-world assumption (OWA) assumes that a statement which is not
known to be true or false (based on the considered knowledge base) might be true (i.e.
absence of information is interpreted as unknown information). In contrast, the closed-
world assumption (CWA) assumes that a statement is false when it is not known to be
true or false. As a consequence, the OWA is preferable when the system has incomplete
information where in turn the CWA applies when a system has complete information.
Indeed, existing systems may consider both assumptions. For instance, RockIt distin-
guish between observed and hidden predicates where the former refers to the CWA and
the latter to the OWA. This shows that there is no hard border between existing concepts,
which in turn is also another reason for a variety of implementations. So far, we only
mentioned the tip of the iceberg and for this work, it is out of scope to outline this area in
detail. For that reason, we want refer the reader to following literature [91]. However, we
believe that the characteristics of a Markov Logic Network (MLN) based system seem to
be suitable to reason with sensor data and ADLs; hence, in this work we use RockIt [86]
together with the numerical constraints extension [89]. For that reason, in following we
describe MLN in more detail.
A MLN combines the concepts of a Markov networks (aka. Markov random field) and
First-order logic. A Markov network is an undirected probability graph and models a
joint distribution of a set of random variables and their conditional dependencies. The
overall joint probability distribution is computed as a product of clique potentials (i.e.
fully connected subgraphs). More precisely, the probability p is defined as follows:






where Z is a normalization constant which ensures that the distribution sums up to
one, C denotes the set of cliques, and θ defines the potential function. For illustration,
Figure 2.11 shows a toy example of a Markov network where each node represent a certain
sensor. Each sensor might be triggered by a set of ADLs and the edges between the sensors
illustrate modeled stochastic dependencies as they might be triggered in respect of the
same ADL.
As it is actually unclear which ADL triggered the respective sensors, the question is
what the best choice is overall (i.e. the sensors have to choose an ADL). Indeed, this is
a simplified view because we only want to impart how we intend to use it. For further












θ{S1,S2} (s1,s2) =  1050 If s1 = s2 = ac1otherwiseIf s1 = ac1 and s2 = ac3 θ{S1,S3} (s1,s3) =  1050 If s1 = s3 = ac2otherwiseIf s1 = ac1 and s3 = ac2
Figure 2.11: Toy example of a Markov network. It depicts four random variables which are
illustrated as nodes. The random variables reflect certain sensors that are triggered in respect of
certain ADLs (discrete variables). In other words, each of these sensors have to choose between
ac1, ac2, and ac3. In this context, the potential functions θ allows to consider knowledge or
preferences where the edges model explicit stochastic dependencies, i.e., in this example sensors
are linked when the might be triggered in respect of the same ADL.
technical details (e.g. the actual idea of computing cliques), we want to refer the reader
to [92].
First-order logic is a formalism for knowledge representation which consists of ob-
jects (e.g. Mary), predicates (e.g. is woman(Mary)), functions (use an object to produce
another object), connectives (e.g. ∧ and ∨), and quantifier (universal and existential).
Compared to traditional propositional logic, the quantifiers and relations allow to for-
mulate more expressive and general sentences. Thus, it allows to define knowledge bases
which can be considered as a set of hard constraints. Similar to Markov networks, we
do not intend to introduce this formalism but want to give an idea regarding the usage.
Referring to our preceding example where Mary is a person (i.e. is person(Mary)), let
us also assume that each person who prepares a meal also eats that meal. The resulting
knowledge base would consist of the following predicates and sentences:
is person(x) x is a person (e.g. Mary)
is meal(y) y is a certain meal
prepares(x, y) x (person) prepares y (meal)
eats(x, y) x (person) eats y (meal)
∀x, y(is person(x) ∧ is meal(y) ∧ prepares(x, y)⇒ eats(x, y)) if x (person) prepares y
(meal), x also eats y
Obviously, this sentence is not always true. This is where MLNs come into play, which
soften the constraints of such a knowledge base; hence, in case that a certain formula is
violated the world is just more unlikely (and not impossible). Later, we will outline in
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detail how we construct our knowledge bases. For more technical details, we want refer
the reader to [93].
Considering both Markov networks and First-order logic, a Markov logic network can
be considered as a template for constructing (large) Markov networks where the general
approach is to transfer the idea of Markov networks to First-order logic. Thus, a Markov
logic network is a First-order knowledge base with weights attached to constraints.
Technically, a MLN M is a finite set of pairs (Fi, wi), 1 ≤ i ≤ n, where each Fi is an
axiom (e.g. sentence) in function-free First-order logic and wi ∈ R [90] the corresponding
weight. Together with a finite set of constants X = {x1, ..., xn} it defines the ground MLN
MX , i.e., the MLN in which axioms do not contain any free variables. This comprises
one binary variable for each grounding of Fi with weight wi. Hence, a MLN defines a
















where ni(s) is the number of satisfied groundings of Fi in the possible world s and Z is
still a normalization constant (cf. Equation 2.9).
As mentioned before, in this work, we use a numerical extension [89,94] which enables
to reason on the temporal domain of activities and sensor events and that we denote
as MLNNC. The constraints are predicates of the form Θ ⊲⊳ ψ, where Θ and ψ denote
variables, numerical constants, or algebraic expressions (that might contain elementary
operators). In this context, the binary operator ⊲⊳ returns a truth value under a particular
grounding. More formal, a numerical constraint NC is composed of numerical constants
(e.g., elements of N, I), variables, elementary operators or functions (+, ∗,−,÷,%,√ ),
standard relations (>,<,=, 6=,≥,≤), and Boolean operators (∧,∨). To be clear, aMLNNC
is still a set of pairs (FCi, wi) where FCi is a formula in First-order logic that may contain
a NC. The following example illustrates how we intent to use it:
Example 1 Using MLNNC it is possible to represent the following axiom: two
events of “turning on the oven” cannot belong to the same instance of meal prepa-
ration if their temporal distance is more than two hours:
{∀ se1 , se2 , ai1 , ai2 , t1 , t2 : event(se1 , ′oven ′, t1 ) ∧
event(se2 ,
′ oven ′, t2 ) ∧ occursIn(se1 , ai1 ) ∧ occursIn(se2 , ai2 )
∧ NC(t1 , t2 )⇒ ai1 6= ai2 , NC(t1 , t2 ) = |t1 − t2 | > 120}.
Based on the resulting MLNNC of sensor events and semantic constraints, we apply
Maximum a posteriori inference to derive the most probable activities (most probable
world). Maximum a posteriori (MAP) inference is the task of finding the most probable
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world given some observations also referred to as evidence. Given the observed variables
E = e, the MAP problem aims to find an assignment of all non-evidence (hidden) variables
X = x such that
I = argmax
x
P (X = x | E = e) (2.11)
We denote by I, the assignment x which leads P to be maximal, i.e., a MAP state.
In order to compute a MAP state of a MLN, the problem can be formulated as an
integer linear program (ILP) using the cutting plane inference algorithm [87]. In respect
of MLNNC, the original cutting planes algorithm [87] was extended to the truth value of




In this chapter, we summarize existing related work to impart existing approaches, re-
search directions, and open issues for both research fields, Activity Recognition with Wear-
able Devices (Section 3.1) and Activity Recognition within Smart Environments (Sec-
tion 3.2). In both cases, we first describe the domain in general and subsequently focus
on existing studies which are directly related to our research questions. In addition to
this chapter and in respect of our experimental results, we also comprehensively discuss
existing works concerning several aspects, issues, and possible future research directions
that we identified in the course of this work (see Sections 4.5 and 5.5). Moreover, we
also discuss opportunities, advantages, and the necessity of a hybrid solution (see Sec-
tion 5.5.5).
3.1 Activity Recognition with Wearable Devices
In the following, we focus on physical human activity recognition with wearable devices.
First, we briefly outline research elements of interest (Section 3.1.1). Then, we focus on
position-aware activity recognition (Section 3.1.2) and personalized cross-subjects activity
recognition (see Section 3.1.3) to clarify the state-of-the-art in respect of our research
questions (RQ1.x). The following sections were already partly published in [1, 3, 4].
3.1.1 Physical Human Activity Recognition
Almost 15 years ago, Bao et al. [33] published an activity recognition study which is today
probably one of the best-known HAR publications. They demonstrated the feasibility
of human activity recognition by using five 2D accelerometers and already highlighted
the problem of laboratory conditions. Shortly after, Ravi et al. [25] performed similar
experiments with a single 3D accelerometer focusing on feature sets and classification
techniques to clarify their contribution. Since then, research in Physical Human Activ-
ity Recognition spread across various aspects and technical details. This includes the
sensor frequency sampling [25, 35], feature selection and computation [95–97], data seg-
mentation [98,99], classification/recognition techniques [37,100–102], sensor positions and
orientations [34,103–105], sensor types [62,106,107], subject-dependent and independent
approaches [108,109], and naturally the set of considered activities [18, 23, 39,110].
The rise of smart-phones gave a new impetus to this domain but also resulted in new
issues. Kwapisz et al. [35] recap experiments of preceding works but using the build-in
sensors of a smart-phone. As a smart-phone is usually located in a pocket, it also moves
slightly while the user is moving. Their results show the reliability of a smart-phone
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but also illustrate (frequent) confusion between certain activities, even when considering
windows of 10 seconds. Another issue is the energy consumption, as a smart-phone
is an object that is frequently used and should be permanently available, the energy
consumption of the activity recognition application needs to be minor. Casale et al. [111]
focus on feature sets which are competitive from computational point of view. In this
context, they clarify the importance of the considered features for the respective classifier.
Another aspect is the on-body location of a smart-phone. Mannini et al. [112] highlight
that using only sensor data that were record close to the hip may underestimate the overall
expenditure on activities but also that walking with a big bag or a small cup results in
different sensor signals. In general, they propose a sensor placed at the wrist or ankle
to handle these issues but they also highlight a number of weaknesses. Indeed, it can be
assumed that a combination is more productive. This in turn leads to the question how
to fuse different sensor streams. Shoaib et al. [113] investigates combinations of different
sensor types considering different scenarios. They apply late fusion, i.e., they compute
features for each sensor stream independently. They conclude that the impact of a certain
sensor type or respective combinations depends on the scenario.
Apart from that, several publications frequently summarize and highlight the rapid
development [37, 114, 115]. Indeed, activity recognition related research has become a
regular topic in international conferences including AAAI, CVPR, IJCAI, NIPS, PER-
VASIVE, UbiComp, PerCom, ISWC, ICAPS and AMI [114]. All this shows the scope of
the research domain and that it is not reasonable that we dive into each aspect. Therefore,
in the following, we focus on studies that are directly related to our introduced research
questions, i.e., who deal with position-aware activity recognition and personalized cross-
subject recognition models. Beyond that, we also examine relevant works in respect of
our experimental results and subsequent discussions.
3.1.2 Position-Aware Activity Recognition
As previously described, several researchers have already investigated activity recognition
independent of the device position [116]. However, many studies state that the device
position information increases the accuracy of an activity recognition algorithm but the
opinion regarding the impact of this information on the respective results differs sig-
nificantly [18, 34, 117]. This difference is due to varying sets of positions and activities
considered in the respective studies. Indeed, so far nobody considered all relevant body
positions and common physical activities in a single study. Therefore, it is still unclear
how accurate each relevant position can be detected regarding different physical activities.
The on-body localization problem of wearable devices plays an important role because
it can help to improve the accuracy of activity recognition, to optimize the energy con-
sumption of a device, or to increase the precision of observing the environment. This
is a consequence of the results of related studies. They investigated the influence of the
on-body position to determine optimal sensor placement in context of activity recogni-
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tion [34,117,118]. They show that there are seven body locations, which behave differently
in respect of the same activity. In particular, forearm, head, shin, thigh, upper arm and
waist/chest. Dividing these body parts (e.g., head) into smaller regions does not im-
prove the accuracy [118]. Further studies have shown that the optimal sensor placement
depends on the activity to be recognized [34]. As a result, the benefit of the position
information and the feasibility to derive the device positions by an accelerometer are
concluded; however, it is not clear to what extent.
So far, the device localization problem was only addressed by a couple of researchers.
Kunze et al. [103] published one of the first approaches where they tried to detect if the
user is walking and subsequently to map specific patterns of sensor readings to derive
the current device position. However, this approach is limited due to the small set of
selected positions and the fact that position changes are not recognized if the user does
not walk. Recently, researchers investigated also the possibility to derive the positions
hand, bag, and pocket from different physical activities [18]. They state that the effect
of the location information on the accuracy of the activity recognition depends on the
performed activity.
A number of studies also tried to develop a location independent activity recognition
approach by learning a generic classification model for all positions [116] but several sub-
sequent studies state that a position-specific activity recognition performs always better
than a position-independent activity recognition [18,34,117].
While these studies focus on on-body position detection with an accelerometer, several
researchers also examined the possibilities to detect if the smart-phone is located in- or
out-pocket [119], in a bag [18, 120], or still worn by the same person [121]. They also
used other sensors such as a microphone, light, or proximity sensor. They highlight
that an accurate detection is possible but also point out that it is difficult to control the
environment regarding brightness or sound level, which has to be considered as the crucial
problem.
3.1.3 Personalized Cross-Subjects Activity Recognition
Subject-specific activity recognition has been extensively investigated by many researchers
[33, 35, 101]. They achieved reliable recognition rates in many different scenarios but re-
quired for each subject a labeled training set. Further, changes in the user’s motion
patterns are often not considered by the proposed methods, which leads to a worse recog-
nition rate over time.
As a first approach to reduce the need of labeled data, researchers have investigated
cross-subjects approaches. Especially, the leave-one-subject-out approach was evaluated
comprehensively and researchers state that it performs significantly worse compared to
a subject-specific classification model [23, 106, 122]. This even holds if several accelera-
tion sensors are considered simultaneously [106]. The researchers conclude that this is
due to differences in the physical characteristics of the considered subjects, e.g., fitness
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level, gender, and body structure. Indeed, researchers hypothesize that these kinds of
characteristics could be reliable indicators to identify subjects with similar acceleration
patterns [108, 122]. So far, this assumption was only considered in few works. Maekawa
et al. [123] applied this concept successfully and they conclude that a minimum num-
ber of subjects is required. However, the authors used five acceleration sensors and also
considered complex activities (e.g., play pingpong) which makes it difficult to interpret
the aggregated results. Besides, in some works models were trained on one person and
used on another without considering any characteristics [25, 124, 125]. They state that
such a model often cannot yield accurate results if it is used on different subjects and
that a personalization is required. In respect of our research questions, we focus on this
hypothesis but also investigate cross-subjects approaches concerning their performance in
context of all relevant on-body device positions and combinations.
Instead of using labeled training data across people, several researchers also investi-
gated semi-supervised approaches, e.g., active learning, to reduce the labeling effort [126–
128]. These works aim at extracting the most informative unlabeled samples to minimize
the user interaction. By using active learning, the user could be queried regarding these
samples to gain new knowledge. Their results show that active learning does improve the
learning performance and that it is possible to achieve comparable recognition rates with
respect to a supervised approach [126]. In this context, the most informative unlabeled
samples could be identified by interpreting the classifiers confidence values [129]. How-
ever, this approach still requires a small, initial labeled dataset in respect of the target
user.
Indeed, using labeled data across subjects and interactively querying the user (active
learning) do not exclude each other but are complementary. Labeled data could be
used across subjects to build a base model that could be personalized by knowledge
that was gathered by querying the user. So far, personalization of an existing activity
recognition model was realized by updating parameter of an existing model [39, 130], or
incremental learning [131–133]. In this context, researchers evaluated neural network [132,
134], support vector machine [135], and fuzzy rule [54, 136] based approaches and even
if the results of these works are difficult to compare due to the different setups, the
results show that the concept of personalization is feasible. Besides, to gather additional
information from unlabeled sensor data, researchers also applied successfully the concept
of co-training [38,126].
So far, nobody combined all of these techniques or aspects where in addition espe-
cially the mentioned personalization approaches have limitations. Concerning parameter
adaption, the structure of the model is almost fixed where incremental learning has to
keep all data available and usually does not distinguish between newer and older infor-
mation. Indeed, some of these works also apply re-training to process new gathered data,
which is often unfeasible. In this context, the influence and performance concerning the
users’ effort that goes along with active learning or the relation concerning the number
of uncertain samples, queries, and achieved improvement is also unclear.
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3.2 Activity Recognition within Smart Environments
In the following, we focus on recognizing ADLs in a smart environment. First, we sum-
marize limitations and drawbacks of existing approaches (Section 3.2.1). Then, we focus
on online recognition of interleaved ADLs (Section 3.2.2) and collaborative and active
learning in a smart-environment (Section 3.2.3) to clarify the state-of-the-art in respect
of our research questions (RQ2.x). The following sections were already partly published
in [2, 5, 8].
3.2.1 Recognizing Activities of Daily Living
In general, human activity recognition techniques in pervasive computing can be broadly
classified in two categories, namely learning-based methods and specification-based meth-
ods [49].
Learning-based methods rely on supervised learning algorithms and consider a train-
ing set of labeled sensor data to build the recognition model. As one might expect,
this includes physical human activity recognition systems which rely on wearable sensors
such as accelerometers [33, 37] or those that acquire the surrounding area (e.g., micro-
phones) [137,138]. Focusing on complex activities, observations regarding the user’s sur-
rounding area (in particular, objects’ use), possibly coupled with wearable sensors, are
the basis of other activity recognition systems [14,139]. Indeed, these studies use the basic
idea of a hybrid solution but in a limited way. However, since training data is hard to
acquire in realistic environments and may violate the individuals’ privacy [140], systems
relying on supervised learning are prone to serious scalability issues the more activities and
the more context data are considered. Moreover, datasets of complex ADLs are strongly
coupled to the environment in which they are acquired (i.e., the home environment and
the sensors setup), and to the mode of execution of the specific individual. Hence, the
portability of activity datasets in different environments but also suitable transfer learning
methods for activity models are open issues [41, 141].
Specification-based methods rely on knowledge-based definitions of the characteris-
tics and semantics of complex activities, i.e., complex activities are defined in terms of
their simpler components. Sequences of simple actions, recognized by certain sensors, are
matched to activity definitions to identify the occurred activity. Those definitions are
usually expressed through logical axioms, rules, or description logics [44–46, 142]. How-
ever, complex activities are characterized by large variability of execution. In order to
cope with that issue, other works investigated the use of less rigid formalisms to define
ADLs. Helaoui et al. [47] used probabilistic description logics to define a multi-level on-
tology of domestic activities but as most approaches, they require significant knowledge
engineering efforts, and are hardly scalable to the definition of a comprehensive set of
ADLs in different contexts. Beyond that, ontological reasoning has also been proposed
to perform dynamic segmentation of sensor data [99, 143, 144] or to refine the output of
supervised learning methods [145]. Further, defeasible reasoning has been adopted to
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enhance existing sequential activity recognition systems by detecting interleaved activi-
ties and handling inconsistent or conflicting information [146]. However, those works rely
on rigid assumptions about the simpler constituents of activities [142]. Hence, while the
specification-based approach is effective for activities characterized by a few typical exe-
cution patterns, it is hardly scalable to the comprehensive specification of complex ADLs
in different contexts.
This is where we investigate if the recognition of complex ADLs through semantic
reasoning is feasible to overcome the requirement of a large expensive labeled ADLs
dataset. Using the introduced ontological reasoner and a suitable knowledge base may
allow to identify general semantic correlations between the smart-home infrastructure
and performed activities. Moreover, when training data is available, we can also exploit it
to mine low-level dependencies between them. Indeed, the combination of specification-
based and probabilistic approaches is not new and has been investigated in other fields of
Artificial Intelligence [147]. However, in contrast to most existing techniques, we target
the recognition of interleaved ADLs explicitly by considering this aspect in our MLNNC
model. This enables us to assign sensor events to overlapping activity instances. This
reflects situations where the actual ADL is briefly interrupted by another activity (e.g.,
someone stopped eating to take medicine).
Considering unsupervised learning techniques which avoid manual specification, re-
searchers usually build activity models by mining various sources (e.g., Web resources, or
unlabeled datasets of activities). A first attempt in this sense was due to Perkowitz et
al. [148] which in turn was refined in later works [149–151]. Those methods analyze tex-
tual descriptions of activities mined from the Web in order to obtain correlations among
activities and objects used for their execution. Those correlations are used to recognize
the executed activity based on the observed sequence of used objects. That approach has
been recently extended to exploit visual cues extracted from the Web, such as images
and videos [53]. However, it is questionable whether object-activity correlations are suf-
ficient to recognize complex ADLs. As an example for mining unlabeled data, Rashidi
et al. [152] introduce an automated approach to activity tracking that identifies frequent
patterns that naturally occur in an individual’s routine. An unsupervised method that is
close to our approach has been proposed by Ye et al. [153]. In particular, they introduce a
knowledge-based method which computes similarities among pairs of sensor events based
on their temporal, spatial, and usage dimensions. In this context, objects similarity is
used to segment sensor event traces that should represent the execution pattern of a single
activity. Subsequently, sequential pattern mining is used to identify frequent sequences of
sensor events that typically appear during an activity. Exploiting an ontology of activities
and objects, each frequent sequence is associated to one or more activities, according to
the objects that triggered the sensor events in the sequence. Finally, sequences are refined
by a clustering algorithm, and refined sequences are used for activity recognition. With
respect to that work, we focus on an approach that is very independent from the data
and can also handle interleaved activities.
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3.2.2 Online Recognition of Interleaved ADLs
Several works considered the challenging issue of segmenting temporal sequences of sensor
data to recognize accurately the boundaries (i.e., start- and end-time) of activity instances
in real-time.
First, Yin et al. [154] propose to segment and recognize complex activities based on
the user’s location trace. Their method relies on a signal-strength distribution at each
sampled location, which determines the probability distribution of current activities. In
order to cope with variability and imprecision of signal-strength data, they represent the
motion pattern as a linear dynamic system, and adopt a transition matrix among motion
patterns to model the nonlinear dynamics of the stochastic process of activities. Activity
recognition and segmentation is achieved by applying an approximate Viterbi inference
algorithm. While this work only considers the location of the user, it also models the
hidden states with a first-order Markov chain.
Second, Palmes et al. [151] propose two unsupervised segmentation methods (MaxGap
andMaxGain) based on correlations among used objects and activities. Those correlations
are extracted from the textual content of web pages and computed by the well-known tf-
idf function. The extracted correlations enable to estimate the discriminative power of an
object towards activities. Objects with high discriminative power are named key objects
where activities are recognized based on the observation of their key objects’ usage. In
the MaxGap algorithm, the boundary between two activities is predicted at the time of
usage of the most discriminative object between the two. In the MaxGain algorithm,
the boundary is the one that maximizes the sum of correlation values between the two
activities and the used objects. A drawback of their approach is the assumption that each
activity has a unique key object. That assumption may be unrealistic in several scenarios.
Third, Okeyo et al. [99] propose the use of different heuristics to segment activities
in a knowledge-based framework. Those heuristics consider the activity duration and
semantic features to shrink and expand a dynamic time window of activities. However,
their approach leaks on handling activities that occur in patterns, as they did not consider
temporal information.
Fourth, Wan et al. [155] propose a supervised segmentation approach based on the
correlation between consecutive sensor events, and on the time distance between them.
Limitations are that they consider only relations between pairs of sensor events and natu-
rally that their technique requires a labeled dataset. Besides, similar to Palmes et al. [151],
most considered activities are correlated with a unique sensor event.
Fifth, Aminikhanghahi and Cook [156] propose to segment a stream of sensor events
using an unsupervised change point detection algorithm, and subsequently to recognize
each segment’s activity using a supervised learning approach. However, the presented
approach mainly tries to recognize activity transitions and requires a pre-segmentation
with a fixed window length. Further, the corresponding results are unclear concerning
the segmentation quality.
48
CHAPTER 3. RELATED WORK
Last, Triboan et al. [157] present a semantic technique for online segmentation and
activity recognition. In that work, segmentation and recognition rely on ontological and
rule-based definitions of activities. Unfortunately, the authors do not provide any statis-
tical evaluation in respect of performance, feasibility, or quality.
We want to overcome most of these limitations by considering correlations and as-
pects among activities and sensor events and also by using MLNs which allow to model
arbitrarily complex (temporal) constraints. On the one hand, this allows to focus on
multiple types of sensor data while on the other hand our method does not require a
labeled training dataset. Further, we not only resize the time window of ADLs, but we
also re-arrange segments to cope with interleaved activities. In this context, we consider
all preceding segments to optimize the segmentation process. Besides, we expect that this
concept is flexible enough to be easily adaptable to different environments and execution
modalities.
3.2.3 Collaborative and Active Learning in a Smart-Environment
Semi-supervised learning methods use unlabeled data to improve the model computed
through a training set. In this context, active learning has the intention to use those
unlabeled data to query people with the purpose of reducing the level of supervision.
Essentially, two questions go along with such an approach. First, which data in particular
should be considered for querying and second, who should be asked.
A number of researchers have focused on the first question. In particular, Stikic
et al. [126] investigate the use of active learning, with the objective of identifying the
most informative sequences of sensor events for which to query the user. A sequence
is considered informative either when the confidence of the classifier about its predicted
activity class is low, or when two classifiers disagree about its class. They conclude that
it is possible to achieve comparable or sometimes even higher accuracy than the fully
supervised approaches with less labeling efforts. In contrast, Ho et al. [158] propose
to use active learning especially for understanding changes in the home environment to
adapt subsequently the recognition model. In that work, an entropy-based measurement
is used to query the most informative sequences of sensor events to update a Dynamic
Bayesian Network. Further, Zhao et al. [159] proposes three more techniques to choose
the most informative data points for which to query the user. These methods are based
on (i) low confidence for the most probable activity class, (ii) small difference between the
confidence of the most and second most probable class, or (iii) high entropy among the
probability of classes. However, their experimental results in smart-home settings show
that these three methods achieve similar accuracy.
In respect of the second question, significantly less researchers focused specifically
on reducing the load on the individual. An active learning method to refine iteratively
the annotations of a video provided by crowdsourcing services (like Mechanical Turk)
is presented in [159]. That method relies on confidence scores about the annotation
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where annotations with low confidence are re-submitted to the crowdsourcing service for
revision. A similar approach is proposed by Lasecki et al. [160]. In their work, privacy
of individuals depicted in videos is protected by automatically identifying people and veil
them by coloring their silhouette. Further, the work presented in [161] proposes strategies
to select the most appropriate annotators in a crowdsourcing framework for active learning
of ADLs. To achieve a high information gain with a few questions, Hoque et al. [162]
used data mining methods to cluster sequences of sensor events, such that each cluster
represents an activity class. Subsequently, the resident is asked to provide the actual class
for each cluster.
Apart from active learning, other works propose transfer-learning methods to reuse
activity datasets acquired in different environments [141]. However, effective portability
of activity datasets is challenging, since datasets of complex ADLs are strongly coupled
to the environment in which they are acquired and to the mode of execution of the
individual [41]. A related issue is how to adapt dynamically the recognition system to
changes in the sensor infrastructure. With this regard, a technique was proposed to update
the model of a supervised machine learning algorithm with features of newly discovered
sensors [50].
In contrast to these works, we focus on a collaborative active learning method which
allows to share the burden of providing ADLs labels among a community of residents.
The idea is to exploit users’ feedback across different smart-environments to assign a
certain semantics to sets of sensor events. A critical part is how to consider different
home characteristics but also the residents themselves. For that, we focus on a similarity
measure between the context of the target environment (characteristics of home and
resident) and the one of the environment from which the label is acquired. We expect






In this chapter, we focus on the introduced open issues in respect of physical activity
recognition with wearable devices (see Section 1.3) and present related approaches, solu-















Physical Human Activity Recognition
Figure 4.1: Physical Human Activity Recognition with Wearable Devices
For that purpose, first we explain the data gathering process regarding the required
dataset (Section 4.1, published in [1]). Subsequently, we introduce the preprocessing tech-
niques for the data handling but also for improving the quality concerning irrelevant and
redundant information (Section 4.2, published in [1]). Then, as a first step for improving
physical activity recognition, we present an approach that addresses the device on-body
localization problem using only acceleration data (Section 4.3.1, published in [1]). Based
on this, we introduce a position-aware activity recognition approach for clarifying the
influence of the position information (Section 4.3.2, published in [1,3]). As this approach
focuses only on single-subject based models, we also investigated the possibility of cross-
subjects based recognition models to overcome the data gathering effort (Section 4.3.3,
published in [3, 4]). Finally, we present a solution to evolve a physical activity recogni-
tion model over time, i.e., to adapt it to changes in behavior of the user (Section 4.3.4,
published in [4]). Figure 4.1 illustrates the structure and content of this chapter. Please
see Appendix A for further details regarding the contribution of the individual authors.
4.1 Physical Human Activities Dataset
To answer our initial research questions and to investigate the related issues, it is necessary
to create a new dataset, as the existing ones do not full-fill our requirements. In particular,
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this includes especially the lack of sensor data of each relevant on-body device position in
respect of the considered physical activities but also the lack of transparency of the data
recording sessions. In the following, we introduce our self-developed data collection tool
for smart-devices and subsequently we describe the recording session and the dataset.
The following subsections belong to the publication [1].
4.1.1 Sensor Data Collector
For a better understanding of the sensors but also to verify the feasibility of our ap-
proaches, we decided to develop an Android application that allows to record and label
all types of sensors which are available in smart devices today. We choose Android in-
stead of iOS as development platform because it allows to access the raw sensor readings
directly, i.e., without intermediate filters.
Figure 4.2: Sensor Data Collector. The framework consists of a wear (1) and hand (2) app which
allows to record each sensor that is available and it provides labeling and visualization functions.
Overall, our application (app for short) is two-parted and consists of a Wear (1) and
Hand (2) app (see Figure 4.2) which interact via Bluetooth. The Hand app is the central
control unit, works standalone, and runs on Android (e.g. smart-phones) while the Wear
app was designed for Android Wear (e.g. smart-watches) and can be considered as an
extension. In contrast to the Hand app, theWear app offers only a subset of functionality
which include sensor recordings, labeling of readings, and streaming of this data directly
to the main device for live plotting, analyzing, and storing (see Figure 4.3). In addition,
the Hand app provides the possibility to specify which sensor types should be recorded
(simultaneously) and with which frequency, allows to export the recorded data in various
formats, and enables to correct previous set labels.
A common usage scenario would be to mount a smart-phone (Hand) to any on-body
position (e.g. pocket) and start the sensor recording while the smart-watch (Wear) could
be used to adapt the current label to current situation without interacting with the smart-
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Figure 4.3: Hand App Interface. The screens show the features that are only provided by the
Hand app: sensor management (left), plotting (middle), data export (right)
phone, i.e., without producing noise in respect of the sensor readings. The binary1 and
the source code2 of this application are publicly available.
4.1.2 Data Gathering
We create our dataset3 with the introduced Sensor Data Collector where we record the ac-
tivities climbing stairs down (ac1) and up (ac2), jumping (ac3), lying (ac4), standing (ac5),
sitting (ac6), running/jogging (ac7), and walking (ac8) of fifteen subjects (age 31.9±12.4,
height 173.1±6.9, weight 74.1±13.8, seven females). For each activity, we observed simul-
taneously the body positions chest (op1), forearm (op2), head (op3), shin (op4), thigh (op5),
upper arm (op6), and waist (op7). Each subject performed each activity roughly 10 min-
utes except for jumping due to the physical exertion (∼1.7 minutes). Overall, we recorded
for each position and axes 1065 minutes where the data is equally distributed concerning
male and female. Table 4.1 summarize in detail the characteristics of our dataset. To the
best of our knowledge, the result is the most complete, realistic, and transparent dataset
for on-body position detection that is currently available (September 2015).
The required data was collected using customary smart-phones and a smart-watch
(“Samsung Galaxy S4” and “LG G Watch R”) which were attached to the mentioned
positions (see Figure 4.4). The devices were synchronized with the time service of the
network provider and the sensors were sensed with a sampling rate of 50 Hz where the
data was stored on a local SD card. The sampling rate was chosen with consideration of
battery life as well as with reference to previous studies [25, 35].
To attach the devices to the relevant body positions, common objects and clothes
were used such as a sport armband case, trouser pocket, shirt pocket, or the bra. There
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Figure 4.4: Sensor placement. The subject wears the wearable devices on the head, chest, upper
arm, waist, forearm, thigh, and shin (top down).
Table 4.1: Dataset. Length of the recording for each activity and each device position in minutes.
Activity Total [min] Average [min] Female / Male [min]
climbing down (ac1) 123.55 8.24 54.88 / 68.67
climbing up (ac2) 148.43 9.89 70.33 / 78.10
jumping (ac3) 24.93 1.66 11.52 / 13.41
lying (ac4) 157.14 10.47 73.25 / 83.89
standing (ac5) 154.18 10.27 72.27 / 81.91
sitting (ac6) 156.65 10.44 73.57 / 83.08
running (ac7) 140.69 9.37 71.52 / 69.17
walking (ac8) 159.45 10.63 74.41 / 85.04
all 1065.02 8.88 501.75 / 563.27
of the head we used a belt to avoid that the subject had to hold this device during the
performance of the activities. This simulates that the subject phones during the activities.
The data collection took place under realistic conditions, i.e., the subjects walked
through the city, jogged in a forest, or climbed up the stairs of a guard tower of an old
castle. The order of the activities was left to the subjects but they were instructed to
stand idle for a few seconds before and after an activity was performed. Concerning the
activities, there were no instructions. It was up to the subject, e.g., how fast they wanted
to walk or how they wanted to sit. In this context, typically the subjects used their
smart-phone (that was not used for recording), talked with somebody else, or were eating
and drinking something while they were standing or sitting.
Each movement was recorded by a video camera (third-person view) to facilitate the
usage of our dataset also by other people. Our dataset is available3 and covers the data
of accelerometer, GPS, gyroscope, light sensor, magnetometer, and sound level sensor.
Besides, we also provide a detailed description of each subject including images of the
attached devices and a short report.
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Compared to the well-known datasets OPPORTUNITY [163] and COSAR [145], we
did not focus on activities of daily living but physical activities. Indeed, it would be pos-
sible to derive the physical activities from the activities of daily living and both datasets
also cover acceleration data from on-body devices, however, several aspects and activities
are not covered. On the one hand, OPPORTUNITY covers several different on-body posi-
tions but provides only one single dynamic activity (walking) where on the other hand the
COSAR dataset covers several different physical activities but provides only acceleration
data for two on-body positions. Besides, both datasets cover significant fewer subjects
(four and six) which are too few to analyze, e.g., physical characteristics or certain groups
of people.
4.2 Data Preprocessing
The data preprocessing step consists of the segmentation of the sensor data and the
computation of features based on the segmented data. Here, one aims to compute features
for each segment which are characteristic for a performed activity within the respective
time interval. In the following, we will go into detail and describe the corresponding
methods and techniques. The following subsections belong to the publication [1].
4.2.1 Window Segmentation Techniques
The segmentation of sensor data or a sensor stream aims to isolate individual actions of an
activity within segments also called windows. Therefore, a window can be considered as a
certain time interval with a start and stop timestamp that comprises sensor readings which
were recorded during that time interval. Such a window allows to compute characteristic
features (e.g., turning points) based on raw sensor values that represent the corresponding






















Figure 4.5: Acceleration signal of a smart-device that is attached to a human body while walking.
It depicts a simple static windowing approach to capture the repeating pattern.
56
CHAPTER 4. ACTIVITY RECOGNITION WITH WEARABLE DEVICES
action. The goal is to recognize the initial activity based on the computed features.
Computing features instead of using raw sensor data directly to recognize an activity
helps for one thing to reduce noise, as the sensor signal is fluctuant, for another thing it
ensures to consider the distinctive characteristics.
For instance, Figure 4.5 illustrates acceleration data that was recorded while walking
and it clearly depicts a repeating pattern. This pattern can be considered as the individual
footsteps and we aim to encapsulate each of these footsteps in separate segments. Please
note that this figure is just a simple example, i.e., patterns are not always this obvious
and could be also spread across several dimensions.
As the segmentation of the data should be performed automatically, one has to rely
on rules or requirements that have to be fulfilled to determine the start and stop time
of a window. Indeed, there are different approaches that can be basically grouped by
static and dynamic windowing (see Figure 4.6). In case of a static window, each window
has the same predefined length where a dynamic window varies in length. The former is
especially preferable when the pattern is almost constant and repeating (cf. Figure 4.5)
but also in case when there are no usable signals or characteristics to make a decision. In
contrast, a dynamic window approach can be used by relying on turning points, variations,
outlier, or extremes. This is useful if a certain activity should be recognized as in case of
a acceleration-based fall detection system [7].
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Figure 4.6: Static and dynamic windowing approaches for activity recognition. The most suit-
able or applicable approach depends on the data stream and target activity. For instance, an
overlapping approach is suitable for capturing transitions between activities where a dynamic ap-
proach is preferable if it is possible to identify transitions or certain characteristics based on the
data stream.
In addition, windows can be concatenated (cf. Figure 4.6 a) and d)), can overlap (cf.
Figure 4.6 b) and e)) or can be treated independently (cf. Figure 4.6 c) and f)). The
latter can be considered as a special case that is used to interpret certain signals, i.e., a
window could be create just around a spike. In context of physical activity recognition, a
static overlapping window approach is preferable as movements like walking or running are
almost constant in respect of duration and execution but there could be slight variations
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but also transitions between different activities. We will return to dynamic windows when
we consider ADLs.
4.2.2 Feature Extraction
The essential idea behind generating features from time depended data streams is to
segment the recorded data into windows and compute a feature vector for each window.
Preceding studies in context of physical activity recognition already examined different
settings regarding the window size and meaningful features [108]. They state that over-
lapping windows are more suitable because they can handle transitions more accurately.
Further, the window size depends on the kind of activities which should be recognized.
In our context, most of the existing studies considered a size between one and three sec-
onds [95,105,116]. However, so far there is no agreed set of features. Indeed, a comparison
of the different but overlapping feature sets of previous studies is difficult due to the dif-
ferent settings and goals of the studies. Nevertheless, some researchers have compared
different groups of features and stated especially that frequency-based features improve
the accuracy of the recognition [95]. Based on these results, we use windows which overlap
by half and have a length of one second. Further, we consider the most common time-
and frequency-based features that were used in previous work (see Table 4.2).
Table 4.2: Summary of considered feature methods.
Domain Methods
Time correlation coefficient (Pearson), entropy (Shannon), gravity
(roll, pitch), mean, mean absolute deviation, interquartile
range (type R-5), kurtosis, median, standard deviation, vari-
ance
Frequency energy (Fourier, Parseval), entropy (Fourier, Shannon), DC
mean (Fourier)
Time-based features are directly computed from the recorded sensor data. As usually
the orientation of a smart-device can change and so the orientation of the axes, it is
important to compute orientation-independent features for recognizing certain patterns
as it is unfeasible to consider each possible orientation. However, the device orientation
may provide usual information but it has to be used carefully. For instance, we also
computed gravity-based features that provide information of the device orientation in
the form of angles. In detail, the gravity component can be extracted from the recorded
acceleration data by applying a low-pass filter4 which separates the linear acceleration
and gravitational force to derive the gravity vectors. These vectors allow to determine
the orientation of the device by computing the angles between them also known as roll
and pitch (see Figure 4.7). The azimuth angle, however, cannot be calculated because
the direction of north is required (magnetometer, see Section 2.2.1.3). This means that
it is not possible to derive from an accelerometer if the device is back-to-front. Further,
4A low-pass filter passes values which have a lower frequency as the specified cutoff frequency and
attenuates values that have a higher frequency.
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we only consider absolute value of the acceleration so that we do not distinguish if the
device is upside down. Hence, we consider these four cases as the same position. To be
more flexible and avoid overfitting, we also transform the roll and pitch angles in one
of sixteen predefined discretized orientations. Besides, we analyze gravity-based features
only in respect of on-body position detection.
Figure 4.7: The coordinate system is defined in reference to the screen. The acceleration of the
device is measured along the axes. The gravity enables to compute the angle between the axes to
determine the orientation (roll, pitch). To calculate azimuth, the direction of north is required.
Frequency-based features are computed based on the values that result from the Dis-
crete Fourier Transformation (DFT). Meaning, this technique transforms data from the
time-domain into the frequency-domain but also vice versa (Fourier synthesis); hence,
the transformation is lossless but enables to analyze the same data from a different per-
spective. In this context, the time domain values represent, e.g., acceleration dependent
on time where the frequency domain represents the magnitude dependent on frequency
(hertz). A drawback of the transformation is the runtime complexity which is usually
O(n2) and results from a matrix multiplication as the input data has to be mapped to
complex numbers. This might be a problem for real-time application scenarios. How-
ever, if the number of input values is 2x then the runtime complexity can be reduced to
O(n ∗ log(n)). This case is also known as Fast Fourier Transformation (Radix-2-Algo).
Further, if the input data consists only of real numbers then only the first half has to be
computed, as the result is symmetric. Both requirements can be full-field in our scenario.
Overall, this allows us to compute, for instance, the Energy that was required to perform
an acceleration in a certain time span. The Fourier transformation can be applied with
different scaling factors. We use the JTransforms5 implementation which scales by one.
The feature extraction process was performed with a self-developed framework that
computes all mentioned features. The framework is available6 and allows to specify the
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in the following further processed. A detailed description of the implemented features
is attached (see Appendix B). Furthermore, as more and more researches propose an
Autoencoder for feature generation, we want to emphasize that the size of our dataset is
inappropriate.
4.3 Methods
The computed windows and the corresponding features are the input of the methods
presented below. In particular, the recognition of the device on-body position (see Sec-
tion 4.3) and based on these results single-subject (see Section 4.3.2) and cross-subjects
(see Section 4.3.3) based physical activity recognition models. Finally, we present an ap-
proach for adapting those models at runtime to the user’s behavior by online and active
machine learning. The following subsections belong to the publications [1, 3, 4].
4.3.1 Device On-body Localization
We treat position detection as a multi-class classification problem with target classes being
head, upper arm, forearm, chest, waist, thigh, and shin that correspond to the relevant
position according to Vahdatpour et al. [118].
In initial experiments, we observed a major problem when trying to distinguish be-
tween different device positions while considering all performed physical activities. More
precisely, data of the activities lying, standing, and sitting frequently leads to misclas-
sification of device positions. This is caused by the fact that in context of these three
activities the human body only has a slight acceleration so that the computed feature vec-
tors are not easily distinguishable. To address this problem, we distinguish between static
(standing, sitting, lying) and dynamic (climbing up/down, jumping, running, walking) ac-
tivities and consider these two groups in the following as two types of activity-levels. This
enables to consider different features sets. Hence, we train a classifier that distinguishes
between static and dynamic activities that is used as a first step in the position detection
process. A similar distinction has been made in [164] to improve the accuracy of activity
recognition.
The prior distinction between static and dynamic activities (and thus the possibility
to use different feature sets) enables especially to use gravity-based features in context
of static activities. Figure 4.8 illustrates the changes of the device orientation that result
from the different postures. In contrast, the dynamic activities are usually performed in
an upright position (cf. standing).
We trained both models using stratified sampling combined with 10-fold cross valida-
tion to ensure that all folds cover the same ratio of classes. Further, to make the result
more stable, we performed 10 runs where each time the dataset was randomized and
the 10-folds were recreated. The classifiers were trained and evaluated for each subject
individually (single-subject).
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Figure 4.8: The change of the orientation of a device when changing between lying, standing,
and sitting for the on-body positions shin, thigh, and head.
4.3.2 Single-Subject Position-Aware Activity Recognition
In the activity recognition phase, we aim to detect the activities climbing stairs up and
down, jumping, lying, running, sitting, standing, and walking. In this context, we evalu-
ate the impact of the information of the device position. For this purpose, we construct
position-independent and position–aware activity classifiers and compare their perfor-
mance on our dataset (see Section 4.1.2).
The position-independent activity recognition approach simply consists of a single
classifier per subject that is trained on all data independent of the device position. We
expect this recognition approach to perform sub-optimal, as the motion information from
the sensors can be assumed to be very different in the different positions for the same
activity.
The position-aware activity recognition approach consists of a set of individual models
for each device position and each subject. The model to be used is determined in a
position recognition step that is executed before the actual activity recognition. Figure
4.9 provides an overview of the detection process: first, the unlabeled record is classified
as a dynamic or a static activity. As mentioned above, this step is necessary as we can
more reliably detect the device position if we know whether the current activity is a static
or a dynamic activity. Then, the position of the device is recognized with an activity-
level depended classifier that uses a feature set that has been optimized for the type of
activity (i.e. dynamic or static). Finally, the current activity is recognized by selecting
and applying the classifier for the detected device position. Obviously, the performance of
the position-aware activity recognition approach relies on the correct identification of the
device position. Therefore, to test the feasibility of this approach, we use the results of the
activity-level dependent position detection experiments - including all mistakes made - as
input for the activity recognition experiments.
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Figure 4.9: Physical Activity Recognition. The nodes illustrate the target class and the edges
illustrate the applied models. The current window is classified as “dynamic” (climbing, jumping,
running, walking) or “static” (standing, sitting, lying). Then the device position is recognized and
a position specific classifier applied to derive the current activity.
4.3.3 Cross-Subjects Position-Aware Activity Recognition
The initial idea of a cross-subjects based model is to perform activity recognition also
for people without corresponding training data or elderly which are unable to collect and
label required data but, e.g., need to be observed. Commonly, a cross-subjects based
approach relies on labeled sensor data of several people where the most known approach
is leave-one-subject-out. Thus, a single classifier is trained on all available labeled data
expect data of the target person. Compared to our single-subject approach, we focus on
the performance of different cross-subjects approaches depending on the individual on-
body device positions, i.e., in this scenario, we assume that we know the device position.
However, we also evaluate how well the on-body positions are recognized in context of a
cross-subjects based model. For that purpose and inspired by related works, we construct
and evaluate the following cross-subjects approaches: Randomly, Leave-One-Subject-Out,
Top-Pairs, and Physical. Especially, the physical-based approach could be promising as
this idea was already hypothesized but not investigated in several previous works [108,122].
For all approaches, we follow a group-based approach where the groups are dynamically
determined and can overlap for different subjects. Thus, a group represents certain people
whose labeled data is considered to train a classification model for an unseen subject.
Leave-One-Subject-Out This approach was most often considered in related works (see
Section 3.1.1) and performs often differently depending on the considered dataset.
We build for each subject a classifier that relies on all available labeled data except
the target person. We consider this approach as baseline.
Top-Pairs We compare our subjects pairwise to identify the best matches for each sub-
ject, i.e., we trained a classifier on data of one single person and evaluated the
performance on another. Based on these results, we build a classifier for a target
user that consists of the top five matches. In this context, it is unclear if the best
matches taken together perform better or even worse due to contradictions. Indeed,
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this approach can only be evaluated if labeled data of the target person is available.
For that purpose and in reference to our scenario, we consider only one minute per
activity of the available labeled data of the target user.
Physical In initial experiments, we investigated whether demographic characteristics, in
our case gender, fitness, and physique can be used to determine a group of people
whose data can be used to recognize activities of a previous unseen subject. For
this purpose, we identify these characteristics for each subject from our dataset.
While gender and physique (strong and slim) were determined based on the videos
of the exercises, we took the distance covered in 10 minutes running to cluster the
subjects into five fitness levels. However, typically people do not have exactly the
same physical characteristics but only some characteristics are similar. As a result,
these people have comparable acceleration patterns for some activities but not for
all. Hence, the choice of these characteristics based on the idea that people with
the same fitness level have similar patterns concerning running while the gender
and physique could be characterizing for walking. For clarification, Figure 4.10
illustrates the training and classification process and Figure 4.11 shows how we
build the groups in respect of our dataset. For instance, if we want to build a
classification model for subject 10 then we consider the labeled data of all subjects
that are in the same row (same fitness level: 2, 4, 7, 13) or column (same gender and
physique: 3, 9). In case that there is at most one match, we fallback and apply leave-
one-subject-out (as this should be preferred compared to a pairwise approach [25]).
In this context, we focused on a practical and feasible classification system to lower
barriers and to enable an easy adoption.
Randomly As an additional reference, we also build classifiers where the number of
considered people and also the people themselves are chosen at random except
the target user. We repeat this approach ten times and consider the average as
recognition rate.
During our experiments, we initially focus on dynamic activities because we believe
that the acceleration patterns of static activities are less characterized by the individual
behavior. We examine the performance and benefits of the introduced cross-subjects
models but also the individual performance in context of each on-body position. Finally,
we discuss and compare the results of our single-subject and cross-subjects approaches
also in context of a multi-sensor setup.
4.3.4 Online Personalization of Cross-Subjects based Recognition Mod-
els
Online learning enables to evolve an existing model without keeping the whole dataset
available. The model is adapted over time to the behavior of a user where recent received
information is more weighted than older. In this context, we use online learning to adapt
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Figure 4.10: Cross-subjects activity recognition by relying on demographic characteristics, i.e.,
fitness, gender, and physique. For instance, to determine the activities of the target person T, we
do this based on the known labeled data of subjects 1,3, and 4 (matches) which have the same












Figure 4.11: Cross-subjects activity recognition by relying on demographic characteristics. To
identify suitable training data, we follow a group-based approach where the groups are dynamically
determined and can overlap for different subjects. A subject has similar acceleration patterns to
people in the same row and column.
a cross-subjects model by new information that is gathered from the classified windows.
In the following, we introduce the techniques smoothing and user-feedback which we apply
to gather this information. Both techniques are applied separately (see Figure 4.12).
We apply smoothing if a single classified window is surrounded by windows that belong
to another activity. More precisely, if two preceding and two succeeding windows have
the same class but another than the surrounded then the label is adjusted. The sample
of the adjusted record is also used to update the model. Concerning user-feedback (active
learning), we ask the user for feedback on certain samples that have been classified with
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a low confidence (as it usually has a high entropy). As it is unfeasible to ask the user
for a specific window, we analyze and cluster the classified windows for a specific time
interval. If several classified windows with a low uncertainty occur close to each other, we
ask the user for that specific time interval. Based on preliminary experiments, we decided
that a sequence of uncertain classified windows is interrupted if the distance between two
uncertain windows is ≥ 5 seconds. Further, we only asked the user for feedback if a
sequence was longer than 30 seconds. This value was chosen in respect of the amount of
the available testing data. Figure 4.12 shows our approach in detail. The initial model
classifies the acceleration data of the target user. Subsequently, the classified windows
are analyzed to identify uncertain classified windows. These windows are used to gather
new knowledge by user-feedback and smoothing.
The idea is that smoothing provides information regarding minor classification errors
where user-feedback targets major classification errors. Hence, the resulting information
from user-feedback and smoothing is combined to create a new, small, labeled dataset to
update the initial model. To maximize the information gathering, we focused on classified
windows with a low uncertainty. Of course, the number of uncertain windows depends on
a predefined threshold. Hence, during our experiments, we also consider several different
confidence value thresholds and analyze the relation between uncertainty, user interaction,
and gained recognition rate.
To evaluate the improvement of our recognition model over time, we perform five
iterations of this approach. In this context, an iteration comprises that first, the model
has to process a certain amount of acceleration data where subsequently user-feedback and





















Figure 4.12: Personalization of a cross-subjects based model by online and active machine
learning. This approach analyzes the classified windows regarding their uncertainty to gather new
information.
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data and the new performance is measured. To avoid overfitting, we separated the dataset
of the target user in two equally sized parts where the classes are equally distributed. The
one half is used to perform the introduced approach where the other half is considered
to evaluate the performance of the evolving model. Hence, in each iteration, the model
classifies new unseen acceleration data where the evolving model is always evaluated with
the same dataset. We repeat our experiments several times where we also considered
other splits of the datasets to make the results more stable. For these experiments, we
rely on the introduced Online Random Forest classifier.
4.4 Experimental Results
In the following, we present our results and outline the conducted experiments to show
the effect of the proposed methods. The presentation order is consistent compared to the
introduced methods and the results are compared across the introduced approaches for
discussion. Unless otherwise specified, the presented results are based on the Random
Forest classifier which turned out to consistently perform better than other classification
techniques. More detailed results are available as online resource7. Further, F-measure is
considered as synonym of F1-measure. In particular, we focus on the following research
questions:
RQ1.1 Is it possible to recognize automatically the on-body position of a wearable device
by the device itself?
RQ1.2 How does the information about the wearable device on-body position influence
the physical activity recognition performance?
RQ1.3 Which technique can be used to build cross-subjects based activity recognition
systems?
RQ1.4 Given a cross-subjects based activity recognition model, how can we adapt the
model efficiently to the movement patterns of the user?
The following subsections belong to the publications [1, 3, 4].
4.4.1 Device On-body Localization
For the first experiment, we evaluated an activity-independent approach to create a base-
line. Thus, we trained for each subject a single classifier on the data of all performed
activities and each position. Table 4.3 shows the result and illustrates that the device
position can be recognized with a F-measure of 81%. In this context, the shin (op4) has
the highest (88%) and the forearm (op2) and upper arm (op6) the lowest (79% / 78%)
recognition rate. The latter highlights the problem regarding the flexibility of the arm
7https://sensor.informatik.uni-mannheim.de/#results
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during each activity and also indicates that these two positions are the most problematic
device locations. Examining the confusion matrix, shows that the individual positions
are not mixed up. Indeed, the false-positives and the false-negatives are almost evenly
distributed.
Table 4.3: Activity-independent position recognition rates for different on-body locations
Class Precision Recall FP Rate F-measure
op1 0.79 0.82 0.04 0.80
op2 0.79 0.78 0.03 0.79
op3 0.79 0.82 0.04 0.80
op4 0.90 0.86 0.02 0.88
op5 0.83 0.80 0.03 0.82
op6 0.79 0.78 0.03 0.78
op7 0.79 0.81 0.04 0.80
avg. 0.81 0.81 0.03 0.81
Further investigations point to the fact that the recognition rate of the correct device
location is higher if the related activity is characterized by stronger acceleration. Hence,
the separation between static and dynamic activities results in a significantly different
recognition rates for these two kinds of activity groups (static 72% /dynamic 89%). As we
can see in Table 4.4, the recognition rate is consistently lower for static activities (−9%).
We examined the feature set and figured out that the gravity of the device provides
useful information. However, attention should be paid to the fact that our experiments
also showed that the gravity vector and derived features (roll and pitch) lead to overfitting.
Hence, if a classifier was trained for a specific position then the position recognition rate
dropped after the device was reattached for this position. This is mainly because the
orientation of the device was slightly changed by the user. Thus, the orientation seems
not to be a reliable indicator of the current device position. However, investigations
have shown that static activities and the device orientation are correlated. Thus, the
orientation enables to distinguish implicitly between the static activities, which results
in less misclassifications of the device position across these activities. In this context, we
only considered the introduced discretized orientation. Table 4.5 summarizes the results
and shows that the recognition rate of the device localization in context of static activities
increases by 16%.
Certainly, the usage of different feature sets for these two kinds of activity groups
require the ability to separation between them. Hence, we constructed a classifier that
Table 4.4: Activity-level dependent position recognition rates showing that the recognition per-
formance is problematic for static activities
Activities Precision Recall FP Rate F-measure
static 0.72 0.72 0.05 0.72
dynamic 0.89 0.89 0.02 0.89
both 0.81 0.81 0.03 0.81
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Table 4.5: Position recognition rate for static activities and different feature sets showing that
time-based and gravity-based features are needed to achieve an accurate recognition rate.
Features Precision Recall FP Rate F-measure
time-based 0.72 0.72 0.05 0.72
add’l gravity-based 0.88 0.88 0.02 0.88
only gravity-based 0.54 0.53 0.08 0.54
Table 4.6: Recognition rate for distinguishing between static and dynamic activities. The values
represent the mean across all considered on-body positions.
Class Precision Recall FP Rate F-measure
dynamic 0.98 0.96 0.02 0.97
static 0.94 0.98 0.04 0.96
avg. 0.97 0.97 0.03 0.97
Table 4.7: Detailed results for the proposed on-body position recognition method. The values
represent the mean across all considered physical activities.
Class Precision Recall FP Rate F-measure
op1 0.87 0.89 0.11 0.88
op2 0.87 0.85 0.15 0.86
op3 0.86 0.89 0.11 0.87
op4 0.95 0.92 0.08 0.94
op5 0.91 0.90 0.10 0.91
op6 0.85 0.84 0.16 0.85
op7 0.91 0.92 0.08 0.92
avg. 0.89 0.89 0.11 0.89
decides to which activity group, the performed activity belongs. Table 4.6 outlines the
result and clearly shows that the recognition performs very well (97%).
As a result, we evaluated the approach where we first decide if a static or dynamic ac-
tivity is performed and then apply an activity-level specific position classifier. Compared
to the baseline, Table 4.7 shows that this approach has an 8% higher recognition rate.
In this context, the shin is still the best (94%) and the arm (forearm and upper arm)
the worst (86% / 85%) position. Looking at the confusion matrix still exposes an evenly
distribution of the false-negatives and false-positives but certainly lower values. This in-
dicates that the distinction of the activity-levels, more precise, the individual handling of
the dimensions of the data lead to a better distinction of the device positions. Hence, the
experiments shows that in most of the cases it is possible to recognize the device position
correctly. Thus, in general the considered positions seem not to be mixed up concerning
the classification which confirms that each position provides different information for the
same activity.
In summary, our on-body position recognition approach that makes use of a Random
Forest classifier and distinguishes between different activity levels achieves an average
performance of 89% across all positions.
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4.4.2 Single-Subject Position-Aware Activity Recognition
The whole concept is based on the idea that knowledge about the device position improves
activity recognition. Therefore, we also have to show that the position-aware activity
recognition approach that uses the automatically detected device position outperforms
the baseline approach that does not consider the device position. For this purpose, we
constructed and examined the introduced position-independent activity classifier for each
subject which was trained on all data of all positions. Table 4.8 illustrates the performance
of this approach and shows that the correct activity is recognized with a F-measure of
80%. However, considering the individual activities, it shows that the recognition rate is
unequally distributed. Thus, sitting (ac6) has a significantly worse (67%) and jumping
(ac3) a much better (96%) recognition rate. Additionally, the activities climbing down
(ac1) and standing (ac5) are often confused with other activities. In this context, the
related confusion matrix (see Figure 4.13) emphasizes that the recognized activity is often
wrong if a performed activity is similar to another, i.e., lying (ac4), standing (ac5), and
Table 4.8: Results of the baseline method for activity recognition without position information.
Class Precision Recall FP Rate F-measure
ac1 0.84 0.76 0.02 0.80
ac2 0.77 0.81 0.04 0.79
ac3 0.99 0.94 0.00 0.96
ac4 0.83 0.83 0.03 0.83
ac5 0.68 0.77 0.06 0.72
ac6 0.70 0.64 0.05 0.67
ac7 0.93 0.89 0.01 0.91
ac8 0.85 0.87 0.03 0.86
avg. 0.80 0.80 0.03 0.80
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Figure 4.13: Confusion matrix for the baseline activity recognition method without position
information.
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Table 4.9: Results of the proposed activity recognition method that uses automatically detected
device positions.
Class Precision Recall FP Rate F-measure
ac1 0.84 0.77 0.02 0.81
ac2 0.78 0.81 0.04 0.79
ac3 0.99 0.95 0.00 0.97
ac4 0.90 0.88 0.02 0.89
ac5 0.74 0.81 0.05 0.77
ac6 0.78 0.74 0.04 0.76
ac7 0.94 0.91 0.01 0.92
ac8 0.85 0.88 0.03 0.86
avg. 0.84 0.83 0.03 0.84
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Figure 4.14: Confusion matrix: Proposed activity recognition method using automatically de-
tected device position.
sitting (ac6) but also climbing up (ac1), down (ac2), and walking (ac8) are often mixed
up.
In contrast, the introduced position-aware approach achieves a 4% higher F-measure.
Table 4.9 shows that for each activity, the consideration of the on-body device position
results in a higher or equal recognition rate. Concerning the static activities, we can
observe that the F-measure values increased significantly. Indeed, the activities lying
(+6%), standing (+5%), and sitting (+9%) have improved the most. In this context, the
related confusion matrix (see Figure 4.14) makes clear that the problem of misclassification
is not completely solved but better handled than before. For dynamic activities, the
recognition rate improved slightly.
Considering the activities and positions in detail (see Table 4.10), it leads to the
fact that there is no optimal device position. The chest, waist, thigh, and shin perform
on average at best but they perform different depending on the activity. Thus, the
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Table 4.10: Results (F-measure) of the proposed activity recognition method with known device
positions.
Class op1 op2 op3 op4 op5 op6 op7
ac1 0.86 0.75 0.76 0.83 0.81 0.80 0.82
ac2 0.83 0.72 0.76 0.84 0.83 0.78 0.80
ac3 0.97 0.97 0.97 0.95 0.95 0.98 0.97
ac4 0.89 0.83 0.89 0.90 0.86 0.94 0.91
ac5 0.72 0.73 0.71 0.86 0.84 0.75 0.81
ac6 0.72 0.76 0.65 0.82 0.80 0.74 0.82
ac7 0.92 0.91 0.91 0.93 0.94 0.92 0.93
ac8 0.89 0.82 0.82 0.89 0.88 0.85 0.88
avg. 0.84 0.80 0.79 0.87 0.86 0.83 0.86
activity climbing stairs up is best handled by the chest (up to 5% better) whereas the
thigh recognizes the activity standing the best (up to 14% better). This confirms a
statement of related work where they stated that the optimal sensor placement depends
on the activity [34]. Further, it points out that most of the positions perform still bad
regarding the static activities. This indicates that even low acceleration combined with the
(predicted) device position makes it hard to distinguish between such activities. Besides,
there are also activities where each position performs very well. Hence, the activities
running (≥ 91%) and jumping (≥ 95%) are equally well recognized for all positions
due to the high acceleration of the devices. These show that the acceleration strength
is decisive concerning the activity recognition rate and that in case of low acceleration
additional information of the environment or context-related information are required.
Despite the fact that we recognized only in 89% of all cases a correct device posi-
tion and compared with the position-independent approach (80%), these results indicate
clearly that the consideration of the device position results in a higher activity recognition
rate (84%). The results show that it does not depend on the activity but on the device
position if the information of the device position improves the activity recognition rate. In
this context, also the individual handling of the different dimensions (e.g., device position
and static/dynamic activities) leads to a better distinction of the target classes, so to a
better recognition rate. Especially in context of static activities, these two approaches
lead to a significant better recognition.
In order to show the benefits of using the proposed Random Forest classifier, we
compared its performance with other common classification methods, in particular Ar-
tificial Neural Network (ANN), Decision Tree (DT), k-Nearest Neighbors (kNN), Naive
Bayes (NB), and Support Vector Machine (SVM). All of these classifiers were used in
previous work on activity recognition and they achieved good results.
Considering the activity-level (static/dynamic) depended on-body position recogni-
tion approach, the other classifier performed worse. Figure 4.15 illustrates the results
and shows clearly that Random Forest (89%) outperforms the other classifier. In this
context, NB (39%) performed the worst probably due to assumption that all features are
independent. In contrast, k-NN (75%), ANN (77%), and SVM (78%) achieved reason-
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Figure 4.15: Performance of the different classifier for position recognition in the activity-level
(static/dynamic) dependent scenario.













































Figure 4.16: Performance of the different classifier for position-aware activity recognition. The
on-body device position was detected in a previous step by the activity-level (static/dynamic)
dependent approach (using Random Forest).
able results. We performed parameter optimization and choose a radial basis function
regarding SVM. The DT (82%) performed second best but the recognition rate is much
worse (−7%) than that of the RF. Besides, the training phase of the RF was one of the
fastest whereas ANN and SVM took the longest.
Concerning activity recognition, we evaluated the performance of the classifier in con-
text of position-aware activity recognition based on the recognized device positions of the
Random Forest. Figure 4.16 shows that RF (84%) achieved the highest activity recogni-
tion rate where NB (61%) performed the worst. Further k-NN (70%) and SVM (71%)
performed almost equal but worse than ANN (75%) and DT (76%). Besides, we also eval-
uated the performance of all classifier in a position-independent scenario but it expose
that independent of the classifier the position-aware approach is always better.
These results show that the use of the Random Forest classifier is not only the best
classification method for determining the device position, it also outperforms all other
classifiers with respect to determining the activity given a hypothesis about the position
of the device.
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4.4.3 Cross-Subjects Position-Aware Activity Recognition
In several cases, people are unable to collect and label data which is required for a subject-
specific approach. Therefore, we also focused on the feasibility to recognize the performed
activity and device position by relying only on labeled sensor data of other people. For
that purpose, we evaluate the performance of the introduced cross-subjects approaches
randomly, leave-one-subject-out (L1O), top-pairs, and physical. We aim to clarify how
differently these approaches perform but also the performance in general depending on the
device position and compared to a subject-specific approach. In this context, preliminary
experiments already clarified that cross-subjects based recognition models perform worse
than single-subject based models. For that reason, we also investigate setups with multiple
accelerometers to determine if it is possible to reach a comparable recognition rate by using
more acceleration sensors. Unless otherwise specified, the provided results are based on
the Random Forest classifier which turned out to consistently perform better than other
classification techniques (cf. see Section 4.4.2).
4.4.3.1 Activity Recognition with a Single Accelerometer
During the first experiments, we only consider dynamic activities as target classes to
avoid misinterpretation. Thus, we assume that static activities are less characterized by
an individual person, i.e., the subtle acceleration that is performed by these activities is
probably similar for many different groups of people.
Table 4.11: Dynamic activity recognition (F-measure): Performance of cross-subjects approaches
on each individual device position. Each classifier was only trained and tested with data of a
specific on-body position (single accelerometer).
Position Randomly L1O Top-Pairs Physical
op1 0.64 0.70 0.69 0.68
op2 0.60 0.66 0.64 0.65
op3 0.56 0.62 0.61 0.61
op4 0.63 0.70 0.71 0.70
op5 0.54 0.58 0.58 0.59
op6 0.65 0.72 0.71 0.72
op7 0.69 0.76 0.77 0.78
As a first step, we focused on the activity recognition rate of position-dependent clas-
sifiers to expose differences in performance. Table 4.11 shows that across all positions, the
introduced approaches perform comparable but the recognition rate varies significantly.
The waist seems to be the best on-body position for all approaches where physical achieves
the highest activity recognition rate (78%). In this context, the results indicate that the
acceleration patterns for the same activity across several users are most similar at this
position. Considering the baseline (L1O), top-pairs (+1%) and physical (+2%) perform
slightly better while they have to process significantly less data. Besides, previous work
already showed that L1O would not scale in a large-user environment due to the varying
behavior. Actually, the classifier seems only to learn the dominant behavior across all
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people, i.e., individual behavior is lost and rated as noise. Considering the other posi-
tions, it points out that surprisingly the thigh (op5) based classifier performs the worst.
We examined the individual acceleration patterns and detected that the bad performance
results from the unstable position of the device (trouser pocket). Hence, the device was
able to move slightly during the data collection. This kind of noise could be handled
by a subject-specific approach because it was consistent but this is not the case across
subjects. However, this does not mean that the position is unsuitable but, e.g., needs
more effort concerning personalization (cf. [135]).
Table 4.12: Dynamic activity recognition rate (F-measure) for each cross-subjects approach:
The classifiers were only trained on data that belongs to the waist (op7).
Class Randomly L1O Top-Pairs Physical
ac1 0.62 0.65 0.69 0.69
ac2 0.62 0.70 0.70 0.70
ac3 0.75 0.83 0.82 0.78
ac7 0.87 0.89 0.92 0.91
ac8 0.63 0.76 0.75 0.78
avg. 0.69 0.76 0.77 0.78
Considering the recognition rate of the individual activities, Table 4.12 shows the cor-
responding recognition rates of the waist-based classifier. Independent of the evaluated
approaches, climbing stairs (∼70%) has the lowest and running (∼91%) the best recog-
nition rate. Indeed, compared to L1O, it points out that all activities expect jumping
are best recognized by physical. In this context, especially climbing stairs and walking
have a higher recognition rate. This is remarkable because these are the only dynamic
activities which are most often confused. We believe that this is evidence for the feasibil-
ity to rely on common physical characteristics to identify meaningful groups. However,
we also conclude that our considered physical characteristics do not cover the features
of jumping. Besides, top-pairs performs slightly better than L1O but, e.g., concerning
walking even worse. We noticed during the experiments that the acceleration patterns
were contradictory while the classifier learned the dominant behavior.
Finally, we also considered static activities (ac4-ac6). Table 4.13 shows that the recog-
nition rate seems to be stable but the recognition rate of dynamic activities drops slightly.
During this experiment, we also applied the introduced static and dynamic activity split
(including all errors) to consider the gravity based feature in context of static activities.
On the one hand, this division caused a decrease of the dynamic activity recognition rate,
on the other hand the confusion matrix shows (not presented) that especially lying (ac4)
and standing (ac5) are significantly less confused due to the considered gravity based
features. Thus, the results indicate that these features are also reliable across people.
Compared to our single-subject approach (see Table 4.10), especially the recognition of
climbing stairs performs worse whereas the recognition rate of static activities is compa-
rable (±2%). This confirms our initial assumption concerning static activities in context
of cross-subjects models.
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Table 4.13: Static and dynamic activity recognition rate (F-measure) using the physical approach
(only waist (op7), best performing position).
Class Precision Recall F-measure
ac1 0.70 0.67 0.68
ac2 0.71 0.69 0.70
ac3 0.73 0.84 0.78
ac4 0.98 0.92 0.95
ac5 0.69 0.82 0.75
ac6 0.76 0.80 0.78
ac7 0.91 0.78 0.84
ac8 0.77 0.79 0.78
avg. 0.79 0.79 0.79
4.4.3.2 Activity Recognition with Two Accelerometers
To address the difference in performance, we also analyzed the improvement that can be
achieved by an additional acceleration sensor. After all, several people already wear two
devices. In the following, we exclude Top-Pairs as it is not feasible (see Section 4.3.3)
and the preceding results indicate nothing remarkable.
Table 4.14 illustrates the possible improvement if we combine two of the best perform-
ing on-body device positions (shin and waist). In average, the recognition rate increases
by 3% where especially the recognition of climbing stairs improved (+5%). On the down-
side, walking only increased slightly. However, this also makes clear that this activity is
challenging. In this context, Figure 4.17 shows the corresponding confusion matrix. It
strikes that the problematic groups are still climbing up (ac1), climbing down (ac2), walk-
ing (ac8) and lying (ac4), sitting (ac5), standing (ac6). Compared to our single-subject
approach, it points out that no new issues arise but existing will become more manifest,
e.g., jumping is more often confused with running.
Subsequently, we also investigated the recognition rate for different combinations of
sensors that are realistic in a real world setting, in particular thigh and forearm (smart-
phone and smart-watch) and thigh and head (smart-phone and smart-glasses). Table 4.15
summarizes these results. As we can see, these interesting combinations (smart-phone and
Table 4.14: Improvement of the activity recognition rate (physical approach) with an additional
accelerometer (shin (op4) and waist (op7), cf. see Table 4.13).
Class Precision Recall F-measure
ac1 0.72 0.74 0.73
ac2 0.72 0.75 0.74
ac3 0.83 0.92 0.87
ac4 0.99 0.92 0.95
ac5 0.74 0.88 0.80
ac6 0.80 0.86 0.83
ac7 0.94 0.79 0.86
ac8 0.83 0.75 0.79
avg. 0.83 0.81 0.82
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Figure 4.17: Confusion matrix: Two accelerometers (shin (op4) and waist (op7)), cross-subjects
based approach (physical), cf. see Table 4.14.
smart-watch (69%) and smart-phone and smart-glasses (72%)) perform significantly worse
than the best two-sensor combination (see Tables 4.14 and 4.15). This indicates that a
cross-subjects based model needs personalization to be applicable in a real-world setting.
In this context, it also points out that it depends on the set of activities that should be
recognized which combination is most suitable. Further, as we analyzed the individual
activities concerning all on-body device positions and combinations and in each case, the
physical approach performs equal or better, we can state these results provide evidence
that the considered physical characteristics are reliable properties to identify which people
can be considered for a group-based cross-subjects model. Certainly, due to the size of
our dataset, it is likely that there are further meaningful characteristics which we could
not identify. However, these results confirm the hypothesis of previous works [108,122].
For completeness, Table 4.16 shows the average recognition rates of all possible two-
part accelerometer setups of the different approaches. We can see that the physical ap-
Table 4.15: Recognition rates of interesting accelerometer/position combinations (our approach).
op2-op5 (Watch & Phone) op3-op5 (Glasses & Phone)
Class Precision Recall F-measure Precision Recall F-measure
ac1 0.61 0.58 0.59 0.44 0.61 0.51
ac2 0.56 0.74 0.64 0.65 0.72 0.69
ac3 0.99 0.87 0.93 0.99 0.75 0.85
ac4 0.64 0.39 0.48 0.83 0.77 0.80
ac5 0.84 0.80 0.82 0.77 0.79 0.78
ac6 0.48 0.70 0.57 0.64 0.67 0.66
ac7 0.98 0.97 0.98 0.96 0.93 0.94
ac8 0.77 0.61 0.68 0.74 0.48 0.58
avg. 0.71 0.69 0.69 0.74 0.72 0.72
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Table 4.16: Results (F-measure) show the recognition rates for the individual activities of the
cross-subjects approaches (average of all possible two-setup combinations).
Class Randomly Leave-one-out Physical
ac1 0.62 0.66 0.69
ac2 0.63 0.67 0.69
ac3 0.79 0.88 0.87
ac4 0.81 0.83 0.86
ac5 0.71 0.73 0.79
ac6 0.59 0.63 0.68
ac7 0.88 0.90 0.96
ac8 0.60 0.67 0.70
avg. 0.69 0.74 0.78
proach performs overall satisfying in respect of all activities. Focusing on static (77.7%)
and dynamic (78.2%) activities separately, points out that their recognition rates are sim-
ilar but the rates for climbing stairs (ac1 and ac2, 69%) and walking (ac8, 70%) are lower.
Varying movement speed and patterns of these activities cause these lower recognition
rates. In contrast, running (ac7) and jumping (ac3) have significantly higher recognition
rates because the strong acceleration is a reliable indicator. Indeed, considering the con-
fusion matrix (not presented), climbing stairs and walking are activities that are often
confused among each other. This problem seems to occur independently of the number
of accelerometers.
4.4.3.3 Activity Recognition with Multiple Accelerometers
Finally, we examine the relation between number of accelerometers and the activity recog-
nition rate. Table 4.17 shows the results of the corresponding experiments and indicates
that our physical-based approach still consistently performs better than the other ap-
proaches (+3%) where randomly produces the worst results (−4.5%). Indeed, with an
increasing number of accelerometers the gap between the recognition rates seems to re-
main stable. The results also show that the recognition rates are far worse than a subject-
specific classifier (see Table 4.9). At least a four-sensor setup seems to be necessary to
achieve even satisfying recognition rates. This is not feasible in a real world scenario and
underlines the necessity for adapting the model to new individuals.
If we shift our focus to a scenario where we could rely on additional wearable devices,
Figure 4.18 shows the improvements concerning the different activities. Indeed, consider-
ing all activities, a two-part setup performs always better than a single sensor independent
Table 4.17: Recognition rates (F-measure) of the introduced cross-subjects based approaches.
Number of Accelerometers
1 2 3 4 5 6
Randomly 0.61 0.69 0.75 0.77 0.79 0.80
Leave-one-out 0.65 0.74 0.79 0.82 0.83 0.85
Physical 0.68 0.78 0.82 0.85 0.87 0.88
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Figure 4.18: The recognition rates of a multi-sensor setup. It illustrates the possible improve-
ments of the recognition rate for each activity.
of the chosen on-body device positions. Hence, the worst two-part setup (head and upper
arm) still achieves a recognition rate of ≥ 90% where the best combination (tight and
waist) has up to 94%. Besides, the worst combinations always cover a position which is
located on the arm or on the head. This is consistent with the preceding results, i.e., it
is due to the flexibility. In contrast, the best two-part combinations consist always of the
sensors which performed the best in a single sensor environment. All of this also holds if
we compare a three- and two-part setup.
Considering the individual physical activities, the biggest improvements with a two-
part setup could be achieved concerning sitting (ac6,+11%), climbing stairs (ac1,+10%
and ac2,+9%) and walking (ac8,+6%). This is strong evidence that already one ad-
ditional wearable device increases the robustness and quality of the recognition system
significantly. Further, it does not matter if the on-body position selection is up to the
subject. A third sensor still improves the recognition for all activities but less significant.
4.4.3.4 Device On-body Localization
Finally, we also investigated if cross-subjects based models are able to recognize the on-
body device position. Table 4.18 shows the individual recognition rate. Independent of
the approach, it points out that the recognition quality differs significantly across the
different positions where waist (78%) and shin (74%) are best recognized. Considering
the overall results, we have to state that the position recognition rates are not sufficient
to be considered as part of an activity recognition system. However, these results also
confirm our assumption that the waist seems to be the best on-body device position for
cross-subjects activity recognition.
In general, the results show that cross-subjects models are feasible for activity recog-
nition if the on-body device position is known a-priori. In this context, the waist is the
best device position for cross-subjects activity recognition where we were able to achieve
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Table 4.18: Activity-independent position recognition (F-measure): Performance of cross-
subjects approaches concerning the recognition of the on-body device position (single accelerom-
eter).
Class Randomly L1O Top-Pairs Physical
op1 0.56 0.63 0.59 0.61
op2 0.58 0.63 0.59 0.58
op3 0.54 0.61 0.56 0.57
op4 0.68 0.74 0.72 0.73
op5 0.53 0.60 0.57 0.58
op6 0.50 0.57 0.53 0.54
op7 0.74 0.78 0.76 0.77
a recognition rate of 79%. Considering an additional wearable device, improved the per-
formance by +3%. Thus, our results indicate that it is feasible to monitor the physical
activities of people which are unable to collect and label required data. Further, the phys-
ical based approach performed the best in context of the most reliable device position
where especially walking and climbing stairs are better handled. Besides, we consider the
recognition of the device position in a cross-subjects scenario still as open issue which
needs further investigations.
4.4.4 Online Personalization of Cross-Subjects based Recognition Mod-
els
To modifying existing classification models without re-training, i.e., to adapt the model
to the user’s behavior, the classifier has to operate in online instead of oﬄine mode.
For that reason, in the following we rely on the introduced Online Random Forest (see
Section 2.3.4.6), as such, we also investigate the gap in performance between the online
and oﬄine mode of the Random Forest.
The core idea is that feedback concerning the classification results improves the cross-
subjects based activity recognition model. To confirm this theory, we performed a series
of experiments in improving the physical-based recognition models using online and active
learning. More precisely, first we analyze the difference in performance regarding oﬄine
and online learning. Subsequently, we investigate our introduced information gathering
methods, i.e., user-feedback and smoothing, to personalize the model. Finally, we focus
on the obtained activity recognition rate concerning certain aspects.
Table 4.16 and 4.19 illustrate the activity recognition rate for our approach in oﬄine
and online mode. It points out that in online mode the recognition rate is slightly worse
(−2%). This is due to fact that in online mode the classifier does not know the whole
dataset a priori. Therefore, the chosen internal thresholds of the classifier concerning the
node splits and features are coarser. In turn, this ensures that the trained classifier is not
fitted to a specific dataset. Further, the lower initial recognition rate of the base model
is the drawback to enable to update the model on the fly without knowing or storing
preceding data.
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Table 4.19: Online and active learning: Improvements of the recognition rate (F-measure)
concerning personalization of the base model.
Class
Our method
+ Smoothing + User-Feedback
+ Smoothing &
(Base) User-Feedback
ac1 0.65 0.67 0.80 0.80
ac2 0.66 0.68 0.80 0.81
ac3 0.82 0.87 0.89 0.90
ac4 0.86 0.86 0.88 0.88
ac5 0.77 0.77 0.79 0.79
ac6 0.66 0.66 0.70 0.70
ac7 0.95 0.96 0.97 0.97
ac8 0.71 0.74 0.86 0.87
avg. 0.76 0.78 0.83 0.84
Applying our personalization approach (smoothing & user-feedback) improves the
recognition rate of the base model by +8% (see Table 4.19). Considering the individ-
ual activities show that the recognition rate improves for all activities (up to +16%). If
we examine static and dynamic activities separately (see Table 4.20), it strikes that the
recognition rate improves especially for dynamic activities (+11%) where the performance
concerning static activities increases slightly (+3%). This means that the dynamic activ-
ities are much better characterized by acceleration data and that even the gravity-based
features that we took into account for static activities did not resolve this issue. The cor-
responding confusion matrix (see Figure 4.19) confirms this statement. Hence, the static
activities lying (ac4), standing (ac5), and sitting (ac6) are often confused among each
other. Even user-feedback only improves the recognition of these activities slightly. In con-
trast, the dynamic activities also cover activities that are confused (climbing down (ac1),
climbing up (ac2), and walking (ac8)) but the user-feedback mostly resolves this problem.
Evaluating these two techniques separately and together showed that they improve
different parts of the activity recognition model thus complementing each other (see Ta-
ble 4.19 and 4.20). Focusing only on smoothing, the performance of the base model
improves by ∼1-2% where mostly the recognition rate of dynamic activities increased.
This indicates that this kind of minor errors occur less frequency. Indeed, the more ac-
celeration data was processed by our updatable model, the less frequently such errors
occurred.
Table 4.20: Distinction between static and dynamic activities concerning online and oﬄine
training.
Static Dynamic
Method Precision Recall F-measure Precision Recall F-measure
Our approach (oﬄine) 0.78 0.77 0.78 0.79 0.78 0.78
Our approach (online) 0.77 0.76 0.76 0.76 0.75 0.76
+ Smoothing 0.79 0.79 0.79 0.88 0.85 0.86
+ User-Feedback 0.80 0.79 0.79 0.86 0.86 0.86
+ Smoothing & U-F 0.80 0.79 0.79 0.88 0.86 0.87
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Figure 4.19: Confusion matrix after the personalization (smoothing and user-feedback) of the
base model (our approach, cross-subjects, two accelerometers) with online and active learning.
The presented values are divided by 100 and rounded.
Table 4.21: Online and active learning: After personalization of the base model (our approach):
Recognition rates of interesting accelerometer/position combinations.
op2-op5 (Watch & Phone) op3-op5 (Glasses & Phone)
Class Precision Recall F-measure Precision Recall F-measure
ac1 0.80 0.72 0.76 0.79 0.77 0.78
ac2 0.77 0.81 0.79 0.82 0.84 0.83
ac3 0.98 0.87 0.92 0.97 0.83 0.89
ac4 0.83 0.61 0.70 0.90 0.79 0.84
ac5 0.82 0.82 0.82 0.77 0.89 0.83
ac6 0.59 0.75 0.66 0.73 0.72 0.73
ac7 0.98 0.98 0.98 0.97 0.97 0.97
ac8 0.83 0.86 0.85 0.87 0.88 0.87
avg. 0.81 0.80 0.80 0.84 0.84 0.84
Focusing on the same specific device position combinations as in the previous section
(see Table 4.15 and 4.21), it points out that also for these combinations the recognition rate
improved significantly (watch & phone (+11%), glasses & phone (+12%)). Considering
the individual activities, especially walking (ac8) achieves a satisfying recognition rate
(85% and 86%). As in the preceding results, jumping (ac3) and running (ac7) have the
highest and sitting (ac6) the lowest recognition rates.
The personalization of a cross-subjects model is a continuous process. Figure 4.20
shows how the performance evolves over time and clarifies that especially the recognition
rate of dynamic activities improves significantly (87%). Each time interval covers acceler-
ation data for each activity and also the same amount of data across the intervals that are
classified by our model. For both activity types, we can observe that the recognition rate
increased mostly during the first two time intervals. This indicates that the number of
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Figure 4.20: Static vs. dynamic activity recognition: Improvement due to active learning of the
base recognition model (our approach) over time.
windows with a low confidence classification decreases with each iteration. The recogni-
tion rate of static activities seems to converge which is an indicator that the acceleration
data is not sufficient. Nevertheless, the recognition rate of the base model improves after
the first iteration by +4% and after five iterations by +8% (84%).
We also evaluated different thresholds for the confidence value of the classified win-
dows. Figure 4.21 shows the ratio between additional obtained recognition rate (first
derivative, slope) and the number of questions that has to be answered by the target
person. It depicts that a higher confidence value results in a larger number of classified
windows that are considered as uncertain so the number of questions increases. Of course,
the number of questions depends on the number of considered activities, more precisely,
the number of activity instances that are covered by the considered dataset. During our
experiments, we assumed that all considered activities occurred exactly once during a
time interval. For our presented results, we considered a threshold of 0.5 to keep the
number of questions small but cover the turning point of the slope. Hence, in average
each user had to answer ∼10 questions to improve the base recognition model by +8%.
Besides, if the threshold is high, the slope function converges to zero, i.e., windows with
a high confidence value are correct classified.
Finally, we examined the relation between the activity recognition rate and the number
of trees of an Online Random Forest classifier (see Figure 4.22). It points out that
already a forest with 10 trees performs comparable to a forest with 100 trees. Indeed,
their recognition rate differs only by ∼1-2% where precision and recall are close to each
other. The advantages which result from a small forest are less computational power,
lower memory usage, and a shorter computation time. This result shows the feasibility of
online learning on wearable devices.
All of these results are a strong evidence for the feasibility that cross-subjects based
models can be personalized by online and active machine learning. The personalized
models achieve recognition rates of 84% and for dynamic activities even 87%. Concerning
static activities, gravity-based features enable to decrease the confusion between standing
and lying where sitting is still often confused with these two activities. Further, instead
of collection a labeled dataset, the personalization of an existing base model is signifi-
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cantly less effort for the target user and also feasible for elderly and patients. Besides,

























































Figure 4.22: Influence of the size of the Random Forest concerning the activity recognition rate.
4.5 Discussion
In a nutshell, we showed that a physical human activity recognition system with wearable
devices is feasible in a real-world scenario. However, there are technical but also concep-
tual aspects which we want to discuss. First, as we only considered the accelerometer but
several works also proposed the gyroscope and magnetometer so other motion sensors, we
think it is necessary to discuss these sensors in respect of our results. Second, even if rec-
ognizing physical activities helps in measuring physical effort or exercises it is only the tip
of the iceberg in respect of supporting diabetic patients. Thus, we want propose further
steps towards a more advanced activity recognition framework based on our introduced
83
CHAPTER 4. ACTIVITY RECOGNITION WITH WEARABLE DEVICES
system. Third, so far we only considered classical and well know machine learning clas-
sification techniques. However, more recent and even more promising techniques are still
under heavy development. This includes XGboost and LightGBM8 which also construct
trees but in a different way than Random Forest. As in our experiments the Random
Forest performed the best, we consider it as necessary to discuss these classifiers and refer
to them as a pointer for future work. Finally, as we focused on smart devices and an
increasing number of different device types are released and so more and more different
types of sensors are provided, we summarize existing works which used other than motion
sensors for physical activity recognition aiming to clarify their reliability.
4.5.1 Gyroscope and Magnetometer
So far, we only considered acceleration data for recognizing physical activities where sev-
eral recent publications [19,37,165] also often consider in addition gyration data. During
our experiments, we identified three main limitations in respect of using only accelera-
tion data. First, acceleration data is insufficient for distinguishing static activities (i.e.
lying, standing, sitting) as these are characterized by very slight movements. Second, it is
difficult to generalize acceleration data across people, which is an indicator that the accel-
eration data also covers individual information about a person which in turn is required
for a satisfying recognition performance. Third, since we did not had a perfect recognition
rate, other data sources would be probably helpful for improving the performance.
Most works report an improved recognition rate by relying on an accelerometer and
a gyroscope which would address the third limitation; however, as a gyroscope measures
the gyration of the smart device (see Section 2.2.1.2) thus movement, it is unsuitable for
addressing the first limitation. Moreover, the gyration of the device usually reflects the
gyration of a body part which means that the gyration data is probably also fitted to
the user. Therefore, we assume that using both modalities in a cross-subjects approach
would result in an even worse recognition rate. Unfortunately, we could not identify a
work which focus on that problem so it can be considered as an open issue. On the
other side, combining an accelerometer and a gyroscope would lead to a more accurate
orientation which could help in better recognizing transitions between certain postures.
In contrast, the magnetometer gets less attention or is misinterpreted (cf. [166]) but
is promising in many regards. First, combining the magnetometer with an accelerometer
and gyroscope leads to a more accurate orientation estimation. Indeed, Shen et al. [165]
already demonstrated that a smart-watch (providing these three sensors) is able to track
the users arm. Further, as the magnetometer uses a global coordination system it is
possible to compare the orientations across devices, i.e., in case that smart-devices are
attached to the shin and thigh comparing their orientation may give information about
the current posture (e.g. standing vs. sitting). On the other side, the orientation also can
be considered as an absolute reference (cf. [62, 116]) which in turn enables to transform
8In 2018, both classifiers are still under active development.
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the acceleration or gyration data of different devices into the same coordination system.
As a consequence, dependencies or correlations can be better analyzed and identified but
also device orientation changes that were affect by the sensor should no longer influence
the recognition performance.
4.5.2 Sedentary Activities
So far, we only considered physical activities which allow to draw conclusions concerning
physical exercises. Indeed, in respect of the treatment of diabetic patients, this is only one
of several important aspects. However, the recognized physical activities are an important
basis for following steps. Thus, knowing the posture allows to apply certain techniques
which provide information about what is actually happening. For instance, if someone
is sitting then probably the arms and the head are of most interest, i.e., in contrast to
walking or running, the arms are probably moved for a certain purpose. In such a scenario,
data which is gathered by a smart-watch can be combined with context information which
in turn restricts the number of possible activities.
In respect of diabetes patients, sedentary activities are probably of most interest as
on the one hand critical activities like intake of food or medication are mostly performed
while sitting. On the other hand knowing the amount or duration of sedentary activities
enables to compare the recognized physical exercises and the sedentary behavior. In fact,
several works [167,168] report that sedentary activities like watching TV may lead to an
increased risk of Type 2 diabetes.
In this context, there exists several works that focus on recognizing different context
information while the user is sitting. Indeed, applying such techniques while the user, e.g.,
is walking or lying would lead to wrong or misleading result; hence, these techniques can
be considered as an extension of our proposed physical activity recognition system. For
instance, Anthimopoulos et al. [169] present a vision-based food recognition system for
diabetic patients for providing dietary advice through automatic carbohydrate counting.
Of course, knowing when to record or interpret the video stream helps to keep the accuracy
high while it also helps to protect the privacy by avoiding unnecessary video recordings.
In contrast, Shen et al. [165] propose a non-video based solution using a smart-watch.
They show that it is possible to recognize certain arm gestures and postures which in
turn could also enable to recognize certain patterns like fork to mouth. Indeed, their
results show that it is even possible to recognize certain wrist trajectories like writing
digits or simple shapes.
Overall, we see our work as a basis for such approaches where we focused on clari-
fying the feasibility in a real world scenario. Thus, without a solid basis the mentioned
approaches cannot be applied; hence, making the step out of the laboratory was one of
our main purposes where especially we wanted to draw comparisons with existing works
that usually where performed under laboratory conditions or in a limited setting. In the
next chapter we will also investigate to which degree external sensors can be used for
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recognizing important activities and also discuss to which extend wearable and external
sensors can be combined.
4.5.3 Gradient Boosting
The main causes of classification errors so that the prediction does not fit the ground truth
are noise, variance, and bias. Ensemble methods try to reduce these factors by combining
several classification models into one predictive model where bagging and boosting are
common strategies for how to build and combine classifiers for reducing the variance or
bias, respectively. Random Forest, XGBoost, and LightGBM are such ensemble methods
as they consist of several decision trees where Random Forest builds bagged trees while
XGBoost and LightGBM build boosted trees. The main difference between bagging and
boosting is that in case of bagging the trees are built in parallel and independently (i.e.
they are uncorrelated). In case of boosting, classifiers need to be built in sequence, as
each classification model should learn from the errors of the preceding model aiming to
minimize a loss (or cost) function. In this context, training samples are usually used to
measure the performance of an individual predictor (tree) where misclassified samples gain
weight and correct classified samples lose weight. This information is taken into account
while the next tree is built mainly focusing on samples that were previously misclassified.
Hence, the next tree always tries to recover the loss.
The Random Forest was the only classification technique, which we considered in
our experiments and that is an ensemble method. As the Random Forest performed the
best in each setting, we think this is evidence that ensemble methods are most suitable
for physical activity recognition. In this context, several works reported across different
domains that the upcoming classifiers XGBoost and LightGBM perform better which
makes them highly desirable.
Even if both XGBoost and LightGBM are using boosted trees, they differ significantly
especially in how the trees are created. More precisely, XGBoost uses a histogram-based
algorithm for making a split decision where for each feature all values are split into
discrete bins to determine the best split. In contrast, LightGBM uses a gradient-based
one-side sampling strategy9 which filters samples based on the gradient. Thus, at each
node all instances having a large gradient are kept where random sampling is performed
for choosing instances with small gradients. The idea is that training samples with small
gradient already have a smaller training error. For comparison, the Random Forest only
considers a randomly chosen subset of features at each node for making a split decision.
In each case, Information Gain or Gini Index is considered for measuring a split quality.
Beside the splitting strategy, XGBoost and LightGBM also differ in respect of the
growing strategy, i.e., XGBoost uses a level-wise while LightGBM uses a leaf-wise growth
strategy10. The advantage of a level-wise strategy is to keep the tree balanced where the
9LightGBM also supports the histogram based algorithm but the gradient-based one-side sampling
strategy is provided by LightGBM exclusively.
10In recent implementations, XGBoost also supports the leaf-wise growth strategy.
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leaf-wise strategy can produce very deep branches which in turn makes it more prone to
overfitting. However, the advantage of the leaf-wise strategy is to be more flexible where
the result of a leaf-wise strategy can be the same as of a level-wise strategy but not vice
versa. In this context, the leaf-wise strategy chooses always the node which reduces the
loss the most.
We want to highlight that XGBoost and LightGBM are not the only implementations
of gradient boosting decision trees but are the most promising once. As the performance of
classifiers is inherently data dependent, it is not clear if they perform in respect of motion
sensor data and physical activity recognition. Therefore, we refer to these classifiers as
future work.
4.5.4 Beyond Motion Sensors
Accelerometer, Gyroscope, and Magnetometer are just three out of several sensors which
are nowadays provided by smart devices and that got most attention in respect of physical
activity recognition. Indeed, physiological signal or vital signs but also environmental
variables may sound promising but most works tend to report misleading or inaccurate
results. In the following, we want to provide an overview of sensors which were considered
for physical activity recognition where we summarize the reported results for clarifying
the opportunities and limitations.
EKG [23,170] An EKG (or heart rate) sensor is usually combined with an accelerometer
aiming to recognize physical effort. In this context, Juha et al. show that it is
possible to distinguish between different levels of walking (i.e. speed) but they also
state that especially activities of short duration such as climbing stairs leads to a
classification errors across all considered activities. Pa¨rkka¨ et al. state that this can
be attributed to the fact that the heart rate reacts to activity changes with a delay
so a person might be already standing or sitting for a while where the heart rate
is still increased. Further, even when the heart rate correlates with the intensity
level, it seems to be difficult to distinguish between certain types of activities (e.g.
walking vs. cycling).
GPS [171–173] AGPS sensor is commonly used to determine the current location where
this sensor is restricted to an outdoor scenario as it is only able to recognize the
location under the open sky. For that reason, several works suggested to combine a
GPS sensor with an acceleration sensor to benefit from it whenever possible. In this
context, most works focus on the user’s speed and try to distinguish between walking
and non-walking or certain mobility modes. Reddy et al. clarifies by computing
the information gain that the GPS speed is a valuable feature even when using
acceleration based features. Thiagarajan et al. come to the same conclusion but
highlight that using only a GPS sensor does not enable to distinguish between
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different types of movement having roughly the same movement speed (e.g. walking,
running, and jogging).
Pressure [102,174] A barometric or pressure sensor measures the pressure of the air
and is currently only provided by few smart devices. Indoor navigation is probably
one of the most interesting scenarios as the pressure might provide information
about the user’s current floor level and so in turn might be helpful to avoid confusion
between walking and climbing stairs. In this context, Muralidhara et al. report a
very high accuracy for recognizing if someone is standing on an escalator or in an
elevator or is climbing up the stairs. Further, as the accelerometer is usually the
first choice they also compare these two sensors in respect of robustness (i.e. the
smart-phone is in use). They report that the recognition performance stays high
when using the pressure sensor while it drops significant using the accelerometer.
Besides, they highlight that the absolute pressure values have significant time-of-
day variations while the change (delta) is remarkably consistent and steady for any
given building. On top, the pressure sensor is robust to changes in the on-body
device position and the orientation.
Microphone [102,175] While a microphone might provide valuable information about
the current environment, it can be also helpful in recognizing sitting or standing
while the body is accelerated due to being in a bus or subway. In this context,
Han et al. show that it is feasible to distinguish between several different place by
analyzing the audio data and that this in turn enables to optimize the considered
set of features. They report a significant improvement in respect of the classification
accuracy for ambulatory activities but also certain transportation modes. A part
from that, Khan et al. combined an accelerometer and a microphone for recognizing
15 activities (physical activities but also ADLs). Their results show that the audio
data contribute to the overall recognition performance but it is unclear in respect
of the individual activities.
Wi-Fi [176] Wi-Fi signal based activity recognition systems rely on the channel state
information which comprises properties of the communication link including scatter-
ing, fading, and power decay with distance. Indeed, such a system is restricted to a
certain environment, as it requires, in addition to a smart-device, also a Wi-Fi access
point. The idea is to measure changes of the mentioned properties to estimate the
speed of the user to determine if the user for example is running, walking, or sitting.
In this context, Wang et al. clarify that it is possible to detect both high-speed move-
ment and low-speed movement. This includes short actions such as boxing, falling
and common physical activities like walking or running. However, they conclude
that multiple people within the same room lead to signal interferences. Thus while
it is still possible to recognize activities if just on person is moving, multiple Wi-Fi
access points are required to handle the movement of several people.
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EEG [177,178] An electroencephalography (EEG) records electrical activities of the
brain. Indeed, at present this sensor is usually not part of a smart-phone or any
other widespread smart device. However, smart-headgears such as smart-headbands
(e.g. BrainPlus: Smart EEG Device for Your Better Brain 2 11) are on the move.
Diambra et al. already demonstrated in 1990 that an EEG enables to recognize
epileptic activities. Nowadays, activities can be even more granular recognized.
Zhang et al. show that it is possible to recognize the user’s intention in respect of
closing eyes, moving hands (left, right, or both), and using feet. However, multi-
class classification is a major challenge in respect of EEG signals. Zhang et al.
state that most existing works focus on binary classification as existing approaches
usually have an inferior performance in a multi-class setting.
Video [179–181] Be it first-person or third-person view, using visual information for
activity recognition is an active field of research. While most works focus on recog-
nizing ADLs, there are also works which focus on physical activities. For example,
Zhan et al. show that the optical flow of the first-person view can be used for
recognizing and distinguishing between walking and climbing stairs up or down.
Ballin et al. use the same technique but in respect of a third-person view. They
record and analyze depth images and transfer the recognized movements in a 3D
grid to derive the actual activity. Of course, there are many other techniques such
as analyzing silhouettes, interpreting visible body parts, considering spatiotemporal
features, detecting occupancy patterns, and recognizing active objects. Moreover,
several works combine video and motion sensors to compensate certain drawbacks.
These include privacy issues, the fact that the camera not always captures the scene
of interest, and in case of third-person view the restriction to a certain location.
However, discussing these works would be out of scope; hence, we would like to
refer the reader to the following works [182–185].
Of course, there are even more sensors such as proximity, humidity, skin temperature
and light. However, to the best of our knowledge, there is no study which investigates
these sensors for recognizing physical activities.





In this chapter, we focus on the introduced open issues in respect of recognizing Activi-
ties of Daily Living (see Sections 1.2 and 1.3). Overall, we aim to deploy a reliable and
feasible recognition system which overcomes common limitations of existing system. For
that reason, first we introduce a basic concept which is subsequently enhanced by on-
line recognition and active learning components. Finally, we discuss a combination with


















Figure 5.1: Recognizing Activities of Daily Living in a Smart-Environment
For that purpose, first we introduce two datasets which we use to evaluate our ap-
proaches (Section 5.1, published in [14,17]). Subsequently, as in the preceding chapter, we
explain the required preprocessing steps for the data handling but also for improving the
quality concerning irrelevant and redundant information (Section 5.2, published in [2]).
Then, we describe the basic concept of our recognition system where we aim on the one
hand to clarify the performance and feasibility of a probabilistic and ontology based sys-
tem and on the other hand to use it afterwards to evaluate also extensions (Section 5.3.1,
published in [2]). This includes online recognition (Section 5.3.2, published in [8]) and
active learning (Section 5.3.3, published in [5]), i.e., recognizing the ADLs at almost real-
time while adapting the model to the current situation. Please see Appendix A for further
details regarding the contribution of the individual authors.
5.1 Activities of Daily Living Datasets
In contrast to physical human activity recognition, in the following we introduce and
use third-party datasets to answer our initial research question but also to investigate
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related issues. In general, both datasets describe signals of a sensor network in a smart-
environment which were triggered due to certain actions of people. In particular, the
first dataset (CASAS, Section 5.1.1) stands out due to the size (i.e. number of considered
people and activities) while the second dataset (SmartFABER, Section 5.1.2) was recorded
in a fully naturalistic environment. Please not that we focus only on a single resident
scenario, i.e., there is at most one person in the smart-home.
5.1.1 CASAS: A Smart-Home in a Box
The CASAS dataset was recorded and published by G. Singla, D.J. Cook, and et al.
[17, 186]. They equipped a common living room and a kitchen with 42 sensors to gather
the location of the resident, the usage of doors, the interaction with certain items, and
taking water from the faucet (see Figure 5.2 and Table 5.1). The door sensors (Dxy)
recognize the opening and closing event where contact sensors (Ixy) only gather if an
item is present in a predefined location. In addition, the movement sensors (Mxy) record
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Figure 5.2: Smart-home apartment and sensor locations (adapted from [186]).
During the data collection, only one single person was present in the smart-home. Each
was introduced, first, to perform eight predefined ADLs in a certain order. Subsequently,
they had to repeat these activities but interweaving with the goal of being efficient so
the order and expenditure of time were up to the subject. As an illustration, Figure 5.3
shows a resident taking water from the faucet in the kitchen. In the following, we outline
the performed activities in detail:
Fill medication dispenser (ac1) - The resident has to refill a medication dispenser.
Both, the drugs and the dispenser are located in the wall cupboard (D07, I04, I06)
91
CHAPTER 5. ACTIVITY RECOGNITION WITHIN SMART ENVIRONMENTS
in the kitchen. In this context, the free space between the oven and the sink on the
kitchen counter is used to refill. There was no instruction to put it back.
(Avg. duration: 3.5 minutes, avg. number of sensor events: 31)
Watch DVD (ac2) - The resident takes a DVD from the TV shelf (I03 and I05) in the
living room to watch it. The DVD player and the TV are located on top of the
shelf. After watching it, the resident has to turn off the TV and has to put the
DVD to the original place.
(Avg. duration: 7 minutes, avg. number of sensor events: 59)
Water plants (ac3) - The resident has to water three plants which are located in the
living room (living room table, next to I08 and I09) and in the kitchen (next to the
closet, D11). For that, the resident has to take the water can which is located in
the closet (D11), then fill it with water (AD1B, AD1C), and subsequently move to
the plants to water them. Finally, the can is emptied into the sink (kitchen) and
put back in the closet.
(Avg. duration: 1.5 minutes, avg. number of sensor events: 71)
Table 5.1: Description of the sensors that were used and recorded in the smart-home.
Sensor ID Sensor Type Sensor Location Signal Description
M01,...,M51 presence everywhere binary to capture movement
I01, I02, I04, I06 contact kitchen binary shelves of the wall cupboard
I03, I05 contact living room binary right and left TV shelves
I07 contact kitchen binary pot sensor
I08 contact living room binary phone book sensor
I09 contact living room binary birthday card sensor
D07 magnetic kitchen binary door of the wall cupboard
D08, D09, D10 magnetic kitchen binary freezer, fridge, and microwave door
D11, D12 magnetic kitchen binary storage door
AD1B , AD1C water kitchen number taking hot or cold water
P01 contact living room binary touching the phone
Figure 5.3: In relation to Figure 5.2, the image depicts the area around M17 and M18 (adapted
from [186]).
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Answer the phone (ac4) - The resident has to move to the phone when it rings. The
phone is located in the living room (P01), close to the kitchen. The conversation
includes several question which are answered. Afterwards, the residents just hangs
up.
(Avg. duration: 2 minutes, avg. number of sensor events: 31)
Prepare birthday card (ac5) - The resident has to move to the living room table to
prepare a birthday card (next to I08 and I09). All required items are located on
the table. First, the resident writes an appropriate text into the birthday card (I09)
and fills out a check as a birthday gift. Subsequently, both are put in an envelope
and an address it written on it using the address book (I08).
(Avg. duration: 4 minutes, avg. number of sensor events: 56)
Prepare soup (ac6) - The resident has to prepare a noodle soup in the kitchen. The
required ingredients are located in the wall cupboard (D07, I01 and I02) and the
bowl is located on the counter (I07). In addition to the ingredients, the resident
has to use the water pitcher that is located in the refrigerator (D09). If necessary,
the water faucet is used (AD1B, AD1C). If desired, the soup is heated by the
microwave (D10).
(Avg. duration: 5.5 minutes, avg. number of sensor events: 96)
Clean (ac7) - The resident has to sweep the kitchen floor and to dust the living room.
The ADL is not bound to a certain location and also the order and duration is not
specified. The required supplies are located in the kitchen closet (D11).
(Avg. duration: 4 minutes, avg. number of sensor events: 118)
Choose outfit (ac8) - The resident has to walk to the clothes closet (D11) to choose an
outfit for a job interview. Then, the resident has to carry the chosen outfit to the
living room couch (close to the TV, I03 and I05).
(Avg. duration: 1.5 minutes, avg. number of sensor events: 34)
These activities were chosen with respect to clinical questionnaires [187]. The recorded
data was manually annotated.
5.1.2 SmartFABER
The SmartFABER dataset was created by Riboni et al. [14, 188] and has been acquired
during three months. In contrast to the CASAS dataset, this dataset was recorded in a
fully naturalistic environment. Hence, the resident was an elderly woman aged 74, living
alone, and diagnosed with mild cognitive impairment and medical comorbidities. In this
context, she had to take three different medication, two in the morning and the remaining
one in the evening. She was observed for 55 days in her kitchen (see Figure 5.4) focusing
on preparing meal, eating, and taking medicines. As she was observed during her daily
routine, there were no instruction how these activities have to be performed. Indeed,
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due to her cognitive decline, the activities have been performed in many different and
sometimes unexpected ways. Hence, the recognition of those ADLs is challenging, even if
























Figure 5.4: Smart-home apartment and sensor locations (sketch, adapted from [188]). In addi-
tion, there are three RFID tags that are attached to three different medications and 15 tags as
cards for certain food items.
For the observation, the kitchen was equipped with 10 sensors including presence,
pressure, magnetic, and temperature sensors. In addition, RFID tags were attached to 15
food items like fish, potatoes or rice but also to the three medicine boxes. More precisely,
in case of the food items, there were related cards with the corresponding tags and in
general, the resident had to swipe the RFID tags near an RFID reader. Of course, in
respect of the diagnosed disease there was no guarantee that the elderly woman used
the RFID tags in the desired way. Besides, the RFID reader was also not very reliable.
Apart from that, the acquired data is also affected by noise due to various technical issues
encountered during data acquisition.
Table 5.2: Description of the sensors that were used and recorded in the smart-home.
Sensor ID Sensor Type Sensor Location Signal
P1 pressure on the chair binary
PIR presence above the dining table binary
T1 temperature above the stove numeric
KC1, KC2 magnetic kitchen cabinets binary
R1, R2 magnetic drawer/repositories binary
F magnetic freezer binary
RFID1, RFID2 RFID reader attached to the wall nominal
Table 5.2 summarizes the deployed sensors and their characteristics. Concerning the
temperature sensor, a threshold of 29°C was set to ascertain if the stove is in use. At the
end of each day, the recorded data was transmitted and subsequently manually annotated.
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As the resident also performed other activities, the sensor events were in addition to Taking
medicines (ac9), Cooking (ac10), and Eating (ac11) also annotated with Others (ac12).
The dataset is not publicly available.
5.2 Data Preprocessing
Compared to the physical activity recognition dataset, the effort concerning the prepro-
cessing of the CASAS and SmartFABER datasets is significantly less. That is mainly
because the raw sensor signals were already transformed into states, e.g., a motion sen-
sor is associated with on/off while an item interaction sensor is associated with absent/
present. Further, in the beginning we do not segment the sensor data into windows but
try to interpret all sensor data of a complete day at once (i.e. oﬄine activity recognition).
Thus, in the following section, we summaries cleaning and editing steps (Section 5.2.1)
while the window segmentation techniques (Section 5.2.2) refer to how we segment the
sensor events considering an online activity recognition scenario which we investigate
subsequently.
5.2.1 Data Cleaning and Editing
The CASAS dataset1 (#3, Interweaved ADL Activities) consists of separate files for each
resident where in turn, for each resident exists several files which describe sequential or
interleaved performed activities. For our experiments, we only considered the files which
describe interwoven (interleaved) activities. While the dataset is not free from (sensor)
errors (e.g. one prepared a soup without water), we decided to use the dataset basically
as it is. In particular, we only modified the following things:
• We excluded resident p22, as the records were incomplete (i.e. only sequential
recordings were available).
• We removed sensor event E01 as it only occurred in respect of resident p17. The
meaning of E01 was also unclear as there was no description available.
• We removed sensor eventM26 as it only occurred in respect of resident p04. Further,
the location of this sensor was also not clear.
The SmartFABER dataset was already revised by the original authors [14]. For that
reason, we decided to use the dataset as it is. Not least to be comparable to already
published results.
5.2.2 Window Segmentation Techniques
As we focus on recognizing ADLs in oﬄine but also online mode, we rely on different
segmentation strategies. For oﬄine recognition, we collect the sensor events of an entire
1http://casas.wsu.edu/datasets, last access: 14.12.2018
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day and subsequently analyze and interpret them. Thus, the sensor events are actually
not segmented but directly labeled by the activity that most probably generated them.
In regard of online recognition, it is not feasible to start the recognition process at the
end of the day. For that purpose, we draw on the already introduced static and dynamic
windowing approaches (see Figure 4.6). As a baseline, we consider static, overlapping
windows where the window length is not defined by time but by a fixed number of sensor
events. The actual idea is to investigate dynamic, overlapping windows, i.e. to find
suitable rules or patterns on which we can rely to decide how long the respective window
should be. Compared to our introduced physical activity recognition approach where we
used static windows, the sensor events which are provided by a smart-home network are
less abstract and less noise. Indeed, each sensor event can be associated with a certain
meaning. This is why we believe that dynamic windows are more appropriated than static
windows. Besides, as soon as a new dynamic window is finalized (i.e. completed), it is
associated and analyzed in regard of the preceding windows. Thus, in a post-processing
step certain windows might be summarized as they describe the same activity; however, we
want highlight that summarized windows not necessarily need to be consecutive windows.
We outline further details in the subsequent sections. In the following, we use the term
segment instead of window just to be in line with the existing literature. Actually, these
two terms can be considered as synonyms but for some reason it is common to use the
term window in respect of physical activity recognition while the term segment seems to
be preferred in regard of recognizing ADLs.
5.3 Methods
We assume a smart-home instrumented with sensors to detect interactions with items
and furniture, context conditions (e.g., temperature), and presence in certain locations.

























Figure 5.5: Connection between performed activities, resulting operations, and triggered sensor
events. The time-lines (left) illustrate that the sensor network records certain operations (e.g.
item usage) of an executed activity. Subsequently, these sensor events are used to reconstruct the
activity instances that generated these sensor events (right). The individual sensor events, their
relations, and dependencies indicate by which activity they were generated.
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by activity class (ac) an abstract activity (e.g., cooking and cleaning), and by activity
instance (ai) the actual occurrence of an activity of a given class during a certain time
period. In this context, we consider A = {ac1, ac2, . . . , ack} as the set of activity classes
and an instance aii of an activity class acj ∈ A represents the occurrence of acj during a
given timespan. The activity instance is associated to the operations executed to perform
it, where the start and end time of instances of different activities can overlap. Figure 5.5a
illustrates the relation between recorded sensor events and an activity instance. Hence,
during the execution of activity instance ai1 (preparing dinner), the subject executes the
operations op1 (opening the silverware drawer) and op2 (turning on the microwave oven).
Supposing that sensors are available to detect these operations, op1 and op2 generate two
sensor events se1 and se2, whose timestamp corresponds to the time of the respective
operation.
Based on the observation of a set of timestamped sensor events, the goal of the activity
recognition system is to reconstruct the most probable activity instances that generated
them. As shown in Figure 5.5b, we achieve this goal by assigning each event sei to the
activity instance that most probably generated it. This approach allows us to recognize
interleaved activities, as it is the case for ai2 and ai3 (the subject temporarily interrupts
the meal to take medicines). In the following, we introduce a system that overcomes sev-
eral limitations of existing systems by implementing the mentioned concept, still focusing
on an approach that is applicable in a real world scenario.
5.3.1 Recognizing Interleaved Activities of Daily Living
ADL recognition techniques are divided into two categories: data-driven and knowledge-
based. The former is based on supervised learning while the latter exploits logic formalisms
(e.g., ontologies) to represent formally sensor events and activities. In order to combine the
strength points of both approaches, we rely on Markov Logic Networks (MLN) [2,189–191]
(see Section 2.5).
Figure 5.6 depicts an overview of our system. Hence, we used an OWL 2 ontology [142]
which formally models a smart-home environment and the semantics of activities (see Sec-
tion 2.4). We rely on ontological reasoning to derive necessary conditions about the sensor
events that must occur during the execution of a specific activity in the current environ-
ment. This also enables to extract semantic correlations among triggered sensor events
and performed ADLs. Using this information, probabilistic reasoning derives the activity
that most likely generated the recorded sensor events. More precisely, the semantic
correlation reasoner performs ontological reasoning to derive semantic correlations
among event types and activity classes; e.g., “the event type UseStove is strongly re-
lated to PreparingHotMeal and unrelated to PreparingColdMeal”. Those correlations are
used by the module for statistical analysis of events to identify candidate activity
instances. These are initial hypotheses about the start and end time of occurred activ-
ities. Subsequently, the events of the sensor network and these candidates are used to
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Figure 5.6: System overview. The statistical analysis layer combines the information received
from the sensors and the ontological model to build a knowledge base. MAP inference enables to
derive the most probable world from this knowledge base considering the MLNNC model. This
results in the recognition of the actual activity instances.
populate the assertional part of the MLNNC knowledge base. Simultaneously, the onto-
logical model of considered activities and events is translated into the MLNNC model.
Periodically (e.g., at the end of each day), map inference is performed to assign each
event to the candidate activity instance that most probably generated it, according to
semantic correlations and ontological constraints. Finally, the output of map inference
is post-processed to detect the exact start and end time of occurred activity instances.
In the following, we go into detail and explain the concepts and functionality of these
components (see Figure 5.6).
5.3.1.1 Semantic Integration Layer
The smart-home monitoring system collects raw events data from the sensor network,
including environmental, presence, and contact sensors. The semantic integration
layer applies simple pre-processing rules to detect operations from raw sensor events.
For example, if at time t the fridge door sensor produces the raw event open, then the
operation at t is opening the fridge. We denote E as the set of pre-processed event
types that correspond to the set of monitored operations (e.g., E = { opening the fridge,
closing the fridge }). In addition, T describes the set of all possible event timestamps. A
temporally ordered set of events is represented as follows:
〈Event(se1, et1, t1), . . . , Event(sek, etk, tk) 〉
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where Event(sei, eti, ti) indicates that sei is an instance of the event type eti ∈ E occurred
at timestamp ti ∈ T. This set of events is forwarded to the statistical analysis of
events layer for segmentation followed by analyzing.
5.3.1.2 Ontological Model
As a basis, we reused an OWL 2 ontology of a related work [142] which defines the
semantics of activities and operations (see Section 2.4). Figure 5.7 illustrates an excerpt
of this ontology, which describes a complete home environment. In addition, it also covers
axioms for each activity class that describe dependencies and conditions. In particular,
we express necessary conditions for a set of operations to be generated by an instance of
that class, according to the activity semantics. For example, the operations generated by
an instance of preparing hot meal must include an operation using a cooking instrument.
In this context, the ontology also covers sensor classes and corresponding operations that
they detect; e.g., a power sensor attached to the electric stove detects the operation
turning on the stove. In turn, this operation is a subclass of using a cooking instrument.
The ontology carefully describes these kinds of relations and enables to derive certain
constraints through ontological reasoning. For instance, “Since the stove is the only
cooking instrument in the home, and a sensor is available that detects the usage of the
stove, then each instance of preparing hot meal executed in the home must necessarily











Figure 5.7: Excerpt of the ontology. The dashed lines represent a subClassOf relation where
the upper is the parent of the lower class. In addition, the individual classes have relations that
describe dependencies.
In addition to activity and object correlations, we also take time and location depen-
dencies into account. This includes constraints on the duration of the activity instance
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and the relation between an activity and a certain location. In the following, we explain
how we use ontological reasoning to infer these probabilistic dependencies among sensor
event types and classes of executed activities; we denote them as semantic correlations.
The ontology is publicly available2.
5.3.1.3 Semantic Correlation Reasoner
We rely on ontological reasoning to mine semantic correlations among event types and
activity classes, and to derive necessary conditions about the sensor events that must
occur during the execution of specific activity instances in the current environment. In
the following, we introduce a simple running example to illustrate our approach.
Example 2 Suppose to monitor three activities in a smart home: preparing hot
meal, preparing cold meal, and preparing tea. The home contains one silverware
drawer, one stove, and one freezer, each equipped with a sensor to detect its usage.
No training set of activities is available. How can we exploit semantic reasoning to
recognize the activities?
In the following of this section, we explain how we answer the above question. The
specific objective of this reasoner is to compute the degree of correlation among sensor
events and the ADLs performed in the home. As illustrated in the axioms below, in
the ontology, artifacts are organized in a hierarchy. The class Stove is a sub-class of
cooking instruments, used in the apartment to prepare hot meal or tea, where Freezer
is a Device used to prepare hot or cold meal. SilverwareDrawer belongs to Food-
PrepFurniture and is required by all three activities. The instance {apt} represents
the current apartment. For clarification, we represent the name of ontological instances
within curly brackets.




(PrepHotMeal ⊔ PrepTea) ⊓ (∃occursIn.{apt})
))
.
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Based on the smart-home setup, we instantiate the ontology with the sensors and
artifacts in the apartment, and we specify which activities we want to monitor.
Example 3 The activities that we want to monitor are {ac prep cold meal},
{ac prep hot meal} and {ac prep tea}. They are instances representing the
generic occurrences of PrepColdMeal, PrepHotMeal, and PrepTea, respec-
tively. Lines 5.5-5.7 state that at most one instance of each activity type can be
monitored at a time. Further, lines 5.8-5.10 represent that the {apt} contains
exactly one cooking instrument, one silverware drawer, and a freezer:
{apt} = Apartment (5.1)
⊓
(













⊓ (≤ 1monitAct.PrepColdMeal) (5.5)
⊓ (≤ 1monitAct.PrepHotMeal) (5.6)
⊓ (≤ 1monitAct.PrepTea) (5.7)
⊓ (= 1(isIn)−.CookingInstrument) (5.8)
⊓ (= 1(isIn)−.SilverwareDrawer) (5.9)
⊓ (= 1(isIn)−.Freezer). (5.10)
Subsequently, we introduce an instance in the ontology for each artifact in the apart-
ment:
{stove} ≡ Stove ⊓ ∃ isIn.{apt}.
{freezer} ≡ Freezer ⊓ ∃ isIn.{apt}.
{silverware drawer} ≡ SilverwareDrawer ⊓ ∃ isIn.{apt}.
We also instantiate each sensor that occurs in our apartment:
{s stove} ≡ PowerSensor ⊓ (∃ sensesUsageOf.{stove}) ⊓ (∃ producesEvent.{et stove}).
{s silverware drawer} ≡ ContactSensor ⊓ (∃ sensesUsageOf.{silverware drawer})
⊓ (∃ producesEvent.{et silverware drawer}).
{s freezer} ≡ ContactSensor ⊓ (∃ sensesUsageOf.{freezer})
⊓ (∃ producesEvent.{et freezer}).
According to the introduced axioms, {s stove} is an instance of PowerSensor that
senses the usage of {stove} and produces a generic event of type {et stove}. Similarly,
the last two axioms define sensors and events for the silverware drawer and the freezer,
respectively.
We exploit the property composition operator to infer the semantic correlations be-
tween sensor events and activity types. In particular, we use the following axiom, which
states that: “if an event of type et is produced by a sensor that detects the usage of an
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artifact possibly used for an activity of class ac, then et is a predictive sensor event type
for ac”:
producesEvent− ◦ sensesUsageOf ◦ usedFor → predictiveSensorEventFor
Then, we perform ontological reasoning to infer the fillers of property predictiveSen-
sorEventFor, and use them to compute semantic correlations.
Example 4 Considering all of the introduced axioms, the OWL 2 reasoner infers
that:
• {et stove} is a predictive sensor event type for {ac prepare hot meal}
and {ac prep tea}.
• {et silverware drawer} is a predictive sensor event type for {ac prep
hot meal},{ac prep cold meal } and {ac prep tea}.
• {et freezer} is a predictive sensor event type for {ac prep hot meal}
and {ac prep cold meal}.
We represent semantic correlations using a prior probability matrix (PPM). The rows
correspond to the activity classes, while the columns to the sensor event types. Hence,
PPM(ac, et) stores the probability of an event of type et being generated by an activity
of class ac. If a given sensor event type is predictive of a single activity class, the value
of the corresponding entry is one; if it is predictive of multiple activity classes, the value
is uniformly distributed among them. The prior probability matrix resulting from our
running example is shown in Table 5.3. The PPM is given as input to the Statistical
analysis of events layer.
Table 5.3: Prior probability matrix of our running example.
et stove et silverware drawer et freezer
ac prep hot meal 0.5 0.33 0.5
ac prep cold meal 0.0 0.33 0.5
ac prep tea 0.5 0.33 0.0
5.3.1.4 Statistical Analysis of Events
Both, the results of the semantic integration layer and the semantic correla-
tion reasoner are required by the statistical analysis of events layer, i.e., the
prior probability matrix and the preprocessed sensor events. Using this, we identify activ-
ity instance candidates and consider them in addition to the observed sensor events and
the computed semantic correlations as part of our MLNNC knowledge base. Candidate
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Algo 3 Statistical analysis of events
Input: sensor events
X = {ev(se0, et0, t0), . . . , ev(sen, etn, tn)},
Input: prior probability matrix PPM
Output: candidate activity instances {ai0, ai1, . . . , aim−1}
1: instances← ∅
2: for each ev(se, et, t) ∈ X do
3: ac← activity class with max correlation with et according to PPM
4: ai← activity instance in instances of class ac closest to se
5: if ai exists and t is temporally close to ai according to maxDelayac then
6: assign ev(se, et, t) to ai
7: else
8: ai← a new instance of class ac







activity instances are computed by a heuristic algorithm (see Algorithm 3) which imple-
ments the statistical analysis of events module. The algorithm iterates over all
temporally ordered events and simultaneously uses the PPM of semantic correlations to
infer, for each sensor event se, the most probable activity class ac generating it. The cor-
responding timestamp of the event and the resulting activity class enables us to formulate
initial hypotheses about the occurred activity instances. If an activity instance ai of class
ac exists, whose boundaries (start and end time) are temporally close to se according to
an activity-dependent threshold maxDelayac, then se is assigned to ai. Otherwise, a new
instance of class ac is created, and se is assigned to it. The boundaries of each instance
are respectively represented by the first and the last event of the instance.
Then, MAP inference enables us to assign each activity instance to its most probable
class, and each event to its most probable activity instance. For that, we introduce in the
following the corresponding MLNNC model.
5.3.1.5 MLNNC Modeling
In contrast to the semantic correlation reasoner which is essentially used to build
the MLNNC knowledge base, the following part focuses on using hard axioms extracted
from the ontology to enrich our MLNNC model. The considered ontology includes a
property requiresUsageOfArtifact that associates artifacts in the apartment with
activities for which they are necessary.
Example 5 Continuing our example, the axiom below defines PrepHotMeal as
a subclass of PrepareMeal that requires the usage of a cooking instrument:
PrepHotMeal ⊑ PrepareMeal ⊓ ∃requiresUsageOfArtifact.(
CookingInstrument ⊓ (∃ isIn.{apt})).
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Subsequently, we infer which sensor events must necessarily be observed during the
execution of an activity. The following axiom states that “if an event of type et is produced
by a sensor that detects the usage of an artifact required for executing an activity of class
ac, then et is a necessary sensor event type for each activity instance of class ac”.
producesEvent− ◦ sensesUsageOf ◦
requiresUsageOf− → necessaryEventFor.
Then, we infer the fillers of the property necessaryEventFor through ontological
reasoning, translate them in MLNNC axioms, and add them, finally, to the MLNNC
model.
Example 6 Given the introduced axioms, in this case the OWL 2 reasoner in-
fers that {et stove} is a necessary sensor event type for {ac prep hot meal}.
Indeed, et stove is produced by usage of stove, which is the only instance of
CookingInstrument available in the home.
Overall, Figure 5.8 depicts our MLNNC model where we distinguish between ob-
served (star symbol) and hidden predicates. Observed predicates represent knowledge
facts, where the instances of hidden predicates are computed by map inference. Se-
mantic correlations are modeled through predicates PriorProb, Event, and Instance. The
PriorProb predicate represents correlations among sensor events and activities:
∗PriorProb(SensorEvent, ActivInstance,ActivClass, p)
Hence, it describes the probability p that a given sensor event se corresponds to a given
activity instance ai of an activity class ac. The probability relies on the semantic correla-
tion between the event type et and the activity class ac (PPM), but also depends on the
temporal distance between the sensor event se and the boundaries of the activity instance
ai.
Formally, given an activity instance ai of class ac with start time tst and end time
ted, and a sensor event se of type et and timestamp t, the probability p of *Prior-
Prob(se, ai, ac, p) is computed by the following function:
p =

 PPM(ac, et) if ted-MaxDelayac ≤ t ≤ tst+MaxDelayac0 otherwise
Each sensor event is represented by an instance of the predicate Event, which repre-
sents the sensor event, its type, and its timestamp:
∗Event(SensorEvent, EventType, T imestamp)
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*PriorProb(SensorEvent, Ac�vInstance, Ac�vClass, p)
Predic�on(SensorEvent, Ac�vInstance, Ac�vClass)
*Event (SensorEvent, EventType, Timestamp)
*Instance(Ac�vInstance, STime, ETime)
Seman�c correla�on rules (MLNNC probabilis�c axioms)






    Time-aware inference rules (MLNNC
                               probabilis�c axioms)
    Temporal constaints (MLNNC
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Figure 5.8: Probabilistic activity recognition framework. The arrows indicate the relations and
dependencies between the depicted observed and hidden predicates.
Candidate activity instances computed by Algorithm 3 are represented by the predicate
Instance that models the relation between the activity instance, its start time, and end
time:
∗Instance(ActivInstance, ST ime,ET ime)
The instantiated predicates are added as facts to ourMLNNC knowledge base and derived
from the activity instances and the recorded sensor events.
Hidden predicates and domain constraints. Beside the observed predicates, the
model also comprises a set of hidden predicates, which can be considered as our target
classes: Prediction, OccursIn, and InstanceClass. The predicate Prediction represents the
predicted assignment of a sensor event to an activity instance of a given class:
Prediction(SensorEvent, ActivInstance,ActivClass)
In addition, the other two predicates are used to express domain constraints about the
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In particular, the following domain constraint states that each sensor event occurs in
exactly one activity instance:
|ai|OccursIn(se, ai) = 1,
While the following one states that each activity instance belongs to exactly one class:
|ac|InstanceClass(ai, ac) = 1.
Semantic correlation rules. The relations between the observed and hidden pred-
icates are modeled by probabilistic axioms. As illustrated in Figure 5.8, the hidden
predicate Prediction is derived from PriorProb:
conf : ∗PriorProb(se, ai, ac, conf) ⇒ Prediction(se, ai, ac).
Thus, the confidence value describes the probability that a sensor event is assigned to an
activity instance of a given class. In turn, the remaining hidden predicates are derived
from the hidden Prediction predicate. The corresponding axioms are the following:
Prediction(se, ai, ac) ⇒ OccursIn(se, ai),
P rediction(se, ai, ac) ⇒ InstanceClass(ai, ac).
Note that the above rules are subject to the domain constraints introduced before.
Knowledge-based constraints. Knowledge-based constraints enable us to express
conditions about the occurrence (or non-occurrence) of sensor events of a given type
during the occurrence of an activity instance.
As mentioned before, knowledge-based constraints are automatically derived from the
fillers of the necessaryEventFor property obtained from ontological reasoning.
Example 7 The constraint “each activity instance of type ‘preparing hot meal’
must be associated to an event of type ‘UseStove’ ” is logically expressed by the
rule:
InstanceClass(ai, “PrepHotMeal”) ⇒ ∃ se, t :
OccursIn(se, ai) ∧ ∗Event(se, ”UseStove”, t).
Temporal constraints. We model MLNNC temporal constraints regarding the du-
ration and the distance of events or activities. We consider two kinds of temporal con-
straints:
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1) Temporally close events (e.g., whose temporal distance is below ∆ seconds) likely belong
to the same activity instance. We express this soft constraint through these axioms:
∀ t1, t2 : (|t1 − t2| < ∆) ⇒ tClose(t1, t2)
w Event(se1, et1, t1) ∧ Event(se2, et2, t2)∧
tClose(t1, t2) ∧OccursIn(se1, ai) ⇒ OccursIn(se2, ai)
The latter is a probabilistic axiom whose weight w is chosen experimentally.
2) Constraints on duration of each activity (e.g. “showering cannot last more than ∆′
minutes”). We express these constraints either through probabilistic or deterministic
axioms, according to the characteristics of the considered activity. Indeed, the variance
of the duration of certain activities (e.g. showering) is relatively small, while it is larger
for other activities (e.g. preparing dinner). The duration of the former is modeled with
deterministic axioms where probabilistic ones are used for the latter. The axioms below
state that an instance of “showering” cannot last more than ∆′ minutes:
∀ t1, t2 : (|t1 − t2| < ∆′) ⇒ tclose showering(t1, t2)
InstanceClass(ai, “Showering”) ∧ OccursIn(se1, ai)∧
OccursIn(se2, ai) ∧ Event(se1, et1, t1)∧
Event(se2, et2, t2) ⇒ tclose showering(t1, t2)
Time-aware inference rules. Finally, as explained before, the semantics of some sim-
ple activities is naturally expressed in our ontology based on the typical actions composing
them. Hence, we apply rules that express the relation of specific operations derived from
sensor events in context of time. Consider the following example:
Example 8 A typical pattern of operations for watering plants consists of (1) “get-
ting water” and (2) “moving to the plants” shortly after. We express this activity
inference pattern through the MLNNC axioms below:
Event(se1, “water sensor”, t1)
∧Event(se2, “plant presence sensor”, t2) ∧ t1 < t2
∧ tclose waterplants(t1, t2) ⇒ ∃ ai :
InstanceClass(ai, “WaterP lants”)
∧ occursIn(se1, ai) ∧ occursIn(se2, ai).
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5.3.1.6 MAP Inference and Post-processing
In order to reconstruct the relations of activity instances, their class, and the correspond-
ing sensor events, we execute map inference on the presented MLNNC model (see
Sections 5.3.1.5) by considering the introduced and generated MLNNC knowledge base
(see Sections 5.3.1.4). The result is a set of OccursIn and InstanceClass predicates. The
former maps a sensor event to the most probable corresponding activity instance where
the latter assigns the most likely activity class to an activity instance. These (hidden)
predicates are post-processed in order to detect the class and temporal boundaries of
each activity instance ai:
AClass(ai) = ac : ∃InstanceClass(ai, ac),
ST ime(ai) = min{t : ∃Event(se, et, t) ∧OccursIn(se, ai)},
ET ime(ai) = max{t : ∃Event(se, et, t) ∧OccursIn(se, ai)}.
In this context, AClass(ai) represents the activity class of ai, while STime(ai) and
ETime(ai) respectively the start- and end-time. Computing the start and end time of
activity instances by the MLNNC resolver would be unnecessarily complicated, hence,
they are computed in a post-processing phase. The overall result is a sequence of activities
that most likely caused the recorded sensor events.
5.3.2 Online Recognition of Interleaved ADLs
So far, our system only supports oﬄine recognition, i.e., analyzing in batch mode a
complete stream of sensor data acquired during a predetermined period. This is sufficient
e.g. for a cognitive health assessment of the elderly. Hence, the system monitors the
individual’s behavior on the long-term and at the end of each day, the system may process
all the sensor data acquired during that day. However, this is insufficient in many real-
world scenarios. For example, real-time monitoring applications, such as services that
require intervention (e.g., reminders, emergency monitoring), require online recognition.
Compared to oﬄine recognition, that task is typically harder, since the recognition system
must segment the continuous stream of sensor events on the fly in order to infer the most
likely activity in nearly real-time and detect activity changes as they happen. For that
reason, in the following we present an extension for our introduced system, which enables
online activity recognition in a smart-environment.
5.3.2.1 System Overview: Online Recognition Extension
Online recognition has to deal with a continuous stream of sensor events to be processed
on the fly. To achieve that we extend our initial approach by two specific layers, namely
online segmentation and statistical analysis of segments (see Figure 5.9). The
former layer runs an algorithm that is in charge of inferring a change in the class of the
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Figure 5.9: Extended system architecture for online recognition. The Online segmentation
module processes the continuous stream of events. The statistical analysis layer combines the
information received from the sensors and the ontological model to build a knowledge base. map
inference enables to derive the most probable world from this knowledge base considering the
MLNNC model. This results in the recognition of the actual activity instances.
current activity performed by the individual, in order to identify possible segments. The
latter layer is responsible for identifying activity instance candidates derived from the
finalized segments. Actually, this layer replaces the statistical analysis of events
layer. The resulting candidates are processed in the same way as in case of oﬄine recog-
nition by the MLNNC reasoner (see Section 5.3.1.6).
In particular, given a temporal sequence of events 〈ev1, ev2, . . . , evn, . . .〉 where evi =
(sei, eti, ti), the role of the online segmentation algorithm is to derive a set of segments:
〈Segment(ev1, . . . , evl), . . . , Segment(evm, . . . , evn), . . .〉,
where each segment Segment(evj , evj+1, . . . , evk) represents a set of consecutive and or-
dered sensor events from evj to evk. Segments do not overlap and each sensor event is
assigned to exactly one segment. The goal of the algorithm is to minimize the number
of segments, while ensuring that all the events in a segment are labeled with the same
activity class.
Our online segmentation algorithm uses probabilistic and semantic conditions in order
to decide whether to finalize a segment and initiate a new one. We call that operation
a split decision. As soon as a segment is finalized, it is immediately forwarded to the
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next layer. Subsequently, the statistical analysis of segments layer is in charge
of connecting the latest finalized segment with the previously generated ones, which in
turn also allows to consider previous recognition results. Relations and constraints among
activities are taken into account for the re-generation of the MLNNC knowledge base.
Periodically, for each new segment, map inference is performed to identify its most
probable activity class. In the following, we go into detail and explain these two new
layers in detail.
5.3.2.2 Online Segmentation
The online segmentation algorithm considers five aspects: object interaction (ASP1),
change of context (ASP2), consistency likelihood (ASP3), time leap (ASP4), and change
of location (ASP5). Whenever a new sensor event evnew is detected, all those aspects are
evaluated. If at least one aspect determines sufficient conditions to perform segmenta-
tion, the current segment is finalized and a new one (with evnew as the first element) is
initialized. An advantage of this approach is that the segment length is variable, i.e., it is
not necessary to predefine a certain length, which could be usually problematic regard-
ing significant different durations of different activities. In the following, we outline the
mentioned aspects:
ASP1) For each object, the system keeps track of its usage status: in use or not in use.
The usage status of each object is automatically updated according to the events in the
stream. The object interaction aspect finalizes a segment as soon as the system detects
that the user stopped interacting with all the objects in the home. For instance, suppose
that the type of the current event evnew is “turning off the stove”. If, at the same time,
the subject is not actively using any other instrument, the current segment is finalized.
Indeed, the current activity is likely terminated. On the other hand, the segment is not
finalized if the subject is using other objects at that time (e.g. the oven).
ASP2) The change of context aspect considers our ontological model to verify whether
the new event in the stream (evnew) is correlated with the last event of the current seg-
ment (evlast). In this context, only sensor events related to an interaction are considered,
e.g., temperature or presence sensor events are disregarded. Formally, we define
possAct(ev(se, et, t)) = {ac ∈ A : PPM(ac, et) > 0}
as the set of possible activities for an event ev given the semantic correlations. If
possAct(evlast) ∩ possAct(evnew) = ∅, the aspect derives that evnew cannot be labeled
with the same activity class of evlast, and thus the current segment is finalized.
ASP3) The consistency likelihood aspect keeps track of the probability that the current
segment includes events mostly labeled with the same activity class. Differently from
ASP2, in this aspect we consider the whole set of the segment’s events. In particular,
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we consider the semantic correlation among those events and possible activities, and we
finalize the segment if the introduction of the new event evnew determines an abrupt shift







where PPM(aci, et) is the semantic correlation between activity aci and event type et. If
the fluctuation of L(S) due to the introduction of evnew in S exceeds an experimentally
chosen threshold σ, the current segment is finalized.
ASP4) The time leap aspect considers the time distance between consecutive events. If
no new event is observed after the most recent event evlast according to a time threshold
δ, the current segment is finalized. The value of δ is automatically calibrated based on
the stream of sensor events. In particular, we continuously keep track of the third quartile
value q of the temporal distances between consecutive sensor events. The value of δ is
automatically updated as 2q whenever a new segment is finalized. Therefore, the time
leap aspect is not considered for the very first segment.
ASP5) The change of location aspect relies on the fact that most ADLs are performed
in a specific location. For that reason, we finalize the segment when the individual moves
from a room to a different one. Indeed, there are activities that are performed across
several rooms like cleaning but as already mentioned, we aim to have segments with a
high purity but in turn we accept if the same activity is divided in several segments.
All these rules are applied simultaneously and continuously, i.e., independently of each
other. Further, we do not define a minimal or maximal size of a segment, so, how many
events a segment should or has to cover. Finally, when a segment is finalized, it is
forwarded to the statistical analysis of segments layer that prepares the analysis of
this segment and enables to link the new segment with the previously generated segments.
5.3.2.3 Statistical Analysis of Segments
The goal of the statistical analysis of segments layer is to generate activity instance
candidates based on the finalized segments. Algorithm 4 describes our method in detail.
It takes k recent segments and the prior probability matrix as input and it returns activity
instance candidates (similar to Algorithm 3). In line 1 and 2, we initialize a segmentQueue
that includes the segments liable to be merged, as well as the initially empty set of
candidates. Then, for each segment s in the queue, we create a new activity instance
candidate ai with the same temporal boundaries of s (line 4). We set the class of ai to
the most probable activity class according to the PPM (line 5). If that class is the same
of another candidate, those candidates are merged (line 7) by extending the end time of
the former to the end time of the latter. This operation enables to support interleaved
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activities. Otherwise, ai is added to instances (line 9). Finally, the set of activity instance
candidates is returned (line 12).
Algo 4 Statistical analysis of segments
Input: last k-segments,
Input: prior probability matrix (PPM)
Output: activity instance candidates {ai0, ai1, . . . , aij−1}
1: segmentQueue← last k segments
2: candidates← ∅
3: for each s = Segment(evm, . . . , evn) ∈ segmentQueue do
4: ai← new activity instance from time(evm) to time(evn)





6: if ∃ i ∈ candidates whose class is the same of ai then








Hence, in the simplest case, each new segment represents an activity instance candi-
date. However, considering the last k segments to generate activity instance candidates
ensures that theMLNNC resolver has sufficient information to reason the correct activity
classes for the corresponding activity instance candidates. In this context, the activity
classes that were assigned by the statistical analysis of segments algorithm are only used
to merge temporally close candidates. Subsequently these assignments are discarded.
5.3.2.4 MAP Inference and Post-processing
Compared to the basic system so recognizing activities in oﬄine mode, theMAP Inference
layer is still the same (cf. see Section 5.3.1.6). Hence, the underlying MLNNC model is
unchanged and is only generated once but the corresponding MLNNC knowledge base is
recreated as soon as a new segment was finalized. Consequently, the MLNNC resolver is
also executed several times where the result is post-processed in respect of merging new
activity instances with previous generated ones of the same activity class. Subsequently,
the gained knowledge can be used to enrich the subsequent generated knowledge bases,
e.g., adding which activities were already recognized.
5.3.3 Active Learning in a Smart-Environment
In order to cope with the incompleteness of an ontology and the heterogeneity of environ-
ments and individuals, we also introduce a collaborative active learning process to refine
the correlations derived by the ontology. The stream of sensor events is segmented in
real-time, and based on the discrimination value of correlations on the segment, a feed-
back may be asked to the subject about which activity is being performed. Feedback
responses coming from different homes are collected in a cloud infrastructure and each
home receives personalized information to refine its recognition model. The collaborative
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active learning feature of our system (see Figure 5.10) also deals with the common situ-
ation in which a new device is installed in the infrastructure, by producing a new set of
correlation values regarding the new device events.
5.3.3.1 System Overview: Active Learning Extension
Commonly, the ontological model is necessarily limited to specific environments and ac-
tivities as it was manually designed by knowledge engineers with a specific application
in mind. Thus, our semantic correlations may not be sufficiently comprehensive to cover
different application domains. Moreover, some sensor event types (e.g., motion or ambient
sensors) do not convey any explicit semantic information; hence, no semantic correlation
can be inferred for these event types from the ontology. For this reason, our system col-
lects feedback items from the smart-homes in order to discover semantic correlations not
inferred from the ontology. For acquiring a feedback, the system interactively queries the
user to provide the class of the current ADL. Acquired feedback is collaboratively shared
among the smart-homes to update semantic correlation values in a personalized fashion.
For clarification, in the following we name origin the environment (home and resident)
providing feedback, and target the environment where feedback is used to update semantic
correlations.
The feedback acquisition mechanism relies on our concept of segments. As soon as
the system determines that a segment’s events do not provide enough hints to determine
reliably its activity class according to an information-theoretic metric, it queries the user
to obtain a feedback. For this purpose, the online rule-based segmentation layer
(see Figure 5.10) is in charge of segmenting the continuous stream of sensor events. The
segmentation method is based on the introduced semantic rules, i.e. objects interaction
(ASP1), time constraints (ASP4), and change of location (ASP5). The role of these
rules is to group together those consecutive events that most likely originate from the
same activity instance. As soon as a segment is finalized, it is processed by the query
decision layer in order to decide whether triggering a feedback query or not. That module
processes the segment to apply an information-theoretic metric considering the segment’s
events and the semantic correlations. If the activity class is uncertain according to that
metric, the module triggers a feedback query. A user-friendly and unobtrusive interface
is in charge of issuing the feedback query and collecting the answer of the resident.
The acquired feedback is transmitted to a Cloud Service, where the collaborative
feedback aggregation layer is in charge of computing personalized feedback items for
the different environments. Personalization is based on the similarity between the origin
and target environment. The Cloud Service periodically sends personalized feedback items
to each target. Received feedback is used by the semantic correlations updater layer
to discover novel semantic correlations and to update the values of existing ones.
For the sake of this work, we assume that the Cloud Service is trusted. However, in
a real deployment it would likely be an honest-but-curious third party. Proper privacy
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Figure 5.10: Extended system architecture for active learning in a smart-environment. The on-
line rule-based segmentation layer uses the previous introduced aspects (see Section 5.3.2.2)
to identify suitable segments for deciding to query the user (Query Decision). In case of query-
ing, the result is forwarded to the Cloud Service for collaborative feedback aggregation
of the different homes. At a certain point in time, the processed feedback is forwarded to the
individual homes to update the semantic correlations (semantic correlation update). The
remaining components are unchanged (cf. see Figure 5.9).
techniques are thus needed to protect sensitive data and at the same time to preserve
the Cloud Service functionalities. We will come back to this issue when we start the
discussion (see Section 5.5.3).
5.3.3.2 Query Decision
Given a segment S, the query decision layer decides if it is necessary to query the
resident. In particular, if the semantic correlations of the event types in S are inconclusive
when considered together (i.e., they do not converge on a specific activity class), we ask
the resident which activity was actually performed. For that purpose, we introduce the
concept of a segment’s bag :
Bag(S) = {et | ev = (se, et, t) ∈ S}
114
CHAPTER 5. ACTIVITY RECOGNITION WITHIN SMART ENVIRONMENTS
where S is a finalized segment and Bag(S) is a bag (i.e., a multiset) which contains the
types of the events contained in S. It is important to note that the temporal order of
events of a segment is not reflected by its bag. Hence, for each bag Bag(Si), we compute
for all ac ∈ A the likelihood that the segment Si represents an activity instance of ac.
This is computed as follows:




where PPM(ac, et) is still the semantic correlation between ac and et (see Section 5.3.1.3).
After we compute L(ac|S) for all activity classes, we normalize these values in order to
have a probability distribution. Subsequently, the entropy is calculated on the distribution




P (X = ac | S) · log( 1
P (X = ac | S))
where P (X = ac | S) results from the normalized L(ac | S) values.
Finally, if H(S) is higher than a predefined threshold λ, the system ranks S as un-
certain. In this case, the system queries the resident in order to provide an activity label
ac for S, and each event type et ∈ Bag(S) is associated with ac. These associations
are transmitted immediately to the Cloud Service together with the identification of the
origin.
Note that segments containing noisy events which occurred outside activities execution
(e.g., trigger of presence sensors) would likely lead to high entropy values. To overcome
this issue, we rely on the semantic integration layer (presented in Section 5.3.1.1)
to reduce as much as possible the generation of those noisy events. Moreover, in order to
reduce further noisy data, we also discard segments with few events.
In the following, we describe our collaborative adaptation framework, which relies on
two main components. The Collaborative Feedback Aggregation layer (which
runs on the Cloud Service) collects and aggregates the feedback received from the sev-
eral homes and it periodically transmits personalized updates to each target home. On
the other hand, the Semantic Correlation Updater algorithm (which runs in the
home’s gateway) is in charge of analyzing the personalized update in order to improve
the semantic correlations produced by the ontology.
5.3.3.3 Collaborative Feedback Aggregation
The Cloud Service continuously receives and stores feedback transmitted by the partici-
pating homes. Each feedback item f is represented by a vector
f = 〈et, ac, o〉
where et is an event type, ac is an activity class, and o is the origin of the feedback.
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Based on the received feedback, the Cloud Service periodically transmits personalized
feedback items to each target home. A personalized feedback item is represented by a
vector 〈et, ac, p, s〉, where p ∈ (0, 1] is the predictiveness of event type et for activity class
ac computed based on feedback items, and s ∈ (0, 1] is the estimated similarity between
the feedback origins and target. More precisely, the similarity s is computed based on the
similarity between the smart-home infrastructures (sensor networks) but also considers
the similarity between the respective residents. The idea is to consider the similarity to
weight the personalized feedback.
The collaborative feedback aggregation layer is in charge of computing per-
sonalized feedback items based on the received feedback. In order to measure the sim-
ilarity between the origin and target of a feedback, that module relies on a similarity
function sim : H × O → [0, 1], where H is the set of targets, and O is the set of origin
environments. The output of sim(h, o) is a value between zero and one. Of course, the
most appropriate definition of the target environment features, as well as the method to
compute sim values, depend on the addressed application.
Based on a multiset F of feedback items, the module computes personalized feedback
items for each target environment. In particular, consider a target h. At first, for each
event type et and activity class ac, the following formula computes the personalized
feedback support :




In order to exclude unreliable feedback, the Cloud Service transmits only personalized
feedback whose support is larger than a threshold σ. For each reliable personalized
feedback, the module computes its predictiveness value:
pred(et, ac, h, F ) =
supp(et, ac, h, F )∑
aci∈A
supp(et, aci, h, F )
,
This is the normalization of et’s support values, distributed over all the activity classes.
Finally, the module computes the estimated similarity as the median value of the
similarity between the feedback items’ origin and the target:
s(et, ac, h, F ) = median
f=〈et,ac,o〉∈F
sim(h, o).
5.3.3.4 Semantic Correlation Updater
Periodically, each home receives an update from the Cloud Service consisting of a
set P of personalized feedback items. The semantic correlation updater algorithm
analyzes P along with the semantic correlations inferred by the ontology in order to
refine the semantic correlations. In the following, we denote SC(et, ac) as the semantic
correlation between et and ac computed by our algorithm.
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Algo 5 Semantic Correlation Updater
Input: set of personalized feedback items
P = {〈et1, ac1, p1, s1〉, 〈et2, ac2, p2, s2〉, . . . }, semantic correlation function PPM computed by the ontology, and
set U of unpredictive events
Output: refined semantic correlation function SC
1: SC ← PPM
2: newevents ← ∅
3: for each 〈et, ac, c, s〉 ∈ P do
4: if et ∈ U then
5: SC(et, ac)← c
6: if et /∈ newevents then
7: newevents← newevents ∪ {et}
8: for each aci ∈ A s.t. aci 6= ac do
9: SC(et, aci)← 0
10: end for
11: end if
12: else if PPM(ac, et) = 0 then




15: SC(et, ac)← s · SC(et, acont)
16: for each aci ∈ A do
17: if aci 6= aont and aci 6= ac then






The pseudo-code of the semantic correlation updater algorithm is shown in
Algorithm 5. At first, the algorithm initializes the current semantic correlations with the
ones computed by the ontology (PPM). Then it initializes the set U of unpredictive event
types:
predAct(et) = {ac | et is a predictive event for ac}
U = {et | predAct(et) = ∅}
U contains all the event types which the current ontology does not consider predictive for
any activity. Then, the algorithm iterates on each personalized feedback item 〈et, ac, p, s〉
contained in P in order to update the semantic correlations produced by the ontology.
If et belongs to U , SC(et, ac) is set to its predictiveness value p. Moreover, if et is
observed for the first time during the current iteration (i.e., if it is not yet part of the
set newevents), the semantic correlation value SC(et, aci) for any other activity class
aci 6= ac is initialized to 0, and et is added to the set of new events. Intuitively, since
unpredictive event types have uniform semantic correlations for all the activities, they
are usually queried more than other event types since they contribute most in increasing
the entropy value. This makes the predictiveness values provided by the Cloud Service
reliable to be used as semantic correlations for et, thus overriding the uniform semantic
correlations inferred by the ontology.
In the case of et /∈ U , we update the semantic correlations only if SC(et, ac) = 0.
Indeed, our algorithm does not modify the non-zero semantic correlations inferred by the
ontology, since they are considered reliable. Instead, whenever a new semantic correlation
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between et and ac is discovered from a personalized feedback item, it is necessary to
correspondingly scale all the other semantic correlations regarding et so that SC(et, ac)
remains a distribution probability (i.e.,
∑
ac∈A
SC(et, ac) = 1).
Hence, we select a random activity acont correlated to et according to the ontology (i.e.,




1 + s · SC(et, acont)
Since the event types for which the ontology already provided a semantic correlation
are generally less queried, it is not reliable to use the predictiveness value to update the
semantic correlations. This is why we use the estimated similarity s instead. The next
step consists in updating SC(et, ac):
SC(ac, et) := s · SC(et, acont)
Finally, we update the semantic correlations of all the remaining activities acj (such
that acj 6= acont and acj 6= ac) in the following way:
SC(et, acj) := SC(et, acj) · (1− SC(et, ac)).
It can be easily verified that, by construction, Algorithm 5 enforces that given an event
type et, the revised SC(et, ac) function is a probability distribution over all ac values.
After each update, the function SC(et, ac) computed by our algorithm thus replaces
PPM(ac, et) for both the query decision andMLNNC activity recognition layers.
5.4 Experimental Results
In the following, we present our experimental setup and results. The presentation order is
consistent compared to the introduced methods and the results are compared across the
introduced approaches for discussion. The corresponding MLNNC model and the ontol-
ogy are available3. Unless otherwise specified, the presented results rely on the introduced
unsupervised approach, where the semantic correlations (PPM matrix) were derived by
ontological reasoning. For the evaluation, we use the introduced datasets CASAS [17,186]
and SmartFABER [188] (see Section 5.1). Both datasets include interleaved activities in a
smart-home environment. As before, F-measure is considered as synonym of F1-measure.
To provide the possibility to reconstruct our approaches and experiments, we point to a
REST API and web interface, which provides the considered MLNNC solver
4. In partic-
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RQ2.1 Which method can be used to overcome the requirement of a large expensive
labeled dataset of Activities of Daily Living?
RQ2.2 Which type of recognition method is suitable for handling the diversity and com-
plexity of Activities of Daily Living?
RQ2.3 How can external sensor events be exploited to recognize Activities of Daily Living
in almost real-time?
RQ2.4 Given a generic model of a smart environment, how can it be adapted to a certain
environment and user at run-time?
The following subsections belong to the publications [2, 5, 8].
5.4.1 Recognizing Interleaved Activities of Daily Living
To evaluate the effectiveness of semantic correlations extracted with our method, we also
performed experiments computing the PPM from the dataset; more precisely, based on
the frequency of the sensors types produced by the different activities. We denote by
MLNNC (Ontology) the former method and by MLNNC (Dataset) the latter.
5.4.1.1 CASAS Dataset
During this experiment, we evaluated how well the considered sensor events could be
assigned to the corresponding activity instance, but also the quality of detected activity
boundaries. Knowing the start and end time of a performed activity allows to assign
filtered or noisy sensor events afterwards (e.g., movement). In this context, we analyze
each patient separately and focus on all sensor events at once (i.e. the stream is not
segmented). Considering our model, we created general and transferable rules and do
not rely on any kind of movement patterns or specific behavior that only occur in this
scenario. Hence, we focused on the interaction with objects and their dependencies as
well as the introduced temporal constraints that should prevent misinterpretation.
Table 5.4 shows that our method outperforms the HMM approach used in [186] in
assigning each sensor event to the activity instance that generated it. We observe that
we recognize each ADL at least equal or better than HMM, except Clean. The poor
performance in recognizing Clean is because, in the CASAS dataset, it is characterized
by different movement patterns that are only partially captured by our method, especially
when semantic correlations are extracted from the ontology. Considering the other ADLs,
the PPM generated by ontological reasoning obtains essentially the same performance of
the one extracted from the dataset, confirming the effectiveness of our semantic correlation
reasoner.
Focusing on the other ADLs, the experiments show that the interactions with objects
are strong indicators of the performed activities. However, inspecting the recognition
result in detail, we noticed a few cases in which subjects exhibited strange behaviors;
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e.g., prepared soup without water or took the phone but did not place a phone call.
Especially the latter case is hard to recognize without further information. The former
case is probably related to sensor errors.
Table 5.4: CASAS dataset: Results (F-measure) of the proposed activity recognition method
compared to related work for interleaved activities. Dataset (supervised) and Ontology (unsuper-
vised) describe the source of semantic correlations (PPM matrix).
Class
HMM [186] MLNNC MLNNC
(time-shifted) (Dataset) (Ontology)
ac1 0.66 0.80 0.85
ac2 0.86 0.88 0.81
ac3 0.29 0.74 0.72
ac4 0.60 0.69 0.72
ac5 0.83 0.81 0.81
ac6 0.83 0.87 0.88
ac7 0.88 0.78 0.57
ac8 0.67 0.90 0.88























Figure 5.11: CASAS dataset: Detailed recognition results for each ADL, aggregated over all
subjects and represented by a box plot. Circles indicate outliers and the box represent the lower
and upper quartile.
Figure 5.11 illustrates the individual results in more detail. It highlights that there
are cases where we could not recognize the activities Answer the phone and Clean at all,
but in general the distribution is very similar and narrowed.
Considering the boundary detection method, the experiments show that preceding
results and the quality of the detected boundaries for the individual activities are weakly
related. Table 5.5 describes the deviation from the actual boundaries in detail. ∆Start
is the average difference between the actual and predicted start of an activity instance in
minutes. ∆Dur is the average difference of actual and predicted duration. In context of
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the typical duration of each ADL, the boundaries are well detected. Hence, the highest
deviations are associated with the longest ADLs, and the overall results are acceptable
for most applications.
Table 5.5: CASAS dataset: Results of boundary detection with MLNNC (Ontology). It shows
the average deviation [min] of the candidate compared to the refined instances.
Class
∆Start ∆Start ∆Dur ∆Dur
(Candidate) (Refined) (Candidate) (Refined)
ac1 0.67 0.77 1.44 0.89
ac2 0.59 0.59 2.97 3.14
ac3 0.07 0.08 0.93 0.83
ac4 0.08 0.08 0.34 0.42
ac5 1.30 1.08 5.81 4.64
ac6 1.62 0.11 4.08 0.80
ac7 1.31 0.70 2.39 2.25
ac8 0.08 0.10 1.30 0.52
avg. 0.73 0.46 2.42 1.70
When we compare the candidate instances and the refined results obtained through
MLNNC reasoning, it strikes that our method refines the candidates reliably. Regarding
watch DVD (ac2) and answer the phone (ac4), the refined duration increased slightly,
because in some cases subjects took the phone well before using it, or turned on the
DVD player well before watching a DVD. Besides, the low numbers clearly show that the
duration of the different ADLs was in general short.
5.4.1.2 SmartFABER Dataset
In order to be comparable with the results of previous works on the same dataset, we
focused on activity instance classification. Table 5.6 shows the corresponding results and
indicates that the accuracy achieved by our unsupervised method is comparable to the
one achieved by the supervised method used in [14]. That method relied on temporal-
based feature extraction and on a Random Forest classifier. However, we were unable
to recognize eating because in the dataset it was only characterized by a single presence
sensor close to the table, which was also triggered in context of the other activities.
The results (see Table 5.6) may indicate that the recognition rate is acceptable but the
boundary results clarify that the corresponding activity instance is stretched significantly
beyond the actual activity instance, as the system cannot distinguish when the presence
sensor is triggered by eating or a non-eating activity. Besides, we were able to recognize
others, which was not considered in [14].
Inspecting the results, we notice that with cooking our unsupervised method achieves
essentially the same recognition rate of the supervised technique. With taking medicines,
the accuracy of our method is lower, mainly due to the absence of sensors strongly corre-
lated to that ADL. The accuracy of recognizing others is in line with the one of the other
activities. Considering the corresponding instance boundary results, Table 5.7 shows
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that, also with this dataset, MLNNC refinement significantly improves the accuracy of
predicted activity instances. However, we have higher delta values with respect of the pre-
vious experiment. This is because activity instances of this dataset have a much longer
duration with respect of the ones in CASAS dataset. The obtained results indicate a
correlation between instance recognition results and the quality of boundary detection.
For instance, taking medicines, which showed best instance recognition results, is related
with the smallest error on boundaries. The boundary error of cooking is higher but still
reasonable, since this activity can potentially last more than one hour. The worst results
are obtained, also in this case, with eating, mainly due to the above-mentioned problems:
the boundary error is so large because other activity instances, which happened in the
same location, produced many eating false positives, hence extending the boundaries of
the instances of this class. In general, considering the small set of activities, we state
there is an evidence that our current approach is reliable if there is at least some kind of
semantic relation between sensor events.
5.4.2 Online Recognition of Interleaved ADLs
Compared to the preceding experiments, the additional challenge introduced by online
recognition consists in the need for segmenting the continuous stream of sensor events on
the fly. For that reason, this time we investigate not only activity recognition quality, but
also quality of segments. In the following, first we propose two metrics to evaluate the
overall segmentation quality: purity and deviation of segments (DS for brevity). Subse-
quently, we present the corresponding experimental results and the overall performance
of the recognition system.
Table 5.6: SmartFABER dataset: Results (F-measure) of the proposed activity recognition
method compared to related work. Dataset (supervised) and Ontology (unsupervised) describe
the source of semantic correlations (PPM matrix).
Class
SmartFABER [14] MLNNC MLNNC
(supervised) (Dataset) (Ontology)
ac9 0.95 0.84 0.83
ac10 0.76 0.67 0.75
ac12 - 0.67 0.70
Table 5.7: SmartFABER dataset: Results of the boundary detection method. It shows the
average deviation [min] of the candidates compared to the refined instances.
Class
∆Start ∆Start ∆Dur ∆Dur
(Candidate) (Refined) (Candidate) (Refined)
ac9 2.20 2.53 1.08 1.08
ac10 14.44 8.95 25.83 21.13
ac12 7.56 3.26 34.17 16.59
avg. 8.07 4.91 20.36 12.94
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5.4.2.1 Segmentation Evaluation Metrics
A segment S is perfectly pure (i.e., its purity value is equal to 1) when all of its events
evi ∈ S are labeled with the same activity class. The formula to compute the purity of a





1[evi is labeled ac]
|S| (5.12)
Because we aim at generating segments covering a single activity instance, our goal
is to obtain segments as pure as possible. Since our segmentation algorithm produces
segments with dynamic size, we compute the overall purity of a set of segments S as the







However, purity alone is not sufficient to measure the effectiveness of a segmentation
algorithm. For instance, an algorithm instantiating a new segment for each sensor event
would achieve maximum purity, but would be of little utility, since inferred segments
would not resemble the exact ones. Indeed, an exact segmentation algorithm initiates
a new segment only when consecutive events belong to different activity classes. For
this reason, we also compute DS, as the root mean square of the segmentation error in
terms of the number of inferred segments. Formally, considering a sequence of sensor
events E = 〈 ev(se1, et1, t1), . . . , ev(sen, etn, tn) 〉, we denote SE,A the set of segments for
E predicted by a segmentation algorithm A, and we denote SE the exact set of segments
of E. The segmentation error ǫ(SE,A, SE) is computed as the modulus of |SE,A| − |SE |.
Hence, given a set of sequences of sensor events E = {E1, E2, . . . , Ej}, we compute the
DS of A by the following formula:






In order to show the effectiveness of our segmentation technique, we compare our method
with a simpler one (which we call Naive Segmentation) which performs segmentation by
using a static sliding window that covers w sensor events and has a window overlap factor
o. We have empirically determined that the best parameters for this dataset are w = 6 and
o = 50%. In addition, we also perform experiments considering different combinations
of the introduced aspects ASP1, ASP2 and ASP3 (see Section 5.2.2), since they had
the highest impact on segmentation’s quality. We report only those combinations which
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Table 5.8: CASAS dataset: Recognition performance (F1 measure) of the basic system (Of-
fline Mode, cf. Section 5.4.1.1) and the online extension (Online Mode) compared with a naive
segmentation approach and a supervised method based on Hidden Markov Model (HMM).
Class
HMM [186] Oﬄine Mode Naive Online
(cf. Table 5.4) (cf. Table 5.4) Segmentation Mode
ac1 0.66 0.85 0.71 0.74
ac2 0.86 0.81 0.78 0.86
ac3 0.29 0.72 0.44 0.62
ac4 0.59 0.72 0.74 0.74
ac5 0.83 0.81 0.89 0.93
ac6 0.83 0.88 0.82 0.88
ac7 0.88 0.57 0.70 0.56
ac8 0.67 0.88 0.67 0.77
avg. 0.70 0.78 0.72 0.76
reached satisfactory recognition results. For instance, we notice that aspect ASP4 (time
leap) has no impact on this dataset, since sensor events are temporally close together.
Figure 5.12 shows how purity, DS, and overall F-measure change by varying the seg-
mentation algorithm. Even if our system (i.e., where we use all the five aspects) does not
achieve the lowest DS value, it achieves the best purity and the best recognition results
with respect to the considered segmentation techniques. Analyzing the results of the
naive approach, it emerges that it reaches an acceptable purity, but it is affected by a
high DS value. This is because the naive segmentation technique produces a high number
of segments, negatively influencing recognition results.
Table 5.8 shows that our method still outperforms the HMM approach [186] in as-
signing each sensor event to the activity instance that generated it. Moreover, using
our segmentation strategy results also in a better performance than using the naive ap-
proach (+4%). In this context, the F-measure of the individual ADLs is always compara-
ble (±1%) or higher (up to 17%). Comparing the oﬄine and online modes, the recognition
results are similar except for fill medication dispenser (ac1), water plants (ac3) and choose
outfit (ac8).
In case of fill medication dispenser (ac1) and water plants (ac3), these activities are
essentially recognized by specific events that have to be temporally close. For instance,







(a) Segments average purity







(b) Deviation of segments (DS)







(c) ADLs recognition’s F-measure
Figure 5.12: CASAS dataset: How purity, deviation of segments (DS) and F-measure vary by
changing the online segmentation technique.
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(a) Segments average purity










(b) Deviation of segments (DS)










(c) ADLs recognition’s F-measure
Figure 5.13: SmartFABER dataset: How purity, deviation of segments (DS) and F1 vary by
changing the online segmentation technique.
water plants is characterized by the events “opening the kitchen cupboard” and “taking
water”. Unfortunately, our segmentation technique often separates those events in differ-
ent segments as they are not exclusively related to a single activity and subjects usually
performed other interleaved activities. Regarding choose outfit (ac8), looking closely at
the data, we noticed that usually this activity has a long duration and most related
sensor events are also related to other activities. These facts trigger ASP3 (consistency
likelihood) to initiate unnecessary segments, negatively influencing recognition rates.
On the other side, the activities watch DVD (ac2) and prepare birthday card (ac5) are
significantly better recognized by the online algorithm. Indeed, those activities can be
better recognized when isolated in specific segments and separated from possibly noisy
sensor events belonging to other activities.
Considering the overall results, we claim that the decrease of accuracy (at most −2%)
introduced by online segmentation is sufficiently small to preserve the utility of predictions
for most applications.
5.4.2.3 SmartFABER dataset
As in the preceding presented results, Figure 5.13 shows the segmentation’s quality of our
method compared to the naive approach and to selected combinations of the introduced
aspects (see Section 5.2.2). With respect to those combinations, our approach (i.e. using
all aspects) achieves high purity. The combination ASP2+ASP3+ASP4 achieves slightly
higher purity; however, the difference is negligible. Further, the DS of our system is also
significantly smaller than the one of the naive approach. Overall, we obtain the best
recognition results in terms of overall F-measure.
Concerning the naive approach, the results are clear, i.e., the purity is the lowest and
the DS is the highest. Thus, results obtained by naive segmentation with this dataset
are even worse with respect to the ones achieved with the CASAS dataset. As in the
preceding experiments, we have determined the optimal parameters empirically: w = 4
and o = 50%. According to our understanding, this fact indicates that high variability of
activity execution (motivated by cognitive impairment of the subject in this dataset) calls
for sophisticated segmentation strategies. Summarizing, our system recognized ADLs 9%
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better than the naive approach and improves the considered combinations of aspects up
to 3%.
Table 5.9 shows detailed recognition results and indicates that the accuracy achieved
by our unsupervised method is comparable to the one achieved by the supervised method
used in [14]. That method relied on temporal-based feature extraction and on a Random
Forest classifier. Further, we are still unable to recognize eating (ac10) (cf. Oﬄine Mode,
see Section 5.4.1.2) due to the mentioned reasons.
The results also show that the online mode performs very similar to its oﬄine coun-
terpart on this dataset.
Table 5.9: SmartFABER dataset: Recognition performance (F-measure) of the basic system
(Oﬄine Mode, cf. Section 5.4.1.2) and the online extension (Online Mode) compared with a naive
segmentation approach and a supervised method (SmartFABER).
Class
SmartFABER [14] Oﬄine Mode Naive Online
(cf. Table 5.6) (cf. Table 5.6) Segmentation Mode
ac9 0.95 0.83 0.74 0.81
ac10 0.76 0.75 0.65 0.76
ac12 - 0.70 0.67 0.71
avg. - 0.76 0.69 0.76
5.4.3 Active Learning in a Smart-Environment
In following experiments, we evaluate our active learning component, i.e., how personal-
ized feedback items received from similar homes/subjects can affect activity recognition
rates. For this purpose, we only use the CASAS dataset as the SmartFABER dataset
covers only a single person. Hence, we simulate 21 apartments with identical sensing
infrastructures but inhabited by different subjects. This setup resembles the one of a res-
idence for elderly people consisting of several similar apartments. We fixed the similarity
sim(h1, h2) between each pair of apartments to 0.5, since the sensing infrastructures are
identical (i.e., their similarity is 1), while the profiling of the subjects is unknown.
During a pre-processing phase, we excluded motion sensors that we found out to be
noisy ; i.e., producing measurements essentially independent from the performed activities.
Most of these noisy motion sensors were placed in locations irrelevant for the activity
recognition task. Other ones triggered too many events, possibly due to excessively high
sensitivity or too wide coverage area. Hence, we kept motion sensor events from seven
devices only5.
We performed leave-one-subject-out cross validation. In each fold, the system collects
feedback items from 20 subjects and uses them to update semantic correlations for the
remaining one.
Table 5.10 and Figure 5.14 summarizes our overall experimental results. The results
show that the application of our collaborative active learning method increases recog-
5Those sensors are identified as M02, M03, M04, M05, M13, M23, and M24 in the dataset.
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Table 5.10: Results (F-measure) of the proposed ADL recognition method compared to related
work for interleaved activities.
Class
Machine Learning Probabilistic Logic Our Approach Our Approach
(supervised) [192] (unsupervised) [53] (w/o active learning) (w/ active learning)
ac1 0.80 0.74 0.78 0.82
ac2 0.87 0.84 0.85 0.87
ac3 0.59 0.36 0.70 0.71
ac4 0.52 0.49 0.67 0.72
ac5 0.88 0.83 0.77 0.78
ac6 0.85 0.67 0.89 0.89
ac7 0.57 0.36 0.46 0.63
ac8 0.84 0.69 0.71 0.82
avg. 0.74 0.70 0.73 0.78
nition performance of about 5%. In order to compare our system with state-of-the-art
techniques, we also implemented the supervised method proposed in [192], which relies
on machine learning and time-based feature extraction. As machine learning algorithm,
we used Random Forest, since it is commonly used in activity recognition systems and it
already performed very well in our previous experiments (see Section 4.4). We executed
the experiments using that method with the same dataset using leave-one-subject-out
cross validation. Results show that our system outperforms the supervised method in
terms of average F-measure, and achieves equal or better results in recognizing 6 out of
8 ADLs. The supervised technique performs significantly better in recognizing prepare
birthday card (ac5). The main reason is that the classifier was trained on temporal-based
features that represent relations between sensor events. Thus, the order of certain sensor
events but also their temporal distance leads to a reliable pattern for ac5 in this dataset.
We also compared the system with a recent unsupervised method proposed in [53] where
correlations are extracted from the Web and used by a probabilistic reasoner. Results
show that it outperforms that method in recognizing 7 out of 8 ADLs (CASAS dataset).
Inspecting the results of our system, we observe that with the introduction of active
learning the recognition rate remains stable or increases. Investigating the results in
detail, we notice that the recognition rate of clean has a strong increase (ac7, +17%), while
prepare soup (ac6) remains unchanged. A deeper investigation pointed out that activity
ac6 was almost never queried, since its initial semantic correlations derived from our
ontology were already sufficient to recognize it accurately. Regarding the other activities,
we report an improvement which varies from 1% to 11%.
Considering the individual activities, Figure 5.15 highlights that there are almost no
conflicting activity classes and that in general each activity is well recognized. However,
we observe that clean (ac7) is often confused with the remaining activities. Indeed, this
is because clean is not clearly bound to a certain location or sensorized object; hence,
during that activity the resident triggers several sensor events that indicate the execution
of other activities.
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Figure 5.14: Precision, recall and F-measure (with active learning). Entropy threshold λ = 0.9,
feedback support threshold σ = 7.5
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Figure 5.15: Recognizing interleaved ADLs with active learning: Confusion matrix. Entropy
threshold λ = 0.9, feedback support threshold σ = 7.5
The previous mentioned results were obtained setting the entropy threshold to 0.9. As
this value directly influences the number of queries issued by the system, it is an important
parameter to consider. Figure 5.16a clarifies that on average a user had to answer six
questions to achieve the reported improvement of 5%. In the considered dataset, only
one day of ADLs for each subject was available. We expect that the average number of
queries in a day for a specific user will significantly decrease over time, thus converging to
zero queries after few days. It is important to note that lowering the entropy threshold
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Table 5.11: Results (F-measure) of our system with varying entropy threshold.
Class
Entropy threshold λ
0.3 0.6 0.9 1.2
ac1 0.819 0.813 0.824 0.811
ac2 0.875 0.874 0.869 0.876
ac3 0.743 0.739 0.709 0.730
ac4 0.719 0.724 0.724 0.724
ac5 0.813 0.807 0.784 0.780
ac6 0.896 0.894 0.887 0.886
ac7 0.659 0.645 0.633 0.629
ac8 0.859 0.863 0.824 0.774
avg. 0.798 0.795 0.782 0.776
would still improve our results (see Figure 5.16b) but would determine a significantly
higher number of feedback queries (see Figure 5.16a). As expected, we observe a tradeoff
between the overall improvement of the recognition rate and the user’s effort spent to
provide feedback.
Table 5.11 outlines the individual F-measure values that were achieved for each ADL
using different values of the entropy threshold. The results confirm that the mentioned
tradeoff holds for almost every activity. An exception is answer the phone (ac4) as the
recognition rate remains almost unchanged. This can be because the entropy computed
on the segments related to this activity is always very high; hence, increasing the entropy
threshold does not reduce the number of queries.
In addition to entropy, we also assessed the impact of the feedback support value
σ, which ensures that a personalized feedback item is transmitted only if it was derived
from a sufficient number of feedback items from similar homes. Figure 5.16c outlines that
when σ drops under a certain value, the system uses unreliable feedback, which results in
a decreased recognition rate. In contrast, using an excessively large value of σ, the system
filters out relevant feedback that could improve recognition rates.
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Figure 5.16: The plots illustrate the relation between our entropy and feedback support thresh-
olds in respect of the recognition quality. Hence, a lower entropy threshold increases the recognition
rate but also goes hand in hand with a higher number of questions that the user has to answer (cf.
(a) and (b)). In this context, the feedback threshold has to ensure that the unreliable feedback is
ignored, i.e., that does not generalize over the group of homes (cf. (c)).
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In general, our results clearly show that collaborative active learning is a reliable
tool to discover new semantic correlations and in turn to improve the recognition rate.
This is especially the case for sensors that do not carry explicit semantic information with
respect to activities. For instance, our ontology did not cover the events related to motion
sensors. Our system was able to learn automatically the semantic correlation for those
sensors’ types improving the recognition rate. Moreover, our method required on average
only six feedback queries per resident, ranging from a minimum of 3 to a maximum of
10. We believe that this number of questions is acceptable in many application domains,
especially if user-friendly and context-aware interfaces for feedback acquisition are used.
5.5 Discussion
Similar to the introduced physical human activity recognition system, there are also tech-
nical and conceptual aspects in respect of recognizing ADLs which we need to discuss.
First, only few works focus on how to interact with the resident, i.e., to investigate which
interface is appropriate to communicate with the user. Probably that depends on the
respective person, e.g., one might prefer concrete questions as text or as a voice message
while others want to see a picture or a video. Second, so far we only considered the
scenario of a single resident; however, a multi-residents scenario is anything but unreal-
istic. Moreover, it is probably one of the most challenging open issues. Especially the
Amazon Go store6 convey a feeling how difficult it is to track people precisely. Third,
regardless of whether video cameras are used or not, the privacy aspect is a very impor-
tant topic, i.e., for what kind of data is it acceptable to be recorded and how they need
to be processed. With regard to the General Data Protection Regulation (GDPR) [193],
which was adopted within the European Union, it must be expected that this issue will
intensify in the future. Fourth, in our work we mainly rely on ontologies to recognize
ADLs. One might argue that constructing an ontology is not worth the effort. Further,
those adaptions might be always necessary when applying our presented approach to a
new smart-home or environment. In the following, we want to refute these aspects. Fi-
nally, as already mentioned in respect of our motivation, the combination of wearable and
external sensors might be a promising direction, especially concerning the multi-residents
problem. Now that we have investigated both fields, we want to recap this idea.
5.5.1 Interaction with the Residents
In most smart-home scenarios, the interaction or communication with the residents is
unavoidable be it to handle uncertainties of the system or to receive and process com-
mands. While more and more publications affirm that it is necessary to keep the user
in the loop (e.g. to react to behavior changes) only few works focus on this problem.
6Amazon Go is a grocery store where more than 100 cameras were installed to track customers. The
idea is to automatically recognize what a person took out of the store. The first store opened in January
2018.
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Commonly, researchers assume that the user answers questions of the system always cor-
rectly. Moreover, sometimes the user should reconstruct the entire daily routine at the
end of the day. In addition, the problem of whether the user has time or mood to answer
questions is often ignored. We have to acknowledge that also in our work these aspects
were simplified.
Indeed, we only identified few works which deal more closely with this topic. Rashidi
et al. [194] present a graphical user interface (named CASA-U) which can be used by the
resident to provide explicit and implicit feedback. More precisely, the user can directly
manipulate automated activities (e.g. patterns) but also rate them. While the authors
state that it was clear to the users how to use CASA-U, they also highlight that training
is needed for residents to make effective use of smart-home technologies. In this context,
Karami et al. [195] also states that a user-independent scenario is not feasible (also in
respect of a multi-residents scenario) but also emphasize that the interaction should be
in a natural way without any need to educate or train users. Comparable to CASA-U,
they use an interactive tablet combined with a web-based application but consider also
voice recognition to gather (explicit and implicit) feedback from the user. Unfortunately,
they do not evaluate how well the user interacts with their system but only point out
how critical this aspect is. Hossain et al. [161] propose an active learning approach which
relies on additional (external) annotators. They compare different algorithms to identify
samples that are worse to be labeled. While their results look promising and it is possible
to learn new activities at a later point in time, the number of asked queries seem to be
unfeasible in respect of a real world scenario. Overall, this shows that there is no straight
solution and that it is necessary to dive into this issue. Besides, there are also works
which focus in general on the users’ behavior in an intelligent environment [196].
In respect of our approach, we believe that it is important to investigate contextual
aspects that should be considered when evaluating whether to ask a feedback or not. These
aspects include the number of queries that have already been asked recently, the current
mood of the subject and whether the user can be interrupted. Regarding the interface,
a speech recognition module is probably most promising as it allows to query residents
in natural language. Further, a voice interface is particularly suitable for patients and
elderly subjects, thus facilitating their interaction with the system. This is also supported
by upcoming smart speakers like Google Home, Amazon Echo, and Apples HomePod.
Moreover, these devices easily allow to develop and investigate suitable voice interfaces
(e.g. as a Skill for Alexa which is used by Amazon Echo).
5.5.2 Multiple Residents in a Smart-home
Similar to the preceding problem, recognizing activities in a multi-residents scenario is
an open issue and researches still try to identify the most appropriate approach. In this
context, researchers mainly try to track and separate the individuals in a smart-home
in order to assign sensor events to a certain person or they focus on approaches where
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a separation of users can be avoided (so both extremes). Further, considering multiple
residents also increases the complexity in respect of how activities are performed. Having
at least two residents requires (in addition to interleaved activities) also focusing on
cooperative, concurrent and parallel activities. Besides, most works state that a camera
or video-based solution is not appropriate mainly due to privacy concerns [197–199].
Usually, the choice of approach (i.e. to track or not to track the residents) depends on
the considered sensors. On the one hand, some researchers claim that wearable devices
are obtrusive [198, 200] while others consider wearable devices as indispensable [52, 201].
Only external sensors seem to be generally accepted. In this context, Alemdar et al. [199]
present an approach that considers only ambient sensors and that uses factorial Hidden
Markov Models to handle multiple residents at the same time without assuming any ex-
plicit user identification. They argue that it is not realistic to assume that a person’s
identification is available at any time. However, while they considered only two residents,
they also conclude that a higher number of residents may require a tracking mechanism
as otherwise it would be extremely challenging. Alhamoud et al. [200] have the same goal,
i.e., to handle two residents by using only power sensors. They use a multi-label classi-
fication approach to reduce the complexity so to avoid a strict assignment of activities
to users. Indeed, a multi-label classification approach seem to be a common approach to
handle multiple residents [200, 202]. The authors state that the temporal relations be-
tween subsequent activities play an essential role in enhancing the predictive performance.
Unfortunately, their results have weaknesses, as one activity was not recognized at all. In
contrast to these two approaches, Yin et al. [197] also tried to track the residents by just
using non-wearable and unobtrusive sensors to localize the residents at room-level using
probabilistic models. However, the accuracy is at most 74% (six rooms, two residents).
Researches which propose a combination of external and wearable sensors to track
residents, usually also state that the only-external-sensors approaches do not scale with
regard to a larger number of residents. Roy et al. [52] presents such a hybrid solution
using Hidden Markov Models and also investigate the performance concerning a varying
number of residents. For that purpose, they rely on spatiotemporal constraints along with
multimodal data to recognize postures, locations and events to derive ADLs. Their re-
sults show, first that the combination of external and wearable sensors performance most
suitable, i.e., better than the respective sensors individually. Second, also the reported
performance is stable (accuracy: up to 0.90± 0.06) in respect of observing four residents
simultaneously. Alam et al. [201] follow a similar idea by also using wearable and ex-
ternal sensors to mine spatio-temporal relationships across the activities of individuals
(i.e. constraints and correlations). In this context, they distinguish between micro- (e.g.
posture) and macro-activities (e.g. cooking) and use a Bayesian network to derive ADLs.
However, the results are less expressive as they consider only two residents. Mokhtari et
al. [203] introduce a system that only relies on wearable tags and motion sensors. The
wearable tags allow a room-level localization using Bluetooth low energy. Subsequently,
the triggered motion sensor events are assigned to a resident. The insights are compa-
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rable to the two previous works but the authors highlight and important aspect. The
main issue of a wearable-based sensor approach is that people might forget to carry the
respective devices or tags.
Overall, it points out that most works only focus on two residents so that the respective
results are hard to interpret concerning scalability. It seems that the combination of
external and wearable sensors is promising but there is still much research required. This
includes the issue how to combine these two sensor types and the derived information.
Especially during the last two years, it can be observed that an increasing number of
publications focus on multi-residents smart-homes [52, 197–200, 202, 203]; hence, it can
be expected that researchers shift from a single-resident to a multi-residents scenario.
Indeed, this development is in line with our motivation and our presented work. As
intended, we focused on (fundamental) problems that can be considered as prerequisites
for the described development. It can be assumed that the individual user will be more
and more the object of interest (user-centric); thus, wearable and external sensors are
required.
5.5.3 Privacy Aspects
Considering smart-homes, usually the term privacy goes along with video cameras and
computer vision techniques [197,198]. Researchers argue that cameras record events in a
very detailed way, which on the one hand include unnecessary privacy details while on the
other hand there is also the danger that the cameras are controlled (take-over) by a third-
person. However, the term privacy is actually much broader and includes also concerns
about data transfer and the question if even the recorded sensor data is private data.
Indeed, the necessity of discussing these questions goes hand in hand with the consid-
ered approach, i.e., should the ADL recognition within a smart-home run independently,
collaborate with other smart-homes, or make us of external service providers. The last
two raise many privacy concerns even if the proposed system does not require cameras or
microphones.
For the sake of our work, we assumed that the introduced Cloud Service (see Sec-
tion 5.3.3.1) is trusted, while in a real scenario it can be considered as an untrusted third
party service. Hence, there is also the need of protecting the confidentiality and integrity of
user and infrastructure profiles but also information about events and activities provided
by the user feedback. We believe that a solution based on homomorphic encryption [204]
and secure multi-party computation [205] may sufficient to address the outlined problems.
Thus, recorded data is encrypted before it is transmitted to the Cloud Service that in
turn is able to perform the required computations without encrypting the data. While
such techniques exist, the feasibility in respect of collaborative smart-home scenarios is
still unclear, i.e. this can be considered as an open issue.
Another important aspect which goes along with this topic is the GDPR [193]. The
GDPR is a regulation adopted by the European Union (EU) in mid-2018 for privacy and
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data protection for all individuals within the EU. Broadly speaking, the GDPR aims
to give control to the individuals over their personal data but also to control export
of personal data outside the EU. This means that in addition to the already mentioned
issues, also transparency is an important factor. The individuals need to know which data
is recorded and how this data is used. Further, it can be assumed that in the medium
term also other countries adopt similar rules.
While we acknowledge that privacy is a critical aspect, we believe it should not dom-
inate the investigations of open issues. On the one hand, it should be considered in the
design of new system architectures but also regarding the feasibility in a real-world sce-
nario. On the other hand, new questionable ideas or approaches should not be discarded
immediately.
5.5.4 Ontology Engineering
Ontologies enable to define concepts and relationships between those concepts within a
domain. In this context, ontology engineering means the modeling of a large-scale repre-
sentation of corresponding actions, time aspects, physical objects and beliefs. Especially
in the last decade, the use of ontologies in information systems has become more and more
popular in various fields including web technologies and natural language processing [206].
In our work, we made use of ontologies to define formally the semantics of ADLs, sensor
events, context data, and the home environment. The reason was to overcome the issue
that manually modeling these things is unfeasible in realistic scenarios. For instance,
the CASAS dataset (see Section 5.1.1) which we used in our experiments involves 70
sensors and 8 activities, resulting in 560 different values of semantic correlations. Other
real-world deployments are much more complex. Of course, we acknowledge that our
technique requires a relevant knowledge engineering effort to define the required ontology
(our ontology includes 235 classes and 59 properties). However, we point out that the
knowledge engineering effort can be reduced by reusing existing ontologies. In particular,
the ontology used in this work is an extension of the COSAR ontology [145], which was
originally intended to model context data and human activities. The extension mainly
regarded the definition of a few classes for activities and artifacts that were not considered
before, and a few additional properties used by our reasoning method. Developing the
extension required one day of work by a researcher with good skills in OWL 2 modeling.
Moreover, we were able to use the same ontology for both apartments involved in our first
experiments, which had very different characteristics (see Sections 5.1.1 and 5.1.2).
We agree that it is questionable whether in larger scale implementations the same
ontology can be adequate to cover every possible home environment and individuals’
mode of activity execution. That is why we also exploited active learning to fine-tune
the probabilistic model according to the user’s environment and personal habits, and to
evolve automatically the ontology according to the current context. Nevertheless, we have
to conclude that even if our system relies on a generic and possibly incomplete ontology
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that considers (only) general relationships between activities and home infrastructure, the
engineering effort is still noticeable. On the other hand, even if this is not an optional
solution it surpasses manually modeling and offers many benefits.
5.5.5 User-Centric Activity Recognition
As previously mentioned, by user-centric we denote an approach which combines wearable
and external sensors for recognizing ADLs, i.e., a hybrid solution. In this context, we
make no assumptions about the sensors used, how they are combined, or the location of
the user. However, we believe that it is necessary to identify users in respect of being
able to assign the triggered or recorded sensor events to the respective user. Indeed, we
already discussed this approach in respect of a multi-residents scenario and the related
works present promising results (see Section 5.5.2). However, we take the view that the
combination of wearable and external sensors is already meaningful concerning a single
resident as for example the observation of the arm movements might clarify if a phone is
just touched or actually used (cf. see Section 5.4.1.1). Further, we also believe that the
recognition of ADLs should not be restricted to a certain environment. Of course, leaving
a smart-home goes along with losing information which is provided by external sensors.
However, upcoming devices such as smart-glasses might be a bridge solution. Certainly,
the biggest issue is probably the social acceptance of such a device. In contrast, simplified
cameras which only capture depth or brightness information might be a tradeoff. Overall,
we consider our presented work on the one hand as essential in regard of the outlined
research directions on the other hand existing related work that focuses on hybrid solutions
and multimodal data confirms our statements.
Compared to the multi-residents discussion, below we want to focus more on the com-
bination or fusion of different sensors and the resulting issues. Basically, one distinguishes
between early and late fusion, i.e., the recorded data is fused before the actual machine
learning technique is applied or the different sensor streams are processed (e.g. classified)
separately and the individual results are subsequently combined. Existing works tend to
use late fusion not least because problems with varying sensor sampling can be avoided
(e.g. video vs. acceleration data [207]). Alam et al. [201] present such a hybrid solution
which makes use of late fusion. They focused on recognizing context data including pos-
ture, location and environmental noise to recognize complex activities. Similar, Wang et
al. [208] rely on distributed ambient sensors to identify the current room of the user. Sub-
sequently, they analyze the wearable sensors to derive the performed ADL. This two-step
approach also enables to incorporate certain constraints, as for example it is impossible
to cook in a bathroom. They state that single sensor modalities sometime may not cope
with complex situations in practice. Further, De et al. [107] also states that ADLs often
include physical and postural activities while IADLs (see Section 1.1) include activities
that require a combination of physical and cognitive capabilities. While it is possible to
capture such aspects only using external sensors, wearable sensors are also capable of this
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but in a much simpler way. For instance, a single accelerometer which is attached to
a forearm can capture how someone is moving the arm. In contrast, especially without
cameras one needs a variety of external sensors to capture the movement of a certain arm.
This also shows that combining external and wearable sensors goes along with a reduced
infrastructure, which is also a common goal or requirement.
Generalizing the existing late fusion approaches, it strikes that the idea is to recognize
certain (critical) parts like object interactions, physical activities, current location, and
(emotional) conditions which in turn are combined to recognize the performed ADL [107,
197,201,208] (see Figure 6.1). However, even though this general approach seems suitable
for recognizing ADLs, there are several open issues. This includes the question how
different aspect or context information (e.g. posture) contribute to the final decision
but also how fine granular this aspects need to be recognized. Hence, this approach
has many steep operational challenges. In this context, Roy et al. [52] also highlights
that usually individuals appear reluctant to wear continually multiple sensors on the
body. Further, embedding sensors on various objects of daily living (e.g. microwaves and
kitchen cabinets) also go along with operational costs and battery-life issues.
Nevertheless, we believe that these problems can be solved. First, upcoming solu-
tions like smart-clothes [63] may change the acceptance of carrying sensors permanently.
Besides, even if several researchers state that carrying wearable devices is disturbing es-
pecially for elderly people, at least in Germany it is common that elderly people have an
emergency call system. Thus, these people wear an emergency button all the time (e.g.
as a necklace or bracelet). Moreover, in our presented work, we already addressed and





Conclusion and Future Work
6.1 Conclusion
Human Activity Recognition has been deeply investigated in the last decade taking ad-
vantage of the effective sensing infrastructure that is becoming available with off-the-shelf
products as part of domotics, smart objects and wearable devices. However, a general
problem of many existing studies on the subject is that they are conducted in a highly
controlled environment. In consequence, the results of these studies often do not carry
over to real world applications. In our work, we investigated sensor-based human activity
recognition with the objective of moving out of the laboratory but also of creating a basis
for combining wearable devices and smart-environments. Overall, we addressed several
open issues and proved the feasibility of our introduced solutions but at the same time,
we also identified further research directions. In the following, we will go into detail and
recap our research questions and the respective results.
Our first investigation focused on an outstanding problem when relying on wearable
devices. This is the fact that it is up to the user where the device is carried, i.e. the
on-body device position is not known a-prior (RQ1.1). In contrast, most existing works
assume to know the device position. To dive into that problem, we created a large real
world dataset by recording 7 on-body positions of 15 subjects while they performed eight
physical activities. Considering a single-subject scenario, we investigated the possibility
to detect the current on-body position of a wearable device in a real world scenario with
a single accelerometer in context of several physical activities. Our results show that we
are able to detect the correct on-body device position with 89% (F-measure). Further, we
want to highlight that the recognition quality of the device position was almost stable (F-
measure, SD ±3.4%). Considering the individual physical activities, standing and sitting
are the most problematic where jumping and running are the most appropriate ones.
In addition, to evaluate the impact of the position information, we performed position-
aware activity recognition experiments where we considered the results of the on-body
position detection including all mistakes (RQ1.2). The corresponding results show that
the introduced position-aware approach is able to recognize the correct physical activity
with 84% (F-measure). Compared to the position-independent approach, the recognition
rate is 4% higher, i.e., the results provide strong evidence for the improvement of the
activity recognition rate in case that the on-body position is known.
Other researchers achieved lower or equivalent recognition rates and considered less
positions and activities. For instance, Coskun et al. [18] considered the hand, trousers, and
backpack and achieved a recognition rate of 85%. Furthermore, Vahdatpour et al. [118]
considered the same on-body positions as we did expect the chest and focused only on
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walking but achieved an accuracy of 89%. This indicates that the consideration of more
positions and activities lead to a lower recognition rate. This is in line with our first result
were we did not distinguish between static and dynamic activities. However, due to the
individual handling of dynamic and static activities, our introduced approach performs
significantly better in a real world scenario.
Equally important, Coskun et al. [18] state that the usefulness of the information of
the device position depends on the performed activity. Further, they also state that in
general this information has a less effect on the recognition rate. In contrast, Martin
et al. [117] state that the information of the position leads to a significant improvement
concerning the activity recognition. In view of the fact that we considered all relevant
on-body positions and several different and common physical activities, our results also
provide strong evidence concerning the positive influence of the position information.
As a single-subject scenario goes hand in hand with the need of labeled data for each
user but people like patients or elderly may unable to do that, consequently we focused on
the feasibility of using labeled data across people (RQ1.3). In particular, we investigated
the following approaches: leave-one-subject-out, random groups, top-pairs, and group-
ing people with similar physical characteristics. The results show that our physical-based
recognition model performs the best, i.e., physical characteristic (fitness level, body struc-
ture, and gender) enable to build promising cross-subjects activity recognition models.
Further, our results also show that the waist is the best on-body position for cross-subjects
activity recognition. Hence, acceleration patterns for the same activity across different
users are most similar at this position. Considering this position, the physical-based ap-
proach was able to achieve a recognition rate of 79%. With an additional wearable device
(at the shin), the recognition rate improves by +3% (82%).
Most existing works focus on leave-one-subject-out where the opinions tend to state
that this approach is not reliable. Vo et al. [135] clarify that an increasing number of con-
sidered users goes along with a decreasing activity recognition performance. We attribute
this behavior to the fact that the classifier learns only the most dominant behaviors across
people. To counteract this behavior, researchers suggest creating specific groups. In par-
ticular, Lara et al. [108] and Weiss et al. [122] hypothesize that physical characteristics
such as gender, weight, and fitness level could be reliable indicators to form groups. In our
work, we investigated this hypothesis and our results provide evidence for the correctness.
However, we also have to state that the considered physical characteristics did not cover
the characteristics of the activity jumping.
Comparing our single-subject and cross-subjects results, shows a performance gap
but also the shortcoming that our approach is not capable to adapt to behavioral changes
of the user (RQ1.4). For that purpose, we investigated the possibility of personalizing
cross-subjects activity recognition models using an Online Random Forest (as in pre-
ceding experiments it turned out to perform consistently better than other classification
techniques). Similar to the preceding experiments, we considered all on-body device po-
sitions but also combinations and focused on physical activities. The results show that
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by relying on user-feedback and smoothing, the recognition rate for a new unseen subject
can be improved by +8% while dynamic activities (which are normally of higher interest)
can be even improved by +11% (F-measure). Hence, online and active learning are suit-
able techniques for increasing significantly the recognition rate of a cross-subjects based
model. The resulting effort for the target user that goes along with the personalization
was limited to 10 questions, i.e., significantly less effort than creating and labeling a new
dataset.
In regard of related work, we can state that our approach achieves a higher improve-
ment than a combination of neural networks and fuzzy clustering [132] or online parameter
optimization [39, 130]. Further, related work also suggests that an extension of our ap-
proach by co-training could be a promising idea [126].
To answer RQ2.1 and RQ2.2, we performed an extensive literature research which
in turn lead us to an unsupervised approach for recognizing complex ADLs through onto-
logical and probabilistic reasoning with Markov Logic Networks. Extensive experiments
with real-world datasets showed that the accuracy of our unsupervised method is compa-
rable to the one of supervised approaches, even using a smaller number of sensors. For
instance, compared to Singla et al. [186], our approach performed +8% better (F-measure,
CASAS). On the negative side, our technique requires a relevant knowledge engineering
effort to define a comprehensive ontology of ADLs, the home environment, and sensor
events. However, the ontology used in this work is an extension of the COSAR ontol-
ogy [145], which was originally intended to model context data and human activities.
Hence, it is feasible to use the same ontology across different works with a manageable
effort. Nevertheless, the modeling problem is particularly challenging when focusing on
complex ADLs, which are characterized by large intra- and inter-personal variability of
execution as it is unfeasible to model manually these aspects in realistic scenarios. For
instance, the CASAS dataset that we used in our experiments involves 70 sensors and
8 activities, resulting in 560 different values of semantic correlations. Other real-world
deployments are much more complex. For that reason, we state that our approach is a suit-
able tradeoff between engineering effort, feasibility and scalability because it overcomes
several limitations including the need to acquire expensive ADL datasets, enumerating
all possible sequences of actions, and it can be seamlessly reused.
Another major concern is the ability to recognize ADLs also shortly after or even
during the execution; hence, similar to the physical activity recognition scenario, several
applications require recognizing ADLs in almost real-time (RQ2.3). That also implies the
question how to process or segment the sensor stream. For that reason, we enhanced our
introduced system by a novel online segmentation algorithm that combines probabilistic
and symbolic reasoning to segment on the fly the continuous stream of sensor events. More
precisely, we considered different aspects such as object interaction, change of context,
consistency likelihood, time leap, and change of location that can be directly derived
from the sensor stream. For both datasets, the experiments show that our segmentation
algorithm produces high quality segments with respect to standard techniques, enabling
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to reach higher recognition rates. In this context, the individual segments are processed
and classified in the same way as in oﬄine mode, i.e. through ontological and probabilistic
reasoning. Comparing both modes, the recognition rate achieved in online mode (76%,
CASAS) is close to the one achieved in oﬄine mode (78%, CASAS).
The capability of being able to recognize ADLs in almost real-time benefits to gather
the behavioral pattern of the user (RQ2.4). Thus, we focused on a concept which takes
advantage of the heterogeneity of environments and individuals to discover new semantic
correlations between certain sensor events and ADLs. Experimental results show that our
framework significantly improves the overall recognition rate (+5%, F-measure), while
issuing a limited number of queries to the inhabitants. Further, we observe a tradeoff
between the overall improvement of the recognition rate and the user’s effort spent to
provide feedback. In order to compare our approach with state-of-the-art techniques, we
also implemented a supervised method [192], which relies on machine learning and time-
based feature extraction. Results show that our approach outperforms the supervised
method in terms of average F-measure (74± 15% vs. 78± 9%, F-measure, CASAS). We
also compared our approach with a recent unsupervised method proposed by Riboni et
al. [53] where correlations are extracted from the Web and used by a probabilistic reasoner.
Results show that it also outperforms that method (70 ± 20% vs. 78 ± 9%, F-measure,
CASAS). In general, our results clearly show that collaborative active learning is a reliable
tool to discover new semantic correlations and in turn to improve the recognition rate.
This is especially the case for sensors that do not carry explicit semantic information with
respect to activities. For instance, our ontology did not cover the events related to motion
sensors but our system was able to learn automatically the semantic correlation for those
sensors’ types improving the recognition rate.
Overall, the answers of our research questions illustrate on the one hand the feasibility
of physical activity recognition but also recognizing ADLs in a real world scenario. On
the other hand, we also identified other open issues or even limitations. This brings us
to one of our core motivations, i.e. to pave the way for combining external and wearable
sensors. In respect of our comprehensive experiments and discussions, we conclude that
this is a promising way to overcome several discussed issues. Indeed, already existing but
limited hybrid solutions show that it is reasonable to dive into this concept. Figure 6.1
summaries our work, our ideas, and approach in respect of considered aspects, how they
are connected, what we already investigated, and what else needs to be investigated.
6.2 Future Work
There are several open issues for physical activity recognition, recognizing ADLs in a
smart-environment but also in respect of hybrid solutions. For that reason, in the following
we highlight certain research directions in respect of these areas where we mainly refer to
our preceding discussions.
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Activities of Daily Living
Machine Learning (e.g. Trees, Networks)
Probabilistic Model (e.g. Markov Logic)
Analyzing the Daily Routine
Process Mining (e.g. Conformance Checking)
[1, 3, 4]
[2, 5, 8] [207,209]
[1, 3, 4, 7] [2, 5, 207]
[2, 5, 6, 8]
[210,211]
Figure 6.1: Towards real world activity recognition from external and wearable sensors (adapted
from [212]). It depicts the overall picture which we have in mind when talking about activity
recognition. More precisely, the picture explains the flow from raw sensor signals to certain
aspects like the current posture (e.g. standing) or used objects (e.g. knife) which in turn enable
to derive the performed ADL (e.g. preparing meal). After recognizing a sequence of ADLs, they
can be connected to analyze the (daily) routine. The grey boxes highlight areas which we already
investigated; hence, the depict references are our publications. The grey/white boxes indicate that
we performed only basic investigations in that corresponding field.
So far, we have shown that physical activity recognition based on wearable devices
can be reliably executed in a real world setting and the necessary training effort can be
reduced significantly using online and active learning. Nevertheless, we only focused on
accelerometers where wearable devices provide several different kind of sensors. While
several works already considered, for example, gyroscopes and magnetometers, they did
not investigate how certain sensors contribute to the recognition results. Further, wearable
devices like smart-watches seem to be predestined to recognize sedentary activities; indeed,
this can be also considered as a step from physical activities to ADLs. For instance,
first it is recognized that someone is sitting and subsequently the arm movements are
observed to recognize the actual ADL (e.g. eating). On the other side, we also have
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the methodological part. In our work, we relied mainly on Random Forest. Upcoming
or hyped techniques like LightGBM or deep neural networks might even improve the
performance but in particular, it is not clear which open issue could be addressed with
these techniques.
In respect of recognizing ADLs, we have proposed purely unsupervised methods for
recognizing high-level activities; however, these approaches were tested in a partly re-
stricted setting. This includes the number of residents, the interaction with the residents,
but also privacy aspects. A multi-inhabitant scenario introduce several issues such as the
belonging of the sensor events, i.e., which user triggered which sensor event, but also new
ways of carrying out activities must be taken into account, e.g., parallel or cooperative
activities. In particular, wearable devices seem to be promising in respect of these issues.
Further, the interaction with the inhabitants is not limited to the type of communication
interface (e.g. voice). An important aspect that also needs to be considered is the cur-
rent context and mood of the user, which may influence the quality of the answer and
the willingness to provide an answer. The definition of user-friendly interfaces for that
purpose is also a challenging aspect, which needs to be investigated.
Finally, especially in respect of the GDPR, the privacy issue has a significant influence
on which sensors or devices should or can be considered but also how the recorded data
need to be processed. This includes necessity of transparency that in turn also may have
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The following formulas illustrate how the respective features were implemented in our
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