k=0 be a sequence of real numbers satisfying t 0 = 0 and |t k+1 | (1 + 1/M)|t k | for each k 0, where M 1 is a fixed number. We prove that, for any sequence of real numbers (ξ k ) ∞ k=0 , there is a real number ξ such that t k ξ − ξ k > 1/(80M log(28M)) for each k 0. Here, x denotes the distance from x ∈ R to the nearest integer. This is a corollary derived from our main theorem, which is a more general matrix version of this statement with explicit constants.
Introduction
Throughout, let R, Z and N be the sets of real numbers, integers and positive integers, respectively. For a vector x = (x 1 , . . . , x m ) in R m , we denote its length by |x| = x 2 1 + · · · + x 2 m . Also, let x be the minimum of |x − n|, where n = (n 1 , . . . , n m ) runs over every vector of Z m . In other words, x denotes the distance from x to the nearest point of the lattice Z m . In this note we shall prove the following. 
A. Dubickas
Inequality (1.2) of the theorem is equivalent to the fact that the balls centred at (ξ k + n)S 
for some real number M 1 and each integer k 0. Then there is a vector ξ in R m such that
for every k 0.
A special case of Corollary 1.2, corresponding to m = 1 and S k = ±1, is the following statement. 
Suppose that a + ib is a complex number of modulus In the next section we shall explain the origin of the problem and recall some earlier results in this direction. The proof of Theorem 1.1 is based on the Lovász local lemma from probabilistic combinatorics. This beautiful relation between the Lovász local lemma and the distribution of intervals with denominators t k was discovered in a recent paper of Peres and Schlag [14] . We follow their idea in our proof.
The proof of Theorem 1.1 is given in Section 3. It is completely self-contained. The proof of Corollary 1.2 is given in Section 4. All parameters and constants featuring in Corollary 1.2 were found by calculating the minimum point of the involved function.
Earlier results
The problem of whether, for every lacunary sequence of positive numbers (t k ) ∞ k=0 , there is a number ξ ∈ R for which the sequence of fractional parts {t k ξ} ∞ k=0 is not dense in [0, 1) was posed by Erdős [8] . It was solved by de Mathan [12] and Pollington [15] independently. Their results imply that if t 0 > 0 and t k+1 (1 + 1/M)t k for some M > 0 and each k 0, then there are ξ ∈ R and τ = τ(M) > 0 such that t k ξ > τ for every k 0. Curiously, the problem of Erdős was already solved by Khintchine many years before it was posed: see Hilfssatz III in [11] . It seems likely that Khintchine's result was simply forgotten.
The relation of this kind of result to another problem of Erdős on the chromatic number of some graphs was found by Katznelson [10] . In this context, the dependence of τ on M becomes an important problem. (Following Khintchine's proof [11] , one gets
2 with an absolute positive constant c.) Subsequent improvements of the function τ(M) were obtained in [10] , [1] and [5] . Recently, Peres and Schlag [14] proved that τ(M) can be taken as 1/(cM log(M)) for M 2, where c is some large but explicit constant. This estimate is sharp up to a logarithmic factor. Moshchevitin [13] proved that one can take τ(M) = 1/(2 11 M log M) if t 0 2 and M 8. Our estimate (1.6) of Corollary 1.3 strengthens this bound to τ(M) = 1/(80M log(28M)) under the relaxed condition M 1. In addition, it proves this bound for t k ξ − ξ k , where
is an arbitrary sequence of real numbers, which for some applications can be quite useful. See [5] for a result concerning τ(M) in the range M < 1. (See also [2] and [6] for some related work.)
An additional motivation for the study of τ(M) is the problem of distribution of the fractional parts {ξα k } ∞ k=0 , where α > 1 and ξ = 0. This is an old problem initiated by Weyl [16] . We remark that even the distribution of the simplest sequences, such as
, is far from understood. See, for instance, [9] for an estimate between two extreme limit points of the sequence {ξα k } ∞ k=0
when α > 1 is a rational number, and [4] for a similar estimate when α is an algebraic number. (There is almost nothing known if α is a transcendental number.) Inequality (1.6) applied to the sequence t k = α k thus indicates the limits beyond which one cannot go in such estimates. Similarly, one can study the distribution of a sequence of complex numbers, for instance, the sequence of powers of a complex number a + ib, where a 2 + b 2 > 1, with respect to the Gaussian integers Z[i]. This problem was studied, for example, in [7] . Corollary 1.4 improves upon corresponding estimates obtained earlier in [7] and [13] .
A version of Corollary 1.2 with the denominator in (1.5) being 2 13 m(M log M) 1/m , under the somewhat stronger restriction M 8 instead of 16(5M log(28M)) 1/m for M 1 (as in (1.5)), was recently obtained by Moshchevitin [13] . Another useful observation is that we remove some unnecessary restrictions on t 0 . Finally, we remark that Theorem 1.1 can be applied not only to lacunary sequences (t k ) ∞ k=0 , but also to their unions and similar sequences. Also, usually, for a given lacunary sequence, one gets stronger result by applying Theorem 1.1 directly rather than by Corollary 1.3. For example, let us consider the sequence t k = (11/10) k , where k 0. Corollary 1.3 with M = 10 implies the existence of ξ ∈ R for which ξ (11/10) k − ξ k > 0.0002218 for each k 0. On the other hand, by Theorem 1.1 with m = 1, we find that c(h) = (11/10) h . Hence, by (1.3), we have δ = (1/(eh) − 4(10/11) h )/8. A simple calculation shows that the maximal value of δ = 0.0004258 . . . is attained at h = 96. Thus, applying Theorem 1.1 directly, we derive that for any sequence of real numbers (ξ k ) ∞ k=0 there is a real number ξ such that ξ (11/10) k − ξ k > 0.0004258 for each k 0.
Proof of Theorem 1.1
The following probabilistic lemma is given in [14] . It is a version of the Lovász local lemma (see, e.g., [3, Chapter 5] ). Moshchevitin [13] showed that one can avoid the use of this probabilistic lemma and give a direct argument instead. However, the proof based on such a lemma is simpler. For the convenience of the reader we shall give its proof. 
The claim would follow from the inequality P(A i | B i ) τ. We shall prove this inequality by induction on i.
Proof of Theorem 1.1. Fix a positive number ε. On replacing ξ by N −1 ξ and each t k by Nt k , we have t k ξ = Nt k N −1 ξ. So, without loss of generality every t k can be assumed to be arbitrarily large, say, t k > 1/ε.
Fix some σ > δ. Fix k 0. Note that the inequality t k xS k − ξ k < σ, where x = (x 1 , . . . , x m ), S k = (a ij ) 1 i,j m and ξ k = (ξ 1 , . . . , ξ m ), is equivalent to
Here, n j is the nearest integer to t k (a j1 x 1 + · · · + a jm x m ) − ξ j for every j = 1, . . . , m. 
Since 1/t k < ε, the above inequality can be written in the form 
