We introduce and study the notion of rank-one Hilbert geometries and open properly convex domains in P(R d+1 ). This is in the spirit of rank-one non-positively curved Riemannian manifolds. We define rank-one isometries of a Hilbert geometry Ω and characterize them precisely as the contracting elements in the automorphism group Aut(Ω) of the Hilbert geometry. We prove that if a discrete subgroup of Aut(Ω) contains a rank-one isometry, then the subgroup is either virtually Z or acylindrically hyperbolic. This leads to some applications like computation of the space of quasimorphisms, genericity results for rank-one isometries and counting results for closed geodesics.
is an open subset of the projective space that corresponds to a bounded convex domain in an affine chart. Such a domain Ω carries a canonical Finsler metric d Ω , called the Hilbert metric on Ω, defined using cross-ratios. The closed subgroup Aut(Ω) of PGL d+1 (R) that preserves Ω acts on (Ω, d Ω ) properly and by isometries.
Definition 1.1. A Hilbert geometry is a triple (Ω, d Ω , Aut(Ω)) where Ω ⊂ P(R d+1 ) is a properly convex domain. A Hilbert geometry is divisible if there exists a discrete subgroup Γ of Aut(Ω) such that Ω/Γ is compact.
We will often shorten the notation to: Ω is a Hilbert geometry. Hilbert geometry contains the hyperbolic geometry as a sub-geometry (see Section 2.2). If Ω is a properly convex domain, the term boundary of Ω refers to the boundary of Ω in an affine chart and is denoted by ∂Ω. Definition 1.2. A properly convex domain Ω is strictly convex if ∂Ω does not contain any nontrivial line segments. Otherwise, Ω is called non-strictly convex.
Benoist studied divisible Hilbert geometries and established connections between the geometry of Ω and the regularity of its boundary ∂Ω [Ben04] . In particular, he proved that strictly convex divisible Hilbert geometries have C 1 boundary and behave like compact Riemannian manifolds of strictly negative curvature: the geodesic flow is Anosov and (Ω, d Ω ) (equivalently, Γ) is Gromov hyperbolic. This analogy between strictly convex Hilbert geometries and Riemannian negative curvature was subsequently studied extensively by several authors with much success (see [Ben08] or [Mar13] for a survey of results). However, the non-strictly convex Hilbert geometries have remained elusive. There are only a few examples (see Section 2.2) and, until recently, only a limited number of results.
Taking a cue from the strictly convex case, one likens non-strictly convex Hilbert geometries to Riemannian non-positive curvature, or more generally, CAT(0) spaces. Marquis uses the epithet 'damaged non-positive curvature' in [Mar13] to express this viewpoint. This will be our guiding principle in this paper. But note that the analogy with Riemannian manifolds is not precise since Hilbert geometries are only Finsler (unless Ω is H n ). In fact, an old theorem of Kelly-Strauss [KS58] states that Ω is CAT(0) if and only if Ω is H n . Thus, one often needs to use very different tools and techniques while working with Hilbert geometries.
Our target in this paper is to classify the Hilbert geometries into two broad classes: 'rank-one' and 'higher rank'. The motivation behind this classification is the success of the rank rigidity theorem in the context of studying non-positively curved Riemannian manifolds [Bal95, BS87] . Roughly, it states that there is a dichotomy for irreducible compact Riemannian manifolds of non-positive curvature: either the manifold is rank one, or it is a higher rank locally symmetric space. Similar rank rigidity theorems have been proven in other 'non-positive curvature' settings, for example CAT(0) cube complexes or CAT(0) spaces with one dimensional Tits boundaries [CS11, Ric19] . Note that the usual definition of rank for Riemannian manifolds requires Jacobi fields; this is not available in non-strictly convex Hilbert geometries since the geodesic flow is only C 0 and their boundaries are not even C 1 . Hence, following Ballmann [Bal82] , we define an isometry of a Hilbert geometry to be rank-one if: it preserves a projective line segment in Ω (axis of γ, see Definition 5.1(3)) and none of the axes of γ are contained in a half triangle (see Definition 6.2). Benoist's work in [Ben06] (more generally, the work in [IZ19a] ) shows that properly embedded triangles (more generally, properly embedded simplices) are the analogues of totally geodesic flats in Hilbert geometry. Thus, half triangles in Hilbert geometry are the analogues of half flats in CAT(0) spaces [Bal95, Section III.3]. We prove a more geometric interpretation of the notion of results for convex co-compact actions on Hilbert geometries of hyperbolic and relatively hyperbolic groups respectively. Theorem 1.6 unifies and generalizes these theorems in the setting of nonstrictly convex Hilbert geometries.
We study Zariski dense groups acting on rank-one Hilbert geometries in Section 7. If Γ ≤ SL d+1 (R) is Zariski dense, then Γ has unique limit set Λ P Γ in P(R d+1 ). If there exists a ′ , b ′ ∈ Λ P Γ with (a ′ , b ′ ) ⊂ Ω, we show that (a ′ , b ′ ) can be approximated by axis of rank-one isometries, (Ω, Γ) is rank-one Hilbert geometry and rank-one isometries are Zariski dense in SL d+1 (R) (see Proposition 7.2).
Applications. There is a sizable literature exploring different properties of acylindrically hyperbolic groups that we can use to establish several interesting results about rank-one Hilbert geometries. We now state these results.
1.1. Second bounded cohomology and quasimorphisms. Using results from [BBF16] , we can prove that if (Ω, Γ) is a rank-one Hilbert geometry, then the space of quasimorphisms (see Section 13) is infinite dimensional. This is reminiscent of the cohomological characterization of rank rigidity for non-positively curved Riemannian manifolds due to Bestvina-Fujiwara [BF09] . Under some mild assumptions, they showed that if M is a compact Riemannian manifold of nonpositive curvature, then the space of quasi-morphisms of π 1 (M ) is infinite dimensional if and only if M is rank one (in the sense of Riemannian manifolds). We prove a similar cohomological characterization of rank for Hilbert geometries.
Theorem 1.7. (see Section 13) If (Ω, Γ) is a rank-one Hilbert geometry, Γ is torsion-free and Γ is not virtually cyclic, then
(1) dim QH(Γ) = ∞, and (2) if 1 < p < ∞ and ρ p reg : Γ → U ℓ p (Γ) is the regular representation, then dim QC(Γ; ρ p reg ) = ∞.
Theorem 1.7 actually follows from the more general result Theorem 13.1 (details in Section 13). On the other hand, if Γ ≤ SL d+1 (R) is an irreducible lattice for d ≥ 2, then a celebrated result of Burger and Monod implies that QH(Γ) = 0 [BM99, BF09] . This result, along with Theorem 1.7 and the higher rank rigidity theorem 1.4, implies the following: Corollary 1.8. If (Ω, Γ) is a divisible Hilbert geometry and Ω is irreducible, then dim QH(Γ) = ∞ if and only if (Ω, Γ) is a rank-one Hilbert geometry.
Morse geodesics and Morse boundary.
Suppose γ is a rank-one isometry in Aut(Ω). By Theorem 1.5, γ is a contracting element for (Ω, PS Ω ). Then the axis of γ is PS Ω -contracting. Thus [Sis18, Lemma 2 .8] (Proposition 11.2 in this paper) implies that the axis of rank-one isometries are Morse geodesics [Cor17] . This is our next result. Theorem 1.9. If Ω is a Hilbert geometry and γ ∈ Aut(Ω) is a rank-one isometry, then the axis ℓ γ of γ is N -Morse for some Morse gauge N .
This implies that if (Ω, Γ) is a rank-one Hilbert geometry, then the Morse boundary [Cor17] of Ω, ∂ M Ω, is non-empty. This inspires the following question.
Question 1.10. Describe the Morse boundary ∂ M Ω of a rank-one Hilbert geometry (Ω, Γ).
1.3. Genericity and random walks. Suppose (Ω, Γ) is a rank-one Hilbert geometry and Γ is not virtually Z. Then , by Theorem 1.6, Γ is an acylindrically hyperbolic group. The next theorem then follows from [Sis18, Theorem 1.6].
Theorem 1.11. If (Ω, Γ) is a rank-one Hilbert geometry and Γ is not virtually Z, then the rankone isometries in Γ are exponentially generic: if (X n ) n∈N is a simple random walk on Γ, then there exists a constant C ≥ 1 such that for all n ≥ 1 P X n is a rank-one isometry ≥ 1 − Ce −n/C .
1.4.
Counting of closed geodesics. Suppose M := Ω/Γ where (Ω, Γ) is a divisible rank-one Hilbert geometry. Let ℓ M (θ) be the length of any curve θ on M . On the set G of all closed geodesics on M , introduce the equivalence relation ∼: σ 1 ∼ σ 2 if they are freely homotopic. If
Thus P (t) counts the number of non-homotopic closed geodesics on M of length at most t where length is computed along the shortest closed geodesic in its homotopy class in G/ ∼. Fix any x ∈ Ω. The critical exponent of Γ is defined to be
is a divisible rank-one Hilbert geometry and t ≥ 1, then there exists a constant D ′ such that
1.5. More consequences of acylindrical hyperbolicity. The first one is about 'largeness' of Γ (existence of plenty of quotients) and the second one is about actions of Baumslag-Solitar groups BS(m, n) on rank-one Hilbert geometries.
Proposition 1.13. (see Section 12) If (Ω, Γ) is a rank-one Hilbert geometry and Γ is not virtually Z, then:
(1) Γ is SQ-universal, that is, every countable group embeds in a quotient of Γ.
(2) if Γ = BS(m, n), then Γ = F 2 .
Outline of the paper. We discuss the preliminaries in Part 1. Section 4 contains some of the most important results of this part. In Proposition 4.3, we establish the ω-limit sets of automorhpisms and in Proposition 4.6, we analyze F Ω (x) for x in the ω-limit set. Part 2 introduces rank-one Hilbert geometries. In Section 6, we define and characterize geometric and dynamical properties of rank-one isometries. We show that rank-one isometries are positively biproximal, have unique axis and the endpoints of rank-one axis cannot be contained in any non-trivial line segment in ∂Ω (cf. 6.3 and 6.4). In Section 7, we work under the assumption that Γ is Zariski dense. Then Γ has a unique limit set in P(R d+1 ), denoted by Λ P Γ (see Lemma 7.1). We show that if (a ′ , b ′ ) ⊂ Ω and a ′ , b ′ ∈ Λ P Γ , then (a ′ , b ′ ) can be approximated by a sequence of rank-one axes and Γ contains a Zariski dense set of rank-one isometries (see Proposition 7.2).
Part 3 proves that rank-one isometries of Hilbert geometries are equivalent to contracting elements, both in the sense of Sisto and Bestvina-Fujiwara (see Section 9, Appendix B and Remark 9.7). The proof of this equivalence span Sections 10 and 11. Section 10 relies on heavily on the result proven in Section 8: projective geodesic triangles with one edge on a rank-one axis ℓ are D ℓ -thin. The main tools in Section 11 are: a Morse lemma for contracting elements [Sis18, Lemma 2 .8] (cf. 11.2) and a lemma on principal pseudo-axis of contracting elements in Aut(Ω) (cf. 11.3).
In Section 12, we use this equivalence to prove that if (Ω, Γ) is a rank-one Hilbert geometry, then either Γ is virtually Z or Γ is an acylindrically hyperbolic group. Part 4 discusses several applications of our results: computing second bounded group cohomology (or quaismorphisms) and counting of closed geodesics. We discuss examples and non-examples of rank-one Hilbert geometries in Appendix A.
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Part 1. Preliminaries
Hilbert Geometries
Let π P : R d+1 \ {0} → P(R d+1 ) be the standard projection map. If Ω ⊂ P(R d+1 ), then π −1 P (Ω) is a disjoint union of Ω and its negative. Ω is called the cone above Ω. In the rest of the paper, unless otherwise stated, π will denote the homemorphism between Ω and Ω induced by π P .
Properly convex domains and Hilbert metric.
An open set Ω ⊂ P(R d+1 ) is called a properly convex domain if there exists a projective hyperplane H such that in the affine chart P(R d+1 ) \ H, Ω is a bounded convex domain in R d . Thus we identify properly convex domains with bounded convex domains in R d . Equip R d with a norm |·|. If x, y ∈ Ω, consider the Euclidean line through x and y and let it intersect ∂Ω at a and b, in the order a, x, y, b. The cross-ratio of these four points is given by a, x, y, b := |b − x||y − a| |b − y||x − a| .
Then the Hilbert metric on Ω is defined by
The metric d Ω is induced by a Finsler metric on Ω. For any two points x, y ∈ Ω, the projective line segment between x and y is
We also introduce the notation: (x, The standard d-simplex T d := P d+1 i=1 R + e i in P(R d+1 ) is the simplest example of a nonstrictly convex divisible Hilbert geometry. Note that (
Symmetric , see for instance [Ben06, CLM16] , which relies on Coxeter group constructions, or [BDL18] , which uses cusp-doubling construction for a class of three manifolds satisfying a technical rigidity condition.
2.4. Closest-point projection in Hilbert metric. Since the distance function is not necessarily convex in Hilbert geometries, we need to prove that the image of the closest-point projection of a point is a convex set. If σ : R → Ω is a bi-infinite projective line and x ∈ Ω, let
(1)
Proof. Suppose the P σ (x) is not a singleton set, that is, there exists distinct t 0 , t 1 ∈ R such that σ(t 0 ), σ(t 1 ) ∈ P σ (x). Choosing an affine chart, we treat Ω as a bounded convex domain in R d for the rest of the proof. We will use following notation in the proof: if y, z ∈ Ω, L y,z is the Euclidean line in R d containing y and z.
and let u be the point of intersection of σ and L + (if the lines are parallel, u is the point at infinity).
Then, by properties of cross ratios,
. By definition of Hilbert metric,
On the other hand,
], a simple convexity and cross-ratios argument shows that
Then, setting
2.5. Distance estimates. We will use the following distance estimate from [IZ19a] .
If Ω is a Hilbert geometry and x 1 , x 2 , y 1 , y 2 ∈ Ω, then } are sequences in Ω such that x := lim n→∞ x n and y := lim n→∞ y n exist in Ω. If sup n∈N d Ω (x n , y n ) < ∞, then y ∈ F Ω (x).
Notation
Here π : Ω → Ω is the homeomorphism induced by the standard projection map π P : R d+1 \ {0} → P(R d+1 ). We set the following notation as standard for the paper.
(1) If v ∈ Ω, [v] := π(v) denotes the corresponding point in Ω.
(2) If w ∈ Ω, w denotes a lift of w in Ω, that is, w ∈ π −1 (w).
(3) If U ∈ Aut(Ω), then U denotes a lift in Aut(Ω) := {h ∈ GL d+1 (R) : h Ω = Ω}. For γ ∈ PGL d+1 (R), consider any lift γ of γ in GL d+1 (R). Let λ 1 ( γ), λ 2 ( γ), . . . , λ d+1 ( γ) be the eigenvalues of γ (over C), indexed such that
Dynamics of Automorphisms

Translation length.
If Ω is a Hilbert geometry and g ∈ Aut(Ω), then its translation length is defined by
Cooper, Long and Tillmann [CLT15, Proposition 2.1] proved that if g is any lift of g, then
4.2. Proximality.
Definition 4.1. We will call g ∈ PGL d+1 (R):
(1) positively bi-semi-proximal if, up to relabeling {λ i ( g)} d+1 i=1 , λ 1 ( g) and λ d+1 ( g) are real and positive.
(2) positively biproximal, if g is positively bi-semi-proximal and there are unique eigenvalues of modulus λ max ( g) and λ min ( g) respectively.
We recall the following result of Benoist. 
2])
If Ω is a Hilbert geometry, g ∈ Aut(Ω) and τ Ω (g) > 0, then g is positively bi-semi-proximal. Moreover,
4.3. Geometry of ω-limit sets of automorphisms. If g ∈ PGL d+1 (R) and U ⊂ P(R d+1 ) has non-empty interior, the ω-limit set ω(g, U ) is the set of accumulation points of {g n u : u ∈ U, n ∈ N}.
In this subsection, we recall results from [CLT15] on the ω-limit sets of automorphisms of Hilbert geometries. Fix a Hilbert geometry Ω, g ∈ Aut(Ω) and an arbitrary lift g of g in GL d+1 (R). In the Jordan decomposition of g, the power of a k × k Jordan block corresponding to eigenvalue λ is the ordered pair (|λ|, k). Let us order the set of powers associated to Jordan blocks of g by lexicographic ordering. The power of g is the maximal element in this ordering, that is, (|λ g |, d g ) where λ g := λ max ( g) and d g is the size of the largest Jordan block corresponding to λ g .
Let E g be the set of eigenvalues of g that correspond Jordan blocks of power (|λ g |, d g ). Let p(t) be the characteristic polynomial of g, q(t) := λ∈E g (t − λ), h(t) := p(t)/q(t), E g := im h( g) and K g := ker h( g). In the proof of [CLT15, Lemma 2 .5], it is explained that the complexification of E g and and K g has a more concrete description in terms of the Jordan decomposition of g, namely,
and K g C is the direct sum of Jordan blocks of power less than (|λ g |, d g ) and the maximal ginvariant proper subspaces of the Jordan blocks of power (|λ g |, d g ). Define:
If Ω is a Hilbert geometry, g ∈ Aut(Ω) and τ Ω (g) > 0, then
Moreover, the actions of g on E + g and E − g are conjugated into the respective orthogonal groups. Corollary 4.4. If Ω is a Hilbert geometry, g ∈ Aut(Ω) and τ Ω (g) > 0, then there exists an unbounded sequence of integers {n k } such that
Remark 4.5. A similar unbounded sequence of integers also exists for g E − g .
Proof of Corollary 4.4. Let g + := g E + g and Id + := Id
then we can choose n k = k · |H + | for k ≥ 1. So, H + is infinite. By Proposition 4.3, H + is an infinite subgroup of the orthogonal group on E + g . Then, if such a sequence {n k } doesn't exist, Id is an isolated point of H + . This implies that H + is a discrete group, and since it is a subgroup of a compact group, must be finite. This is a contradiction. Finally, since H + is an infinite group, such a sequence {n k } must be unbounded.
We prove the following proposition about faces F Ω (x) for x ∈ E − γ . Analogous results can be proven for F Ω (x) for x ∈ E + γ by replacing γ with γ −1 . This proposition plays a crucial role in Section 11 while establishing the equivalence between contracting and rank-one isometries for Hilbert geometries. (
Hence, x ∞ = y. Consider the sequence of projective line segments I k := γ d k I ⊂ ∂Ω that converges to a projective line, say I ∞ . Clearly, I ∞ is a projective line segment in ∂Ω containing y and x ∞ . Since x ∞ = y, I ∞ is a non-degenerate projective line segment in ∂Ω. We claim that both x ∞ and y are interior points of the line segment I ∞ . Observe that since γ is a projective transformation and preserves cross-ratios, we have
where d F is the Hilbert metric associated the (relatively open) convex subset F of ∂Ω. We further observe that since the lines I k converges to I ∞ in the affine chart, the Hilbert metrics
Since both x ∞ and y are distinct and interior points of I ∞ , d I∞ (x ∞ , y) is well defined and non-zero. We will now arrive at a contradiction to this, thus finishing the proof of (1). For any
Recall that lim k→∞ γ d k y = y and lim k→∞ γ d k x = x ∞ . There are two cases to consider depending on whether the sequence d k is positive or negative infinitely often.
Case 1: Suppose d k < 0 for infinitely many k ∈ N. Then, up to passing to a subsequence,
Since w ∈ (x, y), d I (w, y) = 0. However,
which is a contradiction. Case 2: Suppose d k > 0 for infinitely many k ∈ N. Then, up to passing to a subsequence,
Then, for all w ∈ (x, y),
This is impossible since y is an interior point of the non-trivial open line segment I. Thus, Cases 1 and 2 show that d k = 0 for all but finitely many k ∈ N. But this is impossible since {d k } is an unbounded sequence.
(
Up to passing to a subsequence, we can assume that y ∞ := lim k→∞ γ i k y exists.
We claim that z ∞ ∈ F Ω (y ∞ ). Since z ∈ F Ω (y), there exists a maximal projective line segment J in ∂Ω that contains both z and y as its interior points. Set J k := γ i k J and let J ∞ := lim k→∞ J k (in an affine chart). Then, J ∞ is a projective line segment in ∂Ω containing z ∞ and y ∞ . We will show that both x ∞ and y ∞ are interior points of J ∞ . Observe that the Hilbert metrics d J k converge to d J∞ , where d F is the Hilbert metric on the (relatively open) convex subset F of ∂Ω.
which implies that both z ∞ and y ∞ must be interior points of J ∞ . Thus, we have established our claim.
Since
Hence, we have completed the proof.
Part 2. Rank-one Hilbert geometries
Axis of Isometries
Definition 5.1. Suppose Ω is a Hilbert geometry, g ∈ Aut(Ω) and τ Ω (g) > 0.
In this case, Q + g is the attracting fixed point of g and Q − g is the repelling fixed point of g.
(3) An axis A g of g is a pseudo-axis of g that intersects Ω.
Observation 5.2. If Ω is a Hilbert geometry, g ∈ Aut(Ω) and τ Ω (g) > 0, then:
(1) g has a principal pseudo-axis in Ω.
(2) every pseudo-axis of g is either an axis of g or is contained entirely in ∂Ω.
(3) any axis A g of g is principal.
Proof.
(1) follows from Proposition 4.2 while (2) is Proposition 2.3 part (3). Now we prove part (3). Let A g := [A + , A − ], labeled such that
Then, by equation (2),
Thus, we have λ + = λ max ( g) and λ − = λ min ( g), that is, A g is principal.
Remark 5.3.
(1) An isometry g can have multiple pseudo-axes as well as multiple principal pseudo-axes (see Example A.1). (2) In general, an axis need not exist and even if it exists, it doesn't need to be unique (see Example A.2).
The following examples will illustrate the various notions introduced above. Example A. Consider the 2-simplex T 2 (see Section 2.2). As we will see later, it is a prime example of a Hilbert geometry that is not rank-one (cf. 6.2 and 1.3). 
is an uncountable family of pseudo-axes of g 2 . In fact, they are all principal pseudo-axes. Moreover, for each t ∈ (0, 1), Q t is an axis.
Example B. (Unique pseudo-axis, unique axis) Consider the projective disk Ω 2 (see Section 2.2). It is isometric to H 2 and, as we will see later, is a prime example of rank-one Hilbert geometry (cf. 6.2 and 1.3). By Observation 5.2, any g ∈ Aut(Ω) with τ Ω (g) > 0 has a principal pseudo-axis. Strict convexity of Ω forces it to be an axis and a unique one as well. In fact, all notions of axes coincide here (and more generally, for any strictly convex Hilbert geometry) and the axis of g is its unique pseudo-axis as well.
We conclude this Section by establishing two lemmas that will be used in the proof of Proposition 6.3. The first lemma establishes a condition under which the endpoint of an axis is not an extreme point in ∂Ω.
is an axis of g where a and b are the attracting and repelling fixed points respectively. Assume that there exists
Then there exists ε 0 > 0 (depending on u, a and b) such that
Remark 5.5. Applying Lemma 5.4 to g −1 , we have: if there exists v ∈ R d+1 \ R a ∪ R b and an unbounded sequence of positive integers {n k } k∈N such that lim k→∞ g λ min ( g)
Proof. Fix the lifts a and b in R d+1 and set λ max := λ max ( g) and λ min := λ min ( g). Let p := a + b 2 and p := π( p). Since p is contained in the interior of the principal axis A g ⊂ Ω and Ω is open, there exists ε 0 > 0 such that p ε := p + ε u ∈ Ω for all ε ∈ (−ε 0 /2, ε 0 /2). Set p ε := π( p ε ). As a is the attracting fixed point of g, lim k→∞ g m k p = a ∈ ∂Ω. Up to passing to a subsequence, we can assume that u ε := lim k→∞ g m k p ε exists in Ω. Since g ∈ Aut(Ω), d Ω (g m k p, g m k p ε ) = d Ω (p, p ε ), Proposition 2.4 implies that u ε ∈ F Ω (a). Now we will show that u ε = π( a + 2ε u). Observe that for all ε ∈ (−ε 0 /2, ε 0 /2),
Thus, u ε = lim k→∞ g m k p ε = π a + 2ε u . Hence, π( a + ε ′ u) ∈ F Ω (a) for all ε ′ ∈ (−ε 0 , ε 0 ).
For the second lemma, observe that if g ∈ Aut(Ω) is positively biproximal (cf. 4.1) and has an axis, then the axis must be unique. As we will see later after we introduce half triangles (Definition 6.1), this lemma can be interpreted as a condition for which the (unique) axis of a positively biproximal isometry is contained in a half triangle.
Lemma 5.6. Suppose g ∈ Aut(Ω) is positively biproximal. If g has an (unique) axis A g = (a, b) with attracting and repelling fixed points a and b respectively and c ∈ ∂Ω \ {a, b} is a fixed point of
Proof. Fix lifts g, a, b and c for the rest of this proof. Set λ max := λ max ( g) and λ min := λ min ( g). From the hypotheses, g · a = λ max a and
Then, there exists a maximal line segment I ′ := [x, y] ⊂ ∂Ω that contains both b and c as its interior points. Up to relabeling, assume that the endpoint of I ′ that is closer to b is labeled x and the other one is labeled y.
which is a contradiction since w = b. This contradiction proves that [a, c] ⊂ ∂Ω. Similar reasoning with g replaced by g −1 shows [b, c] ⊂ ∂Ω.
Rank-one Isometries: Definition and Properties
In this section, we introduce the notion of rank-one isometries for Hilbert geometries following Ballmann-Brin's definition for CAT(0) spaces [Bal82, BB95] . Some of the dynamical properties of rank-one isometries for Hilbert geometries are reminiscent of Ballmann's early results in rank-one Riemannian non-positive curvature [Bal82, Bal95] .
We introduce the notion of half triangles as analogues for half flats used by Ballmann-Brin in the CAT(0) setting. Definition 6.1. If Ω is a Hilbert geometry, then three distinct points x, y, z ∈ ∂Ω form a half triangle if, up to re-labeling,
A bi-infinite projective line L := (x, y) ⊂ Ω is said to be contained in a half triangle if there exists a point z ∈ ∂Ω \ {x, y} such that x, y, z form a half triangle.
We now define rank-one isometries for Hilbert geometries. Definition 6.2. If Ω is a Hilbert geometry, then γ ∈ Aut(Ω) is a rank-one isometry if:
(1) τ Ω (γ) > 0, (2) γ has an axis (cf. 5.1(3)), and (3) none of the axes ℓ γ of γ are contained in half triangles.
A bi-infinite projective line ℓ ⊂ Ω is a rank-one axis if ℓ is the axis of a rank-one isometry γ ∈ Aut(Ω).
The following proposition will establish some key geometric and dynamical properties of rankone isometries. Proposition 6.3. Suppose γ is a rank-one isometry with a rank-one axis ℓ γ = (a, b) where a and b are the attracting and the repelling fixed points respectively. Then:
(1) γ is positively biproximal (cf. 4.1), (2) ℓ γ is the unique axis of γ in Ω, (3) the only fixed points of γ in Ω are a and b,
Proof. Fix lifts γ, a and b for the rest of the proof. Set λ max := λ max ( γ) and λ min := λ min ( γ).
(1) By Observation 4.2, γ is positively bi-semi-proximal. Thus it suffices to show that there are unique eigenvalues of modulus λ max and λ min respectively. Suppose there is more than one eigenvalue of modulus λ max . Then Corollary 4.4 implies that there exists u ∈ R a and a sequence
For any x, y ∈ R d+1 , let L x,y denote the Euclidean line segment in R d+1 connecting x and y. Then Lemma 5.4 implies that there exists ε 0 > 0 such that π L a, a+ε u : −ε 0 < ε < ε 0 ⊂ F Ω (a) ⊂ ∂Ω.
Since Ω is properly convex, there exists ε + , ε − ≥ ε 0 such that ε + = sup{ε > 0 : π L a, a+ε u ⊂ ∂Ω} and ε − = sup{ε > 0 : π L a, a−ε u ⊂ ∂Ω}.
Let z + := a+ε + u, z − := a−ε − u, z + := π( z + ) and z − := π( z − ). Then z − , z + = [a, z + ]∪[a, z − ] ⊂ ∂Ω. By definition of ε + and ε − , z − , z + is the maximal line segment in ∂Ω containing both z − and z + .
Since γ is a rank-one isometry, its axis (a, b) cannot be contained in a half triangle. But
However, in the following claim, we will prove a contradiction to this. This contradiction shows that our assumption that there is more than one eigenvalue of modulus λ max is not feasible. 
since the denominator goes to zero while the numerator converges to |z + − z − | 2 . This completes the proof of the claim. Thus we have proved that there is a unique eigenvalue of γ of modulus λ max . Similar arguments with γ replaced by γ −1 will show that there is a unique eigenvalue of modulus λ min .
(2) This follows from biproximality of γ.
(3) Suppose c is a fixed point of γ in ∂Ω that is distinct from both a and b. By part (1) of this Proposition, γ is positively biproximal. Then, by Lemma 5.6, [a, c] ⊂ ∂Ω and [b, c] ⊂ ∂Ω. Thus, the axis ℓ γ = (a, b) of γ is contained in a half triangle, contradicting that γ is a rank-one isometry.
Since γ is biproximal, there exists a γ invariant decomposition of R d+1 given by: Set λ E :=spectral radius of γ E . Since γ is biproximal, λ E < λ max . Then, for every n > 0,
Then, up to passing to a subsequence, we can assume that v ∞ := lim n→∞ γ −n v exists and v ∞ ∈ E Ω := Ω ∩ P E . (5) This is a consequence of part (4).
Lemma 6.4. If γ ∈ Aut(Ω) has an axis, then the following are equivalent:
(1) γ is positively biproximal.
(2) none of the axes of γ are contained in a half triangle.
(3) γ is a rank-one isometry.
(2) =⇒ (1) is part (1) of Proposition 6.3. For (1) =⇒ (2) , observe that if γ has an axis and is positively biproximal, then the proof of part (4) of Proposition 6.3 goes through verbatim. Hence, none of the axes of γ can be contained in a half triangle.
Since γ has an axis, τ Ω (γ) > 0. Then, (2) ⇐⇒ (3) follows from Definition 6.2.
Rank-one Hilbert geometry: Zariski density and Limit sets
The goal of this section is to characterize rank-one Hilbert geometries (Ω, Γ) using the limit set of the group Γ. We work under the assumption that Γ is Zariski dense in SL d+1 (R). Recall the definition of a rank-one Hilbert geometry (cf. 1.3).
For the rest of this section, fix a Hilbert geometry Ω and a discrete subgroup Γ of Aut(Ω) that is Zariski dense in SL d+1 (R). Then Γ is strongly irreducible (that is, R d+1 cannot be written as a finite union of Γ-invariant subspaces) and Γ contains a Zariski dense set of loxodromic elements [BQ16, Proposition 6.11].
Following Guivarch [Gui90], we first introduce the limit set Λ X Γ of Γ in the full flag variety X. Let G := SL d+1 (R), K = SO(d) and P ≤ G be the subgroup of upper-triangular matrices. Then X, the full flag variety of R d+1 , can be identified with G/P . Following Guivarch [Gui90, Section 2.3], we can identify G/K as a subset of Prob(X), the space of probability measures on X. Then consider the accumulation points of the Γ-orbit of eK in Prob(X) which also lie in X ֒→ Prob(X). This constitutes the limit set of Γ in X:
. Thus for Γ Zariski dense, the limit set of Γ is canonically defined and independent of the Hilbert geometry Ω on which Γ acts.
Proof of Lemma. Since Λ X
Γ is a closed minimal Γ-invariant subset of X, Λ P Γ is a closed minimal Γ-invariant subset of P(R d+1 ). The uniqueness then follows from [BQ16, Lemma 4.2(c)] because Γ is Zariski dense.
If g is a loxodromic element in Aut(Ω), then let:
(A) a + g and a − g be the attracting and repelling fixed points of g in P(R d+1 ), and, (B) X + g and X − g be the attracting and repelling fixed points of g in X. Observe that a + g , a − g ∈ ∂Ω, p(X + g ) = a + g and p(X − g ) = a − g . Proposition 7.2. Suppose Ω is a Hilbert geometry and Γ is discrete subgroup of Aut(Ω) that is Zariski dense in SL d+1 (R). If there exists a ′ , b ′ ∈ Λ P Γ such that (a ′ , b ′ ) ⊂ Ω, then: (1) there exist rank-one isometries {g n } n∈N in Γ such that lim n→∞ a + gn = a ′ and lim n→∞ a − gn = b ′ , (2) (Ω, Γ) is a rank one Hilbert geometry, (3) the set of rank-one isometries in Γ is Zariski dense in SL d+1 (R), and (4) Λ P Γ = {a + γ : γ is a rank-one isometry }.
Remark 7.3. The key idea of this proof is in [Pin19] . The main tool is a result due to Benoist [Ben00] . We include the details here for the convenience of the reader.
Proof of Proposition 7.2. Let us equip P(R d+1 ) with the metric d P coming from the standard Riemannian metric. Let X be equipped with the product metric d X induced by d P on P(R d+1 ). Let Γ lox be the loxodromic elements in Γ.
is Zariski dense in SL d+1 (R). We now show that: if g ∈ Γ ε ′ , then g is a rank-one isometry. Since
⊂ Ω which implies that g has an axis. Since loxodromic elements are also biproximal, Lemma 6.4 (3) implies that g is a rank-one isometry. Now we prove the claims of the proposition.
(1) The result follows by choosing g n ∈ Γ ε ′ /n for all n ≥ 1.
(2) This follows from (1), since there is at least one rank-one isometry in Γ.
(3) The set Γ ε ′ is a subset of the set of rank-isometries of Γ and Γ ε ′ is Zariski dense.
The result then follows from minimality of Λ P Γ .
Rank-one axis and thin triangles
Suppose Ω is a Hilbert geometry. 
for all i = 1, 2, 3 (where all indices are computed modulo 3).
In this section, we prove that any non-degenerate geodesic triangle in Ω with one of its edges on a rank-one axis ℓ is D ℓ -thin for some constant D ℓ .
Theorem 8.1. If ℓ is a rank-one axis in a Hilbert geometry Ω, then there exists a constant D ℓ ≥ 0 such that: if ∆(x, y, z) is a non-degenerate geodesic triangle in Ω with [y, z] ⊂ ℓ, then ∆(x, y, z) is D ℓ -thin. Moreover, the thinness constant D ℓ depends only on the axis ℓ and not the rank-one isometry.
The rest of this section is devoted to the proof of this theorem. Fix a Hilbert geometry Ω and a rank-one axis ℓ in Ω. The last statement in the theorem will follow as a consequence of the arguments we give during the course of the proof. The proof only uses the fact that there is some rank-isometry γ that translates along ℓ and does not rely on γ in any other way. Now we proceed with the proof of the rest of the theorem.
We first establish a simple criterion for determining when a geodesic triangle in Ω is D-thin. This criterion is proven in [IZ19b] . We include a proof for the comfort of the reader. Proof of Proposition. The moreover statement will follow from the proof since the proof works independent of the choice of the rank-one isometry which has ℓ as its axis. Now we begin the proof of the first part. Suppose not. Then for every n ≥ 0, there exists a sequence of geodesic triangles ∆ n (a n , b n , c n ) ⊂ Ω with [a n , b n ] ⊂ ℓ, c n ∈ Ω \ ℓ and e n ∈ (a n , b n ) such that d Ω (e n , [c n , a n ]) ≥ n and d Ω (e n , [c n , b n ]) ≥ n. Since ℓ is a rank-one axis, there exists a rank-one isometry γ ′ with its unique principal axis ℓ γ ′ = ℓ. Thus, translating ∆ n by < γ ′ >, we can assume that e := lim n→∞ e n exists and e ∈ ℓ. Up to taking further subsequences, we can assume that a := lim n→∞ a n , b := lim n→∞ b n and c := lim n→∞ c n exists. Observe that: Hence, a, b, c ∈ ∂Ω. Since a n , b n ∈ ℓ and e ∈ (a, b) ∩ Ω, we have ℓ = (a, b).
We (a, b) is the axis ℓ γ ′ of the rank-one isometry γ ′ , we have a contradiction.
Part 3. Contracting elements in Hilbert geometry
For this part of the paper (comprising of Sections 9, 10 and 11), fix a Hilbert geometry Ω with the geodesic path system PS Ω := [x, y] : x, y ∈ Ω . This part of the paper is devoted to the proof of Theorem 1.5. Theorem 1.4. If Ω is a Hilbert geometry, then γ ∈ Aut(Ω) is a contracting element for (Ω, PS Ω ) if and only if γ is a rank-one isometry. We split the proof of this theorem into two sections: Section 10 proves that rank-one isometries are contracting and the converse is proven in Section 11. We recall the notion of contracting elements in Section 9.
Contracting Elements: Definition and Properties
For this section, let us fix a geodesic metric space (X, d) and a group G that acts properly and by isometries on X. A path in X is the image of a (K, C)-quasigeodesic where K ≥ 1 and C ≥ 0.
Definition 9.1. Let PS be a collection of (K, C)-quasigeodesics on X for some fixed constants K ≥ 1 and C ≥ 0. Then:
(1) PS is called a path system on X if: (a) any subpath of a path in PS is also in PS and (b) any pair of distinct points in X can be connected by a path in PS.
(2) PS is called a geodesic path system if all paths in PS are geodesics in (X, d).
(3) If G preserves PS, then (X, PS) is called a path system for the group G.
Definition 9.2 (Contracting subsets [Sis18] ). If PS is a path system on X, then A ⊂ X is called PS-contracting (with constant C) if there exists a map π A : X → A such that:
(1) if x ∈ A, then d x, π A (x) ≤ C (2) if x, y ∈ X and d π A (x), π A (y) ≥ C, then for any path σ ∈ PS from x to y, d σ, π A (x) ≤ C and d σ, π A (y) ≤ C.
Using the notion of contracting subsets, Sisto introduces the notion of contracting group elements.
Definition 9.3 (Contracting elements [Sis18] ). If (X, PS) is a path system for G, then g ∈ G is a contracting element for (X, PS) provided for any x 0 ∈ X:
(1) g is an infinite order element, (2) < g > x 0 is a quasigeodesic embedding of Z in X, (3) there exists A ⊂ X containing x 0 that is < g >-invariant, PS-contracting and has cobounded < g > action.
Observation 9.4. For g ∈ G to be a contracting element, it is enough for g to satisfy Definition 9.3 for some x 0 ∈ X [Sis18, Definition 2.6] .
We now list some results about contracting elements that will be used in the next two sections.
Proposition 9.5. Suppose (X, PS) is a path system for G and g ∈ G is a contracting element for (X, PS). Then:
(1) τ X (g) := inf x∈X d(x, gx) > 0.
(2) for any x 0 ∈ X, A min (x 0 ) :=< g > x 0 is the minimal PS-contracting, < g >-invariant subset of X containing x 0 with a co-bounded < g > action.
(1) Recall the definition stable translation length τ stable X (g) := lim n→∞ d(x,g n x) n . Then τ X (g) ≥ τ stable X (g) and it suffices to show τ stable X (g) > 0. Fix any x 0 ∈ X. Since g is contracting, < g > x 0 is a quasi-geodesic, that is, there exists K ′ ≥ 1 and C ′ ≥ 0 such that for every n ∈ Z,
(2) Let A be PS-contracting with constant C A and the map π A : X → A. Fix any x 0 ∈ X and set R A := diam A/ < g > , C 0 := C A + 2R A and A min (x 0 ) :=< g > x 0 .
Since A min (x 0 ) ⊂ A, if x ∈ X, then there exists m ∈ Z such that d(π A (x), g m x 0 ) ≤ R A . Define π min : X → A min (x 0 ) by setting π min (x) = g m x 0 . Then, if x ∈ A min (x 0 ), π min (x) = x. If x, y ∈ X and d(π min (x), π min (y)) ≥ C 0 , then d(π A (x), π A (y)) ≥ C A . Thus, if σ ∈ PS is any path from x to y, d(π A (x), σ) ≤ C A and d(π A (y), σ) ≤ C A . Hence, d(π min (x), σ) ≤ C 0 and d(π min (y), σ) ≤ C 0 .
There is another notion of contracting subsets and contracting elements in the geometric group theory literature due to Bestvina and Fujiwara [BF09] . We review this notion in Appendix B because it will be required in Section 14. The following proposition connects these two notions of contraction.
Proposition 9.6. If (X, PS) is a geodesic path system for G, then:
(1) A ⊂ X is PS-contracting if and only if A is contracting in the sense of Bestvina-Fujiwara.
(2) g ∈ G is a contracting element for (X, PS) if and only if g ∈ G is a contracting element in the sense of Bestvina-Fujiwara.
Proof. See Appendix B.
Remark 9.7. If Ω is a Hilbert geometry, then PS Ω := {[x, y] : x, y ∈ Ω} is a geodesic path system on Ω and Proposition 9.6 implies that the notions of contraction due to Sisto and Bestvina-Fujiwara are equivalent in our setup. Hence, in the rest of the paper, we will use the terms contracting subsets and contracting elements without additional clarification.
Rank-one isometries are contracting
In this section, we prove one implication in Theorem 1.5.
Theorem 10.1. If γ ∈ Aut(Ω) is a rank-one isometry, then γ is a contracting element for (Ω, PS Ω ).
We devote the rest of this section for the proof of this theorem. The key step will be part (3) of Lemma 10.3 which shows that a rank-one axis is PS Ω -contracting. First, we construct suitable projection maps onto the rank-one axis. Recall from Lemma 
We now establish some properties of the map π ℓ when ℓ : R → Ω is a rank-one axis.
Lemma 10.3. If ℓ ⊂ Ω is a rank-one axis, then there exists C ℓ such that:
(1) if x ∈ Ω and z ∈ ℓ, then there exists p xz ∈ [x, z] such that
(2) ℓ is PS Ω -contracting with constant C ℓ (and the map π ℓ ).
(1) Let x ∈ Ω and z ∈ ℓ. Let D ℓ be the constant from Theorem 8.1. Theorem 8.1 implies
(2) For this proof, set π := π ℓ for ease of notation. Let us label the endpoints of ℓ, so that ℓ := (a, b). Observe that it suffices to verify (2) in Definition 9.2. Suppose it is not satisfied. Then, for every n ∈ N, there exists x n , y n ∈ Ω such that (up to switching labels)
d Ω π(x n ), π(y n ) ≥ n and
d Ω [x n , y n ], π(x n ) ≥ n Since ℓ is a rank-one axis, fix a rank-one isometry γ whose axis is ℓ. Then γ • π = π • γ. Hence, up to translating x n and y n using elements in < γ >, we can assume that α := lim n→∞ π(x n ) exists in ℓ ⊂ Ω. Up to passing to a subsequence, we can further assume that the following limits exist in Ω: x := lim n→∞ x n , y := lim n→∞ y n , β := lim n→∞ π(y n ). Then lim n→∞ [x n , y n ] = [x, y].
We will now show that [x, y] ⊂ ∂Ω.
(7) This follows from the following estimate:
We also observe that:
Thus β ∈ ∂Ω. However, since β ∈ ℓ = [a, b], β ∈ a, b . Thus, up to switching labels of endpoints of ℓ, we can assume that
Proof of Claim. We first show that y = b. Since y n ∈ Ω and α ∈ ℓ, (2) of Lemma 10.3 implies that there exists p n ∈ [y n , α] such that d Ω p n , π(y n ) ≤ 3 C ℓ .
Up to passing to a subsequence, we can assume p := lim n→∞ p n exists in Ω. Then, by Proposition 2.4, p ∈ F Ω (β). By equation (8), β = b which implies p ∈ F Ω (b). Since b is an endpoint of the rank-one axis ℓ, part (4) of Proposition 6.3 implies that F Ω (b) = b. Thus p = b. On the other hand, since p n ∈ [y n , α], we have p ∈ [y, α]. Since p = b, p ∈ ∂Ω. Thus,
Hence,
We now show that x = b. By (7), [x, y] ⊂ ∂Ω. But since y = b, this contradicts part (4) of Proposition 6.3 unless x = y. Hence x = y = b. This concludes the proof of Claim 10.3.1.
Consider points x n ∈ Ω and π(y n ) ∈ ℓ. By part (2) of Lemma 10.3, there exists q n ∈ x n , π(y n ) such that d Ω π(x n ), q n ≤ 3 C ℓ . Up to passing to a subsequence, we can assume that q := lim n→∞ q n exists in Ω. Then by Proposition 2.4, q ∈ F Ω (α) = Ω. Thus lim n→]inf ty [x n , π(y n )] is a projective line segment containing q and hence intersects Ω . However, lim n→∞ [x n , π(y n )] = [x, β] = {b} ⊂ ∂Ω which is a contradiction. This shows that the rank-one axis ℓ is PS Ωcontracting.
We will now use Lemma 10.3 to prove Theorem 10.1. Suppose γ ∈ Aut(Ω) is a rank-one isometry. Then τ Ω (γ) > 0 which implies that γ has infinite order. Again, since γ is rank-one, part (2) of Proposition 6.3 implies that γ has a unique axis ℓ γ along which γ acts by a translation. Fix x 0 ∈ ℓ γ . Then < γ > x 0 is a quasigeodesic embedding of Z in Ω. Part (3) of Lemma 10.3 implies that ℓ γ is a PS Ω -contracting set. Moreover, ℓ γ is < g >-invariant, contains x 0 and has a co-bounded g action. Thus γ is a contracting element for (Ω, PS Ω ) (cf. Definition 9.3).
Contracting isometries are rank-one
In this section, we prove the other implication of Theorem 1.5.
Theorem 11.1. If γ ∈ Aut(Ω) is a contracting element for (Ω, PS Ω ), then γ is a rank-one isometry.
The rest of this section is devoted to the proof of this theorem. We begin by recalling a result of Sisto which says that contracting elements are 'Morse' in the following sense.
Proposition 11.2. [Sis18, Lemma 2 .8] If PS is a path system on (X, d) and A ⊂ X is PScontracting with constant C, then there exists a constant M (C) such that: if θ is a (C, C)quasigeodesic with endpoints in A, then θ ⊂ N M(C) (A) := x ∈ X : d(x, A) < M (C) .
We use this Morse property to show that a contracting element has at least one axis and none of the axes are contained in a half triangle. The first step is the next lemma. 
then (1) (p, q) ⊂ Ω, and (2) (p, q) is not contained in any half triangle.
Proof. Since γ is contracting, by Proposition 9.5 τ Ω (γ) > 0.
(1) Suppose this is false. Since p, q ∈ ∂Ω, part (3) of Proposition 2.3 implies that [p, q] ⊂ ∂Ω. Choose any r ∈ (p, q). Set L k := γ −m k x 0 , γ n k x 0 . Then L ∞ := lim k→∞ L k = [q, p]. Thus we can choose r k ∈ L k such that lim k→∞ r k = r.
Since γ is contracting, (2) of Proposition 9.5 implies that A min (x 0 ) :=< γ > x 0 is PS Ωcontracting. Since the L k are geodesics with endpoints in A min (x 0 ), Proposition 11.2 implies that there exists a constant M such that for all k ≥ 1 L k ⊂ N M (A min (x 0 )). Thus for every k ≥ 1, there
(11) Up to passing to a subsequence, we can assume that t := lim k→∞ γ t k x 0 exists in Ω. Since r k leaves every compact subset of Ω, {t k } is an unbounded sequence. Then by Proposition 4.
On the other hand, by Proposition 2.4 and (11), t ∈ F Ω (r) ⊂ ∂Ω We now analyze the two possibilities:
Up to passing to a subsequence, we can assume that r ∞ := lim k→∞ γ n k r exists in ∂Ω. Since r ∈ (p, q) and n k > 0, Proposition 4.3 implies that
Recall however that r ∈ F Ω (t). Since t ∈ E − γ and r ∞ = lim k→∞ γ n k r, part (2) of Proposition 4.6 implies that either
. Both of these contradict equation (12). Possibility 2: Suppose t ∈ E + γ ∩ ∂Ω . We can repeat the same argument as in Possibility 1 by considering the sequence {γ −m k r} ∞ k=1 and arrive at a contradiction (we need a version of Proposition 4.6 with γ replaced by γ −1 ; see the comments preceding the proposition).
The contradiction to both these possibilities finishes the proof of (1).
(2) By part (1), (p, q) ⊂ Ω. Suppose there exists z ∈ ∂Ω such that the points p, q and z form a half triangle. Choose any sequence of points z k ∈ [γx 0 , z] ∩ Ω such that lim k→∞ z k = z. Since γ is contracting, part (2) of Proposition 9.5 implies that A min (x 0 ) =< γ > x 0 is PS Ω -contracting (with constant, say C). Thus there exists a projection π : Ω → A min (x 0 ) that satisfies Definition 9.2. We will analyze the sequence π(z k ). Since π(z k ) ∈ A min (x 0 ) =< γ > x 0 , there exists a sequence of integers {i k } such that π(z k ) = γ i k x 0 . Up to passing to a subsequence, we can assume that the following limit exists in Ω,
Then, by (13), lim k→∞ d Ω (w, π(z k )) = 0. Since γ n k x 0 ∈ A min (x 0 ), (1) of Definition 9.2 implies that d Ω (γ n k x 0 , π(γ n k x 0 )) ≤ C. This implies that
Thus, for k large enough, d Ω π(z k ), π(γ n k x 0 ) ≥ C. Since π is a projection into a PS Ω -contracting set, (2) of Definition 9.2 implies that
Then [z, p] ∩ Ω = ∅. But since p, q and z form a half triangle, [z, p] ⊂ ∂Ω. This is a contradiction, hence w ∈ ∂Ω.
Since w ∈ ∂Ω and w = lim k→∞ γ i k x 0 , Proposition 4.3 implies that w ∈ E + γ ⊔E − γ . This concludes the proof of this claim.
Proof of Claim. Since w = lim k→∞ π(z k ) ∈ ∂Ω and π(γx 0 ) ∈ Ω, lim k→∞ d Ω (π(z k ), π(γx 0 )) = ∞. Thus, for k large enough, d Ω π(z k ), π(γx 0 ) ≥ C. Again, as π is a projection into a PS Ωcontracting set, we have 
We will now show that (14) contradicts this claim. Suppose w ∈ E + γ . Since lim k→∞ γ i k x 0 = w ∈ E + γ and lim k→∞ γ −m k x 0 = q ∈ E − γ , then part (1) of Lemma 11.3 implies that (w, q) ⊂ Ω. This contradicts (14). On the other hand, if we suppose w ∈ E − γ , then similar arguments show that (p, w) ⊂ Ω which again contradicts (14).
These contradictions show that p, q and z cannot form a half triangle.
We now prove Theorem 11.1 using the above lemma. Let γ ∈ Aut(Ω) be a contracting element for (Ω, PS Ω ). Then the following will imply that γ is a rank-one isometry:
Translation distance τ Ω (γ) > 0: This is part (1) of Proposition 9.5. γ has an axis: By Observation 5.2, γ has a principal pseudo-axis (a, b) ⊂ Ω with attracting fixed point a and repelling fixed point b. We will show that (a, b) ⊂ Ω and hence an axis of γ. Since p ∈ E + γ , by Corollary 4.4, there exists a sequence {n k } in Z such that lim k→∞ γ n k p = p. Without loss of generality, we can assume that all but finitely many n k are positive. Since all but finitely many n k > 0, we can assume that lim k→∞ γ n k y 0 = p ∈ E + γ . On the other hand, lim k→∞ γ −k y 0 = b ∈ E − γ . Then, by Part (2) of Lemma 11.3, (p, b) ⊂ Ω cannot be contained in a half triangle. But we know that [a, p] ⊂ ∂Ω. Thus, (a, b) ⊂ Ω.
None of the axes of γ are contained in a half-triangle: Let (a ′ , b ′ ) ⊂ Ω be any principal axis of γ with attracting fixed point a ′ and repelling fixed point b ′ . Choose any z 0 ∈ (a ′ , b ′ ). Then, lim k→∞ γ k z 0 = a ′ and lim k→∞ γ −k z 0 = b ′ . Then, by Part (2) of Lemma 11.3, (a ′ , b ′ ) cannot be contained in any half triangle.
Acylindrical Hyperbolicity
Osin introduced the notion of acylindrically hyperbolic groups in [Osi16] as a generalization of word hyperbolic groups. Some prominent members of this class of groups are relatively hyperbolic groups, Out(F n ) for n ≥ 2, mapping class groups of punctured closed surfaces (with finitely many exceptions), right angled Artin groups, most 3-manifold groups and rank one CAT(0) groups [Osi16, Appendix] . In this section, we will add a new class of examples by showing that groups acting on Hilbert geometries with at least one rank-one isometry are either virtually cyclic or acylindrically hyperbolic.
Definition 12.1. A group G is called acylindrically hyperbolic if it admits an isometric nonelementary acylindrical action on a hyperbolic metric space (Y, d Y ).
We can characterize acylindrically hyperbolic groups using contracting elements. Since g ∈ G is a contracting element, there exists A ⊂ X that is < g >-invariant, PS-contracting and has co-bounded < g > action. Let
In [Sis18], Sisto proves:
Proposition 12.5 ([Sis18, Theorem 4.7]). If g ∈ G is a contracting element, then E(g) is a hyperbolically embedded subgroup of G which is infinite, virtually Z and contains < g >.
Since G is not virtually Z, E(g) is a proper infinite hyperbolically embedded subgroup of G. Thus Proposition 12.4 implies that G is an acylindrically hyperbolic group.
Proof of Theorem 1.6. Using the above theorem 12.2, we can now prove that if (Ω, Γ) is a rank-one Hilbert geometry, then Γ is either virtually Z or acylindrically hyperbolic. Since (Ω, Γ) is rank-one, Γ contains at least one rank-one isometry. Then Theorem 1.5 implies that Γ contains a contracting element for (Ω, PS Ω ). The result then follows from Theorem 12.2.
Proof of Proposition 1.13. Since Γ is not virtually Z, Theorem 1.6 implies that Γ is acylindrically hyperbolic. Then part (1) Part 4. Applications
Second Bounded Cohomology and Quasimorphisms
Suppose G is a group, (E, ||.||) is a complete normed vector space over R or C and ρ :
F is called a cocycle if ∆(F ) = 0 and a quasi-cocycle if ∆(F ) < ∞. We say that a quasi-cocycle F 1 is bounded distance apart from a cocycle F 2 if sup g∈G ||F 1 (g) − F 2 (g)|| < ∞. Let QC(G; ρ) be the vector space of quasi-cocycles that are not a bounded distance apart from any cocycle. Group cohomology of G affords a different interpretation of QC(G; ρ): it is the kernel of the comparison map H 2 (G, ρ) → H 2 (G; ρ), after quotienting out the elements that lie in the kernel trivially, namely, the bounded functions (in G, taking values in E) and the cocycles.
The trivial representation ρ triv of G on R is an interesting special case which recovers a classical object: the space of quasimorphisms QH(G) := QC(G; ρ triv ).
We refer the reader to [BBF16, Section 1] or [Fri17] for more details.
The vector space QH(G) is often infinite-dimensional in many interesting cases, like when G = F 2 or G acts non-elementarily on a hyperbolic metric space. Under some mild technical assumptions, Bestvina-Fujiwara shows in [BF09] that if M is a compact Riemannian manifold M of non-positive curvature, then QH(π 1 (M )) is infinite dimensional if and only if M is a rank one Riemannian manifold. This can be interpreted as a cohomological characterization of rank rigidity in Riemannian non-positive curvature. Hamenstädt [Ham12] proved that dim( QC(G; ρ p reg )) = ∞ in many of these cases for 1 ≤ p < ∞, ρ p reg being the regular representation of G on ℓ p (G). Such infinite dimensionality results can be proven more generally for QC(G; ρ) where G is an acylindrically hyperbolic group and ρ is a unitary representation of G on a uniformly convex Banach space (see Proposition 13.2). Examples of such Banach spaces are R and ℓ p (G) when G is a discrete group and 1 < p < ∞ [BBF16] . Now, in the same spirit as in Riemannian non-positive curvature, we prove a cohomological characterization of rank-one Hilbert geometries.
Theorem 13.1. If (Ω, Γ) is a rank-one Hilbert geometry, Γ is torsion-free and ρ is any unitary representation of Γ on a uniformly convex Banach space E = 0, then either Γ is virtually cyclic or dim QC(Γ; ρ) = ∞.
Proof. If Γ is not virtually cyclic, then Theorem 1.6 implies that Γ is acylindrically hyperbolic. Since Γ is torsion-free, there are no finite normal subgroups. The claim then follows from the following result. Theorem 14.1. If M := Ω/Γ where (Ω, Γ) is a divisible rank-one Hilbert geometry, then there exists a constant D ′ such that for all t ≥ 1, On the other hand, as M is connected, Θ(M ) can be identified with conjugacy classes of π 1 (M ). If γ ∈ π 1 (M ), let C γ denote its conjugacy class in π 1 (M ) which we identify with its image in Θ(M ).
Observe that
τ Ω (γ) = ℓ G/∼ Φ(C γ ) .
Since τ Ω is invariant under conjugacy, τ Ω (C γ ) := τ Ω (γ) is well-defined. Thus for t > 0,
We now explain how we will use the formula for growth of conjugacy classes from [GY18] to obtain our result about P (t). Since (Ω, Γ) is a divisible rank-one Hilbert geometry, Γ contains contracting elements (in the sense of BF; cf. 1.5 and 9.7). Since M = Ω/Γ is compact, Γ has a statistically convex co-compact action on Ω [GY18] . Then, as a direct consequence of Main Theorem in [GY18] , C(t) satisfies an equation like (15). The result then follows since C(t) = P (t). Remark 14.2 also follows from Main Theorem in [GY18] since the number of primitive conjugacy classes of length almost t has same asymptotic growth at C(t).
Appendix A. Rank-one Hilbert geometries: Examples and Non-examples
This section is devoted to examples and non-examples of rank-one Hilbert geometries (see Definition 1.3). We will see that strictly convex Hilbert geometries and low dimensional nonstrictly convex divisible examples that we saw in Section 2.2 are rank-one Hilbert geometries. More generally, we will show that Hilbert geometries admitting convex co-compact actions by relatively hyperbolic groups (equivalently, Hilbert geometries with isolated simplices [IZ19b] ) are rank-one Hilbert geometries. The simplices T d (for d ≥ 2) and the symmetric domains Pos d (for d ≥ 3) discussed in Section 2.2 are prominent non-examples.
A.1. Preliminaries on convex co-compact actions. The notion of convex co-compact actions on Hilbert geometries generalize divisible Hilbert geometries. We follow the definition given by Danciger-Guéritaud-Kassel [DGK17]; a closely related notion was studied by Zimmer [Zim17] . If Ω is a Hilbert geometry and Γ ≤ Aut(Ω) is a discrete subgroup, define the full orbital limit set Λ orb Γ := x∈Ω Γx \ Γx and the 'convex core' C core Ω (Γ) := ConvHull Ω (Λ orb Γ ). We say that Γ acts convex co-compactly on Ω if C core Ω (Γ) /Γ is compact. The boundary of C core Ω (Γ) can be split into two disjoint sets:
∂ C core Ω (Γ) = ∂ i C core Ω (Γ) ⊔ ∂ n C core Ω (Γ); here ∂ i C core Ω (Γ) := ∂Ω ∩ C core Ω (Γ) is called the ideal boundary and ∂ n C core Ω (Γ) := Ω ∩ C core Ω (Γ) is called the non-ideal boundary.
Convex co-compact actions generalize the picture of quasi-Fuchsian representation of closed hyperbolic surface groups in PO(3, 1). In [DGK17, Theorem 1.17], Danciger-Guéritaud-Kassel prove that if Γ acts convex co-compactly on Ω, then:
(1) Γ acts convex co-compactly on Ω ֒→ P(R d+1 ⊕ R d ′ ) for all d ′ > 0; the Γ action on R d ′ is the trivial action, and, (2) small deformations of the inclusion representation in Hom(Γ, PGL d+1 (R)) also correspond to convex co-compact action on some Hilbert geometry. Thus convex co-compact actions are rich in examples; one can apply the above inclusion and deformation process to divisible Hilbert geometries (Ω, Γ) to create families of examples.
We recall a result about the faces in the boundary of C core Ω (Γ) for convex co-compact actions. We now show that if an axis lies in a half triangle in Ω, then it lies in a half triangle in C core Ω (Γ). Lemma A.2. Suppose Γ acts convex co-compactly on a Hilbert geometry Ω. If g ∈ Γ, τ Ω (g) > 0, g has an axis A g := (a, b) (attracting fixed point a, repelling fixed point b) and A g is contained in a half triangle, then A g is contained in a half triangle in C core Ω (Γ): there exists z ′ ∈ ∂ i C core Ω (Γ) such that (a, z ′ ) ∪ (z ′ , b) ⊂ ∂ i C core Ω (Γ).
Proof of Lemma A.2. Suppose (a, b) lies in a half triangle formed by z, a and b. Up to passing to a subsequence, we can assume that z ∞ := lim n→∞ g n z exists. It suffices to show that
Since z ∞ ∈ E + g (cf. 4.3), Corollary 4.4 implies that there exists n k such that lim k→∞ g λ max ( g) n k z ∞ = z ∞ . Then Lemma 5.4 implies that there exists ε ′ > 0 such that π( a + ε z ∞ ) ⊂ F Ω (a) whenever |ε| < ε ′ . Thus z ∞ ∈ F Ω (a), which implies [a, z ∞ ] ⊂ F Ω (a). Since a ∈ ∂ i C core Ω (Γ), Proposition A.1 implies that F Ω (a) = F C core Ω (Γ) (a) ⊂ ∂ i C core Ω (Γ). Thus, [a, z ∞ ] ⊂ F Ω (a) ⊂ ∂ i C core Ω (Γ). On the other hand, [b, z ∞ ] = lim n→∞ [b, g n z] = lim n→∞ g n [b, z] and [b, z] ⊂ ∂Ω, we have [b, z ∞ ] ⊂ ∂Ω. Since b, z ∞ ∈ ∂ i C core Ω (Γ), this implies that [b, z ∞ ] ⊂ ∂ i C core Ω (Γ). A.2. Strictly convex examples. Suppose Γ ≤ Aut(Ω) is an infinite word hyperbolic group that acts convex co-compactly on Ω. We claim that (Ω, Γ) is a rank-one Hilbert geometry. This claim will imply that all the examples of strictly convex divisible Hilbert geometries that we discussed in Section 2.2 and all the word hyperbolic examples in [DGK17, Section 12] are rank-one Hilbert geometries. Now we prove the claim. By [DGK17, Theorem 1.15], word hyperbolicity of Γ is equivalent to the property that ∂ i C core Ω (Γ) does not contain any non-trivial line segments. If γ is an infiniteorder element, then γ is a rank-one isometry: by [DGK17, Corollary 7.4], γ is biproximal and since ∂ i C core Ω (Γ) does not contain any non-trivial line segment, γ has an axis and none of its axes can be contained in a half triangle. Hence (Ω, Γ) is a rank-one Hilbert geometry.
A.3. Hilbert geometries with isolated simplices. Suppose Γ ≤ Aut(Ω) is an infinite group, acts convex co-compactly on Ω and is relatively hyperbolic with respect to {A 1 , A 2 , . . . , A m } where each A i ≤ Γ is free abelian of rank at least two. We will spend the rest of this subsection proving Claim A.2.1. Islam-Zimmer [IZ19b, Theorem 1.7] prove that Γ is relatively hyperbolic if and only if (C core Ω (Γ), d Ω ) is a Hilbert geometry with isolated simplices. A Hilbert geometry is said to have isolated simplices if the set of maximal properly embedded simplices, S max (Ω), is isolated in the local Hausdorff topology. We will use the following result about such geometries. Since Γ is relatively hyperbolic with respect to {A 1 , A 2 , . . . , A m }, [DG18, Lemma 2 .3] implies that either Γ is virtually contained in a conjugate of some A i (that is, Γ is parabolic) or Γ contains an infinite order element that is not contained (virtually) in any free abelian subgroup of Γ of rank at least two. So unless Γ is virtually contained in a conjugate of some A i , we can assume that we are in the second case. Then we have the following proposition.
Proposition A.4. Let γ ∈ Γ be an infinite order element that is not contained in any (virtually) free abelian subgroup of Γ of rank at least two. Then γ is a rank-one isometry.
Delaying the proof of the proposition, we now see that this proposition implies that Γ contains a rank-one isometry. Thus (Ω, Γ) is a rank-one Hilbert geometry and we have Claim A.2.1.
Proof of Proposition A.4. We first show that γ has a principal pseudo-axis in C core Ω (Γ). Let C + := E + γ ∩ C core Ω (Γ) and C − := E − γ ∩ C core Ω (Γ). Then C + and C − are non-empty, compact, convex, γinvariant subsets of R d . By the Brouwer fixed point theorem, there exist fixed points γ + and γ − of γ in C + and C − respectively. Then [γ + , γ − ] is a principal pseudo-axis of γ in C core Ω (Γ). We now show that (γ + , γ − ) is an axis. Suppose to the contrary that [γ + , γ−] ⊂ ∂ i C core Ω (Γ). By Proposition A.3, there exists S ∈ S max (Ω) such that [γ + , γ − ] ⊂ ∂S. Then ∂(γS) ∩ ∂S ⊃ [γ + , γ − ]. Thus Proposition A.3 implies that γS = S. Thus, γ is contained in the stabilizer of a simplex, which is virtually a free abelian subgroup of rank at least two. This is a contradiction.
Suppose A γ := [A + γ , A − γ ] is an axis of γ contained in a half triangle. By Lemma A.2, we can assume that there exists z ∈ ∂ i C core Ω (Γ) such that We follow [BF09] and [GY18] for the following definition. This notion of contracting subsets is due to Bestvina-Fujiwara (we use the symbol BF denotes this). An element g ∈ G is a contracting element in the sense of BF if for any x 0 ∈ X:
(1) g has infinite order, (2) < g > x 0 is a quasigeodesic embedding of Z in X, and (3) < g > x 0 is a contracting subset in the sense of BF.
We will now prove equivalence of the notions of contraction due to Bestvina-Fujiwara and Sisto (cf. 9) for a geodesic path system. For the rest of this section, fix a geodesic path system PS on X. If x, y ∈ X, let σ x,y ∈ PS denote a path joining x and y. First, we prove the following lemma.
(2) It suffices to show that if x 0 ∈ X, then < g > x 0 is PS-contracting if and only if < g > x 0 is contracting in the sense of BF. This follows from part (1).
