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Noninvasive behavior observation techniques allow more natural human behavior assessment experiments
with higher ecological validity. We propose the use of gaze ethograms in the context of user interaction
with a computer display to characterize the user’s behavioral activity. A gaze ethogram is a time sequence
of the screen regions the user is looking at. It can be used for the behavioral modeling of the user. Given
a rough partition of the display space, we are able to extract gaze ethograms that allow discrimination
of three common user behavioral activities: reading a text, viewing a video clip, and writing a text.
A gaze tracking system is used to build the gaze ethogram. User behavioral activity is modeled by a
classifier of gaze ethograms able to recognize the user activity after training. Conventional commercial
gaze tracking for research in the neurosciences and psychology science are expensive and intrusive, some-
times impose wearing uncomfortable appliances. For the purposes of our behavioral research, we have
developed an open source gaze tracking system that runs on conventional laptop computers using their
low quality cameras. Some of the gaze tracking pipeline elements have been borrowed from the open
source community. However, we have developed innovative solutions to some of the key issues that arise
in the gaze tracker. Specifically, we have proposed texture-based eye features that are quite robust to low
quality images. These features are the input for a classifier predicting the screen target area, the user is
looking at. We report comparative results of several classifier architectures carried out in order to select
the classifier to be used to extract the gaze ethograms for our behavioral research. We perform another
classifier selection at the level of ethogram classification. Finally, we report encouraging results of user
behavioral activity recognition experiments carried out over an inhouse dataset.
Keywords: Neuroethology; activity recognition; gaze tracking; gaze ethogram; screen-based eye tracker;
noninvasive eye tracker.
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1. Introduction
The computer-based recognition and subsequent
analysis of the human and animal behavior falls in
the broad field of Computational Ethology.3 Human
studies are often referred as human activity recog-
nition (HAR).61 Most HAR works reported in the
literature use computer vision techniques38 and/or
wearable inertial sensors.65 However, most studies
are oriented to the identification of low level activ-
ities, such as abnormal behavioral situations in the
elderly.41 Hence, the studies do not deal with higher
level behavior representations, i.e. ethograms. An
ethogram is a time plot of the low level actions car-
ried out by the subject under observation that pro-
vides a high level representation which has been used
for animal phenotypical characterization.1 Specifi-
cally, in this paper, we are interested in the charac-
terization of behavioral states of a laptop computer
user.
The underlying hypothesis of our work can be
stated as follows: The subject’s gaze fixation infor-
mation allows to determine what kind of behaviors
and activities the subject is engaged in Ref. 27 . The
same hypothesis underlies the business of neuromar-
keting33 companies that routinely analyze the visual
behavior of users while visiting a web page, trying to
asses the marketing value of the user’s visual inter-
action. In our study, we want to assess the behav-
ioral state of a laptop computer user on the basis of
the sequence of gaze fixations on the computer dis-
play that we call gaze ethograms . There is a trade-
off between eye tracking accuracy and invasiveness.
The most accurate techniques for eye tracking are
very invasive. Electrooculography (EOG) and video-
oculography (VOG)8 use a series of electrodes sit-
uated in the user’s face to measure the eye move-
ment, and a head-mounted mask that is equipped
with small cameras, respectively. Glass frames with
mounted infrared-based eye trackers are mildly inva-
sive but very accurate. However, we aim to carry out
observation and measurement with minimal or no
interference to the natural behavior.
To carry out our experimental exploration of the
behavioral activity recognition on the basis of gaze
ethograms in a noninvasive way, we have developed
an open source screen-based desktop eye tracker and
gaze fixation area estimation system that uses con-
ventional laptop web cameras without any additional
hardware. Both conventional techniques2,23,40,48 and
artificial neural networks5,47,51,60 have been used to
develop systems for eye tracking. However, in order
to detect the display target area, we need an addi-
tional model that maps the eye tracking informa-
tion into display fixations. We solve the issue by
applying additional machine learning models that
have become ubiquitous in neuroscience and behav-
ior studies.29,44 In this paper, we report encouraging
experimental results, showing that the sequence of
gaze fixations on the screen detected by our system
can be composed into an ethogram that allows the
discrimination of the actual behavioral activity being
carried out.
The rest of the paper is organized as follows.
Section 2 reviews the background of behavioral
activity recognition. Section 3 revisits some concepts
concerning eye movements and gaze analysis. We
provide a short view of the state-of-the-art to set
the stage for our proposal. Section 4 details how user
activities can be characterized by ethograms and how
they can be compared and classified. We describe
how we recognize the behavioral activities that a user
carries out in front of a computer. Section 5 describes
our gaze tracking system. Section 6 describes the
recording procedure for (a) the gaze tracking sys-
tem training data, and (b) the data for the activity
classification based on the gaze ethogram. Section 7
provides the experimental results of both the gaze
ethogram-based behavioral activity recognition, and
the tuning of the gaze tracking system. Finally, Sec. 8
provides our conclusions and directions for future
work.
2. Behavioral Activity Recognition
Machine learning-based recognition of behavioral
activities belongs to the broad scientific field of Com-
putational Neuroethology16,22,30 that deals with the
causal or correlation relationship between observ-
able behavior and the neural pathways in the brain
and central nervous system. However, as we are not
including direct neural activity observation in our
computations, this paper can be considered a Com-
putational Ethology study.3 A central tool of etho-
logical research is the ethogram, i.e. the quantita-
tive representation of the observed behavior as a
time sequence of elementary actions that are rec-
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the behavior can be carried out over the ethogram
representation.3
Much effort on human activity recognition
research is currently directed to the monitoring of
the aging people,34 and to the improvement of perfor-
mance in sports.4 Though monitoring elderly people
is motivated by behavioral decline due to neurode-
generative diseases, no behavioral activity recogni-
tion is pursued, because the goal is to detect abnor-
mal situations in order to raise alarms.41 Often the
kind of activity modeled is rather atomic and short
timed, like sitting, walking, standing up, or falling.
Fall detection and gait analysis in elderly people have
attracted a lot of researches.56 However, up to this
date, we found no reference of works at the level of
composing and recognizing human ethograms. There
are two main modalities of the sensing systems:
wearable and external. The wearable sensors are
most of the time inertial measurement units,63 which
provide very limited information and suffer from
drift, sensitivity to electromagnetic noise, and other
artifacts.62 Some works try to infer activity infor-
mation from physiological sensors measuring heart
rate,9 but such indirect methods are very unreliable.
External sensors are often cameras that can be com-
plemented with depth information (RGB-D).42 They
are minimally invasive, but require the subject to be
in the camera field of view. Such computer vision-
based approaches have been extensively developed
for animal behavior accurate measurement allowing
to extract detailed ethograms for machine learning-
based phenotyping.35 However, we have not found
works on ethogram-based HAR analysis previous to
our own work reported here. The requirement of non-
invasiveness is critical for ecologically valid behav-
ior observation, hence we emphasize in this paper,
the role played by our own developed gaze tracking
system.
3. Gaze Tracking Background
3.1. Eye movements
Three basic types of eye movements can be detected
by sensors which can be either attached to the face or
remote: saccadic eye movements, fixations and blink-
ing. Saccades are quick, simultaneous movements of
both eyes between two or more phases of fixation in
the same direction.11,21 The brain does not retrieve
information about the visual stimulus from these
movements, because it suppresses visual sensation
during saccades to avoid blur/motion. It has been
found that the spatial distribution of eye movements
remains optimal after losing central vision.58 Visual
fixations occur between saccades. A fixation is the
sustained gaze during a time interval in a specific
direction which falls upon a single location in the
visual stimulus. The averaged duration of fixations
is 200 ms. Fixation is needed because of the lim-
ited detailed visual angle (2◦). Information retrieval
is carried out by the brain during fixation periods,
which take most of the viewing time. Fixations are
not static positions of the eye, instead tremor, drift,
and micro-saccades occur during fixation periods.
They serve to stabilize the gaze on the point of inter-
est and to prevent adaptation, which eventually pro-
duces the fading of the image from the perceived
view. Tremor and micro-saccades are high frequency
motions that can be confused with noise in high
temporal resolution systems ≥300Hz, or be unde-
tectable by low resolution systems. Finally, Blink-
ing is a semi-autonomic rapid closing of the eyelids.
Generally, the rate of blinking is about 12–18 blinks
per minute, although it may decrease to about 3–
4 times per minute when the eyes are focused on an
object for an extended period of time, such as when
reading. The averaged duration of blinking is about
200–300ms.
3.2. Gaze detection state-of-the-art
Gaze detection has been a research and application
area for a long time.19 Some early successful sys-
tems67 were based on EOG, the recording of elec-
trodes placed around the eye, and the use of scleral
contact lenses rigged with a coil that allowed mea-
surement of motion in an electromagnetic field. Such
systems are very invasive. Optical-based systems use
specific illumination systems (often infrared) that
enhance the detection of eye features such as the
pupil and the cornea for point of regard estima-
tion. Such systems, are less invasive but still impose
very stringent positioning of illumination sources and
cameras. However, there is a need for much less inva-
sive systems, that do not require the subject to have
in hand and wear specific technology. Systems based
on computer vision have recently been proposed
based on the localization of the eyebrows,24 the esti-
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and deep learning architecture66 for demanding envi-
ronment in neuroscience studies.
Gaze information has been used for diagnos-
tic and active interaction purposes.20 Gaze interac-
tion has been used for communicating with people
suffering extreme disability,6 and for games. Diag-
nostic applications have been widespread in areas
such as diverse, neuroscience and marketing. Some
recent reported examples: Determining how stu-
dents’ visual attention may influence school fail-
ure,57 and evaluating the decision-making process
during sports playing.64 The entropy of gaze trajec-
tory has been found to be a good detector of alco-
hol induced driving impairment,53 gaze cuing (fol-
lowing the gaze of a partner in a social interaction)
is not impaired in patients with Alzheimer’s Dis-
ease (AD), though it impairs the distinction between
direct and averted gaze.36 Gaze detection systems
have been used to confirm that impaired gaze lead-
ing abilities in subjects with autism spectrum condi-
tions underly joint attention impairment32 as well as
diverse mechanisms for the detection of direct versus
adverted gaze,52 correlated gaze behavior and elec-
troencephalography readings were found in a bore-
dom study.39 Gaze detection has been used for the
analysis of facial expression exploration in subjects
with social anxiety.31 Finally, gaze detection and
tracking contributes to the analysis of general cogni-
tive processes.28 discovering the mechanisms under-
lying visual memory, visual attention and learning.
4. Gaze Ethogram Modeling of
Behavioral Activities
We recall that an ethogram is a representation of the
sequence of actions that a subject is executing while
engaged in an activity or a series of activities. From
the ethogram, we can extract higher level informa-
tion, such as the frequency or probability that an
action is followed by another (either the same or a
different one)3 when carrying out a specific activity.
In our study, the atomic action is the area of
the display that receives the user attention, which
is determined by the gaze fixation. Hence, we con-
sider gaze ethograms. An activity is what the user is
doing in front of the computer for a period of time.
Under the assumption that we can predict the screen
area that receives the user attention, we want to use
this information to identify the behavioral activity
that the user is carrying out.
Fig. 1. Calibration template with the identification of
the target areas for gaze localization. Note that the tar-
get order has been arbitrarily defined to reduce the user
fatigue during the calibration.
The target screen areas are identified in Fig. 1.
For gaze ethogram inference, it is not needed to
receive the gaze destination coordinates on the screen
with the resolution required, for example, in an HCI
application, where gaze fixation coordinates may be
used to choose an option or to gain access to a spe-
cific feature. Thus, the broad set of gaze fixation tar-
gets determine broad display areas that may receive
the user’s attention. Gaze detection system is imple-
mented by a gaze fixation screen area predictor using
the pupil and face pose information as features.
Figure 2 depicts a gaze ethogram that has been
extracted from the fixations detected by the gaze
tracking system while the user is carrying out the
activity “reading a text”. The activity has been video
recorded for 200 s. The vertical axis corresponds to
the target display area that receives the user’s atten-
tion, the horizontal axis gives the time stamp when
the sample images are taken. The gaze destination
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falls mainly in the target corresponding to the top
area of the display, namely targets 3, 4, and 5.
5. Gaze Tracking System
As discussed above, for the purposes of our research
on gaze ethogram modeling of behavioral activities,
we needed to develop an efficient gaze tracking work-
ing on–off the shelf laptop computers. In this section,
we provide a description of this system emphasizing
some innovative contributions.
5.1. Overall description of the gaze
tracking system
The system hardware configuration is a laptop com-
puter endowed with a web camera on top of the
screen upon which a user is working. The distance
of the face to the camera is roughly 0.5m, and the
camera view of the face is frontal, although the sub-
ject can move freely and change pose at will. The goal
of our system is to identify the screen area where the
user gaze is fixated while he is carrying out some
behavioral task. We are using off the shelf web cam-
eras that are factory installed in laptops, therefore
robustness is a challenge and a limitation. The res-
olution of those cameras is limited and the quality
of the image is quite low. Additional difficulties arise
from the uncontrolled illumination conditions, and
the user freedom of movement in front of the camera.
The gaze destination detection process is decom-
posed into a pipeline of low level tasks depicted in
Fig. 3. Firstly, we localize the user’s face in the image.
Once the face position in the image is known, we
extract the facial landmarks. Next, we compute the
eye aspect ratio (EAR) that is used to determine if
the eyes are closed in an image to detect eye blinks.
We test two approaches to estimate the gaze
direction. The first approach is based on the image
coordinates of the centers of the pupils. The second
approach is based on novel local texture features.
The system implementation in Python is published
as free open source code.15
5.2. Face localization
Face localization can be be achieved in a number
of ways, such as edge image matching to face edge
templates.25,26 In our system, we use a pre-trained
detector based on histograms of oriented gradients
Fig. 3. Overall processing pipeline to estimate the des-
tination of the gaze. EAR = eye aspect ratio.
(HOG)43 as input features for classification by linear
support vector machines (SVM).12 The HOG-based
detection has been successfully applied to human
shape detection in pedestrian datasets with a large
range of pose variations and backgrounds.13 The
HOG-based method has been already compared to
Haar wavelets as descriptors for classification using
polynomial kernel SVM45,49 or AdaBoost.59
5.3. Face alignment
The face alignment problem has been addressed
using several techniques, such as a cascade of
regression functions,10,18 consensus of exemplars,7,17
conditional regression forests,14 and nonparametric
shape models.54 We use an ensemble of regression
trees to estimate the face landmark positions directly
from a sparse subset of pixels intensities.37 The
method returns 68 2D points in the image that
describe that can be used to localize the eyes, eye-
brows, nose, mouth, and jawline. This approach
allows almost real-time response. We have found
trouble when the user is wearing some kind of glasses
during the data capture.
5.4. Eye aspect ratio
The eye aspect ratio (EAR)55 is defined as the pro-
portion between height and width of an eye. It is used
to determine if the eye is open (the value is mostly
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Fig. 4. Points used to compute the EAR.
near to zero). The ratio is computed as shown in (1).
EAR =
‖p2 − p6‖ + ‖p3 − p5‖
2 ‖p1 − p4‖ , (1)
where p1, . . . , p6 are the points that describe the eye
position that have been detected in the previous step.
p1 and p4 correspond to the left and right edges of
the eye, p2 and p3 are two points above the eye about
the intersection between the eyelid and the pupil,
and p6 and p5 are the points below the eye relative
to the two previous ones. The points are numbered
clockwise starting from the leftmost one as shown in
Fig. 4. The EAR is very helpful in order to determine
if the gaze destination is the top or the bottom of the
display. The greater the EAR value, the higher the
gaze destination in the screen (EAR value is zero
when the eye is closed).
We use EAR for the detection of blinking events,
setting an empirically derived threshold. Specifically,
when EAR ≥ 0.18 for both eyes, we consider that the
blinking may be starting. The duration of blinking
is in the range of 200–300ms. Thus, we use this esti-
mation to determine if the user is just blinking or if
he or she almost closed the eyes.
5.5. Center of the pupil
One of the proposed methods for gaze fixation deter-
mination is based on the centers of the pupils of both
eyes, which are estimated as follows: Following the
line between the points p1 and p4 in Fig. 4, we find
out the horizontal coordinates where the iris starts
at both sides. Then, we compute the middle point,
which is used as an approximation to the horizon-
tal center of the pupil. This is the initial point from
which the upper and lower eyelids are searched to
determine the vertical coordinates. The final result
of this process is shown in Fig. 5.
Once the approximate centers of the pupils are
determined, they must be referred to a coordinate
Fig. 5. The coordinates in the image of the center of
the pupil are determined by computing the intersection
of the orthogonal longest lines that cross the iris.
frame relative to the face in order to obtain invari-
ance to user head motion. For this purpose, two face
landmark points computed during the face alignment
are used as the base reference. Specifically, these are
the points between both eyebrows and the nose lower
point.
5.6. Texture-based gaze estimation
The second set of features for gaze fixation estima-
tion are computed from the area determined by four
of the facial landmark points detected during the face
alignment. Specifically, we use the upper eyelid land-
marks p2 and p3, and the lower eyelid landmarks p5
and p6. Those points define a polygon whose centroid
is computed. The centroid induces the partition of
the polygon in four sub-polygons denoted A, B, C
and D in Fig. 6. The averaged intensity of each sub-
polygon is then computed as well as the global inten-
sity of the main polygon. The polygon average global
intensity is used to normalize the intensity within
each subpolygon. Thus, we detect which areas are
darker or lighter than the global polygon. The iris
and the pupil will fall in those darker areas, while
Fig. 6. The structure of subpolygons used to estimate
the gaze destination obtained from landmark points p2,
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the rest of the eye image will correspond to lighter
areas.
6. Data Capture and Experimental
Design
Our experimental work has two phases. Firstly, we
have to tune our gaze tracking implementation by
training the display target area predictor. Secondly,
we have done experiments on the behavioral activ-
ity recognition. We have separate datasets for these
experiments. In this section, we describe how we col-
lected the data and how it was used in the compu-
tational experiments.
6.1. Gaze tracking system calibration
data
The gaze tracking system calibration data consists of
a collection of pairs {face–eye image, display target
area}. There is a special label for images where the
user has closed eyes. For the experiments reported
in this paper, this data has been obtained from two
research collaborators that have quite different iris
colors looking for some robustness in the subsystem
for eye image processing. For general system deploy-
ment, fine tuning for specific users may be desirable.
To obtain the calibration pairs, the volunteers were
positioned in front of the laptop, looking to the dis-
play target areas in a controlled sequence and timing,
so that the training images where the user gaze is fix-
ated on a target area can be easily extracted from the
calibration videos using the time stamp. The dataset
for the training and validation experiments reported
below contains more than 4000 images.
The calibration data recording sessions are car-
ried out in an office during the workday with natu-
ral light and temperature conditions. The recorded
subjects are seated in front of a conventional com-
puter with a 15.6 inches display. The face distance to
the computer display (and camera) ranges between
40–60 cm. The head movements are restricted to
small angles (≤10◦) during the recording sessions.
The camera height is determined for each subject in
order to optimize the EAR and position computa-
tion accuracy, in order to improve the sensibility of
the whole system.
The gaze tracking system calibration data record-
ing procedure is performed as follows: Target area
numbers are displayed following its numeric order
(see Fig. 1). The user fixes his gaze on the num-
ber in the screen. Timing of fixations is determined
by the display program which is synchronized with
the laptop camera. The order of presentations has
been designed to minimize the fatigue and to reduce
the eye movements between target areas. The sys-
tem takes 60 face/eye image samples for each target
area. As we set the video frame rate to 20 frames per
second, the duration of each fixation is about 3 s.
For each face image sample, the center of the
pupil coordinates, the texture-based gaze estimation
and the EAR are computed. Note that blinking is
also computed. These values are the input features
of the gaze target area predictor to be tuned in order
to be used for gaze ethogram recognition.
6.2. Activity classification data
We define three kinds of activities to be performed
in front of a laptop computer display: reading a text,
watching a movie, and typing a text. All of them are
very common activities in an office-like environment.
For the experiments on behavioral activity recog-
nition based on gaze ethograms, we have captured
two datasets. The first was devoted to the selec-
tion of the most appropriate classification model by
cross-validation experiments. The subjects for the
capture were the two researchers that have con-
tributed to the gaze tracking calibration data. The
second was devoted to computational experiments
on the generalization of the results, examining intra-
and inter-subject performance of the selected clas-
sifier. The subjects in this case were volunteered
undergraduate students (n = 12, average age 22
years, no. of female = 4) that are fluent in the
use of the laptop computer (OS Linux). Students
were compensated with credits for their collabora-
tion. In both dataset recordings, the protocol was
the same. Each subject recorded three sessions in
three different days. Each session was composed of
20 activity blocks of 200 s. duration. We allowed a
time to shift between activities of 5 s. A controller
was indicating the next activity and keeping control
of recording the actual start and end of the recorded
activity. The schedule of the activities in each ses-
sion was randomized, but repeated between subjects.
As a result, we have recorded 60 activity blocks per
subject. The final datasets are composed of the gaze
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tuned gaze tracking system. In summary, we have
120 gaze ethograms for classifier model selection,
and 360 for gaze ethogram classifier generalization
results.
7. Results
In this section, we report results of the two aspects
of the system. Firstly, we report on the accuracy of
the gaze target area prediction achieved by several
state-of-the-art classifiers, comparing the pupil cen-
tre localization with the texture-based gaze localiza-
tion approach. Secondly, we report on the recogni-
tion of the user activity based on the gaze ethogram
information. The classifier model implementations
used are the Python-based scikit-learn environment
(https://scikit-learn.org/stable/). In all validation
experiments reported below, we have repeated a 100
times a 75% hold out validation, where we by ran-
domly select a 75% of the dataset for training the
classifiers and use the other 25% for test. We report
the average accuracy of the 100 test results.
7.1. Gaze target area prediction
We have experimented with several classifiers to pre-
dict the target display area associated with the gaze
destination. Table 1 summarizes the accuracy results
corresponding to the k-NN classifiers using either
the center of the pupil or the texture-based gaze
estimation features. The first feature vector (center
of the pupil method) is composed of the horizontal
and vertical coordinates and the EAR of each eye,
a total of six features. These results have been par-
tially reported elsewhere.46 The second feature vec-
tor (texture-based gaze estimation) is composed by
the averaged intensity of each subpolygon and the
EAR of each eye, a total of 10 features.
Table 1. Accuracy results of k-NN using either the
center of the pupil or texture-based features for gaze
estimation to determine the target area that the user
is looking at (averaged values of a 100 repetitions).
k-NN Center of pupil Texture-based estimation
k = 1 84.41% 89.10%
k = 3 85.26% 90.20%
k = 5 85.25% 89.43%
k = 7 83.96% 88.34%
We obtain better performance with the texture-
based features for gaze estimation. In particular,
we get the best performance for k = 3, which
is about 90.20%. After reviewing the misclassified
images, we conclude that the quality and resolu-
tion of the images that we are using do not allow
accurate computation of the center of the pupil. It
is hard to detect the facial landmark points in such
kind of low resolution and poorly illuminated images.
The texture-based gaze estimation seems to be more
robust against these conditions.
Table 2 shows the results corresponding to
texture-based gaze estimation using a set of classi-
fiers: support vector machines (SVM) with several
kernel functions, random forest with several numbers
of decision tree estimators (RF), and multi-layer per-
ceptrons with several different architectures. For the
sake of clarity, we replicate the k-NN classifier results
shown in Table 1.
The best accuracy performance is achieved
by SVM with polynomial function: 98.63%. The
misclassified images correspond to cases in which
the user’s eyes are closed. When treating a video
sequence, these errors are usually recovered in the
next image of the sequence. In this computational
experiments, we did not apply the thresholding on
the EAR value to decide if the user has the eyes
closed. Multi-layer perceptrons with 2 hidden lay-
ers (80 and 40 neurons, respectively) and hyperbolic
tangent activation function gets a top accuracy per-
formance of 93.83%. The best values for the other
types of classifier (the random forest computation
time is prohibitive for our application) are: k-NN
with k = 3 achieves 90.20%, and random forest with
Table 2. Accuracy results of a set of classifiers using
texture-based features for gaze estimation to determine
the target area that the user is looking at (averaged
values of a 100 repetitions).
k-NN k = 1 k = 3 k = 5 k = 7
Perf. 89.10% 90.20% 89.43% 88.34%
SVM RBF Linear Poly Sigmoid
Perf. 94.33% 96.78% 98.63% 13.48%
RF est=10 est=100 est=500 est=1000
Perf. 82.14% 83.51% 83.92% 84.43%
MLP 100/sig 100/tanh 60+40/tanh 80+40/tanh
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1000 estimators achieves 84.43%. Not included in
Table 2, the Näıve Bayes classifier gets a performance
of 77.29%. Finally, note that SVM with a sigmoid
kernel function achieves a very poor performance,
about 13.48%, perhaps due to the instability of the
nonlinear kernel transformation. The SVM family of
classifiers therefore provides both the best and the
worst results.
7.2. Behavioral activity classification
Figure 7 shows sample gaze ethograms of an activity
recording session during which the subject is reading
Fig. 7. Gaze ethograms associated with reading activity
(top), watching a movie (center), and typing a text with
the keyboard (bottom).
Table 3. Accuracy results of using gaze ethogram-based
activity prediction (averaged values of 100 repetitions of
75% hold out validation).
k-NN k = 1 k = 3 k = 5 k = 7
Acc. 94.52% 93.58% 93.43% 91.87%
SVM RBF Linear Poly Sigmoid
Acc. 97.12% 97.82% 98.32% 34.71%
RF est=10 est=100 est=500 est=1000
Acc. 86.36% 87.71% 87.92% 88.14%
MLP 80/sig 80/tanh 60+20/tanh 40+40/tanh
Acc. 93.21% 95.17% 94.62% 93.75%
a text (top), watching a movie (center), and typing
a text (bottom). The user’s gaze fixates on a partic-
ular set of target areas depending on the task that is
been performed. While reading a text (Fig. 7 (top))
the experimental subjects visits the upper display
target areas 4 and 3 more frequently, due to the fact
that the text starts in the top of the display and the
subject scrolls the text. This behavior is obviously
conditioned to the western reading convention. Dur-
ing the video watching activity (Fig. 7 (center)) the
experimental subjects visit the display center target
areas 1 and 8 more frequently, with some excursions
to target area 4. Target 1 corresponds to the center of
the display, so it is a highly expected gaze detection
output. It is where the visual field is wider and higher
in comparison to the other targets and where the sub-
ject can gather much more visual information from
the screen. The gaze ethogram of the typing activ-
ity (Fig. 7 (bottom)) shows that the user visits more
often the targets 7–9 at the bottom of the screen.
This activity has a frequency of blinking events that
is much lower than the reading and movie watching
activities, probably because the gaze destination is
mostly at the bottom of the display.
Table 4. Average confusion matrix of a SVM classi-
fiers with a polynomial function over the model selection
dataset.
Reading Video watching Typing
Reading 32.7% 0.8% 0.0%
Video watching 0.5% 31.9% 0.8%
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Table 5. Intra and inter subject accuracy of behavioral activity SVM classifiers with a polynomial function
over the generalization dataset.
S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12
S1 92.7% 83.4% 78.5% 84.7% 83.3% 83.9% 86.1% 84.6% 85.3% 81.8% 86.3% 83.4%
S2 79.7% 95.4% 77.5% 84.6% 81.7% 86.3% 83.7% 82.4% 81.6% 87.2% 88.1% 82.5%
S3 79.4% 78.1% 98.6% 81.8% 82.6% 87.2% 81.8% 83.1% 83.4% 85.0% 85.9% 79.4%
S4 82.7% 82.7% 82.3% 97.3% 84.6% 85.8% 79.2% 81.7% 82.8% 83.0% 86.4% 84.6%
S5 81.5% 80.3% 83.7% 82.9% 94.6% 83.8% 83.8% 85.6% 84.9% 80.7% 84.9% 83.3%
S6 83.1% 84.8% 85.7% 82.7% 84.0% 97.5% 82.6% 83.7% 84.5% 86.2% 87.8% 82.7%
S7 84.8% 83.1% 82.8% 80.3% 81.7% 81.8% 93.2% 81.6% 83.5% 85.8% 88.3% 84.8%
S8 83.7% 83.3% 83.4% 80.9% 86.4% 83.3% 83.0% 92.4% 82.5% 84.9% 87.7% 81.5%
S9 82.5% 82.4% 83.3% 83.9% 85.5% 83.9% 86.7% 83.7% 93.6% 81.6% 83.8% 82.4%
S10 79.6% 86.2% 82.8% 84.2% 82.6% 87.0% 87.3% 86.2% 83.0% 98.5% 86.5% 84.1%
S11 84.3% 89.0% 86.2% 87.1% 85.9% 84.9% 87.0% 87.2% 82.8% 87.2% 93.6% 84.8%
S12 82.7% 83.5% 81.5% 80.5% 82.9% 84.6% 83.5% 84.0% 82.3% 84.1% 84.4% 92.7%
The first computational experiment is devoted
to the selection of the most appropriate classifier
model using the first dataset of 120 gaze ethograms
described above. We have explored the performance
of k-NN classifier for several values of the parameter
k, SVM with linear, radial basis function, polyno-
mial, and sigmoid kernel functions, RF with several
numbers of decision trees, and multi-layer percep-
trons (MLP) with several different architectures. The
averaged accuracy values of the results are presented
in Table 3.
The best activity prediction results have been
achieved by a SVM with a polynomial function,
which is about 98.32%. We get a pretty good per-
formance for most classifiers, though SVM with Sig-
moid kernel is very bad. As a conclussion of this
computational experiment, we select the SVM with
polynomial kernel for ensuing experiments. Table 4
shows the average confusion matrix of the SVM with
polynomial kernel, we can appreciate that the video
activity can be confused with the other two. Reading
and typing are not confused at all.
The second computational experiment tries to
assess the generalization of the gaze ethogram classi-
fication approach to new subjects different from the
ones that provided the data for the gaze tracking sys-
tem tuning and the activity recognition model selec-
tion. Table 5 provides the average accuracy results of
the hold out validation experiments carried out over
the generalization dataset described above. The vali-
dation process was carried out as follows, for each
subject, we repeated 100 times a hold out proce-
dure, where 75% of its data was used for training
an SVM with polynomial kernel. The trained model
was applied to the 25% of the data hold out for test.
The same model was applied to the data of the other
subjects using their entire data as test, thus testing
the ability to transfer the classifier trained with one
subject to the remaining subjects. The average intra-
subject classification accuracy achieved is 95.0%, cor-
responding to the average of the diagonal of Table 5.
The average inter-subject accuracy is 83%, thus we
appreciate a big decrease in performance when we
try to do transfer learning.
8. Conclusions and Further Work
We propose a system for the recognition of behav-
ioral activities carried out in front of a computer by
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gaze fixations is analyzed in order to create a gaze
ethogram, which is the input for the behavioral activ-
ity classifier. In order to obtain noninvasive, thus
highly ecologically valid, observations, we have devel-
oped our own open-source gaze tracking system that
works on low resolution images captured by a con-
ventional laptop computer web camera without any
special equipment for illumination. The gaze tracking
system innovations are (a) the definition of texture
features for the eye direction characterization which
are more robust than the center of the pupil, and (b)
a machine learning approach to estimate the gaze
fixation.
Based on the experimental results, we conclude
that the system is able to classify activities usually
performed in normal office-like conditions by several
experimental subjects with different physical charac-
teristics as color of the skin and eyes, shape of the
face, and so on.
In the future, we have several lines of work to
pursue. We want to explore other screen partition
template designs with more targets and different tar-
get topology could help to improve the behavioral
activity recognition results. We have to trade-off the
low resolution of the employed equipment and the
detection of gaze destination. We are also consid-
ering using directly an estimation of the display
area of the gaze destination and to overcome the
use of landmarks. We want to increase the number
and diversity of activities. Although the selected ones
for this work are quite representative, they are just
some activities that a user performs in front of a com-
puter. We also will be working on the improvement of
the transfer of trained classifiers between subjects in
order to generalize the system. We will be considering
the recognition of activities with variable duration,
which requires dynamic programming approaches in
order to cope with varying gaze ethogram sizes, and
on the determination of the minimum length of video
that is needed to identify a particular activity.
Regarding the improvement of the gaze track-
ing system, future work is planned towards improv-
ing the image processing techniques that are used in
order to detect the face and facial landmarks in the
image. Currently, the head movements are restricted
in order to improve the results. If a user turns the
head several degrees, the face is not detected and no
data is gathered.
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18. P. Dóllar, P. Welinder and P. Perona, Cascade pose
regression, IEEE Conf. Computer Vision and Pat-
tern Recognition (CVPR) (San Francisco, California,
USA, 2010), pp. 1078–1085.
19. A. T. Duchowski, Eye Tracking Methodology — The-
ory and Practice (Springer, Cham, 2017).
20. A. T. Duchowski, Gaze-based interaction: A 30 year
retrospective, Comput. Graph. 73 (2018) 59–69.
21. J. D. Enderle and D. A. Sierra, A new linear muscle
fiber model for neural control of saccades, Int. J.
Neural Syst. 23(2) (2013) 1350002, PMID: 23578053.
22. J. P. Ewert, Neuroethology: An Introduction to
the Neurophysiological Fundamentals of Behavior
(Springer International Publishing, 1980).
23. O. Ferhat and F. Vilariño, Low cost eye tracking:
The current panorama, Comput. Intell. Neurosci.
2016 (2016) 1–14.
24. L. Florea, C. Florea and C. Vertan, Recognition of
the gaze direction: Anchoring with the eyebrows, J.
Vis. Commun. Image Rep. 35 (2016) 67–77.
25. D. M. Gavrila and V. Philomin, Real-time object
detection for smart vehicles, IEEE Conf. Com-
puter Vision and Pattern Recognition (CVPR) (Ft.
Collins, Colorado, USA, 1999), pp. 87–93.
26. D. M. Gavrila, J. Giebel and S. Munder, Vision-
based pedestrian detection: The protector + system,
Proc. IEEE Intelligent Vehicles Symp. 2004, Parma,
Italy, 2004, pp. 13–18.
27. A. George, Image based Eye Gaze Tracking and its
Applications, arXiv:1907.04325.
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55. T. Soukupová and J. Čech, Real-time eye blink
detection using facial landmarks, in 21st Computer
Vision Winter Workshop, eds. L. Cehovin, R. Man-
deljc and V. Struc, Rimske Toplice, Slovenia, 3–5
February 2016.
56. E. E. Stone and M. Skubic, Unobtrusive, continu-
ous, in-home gait measurement using the Microsoft
Kinect, IEEE Trans. Biomed. Eng. 60(10) (2013)
2925–2932.
57. M.-J. Tsai, H.-T. Hou, M.-L. Lai, W.-Y. Liu and F.-
Y. Yang, Visual attention for solving multiple-choice
science problem: An eye-tracking analysis, Comput.
Educ. 58 (2012) 375–385.
58. A. Vasilyev and M. Hansard, Spatial distribution of
eye-movements after central vision loss is consistent
with an optimal visual search strategy, Int. J. Neural
Syst. 29(10) (2019) 1950026.
59. P. Viola, M. J. Jones and D. Snow, Detecting pedes-
trians using patterns of motion and appearance,
IEEE Int. Conf. Computer Vision (ICCV 2003),
Vol. 2 (Nice, France, 2003), pp. 734–741.
60. S. Vora, A. Rangesh and M. M. Trivedi, On gen-
eralizing driver gaze zone estimation using convo-
lutional neural networks, IEEE Intelligent Vehicles
Symp. (Redondo Beach, California, 2017), pp. 849–
854.
61. M. Vrigkas, C. Nikou and I. Kakadiaris, A review of
human activity recognition methods, Front. Robot.
Artif. Intell. 2 (2015) 11.
62. J. Wang, Y. Chen, S. Hao, X. Peng and L. Hu, Deep
learning for sensor-based activity recognition: A sur-
vey, Pattern Recogn. Lett. 119 (2019) 3–11.
63. Y. Wang, S. Cang and H. Yu, A survey on wearable
sensor modality centred human activity recognition
in health care, Expert Syst. Appl. 137 (2019) 167–
190.
64. P. Weigel, M. Raab and R. Wollny, Tactical deci-
sion making in team sports: A model of cognitive
processes, Int. J. Sports Sci. 5(49) (2015) 128–138.
65. J. Y. Yang, J. S. Wang and Y. P. Chen, Using accel-
eration measurements for activity recognition: An
effective learning algorithm for constructing neural
classifiers, Pattern Recogn. Lett. 29(16) (2008) 2213–
2220.
66. Y.-H. Yiu, M. Aboulatta, T. Raiser, L. Ophey, V. L.
Flanagin, P. Zu Eulenburg and S.-A. Ahmadi, Deep-
vog: Open-source pupil segmentation and gaze esti-
mation in neuroscience using deep learning, J. Neu-
rosci. Methods 324 (2019) 108307.
67. L. R. Young and D. Sheena, Survey of eye movement
recording methods, Behav. Res. Methods Instrum.
7(5) (1975) 397–439.
2050025-13
In
t. 
J.
 N
eu
r.
 S
ys
t. 
20
20
.3
0.
 D
ow
nl
oa
de
d 
fr
om
 w
w
w
.w
or
ld
sc
ie
nt
if
ic
.c
om
by
 U
N
IV
E
R
SI
D
A
D
 D
E
L
 P
A
IS
 V
A
SC
O
 B
IB
L
IO
T
E
C
A
 o
n 
02
/0
2/
21
. R
e-
us
e 
an
d 
di
st
ri
bu
tio
n 
is
 s
tr
ic
tly
 n
ot
 p
er
m
itt
ed
, e
xc
ep
t f
or
 O
pe
n 
A
cc
es
s 
ar
tic
le
s.
