In Data mining and Knowledge Discovery hidden and valuable knowledge from the data sources is discovered. The traditional algorithms used for knowledge discovery are bottle necked due to wide range of data sources availability. Class imbalance is a one of the problem arises due to data source which provide unequal class i.e. examples of one class in a training data set vastly outnumber examples of the other class(es). In this paper, we present a new hybrid approach using neural networks to improve the class imbalance results. This algorithm provides a simpler and faster alternative by using multi perceptron back propagation neural network as base algorithm. We conduct experiments using eleven UCI data sets from various application domains using four base learners, and five evaluation metrics. Experimental results show that our method has shown good performance in terms of Area under the ROC Curve, F-measure, precision, TP rate and TN rate values than many existing class imbalance learning methods.
INTRODUCTION
A dataset is class imbalanced if the classification categories are not approximately equally represented. The level of imbalance (ratio of size of the majority class to minority class) can be as huge as 1:99 [1] . It is noteworthy that class imbalance is emerging as an important issue in designing classifiers [2] , [3] , [4] . Furthermore, the class with the lowest number of instances is usually the class of interest from the point of view of the learning task [5] . This problem is of great interest because it turns up in many real-world classification problems, such as remote-sensing [6] , pollution detection [7] , risk management [8] , fraud detection [9] , and especially medical diagnosis [10] - [13] . There exist techniques to develop better performing classifiers with imbalanced datasets, which are generally called Class Imbalance Learning (CIL) methods. These methods can be broadly divided into two categories, namely, external methods and internal methods. External methods involve preprocessing of training datasets in order to make them balanced, while internal methods deal with modifications of the learning algorithms in order to reduce their sensitiveness to class imbalance [14] . The main advantage of external methods as previously pointed out, is that they are independent of the underlying classifier. In this paper, we are laying more stress to propose an external CIL method for solving the class imbalance problem. This paper is organized as follows. Section 2 briefly reviews the Data Balancing problems and its measures. And in Section 3, we discuss the proposed method of using the back propagation neural network as one of the component for CIL. Section 4 presents the imbalanced datasets used and measures used for validation, while In Section 5, we present the experimental setting and In Section 6discuss, in detail, the classification results obtained by the proposed method and compare them with the results obtained by different existing methods and finally, in Section 7, we conclude the paper.
DATA BALANCING
Whenever a class in a classification task is underrepresented (i.e., has a lower prior probability) compared to other classes, we consider the data as imbalanced [15] , [16] . The main problem in imbalanced data is that the majority classes that are represented by large numbers of patterns rule the classifier decision boundaries at the expense of the minority classes that are represented by small numbers of patterns. This leads to high and low accuracies in classifying the majority and minority classes, respectively, which do not necessarily reflect the true difficulty in classifying these classes. Most common solutions to this problem balance the number of patterns in the minority or majority classes. Either way, balancing the data has been found to alleviate the problem of imbalanced data and enhance accuracy [15] , [16] , [17] . Data balancing is performed by, e.g., oversampling patterns of minority classes either randomly or from areas close to the decision boundaries. Interestingly, random oversampling is found comparable to more sophisticated oversampling methods [17] . Alternatively, under sampling is performed on majority classes either randomly or from areas far away from the decision boundaries. We note that random under sampling may remove significant patterns and random oversampling may lead to over fitting, so random sampling should be performed with care. We also note that, usually, oversampling of minority classes is more accurate than under sampling of majority classes [17] . Resampling techniques can be categorized into three groups. Under sampling methods, which create a subset of the original data-set by eliminating instances (usually majority class instances); oversampling methods, which create a superset of the original data-set by replicating some instances or creating new instances from existing ones; and finally, hybrids methods that combine both sampling methods. Among these categories, there exist several different proposals; from this point, we only center our attention in those that have been used in under sampling.
 Random under sampling: It is a non heuristic method that aims to balance class distribution through the random elimination of majority class examples. Its major drawback is that it can discard potentially useful data, which could be important for the induction process.
 Random oversampling:
In the same way as random oversampling, it tries to balance class distribution, but in this case, randomly replicating minority class instances. Several authors agree that this method can increase the likelihood of occurring over fitting, since it makes exact copies of existing instances.

Hybrid Methods: In this hybrid method both under sampling and oversampling will be applied for the datasets so as to make it a balance dataset.
The bottom line is that when studying problems with imbalanced data, using the classifiers produced by standard machine learning algorithms without adjusting the output threshold may well be a critical mistake. This skewness towards minority class (positive) generally causes the generation of a high number of false-negative predictions, which lower the model's performance on the positive class compared with the performance on the negative (majority) class. A comprehensive review of different CIL methods can be found in [18] . The following two sections briefly discuss the external-imbalance and internal-imbalance learning methods. The external methods are independent from the learning algorithm being used, and they involve preprocessing of the training datasets to balance them before training the classifiers. Different resampling methods, such as random and focused oversampling and under sampling, fall into to this category. In random under sampling, the majority-class examples are removed randomly, until a particular class ratio is met [19] . In random oversampling, the minority-class examples are randomly duplicated, until a particular class ratio is met [18] . Synthetic minority oversampling technique (SMOTE) [20] is an oversampling method, where new synthetic examples are generated in the neighborhood of the existing minority-class examples rather than directly duplicating them. In addition, several informed sampling methods have been introduced in [21] . A clustering-based sampling method has been proposed in [22] , while a genetic algorithm based sampling method has been proposed in [23] .
CLASS IMBALANCE LEARNING USING SUBSET FILTERING
In this section, we follow a design decomposition approach to systematically analyze the different unbalanced domains. We first briefly introduce the design decomposition methodology adopted for new proposed approach. The different components of our proposed algorithm are elaborated in the next subsections.
Dataset Sampling
An easy way to sample a dataset is by selecting instances randomly from all classes. However, sampling in this way can break the dataset in an unequal priority way and more number of instances of the same class may be chosen in sampling. To resolve this problem and maintain uniformity in sample, we propose a sampling strategy called weighted component sampling. Before creating multiple subsets, we will create the number of majority subsets depending upon the number of minority instances.
Identifying number of subsets of majority class
The ratio of majority and minority instances in the unbalanced dataset is used to decide the number of subset of majority instances (T) to be created. T= no. of majority inst(N)./no. of minority inst(P).
Applying filter
Subsets of majority instances are combined with minority subset and multiple balanced subsets are formed. Applying a specific filtering technique at this stage will help to reduce the class imbalance effects. So, Correlation based Feature Subset (CFS) filter is applied at this stage.
Averaging the measures
The subsets of balanced datasets created are used to run multiple times and the resulted values are averaged to find the overall result. In results we have obtained observations for AUC, Precision, F-measure, Sensitivity, Specificity and Accuracy by using Back Propagation Neural Networks as its base classifier.
DATASETS AND MEASURES
We considered four benchmark real-world imbalanced dataset from the UCI machine learning repository [24] to validate our proposed method. Table II summarizes the details of these datasets in the ascending order of the positive-to-negative dataset ratio. This contains the name of the dataset, the total number of examples (Total), attribute, the number of target classes for each dataset, number of minority class examples (#min.), the number of .majority class examples (#maj.). These datasets represent a whole variety of domains, complexities, and imbalance ratios. For every data set, we perform a tenfold stratified cross validation. Within each fold, the classification method is repeated ten times considering that the sampling of subsets introduces randomness. The AUC, Precision, F-measure, TP rate and TN Rate of this cross-validation process are averaged from these ten runs. The whole cross-validation process is repeated for ten times, and the final values from this method are the averages of these ten cross-validation runs.
Evaluation Criteria:
To assess the classification results we count the number of true positive (TP),true negative (TN), false positive (FP) (actually negative, but classifiedes positive) and false negative (FN) (actually positive, but classified as negative) examples. It is now well known that error rate is not an appropriate evaluation criterion when there is class imbalance or unequal costs. In this paper, we use AUC, Precision, F-measure, TP Rate and TN Rate as performance evaluation measures. Let us define a few well known and widely used measures:
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Apart from these simple metrics, it is possible to encounter several more complex evaluation measures that have been used in different practical domains. One of the most popular techniques for the evaluation of classifiers in imbalanced problems is the Receiver Operating Characteristic (ROC) curve, which is a tool for visualizing, organizing and selecting classifiers based on their tradeoffs between benefits (true positives) and costs (false positives). A quantitative representation of a ROC curve is the area under it, which is known as AUC. When only one run is available from a classifier, the AUC can be computed as the arithmetic mean (macro-average) of TPrate and TNrate: The Area under Curve (AUC) measure is computed by,
Or
On the other hand, in several problems we are especially interested in obtaining high performance on only one class. For example, in the diagnosis of a rare disease, one of the most important things is to know how reliable a positive diagnosis is. For such problems, the precision (or purity) metric is often adopted, which can be defined as the percentage of examples that are correctly 
EXPERIMENTAL SETTINGS

A. Algorithms and Parameters
In first place, we need to define a baseline classifier which we use in our proposed algorithm implementation. With this goal, we have used C4.5 decision tree generating algorithm [25] . Furthermore, it has been widely used to deal with imbalanced data-sets [26] - [28] , and C4.5 has also been included as one of the top-ten data-mining algorithms [29] . Because of these facts, we have chosen it as the most appropriate base learner. C4.5 learning algorithm constructs the decision tree top-down by the usage of the normalized information gain (difference in entropy) that results from choosing an attribute for splitting the data. The attribute with the highest normalized information gain is the one used to make the decision. To validate the proposed algorithm, we compared it with the traditional C4.5,CART,REP and SMOTE. Eleven real world benchmark data sets taken from the UCI Machine Learning Repository are used throughout the experiments (see Table 1 ). We performed the implementation using Weka on Windows XP with 2Duo CPU running on 3.16 GHz PC with 3.25 GB RAM.
2) Evaluations on Eleven Real-World Datasets:
We evaluate the CIL-NN model on eleven real-world datasets obtained from the University of California at Irvine machine learning repository [24] . We then construct classifiers from the imbalanced data based on the training dataset, and perform evaluations on the test data. We repeat this procedure ten times and use the average of the results as the performance metric. The detailed information about the datasets is described in Table 1 . 
EXPERIMENTAL RESULTS
We have analysis the performance of our proposed algorithm on class imbalance problem in the following eleven real-world datasets. The results of the tenfold cross validation with standard deviation are shown in Table 2 to 12. Figure 1(a) -(d) , AUC results of some datasets have been represented for all the methods in the study. Tables 13-17 , we can observe the results of our proposed algorithm CIL-NN Vs various algorithms with respect to AUC, Precision, F-measure, TP rate and TN rate. From Table 13 , we can see that all the datasets have performed excellent against all the algorithms in terms of AUC. In From 
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easily identify the group of datasets which are behaving in the negative way and that is due to their internal properties. In overall, from all the tables we can observe that the datasets Sick, Ecolic, Hepatitis, Ionosphere, Labor and Sonar have performed exceptionally well on all the measures against all the algorithms. One the Reason for the performance of proposed algorithm on all the above dataset is due to the very huge size of the dataset, irrelevant attributes present in the dataset, the multi class nature of the dataset and the majority and minority ratio of the datasets. The datasets Credit-g, Diabeties, Breast_w, Breast and Vote have not shown their performance up to their expectation. One the Reason for the underperformance of proposed algorithm is due to the problem in the minority set. Our proposed algorithm is not streamlining the instances present in the minority class. Another reason can be the verysmall size of some dataset such as labor, and the final reason can be thenoises present in the dataset.
CONCLUSION
Class imbalance problem have given a scope for a new paradigm of algorithms in data mining. The traditional and benchmark algorithms are worthwhile for discovering hidden knowledge from the data sources, meanwhile Class imbalance Learning methods can improve the results which are very much critical in real world applications. In this paper we present the class imbalance problem paradigm, which exploits the subset filtering strategy in the supervised learning research area, and implement it with neural networks as its base learner. Experimental results show thatour proposed algorithm performed well in the case of multi class imbalance datasets. In our future work, we will apply our proposed algorithm to more learning tasks, especially high dimensional feature learning tasks.
