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ABSTRACT 
 
MYDUC L. TA:  Contextual Exploration of Neighborhoods and Workplace Violence 
(Under the direction of Stephen W. Marshall) 
 
 
 
Three studies were undertaken to address workplace violence literature gaps 
related to classification of occupational settings at high-risk for homicide and 
socioeconomic predictors of workplace violence and robbery risks. 
 The first study used previously collected data on workplace homicide to 
investigate the designation of workplaces as high-risk informed by workplace 
characteristics.  Cluster analysis was used to group the workplaces according to 
nine a priori selected workplace characteristics potentially predictive of violence.  
Cluster solutions were then entered as predictor variables into logistic regression to 
identify subsets of industries associated with increased odds of worker homicide.  
Besides identifying high-risk industries in retail and service, consistent with the 
literature, manufacturing industries were also identified.  The absence of gas 
stations among identified high-risk industries was inconsistent with a priori 
expectations.  
The second study used a cross-sectional design to identify associations with 
Census block group (BG) socioeconomic factors related to the proportion of high-risk 
industry workplaces (HRIWP).  Factor analysis was used to summarize constructs 
for poverty/deprivation, human/economic capital, and transience/instability. 
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Increasing levels of poverty/deprivation and transience/instability were associated 
with a higher proportion of HRIWP (odds ratios [OR]=1.98, 95% confidence interval 
[CI]: 1.47, 2.67 for 4th vs. 1st quartile of poverty/deprivation and OR=1.77, 95% CI: 
1.31, 2.37 for 4th vs. 1st quartile of transience/instability, comparing >15% HRIWP to 
no HRIWP).  Contrastingly, high human/economic capital levels were associated 
with a lower proportion of HRIWP (OR=0.65, 95% CI: 0.49, 0.87 for 4th vs. 1st 
quartile comparing >15% HRIWP to no HRIWP).   
The third study examined whether the same BG-level constructs developed in 
the second study (poverty/deprivation, human/economic capital and 
transience/instability) were related to workplace robbery risk.  A case-control design 
with pre-existing data was used.  Independent associations of poverty/deprivation 
(OR=1.22, 95% CI: 0.81, 1.86) and transience/instability (OR=1.44, 95% CI=0.96, 
2.18) with workplace robbery were consistent with a priori expectations and 
persisted after adjustment for workplace level factors and crime.   
Social factors were found to be associated with presence of HRIWP and 
workplace robbery.  This research suggests that development of effective workplace 
violence prevention controls should recognize and understand social influences on 
violence and crime in the workplace.   
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 Chapter 1: Overview  
 
I. INTRODUCTION 
Workplace homicide consistently ranks among the four most frequent work-
related fatal events for United States workers (1).  Homicide events in the workplace 
not only exact a serious toll on workers’ health and safety but can also indirectly 
negatively impact workplaces.  Research has identified specific workplace factors 
such as dealing with the public, cash transactions, delivery of goods or service, or 
late night operation that are associated with a risk of workplace violence (2).  Retail 
and service industries are also at elevated risk for work-related homicide (3).  
However, attention generally has not been extended to the impact that the social 
and economic environments of communities in which workplaces operate have on 
the risk of workplace violence.  There is a need to explore whether area-based 
socioeconomic factors and crime levels have a role as predictors of workplace 
violence.   
There is a growing body of literature on neighborhood attributes, in particular 
the social environment, and health outcomes (4, 5).   This dissertation research 
extends the perspective of workplace violence research to consider the influence of 
the social environment in the etiology of workplace homicide.  Of interest and 
research focus is the influence of neighborhood socioeconomic factors and area 
crime levels on workplace homicide and robbery risks
 Chapter 2: Literature Review 
 
II. BACKGROUND AND SIGNIFICANCE 
A. Fatal Occupational Injuries and Workplace Homicide 
Despite declines in occupational morbidity and mortality (6, 7), occupational 
hazards remain a substantial burden to workers. In particular, physical violence in 
the workplace remains an important safety and health concern for workers in the 
United States.  Between 1992 and 2001, the Bureau of Labor Statistics (BLS) 
Census of Fatal Occupational Injuries (CFOI) surveillance data identified a total of 
8,672 workplace homicide victims, averaging fewer than 870 fatalities annually, and 
corresponding to an annual rate of 0.7 per 100,000 workers (8).  Since the 
conception of CFOI surveillance data in 1992, workplace homicide has ranked 
among the top four leading causes of workplace injury death (1).  In 2006, the most 
current year for which data are available, there were a total of 516 workplace 
homicides, the lowest annual total ever reported by the fatality census.  From a 
series high in 1994, workplace homicides have decreased more than fifty percent 
(1). 
The National Institute for Occupational Safety and Health (NIOSH) estimates 
that on average 20 workers each week are murdered and an additional 18,000 are 
assaulted while at work or on duty (2).  National Crime Victimization Survey data for 
1993-1999 from the Bureau of Justice Statistics estimates that of all violent crimes 
 18
reported in the United States, 18% were due to workplace violence (9).  From 1994 
to 1998 work-related homicides decreased 34 percent and 18 percent from 1997 to 
1998 (10).  Compared to trends in United States (US) homicide rates for a 10-year 
period (1993-2002), the decline in occupational homicide rates was statistically 
greater than the decline in all US homicides (11).  In order to continue the declining 
trend in occupational injury deaths, work-related violence should continue to be 
addressed. 
Closer examination of workplace homicide circumstances reveals that 
robberies are a leading contributor of workplace physical violence.  According to 
CFOI data, more than two-thirds of workplace homicide cases in which the victim-
perpetrator association was ascertainable occurred in conjunction with a robbery.  
An additional 15% involved a co-worker or former co-worker and 10% involved a 
relative or other personal acquaintance (3). Notably, the most common circumstance 
of workplace homicide (robberies) is substantially divergent from that which is 
portrayed in the media, the action of a disgruntled employee (12).  Based on data 
from the National Crime Victimization Survey for 1993-1996, some type of physical 
injury was sustained by 17% of workers present during a workplace robbery (13).   
The pattern of workplace homicide in North Carolina reflects the national 
picture painted by BLS’s CFOI surveillance.  Using data abstracted from the NC 
Office of the Chief Medical Examiner’s database, Moracco and colleagues reported 
that half of the workplace homicides in North Carolina were robbery-related.  An 
additional one-fifth of homicides involved disputes, of which 40% arose from the 
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victim’s job role or a job-related disagreement while the remainder involved non-
work disputes or domestic violence (14). 
Workplace physical violence can lead to decreased productivity and 
negatively impact workers’ mental well being.  Of the five percent of the 7.1 million 
private establishment industries reporting an incident of workplace violence in the 
BLS Survey of Workplace Violence, one third reported a negative impact on their 
workforce (15).  Victims are often of prime working age (25-44 years) and for the 
1992-2001 period, their premature deaths resulted in societal costs estimated to be 
nearly US$ 6.5 billion dollars (8).  However, the estimated mean cost of a workplace 
homicide was also not substantially different from the mean cost for all occupational 
fatal injury, US$ 800,000 compared to US$ 787,000 respectively for the 10-year 
period, 1992-2001 (8).   
B.  Definitions of Violence in the Workplace 
The topic of violence in the workplace has been approached from a variety of 
professional perspectives since the initial recognition of workplace violent injury in 
the late 1980s (16-18).  These perspectives have encompassed public health (12, 
19-24), labor(25-28), business (29-34), criminal justice (35) (36, 37), and the social 
and behavioral sciences (38, 39).  The growth of the field of workplace violence 
research in the past two decades has lead to a convergence of these diverse 
perspectives.  Workplace violence has come to be defined by a broad spectrum of 
events, including physical assault, verbal threats, and harassment.   
In its most general term, workplace violence encompasses both physical and 
non-physical, or psychological, violence.  Though the research emphasis has been 
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on physical violence (3, 10, 40-42) there is a growing awareness of the impact and 
harm caused by psychological violence, especially the type perpetuated through 
repeated behaviors such as sexual harassment, bullying and mobbing (a 
phenomenon of systemic hostile communication directed at one individual by a 
group of individuals resulting in social isolation of the targeted individual) (43-46).  
These types of behaviors are very serious forms of violence with the potential to 
escalate into physical violence.   
The focus of this dissertation was limited to physical violence due to its 
severe injury consequences and focus on social conditions of physical violence.  
Reference to workplace violence in this dissertation, if not explicit, refers to physical 
violence, specifically homicide precipitating from workplace robberies or job-related 
disagreements with co-workers or customers (disputes). 
1. Typology of workplace violence 
Discussions of workplace violence from a public health perspective often use 
f a typology developed to describe the four categories of workplace violence based 
on features of the event and the relationship of the perpetrator to the workplace.  
The four types of workplace violence are described as follows (47, 48). 
1. Criminal intent (type I):   The perpetrator has no legitimate relationship to the 
business or its employees; a criminal act often precedes the violence. 
2. Customer or client (type II):  Perpetrator is a legitimate client or customer of 
the business who becomes violent during the business transaction. 
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3. Worker on worker (type III):  A current or past employee of the business 
attacks or threatens other current or past employees. 
4. Personal relationship (type IV):  Perpetrator has no relationship with the 
business but has a personal relationship with the victim. 
Among the criminal intent (type I) events, robberies account for an estimated 
85% of workplace homicides and, depending on reporting agency, from 45% to 70% 
of work-related nonfatal assaults (42, 49).  Violence types II through IV can be 
collectively referred to as dispute-related assaults. 
All four workplace violence typologies are encompassed in this dissertation 
research since research interest was in the elucidation of the contribution of social 
context to overall workplace homicide risk.  Given that type I violent events account 
for the majority of workplace homicide, neighborhood-level predictors of workplace 
robbery were also evaluated separately.  
C. Epidemiology of Workplace Homicide 
In the public health literature, research on workplace homicide can be 
categorized according to the elements of the epidemiological triangle – agent 
(energy), host (worker), and environment (workplace).  The literature provides a 
growing knowledge base with respect to workplace and worker characteristics, 
however attributes of the community in which workplaces are located have yet to be 
addressed in the same level of detail.  The treatment of environmental factors has 
been limited to physical environment of workplaces with countermeasures 
developed to address modification of the workplace’s physical environment. 
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1. Worker characteristics and workplace homicide 
Analysis of national and state surveillance data report gender differentials in 
workplace homicide, with men having homicide rates that are 3.1 to 5.8 times higher 
than women (24, 50).  Though workplace homicide rates are higher for men, 
homicide makes up a larger percentage of the total work-related injury deaths 
among women.  Approximately 10% to 30% of all male work-related fatal injury 
deaths are the result of homicide, whereas 40% to 57% of female work-related 
deaths are due to homicide (24, 50).  Thus, females are more likely to be murdered 
at work than males, making workplace homicide the second leading cause of death 
for female workers.  They also have a higher relative risk of dying from workplace 
intentional compared to unintentional injuries (51, 52).  These observed differences 
in occupational homicide by gender reflect variations in employment patterns by 
gender as well as hazards by industry.   For the period 1992-2001, the total cost for 
male victims was estimated at US$ 5.1 billion while the total cost of female victims of 
workplace homicide was just under US$ 1.3 billon (8). 
Minorities and new immigrants also have a disproportionately elevated risk of 
workplace violence (47).   Based on NIOSH data for the full decade, 1980-89, 
employed Blacks had 2.4 times higher workplace homicide rate than employed 
whites (53).  More recent data from 1996-2000 also indicated that workers from 
minority populations or who were foreign-born continue to face a higher risk of 
workplace fatal assault than non-Hispanic white workers.  Asian, Native Hawaiian, or 
Pacific Islanders accounted for over half of the of the workplace homicide victims, 
with a rate of 1.83 per 100,000, followed by black workers and Hispanic or Latino 
 23
workers (3).   In North Carolina, the age-adjusted workplace homicide rate for 
employed African Americans was also higher than the rate for employed whites, 
1.53 vs. 1.14 per 100,000 (14). 
With respect to age, higher risks for workplace homicide are observed for 
older workers.  Among published reports that provide information on age, the highest 
work-related homicide rates recorded were for those 65 years and older (24).  
Reported age-specific work-related homicide rates ranged from 0.4 to 0.9 per 
100,000 employed until age 65 when the rates increase to 1.7 to 1.9 per 100,000.  
Younger workers (17 years and younger) may also have elevated risks; however 
reliable estimates for this population are not readily available (54) due to lack of 
appropriate denominator data. 
2. Workplace characteristics and risk factors for worker homicide 
In general, retail trade and service industries account for the majority of 
workplace homicides in the United States.  A nationwide study of the risks and 
circumstances of homicide occurring among convenience store employees between 
1989 and 1990 estimated that 100 workers annually were murdered while on-the-job 
(55).  The retail industry also had the highest total costs associated with a workplace 
homicide – US$ 2.1 billion for males and US$ 556 million for females over the 10-
year period, 1992-2001 (8).  Between 1996 and 2000, over 60% of workplace 
homicides were distributed among retail trade and services industries (3).  In 
addition, homicide is also a leading cause of death among workers in finance, 
insurance, and real estate (2, 3).  Shifts in the United States economy toward the 
service sectors (56) potentially exposes a greater number of workers to a greater 
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risk for occupational homicide, and fatal workplace physical violence will become an 
increasingly important occupational safety and health issue.   
Five general groups of industries with increased risk for workplace homicide 
that have been identified in the literature include: (a) retail trade; (b) services; (c) 
transportation and public utilities; (d) government; and (e) finance, insurance and 
real estate (18, 24).  Occupations and industries at high risk for homicide generally 
encompass those which involve exchange of money, delivery of services or goods, 
working late at night or early in morning, working alone, and guarding valuables or 
property (2).  NIOSH’s determination of this list of risk factors was based on a 
summary of research findings, conducted by various investigators, published in the 
peer review literature during the period 1987-1994 and not from a formal systematic 
review.  Despite the growth in workplace violence research since the mid 1990s, an 
updated list of reported factors related to physical (both homicide and non-fatal 
assaults) has not been published.   
From two decades of industry sponsored research of convenience stores in 
the United States, risk factors for robbery commonly included: exchanging money 
with the public, working alone or in small numbers, working late at night or early in 
the morning, and working in high crime areas (50).  There is a commensurate 
increase in risk as the combination of these factors increases (29, 30, 55).  
Reductions in the probability of robbery have been identified for work-shifts with 
more than 1 clerk, for stores with limited times of operation, for stores with visible 
cameras, nearby proximity to other twenty-four hour stores, and robber’s knowledge 
of the existence of a time release safe (34).  Factors related to homicide and 
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employee injury were not directly addressed by this line of research.  More recent 
epidemiologic work by Loomis and colleagues (57) found notably higher risk of 
homicide on the job for North Carolina workplaces with only 1 worker, located in 
present location for 2 years or less and having night or Saturday hours. 
3.  Identification of workplaces at high-risk for homicide 
Fatal and non-fatal workplace violent events tend to cluster in retail trade and 
service industries (2, 12, 40).  The classification of workplaces as being at “high-risk” 
for homicide is often based on industries (denoted by Standard Industrial 
Classification, SIC, codes) reported to have had more than twice the average annual 
work-related homicide rates for all workers, 0.71 per 100,000 (40). This methodology 
does not take into account the presence of workplace violence safety measures or 
other characteristics of the workplace (e.g. location or surrounding physical and 
social environment) that can influence risk.   
Workplaces adopt preventive measures that are specific to the business type 
and location.  Variability in the presence of safety measures across workplaces in 
the same industry has implications for variability in exposures and/or adverse 
outcomes given an event.  Exposure to robbery would differ for a retail business in a 
high crime area compared to one located in a low crime area.  Although business 
types in a given industry share common factors that put them at risk for worker 
homicide or robbery, workplace safety measures also differ across business types.  
Basing the classification of high-risk solely on business type ignores these 
differences and makes the assumption that workplaces in a given industry are 
homogenous.  Irrespective of the classification scheme used to identify high-risk 
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businesses, the spatial distribution and local area characteristics in which high-risk 
businesses are located has yet to be described. 
4.  Workplace violence countermeasures 
As a result of research on robbery risk factors in convenience stores, 
preventive measures based on the Crime Prevention through Environmental Design 
(CPTED) model have been developed and empirically reported to be associated with 
reductions in robbery.  CPTED principles for workplaces have emphasized mitigation 
of robbery risk through control of the business environment by focusing on natural 
surveillance, access control, territoriality, and activity support (58).  The specific 
CPTED-based preventive measures reported to be effective in reducing robbery 
include reducing available cash; posting low cash signage; positioning cash registers 
in a visible location; eliminating escape routes; increasing lighting; and training 
employees on how to respond to violence and robbery (59, 60).  Although 
interventions which include multiple preventive measures have been reported to be 
more effective than implementation of single component interventions in reducing 
robbery (59), the prevalence of multiple workplace violence safety measures is low 
(15, 61).  Among studies which addressed single component prevention measures, 
percent change in robbery risk ranged from 83% reduction to 91% increase, while 
decreases in robbery risk ranging from 30%-84% were reported for studies involving 
multiple component intervention programs (59, 62).  
Rarely have studies investigated Cook’s hypothesis that by preventing 
robberies, workplace homicides would also be prevented (38).   Loomis and 
colleagues examined the effectiveness of existing robbery prevention measures with 
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respect to worker homicide among North Carolina workplaces between 1994 and 
1998.  Bright exterior lighting and staffing practices which omitted workers from 
working alone at night were found to be associated with decreased risk of workplace 
homicide however increased risk of non-robbery-related homicide was observed for 
workplaces which reported more than one worker “usually” on duty (63).  The 
observed mixed success of interventions for prevention of fatal violence against 
workers suggested that different strategies may be needed to address workplace 
violence that is not related to robbery.  It remains unclear which combination of 
workplace safety controls yields the greatest reduction in robbery risk and there may 
not be one universal set of safety recommendations that would be applicable across 
all workplace settings or event types. 
D. Social Determinants of Health and Workplace Violence 
There is a growing awareness of the importance of incorporating the role of 
society, economy and biology in research on health outcomes.  The influence of the 
social environment has a long standing tradition in the sociological literature yet only 
recently has interest in its influence on human health been increasing in prominence 
in public health.  The primary motivation for the increased attention to social factors 
in disease and health is the notion that where people live influence their health 
through either exertion of a neighborhood level effect or/and by interacting with their 
individual characteristics (64, 65).  Social processes govern individual behavior 
which in turn impacts health outcomes and disease etiologic pathways.  However 
the social environment has not received the same degree of attention that has been 
given to the physical environment with respect to workplace violence.   
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1.  Community-level risk factors of workplace robbery 
Focusing on individual workplaces without consideration of the social and 
community context in which they operate provides an incomplete picture of the 
workplace physical violence etiologic pathways and limits the development of 
intervention modalities.  For example, in a study of compliance as a factor in 
program effectiveness, reported compliance to a workplace violence prevention 
program among small businesses in the city of Los Angeles, California was related 
to neighborhood crime level, primary language spoken by the owner, and number of 
employees (62) which suggests a role for social factors in understanding the barriers 
to adoption of workplace safety measures. 
Few studies have addressed the identification of socioeconomic and systemic 
factors influencing workplace robbery.  Community-level factors reported to be 
associated with elevated risk of convenience store robberies (66) include area 
population characteristics such as a low percentage of high school graduates, a high 
percentage on public assistance; a low median rent; older buildings and structures; 
and a high percentage of single males.  Additionally the workplace’s proximity to 
graffiti or subsidized housing and location outside of a shopping center were also 
associated with increased robbery risk.  However, being in an area where the 
surrounding land use was primarily open or commercial was observed to be 
associated with decreased robbery risk.  
2. Social context of workplace homicide 
An appreciation of the broader context of societal violence can enhance 
understanding and mitigation of the occupational hazard posed by violence in the 
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workplace.  Previous literature on workplace violence has emphasized 
characteristics of the workplace or individual workers.  The importance of 
characteristics of places and the social environment in the understanding of 
occupational injury outcomes has not been actively explored.  Incorporation of data 
on the social environment can illuminate environmental conditions that may impact 
workplace homicide risk and allow us to look beyond the proximal factors related to 
workplace types and workplace characteristics.  Adopting a socio-ecologic approach 
has the potential to expand our understanding of occupational homicide as not only 
a property of the types of workplaces but also as a contribution of the social context 
of the locales in which workplaces operate.  Development of effective intervention 
programs involves an appreciation of the influence of social environment since 
workplaces are nested within bounded locales subject to social phenomena. 
3. Contextual criminal opportunity theory 
The socioeconomic characteristics of a community can, in part, determine 
crime, social norms, and the ability of residents to maintain social controls over an 
individual’s behavior (67).  Wilcox and colleagues (68) proposed a dynamic multi-
level contextual criminal opportunity theory which posits that crime occurs when 
there is a convergence of motivated offenders, suitable targets and lack of capable 
guardianship in time and space (for a given bounded locale).   Within this framework 
Wilcox and colleagues proposed integrating individual and aggregate level 
characteristics that influence the circumstances giving rise to crime as opposed to 
focusing on characteristics of the criminal.   
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“Criminal acts are regarded as socially produced within contexts that possess a 
sufficient supply of criminal opportunity – a function of individual and 
environmental level motivated offenders, suitable targets and lack of capable 
guardianship” (p.104). (68)   
Aggregate level capable guardianship, which incorporates formal and informal social 
controls, is expected to be inversely related to criminal acts, all else being equal.  
Aspects of aggregate level social control are measured by community level social 
disorganization indicators such as poverty, ethnic heterogeneity, mobility and family 
disruption.  
The literature on the role of the community socioeconomic environment in 
determining fatal injury suggests a strong inverse association between SES and risk 
of both homicide and unintentional injuries in all ages.  Reductions in individual or 
area SES were paralleled by increases in homicide or unintentional injury risk (67).  
A study of injury mortality among working-age adults found higher risk of homicide, 
motor vehicle fatalities, and other unintentional injuries to be associated with low 
census tract level SES following adjustment for the effects of individual level SES 
(69-71).  These studies, however, did not distinguish work-related homicides from 
non-workplace homicides.  
More recently, trends in United State’s (US) workplace homicide rates over 
the period 1993-2002 were examined by Hendricks and colleagues using publicly 
available data.  They found the declines in the occupational homicide rate (6% per 
year) to be statistically greater than the decline of all US homicides (5% per year) 
(11).  By event type, only the rate of homicides committed during a robbery or other 
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crime exhibited a significant decline.  However, the workplace homicides related to 
robberies had the same decline as robbery-related homicides in the general US 
population (11). 
E. Social Environment and Violent Crime 
Research on social environment and violent crime has reported lower social 
trust with higher violent and property crimes (72, 73).  Likewise, inverse relationships 
between neighborhood collective efficacy (a measure of community collectivity) and 
neighborhood violence and violent victimization have also been reported (74).  An 
analysis of panel cross-sectional data for measures of social capital (measured as 
social trust and per capita membership in voluntary organizations) and age-adjusted 
homicide rates between 1974 and 1993 identified social capital as an independent 
predictor of rates of violence after controlling for income, region and urbanization 
(75).  Social capital is often defined as features of the social structure which act as 
resources for individuals and facilitates collective action.  These features are 
generally indicated by trust in others, willingness to help others or be helpful, and 
membership in voluntary organizations (76).   
Using crime as an indictor of collective well-being, Kawachi et al. (1999) 
investigated the influences of social context on community health.  State level violent 
crimes (homicide, assault, robbery) were associated with relative deprivation 
(income inequality) and indicators of social capital (72).  Crime mirrored the quality 
of the social environment such that areas with high crime rates tended to exhibit 
higher all-cause mortality rates.  This research supports the idea of a common social 
origin for crime and population health. 
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F. Neighborhood Context of Workplace Homicide 
Social scientists have theorized that increases in community crime can be 
attributed to social disorganization in the community yet the relationships between 
community crime and workplace homicide and robbery risk have not been actively 
explored.  Though certain workplace types have been identified as being at 
increased risk for a worker homicide, it is not known how these “high-risk” 
workplaces are distributed in communities or what, if any, community-level 
predictors influence the distribution and prevalence of these high-risk businesses.  
How does the crime rate in the surrounding area influence whether a workplace will 
be the site of a worker killing?  Is aggregate level guardianship negatively associated 
with workplace robbery?  Which social factors are relevant for workplace homicide 
and do they differ from homicide in non-workplace settings?   
To begin to address some of these questions, structural factors related to 
theories of neighborhood social disorganization are hypothesized to operate through 
the production of neighborhood violent crime (e.g. robbery, assault, homicide and 
rape).  Violent crime in turn is hypothesized as a proximal predictor of workplace 
homicide while structural factors related to social disorganization and socioeconomic 
disadvantage act as distal factors.  Of interest are the independent associations of 
neighborhood crime and social factors on overall workplace violence risk and 
specifically workplace robbery.  A conceptual model by which neighborhood social 
determinants are hypothesized to influence workplace violence is developed in 
conjunction with the results presented in Chapter 6.  The model combines criminal 
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opportunity theory with and an ecological orientation of the control variant of social 
disorganization theory.   
1. Existing research on neighborhood factors and workplace violence 
Situational and community factors that influence the level of violence in a 
workplace or subsequent injury to workers have only recently been investigated (57, 
66).  Using a geographically matched case control design to study convenience 
stores in three metropolitan areas in Virginia, as previously described,  Hendricks et 
al. (1999) found neighborhood characteristics including: surrounding land use, 
distance to subsidized housing, distance to graffiti, and location in shopping center 
to be related to robbery (66).  Crime level was not one of the contextual factors 
studied.  A separate study of convenience store robberies in Florida found 
“transience”, characterized by a large number of single males, large number of 
renter-occupied housing units, high population density and high percentage of 
individuals aged 15-24 years, to be an important predictor (77). 
Preliminary support for the notion that community crime levels affect the risk 
of workplace homicide has been offered by a study of occupational homicide in a 
southern state (57).  By comparing workplaces that experienced a homicide (cases) 
to an industry matched sample of all workplaces (controls), a 60% increase in risk of 
occupational homicide (OR=1.6, 95%CI: 0.9-2.6) was observed for workplaces 
located in a high-crime county (above the 75th percentile on the overall crime index).  
Given that large variations in crime level may exist within a given county, these 
results should be interpreted cautiously.  A six fold risk in robbery was also reported 
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by Amandus and colleagues (1995) for high crime level counties relative to low 
crime counties (78). 
With respect to employee injury during robberies, Faulkner and colleagues’ 
one year prospective cohort study of 460 convenience store robberies found lower 
rates of injury for employees working in areas (census tracts) with either a building 
value greater than or equal to US$75,000 or a median rent of US$ 500 (79).  
Workers in areas with more vacant structures or younger residents experienced 
elevated robbery-related injury rates.  
G. Limitations of Existing Workplace Violence Research 
Workplace violence has a complex and multi-casual etiology.  Research 
studies on workplace violence have focused primarily on either the individual worker 
or the workplace.  Attention frequently has been directed towards robbery prevention 
rather than injury outcomes.  Very little research exists that elucidates the structural 
or systemic features of local areas or regions that contribute to workplace violence.  
It remains to be determined what contextual factors influence workplace homicide 
risk with respect to (a) the presence and concentration of workplaces belonging to 
industries reported to be at high risk for worker homicide or (b) the risk of workplace 
robbery. 
Exploring the role of neighborhood determinants of workplace violence has 
been advanced as a future direction for workplace violence prevention research 
(60).  In particular studies focusing on the specific neighborhood context and the 
elucidation of the specific role violent crime plays in workplace homicide are needed 
(54).  Theories on crime have important relevance for the provision of context in the 
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study of workplace homicide since they can help to identify the structural conditions 
that operate to constrain or enable criminogenic forces. 
 Chapter 3: Specific Aims 
 
 
III. STATEMENT OF SPECIFIC AIMS  
A. Specific Aims 
The goals of this dissertation research entailed development of an 
empirically-based classification of high-risk workplaces incorporating workplace 
characteristics and evaluation of neighborhood-level attributes in predicting (a) the 
presence and concentration of workplaces at high-risk for homicide within census 
block groups and (b) the risk of a workplace robbery.  The specific study aims were 
Aim 1.  Identify workplaces at high-risk for homicide utilizing workplace-level 
characteristics.    
Aim 2.  Identify community-level social and economic predictors of the 
presence of workplaces at high-risk for homicide in the community. 
Aim 3.  Characterize neighborhood social and economic factors related to 
workplace robbery risk. 
B. Research Questions (RQ) 
To investigate the characterization of high-risk workplaces and the influence 
of social context on workplace homicide and robbery risks, three research questions 
were examined.   
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RQ1:  What types of workplaces are identified as high-risk for homicide 
when modifiable and non-modifiable workplace characteristics are included?  
In addressing this question cluster analysis was performed to group the industry 
categories represented by workplaces from a study of workplace homicide and 
identify clusters which were associated with increased odds of workplace homicide. 
RQ2:  Are area-based social factors (e.g. crime and socioeconomic 
factors) predictors of the proportion of high-risk workplaces (as defined by 
membership in industries previously reported to be at high-risk)?  To address 
this question North Carolina businesses obtained from a commercial database were 
geocoded and spatially linked to 2000 US Census block groups and law 
enforcement agency jurisdictions for assignment of socioeconomic and crime data, 
respectively.  Block groups were categorized according to the proportion of high-risk 
workplaces; where high-risk was defined according to previously reported literature.  
Quartiles of social determinants characterizing poverty/deprivation, human/economic 
capital, and transience/instability were examined as predictors of the block group 
proportion of high-risk workplaces. 
RQ3:  What are the area-based socioeconomic and workplace-level 
predictors of workplace robbery?  A case-control study was conducted.  Cases 
were North Carolina workplaces that experienced a robbery, and controls were 
workplaces at risk for a robbery.  These data were geocoded and linked to 2000 
Census block group and law enforcement jurisdictions for assignment of household 
income and housing crime data, respectively. Three block group level summary 
scores derived from factor analysis were use to evaluate the influence of structural 
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factors and law enforcement agency level crime on workplace robbery risk.  The 
availability of workplace level information permits adjustment for individual workplace 
characteristics related to the presence of workplace violence safety measures, 
physical and operational characteristics and whether the workplace is at high-risk for 
homicide. 
C. Study Rationale 
Past research has emphasized workplace characteristics and event 
circumstances as risk factors for workplace violence with less attention paid to the 
social and economic environments in which workplaces operate. The three studies 
were undertaken to address shortcomings in the literature related to the designation 
of high-risk workplaces and identification of socioeconomic factors related 
distribution of high-risk industries and workplace robberies.  The first study extended 
the identification of high-risk workplaces beyond industrial classification codes by 
incorporating workplace characteristics into the classification schema.   
Although industries have been reported as being at high-risk for a worker 
homicide, gaps remains in the literature with respect to social characteristics of 
locales where these industries concentrate and social influences on workplace 
robbery risk.  The second study focused on social environment factors as primary 
predictors of the distribution of workplaces belonging to high-risk industries.  The 
third study examines the same social environment factors, as used in the second 
study, in relation to workplace robbery.  
 
 Chapter 4: Study Methods 
 
IV. METHODS 
A. Overview of Methods 
To investigate the social context of workplace homicide and robbery risks, 
three separate studies were conducted.  The first analysis utilized workplace-level 
data from a study of occupational homicide in North Carolina (NC) to conduct an 
empirical categorization of workplaces at high risk for worker homicide.  Modifiable 
and non-modifiable workplace characteristics (operational and physical 
characteristics, workforce demographics and presence of workplace violence 
prevention safety measures) were used to identify business types at high-risk for a 
worker homicide.   Workplaces were aggregated into industries based on their 
standard industrial classification codes.  The industries were grouped, using cluster 
analysis, based on similarities with respect to presence of nine a priori selected 
workplace characteristics.  The categories of grouped industries were then entered 
as indicator variables into logistic regression models to assess their association with 
workplace homicide. 
The second study comprised a cross-sectional state-wide analysis of 
socioeconomic predictors of the distribution of businesses in NC classified as high-
risk for worker homicide.  The classification of a business as high-risk was based on 
membership in industries previous reported to be at increased risk for worker 
 40
homicide (40, 57).  North Carolina workplace addresses were geocoded and 
spatially linked to 2000 Census block groups.  The unit of the analysis was the block 
group.  Each block group was characterized with respect to the distribution of high 
(>15%), medium (11-15%), low (1-10%), or no proportion of high-risk industry 
workplaces (HRIWP).  Thirty Census-derived block group-level variables of a priori 
interest were reduced using factor analysis.  Three summary measures describing 
the social determinants in the block group were extracted from the factor analysis: 
poverty/deprivation, human/economic capital, and transience/instability.  Multinomial 
logistic regression was used to estimate the average odds of a block group being in 
each of the HRWP categories, compared to the referent group of no HRIWP, as a 
function of quartiles of the social factors.  Law enforcement agency level crime was 
also evaluated separately as an independent predictor of the proportion of HRIWP.    
Lastly, to address the question of neighborhood predictors of workplace 
robbery risk, a case-control study was conducted.  Cases were North Carolina 
workplaces that experienced a robbery and were compared to controls that were a 
sample of all North Carolina workplaces.  These data were geocoded and linked to 
2000 Census block groups and law enforcement agency jurisdictions for assignment 
of block group level summary socioeconomic scores and crime data.  Logistic 
regression utilizing generalized estimating equations (GEE), with an exchangeable 
correlation structure, was used to assess the associations between area-based 
socioeconomic factors and workplace robberies.  Presence of workplace violence 
safety measures, physical and operational characteristics, and LEA-level crime were 
additional covariates included in the GEE logistic models.    
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Approval for the conduct of this dissertation research was granted by the 
Institutional Review Board of the University of North Carolina at Chapel Hill. 
B. Study Design 
Two different study designs were used to achieve the goals of the three 
specified study aims.  A cross-sectional study design was used for the first two aims 
in order to (a) examine industry membership and workplace homicide and (b) 
characterize the relationship between the current distribution of high-risk workplace 
and neighborhood socioeconomic characteristics.  To investigate the relationship 
between community and workplace factors on workplace robbery, a case-control 
study design was used. 
C. Study Population 
Specific aims 1 and 3 utilized North Carolina workplaces as the study 
population while specific aim 2 focused on census defined block groups in North 
Carolina. Focusing on workplaces allows for the examination of both community and 
workplace level factors in workplace robbery and homicide risk.  For specific aim 1, a 
total of 315 workplaces were available for analysis while specific aim 3 was limited to 
429 workplaces (210 controls and 229 cases). These data were collected previously 
in connection with studies conducted in the Department of Epidemiology, University 
of North Carolina, as described in the next section. 
Aim 2 focused on census defined block groups as the unit of analysis.  By 
aggregating to the block group, workplaces were viewed as being nested in block 
groups, and the socioeconomic characteristics were examined as primary predictors 
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of the proportion of high-risk industry workplaces.  The aim 2 analysis was restricted 
to populated block groups.  There were 5271 census defined block groups for North 
Carolina based on the 2000 Census.  Of these, ten were not populated according to 
2000 Census data and were excluded from analysis.  The study population was 
restricted to fixed location workplaces (i.e. taxicabs, trucking, delivery services and 
construction industries were excluded), yielding a total of 4078 block groups.   
Since the total number of workplaces varied across block groups, the 
proportion of high-risk industry workplaces was computed.  In order to compute 
proportions of high-risk industry workplaces with some reliability, block groups were 
further restricted to having at least three workplaces, giving a final sample size of 
3969 block groups for study aim 2 (Figure 4.2). 
D. Data Sources 
This dissertation research utilized and built on information collected from 
previous studies of occupational homicide in North Carolina conducted between 
1994 and 2000 (57, 80):  Homicide on the Job: A Case Control Study (1994-99) and 
Homicide During Robbery: A Case-Control Study (1999-2000).  A graphical 
summary of the temporal coverage of data sources utilized in this dissertation 
research is provided in Figure 4.1.  The data sources are described with respect to 
each research study aim as follows. 
1. Identification of high-risk workplaces (Aim 1) 
Data from Homicide on the Job: A Case Control Study (1994-99) was used to 
examine a workplace-based approach to the identification of high-risk workplaces.  
 43
In the parent study, workplaces where a worker was killed while at work between 
January 1, 1994, and March 31, 1998 were obtained from the North Carolina 
Medical Examiner’s Database.  All deaths in North Carolina classified as homicide 
by the Office of the Chief Medical Examiner (OCME) were reviewed and workplace 
homicide cases were identified.  Cases were generally identified within 2-3 months 
of the incident, depending on the speed with which reports from local medical 
examiners were filed and reviewed for accuracy and completeness by the OCME.   
However, for a small number of workplace homicide cases, a full review of all 
homicide events was not completed until 4-6 months following the incident due to 
the complicated nature of these homicide events which typically took longer to 
investigate.  
Case inclusion criteria for the study involved legal business enterprises 
(excluded were illegal sale of drugs or alcohol and prostitution), victim was at least 
10 years of age, onset of injury occurred in North Carolina, and the victim was the 
owner or employee of the business.  Exclusion criteria were deaths occurring 
outside the state of North Carolina, deaths that were more than 365 days after the 
incident or those which occurred in agriculture, law enforcement or the military.   
Lack of an appropriate sampling frame for farms, for the purposes of selecting 
controls, meant that the investigator decided to exclude agricultural deaths.  Small 
numbers and differences in workplace homicide etiology from the traditional 
“storefront” workplace meant that deaths occurring in law enforcement and military 
workplaces were also excluded. 
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Control workplaces were randomly sampled (with replacement) from a 
database of North Carolina businesses maintained by American Business Lists 
(ABL) (81).  Control workplaces had to be in operation at the time of the case event.  
Two controls were frequency matched to each case on 1-digit Standardized 
Industrial Classification (SIC) codes describing the business type.   
Interview data were obtained by telephone from a manager or owner of the 
study workplace for both cases and controls.  In a small number of situations where 
efforts to locate a respondent informed of workplace practices were exhausted, the 
investigating law enforcement officer was used as a “proxy” respondent.  Among the 
information collected were operational and physical aspects of the workplace, 
surrounding community characteristics, workforce demographics as well as 
environmental and administrative control measures for prevention of robbery and 
workplace violence.   
2. Neighborhood predictors of high-risk workplaces (Aim 2)  
The primary data sources for the cross-sectional analysis examining place 
characteristics of high-risk workplaces were (a) complete listing of all businesses in 
operation in North Carolina during the 2004 calendar year obtained from a 
commercial vender (InfoUSA), (b) block group level US 2000 Census data and (c) 
law enforcement jurisdictional-level crime rates computed by the NC State Bureau of 
Investigation (SBI), Department of Criminal Information.  These data were available 
as part of the geographical modeling component of Homicide during Robbery: a 
Case Control Study.   
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a. American business lists (ABL) database 
Information on businesses in operation in North Carolina was obtained from 
InfoUSA, Inc. a leading compiler of proprietary databases capturing detailed 
information on the majority of businesses and consumer households in the United 
States and Canada.  Business information compiled by InfoUSA is gathered from 
several sources, continuously updated, and telephone verified.  However 5-10% of 
businesses in the database are reported by the vendor to be incorrect.  These errors 
reflect establishments that have “gone out of business” and are especially prevalent 
in industries with high turn-over (http://www.infousa.com, online FAQ).  Since the 
database was created for the purpose of targeted marketing, business-level 
information was limited.  The primary variables of interest in this database include: 
business name, location information (street address, city, county, and zip code), 
geographic (x, y) coordinates, and SIC codes (up to four entries) describing the 
industry to which the workplace belongs. 
The original ABL data file received from InfoUSA consisted of 319,613 
observations for the 2004 calendar year.  These data were evaluated for duplicate 
workplaces of the type: true duplicates, true duplicates with inconsistent spatial 
coordinates and probable duplicates.  Although spatial coordinates were available 
for the workplaces in the ABL database, the method used by InfoUSA to assign the 
coordinates was not specified.  In general, an address matching method, based on 
the workplace’s street address and zip code was used but there was no detailed 
information on how the spatial coordinates were assigned, and quality of assigned 
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spatial coordinates could not be assessed.  As a consequence a rough proxy for the 
quality of the address information, based on type of street address, was created.   
Since workplaces can be located in multiple occupancy office building or 
shopping malls, spatial coordinate inconsistencies (multiple workplaces with the 
same spatial coordinate) were identified and evaluated by study staff prior to 
sending for geocoding by a commercial firm.  A total of 314,344 workplaces were 
sent to a geocoding firm, Mapping Analytics, to determine the spatial coordinates for 
each workplace address.  Geocoded results provided by Mapping Analytics were 
used for linking to Census data.  
b. United States 2000 census data 
Measures of socioeconomic position were established using US Census 
block group data, Summary File 3 (SF 3) of the 2000 Census.  Summary File 3 
consists of 813 detailed tables of Census 2000 social, economic and housing 
characteristics compiled from a sample of approximately 19 million housing units 
(about 1 in 6 households) that received the Census 2000 long-form questionnaire.  
Of the 813 detailed tables of tabulated data, 484 are population tables and 329 are 
housing tables identified according to geographic coverage available either to the 
census tract (CT) only or block group (BG) levels.  In North Carolina there were 
5271 block groups in the year 2000.   
Block groups are the smallest geographic unit for which decennial census 
sample data are tabulated by the US Census Bureau and represent a statistical 
subdivision of a census tract (or, prior to Census 2000, a block numbering area).  A 
block group consists of a cluster of census blocks having the same first digit of their 
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identifying numbers within that tract.  For example, for Census 2000, BG 3 within a 
census tract includes all blocks numbered from 3000 to 3999.  A few BGs consist of 
a single block. The average population coverage in a block group is 1500 people but 
the range can be from 300 to 3000 people.  In our data, on average a block group 
covered 7.45 square miles (median of 2.05 square miles) with a standard deviation 
of 14 square miles.  
The block group will be used as a proxy for the neighborhood since Census 
block group boundaries demarcate a relatively homogenous population with respect 
to social and economic characteristics.  Census block groups, although imperfect 
proxies for neighborhoods, exhibit more homogeneity than cities or metropolitan 
areas with respect to natural boundaries and social homogeneity.  The social 
processes that are thought to underlie the etiology of crime are considered to be 
more closely linked at the block group level than at higher levels of aggregation 
(census tracts or counties) (82).  In this dissertation research, the block groups are 
used as a proxy approximation of the neighborhood in which the commercial 
establishments are located.  Block group level household income and educational 
attainment information were used to derive summary measures related to social 
context. 
c. Law enforcement agency-level crime data 
Annual crime data for the period 1994-2003 were obtained from the North 
Carolina SBI, Division of Criminal Information.  The SBI computes annual crime 
rates based on each law enforcement agency’s jurisdictional coverage and for each 
crime type: property (burglary, larceny, and vehicle theft), crimes against persons 
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(homicide/murder, rape, robbery, aggravated assault) and total index crimes 
(murder, rape, robbery, aggravated assault, burglary, larceny and vehicle theft).  
Since the agency crime rates are not available for all years, average rates across 
the study period (1994-2000) were computed.  Eighty-six percent of the agencies in 
the study had data for all three crime rate types for all 10 years.  Property and index 
crime rates were missing for only two agencies. 
Using SBI definitions, “violent crimes” include all crimes against persons 
(homicide/murder, rape, robbery, aggravated assault, and crimes against property 
were considered to be non-violent.  The “index” crimes are total crimes (both against 
persons and property).   
3. Neighborhood predictors of workplace robbery risks (aim 3) 
To investigate neighborhood-level determinants of workplace robbery, a case-
control study, using the workplace as the unit of analysis, was constructed.  The 
control series from the North Carolina Workplace Homicide Study served as the 
controls (workplaces that did not experience a robbery) while the cases (workplaces 
that experienced a robbery) were obtained from the control series of the Homicide 
during Robbery: a Case Control Study.  The time period of reference from which 
control workplaces were sampled was January 1994 – March 1999.  In the parent 
study, all the workplace robbery events were limited to January 1998 – December 
1999 in order to minimize the potential for recall bias of workplace manager and law 
enforcement officer respondents.  
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a. Identification and selection of workplace robberies (cases) 
As stated above, cases for study aim 3 were the control series from the 
Homicide during Robbery: a Case Control Study.  The controls from the parent study 
represent workplaces which experienced a robbery event during 1998 or 1999 (to 
minimize recall issues) that did not result in a homicide.  These robbery controls in 
the parent study were identified from either the Uniform Crime Reporting system 
(UCR) for incident reporting law enforcement agencies or directly from the law 
enforcement agency involved in investigation of the robbery (summary reporting 
agencies only).   
The Uniform Crime Reporting (UCR) is a standardized system of crime 
reporting mandated by the Federal Bureau of Investigation and used throughout the 
United States.  In North Carolina the UCR is maintained by the North Carolina 
Department of Justice, State Bureau of Investigation.  Law enforcement agencies 
submit reports to the NC UCR system in one of two ways, either as incident or 
summary.  Incident reporting agencies submit a standard set of descriptive details 
for every crime reported, while summary reporting only requires the agency to report 
the aggregate number of crimes in various categories on a monthly basis.   
Agencies serving metropolitan areas tend to utilize the summary reporting 
mechanism.  Since being in an urban area could be associated with both presence 
of workplace violence prevention measures and the risk of robbery-homicide, 
robbery controls in the Homicide during Robbery: a Case Control Study were 
frequency matched to robbery cases based on the method of reporting of the 
investigating agency.  Approximately 55% of the robbery-homicide case events were 
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investigated by incident reporting agencies; consequently approximately 55% of the 
control robbery events were selected from the incident reporting agencies.   
1. Workplace robbery identification from incident reporting agencies 
In the parent study, robbery incident events for 1998 and 1999 were obtained 
from incident reporting law enforcement agencies and processed into a single data 
file from the UCR files.  Workplace robbery events were randomly selected from the 
generated electronic UCR database and additional information on each robbery was 
collected to determine if the event met the study’s eligibility criteria since workplace 
robberies are not definitively identified in the UCR system (i.e. not all robberies 
occurring in business locations are robberies of a business).  Furthermore, the 
available UCR file did not identify workplace name, location, or investigating officer’s 
name.   
As a result, a group of 600 robberies occurring on premises that were likely to 
be commercial were randomly selected and the relevant law enforcement agency 
was then contacted to request that they identify the commercial robberies and 
provide identifying information on business name, location, phone number and name 
of the investigating officer.  This method confirmed workplace or commercial 
robberies for 64% (n=386) of the 600 randomly selected robberies.  Workplace 
manager and law enforcement interviews were completed for 135 robbery events 
(representing 55% of the 245 workplace robberies) from this pool of 386 confirmed 
workplace robberies.  
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2. Workplace robbery identification from summary reporting agencies 
A different approach was utilized to identify workplace robberies from 
summary reporting agencies.  Summary agencies which had fewer than five 
robberies per year were eliminated from consideration based on the low volume of 
robberies and reduced ability of these agencies to provide useful data on workplace 
robbery.  The crime analysis divisions of the remaining eight summary reporting 
agencies were then individually approached to obtain an extraction of all robberies 
reported in 1998-99 in their respective electronic crime reporting databases.  Of the 
eight agencies contacted, two were unable to provide the requested data.  Data 
(usually in the form of an electronic text file) from the remaining six summary 
reporting agencies were used to create a database of reported robberies for 
summary agencies (n=11,257).   
Among the six summary agencies, a total of 11,257 robberies were identified 
for the 1998-99 period.  Of these, 2321 robberies were identified as likely to be 
workplace robberies (20.16%).  These likely workplace robberies were identified on 
the basis of reported location (e.g. home/street/business/other).  Robberies were 
eliminated that clearly identified as not occurring in a workplace, specifically those 
with a location of “home”.  Among the remaining robberies that were likely to be 
workplaces (n=2321), events were randomly selected and the investigating officer 
contacted.  If in the course of study enrollment, a robbery did not meet the study 
criteria (robbery of a workplace in 1998-99), it was excluded and the next eligible 
robbery on the list selected.    
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b. Identification and selection of workplace controls 
Control workplaces came from the control series of the North Carolina Study 
of Workplace Homicide.  The controls in the parent study were a random sample of 
workplaces that were frequency matched to cases (workplace homicides) on broad 
industrial groupings.  Controls in the parent study were sampled using an incidence-
density (risk set) sampling approach based on a comprehensive listing of 
businesses in North Carolina (ABL data).  Risk sets of workplaces in operation 
during the month of the case event were created for each case event.  For the 
parent study, ten potential controls were identified for each case risk set.   Although 
control workplaces were selected with replacement, and it was possible for cases to 
be selected as controls, no individual workplace was selected more than once or 
included in both the case and control groups of the parent study.  
E. Geographic Information Systems 
1. Spatial data sources, map boundary layers 
As part of the geographical modeling component of the Homicide during 
Robbery: a Case Control Study, spatial data for census block groups and law 
enforcement agency jurisdictions were complied into a geographic information 
system (GIS) database referencing North American Datum (NAD) 1984 state plane 
coordinate system.  Digital files for North Carolina census block groups were 
modified to remove water bodies and ensure that the individual workplaces were 
assigned to a block group land area.  Block groups where census data indicated 
zero population were also removed (n=10).  Wherever possible, LEA jurisdictional 
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maps were obtained from individual participating law enforcement agencies (n=177) 
for compilation into the GIS database.   LEAs without a jurisdictional map were not 
included in the study.    
2. Geocoding of workplaces to block groups and law enforcement 
agencies  
For research aim 2, workplaces in the ABL data were imported into ArcGIS 
9.1 and a layer was created for the file based on the assigned longitude and latitude 
coordinates.    Block group codes were created for the workplaces in the ABL file by 
overlaying the points with the block group shapefile.  In rare instances where a 
workplace was assigned to two adjacent block groups, due to mapping on the 
boundary between two block groups, final assignment to one of the block group was 
based on random assignment using a simple random sampling scheme.  The block 
group identifier was used to assign corresponding socioeconomic census-derived 
variables. 
Assignment of the ABL workplace to a law enforcement agency was also 
achieved by overlaying the points with the law enforcement agency shapefile of 
jurisdictional boundaries (“patrol zones”).    By doing so, the ABL workplace file 
contained identifiers for both the block group and LEA.  Since the LEA jurisdictional 
boundaries do not overlap with the block group boundaries, agency level crime data 
were reappropriated to block groups by weighting the crime rate for agency 
boundaries which crossed multiple block groups.  Weights were the proportion of 
areal overlap between the census block group and law enforcement agency 
jurisdictional boundaries.  A weighted average of reported crime rates was used 
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rather than recomposing a weighted crime rate due to lack of numerator data 
(number of crimes) at the block group level.  Block groups located completely within 
a given agency’s jurisdictional boundaries were assigned the crime data of that 
agency.  Consequently data are representative, but not comprehensive. 
To compute the proportion of area overlapping between block groups and 
agency jurisdiction, a new shapefile was created where the LEA patrol beats were 
aggregated into a single polygon.  An area-weighted crime rate was then obtained 
by multiplying the computed proportion with the original crime rate data.  The ABL 
workplace file containing the block group identifier and area weighted crime data 
was then imported into SAS 9.1 for analysis. 
Research aim 3 used workplaces as the unit of analysis.  Cases and controls 
were assigned longitude and latitude coordinates based on recorded workplace 
address.  These points were overlay with census block groups and law enforcement 
agency jurisdictions shapefiles, respectively, to assign census block group codes 
and law enforcement agency identifiers.  In a few instances the geocoded 
workplaces did not map within a law enforcement agency jurisdiction and 
assignment to a law agency was based on information provided in telephone 
interview, when available, or nearest measured distance from the point location to 
an agency patrol beat boundary. 
F. Key Variables 
1. Categorization of workplaces as high-risk for homicide 
 Workplace homicide risk was determined on the basis of high-risk industries 
identified by research conducted in North Carolina (57) and by NIOSH (40).  The NC 
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list of high-risk industry categories, based on ABL 4-digit SIC codes (6-digit for 
pawnbrokers), is provided below. 
 
Empirically Identified NC Workplaces at High-Risk for  
Occupational Homicide 
Workplace Industry SIC Code 
Bars and nightclubs 5813 
Restaurants and other eating places 5812 
Convenience stores/grocery stores 5411 
Gasoline stations 5541 
Pawnbrokers 593229 
Video rental stores 7841 
Game rooms and arcades 7993 
 
For the most part, the high-risk industry categories corresponded with the NIOSH 
surveillance data analysis of workplaces at high-risk for occupational homicide 
reported by Castillo and colleagues (40).   
From the NIOSH analysis, high-risk industry categories were identified on the 
basis of work-related homicide rates of at least twice the average (1980-89) annual 
rate of 0.71 per 100,000 for all workers (40).  The NIOSH identified list of high-risk 
industry categories for occupational homicide was reported as follows. 
 
NIOSH Identified List of Workplaces at High-Risk for 
Occupational Homicide 
Workplace Industry SIC Code 
Taxicab Establishments 412 
Liquor Stores 592 
Gas Stations 554 
Protective/Detective Services 7381, 7382 
Justice/Public Order/Safety 92 
Grocery Stores 541 
Jewelry Stores 5944 
Hotels/Motels 701 
Eating/Drinking Places 58 
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Noted differences in the NIOSH-identified industries compared to the NC list include 
liquor stores, hotels/motels, protective services and justice/public order (which were 
excluded from the North Carolina study).  Additional workplace types identified in 
North Carolina that were not part of the NIOSH list include pawnshops, which can 
carry jewelry merchandise, video rental stores and game rooms/arcades.  For study 
aims 2 and 3, a high-risk industry membership designation was assigned if the listed 
primary or secondary SIC codes describing the workplace were of the type included 
in either the NIOSH or Loomis et al. (2001) lists (Table 6.1).  ABL provides a detailed 
description of each workplace by assigning it a primary and two secondary SIC 
codes. 
2. Block group socioeconomic measures 
Socioeconomic data were obtained from 2000 United States (US) Census 
Summary File 3 for block groups.  The social processes that are thought to underlie 
the etiology of crime are considered to be more closely linked at the block group 
level than at higher levels of aggregation such as census tracts or counties (82).  A 
total of thirty area-based socioeconomic variables related to 9 broad categories were 
selected for examination: population structure, population composition, educational 
attainment, employment, residential mobility, family disruption, income and poverty, 
wealth, crowding and basic amenities (Table 4.1).  These census-derived variables 
were selected a priori based on the published literature (4, 83, 84) regarding social 
processes and crime and in accordance with our conceptual framework. 
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G. Statistical Analysis 
1. Overview 
The primary goal of the statistical analyses was to estimate the effect of block 
group based social factors (socioeconomic characteristics and crime) on: (a) the 
proportion of high-risk industry workplaces and (b) odds of workplace robbery, 
respectively.  A secondary goal addressed the empirical identification of industry 
categories at high risk for workplace homicide incorporating non-modifiable and 
modifiable characteristics of the workplaces within the industries.  All analyses were 
conducted using SAS 9.1.3.  Cluster analysis was used to group the industry 
categories on the basis of similar workplace characteristics while factor analysis was 
used to summarize the thirty a priori selected census-derived socioeconomic 
characteristics.  The goal of cluster analysis was to group the data according to 
industry subcategories for further examination.  Alternatively, the goal of factor 
analysis was to identify latent constructs related to the social environment for study 
in aims 2 and 3.  Three factors related to social conditions of poverty/deprivation, 
human/economic capital, and transience/instability served as the primary 
independent variables for aims 2 and 3 and were categorized into quartiles (aim 2) 
or dichotomized at the median (aim 3) for analytical purposes.   
The dependent variable for study aim 2, proportion of high-risk industry 
workplaces within census block groups was created by dividing the number of high-
risk industry workplaces in the block group by the total number of workplaces 
located in the block group.  High risk industry workplaces were defined according to 
membership in industries previously reported to be at high-risk for homicide.  The 
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proportion was then categorized based on natural cut points into none (referent), 1-
10%, 11-15%, and >15% proportion high-risk industry workplaces.  Index, violent 
and property crime rates data, as computed by the NC SBI, were grouped into 
quartiles, with the first quartile serving as the reference category.  Numerators 
comprised the category of crime types reported to UCR by the individual agencies 
and denominators were 100,000 populations within the jurisdiction of the 
corresponding agency. 
Bivariate analyses involved assessment of the relationship between the 
individual social predictors and dependent variables (proportion HRIWP or 
workplace robbery). Multivariate models included mutual adjustment for all three 
social characteristics (aim 2) and workplace-level covariates (aim 3).  Strength of the 
association, as measured by the magnitude of the odds ratio, and the precision, as 
measured by the corresponding 95% confidence interval for the odds ratio, was 
used to evaluate the predictive importance of each social factor.  Effect measure 
modification was assessed using stratified analysis or product interaction terms. 
2. Statistical analysis aim 1 
To investigate a workplace-based approach to the identification of high-risk 
workplaces, the analysis proceeded in two steps.  First, the 52 SIC industry 
subcategories, defined according to 2-digit SIC codes, representing the 315 
workplaces in the sample were grouped into homogeneous subsets on the basis of 
similarities of select workplace attributes across industries using cluster analysis.  
The identified groups or clusters were then entered as indicator variables into logistic 
regression to identify clusters that were associated with increased odds of homicide.   
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a. Cluster analysis 
Cluster (classification) analysis, provides a systematic approach to combine 
the industry subcategories.  The data were collapsed across workplaces so that the 
unit of analysis (n=52) was the SIC subcategories rather than the individual 
workplace (n=315).  Nine workplace characteristics were selected on the basis of 
reported and hypothesized risk and protective associations with workplace homicide 
(2, 24, 50, 63) and included location in residential/industrial area, workplace at 
current location ≤ 2 years, majority male employees, employees working alone or 
isolated, employees working weekend night (Friday or Saturday 9PM-6AM), 
business where money changes hands, business open to the public, and presence 
of protective factors (≥ 5 environmental safety measures and ≥ 5 administrative 
safety measures).  We focused on presence of protective factors in order to assess 
how these factors influence the profile of workplaces identified to be at high risk for 
homicide.  For each SIC industry subcategory, average values for each of the 9 
selected workplace characteristics were computed from all workplaces within the 
given industry.  Since the workplace characteristic variables were binary-coded, the 
average value represents the proportion of workplaces positive for a given 
characteristic (e.g. employees work weekend night) among all workplaces within a 
given SIC industry subcategory.   
Hierarchical clustering techniques of the agglomerative type were used to 
group industry categories into homogeneous subgroups on the basis of 
characteristics of workplaces making up the industry.  Each observation (SIC 
industry subcategory) begins in its own group and the groups are successively 
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combined, based on a sorting strategy, until all observations are included in one 
group.  Complete linkage (furthest neighbor) hierarchical clustering method was the 
primary method employed to identify subgroups since this method specifies that all 
members within a group are more like every other member than they are like 
members of any other group.  This method defines the distance between clusters as 
the distance between their most remote pair of entities (85).  Consequently the 
distance between merging clusters constitutes the diameter of the smallest sphere 
that can enclose them.  
For comparison, the potential cluster solutions from complete linkage were 
compared to those generated from the minimum variance (Ward’s) and average 
linkage methods (two commonly used hierarchical clustering methods which have 
been reported to perform well in simulation studies).  The average linkage method 
defines the distance between two clusters as the average distance between all pairs 
of individuals, each consisting of one individual from each group (86).  The Ward’s 
method is based on a variance minimization technique where the error sum of 
squares, a measure of tightness of a cluster, is defined as the distance between the 
objects of the cluster and its centroid (87)   
Since the technique of hierarchical clustering generates multiple, valid 
solutions, assessment of the number of clusters in the data were guided by the 
pseudo t2 statistic (SAS online documentation).  Cluster levels immediately 
proceeding markedly larger values of the pseudo t2 statistic indicate a stopping point 
for a potential cluster solution.  Plots of the pseudo t2 statistic versus the cluster 
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number were generated to visually aid in identifying cluster levels associated with 
transitions of large values for the pseudo t2 statistic.   
b. Identification of high-risk clusters 
The resulting potential cluster solutions, as identified by the pseudo t2 statistic, 
from each of the three clustering methods, were then used as predictor variables in 
separate logistic regression models to identify which subsets of industries (clusters) 
were associated with increased odds of having a workplace homicide.  The clusters 
were entered into the logistic regression as indicator variables to estimate the log 
odds of workplace homicide.  In each of the individual models the referent category 
comprised the cluster with the most members to provide stability in the OR 
estimates. 
Selection of the final cluster solution was based on a combination of Akaike’s 
Information Criterion (AIC) to assess fit of the logistic regression models and 
precision of the estimated odds ratios, as measured by the ratio of the confidence 
limit (CLR). 
3. Statistical analysis aim 2 
To assess the relationship between the block group level socioeconomic 
characteristics and prevalence of high-risk workplaces, it was necessary to compute 
summary measures of the block group characteristics.  Due to the correlations 
between the individual census-derived variables, data reduction was carried out 
using an iterated exploratory principal axis (common) factor analysis with varimax 
(orthogonal) rotation to summarize the co-variation among thirty census variables.   
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a. Census data reduction 
Iterated principal axis factor analysis provides better estimates of the 
communalities (total amount of variance in each variable that is explained by the 
factors that are extracted) compared to a non-iterated approach.  The process starts 
with initial estimates of the communality used in the extraction of the common factor 
solution.  The initial values are the squared multiple correlations, obtained from 
regressing each variable on all the remaining variables.  The communalities from the 
factor solution are then used in place of the squared multiple correlation to extract 
the factor solution again.  The input communality is compared with the estimated 
communality (obtained from the 2nd extracted factor solution) and the process 
repeats until the change from the previous to the next iteration is trivial; i.e. the 
difference satisfies the convergence criteria (SAS default of 0.001).  The extracted 
factors are then orthogonally rotated (varimax rotation) to maximize the co-variation 
explained by the analysis.  
A three factor solution was supported by both the scree plot and the criterion 
selecting for factors with eigenvalues greater than one.  Interpretation of the factors 
was limited to salient variables with loadings >0.40.   The factors were named 
Poverty/Deprivation, Human/Economic Capital, and Transience/Instability following 
inspection of the salient variable loadings.  Factor scores were computed by 
applying the standardized scoring coefficients, obtained from the varimax rotated 
factors, to the original standardized variables (centered about the mean and divided 
by standard deviation). As a result the factor scores have an overall mean of zero 
and a standard deviation of one.  High values on a given factor score indicates a 
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higher level of that latent variable (factor) in a given block group.  Factor scores were 
categorized into quartiles for logistic regression modeling.  
b. Multivariate statistical modeling 
Since the outcome was polytomous, multinomial (polytomous) generalized 
logistic regression models (SAS PROC LOGISTIC with Link=GLOGIT) were used to 
estimate the odds of a block group being in one of three categories (proportion 
HRIWP >15%, 11-15%, 1-10%) relative to no HRIWP, as a function of quartile of the 
factor scores.  As a measure of the precision of the estimated association, the 
confidence limit ratio (CLR) was computed, which involved dividing the value of the 
upper 95% confidence interval by the value of the lower 95% confidence interval 
(88).   
Effect measure modification was explored using subset analysis by 
comparing the association between high proportion (> 15%) and no HRIWP among 
block groups in the highest quartile of the potential modifier.   Potential modifiers 
identified from the subset analysis were also evaluated using a model-based product 
interaction term and a likelihood ratio test comparing a full model (with the product 
interaction term) to a reduced (main effects only) model. 
4. Statistical analysis aim 3 
For the case-control study of block group characteristics and workplace 
robbery risk (aim 3), block group socioeconomic and agency crime variables were 
compared by case and control status.  Bivariate analyses consisted of examination 
of the independent associations between Poverty/Deprivation, Human/Economic 
Capital, Transience/Instability, workplace safety measures and case/control status.  
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Logistic regression models were fit to the data using the generalized 
estimating equations (GEEs) approach, which accounts for the potential lack of 
independence (multiple workplaces located within the same block group) due to the 
hierarchical nature of the research data.  GEEs were originally developed for use 
with longitudinal studies in which the data were highly clustered (89).  The 
correlation structure in a GEE is treated as a “nuisance” parameter.  An extension of 
generalized linear models theory, fitting a GEE involves specification of a variance 
distribution (binominal for these data), a link function (logit for logistic regression), 
and a working correlation matrix.  The working correlation matrix represents the 
“best guess” at the within-cluster correlation structure.  The two working correlation 
matrices most commonly used for areal data are Independent and Exchangeable.  
An exchangeable correlation structure was used for the aim 3 analyses since our 
data were correlated in a hierarchical structure (i.e. workplaces nested within block 
groups).  It is assumed that the variation between block groups is stronger than the 
variation within block groups.  The exchangeable working correlation matrix is an 
appropriate choice when the correlation within a block group is not expected to vary. 
Due to matching in the parent studies, all models included the matching 
variables industry type (retail vs. non-retails) and law enforcement agency crime 
reporting type (incident vs. summary reporting) as covariates.  Regression 
coefficients and standard errors from the GEE logistic regression model were used 
to compute the odds ratios and corresponding 95% CIs for the effect of each class of 
predictors: summary factor scores and workplace safety measures.  Models where 
the primary predictors were (1) quartiles of the factor scores (poverty/deprivation, 
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human/economic capital, and transience/instability) and (2) workplace safety 
measures were examined separately.  The predictive importance of the social 
indictors on workplace robbery was examined after adjustment for violent crime and 
workplace safety measures.  Effect measure modification was assessed using 2-way 
product interaction terms between the dichotomized block group-level factors 
(poverty/deprivation, human/economic capital, and transience/instability) in separate 
models.  Score tests for Type III GEE analysis were conducted to complement the 
stratum-specific estimates. 
H. Protection of Human Subjects 
 This dissertation research is a series of secondary analyses of existing data 
and does not involve contact with human subjects.  Data used for the dissertation 
were previously collected from telephone interviews with managers, supervisors or 
owners of businesses and law enforcement officers during 1994-2000.  There were 
minimal risks associated with this research.  None of the previous participating 
workplaces were contacted as part of the dissertation studies. The principle concern 
is the potential loss of privacy through the investigator’s access to personal 
identifying information, police reports, and medical examiner records to verify data.  
Crime data and enforcement tracts from law enforcement agencies may include 
names and addresses of workplaces but no personal identifiers. 
 To safeguard confidentiality, individual identifying information and study 
identification numbers from the original studies were stored in separate data files 
from the main study data.  The study ID number was the only personally identifying 
information on the main data files used in the dissertation research.  Furthermore, 
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names of individuals and workplaces will not be associated with any published or 
unpublished reports.  Electronic data generated as part of this study was stored on 
secured computers with access limited to project personnel and the original 
interview data were stored in locked files with access limited to project staff.   
There were no direct benefits to the workplaces that participated in the parent 
studies whose data were used in the secondary data analyses for this dissertation.  
No incentives were offered for the completion of the phone interview in the parent 
studies.  The indirect benefit involved contributing to further the understanding of 
workplace violence risk and the identification of new areas for mitigating risks.  This 
research addressed the need to examine social environment conditions that impact 
workplace violence risk and can serve to motivate additional research that continues 
to highlight the use of a socio-ecological approach to understand the context of 
workplace violence and robbery risks. 
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Figure 4.1.  Temporal coverage of data sources. 
 
 
 
 
*American Business Listings, obtained from InfoUSA, contains a listing of all businesses in NC
Workplace Controls (Aim 3) 
Occupational Homicide Study (Aim 1) 
Workplace 
Robberies 
(Aim 3)
Census Data  
(Aims 2, 3) 
1994 1998 1999 2000 
ABL* Data 
(Aim 2) 
2004 1993 1995 1996 1997 2001 2002 2003 
NC SBI Crime Data (Aims 2, 3) 
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Figure 4.2. Aggregation of workplaces to census block groups (aim 2 study 
population). 
241, 290 Geocoded ABL Workplaces Assigned to Law 
Enforcement Agency (LEA) 
240, 540 ABL workplaces assigned to Census block group 
and LEA jurisdiction 
230,034 ABL workplaces eligible for analysis 
10,506 Excluded Workplaces (any of 3 SIC codes) 
3601 Unknown industry classification 
5235 Farms (SIC=01, 02, 07) 
1524 Public Safety (SIC=9221, 9223, 9224) 
      1 Farm & Public Safety 
      1 Public Safety & block group with zero population 
      1 Unknown industry & block group with zero population  
  143 maps into block group with zero population 
750 Duplicate Observations 
463 assigned to 2 different beats in same LEA 
    5 assigned to 2 different block groups 
282 assigned to 2 different LEAs 
27,407 Excluded Mobile Workplaces (any of 3 
SIC Codes) 
  134 Transportation  
21193 Construction 
      80  Both Transportation & Construction 
4086 Block Groups 
with ≥ 1 workplace  
4078 Block Groups with 
≥ 1 FIXED workplace 
(n=202,627 workplaces) 
3969 Block Groups with 
≥ 3 FIXED workplace  
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Table 4.1.  A priori selected census-derived block group level variables (n=30) by 
domain type. 
 
Domain  Variable Description Variable 
   
Population Structure Population density per square mile CNPDSQMI 
 % males 15-24 yrs CNP_Mi524 
 % population in urban clusters or urbanized 
areas 
CNP_URB 
   
Population 
Composition 
% Black, non-Hispanic CNP_BANH 
 % Hispanic CNP_HISP 
 % Foreign born CNP_NOUS 
   
Educational Attainment % population ≥ 25 yrs with high school 
education only 
CNP_HSO 
 % population ≥ 25 yrs with bachelor’s 
degree or higher 
CNP_BSED 
 % population ≥ 25 yrs with less than high 
school education 
CNP_NOHS 
   
Employment % unemployed (males and females) in 
civilian labor force 
CNP_UNEM 
 % males ≥ 16 yrs not in civilian labor force CNP_MNCL 
 % employed (males and females) in 
executive, managerial or professional 
occupations 
CNP_MGTT 
 % employed (males and females)  in blue 
collar occupations† 
CNP_BLUE 
   
Residential Mobility % renter occupied housing units CNP_ROHU 
 % population not living in same house 5 yrs 
prior 
CNP_MOVE 
   
Income and Poverty Median household income CNMEDHHI 
 % households below poverty CNP_HHBP 
 % households income < $30K CNP_INC30 
 % households on public assistance CNP_HHPA 
   
Crowding and Basic 
Amenities 
% occupied housing units > 1 occupant per 
room 
CNP_CRWD 
 % occupied housing units with no vehicle CNP_NOCAR 
 % occupied housing units without phone 
service 
CNP_NOPH 
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Domain  Variable Description Variable 
   
 % occupied mobile homes CNP_MOBH 
   
Wealth % households receiving interest, dividends 
or net rental income 
CNP_HHINT 
 Median value owner-occupied housing CNMHVALL 
   
Family Structure and 
Disruption 
% single parent households with own 
children < 18 yrs 
CNP_SPHC 
 % families that are female-headed  CNP_FFAM 
 % single parent families with children < 18 
yrs  
CN1PARENT 
 % households that are female-headed  CNP_FFH 
 % children < 18 yrs not living with both 
parents 
CNCHILD 
   
†Blue collar occupations classified as: services; farming, fishing & forestry; 
construction; extraction, maintenance; production, transportation, material moving. 
 
 
 CHAPTER 5: Aim 1 Results 
 
V. Workplace-based Approach to Identifying Workplaces at High-Risk for 
Worker Homicide 
A. Abstract 
Previous methods of identification of workplaces at high-risk for worker 
homicide have not considered workplace characteristics.  We investigated the 
incorporation of modifiable and non-modifiable workplace characteristics in the 
designation of workplaces as “high-risk” using data collected for a case control study 
of workplace homicide in North Carolina conducted during 1994-98.  Hierarchical 
clustering techniques of the agglomerative type were used to group industry 
categories into homogeneous subgroups on the basis of workplace characteristics 
within the industries.  Nine a priori selected workplace characteristics potentially 
related to workplace violence risk were used.   
A stopping point for a potential cluster solution was based on changes in the 
pseudo t2 statistic.  Potential cluster solutions were used as predictor variables in 
separate logistic regression models to identify which subsets of industries were 
associated with increased odds of the workplace having a workplace homicide.  
Selection of the final cluster solution was based on a combination of Akaike’s 
Information Criterion to assess fit of the logistic regression models and precision of 
the estimated odds ratios.   
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An 8-cluster complete linkage solution identified similar industries as those 
previously published in the literature, namely: retail, services, and transportation 
(mainly taxi cabs).  However, subcategories in manufacturing were also identified as 
being at high-risk for workplace homicide.  Inconsistent with a priori expectations, 
gas stations were not included among high-risk workplaces.  The use of a workplace 
factors-based classification of high-risk industries has the potential to provide insight 
into additional subcategories of workplaces that may previously have not been 
recognized.  However, the results obtained in this analysis are not fully consistent 
with existing literature and additional analyses are required to clarify the 
incorporation of workplace characteristics in the designation of high-risk before firm 
conclusions can be drawn about the value of this approach. 
B. Introduction 
Workplace violence has received increased attention as an occupational 
safety and health issue.  Research on this topic has been aimed at identification of 
workplace characteristics that confer elevated risk (18, 50, 55, 90).  The designation 
of high-risk workplaces rests upon research conducted by federal (12, 40) and 
academic researchers.  The identification of workplaces at high-risk for worker 
homicide has not included modifiable workplace characteristics such as presence of 
safety measures but rather was based on the comparison of occupational homicide 
rates across industries (40) or primary business activities conducted at the 
workplace (57).  Though these are important characteristics, the presence of 
modifiable workplace factors (i.e. workplace violence prevention measures) have 
been overlooked.  The aim of this paper is to empirically identify industry categories 
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at high risk for workplace homicide based on non-modifiable and modifiable 
characteristics of workplaces within the industries. 
C. Methods 
Data from a Standard Industrial Classification (SIC) matched case control 
study of workplace homicide in North Carolina conducted during 1994-98 (57) were 
used for the empirical identification of industry categories at high risk for workplace 
homicide.  Initially, conditional logistic regression was preformed using membership 
in the 2-digit SIC subcategories (91), as the primary independent variable, to 
estimate the odds of being a case workplace for each of the SIC subcategories, with 
adjustment for the following 3  groups of covariates: 
1) workplace non-modifiable characteristics: location in 
residential/industrial area;  ≤ 2 years at current location  
2) workplace modifiable characteristics (i.e. safety measures): barrier 
between customer and worker; > 1 worker on duty; workers not working alone 
at night (9PM-6AM) 
3) presence of 5 or more environmental or administrative safety 
measures 
As part of the initial analysis, three separate sets of conditional logistic regression 
models, one for each group of covariates, were generated for each 2-digit SIC 
subcategory (Appendix A).  Due to the small sample size, cross-classification 
resulted in sparse data which affected model convergence and precision of the 
estimates derived from conditional logistic regression.  Colinearity between some of 
the workplace covariates (e.g. more than 1 worker on duty and workers not working 
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alone at night) for certain industry subcategories (e.g. manufacturing) resulted in a 
linear dependency such that computation of the exact conditional distribution was 
not feasible for the variable of interest and estimates were not obtainable. 
To address the constraints of a small sample size, the 52 SIC industry 
subcategories were grouped into homogeneous subsets on the basis of similarities 
of select workplace attributes across industries.  Cluster (classification) analysis 
methodology provides a systematic approach to combining industry subcategories 
into groups based on commonalities of workplace attributes within the industries.  
The data were collapsed across workplaces so that the unit of analysis (n=52) was 
the SIC subcategories rather than the individual workplace (n=315).  Of the 52 SIC 
industry categories available for grouping, SIC categories 37 (transportation 
equipment) and 44 (water transportation) had missing values for one or more of the 
selected workplace attributes and were subsequently excluded from the clustering 
processing.     
In aggregating the data to the level of 2-digit SIC subcategories, we utilize 
average values for each of nine a priori selected workplace characteristics: location 
in residential/industrial area, workplace at current location ≤ 2 years, majority male 
employees, employees working alone or isolated, employees working weekend 
nights (Friday or Saturday 9PM-6AM), business where money changes hands, 
business open to the public, presence of ≥ 5 environmental safety measures, and 
presence of ≥ 5 administrative safety measures.  These workplace-level 
characteristics were selected on the basis of their potential for increasing violence 
risk (2, 63) and extended the scope of the workplace characteristics that could be 
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examined in the previous individual conditional logistic regression models.  For each 
SIC industry subcategory, average values for each of the nine selected workplace 
characteristics were computed from all workplaces within the given industry.  Due to 
the binary coding of the workplace characteristic variables, the average value 
represents the proportion of workplaces positive for a given characteristic (e.g. 
employees work weekend night) among all workplaces within a given SIC industry 
subcategory.    
Hierarchical clustering techniques of the agglomerative type were used to 
group industry categories into homogeneous subgroups on the basis of 
characteristics of workplaces making up the industry.  This approach begins with 
each observation (SIC industry subcategory in this case) starting out in its own 
group and groups are successively combined, based on a sorting strategy, until all 
observations are included in one group.  Complete linkage (furthest neighbor) 
hierarchical clustering method was the primary method employed to identify 
underlying grouping structure in the data since this method specifies that all 
members within a group are more like every other member than they are like 
members of any other group.  This method defines the distance between clusters as 
the distance between their most remote pair of entities (85).  As a result the distance 
between merging clusters constitutes the diameter of the smallest sphere that can 
enclose them.  
For comparison, the potential cluster solutions from complete linkage were 
compared to those generated from the minimum variance (Ward’s) and average 
linkage methods (two commonly used hierarchical clustering methods which have 
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been reported to perform well in simulation studies) (85, 86).  The average linkage 
approach defines the distance between two clusters as the average distance 
between all pairs of individuals, each consisting of one individual from each group 
(86).  The Ward’s method is based on a variance minimization technique where the 
error sum of squares, a measure of tightness of a cluster, is defined as the distance 
between the objects of the cluster and its centroid (87).   
All clustering analyses were carried out using PROC CLUSTER in SAS 
version 9.1. Since the technique of hierarchical clustering generates multiple, valid 
solutions, assessment of the number of clusters in the data were guided by the 
pseudo t2 statistic (92).  Cluster levels immediately proceeding markedly larger 
values of the pseudo t2 statistic indicate a stopping point for a potential cluster 
solution.  Plots of the pseudo t2 statistic versus the cluster number were generated to 
aid in visual identification of cluster levels associated with transitions of large values 
for the pseudo t2 statistic.   
Resulting potential cluster solutions, as identified by the pseudo t2 statistic, 
from each of the three methods, were then used as predictor variables in separate 
logistic regression models to identify which subsets of industries (clusters) were 
associated with increased odds of having a workplace homicide.  The clusters were 
entered into the logistic regression models as indicator variables to estimate the log 
odds of workplace homicide associated with each cluster.  In each of the individual 
models the referent category comprised the cluster with the most members to 
provide stability in the odds ratio (OR) estimates.  Selection of the final cluster 
solution was based on a combination of Akaike’s Information Criterion (AIC) to 
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assess fit of the logistic regression models and precision of the estimated odds 
ratios as measured by the ratio of the confidence limit  (88). 
D. Results 
1. Workplace characteristics by industry 
  Close to two-thirds (65%) of the industry categories contained workplaces 
that had been at their current location for more than 2 years however, slightly less 
than one-quarter (24%) of the industries had workplaces which were located in a 
residential or industrial area (Table 5.1).  One-third of industries were composed of 
workplaces where money changes hands while sixty percent of the industry 
categories encompassed businesses that were open to the public.  Although forty-
five percent of industries had employees working alone or being isolated, forty 
percent of industries had workplaces where employees did not work alone on a 
weekend (Friday or Saturday) night (9PM-6AM).  Approximately equal percentages 
(25%) of industries were at either extremes of the distribution for majority male 
employees.  With respect to presence of five or more safety measures, 
administrative safety measures were more common than engineering safety 
measures.  Slightly over two-thirds (67%) of the industries had five or more 
administrative safety measures.  In contrast, 40% of industries did not have five or 
more engineering safety measures.   
2. Cluster analysis solutions 
Of the 3 agglomerative hierarchical clustering methods examined (Table 5.2), 
the complete linkage approach yielded 2 potential solutions: 8 clusters 
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(AIC=365.214) and 11 clusters (AIC=371.002).  Ward’s (minimum variance) method 
suggested 10 (AIC=362.898) and 13 (AIC=367.829) clusters.  For comparison the 
average linkage method indicated the data could be grouped into 7 (AIC=407.326), 9 
(AIC=410.561), or 11 (AIC=385.350) clusters.  The 11-cluster solution from average 
linkage yielded a situation of quasi-complete separation of the data when fitting the 
logistic regression model.  Under this situation, the maximum likelihood estimate 
may not exist and validity of the model fit is questionable.  Additionally, the 7- and 9-
cluster solutions from average linkage had the largest values of the AIC model fit 
statistic, indicating poor model fit.  Therefore, only the 8-cluster solution from 
complete linkage and 10-cluster solution from minimum variance methods were 
selected for further evaluation on the basis of good model fit (low AIC values). 
3. Workplace homicide high-risk designation 
Using a specified odds ratio cut point of greater than 1.25 as an indication of 
“high-risk” for workplace homicide, the 8-cluster solution from the complete linkage 
method identified two groups which had increased odds of workplace homicide while 
the 11-cluster solution yielded 6 groups (Table 5.3).  Selection of a 1.25 cut point 
represents a conservative estimate and assumes that an increase of 25% in the 
relative odds denoted an elevated risk for workplace homicide.  An additional two 
groups from the complete linkage 8-cluster solution also met the greater than 1.25 
criterion but had very poor precision (undefined CLR) and were not considered 
further.   
The minimum variance (Ward’s) method yielded three clusters with elevated 
odds ratios for both the 10- and 13-cluster solutions.  The average linkage technique 
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identified three groups as being at increased odds of workplace homicide for both 
the 7- and 9-cluster solutions while the 11-cluster solution revealed five groupings at 
increased odds of workplace homicide.  However due to the poor fit of the logistic 
regression models for the average linkage clustering method solutions, the groups 
identified as high-risk from the average linkage models are highly suspect and were 
not evaluated further. 
Both the 8-cluster solution from complete linkage and 10-cluster solution from 
Ward’s method gave similar model fit statistics, though the number of high-risk 
industry subgroups identified differed slightly: complete linkage yielded sixteen 
industry subgroups whereas minimum variance (Ward’s) method revealed thirteen 
industry categories (Table 5.4).   Despite the difference in the total number of high-
risk industries identified by the two methods, both clustering methods identified 
eleven industry categories in common as being at high-risk for workplace homicide.  
Included in these eleven industry groups were industries which have been previously 
described in the literature as being at high-risk for worker homicide, namely general 
merchandise stores; food stores; eating and drinking places; and local and suburban 
transit and interurban highway passenger transport.  An additional five high-risk 
industry categories were identified using the complete linkage method while only two 
additional industries were identified as high-risk using the minimum variance 
(Ward’s) method (Table 5.4).  These slight differences in the identity of the cluster 
members reflect the different algorithms used by each method in determining the 
distance between the clusters that is sufficient for combining.   
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Although the 8-cluster complete linkage solution identified similar industries 
as those previously published in the literature, namely: retail, services, and 
transportation (mainly taxi cabs), additional subcategories in manufacturing were 
also identified as being at high-risk for workplace homicide (Table 5.5).  Inconsistent 
with a priori expectations, gas stations were not included among the high-risk 
industries identified from cluster analysis. 
E. Discussion 
On the basis of the values of the AIC and precision (CLR) of the odds ratio 
estimates, either the 10-cluster solution from the minimum variance method or the 8-
cluster complete linkage solution appear to be adequate representations of the 
number of groupings in the North Carolina data.  An 8-cluster complete linkage 
solution provides a reasonable estimate of the types of workplaces that are at high-
risk for worker homicide since the sorting strategy for the complete linkage clustering 
method results in clusters that have intuitive interpretation appeal, that is every 
member of a given cluster is more like every other member of the same cluster than 
it is like any other observation not in the cluster.   
Inclusion of workplace factors in the systematic grouping of industry 
subcategories for the subsequent evaluation of industries at high-risk for workplace 
homicide identified similar industries as those previously published in the literature, 
namely: retail, services, and transportation (mainly taxi cabs).  However, additional 
subcategories in manufacturing were also identified as being at high-risk for 
workplace homicide within the North Carolina data.  The inclusion of manufacturing 
workplaces as high-risk for homicide may reflect a developing trend in dispute-
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related occupational homicides, events resulting from disagreements between co-
workers, with customers/clients or personal acquaintances, and future research 
endeavors should compare the distribution of industry types by the broad categories 
of robbery- and dispute-related worker homicide.  The diversity of workplaces 
reflects the heterogeneity of workplace violence events such that the development of 
a high-risk classification system may need to be tailored to the type of workplace 
violent event (robbery-related, customer/client-employee dispute, coworker-dispute, 
and personal relationship-dispute). 
1. Limitations 
The results from this analysis need to be considered within the context of the 
following limitations: small sample size, assumption of independent errors for the 
clustering and logistic regression methodologies and frequency matching by SIC 
codes in the original data.  Matching on broad 1-digit SIC codes may lead to the 
observed sensitivity of the results to how the models are specified.   Furthermore, an 
odds ratio of 1.25 was selected as a cut point for “high-risk”; however, this decision 
was based on the assumption that a 25% increase in the odds was indicative of an 
increased risk for workplace homicide.  The cluster method grouped gas stations as 
a separate cluster and subsequent logistic regression did not identify gas stations to 
be high-risk due to the low number of gas station events in the present data.   
A larger sample size would help to further refine the feasibility of this 
approach to the identification of high-risk workplaces.  An increased sample size 
would facilitate data splitting so that cluster analysis can be run on both halves and 
compared for similarity in results.  When the objects being grouped forms naturally 
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distinct “clumps”, the method of complete linkage (furthest neighbor) usually 
performs quite well, however if the clusters tend to be somehow elongated or of a 
"chain" type nature then complete linkage is inappropriate (93).  Unfortunately the 
grouping structure is unknown and difficult to assess prior to application of cluster 
analysis.  Although Ward’s method is regarded as very efficient at combining groups 
it tends to create groups of small size. 
2. Summary 
Cluster analysis provides a systematic approach to combining industry 
subcategories based on common characteristics of workplaces within the industries.  
In our analyses we found that an empirically-based classification for industries at 
high-risk for worker homicide elucidated subcategories of workplaces that may 
previously have been misclassified.  The use of 2-digit SIC codes resulted in more 
heterogeneity of workplaces within the industry in comparison to the specific 
workplaces identified from published research (40, 57).  However, any conclusions 
are tentative at this point, due to limitations in the analysis (e.g. exploratory nature of 
cluster analysis).  Further work is warranted to address the absence of gas stations 
among the list of high-risk workplaces and the sensitivity of the results to how the 
models are specified.  Additional analyses comparing concordant and discordant 
classification frequencies of high-risk workplaces from each of the three lists would 
provide a useful next step.   
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Figure 5.1.  Flow chart of two-stage process for identification of workplaces at high-risk for worker homicide. 
 
315 Workplaces  
(6-digit SIC code) 
Aggregated to 52 sub-industry 
categories (2-digit SIC code) 
Hierarchical cluster analysis using 52 
groups and 9 workplace factors 
8-groups and 10-groups solutions from cluster analysis 
Logistic regression on 8-group 
solution from cluster analysis 
Mean values assigned for each 
of 9 workplace-level factors 
2 groups positively associated with 
workplace homicide  
16 sub-industry 
categories identified as 
high risk for workplace 
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Table 5.1.  Distribution of workplaces and prevalence of select workplace factors by industry subcategory, North Carolina, 
1994-98. 
   
              
      Non-Modifiable and Modifiable Workplace Factors*   
SIC              
Group Description total case control Var1 Var2 Var3 Var4 Var5 Var6 Var7 Var8 Var9
              
              
Agriculture, Forestry and Fishing - Division A            
01 agricultural production 1 0 1 0.00 1.00 1.00 0.00 1.00 1.00 1.00 1.00 1.00 
07 agricultural services 1 0 1 1.00 0.00 1.00 1.00 0.00 0.00 0.00 1.00 0.00 
              
Construction - Division C             
15 building construction 4 1 3 0.25 0.67 1.00 0.25 0.75 1.00 0.50 1.00 0.25 
17 special trade contractors 5 1 4 0.20 1.00 0.60 0.00 1.00 0.20 0.60 1.00 0.20 
              
Manufacturing - Division D             
20 food & kindred products 6 3 3 0.00 0.67 0.83 0.83 0.67 0.17 0.33 1.00 0.17 
22 textile mill products 3 1 2 0.33 0.50 0.67 1.00 0.00 0.00 0.33 1.00 0.00 
23 apparel & other finished products 2 1 1 0.00 0.50 1.00 0.50 0.00 0.00 0.50 1.00 0.00 
24 lumber & wood products, except 
furniture 
1 0 1 0.00 0.00 1.00 0.00 1.00 0.00 1.00 1.00 0.00 
25 furniture & fixtures 3 2 1 0.33 0.67 0.67 0.00 1.00 0.33 0.33 1.00 0.00 
26 paper and allied products 1 0 1 0.00 1.00 1.00 0.00 1.00 0.00 1.00 1.00 0.00 
27 printing, publishing, or publishing & 
printing 
3 0 3 0.00 0.33 1.00 0.00 0.33 0.33 1.00 0.67 0.00 
28 chemicals & allied products 1 0 1 0.00 1.00 1.00 0.00 1.00 0.00 0.00 1.00 0.00 
30 plastic products not elsewhere 
classified 
2 0 2 0.00 1.00 0.50 0.50 0.50 0.00 0.00 0.50 0.00 
33 primary metal industries 1 0 1 0.00 1.00 1.00 1.00 1.00 0.00 0.00 1.00 0.00 
34 fabricated metal products except 
machinery & transportation equip 
2 1 1 0.00 0.50 0.50 0.00 1.00 0.00 0.00 1.00 0.00 
35 industrial & commercial machinery & 
computer equip 
2 1 1 0.00 0.00 1.00 1.00 0.50 0.50 1.00 0.50 0.50 
36 electronic & other electrical equip and 
components, except computer equip 
2 1 1 0.00 0.50 0.00 0.50 0.50 0.00 0.00 1.00 0.00 
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      Non-Modifiable and Modifiable Workplace Factors*   
SIC              
Group Description total case control Var1 Var2 Var3 Var4 Var5 Var6 Var7 Var8 Var9
              
              
37 transportation equip 1 1 0 0.00 0.00 missing 1.00 missing missing 1.00 1.00 0.00 
              
Transportation, Communication, Electrical, Gas, Sanitary Services - Division E        
41 local & suburban transit & interurban 
highway passenger transport 
12 11 1 0.10 0.58 0.75 1.00 0.90 0.91 0.83 0.83 0.25 
42 motor freight transport & warehousing 9 2 7 0.11 0.71 0.67 0.44 0.67 0.56 0.67 1.00 0.33 
43 united states post office 5 0 5 0.00 0.80 1.00 0.00 0.20 1.00 1.00 1.00 0.40 
44 water transport 1 0 1 0.00 missing 1.00 0.00 1.00 1.00 1.00 1.00 1.00 
45 transport by air 3 0 3 0.00 0.00 0.33 1.00 0.67 0.67 0.67 1.00 0.67 
47 transport services 5 0 5 0.20 0.20 0.80 0.00 0.20 0.60 1.00 0.80 0.40 
48 communications 3 0 3 0.50 0.33 1.00 0.33 0.67 0.33 0.67 1.00 0.33 
49 electric, gas & sanitary services 3 1 2 0.00 1.00 1.00 0.00 0.50 0.50 1.00 0.67 0.00 
              
Wholesale Trade - Division F             
50 durable goods 6 1 5 0.00 0.80 0.33 0.33 0.67 0.50 0.50 1.00 0.17 
51 nondurable goods 4 1 3 0.00 0.75 0.75 0.00 1.00 1.00 1.00 1.00 0.75 
              
Retail - Division G             
52 building materials, hardware, garden 
supply and mobile home dealers 
5 0 5 0.00 0.75 0.60 0.00 0.40 1.00 1.00 1.00 0.60 
53 general merchandise stores 9 6 3 0.11 0.56 0.67 0.56 0.00 1.00 1.00 0.89 0.89 
54 food stores 39 27 12 0.19 0.81 0.90 0.87 0.27 0.97 0.97 0.87 0.74 
55 automotive dealers and gasoline 
service stations 
25 1 24 0.00 0.32 0.88 0.28 0.38 0.88 0.96 0.88 0.56 
56 apparel and accessory stores 12 2 10 0.00 0.45 0.64 0.18 0.17 0.92 1.00 0.92 0.67 
57 home furniture, furnishings, and 
equipment stores 
9 2 7 0.22 0.50 0.67 0.00 0.67 0.67 0.78 1.00 0.33 
58 eating and drinking places 28 13 15 0.11 0.69 0.30 0.93 0.22 0.96 0.96 0.93 0.57 
59 miscellaneous retail 33 6 27 0.13 0.39 0.79 0.10 0.09 0.88 0.91 1.00 0.58 
              
Finance, Insurance, and Real Estate - Division H           
60 depository institutions 2 0 2 0.00 1.00 1.00 0.00 0.00 1.00 1.00 1.00 1.00 
64 insurance agents, brokers and 3 0 3 0.00 1.00 1.00 0.00 0.00 1.00 1.00 1.00 0.00 
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      Non-Modifiable and Modifiable Workplace Factors*   
SIC              
Group Description total case control Var1 Var2 Var3 Var4 Var5 Var6 Var7 Var8 Var9
              
              
service 
65 real estate 10 5 5 0.30 0.78 0.89 0.13 0.20 0.40 0.90 0.70 0.20 
              
              
Personal Services - Division I             
72 personal services 6 2 4 0.17 0.83 0.67 0.00 0.50 0.83 1.00 0.83 0.17 
              
Business and Repair Services - Division J             
73 business services 6 2 4 0.00 0.67 1.00 0.20 0.67 0.20 0.40 0.67 0.17 
75 automotive repair, services and 
parking 
5 2 3 0.00 0.20 0.80 0.20 0.80 0.60 1.00 0.80 0.20 
76 miscellaneous repair services 1 0 1 0.00 1.00 1.00 0.00 0.00 1.00 1.00 1.00 0.00 
              
Entertainment & Recreation Services - Division K           
78 motion pictures 5 2 3 0.00 0.60 0.80 0.80 0.00 1.00 1.00 1.00 0.60 
79 amusement and recreation 7 2 5 0.29 0.43 0.86 0.50 0.67 0.86 1.00 0.86 0.57 
              
Professional & Related Services - Division L            
80 health services 8 3 5 0.00 0.75 0.43 0.29 0.00 0.86 1.00 0.88 0.13 
81 legal services 1 0 1 0.00 0.00 1.00 1.00 0.00 1.00 1.00 1.00 0.00 
83 social services 1 0 1 0.00 1.00 1.00 1.00 0.00 0.00 0.00 1.00 0.00 
86 membership organization 1 0 1 0.00 1.00 0.00 0.00 0.00 0.00 1.00 1.00 0.00 
87 engineering, acct., rsch, management 
& related srvcs 
3 0 3 0.33 0.67 1.00 0.67 1.00 0.00 0.33 1.00 0.00 
              
Public Administration† – Division M             
91 executive, legislative, & general gov., 
except finance 
2 1 1 0.00 0.50 1.00 0.00 0.50 1.00 1.00 1.00 1.00 
92 justice, public order and safety 2 0 2 0.00 0.50 1.00 1.00 0.50 0.00 1.00 1.00 0.00 
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*Non-modifiable workplace factors: Var1: workplace at current location ≤ 2 yrs (avg_a6i1); Var2: workplace located in residential/industrial area 
(avg_a3i13); Var3: employees working alone or isolated (avg_alo_iso); Var4: employees work weekend night (Fri, Sat 9PM-6AM) (avg_nitwkna4); 
Var5: majority male employees (avg_a8i142); Var6: business where money changes hand (avg_a2i120); Var7: business open to public 
(avg_a1i81) 
 
*Modifiable workplace factors: Var8: presence of ≥ 5 engineering safety measures (avg_eng5up); Var9: presence of ≥ 5 administrative safety 
measures (avg_admin5up) 
 
†excludes Police & other Law Enforcement Officers 
 
  88
Table 5.2.  Comparison of identified high risk industry subcategories by clustering 
method. 
 
     
   High Risk Clusters*  
Cluster AIC Cluster Cluster OR 95%CI Cluster Members 
Method  Solution Number   (2-digit SIC codes) 
       
       
Complete 
Linkage 
365.214 8 3 4.32 2.15, 8.70 35, 41, 45, 53, 54, 
58, 78, 79, 81 
   5 1.28 0.39, 4.22 20, 28, 30, 33, 34, 
36, 87 
       
 371.002 11 3 6.82 3.49, 13.35 53, 54, 58, 78, 81 
   4 1.65 0.74, 3.71 15, 17, 25, 42, 48, 
50, 57, 72, 73 
   5 2.15 0.60, 7.75 20, 28, 33, 34, 87 
   7 1.61 0.30, 8.64 22, 23, 83, 92 
   8 6.77 2.60, 17.62 35, 41, 45, 79 
   9 1.61 0.16, 16.38 30, 36 
Minimum       
Variance 362.898 10 4 3.88 1.93, 7.81 53, 54, 58, 78 
   6 1.52 0.40, 5.84 17, 25, 28, 34 
   9 3.39 1.30, 8.84 35, 41, 45, 79, 81 
       
 367.829 13 4 3.20 1.34, 7.63 53, 54, 58, 78 
   6 1.26 0.30, 5.30 17, 25, 28, 34 
   10 2.80 0.94, 8.31 35, 41, 45, 79, 81 
Average       
Linkage 407.326 7 5 1.84† 0.00, 71.80 24 
   6 1.84† 0.00, 71.80 86 
   7 1.84† 0.00, 71.80 07 
       
 410.561 9 7 1.80† 0.00, 70.29 24 
   8 1.80† 0.00, 70.29 86 
   9 1.80† 0.00, 70.29 07 
       
 385.350‡ 11 3 4.63 2.61, 8.22 53, 54, 58, 78 
   8 3.21† 0.00, 125.21 81 
   9 3.21† 0.00, 125.21 24 
   10 3.21† 0.00, 125.21 86 
   11 3.21† 0.00, 125.21 07 
     
* Separate logistic regression models utilizing different referent categories for each cluster 
solution; OR>1.25 considered to be high risk.  
†median unbiased estimate using exact logistic regression 
‡quasi-complete separation of data; validity of model fit questionable 
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Table 5.3.  Association with workplace homicide (ORs and 95% CI) comparing 
solutions from two clustering methods. 
 
       
Cluster Total Observations    
Method 
Cluster 
Number Industry Workplace OR 95% CI 
CLR
(UCL÷LCL)
        
Complete Linkage       
        
8 Clusters 1 10 105 0.63 0.29 1.37 4.72
 2 5 14 0.51 0.10 2.55 25.5
 3 9 106 4.32 2.15 8.70 4.05
 4 13 61 referent —— ——
 5 7 17 1.28 0.39 4.22 10.82
 6 4 8 1.02 0.19 5.61 29.53
 7 1 1 3.13† 0.00 122.20 undefined
 8 1 1 3.13† 0.00 122.20 undefined
       
11 Clusters 1 10 105 referent —— ——
 2 5 14 0.81 0.17 3.91 23.00
 3 5 82 6.82 3.49 13.35 3.83
 4 9 51 1.65 0.74 3.71 5.01
 5 5 13 2.15 0.60 7.75 12.92
 6 411 10 1.21 0.24 6.17 25.71
 7 4 8 1.61 0.30 8.64 28.80
 8 4 24 6.77 2.60 17.62 6.78
 9 2 4 1.61 0.16 16.38 102.38
 10 1 1 4.89† 0.00 190.67 undefined
 11 1 1 4.89† 0.00 190.67 undefined
       
Minimum Variance (Wards)      
        
10 clusters 1 3 12 0.89 0.22 3.66 16.64
 2 8 89 0.34 0.14 0.79 5.64
 3 2 5 0.67 0.07 6.37 91.00
 4 4 81 3.88 1.93 7.81 4.05
 5 13 66 referent —— ——
 6 4 11 1.52 0.40 5.84 14.60
 7 5 14 1.07 0.30 3.84 12.80
 8 5 9 0.76 0.15 4.02 26.80
 9 5 25 3.39 1.30 8.84 6.80
 10 1 1 2.77† 0.00 106.17 undefined
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Cluster Total Observations    
Method 
Cluster 
Number Industry Workplace OR 95% CI 
CLR
(UCL÷LCL)
        
       
Minimum Variance (Wards)     
13 clusters 1 3 12 0.73 0.16 3.30 20.63
 2 8 89 0.28 0.10 0.75 7.50
 3 2 5 0.55 0.05 5.57 111.40
 4 4 81 3.20 1.34 7.63 5.69
 5 5 34 0.68 0.23 2.01 8.74
 6 4 11 1.26 0.30 5.30 17.67
 7 8 32 referent —— ——
 8 3 10 0.94 0.20 4.42 22.10
 9 4 8 0.73 0.13 4.29 33.00
 10 5 25 2.80 0.94 8.31 8.84
 11 2 4 0.73 0.07 7.95 113.57
 12 1 1 2.30† 0.00 89.70 undefined
 13 1 1 2.30† 0.00 89.70 undefined
       
       
        
* referent category selected on basis of number of industry members 
† median unbiased estimate using exact logistic regression 
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Table 5.4.  Industries at high-risk for workplace homicide identified from complete 
linkage and minimum variance hierarchical clustering methods. 
 
  
High Risk Industry Subcategory SIC Group 
  
  
Both Complete Linkage & Minimum Variance  
chemicals & allied products manufacturing 28 
fabricated metal products except machinery & transportation equip 34 
industrial, commercial machinery, computer equip manufacturing 35 
local & suburban transit & interurban highway passenger transport 41 
transport by air 45 
general merchandise stores 53 
food stores 54 
eating and drinking places 58 
motion pictures 78 
amusement and recreation 79 
legal services 81 
  
Complete Linkage Only  
food & kindred products manufacturing 20 
plastic products not elsewhere classified manufacturing 30 
primary metal industries manufacturing 33 
electronic & other electrical equip & components manufacturing, except 
computer equip 
36 
engineering, accounting, research, management and related services 87 
  
Minimum Variance Only  
special trade contractors 17 
furniture & fixtures manufacturing 25 
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Table 5.5.  Comparison of SIC categories identified as high-risk for workplace 
homicide by classification scheme. 
 
  
Classification 
Scheme Workplace or Industry Subcategory 
Industry SIC 
Code
  
  
Aim 1 Result* food & kindred products manufacturing 20
 chemicals & allied products manufacturing 28
 plastic products not elsewhere classified manufacturing 30
 primary metal industries manufacturing 33
 fabricated metal products except machinery & transport. 
equip. 
34
 industrial, commercial machinery, computer equip 
manufacturing 
35
 electronic & other electrical equip & components 
manufacturing, except computer equip 
36
 local & suburban transit & interurban highway passenger 
transport 
41
 transport by air 45
 general merchandise stores 53
 food stores 54
 eating and drinking places 58
 motion pictures 78
 amusement and recreation 79
 legal services 81
 engineering, accounting, research, management and 
related services 
87
  
NIOSH List† taxicab establishments 412
 liquor stores 592
 gas stations 554
 protective/detective services 7381, 7382
 justice/public order/safety 92
 grocery store 541
 jewelry store 5944
 hotels/motels 701
 eating/drinking places 58
 barbershops (1980-89 data only) 7241
  
NC study‡  bars and nightclubs 5813
 restaurants and other eating places 5812
 convenience stores/grocery stores 5411
 gasoline stations 5541
 pawnbrokers 593229
 video rental stores 7841
 game rooms and arcades 7993
  
*Complete linkage, 8-cluster solution, of NC Occupational Homicide Data (1994-98) 
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†NIOSH surveillance data, 1980-92 (Castillo et al., 1994) 
‡Occupational Homicide in NC study (Loomis et al., 2001) 
 Chapter 6: Aim 2 Results 
 
VI. Place Characteristics of Workplaces in Industries at High-Risk for Worker 
Violence 
A. Abstract  
Introduction:  Social influences on violence have implications for workplace 
exposure to violence.  This study aimed to identify area-based socioeconomic 
factors and criminal activity related to the presence of workplaces at high-risk for 
worker homicide.  Methods:  North Carolina workplaces were spatially linked to 
2000 US Census block groups (BGs) and law enforcement agency-level 
jurisdictional boundaries.  Census BGs (n=3925) comprised the unit of analysis. The 
dependent variable was the BG proportion of high-risk industry workplaces 
(HRIWP), based on published literature, and categorized as none (referent), low (1-
10%), medium (11-15%), or high (>15%).  Thirty Census-derived socioeconomic 
variables were selected a priori as potentially important predictors of violence and 
summarized using factor analysis.  Three factors (poverty/deprivation, 
human/economic capital, and transience/instability) explained 89% of the covariance 
between BGs.  Law enforcement agency (LEA) level crime rates data were 
reappropriated to the BG level using weights derived from proportion of spatial 
overlap between the BG and LEA jurisdiction.  Multinomial logistic regression was 
used to examine the associations between quartiles of these three BG-level social 
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determinants and the BG-level proportion of HRIWP.  Results:  Violent crime rates 
were lowest in areas with the highest, compared to lowest, levels of 
human/economic capital (16.80 vs. 23.09 per 100,000).  BGs in the 4th vs. the 1st 
quartile of transience/instability had similar adjusted ORs for low (OR=1.82, 
95%CI=1.38-2.41), medium (OR=1.76, 95%CI=1.30-2.38) and high (OR=1.77, 
95%CI=1.31-2.37) proportion of HRIWP vs. no HRIWP.  Human/economic capital in 
BGs from the 4th vs. the 1st quartile exhibited a monotonic inverse association with 
the proportion of HRIWP such that the protective effect increased progressively for 
low (OR=0.96, 95%CI=0.74, 1.24), medium (OR=0.78, 95%CI=0.58, 1.05) and high 
(OR=0.65, 95%CI=0.49, 0.87) proportions of HRIWP.  In areas of high 
transience/instability the protective effect of human/economic capital, 4th vs. 1st 
quartile, was reversed (OR=1.34, 95%CI=0.71, 2.54).  Conclusions:  Community 
characteristics influence the potential for workplace violence such that areas with 
more poverty and transience, and less human capital, contain a higher proportion of 
HRIWP.  Social processes leading to diminished social control likely play a role in 
this relationship.   
B. Introduction 
Workplace and worker characteristics with respect to homicide on-the-job 
have been previously explored (2, 14, 18, 24, 47, 50-52), however, community level 
factors affecting workplace violence have not been examined in detail (57, 66, 78, 
79).  Whether violence in workplaces is linked to prevailing levels of general societal 
violence in the surrounding locale remains an unanswered question.   
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Given the public health interest in social determinants and health outcomes, 
this paper directs research attention to the role of social factors in workplace 
violence by focusing on characteristics of place related to the distribution of high-risk 
workplaces.  The focus is on designated high-risk industry workplaces since the 
published literature is fairly consistent on the types of workplaces that are at high-
risk for violence (18, 24, 40, 50, 57), yet little is known about the socioeconomic 
characteristics of the locales where they are located or may be concentrated.   
Our exploration of the social environment and workplace violence is guided 
by criminal opportunity theory (68) which views crime as occurring when there is a 
convergence of three factors: motivated offenders, suitable targets and decreased 
guardianship.  While it is true that any workplace has the potential to be a target of 
workplace violence, workplaces that are in industries at high-risk for homicide are 
more likely to be suitable targets due to their business activities (e.g. cash 
transactions, open to the public, late night operations, lack of training in how to 
respond to criminal activity).  Decreased guardianship results from disruption in 
social organization, leading to a weakening of community informal controls which in 
turn have been empirically reported to be linked to increases in crime (74, 94).  
Criminal circumstance theory (68) provides a linkage between crime (viewed under 
the criminal opportunity model as the convergence of suitable targets, motivated 
offenders, and ineffective guardianship in individual and environmental level 
contexts) and an ecological orientation of the control variant of social disorganization 
theory. 
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A social control perspective views homicide and other crimes flourishing 
through the erosion of social institutions such as family, school, and community (68).  
Social disorganization, a variant of social control theory, focuses on community level 
characteristics contributing to increases in crime (95).  Under this model, effective 
social controls are not maintained due to a community’s inability to realize the 
common values of its residents (74, 94).  Crime can result from the loss in informal 
social controls as capacity of community members to establish formal and informal 
connections in order to realize common values and work toward solving or 
preventing social problems becomes diminished (94, 96). 
Indeed, some studies have found that areas with high crime rates have an 
increased workplace homicide risk.  Among studies which addressed background 
crime rate and workplace homicide, one (78) reported a six-fold risk in robbery for 
convenience stores located in high crime level counties relative to low crime 
counties. Another study (57) found a 60% increase in risk of worker homicide for 
workplaces located in areas where the index crime rate was above the 75th 
percentile.  Hendricks et al. found that although declines in workplace homicide rates 
during the 1993-2002 period were largely driven by substantial reductions in robbery 
related homicides, the declines in workplace homicide rates due to robbery were not 
statistically different to US decline in robbery-related homicides (11).  However, the 
underlying pathways by which social factors are related to crime and workplace 
homicide risk remains unexplored in empirical terms.   
The research presented here is guided by adaptation of criminological 
(criminal opportunity) and sociological (social disorganization) theories of crime 
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applied to the context of workplace violence risk.  The aim of our study was to 
identify socioeconomic characteristics of block groups that are associated with the 
presence of a high proportion of workplaces at high-risk for worker homicide.  Our 
focus is on predicting area-based factors associated with the presence of high-risk 
industry workplaces (establishments that are more likely to experience a homicide), 
and not the actual occurrence of a workplace homicide.  We are interested in 
whether social disruptions predict the presence of a high proportion of workplaces at 
high-risk for homicide (targets).  We hypothesize that a high proportion of 
workplaces designated as high-risk for worker homicide will be associated with 
areas characterized by decreased guardianship, as manifested by economic and 
social deprivation.   As a subsidiary aim, we are also interested in investigating the 
relationship between the background level of crime and its association with presence 
of high proportion of high-risk industry workplaces. 
C. Methods 
To understand the social context related to the prevalence of workplaces 
industries reported to be at high-risk for homicide, a cross-sectional study was 
employed where workplaces were aggregated to census-defined block groups and 
the block groups were analyzed with respect to the proportion of high-risk industry 
workplaces contained therein.  Approval for this study was obtained from the 
Institutional Review Board of the University of North Carolina at Chapel Hill. 
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1. Study population and workplace location data source 
Data on North Carolina workplaces were obtained from American Business 
Listings (ABL), a database of business addresses provided by a third party vendor, 
InfoUSA.  We obtained data for the entire state for 2004, which contained 319,613 
businesses.  These data were carefully evaluated and obvious and probable 
duplicate workplaces were removed.  Since multiple workplaces can be located in a 
single location (in the case of multiple occupancy office building or shopping malls) 
and thus have the same spatial coordinates, all apparent duplicates were reviewed.  
Following removal of a small proportion of duplicate records (n=5269 or 1.68%), the 
remaining workplaces (n=314,344) were sent to a commercial geocoding firm to 
determine spatial coordinates where the quality of the assignment of longitude and 
latitude coordinates could be documented (the geocoding used by InfoUSA 
contained no quality control measures) and the geocoded coordinates used for 
subsequent spatial linkage to Census block groups.  The commercial geocoding firm 
documented 94% of the workplaces in the ABL database as being assigned to a 
census block group, 1% assigned to a census tract and the remaining 5% were 
accurately assigned at the county level.  Situations where the geocode assignment 
was to an area other than the block group reflect the lack of detailed address 
information (e.g. state highways and rural routes) in the ABL database. 
Spatial data were not available for all law enforcement agencies in the state; 
as a consequence the effective sample size was reduced to 241,290 workplaces 
with both law enforcement agency and census block group identifiers.  InfoUSA 
described each workplace by up to 3 standard industrial classification (SIC) codes: 
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one primary and two secondary SICs, where each SIC was detailed at 6-digits.  SIC 
codes represent a classification system used by the Federal government in the 
compilation of establishment-based economic statistics classified by industry.  
Industries are defined in relation to what is produced and the composition and 
structure of the economy (91).    
Workplaces which were categorized as non-classifiable establishments by 
InfoUSA for all three SIC codes were excluded (n=3601, 1.50%) from analysis.  Non-
classifiable establishments (SIC=9999) reflect those establishments which can not 
be classified into any other industry under the current version (1987) of the SIC 
manual.  Additionally, establishments classified as Police/Correctional/ Fire 
Protection (SIC: 9221, 9223, 9224) or Farming (SIC: 01, 02, 07) for any of the three 
SIC codes were also excluded due to different etiologic exposures than those 
hypothesized to contribute to fixed location workplaces.  Following these exclusions 
(n=10,506), the remaining 230,034 workplaces were distributed across 81 of 100 
counties in North Carolina. 
There is no clear means of making inferences about community 
characteristics for workplaces that are mobile (e.g. taxicabs, trucking, delivery 
services, construction) and thus the analysis was restricted to fixed location 
workplaces (workplaces that did not have a 2-digit SIC in the Construction or 
Transportation Industry divisions).  This excluded a further 3.38% (n=27,407) from 
the total 230,034 available workplaces.  Following the exclusion of mobile 
workplaces, 202,627 fixed location workplaces remained representing 4078 block 
groups and 177 law enforcement agencies.  A small number of block groups (n=153, 
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4%) had three or fewer total workplaces and were excluded leaving a total of 3925 
block groups available for analysis.  Block groups with three or fewer total 
workplaces were excluded because we considered the proportion of high-risk 
industry workplaces in the block group unreliably estimated if the total number of 
workplaces was less than three. 
2. Community socioeconomic characteristics data sources   
Socioeconomic data were obtained from 2000 United States (US) Census 
Summary File 3 for block groups.  Census block groups were used as the spatial 
unit of interest, recognizing that, although they may be imperfect proxies for 
neighborhoods, they exhibit more homogeneity than cities or metropolitan areas with 
respect to ecologic integrity (e.g. natural boundaries and social homogeneity).  The 
social processes that are thought to underlie the etiology of crime are considered to 
be more closely linked at the block group level than at higher levels of aggregation 
such as census tracts or counties (82).  Block groups typically contain 600 to 3000 
people, with an average population size of 1500 and average land size of 7.45 
square miles.  They demarcate a relatively homogeneous population with respect to 
social and economic characteristics.   
A total of 30 area-based socioeconomic variables related to nine broad 
categories were selected for examination: population structure, population 
composition, educational attainment, employment, residential mobility, family 
disruption, income and poverty, wealth, crowding and basic amenities (Table 4.1).  
These census-derived variables were selected a priori based on the published 
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literature (4, 83, 84) regarding social processes and crime and in accordance with 
our conceptual framework (Figure 6.1).   
Law enforcement crime data were obtained from the North Carolina State 
Bureau of Investigations (SBI).  The SBI provided tabulated annual crime rates (per 
100,000 agency jurisdictional population) for overall, property and violent crimes 
based on submission of data from law enforcement agencies (LEA) participating in 
Uniform Crime Reporting (UCR).  Property crimes were defined as burglary, larceny 
and motor vehicle theft; while violent crimes included murder, aggravated assault, 
rape and robbery.  Overall, or “index”, crimes encompassed both property and 
violent crimes with the addition of arson.  Due to fluctuations in annual agency-level 
crime rates, the average crime rate over the period 1994-2003 was used to provide 
more stable estimates of background crime levels.  Although all years were not 
available for all LEA, as reporting to the SBI was voluntary, 86% (n=152) of the law 
enforcement agencies had 10 years of data for all 3 crime types.  With respect to 
crime type, LEA with five or fewer years of data accounted for: 3% (n= 5) of index, 
4% (n=7) of violent and 3% (n=5) of property crime rates, respectively. 
3. Spatial reference, variables definition and measurement 
Spatial boundary information for North Carolina Census-defined block groups 
were obtained from ESRI (97). The spatial data were edited to exclude block groups 
that were predominately water or where the total population was listed as zero 
(n=10).  LEA jurisdictional boundaries were obtained from individual agencies and 
compiled together into a common geographic information system (GIS) database.  
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The geocoded workplaces were spatially linked to Census 2000 block groups and 
North Carolina law enforcement agency (LEA) jurisdictions using ArcGIS 9.1.  
In the GIS, block groups were used as the unit of analysis.  Crime data, 
however, was measured at the level of the LEA.  Block groups located completely 
within a given agency’s jurisdictional boundaries were assigned the crime data for 
the given agency.  Block groups that crossed agency boundaries were assigned a 
weighted average of crime rates, where the weights were equal to the proportion of 
the block group area covered by each law enforcement agency jurisdiction.   
4. Classification of workplaces as high-risk for worker homicide 
The dependent variable of interest was the proportion of workplaces in 
industries at high-risk for worker homicide within the block group.  Block groups were 
categorized as having no, low, medium or high proportions of high-risk industry 
workplaces.  Consequently the focus is not on the actual occurrence of workplace 
homicide but rather on the presence of high-risk industry workplaces 
(establishments that are more likely to experience an event).  Classification of a 
workplace as high-risk for worker homicide was based on published reports from the 
National Institute for Occupational Safety and Health (NIOSH) (40, 98) and previous 
empirical studies based in North Carolina (57).   
The NIOSH list identified detective and protective services, jewelry stores, 
and hotels/motels as being at high-risk for worker homicide whereas the NC study 
did not.  Therefore designation of high-risk used in this study was based on the 
combined list of workplace types identified from each of these two sources.  A given 
workplace was classified as a high-risk industry workplace (HRIWP) if any of its 
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three SIC codes appear on the combined lists summarized in Table 6.2.  Ten 
percent of the workplaces (n=23,438) in our data were classified as high-risk 
industry workplaces while the remaining workplaces were not considered to be at 
high-risk. 
  Since the total number of workplaces varied across block groups and the 
number of high-risk industry workplaces is a function of the total number of 
workplaces, the proportion of HRIWP for each block group was computed as the 
number of workplaces designated as belonging to a high-risk industry divided by the 
total number of workplaces in a given block group.  The variable was then 
categorized into four levels: no high-risk workplaces, 1-10%, 11-15% and >15% 
high-risk industry workplaces.  These cut points were selected in part based on 
natural cut points in the distribution, and in part based on clarity of interpretation of 
the results (e.g. 15% corresponds to three high-risk industry workplaces out of 
twenty).  Block groups which contained no high-risk industry workplaces comprised 
the referent category.   
D. Analysis 
All analyses were conducted using SAS 9.1 (SAS Institute Inc., Cary, North 
Carolina) and involved two stages: census data reduction followed by estimation of 
the association between areas with high (> 15%), medium (11-15%) and low (1-
10%) proportions of high-risk industry workplaces and social determinants.  The data 
reduction was conducted using factor analysis while multinomial logistic regression 
was used for estimation of associations.     
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1. Census data reduction 
Due to the high degree of correlation among the individual socioeconomic 
variables and our interest in determining the underlying structure that accounts for 
the observed relationship between the variables, factor analysis was undertaken to 
explore the latent constructs that gave rise to the observed correlations among the 
area-based socioeconomic variables.  An iterated exploratory principal axis 
(common) factor analysis with varimax (orthogonal) rotation was used to summarize 
the variation among thirty census-derived variables measuring underlying 
dimensions of: population structure, population composition, educational attainment, 
employment, residential mobility, family disruption, income and poverty, wealth, 
crowding and basic amenities.  Common factor analysis (CFA) partitions the shared 
variation among items (variables) and provides an estimate of the underlying latent 
constructs that accounts for the observed correlation among the variables.  Due to 
the high level of correlation among our Census-derived variables, overall internal 
consistency of the thirty Census-derived variables (Cronbach’s alpha) was 0.81. 
Both the scree plot and the criterion selecting for factors with eigenvalues > 1 
supported a 3-factors solution. Though all thirty variables were used in the 
computation of the factor scores, interpretation of the factors was limited to salient 
variables with loadings > 0.40.  Conventional cut points for factor loadings vary by 
study and we chose a cut point of 0.40 to provide a conservative representation of 
the amount of variation (16%) in the respective variable that is accounted for by the 
factor.   Factor scores were computed by applying the standardized scoring 
coefficients, obtained from the varimax rotated factors, to the original standardized 
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variables (centered about the mean and divided by standard deviation). High values 
on a given factor score indicates a higher level of the given latent variable in the 
block group.   
2. Logistic regression analyses 
Multinomial logistic regression (performed using SAS PROC LOGISTIC with a 
generalized logit link function) was used to estimate odds ratios (OR) and 95% 
confidence intervals (CI) for the measure of association between the computed 
factor scores and areas with a high (> 15%), medium (11-15%) and low (1-10%) 
proportion of high-risk industry workplaces.  Each factor score was categorized into 
quartiles (first quartile serving as referent) and entered as categorical variables into 
the models, individually and mutually adjusted for the other factors.  As a measure of 
the precision of the estimate, we computed the confidence limit ratio (CLR) which 
entailed dividing the value of the upper 95% confidence interval by the value of the 
lower 95% confidence interval (88).  
Modification of the odds ratios was initially assessed using subset analysis 
rather than the inclusion of interaction terms in the statistical model.  Each factor 
was assessed as a modifier of the relationship between the proportion of high-risk 
workplaces and each of the remaining other factors, respectively.  Potential 
modifiers identified from the subset analysis were then examined using a likelihood 
ratio test comparing a model containing an interaction term for the modifier to a main 
effects model. 
  107
E. Results 
The workplaces in our analysis sample were predominately located in 
industries involving retail (21.1%) or professional and related service, such as 
health, legal, educational, social services, (22.0%).  The next largest industries were 
business and repair services (9.6%) followed by finance, insurance and real estate 
(9.1%).  Of the 3925 block groups in the analysis, 16% had no high-risk workplaces 
while the remaining block groups were classified as having a proportion of high-risk 
workplaces categorized as: low (38%), medium (21%) and high (25%).   
The three factors accounted for 89% of the shared variance among the block 
group-level variables (Table 6.2).  Factor 1 accounted for 63.02% of the common 
(shared) variance while factors 2 and 3 accounted 25.04% and 11.58%, 
respectively.  The total variance accounted for by each factors was: Factor 1, 
40.02%; Factor 2, 16.13%; Factor 3, 7.36%.  Assignment of names to the factors 
relied on interpretations of the salient variables with high loadings (> 0.4) on each 
factor (Appendix A).  Names for each of the three factors were assigned as follows: 
poverty and deprivation (factor 1), human and economic capital (factor 2), transience 
and instability (factor 3).  The internal consistency (Cronbach’s alpha) was above 
acceptable (99) for all three factors: poverty and deprivation, 0.95; human and 
economic capital, 0.88; transience and instability, 0.75.   
   The salient variables for Factor 1, “poverty/deprivation” included variables 
related to family disruption (single-parent families, female-headed 
families/households), lack of basic amenities (no vehicle, phone service), high 
percentage of unemployed persons in the civilian labor force, large percentage of 
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black, non-Hispanic populations, a high population density, and a high percentage of 
households with incomes below poverty or receiving public assistance income.  
Factor 2, “human/economic capital” refers to high median household income, a high 
percentage of the population with college degree, a low percentage of occupied 
mobile homes, a high percentage of persons employed in executive, managerial or 
professional occupations, and a high percentage of households receiving interest, 
dividends or net rental income.  “Transience/instability”, factor 3, is characterized by 
a high percentage of non-US born residents, large percentage of the population not 
living in the same house 5 years prior, high Hispanic population, and a high 
percentage of occupied housing units with >1 occupant per room.  
Overall, averaged violent and property crimes rates increased with increasing 
levels of block group poverty/deprivation but decreased with increasing levels of 
transience/instability (Table 6.3).  There appeared to be an inverse trend in the 
average violent and property crime rates for levels of block group human/economic 
capital, with high levels of human/economic capital having the lowest averaged 
violent, property and index crime rates.  Across all three categories of crime, the 
highest rates were for the 2nd quartile of human/economic capital while the lowest 
crime rates were for the 4th quartile.  Index crime rates were similar for the two 
highest quartiles of poverty/deprivation but decreased with increasing levels of 
transience/instability.  Block groups with a medium proportion (11-15%) of high-risk 
industry workplaces had the highest index, violent and property crime rates, 
although the rates were very similar between block groups with a medium and high 
proportion of HRIWP.  
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Each of the three factors was associated, in univariate analyses, with the 
proportion of high-risk industry workplaces.  Increasing quartiles of 
poverty/deprivation was associated with an increase in the unadjusted odds of a 
block group having a higher proportion of high-risk industry workplaces (Table 6.4). 
This relationship was also observed for transience/instability.  On the other hand, 
block groups with higher levels of human and economic capital had a lower 
proportion of high-risk industry workplaces.  
Levels of poverty/deprivation and transience/instability in an area appeared to 
be more influential with respect to presence or absence, but not the proportion, of 
high-risk industry workplaces since the unadjusted odds of a block group having 
high or medium proportions of high-risk industry workplaces were similar, around 
2.00 (a “threshold” type effect).  Contrastingly, the levels of human/economic capital 
in an area were linearly related (in a monotonic fashion) to the proportion of high-risk 
industry workplaces.  Thus, the unadjusted estimated association between each 
category of high-risk industry workplaces decreased with increasing levels of human 
capital.  Similar trends were also observed after the factors were mutually adjusted 
for each other.  
For brevity we provide the results from the assessment of modification of the 
odds ratios for the first and fourth quartiles of the potential modifier and the 
comparison between the highest and lowest quartiles of each factor score (Table 
6.5), both unadjusted and adjusted for the remaining factor (as a single covariate) as 
specified in Table 6.5.  There was no strong evidence of modification by 
human/economic capital of the association between a high proportion of high-risk 
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industry workplaces and the respective social determinants: poverty/deprivation or 
transience/instability.  However, among block groups with high levels of 
transience/instability the estimated adjusted effect of human/economic capital and 
proportion of high-risk industry workplaces was reversed (OR=1.34, 95%CI=0.71, 
2.54).  Among low levels of transience/instability the effect was in the expected 
direction (OR=0.40, 95%CI=0.23, 0.71).  
F. Discussion 
Levels of poverty/deprivation or transience/instability were positively related to 
the presence, but not necessarily the proportion of high-risk industry workplaces.  
This is suggestive of a threshold effect.  On the other hand, human/economic capital 
exhibited an inverse monotonic pattern with the proportion of high-risk industry 
workplaces.  Areas with high levels of human/economic capital were less likely to 
have a high proportion of high-risk industry workplaces.  The protective effect of 
human capital appeared to be attenuated by high levels of transience/instability. 
An extension of criminal circumstance theory provides a conceptual model for 
exploring the relationship between social determinants and workplace violence 
(Figure 6.1).  This extended conceptual model incorporates the results from our data 
analysis by addressing social determinants influencing workplace violence through 
the examination of community systemic structures that can erode effective 
guardianship through diminished social control.  Poverty, residential mobility 
(transience), and human capital, as examined in our study, are hypothesized distal 
factors that influence social disorganization and contribute to diminished informal 
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control.  In turn, the proximal factors that influence the suitability of an establishment 
as a potential target for violence are increased.   
Poverty contributes to the erosion of an area’s ability to provide effective 
guardianship by diminishing social control.  The observed association between the 
presence of HRIWP and levels of poverty/deprivation suggests that economic 
deprivation and concentrated poverty limit resources available for the improvement 
of material and social conditions, thereby increasing the potential for violence and 
the susceptibility of workplaces to violence.  The level of poverty in an area has been 
positively correlated with its rate of violence (84).  Prior research reporting on 
community factors and workplace homicide (66) found an elevated risk of robbery 
among convenience stores in communities with a low percentage of high school 
graduates, high percentage of residents on public assistance, low median rent, and 
close to subsidized housing.  In a separate study a statistically significant 
relationship between unemployment rate and workplace homicide (100) has also 
been reported. 
The observed positive relationship between transience/instability and 
proportion of high-risk workplaces suggest that transience/instability, in addition to 
poverty/deprivation, can also contribute to decreased informal social control through 
the pathway of diminished social connectivity.  Community attachment is impeded in 
areas where there is population turnover due to lack of familiarity among residents.  
Communities in transition are disruptive to community associational networks, giving 
rise to social disorganization which in turn produces opportunities for criminal acts 
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(68).  Areas exhibiting high population mobility or transience suggest social change 
and are indicative of social disorganization.   
Human/economic capital was observed in our data to be protective against 
increasing numbers of high-risk industry workplaces.  We theorize that areas with 
high economic and human capital are more able to collectively organize to protect 
community interests with respect to keeping out certain types of businesses.  Low 
SES weakens a community’s organizational base as well as limits financial and 
human capital resources for identification and protection of community interests and 
the provision of activities for teenagers (94). The protective effect of 
human/economic capital may be attenuated by high levels of transience as social 
disorganization is indicative of areas undergoing social change (e.g. experiencing 
population mobility) which in turn inhibits informal social control resulting in 
decreased guardianship.  Additionally, we speculate that areas characterized by 
both high human capital and population mobility (e.g. transient student population), 
such as college towns, may attract more retail establishments (e.g. bars, eating 
places) that have been reported to be at higher risk (2) due to their operational 
characteristics (e.g. open late-night, conduct cash transactions, open to the public), 
thereby increasing the supply of suitable targets. 
Exploring the role of neighborhood determinants of workplace violence has 
been advanced as a future direction for workplace violence prevention research 
(60).  In particular, studies focusing on the specific neighborhood context and the 
elucidation of the specific role violent crime plays in workplace homicide are needed 
(54).   Social disorganization theory represents a useful perspective to examine 
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neighborhood determinants of workplace violence since it focuses on environmental 
or structural conditions necessary for criminal acts to occur rather than emphasizing 
the development of criminality within individuals.  Understanding the contribution of 
the characteristics of place contributes to our contextual concepts of workplace 
violence risk.   
Our study examined the relationship between neighborhood attributes and the 
potential for workplace homicide by focusing on social factors that influence the 
presence of high-risk industry workplaces.  Previous literature has mainly examined 
the physical aspects of the workplace that create targets for crime and violence, 
however, it is important to recognize that both physical and social environments 
interact to produce violence and reliance on controls of the physical environment 
alone ignores the contribution of systemic social conditions.  By emphasizing 
contextual factors that influence workplace violence, it is no longer seen as an 
individual problem that occurs occasionally but a structural problem with broad 
socioeconomic, cultural and organizational causes (101). 
1. Limitations and strengths 
Our results come from a cross-sectional study examining ecological variables, 
and caution must be heeded in making causal interpretations.  It should also be 
noted that the reported standard errors from the final logistic regression models may 
be under-estimated since the measurement error associated with the factor analysis 
was not accounted for by the current regression method.  Nor do the regression 
models account for measurement error in the assignment of spatial coordinates.  
Due to the lack of reliable workplace-level information in the ABL data we were 
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unable to control for workplace-level factors or examine them as effect measure 
modifiers. 
This study also had a number of strengths. First, it incorporated social context 
and addressed area-based socioeconomic variables as primary predictors of 
presence of high-risk industry workplaces.  The focus on social factors reflects an 
integration of criminology, social epidemiology and occupational safety and health 
perspectives.  We addressed ecologic-level social determinants related to the 
distribution of high-risk businesses and identified latent constructs that underlie the 
observed correlation between block group-derived socioeconomic characteristics.  
This work can be built upon through the inclusion of workplace level information (e.g. 
operational characteristics and presence of workplace violence safety measures) in 
conjunction with the additional collection of endogenous indicators of social 
processes such as organizational participation or local friendship networks to 
augment publicly available administrative data. 
2. Conclusions 
Just as where an individual lives can influence their health, the location of a 
workplace has potential to increase its susceptibility to violence.  Our results indicate 
that target suitability for workplace violence is associated with community 
characteristics, such that areas with more poverty/deprivation and 
transience/instability, and less human/economic capital contain a higher proportion 
of workplaces in industries reported to be at high-risk of workplace violence.  
Diminished social control, operating through poverty and population mobility, likely 
plays a key role in this relationship.   
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Table 6.1.  Classification of Workplaces as High-Risk for Worker Homicide and their Distribution among North Carolina 
Workplaces (n=230,034), 2004. 
 
    
   Included in Study? 
Workplace Type Number (Percentage) by SIC Designation 
Industry 
SIC 
Code 
Current 
Study 
NIOSH 
(1995) 
List 
Loomis 
(2001) 
List 
 Primary Secondary Tertiary Total     
         
         
Bars and nightclubs 696 21 208 925 (0.40) 5813 Yes Yes Yes 
         
Restaurants and other 
eating places 
11795 197 205 12197 (5.30) 5812 Yes Yes Yes 
         
Convenience stores 
and grocery Stores 
5031 394 36 5461 (2.37) 5411 Yes Yes Yes 
         
Gasoline stations 1163 31 394 1588 (0.69) 5541 Yes Yes Yes 
         
Pawnbrokers 299 22 15 336 (0.15) 593229 Yes No Yes 
         
Video rental stores 235 1 11 247 (0.11) 7841 Yes No Yes 
         
Game rooms and 
arcades 
62 4 8 74 (0.03) 7993 Yes No Yes 
         
Taxicabs 260 3 2 265 (0.12) 412 Yes Yes Yes 
         
Liquor stores* 294 9 39 342 (0.15) 592 Yes Yes No 
         
  
116
    
   Included in Study? 
Workplace Type Number (Percentage) by SIC Designation 
Industry 
SIC 
Code 
Current 
Study 
NIOSH 
(1995) 
List 
Loomis 
(2001) 
List 
 Primary Secondary Tertiary Total     
         
         
Hotels and motels 1725 9 21 1755 (0.76) 701 Yes Yes No 
         
Detective and 
protective services 
360 4 19 383 (0.17) 7381 Yes Yes No 
         
Jewelry stores 965 45 82 1092 (0.47) 5944 Yes Yes No 
         
SIC=Standard Industrial Classification codes from 1987 manual 
 
*In NC, liquor sales are state regulated and exposure to violence may differ from privately operated liquor stores 
 
NIOSH List = NIOSH [1995] (data for 1980–89 from Castillo and Jenkins [1994]); Data for New York City and Connecticut 
were not available for 1992.   
 
Loomis List = Loomis et al. [2001] 
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Table 6.2.  Varimax rotated factor pattern from iterated principal factor analysis of 
thirty United States 2000 census-derived socioeconomic variables, items loading > 
0.40 bolded   
 
  Varimax Rotated Factor Pattern
Domain Social Characteristic Factor 1 Factor 2 Factor 3 
  
Poverty Human Capital Transience 
   
% families that are female-headed 0.9068 -0.1083 0.1505
% single parent families with children < 
18 years 
0.8769 -0.1280 0.1933
% households that are female-headed 0.8661 0.0395 0.1331
% single parent households with 
children 
0.8447 -0.0941 0.1910
Family 
Structure 
and 
Disruption 
% children < 18 years not living with 
both parents 
0.8287 -0.1276 0.1222
   
% occupied housing units without 
phone service 
0.4724 -0.4131 0.1152
% occupied housing units with no 
vehicle 
0.8039 -0.1610 0.1226
Crowding 
and Basic 
Amenities 
% occupied housing units > 1 occupant 
per room 
0.3416 -0.2262 0.6085
   
% non-US born -0.0844 0.0743 0.9293
% Hispanic -0.0309 -0.1715 0.8700
Population 
Composition 
% population black, non-Hispanic 0.7712 -0.3009 0.1131
   
% households with income < poverty 
level 
0.7688 -0.1239 0.0862
% households with income < $30,000 0.7399 -0.4815 0.1182
% households receiving public 
assistance income 
0.6571 -0.2258 0.0215
median household income -0.5871 0.5870 -0.1198
Income and 
Poverty 
% occupied mobile homes -0.2678 -0.6441 -0.1682
   
% unemployed  among those >16 yrs in 
civilian labor force 
0.5532 -0.1179 0.0747Employment 
% males >16 years not in civilian labor 0.3792 -0.2395 -0.1083
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  Varimax Rotated Factor Pattern
Domain Social Characteristic Factor 1 Factor 2 Factor 3 
  
Poverty Human Capital Transience 
   
force 
% employed in executive, managerial or 
prof occup 
-0.3535 0.8204 -0.1433
% civilian population ≥ 16 years in blue 
collar occup† 
0.3434 -0.8473 0.1663
   
population density per square mile 0.4513 0.3982 0.3823
% population in urban clusters or 
urbanized areas 
0.3746 0.5517 0.3056
Population 
Structure 
% males 15-24 years 0.1149 -0.0088 0.2357
   
median value ($) all owner-occupied 
housing units 
-0.3401 0.6808 -0.0746Wealth 
% households receiving interest, 
dividends or net rental income 
-0.5388 0.6507 -0.2304
   
% population ≥ 25 years with ≥ 
bachelor’s degree 
-0.2736 0.9051 -0.0203
% population ≥ 25 years with < high 
school educ 
0.3923 -0.6950 0.1340
Educational 
Attainment 
% population ≥ 25 years with high 
school educ only 
0.0737 -0.7776 -0.1413
   
% renter occupied housing units 0.7077 0.1126 0.4782Residential 
Mobility % not living in same house 5 years prior 0.2084 0.3795 0.4769
   
 Eigenvalue (unrotated factor pattern) 12.1000 4.9271 2.2191
   
†Blue collar occupations classified as: services; farming, fishing & forestry; 
construction; extraction, maintenance; production, transportation, material moving. 
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Table 6.3. Mean weighted crime rates by community-level social determinant and 
proportion high-risk workplaces among United States Census 2000 Block Groups for 
North Carolina (n=3925). 
 
      
  Mean Weighted Crime Rate* Block Group 
Characteristic  N % 
Violent 
Crimes 
Property 
Crimes 
Index 
Crimes 
      
      
Poverty/Deprivation      
Q1 981 24.99 16.40 171.98 188.35 
Q2 981 24.99 23.09 242.00 264.77 
Q3 982 25.02 27.31 266.04 293.17 
Q4 981 24.99 31.02 260.92 291.83 
      
Human/Economic Capital     
Q1 981 24.99 23.09 214.56 237.44 
Q2 981 24.99 31.02 290.46 321.23 
Q3 982 25.02 26.91 269.56 296.29 
Q4 981 24.99 16.80 166.37 183.17 
      
Transience/Instability      
Q1 981 24.99 28.26 258.32 286.28 
Q2 981 24.99 26.28 244.02 270.15 
Q3 982 25.02 21.97 221.40 243.27 
Q4 981 24.99 21.29 217.25 238.48 
      
HRWP proportion**      
None 643 16.38 12.93 121.87 134.77 
Low (1%-10%) 1484 37.81 24.52 233.95 258.32 
Medium (11% 15%) 826 21.04 29.12 278.32 307.20 
High (> 15%) 972 24.76 28.01 275.62 303.44 
      
*Rates are per 100,000 population residing in the law enforcement agency 
jurisdiction.  Violent crimes include murder, aggravated assault, rape and robbery; 
Property crimes include larceny, burglary, motor vehicle theft; Index crimes comprise 
both violent and property crimes in addition arson. 
 
**Proportion of workplaces in block group designated as high-risk workplaces 
(HRWP) based on primary or secondary SIC codes for pawnbrokers, restaurants 
and other eating places, convenience stores and grocery stores, gasoline stations, 
video rental stores, game rooms and arcades, liquor stores, hotels and motels, 
jewelry stores, detective and protective services 
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Table 6.4. Unadjusted and adjusted associations between block group level social factors and proportion of fixed location 
workplaces designated as high-risk for worker homicide (n=3925), North Carolina, 2004. 
 
 
Proportion of High-Risk Workplaces in Block Group (excluded BGs with ≤ 3 total workplaces) 
Social 
Determinant† Low  (1-10%) vs. No HRWP* Medium (11-15%) vs. No HRWP* High (> 15%) vs. No HRWP* 
 Unadjusted Adjusted Unadjusted Adjusted Unadjusted Adjusted 
 OR 95% CI OR 95% CI OR 95% CI OR 95% CI OR 95% CI OR 95% CI 
             
Poverty/ Deprivation             
Q1 1.00 Referent 1.00 Referent 1.00 Referent 1.00 Referent 1.00 Referent 1.00 Referent 
Q2 1.27 0.99, 1.62 1.27 0.98, 1.63 1.34 1.01, 1.77 1.33 1.00, 1.76 1.50 1.14, 1.97 1.46 1.11, 1.93 
Q3 1.42 1.10, 1.83 1.34 1.04, 1.74 1.55 1.16, 2.06 1.46 1.09, 1.96 1.91 1.45, 2.53 1.81 1.37, 2.39 
Q4 1.86 1.43, 2.42 1.76 1.34, 2.31 1.96 1.46, 2.63 1.86 1.37, 2.51 2.10 1.57, 2.80 1.98 1.47, 2.67 
             
Human/Economic 
Capital 
           
Q1 1.00 Referent 1.00 Referent 1.00 Referent 1.00 Referent 1.00 Referent 1.00 Referent 
Q2 1.16 0.88, 1.51 1.06 0.80, 1.39 1.15 0.85, 1.54 1.05 0.78, 1.42 1.15 0.87, 1.52 1.06 0.80, 1.42 
Q3 1.10 0.84, 1.43 0.95 0.73, 1.25 0.98 0.73, 1.31 0.85 0.63, 1.14 0.90 0.68, 1.19 0.78 0.59, 1.04 
Q4 1.02 0.79, 1.32 0.96 0.74, 1.24 0.83 0.62, 1.11 0.78 0.58, 1.05 0.68 0.51, 0.90 0.65 0.49, 0.87 
             
Transience/Instability            
Q1 1.00 Referent 1.00 Referent 1.00 Referent 1.00 Referent 1.00 Referent 1.00 Referent 
Q2 1.21 0.94, 1.56 1.19 0.92, 1.54 1.08 0.81, 1.43 1.07 0.81, 1.43 1.22 0.93, 1.60 1.23 0.94, 1.62 
Q3 1.29 1.00, 1.66 1.27 0.98, 1.64 1.18 0.89, 1.56 1.18 0.89, 1.58 1.00 0.75, 1.31 1.03 0.77, 1.36 
Q4 1.91 1.45, 2.51 1.82 1.38, 2.41 1.81 1.34, 2.44 1.76 1.30, 2.38 1.80 1.35, 2.41 1.77 1.31, 2.37 
             
 
*OR: Odds ratios; CI: Confidence interval; HRWP: High-risk Workplace 
Adjustment is for other social factors in table; Unadjusted and adjusted estimates are from separate multinomial logistic regression 
models 
†Quartiles based on 3 extracted factors from iterated principal factor analysis with varimax rotation of 30 census-derived variables 
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Table 6.5.  Unadjusted and adjusted stratum-specific associations (OR and 95% CI) between block group-level social 
determinants and high (>15%) proportion of fixed location workplaces at high-risk for worker homicide within 1st and 4th 
quartile of each social determinant. 
 
 
       
  Unadjusted  Adjustment for Social Det #3* 
  Q4 vs. Q1 of Social Det #1  Q4 vs. Q1 of Social Det #1 
Predictor Potential Modifier Q1 of Social Det #2 Q4 of Social Det #2 Covariate Q1 of Social Det #2 Q4 of Social Det #2 
Social Det #1 Social Det #2 OR 95% CI OR 95% CI Social Det #3 OR 95% CI OR 95% CI 
           
           
Poverty Human Capital 2.18 1.05, 4.55 3.23 1.72, 6.08 Transience 2.18 1.04, 4.57 2.35 1.20, 4.58 
Poverty Transience 1.61 0.91, 2.87 1.77 0.92, 3.40 Human Capital 1.35 0.74, 2.46 1.65 0.84, 3.23 
           
Human Capital Poverty 0.36 0.22, 0.60 0.54 0.24, 1.22 Transience 0.37 0.22, 0.63 0.45 0.19, 1.07 
Human Capital Transience 0.38 0.22, 0.66 1.50 0.80, 2.79 Poverty 0.40 0.23, 0.71 1.34 0.71, 2.54 
           
Transience Poverty 1.66 0.90, 3.07 1.82 0.98, 3.38 Human Capital 1.43 0.76, 2.69 2.03 1.07, 3.89 
Transience Human Capital 1.06 0.61, 1.87 4.21 2.27, 7.83 Poverty 1.06 0.60, 1.88 3.02 1.57, 5.80 
       
       
*Adjustment is for social factor denoted in “covariate” column 
 
OR = Odds Ratios; CI = Confidence Interval; Det = Determinant 
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Figure 6.1.  Conceptual model relating social determinants and workplace violence. 
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 Chapter 7: Aim 3 Results 
 
VII. Workplace Robberies in Context: The Role of Area-based 
Socioeconomic Factors 
A. Abstract  
Background:  Community factors that influence the level of violence in a workplace 
have rarely been investigated.  We address this deficit by examining the relationship 
between area-based social indicators and workplace robbery.  Methods:  A case-
control design with workplaces as the unit of analysis was used.  Cases (n=219) 
were workplace robberies obtained from law enforcement agency crime reports. 
Control workplaces (n=210) were randomly selected from a comprehensive listing of 
businesses in North Carolina.  The workplaces were geocoded and spatially linked 
to United States 2000 Census block groups and law enforcement jurisdictions for 
characterization of social and crime indicators.  Three block group summary 
variables (derived from factor analysis) were examined as predictors of the odds of 
workplace robbery: poverty/deprivation, human/economic capital, and 
transience/instability.  Odds ratios (OR) and 95% confidence intervals (CI) were 
estimated from GEE logistic regression models, adjusted for industry, law 
enforcement crime reporting type, and various workplace characteristics.  Results: 
Workplace robberies were predominately in retail establishments (66% cases vs. 
54% controls).  Area poverty (OR=1.39, 95%CI=0.64, 3.03) and transience 
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(OR=1.26, 95%CI=0.60, 2.65) were positively associated with workplace robbery, 
and these associations persisted after adjustment for workplace level factors and 
crime.  Human/economic capital was also positively associated with workplace 
robbery (OR=2.00, 95% CI=1.38, 2.91) but the effect of poverty on workplace 
robbery appeared to be attenuated in areas with high human capital (OR = 0.77, 
95% CI=0.26, 2.27) and elevated in areas where human capital was low (OR = 3.25, 
95% CI=1.25, 8.47; Type III Score Test p=0.05).  Conclusion:  Our results suggest 
the need for further exploration of social factors in workplace robbery.  
Understanding workplace violence and development of effective crime prevention 
controls requires understanding of the role of social processes in the production of 
crime. 
B. Introduction 
Workplace physical violence continually ranks among the four most frequent 
work-related fatal events for US workers (1).  Workplace homicide, an extreme 
consequence of workplace physical violence, constitutes an important contributor to 
occupational mortality in the United States, on average claiming the lives of 20 
workers per week (2).  Homicide events in the workplace not only exact a serious toll 
on workers but also negatively impact society as a whole.  Victims are often of prime 
working age (25-44 years), and their premature deaths result in societal costs 
estimated to be nearly US$ 6.5 billion dollars over the period 1992-2001 (8).   
Neighborhood context and structural influences are important factors to 
consider in the etiology of workplace violence (60, 102).  However, research has 
traditionally focused on the characteristics of workers, workplaces and jobs.  
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Community factors that influence the level of violence in a workplace have rarely 
been investigated (57, 66) despite reported correlations between the aggregate rate 
of violence and poverty in an area (84).   Work by Hendricks and Faulkner provide 
some insight into neighborhood characteristics and workplace robberies.   Hendricks 
et al.’s matched case control study of 400 convenience store robberies in three 
Virginia metropolitan areas noted that robberies were more likely for convenience 
stores located in census tracts containing over 10% of the working population on 
public assistance, < 70% high school graduates, median structures older than 1960, 
and proximity (< 1 mile) to graffiti (66).  Faulkner and colleagues’ work on employee 
injuries during convenience store robberies in the same 3 Virginia metropolitan 
areas found low rates of robbery-related injury for employees working in more well-
off areas, characterized by census tracts where the building value was ≥ US$ 75,000 
or median rent was ≥ US$ 500.  Elevated employee robbery injury rates were 
observed  for stores located in census tracts with 15% or greater single males,  9% 
or greater vacant houses, population density per square kilometer of 2.5 or greater, 
and ≥15% aged 15-24 years (79).   
Theories on crime have important relevance for the provision of context in the 
study of workplace robbery.  A multi-contextual extension of criminal opportunity 
theory proposed by Wilcox and colleagues (68) provides a useful framework for 
addressing social determinants of workplace robbery. This theory suggests that 
criminal opportunities are greater when there is a convergence of motivated 
offenders, suitable targets and decreased guardianship at the individual and 
aggregate (e.g. community) levels in time and space.  
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The primary aim of this study was to identify area-based socioeconomic 
characteristics and crime rates associated with workplace robberies.  We focus on 
the exploration of neighborhood socio-structural factors that might plausibly impede 
aggregate effective guardianship, draw motivated offenders, and/or increase the 
supply of workplaces that are suitable targets for crime.   
C. Methods 
We used a case-control design with workplaces as the unit of analysis.  The 
data for this study came from two previous studies of workplace homicide in North 
Carolina (57, 80). Due to the design of the parent studies from which these data are 
derived, the cases for our study were workplaces that were robbed during 1998-99, 
while our study control workplaces were a random sample of workplaces in 
operation between 1994 and March 1998.  Agricultural workplaces were excluded 
due to lack of comprehensive sampling frame for farms.  Law enforcement and 
armed forces were also excluded due to difference in violence etiology in 
comparison to civilian workplaces.  In the parent study, robbery events were 
restricted to 1998-99 to minimize the potential for recall bias of workplace managers 
and law enforcement officers interviewed about the robbery event.  Although the 
control workplaces were selected from an earlier time period, the characteristics of 
workplaces at risk for robbery (retail and service-oriented) were not expected to 
change substantially over the 1994-1999 period.  Our assumption is supported by 
Peek-Asa and colleagues’ work which found that workplace characteristics in their 
control businesses did not change much over a one year period (62).  The 
workplace robberies (n=219) were selected from law enforcement agency records 
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while control workplaces (n=210) were selected from a comprehensive listing of 
businesses in North Carolina (American Business Listings, ABL) obtained from the 
commercial vendor, InfoUSA.  This study was approved by the Institutional Review 
Board of the University of North Carolina at Chapel Hill. 
1. Workplace level data 
Although our primary interest was in neighborhood characteristics, we were 
also interested in examining workplace operational characteristics and the presence 
of environmental control measures for workplace violence with respect to robbery. 
Specifically, we considered the following workplace factors, which have been shown 
in the literature to influence the risk of robbery and/or robbery related homicide (59, 
63, 78, 103, 104): video surveillance, barriers between employees and customers, 
alarms, violence history, history of threats to employees, employee training, visibility 
of employees from the outside, use of a cash drop box, and low cash signage.  We 
included risk for workplace violence as a covariate in examination of the relationship 
between workplace factors and robbery by creating an indicator of whether the 
workplace was among the types identified in the literature as high-risk.   
Workplaces at high-risk for worker homicide were classified according to 
previously reported literature (40, 57, 98) and were identified according to primary or 
secondary standardized industrial classification codes for pawnbrokers, restaurants 
and other eating places, convenience stores and grocery stores, gasoline stations, 
video rental stores, game rooms and arcades, liquor stores, hotels and motels, 
jewelry stores, and detective and protective services.  These workplaces often 
engage in late night operations, involve cash transactions, interactions with the 
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public, and guarding of valuables, activities which have been reported to be high-risk 
for worker homicide (2). 
Data on workplace operational and environmental control measure 
characteristics were obtained from telephone interviews of the workplace manager 
or owner, following informed consent.  Among the information collected were 
operational (e.g. business organization, staffing) and physical aspects (e.g. barrier 
between customer and worker, restricted entrances/access) of the workplace, 
surrounding community characteristics (e.g. population density and traffic, parking 
and lighting), workforce demographics, as well as environmental (e.g. video 
surveillance, use of mirrors for security purposes, alarms) and administrative control 
(e.g. employee training) measures for the prevention of robbery and workplace 
violence.   
2. Assignment of area-based socioeconomic data 
Workplaces were geocoded according to business address information and 
spatially linked to 2000 US Census block groups for assignment of area-based 
socioeconomic data.  Spatial linkage was performed using ArcGIS 9.1.  For mobile 
workplaces (taxi cabs), address information referred to the dispatch office and not 
the location where the robbery took place making inference for such workplaces 
unreliable.  We therefore limited our analysis to fixed location workplaces and 
excluded taxi cabs (n=31, 5%).  
The block group was used as a proxy for the neighborhood context since 
Census block group boundaries demarcate a relatively homogenous population with 
respect to social and economic characteristics (82) and we consider it a reasonable 
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approximation of the “neighborhood” in which the business is located.  Spatial data 
for Census block groups were obtained from ESRI (97) and law enforcement agency 
jurisdictional boundary maps were obtained from individual agencies and complied 
into a single geographic information system database.   
In previous research, we used factor analysis to summarize 30 selected 
census-derived variables characterizing the socioeconomic characteristics of the 
block groups (manuscript in preparation).  Three factors summarizing the social 
characteristics of block groups were derived: “Poverty/Deprivation”, 
“Human/Economic Capital” and “Transience/Instability”.  The first factor, 
Poverty/Deprivation, is characterized by a high percentage of single parent or 
female-headed families, high population density, high percentage of unemployed 
persons in the civilian population, and a large number of households receiving public 
assistance, lacking a vehicle or lacking phone service.  The second factor, 
Human/Economic Capital is described by a high percentage of the population with a 
college education, high median household income, high median house values, and a 
high percentage of employed persons in executive, managerial or professional 
occupations.  Transience/Instability, the third factor, comprised a high percentage of 
persons who are foreign born, high number of housing units with more than one 
occupant per room, large Hispanic population, high percentage of the population not 
living in the same house five years prior, and a large number of renter occupied 
housing units.   
Factor scores, computed from the original standardized variables weighted by 
standardized scoring coefficients obtained from the factor solution, were categorized 
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dichotomously at the median for the purposes of this analysis.  Median splits for the 
distribution of factor scores were based on sample size considerations and observed 
similarity in estimates of the association with workplace robbery among the 3rd and 
4th quartiles of the respective factor scores. 
3. Assignment of law enforcement agency-level crime data 
Assignment of workplaces to a law enforcement agency was based on 
mapping of geocoded workplaces to law enforcement agency jurisdictions.  ArcGIS 
9.1 was used to perform the spatial assignments of workplaces to law enforcement 
agencies. Workplaces which mapped within the jurisdictional boundaries of an 
agency were assigned the crime data for that agency.  Annual agency-level crime 
rate data were available from the State Bureau of Investigations (SBI) for violent, 
property and all (index) crimes for the period 1994-2000.  Workplaces were mapped 
to a law enforcement agency jurisdiction and assigned the crime data for the 
agency.  Since the unit of analysis is the workplace, it was not necessary for block 
groups and law enforcement agency boundaries to be spatially congruent.  Violent 
crimes are classified as crimes against persons and include: murder, aggravated 
assault, robbery and rape.  Property crimes refer to burglary, larceny and motor 
vehicle theft.  Index crimes encompass both violent and property crimes with the 
addition of arson.   
The SBI collects crime statistics under the uniform crime reporting program 
and computes annual rates per 100,000 population in the law enforcement agency’s 
jurisdiction.  For the case workplaces’ law enforcement agencies, at least five years’ 
worth of crime data were available, and most (97%) of the case workplaces had 
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crime data for all 10 years (98% for property and index crimes, respectively, and 
97% for violent crime).  Among control workplaces’ law enforcement agencies, 97% 
had both property and index crime data and 95% had violent crime data for the 
entire 10 year period.  Crime data for two or fewer years were limited to 1% of the 
controls.  Due to fluctuations in annual crime rates, we averaged the available 
annual rates data for each crime category within each law enforcement agency.   
4. Statistical analysis 
Descriptive analysis involved computation of means and Pearson chi-square 
from contingency tables to compare distributions of agency-level crime and block 
group social determinants between case and control workplaces.  Bivariate and 
multivariate associations (odds ratios, OR, and 95% confidence intervals, CI) for the 
odds of workplace robbery were estimated from logistic regression models using 
generalized estimating equations and exchangeable correlation structure to account 
for clustering of workplaces within block groups.  All analyses were carried out using 
SAS 9.1 (SAS Institute, Cary, NC). 
We estimated the effect of our three derived social determinants 
(“poverty/deprivation”, “human/economic capital”, and “transience/instability”) on 
workplace robbery individually and mutually adjusted for each of the social 
determinants.  Analysis of the social determinants involved three steps: (1) 
computing an unadjusted association for each social determinant, (2) computing 
associations for each social determinant adjusted for the other social determinants 
(Model 1) and (3) computing associations for each social determinant adjusted for 
the other social determinants and workplace-level factors (Model 2).  We also 
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computed estimates from a model which included violent crime, as a covariate, 
along with social determinants and workplace factors (Model 3).    
Secondary to the assessment of social context, we examined the association 
between selected workplace characteristics and odds of workplace robbery 
individually adjusted for each of three covariates related to violence risk: history of 
violence or threats, law enforcement agency level violent crime, and designation as 
a high-risk industry workplace.  These covariates were selected on the basis of 
hypothesized associations with robbery and the existing literature (2, 24, 50, 98, 
105).  We compared estimates for the effect of the individual workplace factors on 
the odds of workplace robbery from models with and without adjustments for each of 
the violence-related covariates. 
Assessment of effect measure modification was carried out using product 
interaction terms between human/economic capital and: (1) poverty/deprivation and 
(2) transience/instability, respectively.  Generalized score test statistics were used to 
assess the statistical significance of the product interaction term.  As a measure of 
relative precision, we computed confidence limit ratios (88) by dividing the value of 
the upper limit of the 95% confidence interval by its lower limit.   
Due to frequency matching in the original parent studies on industry and law 
enforcement agency crime report type, these two matching variables were also 
included in all our models.  Industry type was binary coded as retail and non-retail.  
Law enforcement agencies in North Carolina can report crime to the SBI either on a 
summary (aggregate) or incident (individual) basis.  Incident reporting agencies 
submit a standard set of descriptive details for every crime, while summary reporting 
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only requires the agency to report the aggregate number of crimes in various 
categories on a monthly basis.  Agencies serving metropolitan areas tended to 
utilize the summary reporting mechanism.   
D. Results 
A total of 429 workplaces (210 controls and 219 cases) were distributed 
within 370 block groups in North Carolina.  Only 3% (n=11) of the block groups had 
3 or more workplaces and 9% of the block groups had 2 workplaces; all other block 
groups contained one workplace.  Workplace robberies were distributed 
predominately (60%) among retail compared to non-retail industries.  Among cases, 
66% were retail establishments while 54% of controls were classified as retail.  
Case, compared to control, workplaces were located in areas with higher average 
violent crime rates: 934 vs. 691 per 100,000 law enforcement agency jurisdictional 
population, respectively.   Mean property crime rates were also higher among cases 
than controls: 7,164 vs. 5,983 per 100,000 jurisdictional population, respectively. 
1. Social determinants and area crime  
The distribution of case and control workplaces by area poverty/deprivation 
did not substantially differ (53% vs. 47% respectively, Pearson χ2 p=0.18).  A higher 
percentage of case, compared to control, workplaces were located in areas of high 
human/economic capital (59% vs. 41%; Pearson χ2 p<0.001) and 
transience/instability (57% vs. 43%, Pearson χ2 p=0.003), respectively.  All three 
social determinants were individually associated with increased odds of workplace 
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robbery.  After adjustment for workplace violence risk, denoted by industry type, only 
human/economic capital remained associated with workplace robbery (Table 7.1).   
Quartiles of property crime rates exhibited a monotonic pattern with 
workplace robbery while the relationship between quartiles of violent crime rate and 
workplace robbery was less clear.  Workplaces located in the third quartile of violent 
crime had the highest odds of robbery, though the odds of robbery for workplaces in 
the highest quartile of violent crime were only slightly reduced.  The associations 
between quartiles of crime and workplace robbery increased following adjustment for 
whether or not the workplace was designated as high-risk (Table 7.1). 
Workplaces located in areas with high poverty/deprivation had 1.22 times 
(95% CI=0.81, 1.86) greater odds of experiencing a robbery event compared to 
workplaces located in low poverty areas after taking into account levels of area 
human/economic capital and transience/instability (Table 7.2).  The inclusion of 
workplace level factors in addition to area human/economic capital and 
transience/instability, resulted in an elevated odds of robbery for workplaces located 
in high poverty/deprivation areas (OR=1.66, 95% CI=0.82, 3.36).  However, the 
adjusted estimate for area poverty/deprivation was rather imprecise as denoted by 
wide confidence intervals (CLR= 4.10). 
Area level human/economic capital was associated with increased odds of 
workplace robbery.  Following adjustment for poverty/deprivation and 
transience/instability, the effect of human capital on odds of robbery remained 
elevated (Table 7.2).  The addition of workplace level factors, including workplace 
violence prevention measures (robbery training, use of drop box, signage for low 
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cash on hand), did not substantially alter the estimated effect of human capital on 
workplace robbery (OR=1.36, 95%CI=0.64, 2.88).  However, the additional inclusion 
of violent crime as a covariate (model 3) ameliorated the association (OR=0.98, 95% 
CI= 0.42, 2.24). 
High levels of area transience/instability also increased the odds of workplace 
robbery, though this effect decreased with the addition of poverty/deprivation and 
human/economic capital (model 1), as well as workplace level factors (model 2).  
The inclusion of violent crime rates as a covariate to the existing model with 
workplace factors (model 3) resulted in diminished associations with workplace 
robbery, for human/economic capital and transience/instability but not 
poverty/deprivation. 
In these data, human/economic capital was suggestive as a potential modifier 
of the association between area poverty/deprivation and workplace robbery (Table 
7.3).  The effect of poverty on workplace robbery was attenuated in areas with high 
human/economic capital (OR = 0.77, 95% CI=0.26, 2.27) while in areas where 
human/economic capital was low, poverty/deprivation elevated the odds of 
workplace robbery (OR = 3.25, 95% CI=1.25, 8.47).  No other two-way interactions 
appeared to be present in the data.  
2. Workplace-level factors 
Sixty-two percent of the case, compared to 20% of the control, workplaces 
were classified as belonging to an industry at high-risk for worker homicide.  Case 
workplaces were more likely to have a history of violence or threats against 
employees within the previous two years (Table 7.4).  Workplaces with a robbery 
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were more likely to have workplace violence prevention measures related to: 
robbery training, use of a drop box for cash, good visibility of employees from the 
exterior and signage for low cash on hand.  An increased odds of robbery was also 
observed for workplaces with any African American workers (OR=2.57, 95% 
CI=1.57, 4.21) or located in a non-enclosed strip mall (OR=2.14, 95%CI=1.22, 3.74) 
or a business/commercial district (OR=1.76, 95% CI=1.07, 2.90).   
After controlling for violence or employee threats within the past 2 years, the 
effects of workplace violence prevention measures on robbery were slightly 
ameliorated.  However, the effect for use of a drop box for cash and presence of low 
cash signage was elevated even further (Table 7.4) though the precision of these 
adjusted estimates also decreased.  Inclusion of area violent crime levels in the 
model did not markedly change the estimates; neither did adjustment for whether the 
workplace was classified as an industry reported to be at high-risk for workplace 
violence (Table 7.4). 
E. Discussion 
In unadjusted analyses, high block group levels of poverty/deprivation, 
human/economic capital and transience/instability each elevated the odds of 
workplace robbery.  After workplace characteristics were taken into account, the 
effect of poverty/deprivation was increased while the effect of human/economic 
capital remained relatively unchanged and the effect of transience/instability was 
attenuated, though the precision of all estimates was reduced.  Controlling for the 
law enforcement agency level violent crime rate removed the effect of 
human/economic capital on the increased odds of workplace robbery.  However, the 
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levels of human/economic capital may modify the effect of poverty such that high 
levels of human capital have the potential to counter the effect of area poverty on 
workplace robbery risk. 
The associations between workplace violence prevention measures and 
increased odds of robbery were not in the direction of a priori expectations.  
Although having robbery training was observed to be associated with increased 
odds of robbery, we were unable to assess how complete or comprehensive the 
robbery training was.  The quality of implementation of the violence prevention 
measures could not be assessed since data were not collected on implementation 
therefore caution should be exercised in drawing conclusions regarding the 
relationship between workplace violence prevention measures and robbery. 
 Strain and control theories of crime provide a context from which to understand 
the observed association between workplace robbery and high levels of 
poverty/deprivation and transience/instability.  These theories are based on social 
positions and the role expectations attached to them (106).  From the strain 
perspective, economic hardship and limited access to legitimate economic 
opportunities result in frustrations that may lead to crime.  Violence and crime are 
hypothesized to stem from deprivations in resource and reward that people need, 
expect or desire.  The emphasis on material “success” in American culture exerts a 
“strain” between ends and means which can pressure individuals, especially those in 
the lower strata of the class structure, to commit crimes (107).  Therefore motivators 
of violent offending constitute tension and frustration experienced by socio-
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economically disadvantaged individuals (108).  Thus the experience of deprivation 
can either motivate or free individuals to engage in criminal violence.    
 Research on travel distance to crime by Block and colleagues using 1998 UCR 
index crimes recorded by the Chicago police department found that predatory 
violence was more likely to occur in neighborhoods where many offenders resided 
(109).  With respect to robberies, non-commercial robberies occurred closer to the 
offender’s home (median distance of 1288 meters) than commercial robberies 
(median distance of 2850 meters).  Although nearly 20 percent of commercial 
robberies occurred more than 10,000 meters from the offender’s home, 5.4 percent 
occurred within 200 meters and 12.6 percent within 400 meters, suggesting more 
variability in perpetrators’ range with respect to workplace robberies (109).  Using 
data on convictions of commercial robberies in the Netherlands, van Koppen et al. 
(1998) found support for the distance to decay hypothesis with respect to 
commercial robberies, whereby fewer crimes (robberies) were committed the further 
away from the perpetrator (robber’s) residence.  Half of the robberies in their data 
were committed within 3.5 km of the robber's home (110). 
 In addition to motivating individuals to engage in criminal violence, 
poverty/deprivation can lead to increases in community crime through social 
disorganization in the community.  Under the social disorganization theoretical 
model, socioeconomic disadvantage exerts an indirect effect on crime by eroding 
effective social controls due to a community’s inability to realize the common values 
of its residents (74, 94).  The major structural concepts impeding social integration 
(or promoting social disorganization) include: residential stability or mobility, 
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economic disadvantage (low socioeconomic status), racial/ethnic heterogeneity (83, 
111), family structure or disruption, and economic inequality (94, 96, 112, 113).   In 
increasingly mobile communities, the sense of attachment disintegrates, and it is 
more difficult to establish formal and informal connections.  Areas with high levels of 
transience are thought to have diminished communal bonds, limiting residents’ 
engagement in activities that can provide community guardianship and reducing a 
community’s capacity for effective informal social control on crimenogenic elements.  
Although studies have addressed the relationship between social disorganization 
and non-workplace crimes (114-116), our study was the first to specifically focus on 
community social contexts and workplace crime. 
Current empirical evidence of the role of social characteristics with respect to 
workplace robberies comes primarily from studies of convenience store robberies.  A 
geographically matched study of convenience store robberies reported elevated risk 
of robberies for population characteristics such as: a low percentage of high school 
graduates, a high percentage on public assistance; a low median rent; older 
buildings and structures; and a high percentage of single males (66).  Additionally, 
stores close to graffiti or subsidized housing, and not located in a shopping center 
were also associated with increased robbery risk.   D’Alessio and Strolzenberg also 
found “transience” (derived from maximum likelihood factor analysis), characterized 
by a large number of single males, large number of renter-occupied housing units, 
high population density and high percentage of individuals aged 15-24 years, to be 
significantly related to convenience store robberies (77).  Our study provides 
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motivation for further investigations into the influence of social context on workplace 
robberies across a variety of retail settings. 
The relationship between high levels of human/economic capital and 
increased odds of workplace robbery, though imprecise, may be due to a propensity 
of retail workplaces to locate to areas of affluence.   We speculate that wealthy 
areas provide an attractive market base for retail establishments.  Alternatively, high 
human/economic capital may be a proxy for urbanity, which we did not control for.  
More populous areas have been correlated with crime (83) (117) and in our data, on 
average, areas with high, compared to low, human/economic capital were 
associated with both higher total population (1955 vs. 1406 people) and population 
density (2270 vs. 1200 people per square mile) as well as higher percentage of the 
population living in census defined urbanized areas or clusters (94% vs. 65%).   
Similarly, 77% of workplaces located in areas with high human/economic capital 
were under the jurisdiction of summary, compared to incident (41%), crime reporting 
law enforcement agencies.  Consequently, the observed increased odd of 
human/economic capital may be confounded by urbanity. 
The observed increased odds of robbery with the presence of workplace 
violence prevention measures warrant closer examination.  The majority of 
workplaces in our study were in the retail industry which has been the subject of 
intervention measures for workplace violence prevention.  Recommendations 
regarding physical environment modifications and administrative practices for 
workplace violence prevention in late night retail establishments have been issued 
by Federal and state occupational safety and health agencies (118-120) as well as 
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industry groups (104, 105).  Even though these recommendations have been issued 
without enforcement, voluntary implementation of environmental modification 
measures have been low even among retail workplaces (15, 61).    
Employers may be more likely to implement safety measures given a 
perceived risk or because of a robbery or other violent crime.  We are unable to 
disentangle the temporal relationship between criminal activity and implementation 
of workplace violence prevention measures in this study, and future investigations 
should address employer motivations for implementing workplace violence 
prevention measures.  In this study, data on implementation of workplace violence 
prevention measures were collected from self-report and the quality of the 
implementation is highly variable.  Therefore, future studies would be strengthened 
by incorporating collection of measures to assess quality of workplace safety 
measure implementation (e.g. frequency of changing video tapes in surveillance 
cameras).  
1. Strengths and limitations 
This study focused on area-level socioeconomic characteristics as the 
primary exposures of interest.  We examined the influence of social context on 
workplace robberies by using summary measures of available socioeconomic data.  
Our study was not limited to convenience store robberies as have been previously 
reported in the literature (66, 77, 121).  Relative to previous studies on workplace 
robberies, we used smaller areas of aggregation for our socioeconomic and crime 
data: Census block groups, rather than Census tracts (66), and law enforcement 
agency rather than county crime rates (57, 66). 
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Due to the geographic restriction to workplaces in North Carolina 
generalizability of the results may be limited due to differences in geographic 
variations in population demographics.  More than two-thirds of the workplaces in 
our study were located in metropolitan areas served by summary crime reporting law 
enforcement agencies.  The small sample size hampered the precision of our 
obtained estimates, and we caution against cause-effect interpretations.  With the 
exception of human/economic capital, the magnitudes of the estimates were in the 
direction of our a priori expectations.  However, lack of precision limits definitive 
inferences regarding the influence of the examined social factors on workplace 
robbery.  In the absence of strong secular trends with respect to the Census-derived 
social determinants and crime, data from the 1990s provide a reasonable 
approximation of more current conditions. 
Due to the design of the parent studies from which this study was conceived, 
our robbery cases came from the 1998-99 time period while controls were from 1994 
to the first quarter of 1998.  This temporal non-congruency between cases and 
controls would introduce bias if there were secular trends among the socioeconomic 
factors and crime which disproportionately affected cases or controls.  Between 
1994 and 2000, annual state-wide crime statistics reported by the SBI indicated a 
steady decline in the crime rates, however the robbery rates remained relatively 
constant (122).  The SBI does not distinguish between commercial and personal 
robberies in their reports and lack of available data on commercial robberies 
impedes further assessment.  Additionally, the crime rate data used in this study 
represents jurisdictional level data and not the neighborhood surrounding the 
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business.  However, it provides a more disaggregated level than county-level crime 
rates, which are susceptible to large variations across the county.  
Further, we used 2000 Census data, which provided a closer, though not 
ideal, time reference than the 1990 Census. Additional studies should continue to 
investigate community-level influences on violence and the social processes 
involved in the production of crime to refine these initial observations.  Collection of 
more detailed social data that operationalizes social constructs related to collective 
efficacy and social capital can aid in identifying violence-inducing and reducing 
conditions that may be relevant for workplace crimes.   
2. Conclusions and public health implications 
We found that poverty/deprivation and transience/instability were consistent 
with our expectation of predicting workplace robbery even after adjustment for 
numerous covariates.  The association of workplace safety measures with workplace 
robbery provides a stimulus for further work into employer risk perception and quality 
of workplace safety measures implementation.  Effectiveness of environmental and 
administrative modification depends on both violence type and context in which the 
events occur.  Therefore, the tentative findings suggest that consideration of the 
social environment, in addition to workplace-level factors is important in the 
development of intervention programs.  
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Table 7.1.  Unadjusted* and high-risk industry adjusted associations (OR and 95% 
CI) between block group social characteristics and workplace robbery, North 
Carolina, 1994-1999. 
 
       
   Unadjusted HRWP Adjusted 
Workplace and Social 
Characteristic 
Cases 
(n=219)** 
Controls 
(n=210) OR 95%CI OR 95%CI 
       
       
Poverty/Deprivation       
Low 102 112 1.00 Ref 1.00 Ref 
High 116 98 1.28 0.89, 1.85 1.29 0.81, 2.04 
       
Human/Economic Capital       
Low 90 124 1.00 Ref 1.00 Ref 
High 128 86 2.00 1.38, 2.91 1.98 1.23, 3.19 
       
Transience/Instability       
Low 94 120 1.00 Ref 1.00 Ref 
High 124 90 1.74 1.20, 2.52 1.50 0.96, 2.35 
       
Violent Crime Rate       
1st quartile 31 76 1.00 Ref 1.00 Ref 
2nd quartile 44 57 1.43 0.79, 2.57 2.05 1.09, 3.85 
3rd quartile 69 40 2.66 1.47, 4.82 4.83 2.51, 9.30 
4th quartile 75 37 2.54 1.33, 4.83 3.93 1.89, 8.15 
       
Property Crime Rate       
1st quartile 33 74 1.00 Ref 1.00 Ref 
2nd quartile 50 51 1.28 0.69, 2.36 1.90 0.98, 3.67 
3rd quartile 67 47 1.63 0.92, 2.90 2.78 1.47, 5.26 
4th quartile 69 38 2.06 1.43, 4.76 4.17 2.17, 8.02 
       
High Risk Workplace†       
No 84 167 1.00 Ref   
Yes 135 43 15.56 8.48, 
28.56 
— — 
       
*Includes matching factors: industry (retail and non-retail) and law enforcement agency reporting type 
(summary and incident) 
 
**n=218 for social determinants 
 
†High-risk designated workplace based on primary or secondary SIC codes for pawnbrokers, 
restaurants and other eating places, convenience stores and grocery stores, gasoline stations, video 
rental stores, game rooms and arcades, liquor stores, hotels and motels, jewelry stores, detective and 
protective services 
 
Violent crimes include: aggravated assault, robbery, murder and rape; Property crimes include: 
burglary, larceny and motor vehicle theft
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Table 7.2.  Multivariate adjusted* association (OR and 95% CI) between workplace robbery and block group social 
determinants, North Carolina, 1994-1999.  
 
       
Social Determinant Model 1 Model 2 Model 3  
 OR 95% CI OR 95% CI OR 95% CI  
        
        
Poverty/Deprivation        
Low 1.00 Ref 1.00 Ref 1.00 Ref  
High 1.22 0.81, 1.86 1.66 0.82, 3.36 1.39 0.64, 3.03  
        
Human/Economic 
Capital 
       
Low 1.00 Ref 1.00 Ref 1.00 Ref  
High 1.38 0.91, 2.10 1.36 0.64, 2.88 0.98 0.42, 2.24  
        
Transience/Instability        
Low 1.00 Ref 1.00 Ref 1.00 Ref  
High 1.44 0.96, 2.18 1.35 0.67, 2.69 1.26 0.60, 2.65  
        
OR = Odds Ratios; CI = Confidence Interval 
 
Estimates are from logistic regression models using generalized estimating equations with exchangeable correlation 
structure. 
 
*All models include matching factors: industry type (retail vs. non-retail) and law enforcement agency reporting type 
(summary vs. incident) as covariates. 
 
Model 1:  Social determinants (dichotomized at median), as listed in table, mutually adjusted for each other. 
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Model 2: Mutually adjusted for social determinants (dichotomized at median), as listed in table, and workplace factors 
(video surveillance, barriers between employees and customers, alarms, violence history, history of threats to employees) 
and violence prevention factors (robbery training, employee visible from outside, use of cash drop box, low cash signage). 
 
Model 3:  Mutually adjusted for social determinants (dichotomized at median), violent crime rates (quartiles), and 
workplace factors (video surveillance, barriers between employees and customers, alarms, violence history, history of 
threats to employees) and violence prevention factors (robbery training, employee visible from outside, use of cash drop 
box, low cash signage). 
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Table 7.3.  Stratum specific adjusted* associations (OR and 95% CI) between workplace robbery and block group poverty 
and transience, respectively, within levels of human capital, North Carolina, 1994-1999.  
 
          
 Human/Economic Capital   
Social  High (> Median)  Low (≤ Median)   
Determinant OR 95% CI CLR  OR 95% CI CLR  p-value** 
          
          
Poverty/Deprivation         0.05 
Low 1.00 Ref   1.00 Ref    
High 0.77 0.26, 2.27 8.73  3.25 1.25, 8.47 6.78   
          
Transience/Instability         0.81 
Low 1.00 Ref   1.00 Ref    
High 1.21 0.42, 3.53 8.40  1.46 0.58, 3.63 6.26   
          
OR=Odds Ratio; CI=Confidence Interval 
 
Estimates are from logistic regression models using generalized estimating equations with exchangeable correlation 
structure. 
 
*Adjustment for matching factors (industry, retail vs. non-retail, and law enforcement agency reporting, summary vs. 
incident, type) and workplace-level characteristics (video surveillance, barriers between employees and customers, 
alarms, violence history, history of threats to employees) and violence prevention factors (robbery training, employee 
visible from outside, use of cash drop box, low cash signage). 
 
**Score test from Type III GEE analysis 
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Table 7.4.  Associations (OR and 95% CI) between select workplace characteristics and robbery unadjusted and adjusted 
for violence history, violent crime and high risk workplace, North Carolina, 1994-99. 
 
           
    Model 1 Model 2 Model 3 
 Exposed Exposed Unadjusted Violence History Violent Crime High-risk Workplace 
Workplace Characteristic Cases Controls OR 95% CI OR 95% CI OR 95% CI OR 95% CI 
 (n/N) (n/N)         
           
           
Video surveillance 143/215 33/175 9.76 5.96, 15.99 8.27 4.31, 15.90 10.47 6.32, 17.35 7.28 4.31, 12.29 
           
Barrier between customer 
and employee 
214/219 131/147 5.65 1.81, 17.69 4.46 1.53, 12.99 6.75 2.00, 22.80 5.00 1.58, 15.81 
           
Presence of alarms 153/217 54/205 5.90 3.70, 9.41 5.34 2.98, 9.58 5.87 3.66, 9.43 5.24 3.16, 8.68 
           
History of violence within 
previous 2 yrs 
16/209 6/201 2.25 0.94, 5.41 — — 1.88 0.75, 4.75 1.66 0.67, 4.14 
           
History of threats to 
employees within previous 2 
yrs 
170/201 36/200 24.45 14.13, 
42.29 
— — 24.58 13.95, 43.30 24.53 13.23, 45.51 
           
Robbery training 182/219 100/208 5.57 3.41, 9.11 4.88 2.63, 9.07 5.64 3.40, 9.35 4.18 2.53, 6.89 
           
Employees visible from the 
outside 
183/219 126/210 3.17 1.88, 5.35 3.08 1.66, 5.69 3.57 2.09, 6.09 2.39 1.37, 4.17 
           
Drop box for cash 116/212 31/145 4.84 2.94, 7.95 5.08 2.56, 10.07 5.94 3.36, 10.48 3.45 2.05, 5.80 
           
Signage for low cash on 
hand 
20/214 2/147 10.61 2.49, 45.28 15.37 2.33, 101.37 12.04 2.50, 58.04 5.08 1.10, 23.37 
           
OR = Odds Ratio; CI = Confidence Interval; n= number of workplaces with listed characteristic; N = total number of 
workplaces with data 
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Estimates are from logistic regression models using generalized estimating equations with exchangeable correlation 
structure; unadjusted estimate contains covariates for matching factors: industry and law enforcement agency crime 
reporting type 
 
Violence History Adjusted Model includes covariates for: industry (retail and non-retail), law enforcement agency reporting 
type (summary and incident) and history of violence or threats. 
 
Violent Crime Adjusted Model includes covariates for: industry (retail and non-retail), law enforcement agency reporting 
type (summary and incident) and violent crime rate (quartiles). 
 
High-risk Workplace (HRWP) Adjusted Model includes covariates for: industry (retail and non-retail), law enforcement 
agency reporting type (summary and incident) and indicator of workplace at high risk for worker homicide.  High risk 
workplace designation based on primary or secondary SIC codes for pawnbrokers, restaurants and other eating places, 
convenience stores and grocery stores, gasoline stations, video rental stores, game rooms and arcades, liquor stores, 
hotels and motels, jewelry stores, detective and protective services 
 
 
 
 
  
CHAPTER 8: Conclusion and Synthesis 
 
VIII. Conclusions 
A. Summary 
Although violence in workplaces has been growing in recognition as an 
important occupational safety and health issue, social contributions to workplace 
violence have rarely been addressed.  Workplace violence research has not 
explored workplace characteristics in the classification of occupational settings at 
high-risk for homicide nor have social and economic factors been fully evaluated 
as primary predictors of workplace homicide and robbery risks.  Occupational 
violent events encompass an inherent social component conditioned not only by 
workplace but also community, situational, and social characteristics.  In 
emphasizing social structural characteristics of places this dissertation focused 
attention on antecedents of violence in workplace settings and contributes to the 
growing awareness of the role played by the social environment in population 
health.   Results from three analyses addressing shortcomings in the workplace 
violence literature were reported with respect to the examination of (a) 
workplace-level approaches to the identification of high-risk industries, (b) 
socioeconomic factors and crime related to presence and concentration of high-
risk industries, and (c) contextual factors related to workplace robbery. 
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B. Discussion 
The workplace-based approach to identifying industries at high-risk for 
homicide considered in the first study (Chapter 5) yielded results which were not 
consistent with current literature on industries at high-risk for homicide.  In 
particular, gas stations were not considered to be high-risk under the derived 
classification schema while manufacturing industries were an unexpected group 
of workplaces identified to be at high-risk.  Consistent with current literature, the 
retail and service oriented industries were identified as high-risk.  It is of concern 
that the cluster methodology used to group workplace industries yielded more 
than one valid result since multiple grouping structures can exist in the data.  The 
cut point of an OR of 1.25 for designation as “high-risk” used in this study was 
arbitrary.  The industries designated as high-risk need to be compared across a 
range of cut points using larger data sets in order to assess the sensitivity of the 
high-risk designation to cut point selection.   
In the second study (Chapter 6) three area-based social factors were 
derived: poverty/deprivation, transience/instability, and human/economic capital.  
These were independently related to the proportion of HRIWP in a block group.  
Both poverty/deprivation and transience/instability levels were indicative of 
presence of HRWP but were not associated with increasing levels of HRWP.   
Human/economic capital exhibited an inverse dose-response pattern such that 
high levels were associated with lower odds of a block group having a higher 
proportion of high-risk workplaces.  The effect of human/economic capital 
appeared to be modified by levels of transience/instability where the protective 
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effect of human/economic capital on high proportion of HRWP was ameliorated 
in areas with high transience/instability.  Workplace-level factors relating to 
operational characteristics and implementation of workplace violence prevention 
measures were not available for study as mediators or for adjustment as 
covariates.  
In the third study (Chapter 7), the associations between workplace 
robberies and the social indicators of poverty/deprivation and 
transience/instability were in a direction consistent with a priori expectations, 
even after adjustment for workplace characteristics and indicators of violence 
risk.  However the magnitudes of the association were modest and the precision 
for the estimates were low, preventing the drawing of firm conclusions on the 
basis of these results alone.  Human/economic capital was not consistent with a 
priori expectations since it was also associated with increased odds of workplace 
robbery.  Following adjustment for workplace factors and violent crime the 
association between human capital and robbery was diminished (OR=0.98, 95% 
CI: 0.42, 2.24).  However, the high degree of imprecision limits definitive 
inference regarding the relationship between human/economic capital and 
workplace robbery. 
There was a suggestion of modification of the effect of poverty/deprivation 
on workplace robbery by level of human/economic capital, with the possibility that 
human/economic capital attenuated the effect of poverty/deprivation on the odds 
of robbery.   Within areas where human/economic capital was above the median, 
there was a suggestion of a reduction in the odds of robbery (OR=0.77, 95% CI: 
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0.26, 2.27).  Among areas with median or lower levels of human/economic 
capital, the odds of robbery were increased (OR=3.25, 95% CI: 1.25, 8.47).  
However, our limited study precluded a definitive conclusion.  Studies with larger 
samples will help to clarify the results reported here.   
Workplace violence prevention measures were also associated with 
increased odds of robbery even after adjustment for indicators of violence risk 
(agency level violent crime rates, being a business in a high-risk industry, or 
having a history of violence).  We noted associations with single measures, 
however, single measures are unlikely to substantially alter a business’ risk of 
robbery while a combination of measures is more likely to make a difference.  
The majority of workplaces in our workplace robbery study were in the retail 
industry which has been the subject of intervention measures for workplace 
violence prevention.  Implementations of interventions are more common in retail 
workplaces (15, 61), although the prevalence of these safety measures still 
remain low.  Employers may be more likely to implement safety measures given 
a perceived risk or because of a prior robbery or other violent crime.  We are 
unable to disentangle the temporal relationship between prior criminal activity 
and implementation of workplace violence prevention measures and future 
investigations should address employer motivations for implementing workplace 
violence prevention measures. The temporal misalignment between cases and 
controls associated with the third study (Chapter 7) would result in bias if the 
prevalence of the exposure changed over time.  Temporal trends in statewide 
crime rates are compiled by the NC SBI.  Although crime rates were declining 
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over the 1994-2000 period, robbery rates were generally constant (Figure 8.1).  
Unfortunately, the SBI data does not disaggregate commercial robberies from 
non-commercial robberies and these trends in workplace robberies cannot be 
examined in isolation.    
We also attempted to assess temporal changes in the composition of retail 
establishments.  We used economic data in County Business Patterns collected 
by the US Census Bureau.  However, this data source switched industry 
classification systems from SIC to North American Industrial Classification 
Systems (NAICS) in 1998.  Under NAICS, the retail trade sector has significant 
changes which do not make it comparable to SIC, specifically eating and drinking 
places (a group that is consistently reported to be at high-risk for workplace 
violence) and mobile foodservices are excluded from the retail sector and placed 
into a different sector: accommodation and foodservices.  Therefore the data are 
not comparable for the time period of our study (1994-1999) and we were unable 
to draw any conclusions about temporal changes. We did not attempt to examine 
changes in the social context variables since these variables were derived from 
the 2000 Census and the temporal overlap with the workplace data 1994-1998, 
was reasonable. 
A noteworthy aspect of our findings was the differential effect of 
human/economic capital on robbery risk and distribution of HRIWP.  The 
independent effect for human capital with respect to proportion of HRWP was 
observed to be protective (OR=0.65, 95% CI: 0.49, 0.87 for 4th vs. 1st quartile 
comparing >15% HRIWP to no HRIWP), however with respect to risk of a 
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workplace robbery, the effect of human/economic capital was causative 
(OR=1.38 95% CI=0.91, 2.10).  It is speculated that human/economic capital 
facilitates informal and formal social controls thereby affording effective 
guardianship.  Alternatively, areas characterized by high human/economic capital 
may be more attractive to business types (e.g. high end retail boutiques) catering 
to a clientele with more discretional income while areas  with low 
human/economic capital have a different market base targeted by businesses 
with potentially risky activities (e.g. pawnshops).   
The literature on mobility of offenders suggests that most predatory crimes 
occur close to home but not immediately at the offender’s address (123) or that 
perpetrators operate within a range of their home or work (124).  This may be 
relevant for workplace robberies where workplaces located in areas with effective 
guardianship may still be potential targets of crime, particularly if they engage in 
business activities that involve cash transactions, late night operations, and 
interactions with the public.  Studies of bank robberies report assailants to be 
from neighboring disadvantaged areas (125, 126).  Mobility of offenders may be 
a possible reason for the observed effect of human/economic capital to be in 
opposite directions with respect to the supply of target (proportion of HRIWP) and 
risk of robbery.  An alternative hypothesis is motivation of offenders.  We did not 
address motivation of offenders and future research would benefit from inclusion 
of this variable. 
Issues unique to the use of spatial data also need to be considered.  
Results from study aim 2 (Chapter 6) are susceptible to the modifiable areal unit 
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problem (MAUP).  MAUP refers to variations in results due to aggregation from 
smaller zones to larger zones (scale problem) or due to different arrangements of 
a fixed set of zones, while keeping the scale fixed (127, 128).  We used census 
block groups since they are the most disaggregated data available.  We did not 
explore the effects of MAUP in this work but in future work it could be informative 
to replicate our findings with census tracts as the unit of analysis.  
C. Future Research Directions 
Continued work on classification of high-risk workplaces that incorporates 
workplace characteristics is needed.  It would be useful to further refine the list of 
high-risk workplaces according to operational characteristics and degree of 
implementation of safety measures using larger data sets.  Current listings of 
high-risk workplaces were derived from studies which used aggregated worker 
homicide as an outcome; however, homicides due to robbery occur among select 
industries while non-robbery homicides occur in a broader range of industries.  It 
may be important to discern violence type in the classification of high-risk 
workplaces.  Identification of manufacturing industries as high-risk, although 
uncharacteristic based on the current literature, could potentially reflect the 
occurrence of non-robbery-related homicide events.   
Unanswered questions also remain regarding the potential for violence 
among high-risk workplaces under different social contexts.  Measurement and 
operationalization of social theories presents a continuing challenge.  Use of 
census data provides a first step towards investigating the role of the social 
environment on workplace violence.  However, collection of more detailed social 
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data that addresses underlying social phenomena such as collective efficacy and 
social capital is needed to provide insight into the mechanisms by which social 
processes can influence workplace violence.  Sampson and colleagues have 
found collective efficacy among community members to moderate the effects of 
disadvantage on homicide rates (74).  To the extent that community collective 
efficacy also has beneficial effects on workplace crime remains to be determined. 
D. Public Health Implications 
Shifts in the United States economy towards retail and service sectors 
have the potential to expose a larger population of workers to risk of occupational 
violence (56).   Despite this trend, over 70% of United States workplaces do not 
have a formal program or policy addressing workplace violence (15).  
Development of effective intervention programs should include an understanding 
of the importance of the environment, both physical and social.  Recognition of 
the mechanisms through which social factors contribute to inducing or reducing 
conditions for violence can complement the development of future environmental 
design and administrative measures aimed at violence prevention in workplaces.   
Setting the unit of analysis as the workplace provides greater promise for 
the identification of environmental and administrative factors amendable to the 
development of intervention strategies.  However, development of effective 
interventions is contingent on understanding the modifiable and non-modifiable 
attributes of workplaces as well as the context of the communities in which they 
are located.  By examining the relative importance of individual workplace and 
local neighborhood factors the features of the social or physical environment 
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which influence workplace violence risk and injury outcomes can be identified.  
One such feature entails the role of neighborhood crime and the associated 
social conditions which may impact workplace homicide risk. 
Current workplace violence prevention measures were designed to 
address workplace robberies using crime prevention through environmental 
design principles developed from criminology theory (129).  However, these 
environmental modifications may not be appropriate for all types of workplaces or 
violence situations since their effectiveness may depend not only on the type of 
violence but also on the setting (place, context) in which it occurs.  Recognizing 
the social space shared by workplaces provides deeper insight into the causes of 
workplace violence and how it relates to societal violence in general.  
Understanding social causes of workplace violence can suggest new areas for 
intervening such as through social networks or improvements to social capital.   
E. Conclusion 
The growth in epidemiologic research focusing on social environment and 
health reflects a growing awareness of the role of social environment on 
morbidity and mortality (5, 130).  Given that place and social structure matters 
with respect to an individual’s risk of violent injury or death (131, 132), by 
extension workplace violence risk can also be influenced by social processes.  In 
this dissertation characteristics of place were identified as important in furthering 
the understanding of workplace violence.   
Specifically, the place characteristics pertaining to poverty/deprivation, 
human/economic capital, and transience/instability were independently related to 
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the prevalence of workplaces belonging to industries reported to be at high-risk 
for homicide.  With respect to robbery, there was a suggestion of increased odds 
of robbery for the same three social indicators (poverty/deprivation, 
human/economic capital and transience/instability).  However, it remains to be 
clarified how the levels of human/economic capital influence workplace violence 
etiologic pathways to differentially affect supply of high-risk workplace and 
robbery occurrence.  Social processes contributing to the erosion of effective 
guardianship may likely play a role. 
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Figure 8.1.  Temporal trends in North Carolina crime rates by type of crime, 1994-2000. 
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APPENDICES 
Appendix A:  Exact Conditional Logistic Regression Models for each of 52 SIC Subcategories 
 
         
      Adjusted Estimates* 
    
SIC    Unadjusted* Nonmodifiable† Modifiable‡ ≥5 Safety Measures# 
Group Description Cases Total OR 95% CI OR 95% CI OR 95% CI OR 95% CI 
            
            
Agriculture, Forestry and Fishing - Division A          
01 agricultural production 0 1 2.00 0.00, 78.00 6.10 0.00, 237.78 3.74 0.00, 145.70 1.59 0.00, 62.08 
07 agricultural services 0 1 2.00 0.00, 78.00 2.56 0.00, 99.66 ─── unavailable§ 3.38 0.00, 131.79 
            
Construction - Division C           
15 building construction 1 4 0.59 0.01, 13.40 0.57 0.00, 170.62 ─── unavailable§ 0.51 0.01, 11.00 
17 special trade contractors 1 5 0.37 0.01, 8.11 0.21 0.00, 4.76 not estimable¶ 0.42 0.01, 8.68 
            
Manufacturing - Division D           
20 food & kindred products 3 6 2.00 0.27, 14.93 1.84 0.21, 16.67 ─── unavailable§ 2.23 0.28, 17.87 
22 textile mill products 1 3 1.00 0.02, 19.21 0.59 0.00, 84.93 ─── unavailable§ 1.09 0.02, 21.06 
23 apparel & other finished products 1 2 2.00 0.03, 156.99 2.94 0.04, 248.38 ─── unavailable§ 2.30 0.03, 182.28 
24 lumber & wood products, except 
furniture 0 1 2.00 0.00, 78.00 2.14 0.00, 83.60 ─── 
unavailable§ 2.00 0.00, 78.00 
25 furniture & fixtures 2 3 2.85 0.20, ∞ 1.62 0.12, ∞ ─── unavailable§ 3.52 0.23, ∞ 
26 paper and allied products 0 1 2.00 0.00, 78.00 0.47 0.00, 18.19 ─── unavailable§ 7.68 0.00, 299.57 
27 printing, publishing, or publishing & 
printing 
0 3 0.52 0, 4.84 0.82 0.00, 8.01 ─── unavailable§ 0.21 0.00, 2.40 
28 chemicals & allied products 0 1 2.00 0.00, 78.00 1.46 0.00, 57.00 ─── unavailable§ 2.00 0.00, 78.00 
30 plastic products not elsewhere 
classified 0 2 0.50 0, 19.50 0.23 0.00, 9.00 ─── 
unavailable§ 0.14 0.00, 5.52 
33 primary metal industries 0 1 2.00 0.00, 78.00 1.46 0.00, 57.00 ─── unavailable§ 7.07 0.00, 275.58 
34 fabricated metal products except 
machinery & transportation equip 1 2 2.00 0.03, 156.99 2.94 0.04, 248.38 ─── 
unavailable§ 2.23 0.28, 17.87 
35 industrial & commercial machinery & 
computer equip 1 2 0.50 0.10, ∞ 2.14 0.06, ∞ ─── 
unavailable§ 1.09 0.02, 21.06 
36 electronic & other electrical equip and 
components, except computer equip 1 2 2.00 0.03, 156.99 5.00 0.04, 568.09 ─── 
unavailable§ 2.30 0.03, 182.28 
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      Adjusted Estimates* 
    
SIC    Unadjusted* Nonmodifiable† Modifiable‡ ≥5 Safety Measures# 
Group Description Cases Total OR 95% CI OR 95% CI OR 95% CI OR 95% CI 
            
            
37 transportation equip 1 1 2.00 0.05, ∞ 2.00 0.05, ∞ ─── unavailable§ 2.00 0.00, 78.00 
            
Transportation, Communication, Electrical, Gas, Sanitary Services - Division E       
41 local & suburban transit & interurban 
highway passenger trans 11 12 22.00 3.20, 946.95 13.49 1.77, 608.26 7.83 0.87, ∞ 23.78 3.23, ∞ 
42 motor freight transport & warehousing 2 9 0.57 0.06, 3.00 0.65 0.06, 4.73 2.20 0.02, 228.37 0.65 0.06, 3.53 
43 united states post office 0 5 0.23 0.00, 2.00 0.16 0.00, 1.57 0.32 0.00, 4.19 0.32 0.00, 2.76 
44 water transport 0 1 2.00 0.00, 78.00 ─── unavailable§ ─── unavailable§ 1.22 0.00, 47.42 
45 transport by air 0 3 0.52 0.00, 4.84 13.49 1.77, 608.26 6.40 0.00, 249.60 0.69 0.00, 7.66 
47 transport services 0 5 0.23 0.00, 2.00 0.65 0.06, 4.73 0.78 0.00, 12.53 0.12 0.00, 1.61 
48 communications 0 3 0.52 0.00, 4.84 0.16 0.00, 1.57 0.71 0.00, 27.81 0.52 0.00, 4.84 
49 electric, gas & sanitary services 0 3 1.00 0.02, 19.21 ─── unavailable§ 3.88 0.00, 151.45 0.56 0.01, 13.10 
            
Wholesale Trade - Division F           
50 durable goods 1 6 0.52 0.00, 4.84 0.43 0.00, 4.30 3.88 0.00, 151.45 0.47 0.00, 4.43 
51 nondurable goods 1 4 0.67 0.01, 8.30 1.24 0.02, 26.46 1.15 0.02, 24.04 0.58 0.01, 7.63 
            
Retail - Division G           
52 building materials, hardware, garden 
supply and mobile home dealers 0 5 0.30 0.00, 2.18 0.52 0.00, 4.98 0.58 0.00, 5.47 0.36 0.00, 2.65 
53 general merchandise stores 6 9 4.00 0.85, 24.72 3.91 0.82, 24.67 8.37 0.97, 109.81 3.38 0.67, 22.14 
54 food stores 27 39 10.85 3.71, 43.17 7.78 2.46, 33.42 5.08 1.24, 30.14 10.38 3.38, 43.12 
55 automotive dealers and gasoline 
service stations 1 25 0.07 0.00, 0.45 0.10 0.00, 0.66 0.08 0.00, 0.54 0.07 0.00, 0.43 
56 apparel and accessory stores 2 12 0.40 0.04, 1.88 0.61 0.01, 5.90 0.80 0.02, 8.86 0.35 0.04, 1.73 
57 home furniture, furnishings, and 
equipment stores 2 9 0.57 0.06, 3.00 0.66 0.06, 4.73 1.88 0.13, 20.85 0.79 0.08, 4.42 
58 eating and drinking places 13 28 2.13 0.80, 5.86 1.55 0.50, 4.75 1.54 0.39, 6.28 2.33 0.83, 6.74 
59 miscellaneous retail 6 33 0.43 0.14, 1.08 0.46 0.13, 1.35 0.37 0.07, 1.53 0.50 0.16, 1.28 
            
Finance, Insurance, and Real Estate - Division H          
60 depository institutions 0 2 0.83 0.00, 10.65 2.00 0.00, 78.00 3.88 0.00, 151.45 2.53 0.00, 35.87 
64 insurance agents, brokers & service 0 3 0.52 0.00, 4.84 1.8 0.00, 24.54 1.00 0.00, 39.00 0.79 0.00, 7.91 
65 real estate 5 10 4.43 0.50, ∞ 1.22 0.12, ∞ 1.44 0.10, ∞ 1.86 0.22, ∞ 
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      Adjusted Estimates* 
    
SIC    Unadjusted* Nonmodifiable† Modifiable‡ ≥5 Safety Measures# 
Group Description Cases Total OR 95% CI OR 95% CI OR 95% CI OR 95% CI 
            
            
            
Services - InfoUSA divides Service Industry into multiple divisions as listed        
           
Personal Services - Division I           
72 personal services 2 6 ─── unavailable§ ─── unavailable§ ─── unavailable§ ─── unavailable§ 
            
Business and Repair Services - Division J           
73 business services 2 6 1.00 0.02, 19.21 1.41 0.02, 36.68 2.34 0.00, 91.29 0.53 0.01, 11.92 
75 automotive repair, services & parking 2 5 1.44 0.09, 21.67 1.67 0.10, 26.52 0.43 0.01, ∞ 1.82 0.11, 31.83 
76 miscellaneous repair services 0 1 2.00 0.00, 78.00 1.46 0.00, 57.00 3.14 0.00, 122.38 3.38 0.00, 131.79 
            
            
Entertainment & Recreation Services - Division K          
78 motion pictures 2 5 1.69 0.08, 117.75 3.09 0.04, 270.29 1.04 0.03, ∞ 3.04 0.12, 209.67 
79 amusement and recreation 2 7 0.74 0.05, 7.31 0.28 0.00, 9.09 1.04 0.01, 77.81 0.54 0.04, 6.25 
            
Professional & Related Services - Division L           
80 health services 3 8 1.28 0.15, 10.47 1.52 0.18, 13.21 1.19 0.00, 15.98 1.29 0.12, 12.28 
81 legal services 0 1 2.00 0.00, 78.00 4.33 0.00, 169.02 ─── unavailable§ 2.00 0.00, 78.00 
83 social services 0 1 2.00 0.00, 78.00 2.00 0.00, 78.00 ─── unavailable§ 7.07 0.00, 275.58 
86 membership organization 0 1 2.00 0.00, 78.00 1.46 0.00, 57.00 ─── unavailable§ 2.65 0.00, 103.15 
87 engineering, accounting, research, 
management, and related srvcs 
0 3 0.52 0.00, 4.84 0.29 0.00, 2.85 ─── unavailable§ 0.71 0.00, 7.11 
            
Public Administration (excluding Police & other Law Enforcement Officers) - Division M      
91 executive, legislative, and general 
government, except finance 
1 2 0.50 0.01, ∞ 0.32 0.01, ∞ ─── unavailable§ 0.30 0.01, ∞ 
92 justice, public order and safety 0 2 0.83 0.00, 10.65 0.37 0.00, 5.96 ─── unavailable§ 1.23 0.00, 16.05 
            
* OR, Odds Ratio; CI, Confidence Interval.  Estimates computed using exact methods, accounting for matching (by study design) on calendar time 
and 1-digit SIC industry group. 
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† Adjustment for Nonmodifiable Factors = located in residential/industrial area; at current location ≤ 2 years. 
 
‡ Adjustment for Modifiable Factors = barrier between customer and worker; > 1 worker on duty; workers not working alone at night (9PM-6AM). 
 
# Presence of 5 or more administrative or environmental safety measures. 
 
 § Detected linear dependency, determined not feasible to compute the exact conditional distribution for the SIC subcategory given the other 
variables; OR and CI not available under this situation. 
 
¶ Conditional distribution degenerate, OR and CI not estimable. 
 
 
 
             
 
165
Appendix B: Characteristics of Salient Variables Comprising Each Factor Score 
 
Table B1.  Characteristics of Salient Variables Comprising Poverty/Deprivation Score by Quartiles of Economic Deprivation 
  
 Poverty/Deprivation Score [min, max] 
Description Q1 [-2.04, -0.69] Q2 [-0.69, 0.28] Q3 [ 0.28, 0.39] Q4 [0.40, 5.34] 
 Mean Std Err Mean Std Err Mean Std Err Mean Std Err 
         
         
% female-headed families 8.59 0.14 13.45 0.16 20.60 0.19 40.97 0.46 
% single parent families with children < 
18 years 
7.41 0.14 11.62 0.16 17.84 0.20 35.10 0.45 
% households that are female-headed 18.58 0.18 26.00 0.17 33.88 0.21 47.38 0.34 
% single parent households with children 6.37 0.12 9.99 0.14 15.20 0.19 29.28 0.41 
% children < 18 years not living with both 
parents 
12.91 0.27 21.37 0.32 31.91 0.39 56.96 0.60 
% occupied housing units with no vehicle 3.39 0.09 5.22 0.12 7.96 0.16 20.20 0.40 
% population black, non-Hispanic 7.73 0.29 11.83 0.39 22.67 0.57 56.84 0.89 
% households with income < poverty 
level 
6.90 0.16 9.51 0.18 13.50 0.22 26.09 0.40 
% households with income < $30,000 26.66 0.40 34.27 0.38 42.54 0.37 59.03 0.42 
% renter occupied housing units 16.63 0.36 24.49 0.44 36.95 0.58 55.75 0.64 
% households receiving public 
assistance income 
1.39 0.06 1.99 0.06 2.81 0.08 6.87 0.18 
% unemployed among those >16 yrs in 
labor force 
3.17 0.08 4.18 0.12 5.53 0.16 10.91 0.29 
% occupied housing units without phone 
service 
1.96 0.08 2.52 0.09 3.28 0.10 6.19 0.17 
population density per square mile 670.42 31.87 952.82 35.69 1491.93 50.31 2523.61 64.92 
     
Q=Quartile
             
 
166
Table B2.  Characteristics of Salient Variables Comprising Human/Economic Capital Score by Quartile 
  
 Human/Economic Capital Score [min, max] 
Description Q1 [-2.08, -0.77] Q2 [-0.77, -0.18] Q3 [ -0.18, 0.58] Q4 [0.58, 3.72] 
 Mean Std 
Err 
Mean Std 
Err 
Mean Std Err Mean Std Err 
         
         
% population ≥ 25 years with ≥ 
bachelor’s degree 
7.43 0.11 11.77 0.19 19.72 0.26 46.63 0.49 
% employed in executive, 
managerial or prof occup 
18.32 0.20 21.32 0.25 28.65 0.29 48.27 0.39 
median value ($) all owner-
occupied housing units 
68735.27 895.47 79094.59 719.11 95804.08 1003.40 164784.66 2680.63
% households receiving interest, 
dividends or net rental inc 
20.47 0.26 23.04 0.35 27.43 0.41 45.33 0.52 
median household income 31808.03 226.54 32978.68 324.35 37199.71 404.38 55751.71 767.35 
% population in urban clusters or 
urbanized areas 
25.58 1.23 62.18 1.36 83.74 0.98 94.81 0.58 
% occupied mobile homes 32.92 0.49 14.81 0.42 6.24 0.27 1.85 0.13 
% population ≥ 25 years with < high 
school educ 
31.54 0.29 28.00 0.33 21.00 0.31 8.65 0.21 
% population ≥ 25 years with high 
school educ only 
35.81 0.20 32.75 0.20 28.68 0.19 16.72 0.23 
% civilian population ≥ 16 years in 
blue collar occup 
0.61 0.00 0.55 0.00 0.45 0.00 0.25 0.00 
         
Q=Quartile 
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Table B3.  Characteristics of Salient Variables Comprising Transience/Instability Score by Quartile 
  
 Transience/Instability Score [min, max] 
Description Q1 [-1.55, -0.69] Q2 [-0.60, -0.28] Q3 [ -0.28, 0.27] Q4 [0.28, 9.94] 
 Mean Std Err Mean Std Err Mean Std Err Mean Std Err 
         
         
% non-US born 0.97 0.04 2.35 0.05 4.61 0.08 13.30 0.25 
% Hispanic 0.60 0.03 1.83 0.06 3.97 0.09 12.33 0.30 
% occupied housing units > 1 occupant 
per room 
1.81 0.07 2.56 0.09 3.40 0.10 6.92 0.18 
% not living in same house 5 years prior 34.96 0.28 42.89 0.30 48.99 0.38 57.27 0.44 
         
Q=Quartile 
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