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ABSTRACT
Facial performance capture and animation is an essential component of many appli-
cations such as movies, video games, and virtual environments. Video-based facial per-
formance capture is particularly appealing as it offers the lowest cost and the potential
use of legacy sources and uncontrolled videos. However, it is also challenging because
of complex facial movements at different scales, ambiguity caused by the loss of depth
information, and a lack of discernible features on most facial regions. Unknown lighting
conditions and camera parameters further complicate the problem.
This dissertation explores the video-based 3D facial performance capture systems that
use a single video camera, overcome the challenges aforementioned, and produce accurate
and robust reconstruction results.
We first develop a novel automatic facial feature detection/tracking algorithm that ac-
curately locates important facial features across the entire video sequence, which are then
used for 3D pose and facial shape reconstruction. The key idea is to combine the respec-
tive powers of local detection, spatial priors for facial feature locations, Active Appearance
Models (AAMs), and temporal coherence for facial feature detection. The algorithm runs
in realtime and is robust to large pose and expression variations and occlusions.
We then present an automatic high-fidelity facial performance capture system that
works on monocular videos. It uses the detected facial features along with multilinear
facial models to reconstruct 3D head poses and large-scale facial deformation, and uses
per-pixel shading cues to add fine-scale surface details such as emerging or disappearing
wrinkles and folds. We iterate the reconstruction procedure on large-scale facial geometry
and fine-scale facial details to improve the accuracy of facial reconstruction. We further
improve the accuracy and efficiency of the large-scale facial performance capture by in-
ii
troducing a local binary feature based 2D feature regression and a convolutional neural
network based pose and expression regression, and complement it with an efficient 3D
eye gaze tracker to achieve realtime 3D eye gaze animation. We have tested our systems
on various monocular videos, demonstrating the accuracy and robustness under a variety
of uncontrolled lighting conditions and overcoming significant shape differences across
individuals.
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1. INTRODUCTION
Facial animation is an essential component of many applications such as movies, video
games, and virtual environments. Thus far, one of the most popular and successful ap-
proaches for creating virtual faces often involves capturing facial performances of real
people. The facial performance of the actor/user, which includes the large-scale deforma-
tion, fine-scale facial details such as wrinkles and folds, and other indispensable compo-
nents such as eye movement, are captured and transferred to virtual characters. A famous
example is the facial expression production in the movie “Avatar”, in which the actors
wear markers on the face and control the virtual characters in realtime. However, the
whole system is invasive, very expensive, and requires professionality to operate. Re-
cently, low-cost facial performance capture systems that can be used for common users
are becoming popular, especially in the hot area of virtual/augmented reality. For exam-
ple, Faceshift uses depth sensor such as Kinect to capture the 3D facial expression and
enables realtime communication through virtual avatars. Still, the requirement for depth
sensor limits its applications to everyday life such as the usage on mobile devices. This
motivates us to explore algorithms and systems on the video-based facial performance re-
construction, which is particularly appealing as it offers the lowest cost and the potential
use of legacy sources and uncontrolled videos.
However, the video-based facial performance capture is challenging. Despite decades
of research in computer graphics and a plethora of approaches, many existing video-based
facial capture systems still suffer from three major limitations. First, captured facial mod-
els are often extremely coarse and usually only contain sparse collections of 2D or 3D
facial landmarks rather than detailed 3D shapes. Second, these results are often vulnerable
to ambiguity caused by occlusions, the loss of depth information in the projection from
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3D to 2D, and a lack of discernible features on most facial regions and therefore require a
significant amount of manual intervention during the capturing process. Third, the previ-
ous systems often lack the capability to capture the 3D eye gaze, which is an indispensable
component of facial performance.
The goal of this dissertation is to reconstruct 3D facial performances from monocular
videos (e.g., Internet videos) automatically and efficiently, enabling capturing fine-scale
facial details and advanced applications such as eye gaze tracking and video editing on
facial appearance, and overcoming the limitations aforementioned.
This dissertation achieves the goal in three key steps. First, we develop a novel au-
tomatic facial feature detection/tracking algorithm that accurately locates important facial
features across the entire video sequence. The key idea is a combination the power of lo-
cal feature detection, Active Appearance Models (AAMs), and temporal coherence. These
tracked facial features are then used as the constraint for 3D facial deformation reconstruc-
tion, and the accuracy ensures a good alignment between the 3D face model and input
video frame. Next, we present a novel automatic high-fidelity facial performance capture
method that takes monocular videos as input. It uses the detected facial features along
with multilinear facial models to reconstruct 3D head poses and large-scale facial defor-
mation, and uses per-pixel shading cues to add fine-scale surface details such as emerging
or disappearing wrinkles and folds. We iterate the reconstruction procedure on large-scale
facial geometry and fine-scale facial details to further improve the accuracy of facial re-
construction. Finally, we improve the accuracy and efficiency of the large-scale facial
performance capture by introducing a local binary feature based 2D landmark regression
and a novel convolutional neural network based pose and expression regression. We com-
plement the facial performance capture system with an efficient 3D eye gaze tracker to
achieve real-time 3D eye gaze animation. We have tested our systems on monocular
videos downloaded from the Internet, demonstrating the accuracy and robustness under
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a variety of uncontrolled lighting conditions and overcoming significant shape differences
across individuals.
1.1 Contributions
This dissertation has made the following main contributions to achieve the goal.
• An automatic facial feature detection/tracking framework that accurately locates im-
portant facial features across the entire video sequence.
• A novel end-to-end facial performance capture system that automatically recon-
structs 3D head poses, large-scale facial deformation, and fine-scale facial details
using uncontrolled monocular videos.
• A realtime facial performance capture system that automatically captures 3D head
pose, facial deformation, and eye gaze using a monocular video camera.
We also made a set of algorithmic and technical contributions to address all the chal-
lenges aforementioned.
• A novel facial reconstruction technique that combines facial detection, non-rigid
structure from motion, multilinear facial models, and keyframe based spacetime op-
timization to compute 3D poses and large-scale facial deformation from monocular
video sequences.
• An efficient facial modeling algorithm that infers fine-scale geometric details and
unknown incident lighting and face albedo from the whole sequence of input images.
Our algorithm builds on the state of the art in 3D face reconstruction from a single
image [1]. However, we significantly extend the idea to reconstructing dynamic
facial details using monocular videos.
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• An efficient convolutional neural network based pose and expression regression
framework. It obtains the 3D pose and expression as well as 2D facial features
directly from the input face image.
Figure 1.1: Our facial feature detection/tracking algorithm can accurately and quickly
track a large number of facial features from RGB/RGBD images, even in the presence of
large pose, lighting, skin color, and expression variations as well as occlusions.
1.2 Organization
Figure 1.2: Capturing high-fidelity facial performance automatically using Internet videos
and its applications on wrinkle removal and facial geometry editing.
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Figure 1.3: Capturing 3D facial and eye gaze performances using monocular video se-
quences in realtime.
This dissertation is organized as follows. In Section 2, we describe the 2D landmark
detection/tracking algorithm that locates important facial features for each video frame
(Figure 1.1). It is been applied to RGBD video sequences for realtime tracking. Sec-
tion 3 presents the high-fidelity facial performance capture system (Figure 1.2) based on
the tracked 2D facial features using the algorithm described in Section 2 and the per-pixel
shading information. We then introduce our approach for realtime facial performance and
3D eye gaze capture (Figure 1.3) which refines the accuracy and efficiency of the 3D head
pose and facial deformation reconstruction and complements it with 3D eye movements
in Section 4.
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2. ACCURATE ROBUST FACIAL FEATURE DETECTION AND TRACKING
USING A SINGLE RGBD CAMERA∗
Robust and accurate facial tracking is essential for face modeling, analysis, and recog-
nition. Such a system would also be useful in a variety of applications such as games,
human-computer interaction, security, and telepresence. Despite the progress made over
the last decade (e.g., [4, 5, 6, 7, 8]), current systems still struggle in tracking person-
independent facial expressions in the presence of large pose, lighting, expression, and
skin color variations.
In this section, we propose a new method to quickly and accurately detect and track
facial features from RGB/RGBD video sequences and apply it to RGBD videos obtained
by a single Kinect. The key idea of our approach is to combine the power of local feature
detection, Active Appearance Models (AAMs) and temporal coherence for accurate and
robust facial detection and tracking. Local detectors and AAMs are complementary to
each other. At one end, facial registration using AAMs can achieve sub-pixel accuracy
but is often sensitive to the initialization due to the gradient descent optimization. At the
other end, local feature detectors can robustly infer the locations of facial features in single
images but often with less accurate and unstable results. An appropriate combination of
both techniques provides benefits at both ends.
We first introduce an efficient local detector that automatically identifies a small set of
facial features in single video images. We formulate local feature detection as a per-pixel
classification problem and apply randomized forests to associate each pixel with a proba-
bility score of being a particular feature. The outputs of local feature detectors are often
∗Part of this section is reprinted with permission from “Accurate and robust 3D facial capture using a single
RGBD camera" by YL. Chen, HT. Wu, F. Shi, X. Tong, and J. Chai, in IEEE International Conference on
Computer Vision, pp. 3615–3622, 2013. Copyright 2013 by IEEE.
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noisy and frequently corrupted by outliers due to classification errors. This motivates us to
employ geometric hashing to robustly search closest examples in a predefined database of
labeled images and use a consensus of non-parametric global shape models to improve the
outputs of local detectors. Furthermore, we develop an efficient facial registration method
that integrates AAMs, local detection results, and facial priors into a Lucas-Kanade regis-
tration framework.
We complement detection with temporal coherence to further improve the robustness
and accuracy of our detection/tracking process. In particular, we utilize temporal coher-
ence to predict head poses of the current frame and utilize them to assist our detection
process. In addition, we use previously registered facial images to incrementally update
the Active Appearance Models (AAMs) on the fly.
We show the system is accurate and robust by comparing against alternative methods.
We have also tested our system on a wide range of challenging examples. We show the
system can accurately detect and track a large number of facial features even in the pres-
ence of large pose, lighting, expression, and skin color variations. Lastly, we validate our
method by evaluating the importance of each key component in our system.
2.1 Background
Previous work on facial feature detection and tracking can be approximately classified
into two categories: holistic methods and patch-based detection methods.
Holistic methods (e.g., the Active Appearance Models (AAMs) algorithm [4, 5]) con-
struct a combined generative model of shape and texture over the whole face and fit the
generative model to a test image by minimizing the texture residual between the test im-
age and the hypothesized image. Such methods, however, suffer from lighting changes,
modeling complexity, and a bias towards the average face. They are also sensitive to the
initialization and prone to getting stuck in local minima due to gradient-based optimiza-
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tion.
An appealing alternative for facial feature detection is to adopt a patch-based represen-
tation and assume image observations made for each landmark are conditionally indepen-
dent. This leads to better generalization with limited data compared to holistic representa-
tions, since it needs only to account for local correlations between pixel values. Recently,
both generative models [9, 10] and discriminative models [11, 12] have been explored to
model image patches centered around the facial features. More recent research has been
focused on combining detection results from the various local detectors via global shape
constraints over the whole face region, including structured graph models[13, 14], non-
parametric global models[15], or a PCA shape model[6, 7, 16].
Our detection method is relevant to Belhumeur et al. [15] because both methods use
a consensus of non-parametric global shape models to improve the outputs of the local
detectors. However, our approach is different from theirs because we complement local
detection with AAMs in Lucas-Kanade registration framework. In addition, our local de-
tector is built on randomized forests rather than support vector machines (SVMs) adopted
in their system. Another difference is that we perform KNN search process via geomet-
ric hashing rather than RANSAC-based sampling and therefore significantly improve the
speed and robustness of the search process. The usage of randomized forests is similar to
Dantone et al. [12] and Cootes al. [16]. However, randomized forests are used for regres-
sion in their work, while for classification in ours. The simpler binary test enables more
flexibility to global rotations, as shown in Section 2.3.1. Besides, our goal is an accurate
and robust facial feature tracking system, instead of single frame facial alignment. This
leads us to utilize temporal coherence to further improve the accuracy and robustness of
our tracking process.
Our work is also related to Baltrusaitis et al. [7], who extended the constrained local
model (CLM) [6] to detecting and tracking facial features in RGBD images. Our approach
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shares a similar perspective as theirs because both take advantage of color and depth infor-
mation for facial feature detection and tracking. However, their system is different from
ours because they apply SVMs classifiers to the whole RGBD image to get the response
maps of facial features and then iteratively update the PCA shape parameters by fitting the
local appearances through maximizing a posteriori probability. Our comparison experi-
ment shows our facial feature tracking process outperforms their system running in both
single-frame and sequential tracking modes.
Temporal coherence is useful for improving the robustness and accuracy of single-
frame facial registration. One common strategy is to initialize facial registration parame-
ters (e.g., AAMs) using registration results obtained from previous frames. Notably, Zhou
et al. [17] incorporated local appearance constraints between successive frames as well as
results obtained from face segmentation to improve the robustness of AAMs registration
process. Our approach, however, is different because it does not explicitly utilize previous
registration results for registration initialization. Instead, we utilize a buffer of previously
registered images to incrementally update active appearance models (AAMs) on the fly. In
addition, we predict in-plane rotations of the head using results from previous frames and
utilize prediction to improve the robustness and accuracy of our local detection process.
2.2 Overview
The key idea of our work is to introduce a robust facial detection/tracking algorithm
that accurately locates a set of predefined facial features (e.g., the nose tip and the mouth
corners) from RGB/RGBD video frames. In Section 2.3 and 2.4, we describe our approach
on how to detect facial feature locations in single images. The whole detection process
consists of three main steps. The system first applies randomized-forests classifiers and
multi-mode detection to detect feature locations in a single image. The features from local
detection process are often noisy and frequently corrupted by outliers due to classification
9
(a) (b) (c) (d)
Figure 2.1: Robust detection of facial features. (a) candidate features after local detection
and multi-mode extraction; (b) detected features after outlier removal; (c) closest examples
of detected features via geometric hashing; (d) final output.
errors (see Figure 2.1(a)). To handle this challenge, we employ geometric hashing to ro-
bustly search closest examples in a training set of labeled images where all the key facial
features are labeled, and improve the output of detection process using the closest exam-
ples. In the final step, we refine feature locations and extract locations of non-salient facial
features by combining detection results with Active Appearance Models (AAMs) and 2D
facial priors embedded in closest examples (Figure 2.1(d)). In Section 2.5, we discuss
how to complement detection with temporal coherence to further improve the accuracy
and robustness of our tracking process. We discuss each step in detail in the following
subsections.
2.3 Automatic Feature Detection
In this subsection, we introduce an efficient feature detection process that utilizes local
information of a pixel (i.e., an input patch centered at a pixel) to detect a predefined set
of facial features from single RGBD images. We take advantage of both color and depth
information for facial feature detection. The use of depth information allows our approach
to mitigate the effect of lighting conditions and significant scale changes.
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2.3.1 Pixel Classifications via Randomized Forests
We formulate the feature detection process as a per-pixel classification problem. Dur-
ing training, we construct a set of N = 21 classes of keypoints. Each class corresponds
to a prominent facial feature such as the nose tip and the left corner of the mouth. Fig-
ure 2.1(b) shows all facial features considered by our local detection process. At runtime,
given an input patch centered at an RGBD pixel x, we want to decide the likelihood that a
particular feature c ∈ {1, ..., N} is located at point x in the image.
We use randomized decision trees [18, 19, 20] to train a classifier for automatic labeling
of pixels. Randomized trees are an ensemble of L decision trees T1, ..., TL. Each node in
the tree contains a simple test that splits the space of data to be classified (in our case
the space of image patches). Each leaf contains an estimate based on training data of the
posterior distribution over the classes. A new patch is classified by dropping it down the
tree and performing an elementary test at each node that sends it to one side or the other.
When it reaches a leaf, it is assigned probabilities of belonging to a class depending on
the distribution stored in the leaf. Once the trees T1, ..., TL are built, their responses are
combined during classification to achieve a better recognition rate than a single tree could.
Specifically, for an input patch centered at pixel x, each tree T1, ..., TL outputs posterior
probabilities Prλ(l,x)(c|x), where c is a label in C = {1, ..., N} and λ(l, x) is the leaf of tree
Tl reached by the patch x. The probability of the patch x associated with each feature c is
the average of the class distributions over the leaf nodes reached for all L trees:
Pr(c|x) = 1
L
∑
l=1,...,L
Prλ(l,x)(c|x). (2.1)
The probability score Pr(c|x) indicates the likelihood that the desired feature c is located
at point x in the image.
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We utilize both color and depth information for pixel classification. Specifically, we
constructed two separate randomized forests using color and depth data and use them to
evaluate the probability of the patch x, resulting in Prcolor(c|x) and Prdepth(c|x) . The
final probability is then the average of the two outputs:
Pr(c|x) = Prcolor(c|x) + Prdepth(c|x)
2
. (2.2)
For each randomized forest, similar binary tests are performed. The feature function
calculates the difference of depth/intensity values of a pair of pixels taken in the neighbor-
hood of the classification pixel. Specifically, at a given pixel x, the feature computes
f(x) = P (x +
u
D(x)
)− P (x + v
D(x)
), (2.3)
where P (x) is the RGBD value at pixel. The parameters u and v describe the offsets.
Note that the offsets are normalized by corresponding depth values D(x) to achieve depth
invariance.
If the value of a splitting function is larger than a threshold, go to the left node and
otherwise go to the right node. The choice of which pair of pixels as well as the optimal
threshold for splitting the node is automatically determined by maximizing the information
gain for particular features during the training phase.
2.3.2 Multiple Mode Extraction
Our next task is to infer feature locations from their probability maps in the whole de-
tection region (or in some smaller region around the face as inferred from an earlier face
detection step). One way to achieve this is to extract the location of the highest detector
score. In practice, no detector is perfect, so the correct location will not always be at the lo-
cation with the highest detector score. Instead of choosing feature locations corresponding
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to the highest detection score, we extract a set of candidate locations by detecting peaks of
all the important modes in probability maps and then utilize prior knowledge embedded in
a training set of labeled facial images to remove misclassified features. This idea is mo-
tivated by an observation on local feature detection results. We have observed that actual
locations of features are always correlated to the peaks of important modes.
We adopt a simple yet very effective method for detecting peaks of important modes.
We first process the probability map by excluding all the pixels with scores lower than
a threshold (0.7 ∗Max(score)). The remaining pixels are initialized as unmarked. We
search the highest detection score among all the unmarked pixels to extract the peak of the
first mode. Once the peak of the first mode is extracted, we mark the corresponding pixel
as well as its connected regions via flood fill algorithm. We repeat the same process until
all the remaining pixels in the detection window are marked. In the last step, we apply
meanshift algorithm [21] to refine the location of each extracted mode.
2.3.3 KNN Search by Geometric Hashing
We now discuss how to utilize prior knowledge embedded in a training set of labeled
facial images to remove misclassified features. Due to classification errors, feature candi-
dates inevitably contain “outlier” features. Similar to Belhumeur et al. [15], we robustly
search closest examples in a training set of labeled images and use them to remove mis-
classified features. KNN search, however, requires computing the unknown similarity
transformations between the detection image and every training image. Instead of adopt-
ing an RANSAC-based sampling procedure [15], we propose to use geometric hashing to
find the closest examples. Geometric hashing [22] has been successfully applied to 3D ob-
ject detection and popular for its simplicity and efficiency. The use of geometric hashing
for KNN search significantly improves the speed and accuracy of our search process.
In an off-line step, each database example is encoded by treating each pair of fea-
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tures as a geometric basis. The remaining features can be represented in an invariant
fashion with respect to this basis using two parameters. For each feature, its quantized
transformed coordinates are stored in the hash table as a key, and indices of the basis and
database examples, denoted as {basisID, exampleID}, as a value. Then a new pair of
basis features is selected, and the process is repeated. In our application, we enumerate all
the N ∗ (N − 1)/2 feature pairs, where N = 21 is the number of facial features in labeled
facial examples.
In the on-line step, we enumerate all the candidate bases based on the modes extracted
from local detection process. For each candidate basis, the remaining features are encoded
according to the basis and possible correspondences from the database examples are found
in the previously constructed hash table. Unlike traditional geometric hashing process,
the index of geometric basis (i.e. “basisID” ) in our application is known in advance
due to classifications of features. We, therefore, discard all the votes whose basisID is
inconsistent with the index of input basis. To better handle outliers from local detection
process, we sum up the votes of each database example from all the candidate bases and
sort them in a descending order. The top K database examples are then returned as K
closest examples of the input image. Figure 2.1(c) shows K closest examples of detected
features. In our implementation, the number of closest examples is set to K = 40. Finally,
inliers are selected from all candidate modes using the closest example. If the number
of inliers is smaller than a specific threshold (6 in our experiment), the whole process
stops and returns as failed. The key steps of our KNN search process are described in
Algorithm 1.
2.4 Feature Detection Refinement
This step is necessary for accurate feature detection because of two reasons. First, even
with outlier removal, results obtained from feature detection are often noisy. The evalu-
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Algorithm 1 KNN search by Geometric Hashing
Input: Candidate modes for N features, Hash-table h which is built on an RGB database
with the size of M frames
Output: The indices for K closest examples
1: Initialize the votes for all the training examples v(m),m = 1, ...,M to 0
2: for each basis bi, i = 1, ..., N ∗ (N − 1)/2 do
3: Calculate quantized transformed coordinates c = {c1, ...cN−2} for the remaining
N − 2 modes
4: for each cj , j = 1, ..., N − 2 do
5: Obtain a set of votes {basisID, exampleID} from previously constructed hash
table h(cj)
6: for each vote if basisID == i do
7: The corresponding v(exampleID) + +;
8: end for
9: end for
10: end for
11: Sort v(m),m = 1, ...,M in a descending order
12: return the first K indices of sorted v(m),m = 1, ...,M
ation on feature detection process confirms this concern (see Figure 2.8). Second, sim-
ilar to previous local detection algorithms, our facial feature detection process is mainly
focused on detecting salient features and therefore might not be sufficient for some ap-
plications such as animation, gaming, and human computer interaction. To address this
challenge, we propose to refine feature detection results by complementing detection with
facial alignment using Active Appearance Models (AAM) [23]. Figure 2.1(b) and (d) show
the improvement of feature locations as well as detection of non-salient facial features via
the refinement step.
We formulate the refinement process in an optimization framework. The whole cost
function consists of three terms:
E = w1EAAM + w2Edetection + w3Eprior, (2.4)
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where the first term EAAM is the AAM term, which measures the inconsistency between
the input image and the AAM model instance. The second term is the detection term,
which penalizes the deviation of feature points from detected feature points from Sec-
tion 2.3.3. The third term is the prior term, which ensures the new feature points are
consistent with 2D facial priors embedded in K closest examples. In this work, we fit a
Gaussian prior based on K closest examples and obtain this term by applying the negative
log to the Gaussian distribution. The local priors reduce bias towards the average face
and avoid the problem of finding an appropriate structure for global priors, which would
necessarily be high-dimensional and nonlinear.
2.4.1 Optimization
We minimize the cost function by simultaneously optimizing the shape and appearance
parameters of the AAM model instance, as well as the global similarity transformation for
aligning the input image with the AAM model instance. This requires minimizing a sum
of squared nonlinear function values. We analytically derive Jacobian and Hessian of each
objective term and optimize the function in Lucas-Kanade registration framework via it-
erative linear system solvers [23]. Lucas-Kanade algorithm, which is a Gauss-Newton
gradient descent nonlinear optimization algorithm, assumes that a current estimate of pa-
rameters is known and then iteratively solves for increments to the parameters using linear
system solvers.
We initialize the shape parameter using the closest example of the input image. The
initialization of the similarity transformation is obtained from detection process via KNN
search. The appearance parameters are initialized by the average appearance image of
AAM models. The optimization typically converges in 8 iterations because of very good
initialization and local facial priors obtained from K closest examples. We set the weights
of w1, w2 and w3 to 2, 1, and 0.001 respectively. During the iterations, we gradually
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decrease the weight for the first term (w1) from 2 to 0.0001 in order to ensure that the final
feature locations can achieve a better accuracy via AAM fitting.
2.4.2 Handling Significant Occlusions
When significant occlusions occur, incorporating the AAM term into facial detection
might deteriorate the performance of detection process. This is because occlusions result
in a large fitting residual between the input image and model instance. The system auto-
matically monitors the status of facial alignment. Once it detects the “failure” mode (i.e.,
when the residual of AAM fitting term is larger than a user-specified threshold (0.6)), the
system switches back to detection mode and returns the closest example as the detection
output.
2.4.3 Realtime GPU Implementation
The fact that each step in our facial alignment algorithm can be executed in parallel
allows implementing a fast solver on modern graphics hardware. By using CUDA to
implement our tracking algorithm, the current system runs in real time (38 frames per
second) on a machine with Intel Core i7 3.40GHz CPU and GeForce GTX 580 graphics
card. The typical computational times for detection using randomized forests, KNN via
geometric hashing, and optimization are 10ms, 1.2ms, and 15ms respectively.
2.5 Incorporating Temporal Coherence
Single frame feature detection can automatically infer the locations of facial features
from single RGBD images but often with noisy and unstable tracking results. In addition,
our facial detector often fails to locate facial features when the subjects are under large
roll angles because the current training database does not include training examples corre-
sponding to large roll angles. Another issue is that our detection refinement process builds
upon AAMs and therefore might not generalize well to new subjects significantly different
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from training databases. In the following, we discuss how to complement facial detection
with temporal coherence to improve the robustness and accuracy of our facial detection
and tracking process.
2.5.1 Adaptive AAMs
Our first idea is to utilize previously registered facial images to incrementally update
the Active Appearance Models (AAMs) on the fly. During tracking, we maintain a buffer
of registered facial images from previous frames and use them to incrementally update
the mean and eigen basis of AAMs based on an incremental learning method proposed by
Ross et al. [24]. Note that we only push the registered frames whose corresponding AAM
fitting errors are below a particular threshold (0.6) into the buffer. Once the buffer is full,
we first check if the registered images in the buffer are sufficiently far from the subspace
of the current AAMs. When the reconstruction residual is higher than a threshold (0.3),
we update the AAMs and then reinitialize the whole buffer. In our experiment, we set the
buffer size to 10.
2.5.2 Dealing with Large In-plane Rotations
The temporal coherence can also be utilized for improving the tracking robustness and
accuracy with respect to large head poses. In particular, we use the roll angles from pre-
vious frames to predict the current roll angle of the head and then apply the predicted roll
angle to transform/normalize the current RGBD images. The normalized RGBD images
can then be fed into randomized trees for facial feature detection. The normalization en-
sures the classification features are invariant to in-plane rotations. Again, we utilize the
temporal coherence only when the previous frames are well registered (i.e., when AAM
fitting error is below 0.6).
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2.6 Evaluation and Experiment
We have conducted three types of experiments to evaluate the effectiveness of our algo-
rithm. We first show our algorithm is accurate and robust by comparing against alternative
methods for facial feature tracking using a single RGBD camera. We then validate our
method by evaluating the importance of each key component in our system. Finally, we
test our method on Biwi Kinect head pose dataset [25] and demonstrate the robustness and
accuracy of our facial detection and tracking process in the presence of large pose vari-
ations. The random forests are trained on 97 RGBD sequences taken by Kinect, which
contain variations in identities, expressions, head poses, and illuminations. 1637 RGB
images sampled from the video sequences and the LFPW database [15] are used for AAM
training.
2.6.1 Comparisons Against Alternative Methods
We compare our facial tracking algorithm against CLM [6], CLM-Z [7] and Microsoft
Kinect facial SDK [8] running in both single frame detection mode and sequential tracking
mode. We evaluate the algorithms based on seven RGBD image sequences taken from
seven different subjects (Figure 2.6). Note that all subjects for testing are excluded from
the training databases. The seven testing sequences consist of 3341 frames in total and
include variations caused by occlusions and differences in facial expressions, head poses,
illuminations, and skin colors. We used a semi-automatic technique to annotate the ground
truth feature locations for each sequence. Specifically, for each testing sequence, we first
identify a small number of key frames, manually label facial feature locations in each
frame, and use them to build AAM to track facial features across the entire sequence.
We continue adding key frames, refining locations of the facial features, and doing AAM
tracking until a satisfactory annotation result is achieved.
We evaluate the error of a feature detection/tracking algorithm by computing the aver-
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Figure 2.2: Comparison against alternative methods: cumulative error curves based on
seven testing RGBD image sequences.
age distance between detected feature locations and the ground truth locations. To make
it invariant to face size, we normalize the error in pixels by the inter-ocular distance (i.e.,
the distance between the two pupils), similar to most previous work in this area. We ex-
clude occluded facial features from evaluation because it is hard to accurately annotate
the ground truth location of invisible features. For some methods such as CLM-Z [7] and
Kinect facial SDK [8], the system occasionally fails to output any results. When this oc-
curs, we set the error value of each facial feature to 0.35.
There are slight differences of facial feature sets adopted in different systems. To make
a consistent comparison for all the methods, we define a common set of facial landmarks
and obtain their locations based on detected facial features (Figure 2.4). Note that for
Kinect facial SDK and our method, we calculate the locations of facial features on the
nose bridge by averaging the locations of their corresponding features on the left and right
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Figure 2.3: Comparison against alternative methods: mean error for each facial region.
side of the nose bridge. Also, similar to work [15, 26], fixed offsets for each landmark
are applied to further reduce the differences of feature definitions among the different
methods.
Figure 2.2 compares our facial detection/tracking method against alternative meth-
ods [6, 7, 8] in both single frame detection mode and sequential tracking mode. We also
report the tracking errors corresponding to six facial regions (see Figure 2.3). The compar-
ison clearly shows that our method with/without temporal coherence significantly outper-
forms other methods running in either single frame detection mode or sequential tracking
mode. Figure 2.6 shows sample frames of comparison results.
The importance of temporal coherence. As described in Section 2.5, we utilize tem-
poral coherence to further improve the accuracy and robustness of our detection/tracking
process. The last two columns of Figure 2.6 show some sample frames for comparisons
between our single-frame detection and sequential tracking process. The results show
that large head rotations and significant appearance changes can be better handled in the
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CLM(-Z) Kinect Ours
Figure 2.4: Top row: different feature settings of the four methods. Bottom row: the
common feature set used for evaluation. Note that for Kinect facial SDK and our method,
we calculate the locations of three facial features on the nose bridge by averaging the
locations of their corresponding features on the left and right side of the nose bridge.
sequential tracking mode. In addition, Figure 2.2 and Figure 2.3 show that that better
accuracy is achieved by using temporal coherence.
Figure 2.5 confirms the benefit of adaptive AAMs modeling. It compares the registra-
tion errors of AAM term for a test sequence with 625 frames with/without adaptive AAMs.
As shown in the figure, facial tracking using adaptive AAMs produces much smaller regis-
tration errors for the AAMs term. The registration error drops rapidly after the first AAM
model update and remains smaller across the entire sequence.
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Figure 2.5: Active Appearance Models (AAM) fitting errors with/without adaptive updates
on AAM.
2.6.2 Evaluation of Our Detection Method
We now evaluate the key component of our single frame detection process using sin-
gle RGBD test images. We first demonstrate the benefit of using both color and depth
information for facial feature registration. We further show the necessity of combing local
detection with AAMs by dropping off each term in the cost function described in Equa-
tion 2.4. The evaluation is based on cross validation on RGBD/RGB training data sets.
Specifically, for each test subject, we pulled all the training data of the test subject out of
the training databases and used the training data sets of other subjects to learn randomized-
forests classifiers and AAM. The excluded RGBD images are then used for testing. The
final error is computed based on 317 testing RGBD images from 19 subjects.
Evaluation of detection term. Our local detection algorithm utilizes both color and
depth information for facial feature detection. This evaluation compares facial detection
results based on color information, depth information, and a combination of color and
depth information. Figure 2.7 shows the combination of both color and depth information
achieves a better detection accuracy.
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(a) (b) (c) (d) (e) (f) (g) (h)
Figure 2.6: Comparison against alternative methods. (a) Constrained Local Model (CLM)
(per-frame); (b) CLM (sequential); (c) CLM-Z (per-frame); (d) CLM-Z (sequential); (e)
Kinect facial SDK (per-frame); (f) Kinect SDK (sequential); (g) Our method (per-frame);
(h) Our method (sequential). Note that no markers are drawn if the method does not return
a result.
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Figure 2.7: Comparisons of mean errors from detection using color information, detection
using depth information, and detection using both information.
The importance of each term. We now evaluate the importance of each term in
our objective defined in Equation 2.4. We compare results from “detection using color
images”, “detection using depth images”, “detection using both color and depth images”,
AAM, and our method. All the evaluations are based on single frame detection mode. For
AAM term evaluation, we initialize AAM using mean shape and texture. To make a fair
comparison, we also initialize the global transformation of AAM using ground truth data.
Figure 2.8 shows the cumulative error curves for each method. Per-frame AAM algo-
rithm, even with ground truth global transformation, often fails to produce accurate results
when the actual feature locations are far away from their initial positions. In contrast,
detection methods can robustly detect feature locations in single RGBD images but the
results lack detailed accuracy. Our detection method combines the power of AAM and
detection, and can robustly identify feature locations with the highest accuracy.
2.6.3 Test on Biwi Dataset
For completeness, we also evaluate the robustness and accuracy of our tracking method
with large head pose changes using Biwi Kinect pose dataset [25], which contains 20 pose
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Figure 2.8: Evaluation of the importance of each component in our method. Cumulative
error curves show the necessity of combing detection and AAM.
changing sequences with few expressions (almost neutral). We use the same model in the
evaluation and run our facial tracking algorithm on the same 4 sequences as in CLM-Z [7].
We compare the accuracy of the shared features with the same ground truth used in their
work. Table 2.1 shows the average converged rate and mean error for both methods. Note
that the comparison is done without tuning any offset. Figure 2.9 shows our method can
track facial features with large pose variations. CLM-Z [7] has a higher convergence rate
for large pose variations as it aims to track both rigid facial tracking and nonrigid facial
tracking while our system is focused on nonrigid facial tracking only. On the other hand,
unlike CLM-Z [7], our system does not require a person specific 3D mesh model for rigid
facial tracking and therefore is more flexible. It is also worth pointing out that the current
training data sets for our system have limited pose variations in yaw and pitch and almost
no pose variations in roll. We believe the convergence rate of the system can be further
improved by including training data sets with more head pose variations, which will be
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Figure 2.9: Testing results on Biwi dataset. Our experiment shows that the system can
track facial features with large pose variations. According to the ground truth annotation,
our method covers the a large pose range (54◦ in yaw and 26◦ in pitch).
part of our future work.
Method Converged Mean Error /IOD
CLM-Z 79% 0.125
Ours 70% 0.084
Table 2.1: Comparison with CLM-Z on Biwi dataset. The mean errors are calculated only
for converged frames (< 0.3 of the pupil distance).
2.7 Discussion
In this section, we have presented a new algorithm that quickly and accurately de-
tecting and tracking facial features from video frames, and applied it to RGBD images
obtained by a Kinect camera. Our approach combines the advantages of local detection,
AAMs, and temporal coherence and achieves accurate and robust results. The usage of
local detection provides good initializations as well as a proper local shape prior, and the
AAMs fitting term ensures the accuracy by synthesizing a face image that is as close to
the input face as possible. We integrate the local detection term, local prior term, and the
AAMs term into a Lucas-Kanade registration framework. The temporal coherence is also
added to predict the head pose and refine the AAMs on the fly. The whole framework is
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robust, fully automatic, and can accurately track a large number of facial features even in
the presence of large pose, lighting, and expression variations as well as occlusions.
Based the accurately detected/tracked 2D facial features, we are now able to build
the 3D facial performance capture system. The key idea is to estimate the pose, camera
parameters as well as large-scale facial deformation so that the projected facial features
best fit the tracked ones. It is also ideal to recover fine-scale facial details which are
often missing in the current facial performance capture systems. This leads us to our next
work on high-fidelity facial performance capture and animation from monocular videos
(Section 3).
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3. AUTOMATIC HIGH-FIDELITY FACIAL PERFORMANCE CAPTURE USING
MONOCULAR VIDEOS∗
In this section, we present an automatic technique for acquiring high-fidelity facial
performances using monocular video sequences such as Internet videos. The key idea of
our approach is to use both high-level facial features and per-pixel shading cues to recon-
struct 3D head poses, large-scale deformations, and fine-scale facial details in a spacetime
optimization framework. We start the process by automatically detecting/tracking impor-
tant facial features such as the nose tip and mouth corners across the entire sequence. The
detected facial features are then used to reconstruct 3D head poses and large-scale defor-
mations of a detailed face model at each frame. This step combines the power of non-rigid
structure from motion, multilinear facial models, and keyframe based spacetime optimiza-
tion for large-scale deformation reconstruction. Next, we utilize per-pixel shading cues
to add fine-scale surface details such as emerging or disappearing wrinkles and folds into
large-scale facial deformations. Finally, we iterate our reconstruction procedure on large-
scale facial geometry and fine-scale facial details to further improve the accuracy of facial
reconstruction.
Our final system is robust and fully automatic, allowing for high-fidelity facial per-
formance capture of large-scale deformation and fine-scale facial detail. We have tested
our system on monocular videos downloaded from the Internet, demonstrating its accu-
racy and robustness under a variety of uncontrolled lighting conditions and overcoming
significant shape differences across individuals.
∗Reprinted with permission from “Automatic acquisition of high-fidelity hacial performances using monoc-
ular videos" by F. Shi, HT. Wu, X. Tong, and J. Chai, ACM Transactions on Graphics, vol. 33, no. 6, p.
222, 2014. DOI: 10.1145/2661229.2661290. Copyright 2014 by ACM, Inc.
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3.1 Background
Our system automatically captures high-fidelity facial performances using monocular
video sequences. Therefore, we focus our discussion on methods and systems developed
for acquiring 3D facial performances.
One of the most successful approaches for facial capture is based on marker-based
motion capture systems [27], which robustly and accurately track a sparse set of mark-
ers attached to the face. Recent efforts in this area (e.g. [28, 29]) have been focused on
complementing marker-based systems with other types of capturing devices such as video
cameras and/or 3D scanners to improve the resolution and details of reconstructed facial
geometry. Marker-based motion capture, however, is expensive and cumbersome for 3D
facial performance capture.
Marker-less facial performance capture provides an appealing alternative because it
is non-intrusive and does not impede the subject’s ability to perform facial expressions.
One solution to the problem of marker-less facial capture is the use of depth and/or color
data obtained from structured light systems [30, 31, 32, 33]. For example, Zhang and
colleagues [30] captured 3D facial geometry and texture over time and built the corre-
spondences across all the facial geometries by deforming a generic face template to fit the
acquired depth data using optical flow computed from image sequences. Ma et al. [31]
achieved high-resolution facial reconstructions by interleaving structured light with spher-
ical gradient photometric stereo using the USC Light Stage. Recently, Li and his col-
leagues [32] captured dynamic depth maps with their realtime structured light system and
fitted a smooth template to the captured depth maps.
Reconstructing high-quality face models directly from multiview images offers an-
other possibility for marker-less motion capture [34, 35, 36, 37]. In particular, Bradley
and his colleagues [34] used multi-view stereo reconstruction techniques to obtain initial
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facial geometry, which was then used to capture 3D facial movement by tracking the ge-
ometry and texture over time. Beeler et al. [35] presented an impressive multi-view stereo
reconstruction system for capturing the 3D geometry of a face in a single shot and later
extended the method to acquiring dynamic facial expressions using multiple synchronized
cameras [36]. More recently, Valgaerts et al. [37] combined image-based tracking with
shading-based geometry refinement to reconstruct facial performances from stereo image
sequences.
The minimal requirement of a single camera for facial performance capture is partic-
ularly appealing as it offers the lowest cost and a simplified setup. However, the use of
a single RGB camera for facial capture is often vulnerable to ambiguity caused by the
loss of depth information in the projection from 3D to 2D and a lack of discernible fea-
tures on most facial regions. One way to address the issue is to use person-specific facial
prior models to reduce reconstruction ambiguity (e.g., [38, 39]). However, fine face details
such as wrinkles and large lines cannot be recovered with this approach. In addition, their
tracking process is often performed in a sequential manner and therefore requires good
initialization and manual correction for troublesome frames.
Recently, Cao and colleagues [40] proposed a 3D regression algorithm that utilized per-
sonalized blendshape models for automatic, realtime facial tracking/retargeting. Their ap-
proach, however, required an expensive offline training stage to construct person-specific
blendshape models. In addition, they focused on tracking large-scale geometric defor-
mation rather than authentic reconstruction of high-fidelity facial performances. Suwa-
janakorn and colleagues [41] proposed a dense 3D flow algorithm coupled with shape-
from-shading to reconstruct high-fidelity facial geometry from monocular videos. Though
their method did not require person-specific scan/blendshapes, it used a photo gallery of
the subject’s faces under different illuminations for reconstructing a person-specific aver-
age facial model, which could be unavailable for subjects in uncontrolled videos. Addi-
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tionally, instead of using a person-specific average facial model for facial capture, we pro-
pose to use multilinear face models to reduce the reconstruction ambiguity of facial cap-
ture, thereby significantly improving the robustness of the system. Finally, their method
assumed a known albedo map obtained from the subject’s photo gallery and estimated
lighting for every frame separately. In contrast, we use the whole sequence of input im-
ages to estimate a single lighting map and face albedo and therefore further improve the
accuracy of facial reconstruction.
Among all the systems, our work is most closely related to Garrido et al. [42], which
captured detailed, dynamic 3D facial geometry using monocular video sequences. Briefly,
they first created a personalized blendshape model for the captured actor by transferring
the blendshapes of a generic model to a single static 3D face scan of the subject. They then
tracked 2D image features across the entire sequence by combining sparse facial feature
tracking and optical flow estimation. At a final step, they reconstructed fine-scale facial
detail by estimating the unknown lighting and exploiting shading for shape refinement.
Our research shares a similar goal but there are important differences. Garrido et
al. [42] relied on a manual specification of correspondences between a generic blendshape
model and a static face scan of the subject to reconstruct a personalized blendshape model
for the subject. In addition, their optical-flow based tracking process required manual in-
tervention to improve the locations of 2D features in the first frame for texturing. In con-
trast, we automatically detect facial features across the entire sequence and use them along
with multilinear facial models to simultaneously compute 3D head poses and large-scale
deformations in a keyframe based optimization framework. Garrido et al. reported that
typical manual intervention for a test video sequence required about 40 minutes, while our
method is fully automatic. In addition, they required a static 3D face scan of the subject
for transferring a generic blendshape model to the subject. Our system does not have such
a limitation and therefore can be applied to capturing high-fidelity facial performances
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from uncontrolled monocular videos such as Internet videos. Finally, we have compared
against their method and the comparison shows that our system produces more accurate
results than theirs (Section 3.7.2).
Our work on fine-scale detail reconstruction builds on the success of modeling fine-
scale facial geometry from a single image proposed by Kemelmacher-Shlizerman and
Basri [1]. In particular, they introduced a novel method for shape recovery of a face from
a single image by using a reference 3D face model and a reference albedo. We present
three novel extensions to their work. First, we extend their idea to shape recovery of a
dynamic face from a monocular video sequence. We reduce the ambiguity of estimating
lighting and albedo by utilizing the assumption that the lighting and albedo are consistent
across the entire sequence. This assumption allows us to estimate the unknown light-
ing coefficients and albedo based on shading cues across the entire sequence. Second,
we utilize results obtained from large-scale deformation reconstruction to initialize and
guide the fine-scale geometry reconstruction process, thereby significantly improving the
accuracy, robustness, and speed of the process. Third, they simplified the reconstruction
problem with linear approximations and directly reconstructed depth in a least-squares fit-
ting framework. In contrast, we propose a two-step optimization algorithm to sequentially
compute normal map and depth. As shown in Section 3.7.2, our system produces more
accurate results than their method.
The idea of using spherical harmonics approximation for fine-scale detail recovery
is similar to previous methods proposed by Wu et al. [43] and Valgaerts et al. [37]. Our
method, however, is different from theirs. First, we assume consistent lighting and albedo
across the entire sequence while they estimate both maps for each frame. Additionally,
we estimate a per-pixel albedo map while they assume it is piecewise uniform. Finally,
we measure the differences between the synthesized and observed images based on RGB
intensities rather than high-frequency components (image gradients) because we also want
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to use recovered surface details to refine large-scale facial deformation.
Our system is also relevant to previous work on tracking 3D facial expression using a
single RGBD camera such as Microsoft Kinect or time-of-flight (TOF) cameras [44, 45,
46, 47]. Notably, Weise et al. [44] used RGBD image data captured by a single Kinect
and a facial 3D template, along with a set of predefined blendshape models, to track facial
expression over time. Most recently, Bouaziz et al [45] and Li et al. [46] concurrently
developed realtime monocular face trackers based on a run time shape correction strategy
for combined depth and video data. All these systems are focused on modeling large-
scale facial deformation rather than high-fidelity facial performances. In addition, they are
based on depth and image data obtained by a calibrated RGBD camera rather than RGB
images captured by an uncalibrated video camera. It is not clear how their approaches
can be extended to capture high-fidelity facial performances from uncontrolled monocular
videos.
3.2 Overview
Our system acquires high-fidelity facial performances from uncontrolled monocular
video sequences. The problem is challenging because of complex facial movements at
different scales, ambiguity caused by the loss of depth information in the projection from
3D to 2D, and a lack of discernible features on most facial regions. Unknown camera
parameters and lighting conditions further complicate the reconstruction problem. To this
end, we decompose high-fidelity facial performances into three scales: high-level facial
features, large-scale facial deformations, and fine-scale facial details, and reconstruct them
from coarse to fine scales. We start with the coarse scale (high-level facial features).
During the reconstruction, we utilize the results in coarse scales to initialize and guide
the reconstruction in fine scales. At a final step, we iterate our reconstruction procedure
on large-scale facial geometry and fine-scale facial detail to obtain the final output. The
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Figure 3.1: Our high-fidelity facial performance reconstruction pipeline. We first detect
and track a sparse set of 2D facial features and recover their 3D positions and unknown
camera parameters using non-rigid SfM techniques. We then reconstruct 3D head poses
and large-scale facial geometry using the estimated facial features and camera parameters.
We assume that the lighting and albedo are consistent across the entire sequence and ex-
tend shape-from-shading techniques to reconstruct fine-scale details throughout the whole
sequence. Lastly, we iteratively refine large-scale facial deformations and fine-scale facial
details to obtain the final result.
whole system consists of four main components summarized as follows (Figure 3.1).
The first component is facial feature detection and 3D reconstruction. We start the
process by automatically detecting and tracking important facial features such as nose tip,
eye and mouth corners in monocular video sequences. We apply non-rigid factorization
techniques to recover 3D feature positions and unknown camera parameters, which we use
to initialize and guide the large-scale deformation reconstruction process.
The second component is large-scale deformation reconstruction. Sparse facial fea-
tures, however, do not provide detailed facial geometry. We introduce an efficient re-
construction process that utilizes the recovered 3D facial features and camera parameters,
along with multilinear facial models, to model detailed facial geometry. We formulate
it as a spacetime optimization problem by simultaneously reconstructing head poses and
large-scale facial geometry across the entire sequence. This, however, requires solving
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a challenging nonlinear optimization with a huge number of unknowns. We address the
challenge by developing a keyframe based optimization algorithm.
The third component is fine-scale detail recovery. Recovering dynamic geometric de-
tails such as wrinkles and folds is crucial for high-fidelity facial performance capture. We
have developed an efficient shape-from-shading algorithm that infers fine-scale geometric
details, the unknown incident lighting, and face albedo from the whole sequence of input
images. Our method assumes both lighting and face albedo are consistent throughout the
whole sequence. Starting from large-scale deformation results, we simultaneously com-
pute per-pixel normal map of each input image, unknown incident lighting, and face albedo
by minimizing the inconsistency between the rendered and observed image sequences. We
further reconstruct a per-pixel depth estimate from the reconstructed per-pixel normal map.
Again, we use keyframe based optimization to facilitate the reconstruction of fine-scale fa-
cial details.
The fourth component is iterative shape refinement. Large-scale facial geometry re-
constructed from sparse facial features often does not closely fit actual facial geometry
because of the lack of facial features in some facial regions such as cheeks. We address
the issue by iteratively refining large-scale facial geometry using the reconstructed per-
pixel normal map and then updating the per-pixel normal map with the refined large-scale
deformation.
We describe these components in detail in the following subsections.
3.3 Feature Detection and Non-rigid SfM
Our first challenge is how to reconstruct 3D facial feature locations from uncalibrated
monocular video sequences. This is achieved by detecting/tracking a sparse set of facial
features across the entire sequence using the framework proposed in the previous sec-
tion and performing non-rigid SfM on the tracked 2D features. The non-rigid structure
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from motion step aims to reconstruct 3D feature positions and unknown camera parame-
ters across the entire sequence, which requires solving a non-rigid structure from motion
problem. Our solution is based on a prior-free non-rigid structure from motion method
proposed by Dai et al. [48]. We choose their method because it is purely convex, very
easy to implement, and is guaranteed to converge to an optimal solution. By assuming a
weak perspective camera model, the non-rigid structure from motion process reconstructs
camera motion and non-rigid shapes through an SVD based factorization.
3.4 Reconstructing 3D Pose and Large-scale Deformation
This subsection describes our idea on how to reconstruct large-scale facial geometry
and 3D head poses from 2D feature locations obtained from Section 3.3. We formulate
this in a spacetime optimization framework and simultaneously reconstruct large-scale de-
formations and 3D head poses across the entire sequence. A direct estimate of large-scale
deformations and 3D head poses throughout the whole sequence is often time-consuming
and memory intensive. This problem motivates us to develop a keyframe based optimiza-
tion method to speed up the optimization process.
3.4.1 Representation and Formulation
We model large-scale facial deformation using multilinear facial models [39, 40]. The
large-scale facial deformation is parameterized using two low-dimensional vectors con-
trolling “identity” and “expression” variation. As a result, we can represent large-scale
facial geometry of the subject at any frame using
M = R(Cr×2mTid×3mTexp) + T, (3.1)
where M represents large-scale facial geometry of an unknown subject. And R and T
represent the global rotation and translation of the subject. Cr is the dimension-reduced
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core tensor, and mid and mexp are identity and expression parameters respectively. Our
multilinear model is constructed from FaceWarehouse [49], which contains face meshes
corresponding to 150 identities and 47 facial expressions. In our experiment, the numbers
of dimensions for the identity and expression parameters are set to 50 and 25.
We assume that the camera projection is weak perspective. The relationship between
a 2D facial feature pk and its corresponding large scale facial geometry model can be
described as follows:
pk = sR((Cr×2mTid×3mTexp)(k)) + t, (3.2)
where s is the scalar for the weak perspective projection and t represents the translation
components on the image space. Note that tz in T is dropped because of the weak per-
spective camera model assumption.
Our goal is to estimate a number of unknown parameters ({R, t, s,mid,mexp}j) across
the entire sequence j = 1, ..., N . Since the identity is the same throughout the whole
sequence, the parameters to be estimated in large-scale deformation reconstruction are
mid, {R, t, s,mexp}j, j = 1, ..., N .
We formulate large-scale deformation reconstruction in a spacetime optimization frame-
work by estimating all the parameters simultaneously, resulting in the following objective
function:
arg min
mid,{R,t,s,mexp}j=1,...,N
Efeature + w1Eid + w2Eexp + w3E
s
exp + w4E
s
pose, (3.3)
where the first term is the feature term that measures how well the reconstructed facial
geometry matches the observed facial features across the entire sequence. The second and
third terms are the prior terms used for regularizing the identity and expression parame-
ters, which are formulated as multivariate Gaussians. The fourth and fifth terms are the
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smoothness terms that penalize sudden changes of expressions and poses over time. In all
of our experiments, w1, w2, w3 and w4 are set to 0.05, 0.005, 0.05, and 50 respectively.
The feature term utilizes both the locations of 2D facial features from facial feature
detection and the 3D depth values of the reconstructed facial features obtained from non-
rigid structure from motion, resulting in the following objective Efeature.
Efeature = E2d + wdEdepth, (3.4)
where the first and second terms evaluate how well the reconstructed facial geometry
matches the observed 2D facial features and the 3D depth values of the reconstructed
facial features. The weight wd is experimentally set to 0.01.
3.4.2 Optimization
The direct estimate of large-scale facial geometry described in Equation 3.3 is chal-
lenging because it requires solving a complex nonlinear optimization problem with a huge
number of unknowns. We develop a keyframe based optimization algorithm to address
this challenge. Briefly, we first automatically select a number of key frames to represent
large-scale facial geometry across the entire sequence. The extracted key frames allow
us to divide the whole sequence into multiple subsequences. We then simultaneously es-
timate all the unknown parameters associated with all the key frames. Lastly, for each
subsequence, we keep the identity fixed and compute the unknowns across the entire sub-
sequence using the parameters reconstructed by keyframe optimization.
Keyframe extraction. Given 3D feature locations obtained from the non-rigid struc-
ture from motion, we aim to select a minimum set of frames in such a way that 3D feature
locations across the entire sequence can be accurately interpolated by 3D feature loca-
tions defined at key frames. We perform principle component analysis (PCA) on 3D face
shapes of the original sequence and obtain a PCA subspace for accurately representing
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Algorithm 2 Keyframe Extraction
Input: the N face shapes in a sequence V = {v1, ..., vN},and a tolerance threshold 
Output: indices of the minimum key frames K
1: set K = {1, ..., N} //initialized as the full set of video frames
2: while 1 do
3: for i = 1, ..., |K| do
4: evaluate the subspace angle SA(V{K}−i, V )
5: end for
6: j = argmin
i
SA(V{K}−i, V )
7: minError = SA(V{k}−j, V )
8: if minError <  then
9: K = {K} − j
10: else
11: break;
12: end if
13: end while
14: return K
3D face shapes at any frame. We adopt a greedy strategy to find the optimal solution,
initializing the key frame list with all frames in the original sequence and then incremen-
tally decreasing it by one until the difference between the original PCA subspace and the
new PCA subspace spanned by the remaining frames exceeds a user-specified threshold
. The difference between the two PCA subspaces is measured by principal angle [50]
and is experimentally set to 0.4. The details of our analysis algorithm are described in
Algorithm 2.
Keyframe reconstruction. Since the number of the key frames is usually small (11–16
in our experiments), we can estimate all the unknown parameters at key frames using the
objective function described in Equation 3.3. This can be efficiently solved by coordinate-
descent optimization techniques. Note that we initialize poses and camera parameters at
key frames using the reconstruction results obtained from the non-rigid structure from
motion.
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Keyframe interpolation. This step uses the reconstructed identity parameter as well
as the recovered parameters at key frames to compute the unknown parameters at interme-
diate frames. This can be formulated as a keyframe interpolation problem. Specifically,
given the reconstructed parameters at the starting and ending key frames, we estimate the
parameters at inbetween frames in such a way that it minimizes the objective function de-
scribed in Equation 3.3. During reconstruction, we assume the identity parameter is known
and fixed. We initialize the camera parameters and pose parameters using the results ob-
tained from the non-rigid structure from motion. The expression parameters are initialized
by tracking each subsequence in a sequential manner.
3.5 Fine-scale Detail Recovery
Dynamic facial details such as emerging or disappearing wrinkles are crucial for high-
fidelity facial performance capture. This subsection describes our idea on using shading
cues to add fine-scale surface details to large-scale deformation. Starting from large-scale
deformation results, we compute per-pixel depth values associated with each input image
as well as unknown incident lighting and face albedo by minimizing the inconsistency
between the “hypothesized” and “observed” images.
3.5.1 Representation
We cast the fine-scale detail recovery problem as an image irradiance equation [51]
with unknown lighting, albedo, and surface normals. We assume the face is a Lambertian
surface. We further assume both lighting and face albedo are consistent throughout the
whole sequence. The reflected radiance equation for a Lambertian surface is formulated
as follows:
I(x, y) = ρR = ρ
∫
max(l(ωi · n(x, y)), 0)dωi, (3.5)
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(a) (b) (c)
Figure 3.2: Reconstruction of detailed facial geometry, lighting and albedo. (a) the recon-
structed facial geometry overlaid on the original image; (b) and (c) show the reconstructed
albedo and lighting.
where I(x, y) represents the color of the pixel located at (x, y), ρ is the albedo map, and
the vector l indicates the lighting direction and intensity, the vector n is the normal at
the pixel located at (x, y), and ωi represents a subtend solid angle in 3D space. R is the
irradiance of the surface.
Normal map representation. The normal for each pixel is represented by spherical
coordinate (θ, φ), i.e., nx = sin θ cosφ, ny = cos θ cosφ, and nz = sinφ.
Lighting and albedo. We assume that the surface of the face is Lambertian with
albedo ρ(x, y). The albedo is represented as RGB values in texture space. We model
the light reflected by a Lambertian surface (referred to as the reflectance function) using
spherical harmonics [52]:
R(x, y) ≈
N∑
i=0
i∑
j=−i
lijαiY ij(x, y), (3.6)
where lij are the lighting coefficients of the harmonic expansion, αi are the factors that
depend only on the order i, and Y ij(x, y) are the surface spherical harmonic functions
evaluated at the surface normal. In practice, αi in the equation can often be omitted and
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the reflection function becomes
R(x, y) ≈ lTY (n(x, y)), (3.7)
with
Y (n (x, y)) = (1, nx, ny, nz, nxny, nxnz, nynz,
n2x − n2y, 3n2z − 1)T ,
(3.8)
where nx, ny, nz are the components of the surface normals n.
We now can synthesize an image based on the “hypothesized” lighting coefficients l,
albedo map ρ(x, y) and a per-pixel normal estimate n(x, y):
I(x, y) = lTρ(x, y)Y (n(x, y)). (3.9)
3.5.2 Objective Function
We adopt an analysis-by-synthesis strategy to reconstruct fine-scale facial geometry.
Specifically, we reconstruct optimal normal maps ni(x, y), i = 1, ..., N representing the
facial details, as well as unknown lighting coefficients l and albedo ρ(x, y) so that the
“hypothesized” image best matches the “observed” image. We formulate the problem as
an optimization problem, resulting in the following objective function:
arg min
ρ,l,{ni}i=1,...,N
w1Edata+w2Ealbedo + w3Ereg + w4Eintegrability. (3.10)
In all of our experiments, the weights w1, w2, w3 and w4 are set to 1, 10, 15, and 50
respectively. Note that we assume the lighting and albedo are consistent across the entire
sequence. Therefore, we can combine shading cues throughout the whole sequence to
model the unknown lighting coefficients and albedo.
The data fitting term, Edata, measures the inconsistency between the rendered and
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observed images at each frame:
Edata =
N∑
i=1
∥∥Ii − lTρY (ni(x, y))∥∥2. (3.11)
Similar to Kemelmacher-Shlizerman and Basri [1], we include the two regularization
terms to reduce the reconstruction ambiguity for the albedo and normal maps, resulting in
the second and third terms of the objective function:
Ealbedo = ‖∇2G(ρ)−∇2G(ρref )‖2,
Ereg = ‖∇2G(ni)−∇2G(ni,ref )‖2,
(3.12)
where Ealbedo and Ereg are the prior terms that are used to constrain the reconstructed
albedo and normal maps. The operator∇2G(x, y) = 1
2piσ4
(2−x2+y2
σ2
)e−
x2+y2
2σ2 represents the
Laplacian of Gaussian filter with standard deviation σ. In our experiment, we set a window
size 3 for the filter with σ equals 0.5. A texture map provided by FaceWarehouse [49] is
used as the reference albedo map ρref and the reference normal map ni,ref is initialized by
normal maps of the reconstructed large-scale facial geometry at each frame.
The integrability term, Eintegrability, is the integrability constraint described in Horn
and Brooks [53] to ensure that the reconstructed normals can generate an integrable sur-
face. Integrability is a fundamental mathematical property of smooth (C2) surfaces. It
restricts the independence of the surface normal so that
∂
∂y
(
nx
nz
) =
∂
∂x
(
ny
nz
). (3.13)
In our implementation, this constraint is formulated as:
Eintegrability =
∥∥∥∥ ∂∂y (nxnz )− ∂∂x(nynz )
∥∥∥∥2. (3.14)
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Depth recovery. We now discuss how to estimate the depth from the reconstructed
normal map. We represent depth information on image space. Given a pixel location
(x, y), the depth value of its corresponding surface point is represented as z(x, y). The
surface normal n(x, y) = [nx, ny, nz]T can be obtained from the depth values as follows:
n(x, y) =
1√
p2 + q2 + 1
(p, q,−1)T , (3.15)
where p(x, y) = ∂z/∂x and q(x, y) = ∂z/∂y.
We approximate p(x, y) and q(x, y) using forward differences by
p(x, y) = z(x+ 1, y)− z(x, y),
q(x, y) = z(x, y + 1)− z(x, y).
(3.16)
Combining Equation 3.15 and 3.16, we obtain the following linear constraints:
nzz(x+ 1, y)− nzz(x, y) = nx,
nzz(x, y + 1)− nzz(x, y) = ny.
(3.17)
Once the normal map is estimated, we can compute the corresponding depth estimate
by solving the following least-squares fitting problem:
arg min
zi
Enormal+wd1Edepth1 + wd2Edepth2. (3.18)
The first term, Enormal, evaluates how well the reconstructed depth map matches the esti-
mated normal map. We define the first term based on linear equations described in Equa-
tion 3.17.
The second term, Edepth1, is a Laplacian regularization term that preserves the geomet-
ric details in the reference mesh obtained from large-scale facial geometry reconstruction.
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We have
Edepth1 = ‖∇2G(zi)−∇2G(zi,ref )‖2. (3.19)
The last term, Edepth2, prevents the estimated depth zi from being away from the ref-
erence depth zi,ref . We have
Edepth2 = ‖zi − zi,ref‖2. (3.20)
We introduce this term because the reference depth maps, which are initialized by re-
sults obtained by large-scale deformation reconstruction, are already close to actual facial
geometry. This term is critical to estimating the absolute depth values of each pixel be-
cause neither the normal fitting term (Enormal) nor the Laplacian termEdepth1 can constrain
the absolute depth values. Besides, this term also provides the boundary constraints for
the reconstructed depth maps. In our experiments, we set the weights of boundary pixels
to a higher value (“10”) in order to stabilize the boundary pixels.
3.5.3 Fine-scale Geometry Optimization
Similar to large-scale deformation reconstruction, we adopt keyframe based optimiza-
tion for reconstructing fine-scale facial geometry. Specifically, we first estimate the light-
ing coefficients, albedo map, and depth maps at key frames by solving the optimiza-
tion problem described Section 3.5.2. We then use the estimated lighting coefficients and
albedo map to estimate the depth maps for the rest of the frames.
We use shading cues of all the key frames to estimate the unknown lighting coefficients
l and albedo map ρ. We initialize the normal maps using results obtained from large-scale
geometry reconstruction. The albedo map is initialized by the reference albedo map.
• Step 1: we estimate the spherical harmonic coefficients l by finding the coefficients
that best fit the current albedo and the current normal maps at all the key frames. This
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requires solving a highly over-constrained linear least-squares optimization with
only nine or four unknowns (see the objective function defined in Equation 3.11),
which can be solved simply using least-squares techniques.
• Step 2: we update the albedo map ρ(x, y) in texture space based on the estimated
lighting coefficients l and the current normal map. This requires optimizing an ob-
jective function including the two terms (Edata and Ealbedo). The objective function
contains a linear set of equations, in which the first set determines the albedo values,
and the second set smooths these values and can be optimized using linear system
solvers.
• Step 3: we solve for normal maps by using the estimated lighting coefficients l and
the updated albedo map ρ(x, y). This requires solving nonlinear optimization de-
scribed in Equation 3.10 except that we drop off the regularization term Ealbedo. We
analytically evaluate the Jacobian terms of the objective function and run a gradient-
based optimization with the Levenberg-Marquardt algorithm [54].
• Step 4: we solve for depth estimates at key frames by using the estimated normal
maps. This again requires solving a least-squares fitting problem described in Equa-
tion 3.18.
We repeat the procedure (Step 1, 2, and 3) iteratively, although in our experiments
two iterations seem to suffice. Note that the number of degrees of freedom for lighting
coefficients l can be either 4 or 9. We found similar results could be obtained by using the
first order and second order harmonic approximations, while the first order approximation
was more efficient. We thus use the first order approximation for light representation (i.e.,
the length of l is 4).
Given the estimated lighting coefficients l and albedo ρ, the normal maps for the rest of
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the sequence are estimated by solving the objective function described in Equation 3.10,
except that we drop off the prior term for albedo map (i.e., Ealbedo) and the optimization
is done for each single frame. Similar to Step 4, we apply least-squares techniques to
recover the depth maps from the reconstructed normal maps for the rest of the sequence.
Figure 3.2 shows the reconstructed geometry, albedo, and lighting for one frame of a test
sequence.
3.6 Iterative Shape Refinement
Large-scale facial geometry reconstructed from high-level facial features often does
not accurately match actual facial geometry because of the lack of facial features in some
regions such as cheeks. We address the issue by iteratively refining large-scale facial ge-
ometry using the per-pixel normal maps obtained from fine-scale detail recovery process.
In addition, we can further improve the accuracy of normal maps by using refined large-
scale facial geometry. The two steps are repeated for a few times (3 in our experiment)
to output the final reconstruction result. In the following, we focus the discussion on the
first step as the second step is the same as fine-scale detail recovery process described in
Section 3.5.
To refine large-scale facial geometry using per-pixel normal maps, we include an ex-
tra term, normalfitting term, into the objective function described in Equation 3.3. The
normalfitting term evaluates how well the normals of the refined large-scale geometry
match the normal maps obtained from fine-scale detail recovery process. This allows us
to refine large-scale facial geometry for the whole face region, especially the parts with-
out salient features such as cheeks. In practice, fine-scale facial details such as wrinkles
often dominate the normal fitting process because of large normal residuals. To address
the issue, we filter the normal maps obtained from fine-scale detail recovery process by
applying an exponential function to adjust the normal differences so that small differences
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Figure 3.3: Large-scale facial geometry refinement: (left) the input image; (middle) large-
scale facial geometry before the refinement; (right) large-scale facial geometry after the
refinement. Note that the nasolabial folds are lifted up with the constraint of fine-scale
normal map.
are preserved and large differences are marginalized. In our implementation, we solve
large-scale geometry refinement using Levenberg Marquardt optimization [54]. Note that
we keep 3D head poses fixed during the optimization and only the identity and expression
weights are refined. Figure 3.3 shows a side-by-side comparison between the original and
refined large-scale facial geometry.
Because depth maps estimated from each frame are view-dependent, fine-scale facial
details invisible to the camera are missing. The resulting depth maps are also difficult to be
integrated with large-scale facial geometry for facial rendering and manipulation. To ad-
dress the challenges, we bake fine-scale details (i.e., the difference between the estimated
depth map and large-scale facial geometry) into a displacement map. Briefly, we describe
each depth pixel as 3D points in a global coordinate system and project them onto the tex-
ture space of large-scale face mesh. Note that the texture map and the texture coordinates
of large-scale facial geometry are defined in advance by the artist. We generate the dis-
placement map by computing 3D offsets between the depth points and their corresponding
points on the large-scale facial geometry in the same texture space. We automatically fill
in missing displacement values by using Poisson image editing technique [55]. Therefore,
we can render the reconstructed facial performances using large-scale face mesh and its
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Figure 3.4: High-fidelity facial performance capture: from left to right, we show the input
image data, the reconstructed head poses and large-scale facial geometry, the reconstructed
high-fidelity facial geometry overlaid on the original image data, and the reconstructed
high-fidelity facial data.
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displacement map using GPU accelerated displacement mapping techniques [56].
3.7 Results and Applications
In this subsection, we first demonstrate the power and effectiveness of our system by
capturing a wide range of high-fidelity facial performances using our proposed system
(Section 3.7.1). We show our system achieves better results on video-based facial cap-
ture by comparing against alternative systems (Section 3.7.2). We quantitatively evaluate
the performance of our system on synthetic image data generated by high-fidelity 3D fa-
cial performance data captured by Huang and his colleagues [29] (Section 3.7.3). Finally,
we show novel applications of our reconstructed facial data in facial video editing (Sec-
tion 3.7.4).
3.7.1 Test on Real Data
We evaluate the performance of our system on video sequences of four different sub-
jects with lengths ranging from 344 (11s) to 846 frames (28s). Three of videos are down-
loaded from the Internet. All of the test videos have a resolution of 640× 360. Figure 3.4
shows some sample frames of our results.
3.7.2 Comparisons
We have evaluated the effectiveness of our system by comparing against alternative
techniques.
Comparison against Kemelmacher-Shlizerman and Basri [1]. Our fine-scale detail
reconstruction builds on the success of modeling fine-scale facial geometry from a sin-
gle image [1]. Figure 3.5 shows a side-by-side comparison between our method and their
method. The reference face template required by their work is based on the neutral expres-
sion mesh model of the subject. The same reference albedo is used in both methods. As
shown in Figure 3.5, our system produces more fine-scale facial details and obtain more
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Figure 3.5: Comparison against Kemelmacher-Shlizerman and Basri’s single image facial
reconstruction on real data. From left to right: input images, their results, and our results.
accurate geometry than theirs.
Comparison against Garrido et al. [2]. We compare our method against state of the
art in facial performance capture using monocular videos [42]. The resolution is 900×600
and the total number of frames is 538. We show a side-by-side visual comparison between
the two results. As shown in Figure 3.6, our method captures richer details and produces
better facial geometry than their method. Figure 3.6 also shows that our method is more
robust to large pose variations and produces more accurate facial reconstruction results for
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Figure 3.6: Comparisons against Garrido et al.’s facial reconstruction method on a monoc-
ular video. From left to right: input, their reconstruction results, and our results.
extreme head poses.
3.7.3 Evaluation on Synthetic Data
We evaluate the importance of key components of our system based on synthetic data
generated by high-fidelity facial data captured by Huang and colleagues [29]. The whole
test sequence consists of 300 frames with large variations of expressions and poses. We
use ground truth head poses, facial geometry and texture to synthesize a sequence of color
images. The resolution of image data is set to 640× 480.
The experiment is designed to show the importance of three key components of our fa-
cial reconstruction system: including “large-scale geometry and pose reconstruction” de-
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scribed in Section 3.4, “batch-based fine-scale geometry optimization” described in Sec-
tion 3.5, and “iterative shape refinement” described in Section 3.6. We test four differ-
ent methods on the synthetic data set. The four methods are noted as “Kemelmacher-
Shlizerman and Basri”, “Linear”, “Batch”, and “Our method” respectively. “Kemelmacher-
Shlizerman and Basri” [1] initializes the template mesh using the neutral expression model
of the subject and applies the least-squares algorithm to solve lighting coefficients, albedo,
and facial geometry in each frame separately. Similar to “Kemelmacher-Shlizerman and
Basri”, “Linear” method solves facial geometry, lighting coefficients, and albedo in each
frame separately. However, it improves “Kemelmacher-Shlizerman and Basri” by ini-
tializing the reference template model and poses using large-scale geometry and poses
obtained from Section 3.4. “Batch” method improves “Linear” method by assuming con-
sistent lighting and albedo across the entire sequence and solving the unknown lighting
coefficients, albedo and facial geometry based on shading cues throughout the whole se-
quence. “Our method” further improves the “Batch” method by running iterative shape
refinement described in Section 3.6.
Figure 3.7 shows average reconstruction errors for all methods. We evaluate the re-
construction accuracy by computing the average normal direction discrepancy between
ground truth normal maps and normal maps reconstructed from each method. As we can
see, the fitting error decreases as we gradually improve the method.
3.7.4 Applications
With detailed facial geometry, albedo, and illumination recovered from monocular
video sequences, our method allows users to easily edit the underlying geometry and
albedo of the face.
Albedo editing. Albedo editing allows the user to edit the albedo map in texture
space. Once the albedo map is edited, we can combine it with the reconstructed lighting
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Figure 3.7: Evaluation of key components of our system on synthetic image data.
coefficients and captured facial geometry to render a new sequence of images based on the
rendering equation described in Equation 3.9. We further replace the original video data
with the “synthesized” video data based on a user-specified mask. By solving Poisson
equations with boundary constraints at every frame, we seamlessly blend the rendered
image data with the original image data. Figure 3.8 (top) shows two sample frames of
albedo editing results, where we add a beard to the subject.
Large-scale facial geometry editing. We can edit the underlying large-scale facial
geometry data at any frame and use the modified facial geometry to edit facial video data
across the entire sequence. Figure 3.8 (bottom) shows a video editing result based on large-
scale face geometry editing. In this example, we modify the underlying facial geometry of
the subject under the neutral expression. We then transfer large-scale facial deformation of
the subject to the new subject (i.e., the edited face) via the deformation transfer technique
described by Sumner et al. [57]. Specifically, for every pixel in the image, we find the
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Figure 3.8: Albedo editing: adding a beard (top) and large-scale facial geometry editing
(bottom). At the bottom row, the left two images show the original and edited large-scale
facial geometry. The right two images show the original and edited image data.
corresponding point on the surface of the original facial geometry and project the 3D
offset between the original and edited facial geometry onto the image space to obtain the
corresponding image displacement. The per-pixel image displacement map is used to warp
the original image into a new image (i.e., the edited image). Note that the expressions of
the original subject are faithfully transferred to the new facial subject because our system
can accurately reconstruct a space-time coherent 3D face geometry.
Fine-scale facial editing. In Figure 3.9, we modify fine-scale facial details recon-
structed from the original video sequence to remove the wrinkles from the entire sequence.
For this purpose, we first smooth the displacement map of each frame with a low-pass filter.
We then use the edited facial geometry, as well as the reconstructed lighting coefficients
and albedo, to render a new sequence of images. At a final step, we paste the “rendered”
video data back to the original video data in the same way as albedo editing. Note that the
shading details caused by fine-scale geometric details are removed in the edited video se-
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Figure 3.9: Fine-scale geometric detail editing: wrinkle removal. The first column shows
the original facial geometry with fine geometric details and the edited geometry after re-
moving fine geometric details. The second and third columns show the video editing
results.
quence, while skin texture details and appearance variations corresponding to large-scale
facial deformations are well preserved.
3.8 Discussion
In this section, we have developed an end-to-end system that captures high-fidelity
facial performances from monocular videos. The key idea of our method is to utilize
automatically detected facial features and per-pixel shading cues, along with multilinear
facial models, to infer 3D head poses, large-scale facial deformation, and fine-scale facial
detail across the entire sequence. Our system is appealing for facial capture because it is
fully automatic, offers the lowest cost and a simplified setup, and can capture both large-
scale deformation and fine-scale facial detail. We have tested our system on monocular
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videos downloaded from the Internet, demonstrating its accuracy and robustness under a
variety of uncontrolled lighting conditions and overcoming significant shape differences
across individuals. We have explored novel applications of captured facial performance
data in facial video editing, including removing wrinkles, adding a beard, and modifying
underlying facial geometry.
(a) (b) (c)
Figure 3.10: Limitations: reconstruction artifacts caused by strong cast shadows, non-
Lambertian reflectance, and occlusions caused by glasses. (a) shows artifacts produced by
strong cast shadows around the right eye, the nostril and the lip region; (b) shows artifacts
due to non-Lambertian specular highlight on the forehead; (c) shows the reconstruction
result under significant occlusions caused by sun glasses.
The current system has a few limitations. First, it ignores cast shadows, which can be
created by the non-convex shapes on the face. Figure 3.10 (a) illustrates such a concern.
Fine-scale geometry is overfitted around the right eye, the nostril, and the lip region where
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strong cast shadows occur. Additionally, the current system assumes the face has Lamber-
tian reflectance. Human faces, however, are not exactly Lambertian since specularities can
be observed in certain face regions. For example, the specular highlight on forehead (Fig-
ure 3.10 (b)) produces an incorrect ridge on the reconstructed facial geometry. Finally, our
system cannot distinguish occlusions caused by facial hair, glasses, hands or other objects,
e.g., glasses shown in Figure 3.10 (c). Though fine-scale details are still recovered, arti-
facts are introduced due to the occlusions caused by sunglasses. In the future, we would
like to explore how to integrate shadow cues into the reconstruction framework and how
to extend the current framework to handle non-Lambertian facial reflectance.
The current system runs offline and requires the whole video sequence for reconstruc-
tion. Thus, it cannot be applied to realtime applications such as 3D facial performance
capture on a live video stream. Meanwhile, the movements of other facial components
such as eye gaze and tongue are missing. This is also a major limitation for most of the
current facial performance capture systems [58, 59, 60]. In next section, we refine the
2D facial feature tracking and large-scale facial deformation reconstruction component to
make it realtime, and complement it with a novel realtime eye gaze tracker to simultane-
ously track 3D head pose, facial expression, and 3D eye motion as well.
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4. REALTIME 3D FACIAL PERFORMANCE AND EYE GAZE ANIMATION
USING A SINGLE RGB CAMERA∗
In this section, we present a realtime 3D facial performance and eye gaze capture sys-
tem that simultaneously captures the coordinated movements of 3D eye gaze, head poses,
and facial expression deformation using a single RGB camera. We first refine the robust-
ness and efficiency large-scale facial reconstruction by introducing a local binary feature
(LBF) based facial feature detection/tracking method. A novel convex-hull based feature
selection constraint and a robust initialization method for tracking are proposed for a bet-
ter robustness. We then introduce a convolutional neural network based pose and shape
regression that reconstructs 3D head pose and expression as well as 2D facial features di-
rectly from the input face image. Finally, we complement the 3D facial performance cap-
ture component with an efficient 3D eye gaze tracker, which automatically and robustly
tracks the 3D eye gaze in the Maximum A Posterior (MAP) framework.
Our final performance capture system is robust and fully automatic, allowing for si-
multaneous capture of 3D head poses, large-scale facial deformation, and 3D eye gaze
in realtime using a single RGB camera. We have tested our system on both live video
streams and Internet videos, demonstrating its accuracy and robustness under a variety of
uncontrolled lighting conditions and overcoming significant differences of races, genders,
shapes, poses, and expressions across individuals.
4.1 Background
Our realtime facial performance system automatically tracks 3D eye gaze, 3D head
poses, and facial expression deformation using a monocular RGB camera. Therefore, we
∗Part of this section is reprinted with permission from “Realtime 3D eye gaze animation using a single RGB
camera" by C. Wang, F. Shi, S. Xia, and J. Chai, ACM Transactions on Graphics, vol. 35, no. 4, p. 118,
2016. DOI: 10.1145/2897824.2925947. Copyright 2016 by ACM, Inc.
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focus our discussion on methods and systems developed for acquiring 3D facial perfor-
mances and gaze motion.
4.1.1 Facial Performance Capture
Facial performance capture has a long history in computer graphics and vision. Various
methods have been proposed in film and game production such as marker-based motion
capture systems [27, 28, 29], marker-less facial capture that uses depth and/or color data
obtained from structured light systems [30, 31, 33], and multi-view stereo reconstruction
systems using RGB images from multiple cameras [34, 35, 36, 37]. Recent advance in 3D
depth sensing has enabled a number of facial performance capture techniques using RGBD
cameras [44, 45, 46, 61, 47]. Notably, Weise and colleagues [44] used RGBD image data
to construct a user-specific DEM in preprocessing and track facial expressions at runtime.
Most recently, Bouaziz and colleagues [45] and Li and colleagues [46] concurrently devel-
oped realtime monocular face trackers based on a runtime shape correction strategy for
combined color and depth data.
A more appealing solution for facial capture is to use a monocular RGB camera as
it offers the lowest cost and a simplified setup. These methods first locate facial land-
marks such as the nose tip and then use them to drive the 3D facial animation. Recent
advances for locating/tracking facial landmarks include constrained local model [62, 63]
and boosted regression [26, 64, 3]. In particular, Cao and his colleagues [26] proposed
an explicit two-level cascaded shape regressor for facial feature detection and Ren and
his colleagues [3] further refined the accuracy and efficiency of facial feature detector by
utilizing the locality principle and a local binary feature based shape regressor.
Cao and colleagues [40] extended the idea of cascaded shape regression [26] for 3D
facial capture. They trained a user-specific 3D shape regressor and then use it to track 3D
shape from 2D image sequences at runtime. Recently, they proposed a user-independent
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displacement dynamic expression regression that adaptively refines the camera matrix and
user identity during tracking [58]. Most recently, they further extended the idea to realtime
high-fidelity facial capture by adding a local user-specific detail regressor [59]. Besides
these online techniques, there are also offline systems that apply shape-from-shading to
capture detailed and dynamic 3D facial geometry [2].
Our convolutional neural network (CNN) based pose and shape regression is relevant
to methods on CNN-based face alignment and reconstruction. Sun et al. [65] and Fan
and Zhou [66] use CNNs for 2D landmark regression. However, they do not reconstruct
3D head pose or facial deformation. Most recently, Jourabloo and Liu [67] propose a
cascaded CNN regressor for face alignment through the 3D morphable model fitting. The
shape (identity and expression) and camera parameters are incrementally refined through
a set of CNNs. They extract patches around each facial landmark and compose them into
a single image as the input for CNN. Zhu et al. [68] propose to combine both RGB and
depth images for CNN regression. Our method is different from theirs. First, we propose
a novel 2D canonical texture space to represent images as the CNN input. The proposed
image space effectively represents the accurateness of the current shape estimation and
does not contain any discontinuities such as the boundaries of the patch composition [67].
Second, our method assumes the identity and camera intrinsics (such as focal length and
optical center) are known and regresses pose and expression for each frame. Thus, it
can be directly applied to video tracking. In contrast, their methods estimate identity
and camera parameters for each input image, which could bring inconsistency for video
tracking. Finally, we add an additional 2D displacement regression network that further
increases the accuracy of the 2D facial feature locations.
This section enhances facial performance capture by adding a realtime 3D eye gaze
tracker into the facial capture. This enhancement allows us to capture coordinated move-
ments between 3D head poses, facial expression, and eye gaze. It is worth mentioning
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that our framework is flexible and our eye gaze tracker can be integrated with any 3D fa-
cial capture system using RGB images, e.g., [36, 37, 45, 46, 59], to capture coordinated
movements between 3D head poses, facial deformation, and eye gaze.
4.1.2 Eye Gaze Tracking
Eye gaze tracking and eye detection have been an active research topic in the field of
human-computer interaction and computer vision for many decades. Previous methods
for eye detection and eye gaze tracking are mainly focused on 2D gaze detection and
tracking and can be classified into two categories: IR-illumination based approaches and
image-based approaches. The active IR illumination based approaches exploit the spectral
(reflective) properties called cornea reflection under IR illumination to efficiently detect
iris and pupil pixels, while the image-based approaches aim to detect or track eye gaze
based on the shapes and/or appearances of the human eyes.
Active IR based methods (e.g., [69]) is one of the most successful approach for eye
gaze capture. Due to the simplicity and effectiveness of the method, almost all the com-
mercial eye trackers are based on this technique. However, the IR based method is intrusive
because it requires users to wear a special glass or set up a dedicated IR device for gaze
capture. Additionally, unlike our method, it is often focused on 2D eye gaze capture alone
and is also not flexible for capturing 3D eye gaze in uncontrolled videos.
Traditional methods in image-based approaches can be further divided into three cat-
egories: template matching [70], appearance based methods [71, 72], and feature based
methods [73, 74]. However, those methods are often not robust enough to handle varia-
tions in lighting, subjects, head poses, and facial expressions. Recent efforts are mainly
focused on applying cascade shape regression [26] or deep learning methods for pupil cen-
ter detection. By adding two extra landmarks around the eye pupil center, those methods
can detect both facial feature locations and the center of the pupil in a single image. Our
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Figure 4.1: An overview of our realtime 3D facial performance and eye gaze capture
system.
goal is different from theirs because we focus on 3D facial performance capture with 3D
eye gaze rather than 2D facial feature detection and eye detection.
4.2 Overview
We aim to build a realtime facial performance capture system that robustly and accu-
rately tracks 3D eye gaze motion using a monocular RGB camera. The problem is chal-
lenging because head poses, facial expression deformation and eye gaze motion are often
coupled together. An accurate estimate of 3D eye gaze often requires an accurate estimate
of 3D head poses and facial deformation around both eyes. In addition, ambiguity caused
by the loss of depth information in the projection from 3D to 2D and unknown camera
parameters and lighting conditions further complicate the problem. To address the chal-
lenges, we propose an end-to-end facial performance system that simultaneously tracks
3D head poses, eye gaze and facial expression deformation using a single RGB camera.
We summarize the main components as follows (see Figure 4.1).
The first component is 2D facial feature detection and 3D facial performance recon-
struction. We start the process by automatically detecting and tracking important facial
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features such as the nose tip in monocular video sequences. We introduce a data-driven
3D facial reconstruction technique to reconstruct 3D head poses and large-scale expression
deformation using multilinear expression deformation models. As an alternative, a convo-
lutional neural network based pose and shape regression framework is also proposed.
The second component is pixel classification for iris and pupil and pupil center detec-
tion. We introduce a novel user-independent pixel classifier to automatically annotate iris
and pupil pixels in the eye region, which is bounded by detected facial landmarks in the
eye region. We further obtain the 2D location of the pupil center by applying the mean-
shift algorithm [21] to the classified iris and pupil pixels. We discuss how to extract the
outer contour of iris i.e., limbus to further improve the robustness and accuracy of our gaze
tracker.
The third component is automatic eyeball calibration. Tracking 3D eye gaze across an
entire video sequence requires not only modeling the geometry of 3D eyeball but also esti-
mating the location of the eyeball and the size of the iris and pupil region. We approximate
the geometry of the eyeball with a sphere of a particular radius (12.5mm), which corre-
sponds to the average radius of adult eyeballs. We introduce an eyeball calibration step,
which is automatically done at the beginning of each capture, to estimate the 3D location
of the eyeball and the size of the iris and pupil region.
The fourth component is eye gaze tracking. We represent the state of 3D eye gaze based
on the location of each pupil center on the surface of the eyeball sphere. We sequentially
update the state of the eye gaze based on the detected 2D pupil center, the outer contour of
iris i.e., limbus, and estimated 3D head poses. We formulate the problem in the Maximum
A Posteriori (MAP) framework and apply importance sampling to infer the most probable
state of eye gaze.
The last component is eye close detection. In practice, we have observed that the eye
gaze tracking algorithm often fails when eye blinks. This leads us to introduce a novel eye
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(a) (b) (c)
Figure 4.2: 2D facial feature tracking and 3D face reconstruction. (a) the input image; (b)
tracked 2D facial features; (c) reconstructed 3D pose and facial deformation without eye
gaze motion.
close detector to automatically detect whether the eye is open or closed. Once the eye is
closed, we disable the iris and pupil pixel classifier and gaze tracking and choose to predict
the state of the eye gaze using the results from the previous frame. In addition, we discuss
how to use eye gaze constraints embedded in training data to further improve the accuracy
and robustness of the system.
Note that the eye gaze capture part is done by our colleague Congyi Wang at Institute of
Computing Technology (Chinese Academy of Sciences). So we only briefly introduce the
eye gaze tracking part here and will describe our methods on realtime facial performance
reconstruction in detail in the following subsections.
4.3 2D Facial Feature Tracking and 3D Face Reconstruction
This subsection discusses how to reconstruct 3D head poses and facial expression de-
formation from an RGB video sequence which are critical to the 3D gaze tracker. We start
with 2D facial features detection/tracking (Figure 4.2 (b)) which builds on local binary fea-
ture (LBF) based regression [3]. We then reconstruct the 3D head poses and deformation
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(Figure 4.2 (c)) using the tracked 2D features.
4.3.1 2D Facial Feature Detection/Tracking
This step aims to detect and track 2D facial features from a monocular video. This task
is achieved by a local binary feature (LBF) based regression, which has been shown to out-
perform the cascaded regressors [26] in both accuracy and efficiency. Local binary feature
is a long 1D vector assembled by 1D binary features obtained at each landmark. Given this
vector, the facial shape S (i.e., a collection of 2D facial feature locations) is progressively
refined by estimating a shape increment ∆S stage-by-stage. The shape increment ∆St at
stage t is regressed using the input image and extracted local binary features using random
forests (Equation 4.1):
∆St = W tΦt(I, St−1), (4.1)
where W is a linear regression matrix, I is the input image, St−1 is the shape at the
previous stage, and Φt is the mapping function (random forests) which maps I and St−1 to
the local binary features. Specifically, Φ = {φ1, ..., φn}, where each φ is a random forest
for a particular facial landmark, and n is the number of facial features.
The local binary features are obtained in two steps. Given an image and the current 2D
shape, the first step is to use each local mapping function φi to extract a local binary vector
for feature i (Figure 4.3, first row). Then, all n local binary features are concatenated
together to form the final local binary feature vector (Figure 4.3, second row).
Though the LBF regressor in Ren et al. [3] is fast and robust, we found the result could
degenerate significantly for cases with extreme poses and low-quality images. We have
made two refinements in the training/prediction process.
First, we introduce a convex-hull based feature selection scheme that effectively avoids
selecting pixels at the background in the random forest training process. To train a ran-
67
Figure 4.3: The local binary features. Top row: random forest is used as local mapping
function for each feature and outputs a vector as local binary feature; bottom row: the
local binary feature for each facial feature is concatenated together as the final local binary
features.
dom forest for a particular landmark, we need to select most discriminative feature pairs
(giving rise to maximum variance reduction) for each node from a set of candidate feature
locations. These candidates are firstly sampled at a reference shape and then transferred
to each of the training samples through a similarity transform. Ren et al. [3] proposed to
select features at the local region of a landmark (Figure 4.4 (a)). At the beginning stage,
the shape could be inaccurate and the size of the local region is set to a large value to take
this into account and focus on large global shape variations. As the stage increases, the
size of the local region decreases for better subtle adjustments.
However, this method might select locations that are totally outside the facial region,
which could be random background. This is the case especially for the contour landmarks.
As a result, the landmark locations can be inaccurate when the input images contain ran-
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dom noise and/or a background that is different from those of the training images. To
address this issue, we refine the feature selection process by further constraining the sam-
ple locations to be inside the convex hull of the 2D feature points (Figure 4.4). Unreliable
feature locations at background can be effectively ignored. Note that this scheme is only
performed on the reference shape at the training stage. Once the good feature pairs are se-
lected, they will be directly used in the prediction. No further convex-hull check is needed
at the prediction stage.
(a) (b) (c)
Figure 4.4: Convex-hull based feature selection for random forest training. (a) the original
feature sampling process selects a local region within a certain radius around each land-
mark; (b) convex-hull of the facial features which is used to constrain the local region; (c)
our feature sampling process only selects the local regions inside the convex hull, thus the
unreliable regions at background are effectively excluded.
In addition, we refine the initialization step at the prediction stage for a better robust-
ness to pose variations. In the tracking process of Ren et al. [3], the initial shape S0 is set
as the mean-shape aligned to the previous landmark locations with a similarity transform.
However, our experiments indicate that this strategy might output inaccurate results for
faces with extreme poses. An alternative is to use the k nearest neighbors to the previous
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result as the initializations and take the mean/median of the results as the output. Though
this strategy does address the issue effectively, it might output less stable results as the
nearest neighbors are more sensitive to the shape changes. As a compromise, we combine
these two strategies to draw benefits from both ends. Specifically, given the landmark loca-
tions from the previous frame, we find the nearest neighbors and the aligned mean shape.
We then count the number of feature differences between the nearest neighbor and the
aligned mean shape which are larger than a threshold (1). If this number is no larger than
a given upper bound (2), we use the aligned mean shape as the initialization. Otherwise,
the k nearest neighbors (k = 3) are used. Our experiment shows that this idea is quite
effective to obtain both frame-frame smoothness and robustness to large pose variations.
1 and 2 are experimentally set to 15 pixels and 7 respectively.
Figure 4.5 shows the comparisons between our method and Ren et al. [3] which demon-
strates the effectiveness of the two refinements.
4.3.2 3D Facial Performance Reconstruction
We now describe how to reconstruct 3D facial deformations and head poses from the
tracked 2D locations.
Similar to our work on high-fidelity facial reconstruction in Section 3, we represent the
3D facial models using multilinear models [75, 40]. Specifically, we describe a 3D face
using two low-dimensional vectors controlling the identity and expression of the 3D face
respectively:
M = R(Cr×2mTid×3mTexp) + T, (4.2)
whereM represents large-scale facial geometry of an unknown subject, R and T represent
the global rotation and translation of the subject, Cr is the reduced core tensor, and mid
and mexp are identity and expression parameters respectively. Our multilinear model was
constructed from FaceWarehouse [49], which contains face meshes corresponding to 150
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(a) (b)
(c) (d)
Figure 4.5: Comparison against the original local binary feature based regression proposed
by Ren et al.. (a) & (c) are results from their method, and (b) & (d) are our results. The
top row shows the results on an image with a low quality, and the bottom row shows the
case with an extreme pose.
identities and 47 facial expressions. In our experiment, the numbers of dimensions for the
identity and expression parameters are set to 50 and 25.
By assuming an ideal pinhole camera model, the projected 2D features at image space
can be represented as:
pk = Q(R((Cr×2mTid×3mTexp)(k)) + T ), (4.3)
where Q = [f 0 u; 0 f v; 0 0 1] is the ideal pinhole projection matrix, (R, T ) is the 3D
rotation and translation, f is the focal length, and (u, v) is the principal point.
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The goal here is to minimize the difference between the detected 2D features and
the projected 2D features from the hypothesized face model. Similar to the large-scale
reconstruction in Section 3.4, extra prior and smoothness terms for expression and pose
are imposed. Note that the identity weight and focal length are only estimated at the start
of the video and then fixed for the remaining frames. We follow the same binary search
process in Cao et al. [40] to find the optimal focal length. The principle point (u, v) is set
to the center of the image. For the rest of the frames, the objective function is as follows:
arg min
mexp,R,T
Efeature + w1Eexp + w2E
s
exp + w3E
s
pose, (4.4)
where the first term Efeature =
∑
k
‖pk − sk‖2 is the feature term that measures how
well the reconstructed facial geometry matches the observed facial features. The second
term Eexp = (wexp − wexp)TΣ−1exp(wexp − wexp) is the prior term used for regularizing the
expression parameters, which is formulated as a multivariate Gaussian with mean wexp
and covariance matrix Σexp. The third and fourth terms (Eexp = ‖wexp,t − wexp,t−1‖2
and Epose = ‖poset − poset−1‖2) are the smoothness terms that penalize sudden changes
of expressions and poses over time. In all of our experiments, w1, w2 and w3 are set to
0.00001, 100, and 10 respectively.
The pose smoothness term constrains large rotation and translation changes between
frames:
Espose = w4E
s
rotation + w5E
s
translation, (4.5)
where w4 and w5 are set to 1 and 0.1 respectively.
The refined 2D feature detection and large-scale performance reconstruction compo-
nent runs in realtime (23ms/frame), which is tested on a PC with an Intel(R) Xeon(R)
CPU 3.3GHz and 16GB RAM. Note that the current implementation is based on CPU
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with no parallel optimization, and the performance can be further improved by using GPU
acceleration.
4.4 Convolutional Neural Network (CNN) Based 3D Pose and Expression Regres-
sion
We have achieved realtime 2D facial feature detection and large-scale facial deforma-
tion reconstruction. However, the two-step based process has the following limitations.
First, once the 2D facial feature detection/tracking fails, the 3D reconstruction step will
still try to fit the bad locations and output incorrect pose and facial deformation. Second,
the 3D reconstruction step only utilizes sparse 2D features as constraints and is vulnerable
to the 2D-3D ambiguities.
An ideal alternative is to use the pixel information of the entire face image to directly
infer pose and facial deformation. Meanwhile, recent advances [76, 65, 77] have shown
that convolutional neural network (CNN) is effective to extract the intrinsic image features
and correlation from the features to the output. This inspires us to present a CNN-based
facial performance tracking framework. The key idea is to use a cascaded CNNs to pro-
gressively refine the pose and expression parameters as well as the 2D feature locations.
In the following, we will first explain the representation of the facial deformation and
2D facial features and then describe the proposed framework in detail.
4.4.1 Representation
We use the multilinear model (Equation 4.2) to represent the facial deformation. We
represent 2D facial features by the projection of vertices and a 2D displacement vector
(Equation 4.6). Note that the direct projection of pre-selected vertices can be inconsistent
with the 2D feature locations. For example, the eye brows of different people can be either
thin or thick, but the pre-selected 3D eye brow vertices only form a fixed size. Thus, it is
necessary to complement the vertex projections with a 2D displacement vector for accurate
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Figure 4.6: The framework of our Convolutional Neural Network (CNN)-based pose and
expression regression. Given an input image and initial pose and expression parameters,
we progressively refine the pose and expression parameter using the CNN cascades. At a
final step, an additional CNN is used for regressing 2D displacements which are added to
the projected vertex locations to get the final 2D locations.
landmark locations.
pk = Q(R((Cr×2mTid×3mTexp)(k)) + T ) + dk, (4.6)
where D = {d1, , dN} is a 2D displacement vector that added to the projected vertex loca-
tions. It is calculated as the difference between the groundtruth 2D feature locations and
the projected vertex locations. To make it scale and rotation invariant, the displacement
vector is normalized by a similarity transform that aligns the projected vertex locations to
the mean shape. Thus, the unknown parameters for a frame can be summarized as:
{f, u, v,mid, H,D}, (4.7)
where f is the camera focal length, (u, v) is the optical center, mid is the identity weight,
and H = {R, T,mexp} represents the pose and expression weights for a given frame.
Since the identity and camera intrinsic parameters (focal length and optical center) are
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Figure 4.7: The net structure used in the CNN cascades. The output can be either a
31-dimentional pose and expression vector (3D Euler angle, 3D translation, and 25D ex-
pression weight) or a 146-dimentional 2D displacement vector (2D displacements for 73
facial feature points).
usually fixed for a video, we can pre-estimate them and assume they are known. Our task
is then to infer the 3D head pose, expression H , and 2D displacements D from each video
frame.
4.4.2 Cascaded Pose and Expression Regression Using CNN
We propose a CNN-based regression framework to infer pose, expression, and 2D fea-
ture locations from video frames. Given an input image and initial pose and expression
parameters, we first extract a 2D texture in a canonical space, and feed it into the CNN.
The CNN then outputs an increment for the pose and expression parameters. This pro-
cess iterates a few times (3 in our framework) and the pose and expression parameters are
progressively refined. At a final step, an additional CNN is used for regressing 2D dis-
placements, which are added to the projected vertex locations to get the final 2D locations
(Equation 4.8). The whole framework is summarized in Figure 4.6.
∆H t = CNNtH(I, f, wid;H
t−1),
D = CNND(I, f, wid, H).
(4.8)
The net structure used in the CNN cascades is shown in Figure 4.7. It takes an image
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as input and outputs the increment of pose and expression parameters or the 2D displace-
ments. The network consists of a set of convolutional layers, max-pooling (subsampling)
layers, and fully connected layers. The rectified linear unit (ReLU) [78] is used as the ac-
tivation function. The input image size is set to 39, 55, and 55 for the pose and expression
regression, and 79 for the 2D displacements regression. We begin with a small image to
let the net focus on global adjustment and then use larger images for detailed adjustments.
We use Euclidean distance as the loss function, which minimizes the difference between
net prediction and the shape increment ∆H or 2D displacement vector D.
(a) (b) (c)
Figure 4.8: Obtaining 2D texture at the canonical space. (a) the mean 2D shape (green)
and augmented boundary points (blue); (b) the current projected 2D features (green) and
the aligned boundary points (blue); (c) the obtained 2D texture using piecewise affine
warping.
Canonical 2D texture space. One major challenge for CNN-based regression is how
to effectively represent the accurateness of current estimate (pose and expression param-
eters or 2D displacements in our case) in the input format of the CNN: an image. The
representation should have three properties. First, one should be able to tell from the im-
age that what adjustments are needed such as a rotation change. Second, the representation
should have internal correspondence for face shapes with different scales, locations, rota-
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tions, and expressions, which ensures the features learned by CNN are robust and invariant
to those changes. Finally, the representation should contain as complete facial pixels as
possible, including both the internal face components and the contour region.
We propose a canonical 2D texture space for image representation. Specifically, we
use a mean 2D shape of all training data Smean as a reference shape. We further augment
eight boundary points (Figure 4.8 (a)). Given an input image and current shape estimate,
we first synthesize the 3D model and project corresponding vertices to image space to
get a 2D shape using Equation 4.3. We then estimate a similarity transformation from the
current shape Scur to the mean shape:
arg min
R,l,t
∑
k
‖sk,mean − (lRsk,cur + t)‖2, (4.9)
where R, l, t are the 2D rotation, scaling and translation respectively. The eight boundary
points are then transferred to current image (Figure 4.8 (b)) using the inverse of the simi-
larity transformation. Finally, we perform piecewise affine warping [5] to warp the current
image I to the canonical space C (Figure 4.8 (c)). Briefly, we first apply Delaunay trian-
gularization to the augmented meanshape. For every pixel x in the canonical 2D space, we
first find the triangle it lies in and estimate affine transformation A from the meanshape to
current shape for this triangle. We then obtain the pixel intensity throughC(x) = I(A(x)).
The warped image C is then used as the input to the CNN. This representation meets all
three properties and ensures the effectiveness of CNN.
4.4.3 Results
We have collected 14897 images from labeled faces in the wild (LFW) [79], FaceWare-
house [49], and the Internet. We manually label and refine the 2D feature locations, and
then use the reconstruction method described in Section 4.3.2 to build the 3D models. We
randomly select 13408 images as the training images, and the remaining 1489 images are
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(a) (b) (c) (d) (e)
Figure 4.9: Visualization of the CNN-based pose and shape regression process. (a) the
initial pose and expression, vertex projections, and the 2D texture; (b)-(d) the intermediate
results of the pose and expression regression cascades; (e) the 2D feature locations with
the regressed 2D displacements added.
used for testing. We then obtain the initializations for each image by replacing its pose
and expression parameters with 25 randomly selected ones from other images. Thus, we
have total 335k samples for training and 37k samples for testing.
Figure 4.9 visualizes the entire process of the CNN-based regression. Figure 4.10
shows some test results of the framework. As we can see, the proposed method produces
accurate results and is robust to bad initializations. Figure 4.12 shows the 2D landmark
error curves of the projected facial features after the pose and expression iterations and the
final 2D locations after adding the 2D displacement vectors. The errors are normalized by
the inter-ocular distance (i.e., the distance between the two pupils). As shown in the figure,
the 2D displacement regression effectively refines the 2D feature locations. The total time
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Figure 4.10: Example test results of our framework. The first two rows show the initializa-
tion pose and expression and corresponding vertex projections. The third and fourth row
show the pose and expression regression results and corresponding vertex projections. The
fifth row shows the 2D landmarks after the final round of 2D displacements regression.
cost is 33 ms/frame based on our Matlab implementation which could be more efficient if
implemented in C++ with GPU acceleration.
Finally, we have tested the proposed method on monocular videos and compared it
with our method described in Section 4.3. Note that, for a fair comparison, the LBF-
based regression model is also updated using the same training database. To apply the
framework to video tracking, we first estimate the camera intrinsic parameters and iden-
tity weight from the first face frame using the method in Section 4.3. We then use the
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(a) (b) (c) (d)
Figure 4.11: Video reconstruction results. (a)&(b) are results from the method described
in Section 4.3, and (c)&(d) are obtained by the proposed CNN-based regression.
proposed framework to regress the pose and expression parameters as well as 2D feature
locations for the rest of the frames. The pose is initialized using the previous result, and
the expression weight is initialized using the nearest neighbor in the training database.
The results (Figure 4.11) show that the CNN-based regression produces more expressive
facial deformation, especially for the mouth region. The pose and expression fit the input
face images better as the CNN cascades make full use of the image information instead of
the sparse 2D features. On the other hand, the 2D landmark locations such as the contour
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Figure 4.12: 2D landmark error curves measured on test data. The red curve shows the
result after pose and expression iterations, and green curve shows the result after 2D dis-
placements regression. The CNN for 2D displacements regression effectively improves
the 2D landmark accuracy.
region could be further improved. We believe the 2D feature accuracy improvement can
be achieved with deeper net structures which we will explore in the future.
4.5 Results and Applications
We have complemented the facial performance reconstruction component introduced
in Section 4.3 with the proposed eye gaze tracker [80] and achieved realtime facial per-
formance and 3D eye gaze capture. We demonstrate the power of our system on a large
number of video sequences, including live video streams captured by a web camera and
monocular video sequences downloaded from the Internet. Additionally, we have eval-
uated the effectiveness and accuracy of our system by comparing it against alternative
methods. Table 4.1 reports computational time costs for each key component of our eye
gaze tracker. Our system achieves realtime performance and runs at a frame rate of about
27 frames per second (fps). All our experiments were tested on a PC with Intel(R) Xeon(R)
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CPU 3.3GHz, 16GB RAM, and NVIDIA GTX 780 graphics card.
Components Timings(ms)
Expression reconstruction 23
Observation extraction 5
Eye gaze tracking 8.3
Failure detection 0.3
Total 36.6
Table 4.1: Computational cost of each key component of our system.
4.5.1 Test on Real Data
We have tested the effectiveness of our facial performance and eye gaze tracker on
different subjects. In the online testing, we use a web camera with resolution 800 ×
600. The result shows that the system can track the facial performance and eye gaze
very robustly and accurately, even under fast eye gaze rolling, large head poses, facial
expressions variations, and differences across individuals. Our system is also robust to
large lighting changes as well as possible camera blur (Figure 4.13). In addition, we have
shown that the system can successfully track the eye gaze and facial expressions for eight
video clips, of which six are downloaded from the Internet and the rest are recorded by a
common camera (Figure 4.14).
4.5.2 Comparison against Regression-based Method
In this subsection, we evaluate the effectiveness and accuracy of our system by com-
paring against the state-of-the-art 2D facial feature detection/tracking system Face++ [81].
Face++ is a commercial facial landmark tracker developed by Megvii Technology Co.,Ltd.
It is trained using the deep neural network model on a large set of labeled face images,
and achieves highly accurate and robust performance for the facial landmark detection
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Figure 4.13: Live demo of our system. Our system is robust and accurate even under
significant lighting variations and extreme pose changes.
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(a) (b) (c)
Figure 4.14: Our system is robust to pose and expression variations, difference across
individuals, and partial occlusions. (a) the input video frame; (b) the tracked 2D facial
features (green) and iris and pupil pixels (red); (c) the reconstruction results with 3D eye
gaze.
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tasks [82]. The company provides free API of facial landmark detection, which we used to
test on a dataset to compare the accuracy on 2D pupil centers. Note that their method only
focuses on the 2D facial landmark detection/tracking and only 2D pupil center is obtained,
whereas our method can output 3D facial deformation and eye gaze motion.
(a) (b) (c) (d)
Figure 4.15: Comparison against Face++ landmark detector. (a) the input images; (b)
the ground truth; (c) the eye gaze results of our method; (d) the eye gaze motion fitted
by using the 2D pupil centers output by Face++ and our reconstructed 3D head pose and
facial deformation.
The comparison is evaluated on eight video clips, which contain subjects of different
races under various poses and lighting conditions (Figure 4.16). The image frames with
closed eyes were excluded for evaluation because ground truth data for those frames are
hard to obtain. We manually labeled the 2D pupil centers for the remaining image frames
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4.16: The quantitative evaluation of our algorithm and comparison against Face++.
Note that only 2D pupil center locations are compared as Face++ does not reconstruct 3D
eye gaze motion.
to get ground truth data for comparison. As suggested by BioID [83], the error metric is
defined as follows:
E =
max(‖pl − p′l‖, ‖pr − p′r‖)
‖p′l − p′r‖ , (4.10)
where pl and pr are the centers of the left and right pupils obtained by the algorithm
respectively. And p′l and p′r are corresponding ground truth data. Figure 4.16 shows that
our method obtains steeper error distribution curve than Face++ in almost all the video
clips, which demonstrates that our method is more robust and accurate than Face++.
Figure 4.15 shows some example results for comparisons. Note that Face++ does not
track 3D eye gaze, head pose, or facial deformation. For visualization purpose, we back
project the 2D pupil centers outputted by Face++ in 3D using the results we obtained in
Section 4.3. The possible reason for our low error is that the eye gaze motion is loosely
coupled with facial deformation, and tracking the eyeball motion sequentially after the
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facial deformation reconstruction makes more sense than considering them as a whole.
4.5.3 Applications
With the tracked 3D head pose, facial deformation, and eye gaze, our system can
easily retarget the 3D facial performance to a virtual avatar, capture eye gaze in realtime,
and visualize the eye gaze with edited iris and pupil texture to generate appealing special
effects at the iris and pupil region.
Figure 4.17: Realtime eye gaze capture (top row) and eye gaze visualization (bottom row).
Top row: the user is asked to watch a video in front of a camera and the focus locations
on screen space are visualized using heatmap; bottom row: since we calibrated the eyeball
center and the size of the iris and pupil region, we can edit the iris and pupil appearance
by applying a new iris and pupil texture, projecting it to image plane and blending it with
the original image.
Facial and eye gaze retargeting. Given the facial expression parameters as well as the
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eye gaze states of both eyes, we can easily retarget the tracked motion to a virtual avatar.
Specifically, we first fit the identity parameters and calibrate the eyeball center and the
size of iris and pupil region for a given avatar. Note that the eyeball information can also
be provided by the artist. Next, with the known identity parameters and eyeball model,
we can directly transfer the expression parameters, pose as well as the pupil centers (φ,
θ) from the source, and drive the avatar to perform similar expression, pose, and eye gaze
motion at runtime.
Realtime eye gaze capture. With the reconstructed head orientations and tracked
gaze states, we can locate the eye gaze points (fixations) in screen space at runtime and
visualize them using the heatmap. The eye gaze analysis is widely used in the study of
human psychology and sociology. To start the process, we calibrate a linear transformation
between the camera image plane and the screen plane by asking the user to focus on some
pre-defined known screen locations (e.g., left top, middle top, right top, etc.) and solving a
least-squares problem. After calibration, we can map the eye gaze points from the image
plane to the screen space. We then assign gaussian weights to the corresponding screen
region. We also set a timer for each pixel to cool down the old focus locations. Figure 4.5.3
shows the realtime eye gaze capture using the heatmap in which the user is tracking a
running cat.
Eye gaze visualization. One unique feature of our system is that it not only captures
eye gaze motion but also calibrates the eyeball center and the size of iris and pupil region.
Thus, we are able to obtain the exact iris and pupil regions in each video frame by pro-
jecting the eyeball onto the image plane using a binary texture. In this application, the iris
and pupil appearance is edited by applying a new iris and pupil texture, projecting it to
the image plane, and blending the projected texture with the original image (Figure 4.5.3).
Note that this process is fully automatic and no manual refinement is needed. Though the
performance has large pose and eye gaze variations as well as frequent eye blinkings, the
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results are continuous and natural, which clearly demonstrates the accuracy and robustness
of our system.
4.6 Discussion
In this section, we demonstrate an end-to-end realtime system that captures the coor-
dinated movements of 3D head poses, facial expression deformation, and eye gaze using
a monocular video camera. We improve the efficiency and accuracy of 3D facial tracker
by introducing a local binary feature based 2D landmark regression and a novel convolu-
tional neural network based pose and expression regression, and enhance it by adding a 3D
eye gaze tracker that automatically and robustly tracks the 3D eye gaze in the Maximum
A Posterior (MAP) framework. Our system is appealing for facial and eye gaze capture
because it is fully automatic, runs in realtime, and offers the lowest cost and a simplified
setup. We have tested our system on both live video streams and Internet videos demon-
strating its accuracy and robustness under a variety of uncontrolled lighting conditions
and overcoming significant differences of races, genders, shapes, poses, and expressions
across individuals.
The current system has a few limitations. First, the eye gaze tracking could fail to
detect the 2D pupil center locations when the subject performs some peculiar eye gaze
motion such as rolling white eyes. Note that the system could still output visually natural
eye gaze motion with the failure detection handling component. Additionally, as a video-
based technique, our system will fail to track the facial performance and eye gaze if many
of the facial features cannot be observed in the video frames. Finally, the reconstructed
3D facial mesh does not contain fine geometric details. If required, one could combine our
eye gaze tracking algorithm with the techniques proposed by Cao et al. [59] for realtime
high-fidelity facial and eye gaze animation.
The CNN-based pose and expression regression proposed in Section 4.4 is an appeal-
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ing alternative for facial performance capture using monocular videos. It takes the entire
face image instead of sparse 2D facial features as input and obtains 3D head pose and
expression as well as 2D facial features in a single step. Experiments show the proposed
method is accurate and robust to bad initializations. Comparing with our two-step recon-
struction (Section 4.3.2), it produces more expressive facial deformation, especially for the
mouth region. In the future, we will explore more net structures for a better accuracy and
combine the proposed method with our eye gaze tracking framework.
We will also add more training images to obtain a more robust iris and pupil classifier.
Moreover, we are particularly interested in using our captured facial and eye gaze data for
further study. For example, we can combine the captured 3D facial deformation and eye
gaze with the audio signal in the video, and study the relation between them similar to Liu
et al. [84]. We can then build the statistical model to leverage visual and audio signals for
a more natural and robust facial and eye gaze performance capture.
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5. CONCLUSIONS AND FUTURE WORK
Capturing high-quality facial performance for common users using a single video cam-
era is challenging but will have broad impacts for many fields such as movies, games,
human computer interaction, and virtual/augmented reality. In this dissertation, we have
introduced a set of novel algorithms and systems for video-based facial performance cap-
ture and animation, covering different aspects of the output such as 2D facial features, 3D
large-scale facial deformation, and fine-scale facial details. A realtime facial performance
reconstruction/tracking module is presented and complemented with an efficient 3D eye
gaze tracker to achieve realtime 3D eye gaze tracking.
In Section 2, we propose an accurate and robust facial feature detection/tracking al-
gorithm that quickly and accurately locates facial features from video frames and applied
this method to RGBD images obtained by a Kinect camera. The key idea is to combine
the advantages of local detection, AAMs, and temporal coherence. At one end, local fea-
ture detectors can robustly infer the locations of facial features in single images but often
with less accurate and unstable results. At the other end, facial registration using AAMs
can achieve sub-pixel accuracy but is often sensitive to the initialization due to the gradi-
ent descent optimization. We combine both techniques into a Lucas-Kanade registration
framework to enjoy benefits at both ends. We further improve the robustness and accuracy
by incorporating the temporal coherence. One limitation is the gradient based optimization
leaves little time budget for advanced applications based on it.
Section 3 describes an end-to-end system that captures high-fidelity facial performances
from monocular videos. The key idea is to utilize the detected facial features and per-pixel
shading cues, along with multilinear facial models, to infer 3D head poses, large-scale
facial deformation, and fine-scale facial detail across the entire sequence. One challenge
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for this work is the lack of discernible features on most facial regions such as cheeks. It
is possible that the reconstructed large-scale deformation based on the sparse tracked 2D
facial features does not fit the real facial geometry well. We propose to iterate the recon-
struction process on large-scale facial deformation and fine-scale facial details to further
use the per-pixel shading cues to refine the facial geometry. The final system is robust
and fully automatic and captures both large-scale facial deformation and fine-scale facial
details from monocular videos. However, it requires extracting key frames from the entire
video and cannot be applied to realtime applications.
In Section 4, we overcome the two limitations mentioned above and present a realtime
facial performance capture system that simultaneously captures 3D head poses, large-scale
facial deformation, and 3D eye gaze using a single RGB camera. We first refine the ac-
curacy and robustness of the 2D feature tracking and 3D large-scale facial reconstruction
component and improve its efficiency to 43 fps. We then present a convolutional neural
network based pose and shape regression framework which is an appealing alternative to
this component. Finally, we complement the component with an efficient 3D eye gaze
tracker that utilizes both per-frame observation and temporal coherence and achieve 3D
eye gaze animation in realtime. The system is applicable to common users that have a
video camera and has direct applications such as realtime facial animation, screen-space
eye gaze capture, and video editing. It also has the potential to be used to track facial
performance and eye gaze for head-mounted VR display.
Though the aforementioned systems have achieved our goal mentioned in the begin-
ning of this dissertation, which is to reconstruct 3D facial performances from monocular
videos (e.g., Internet videos) automatically and efficiently, there are still many fields worth
more exploration. First, the expression ability of the 3D shape is limited to the database
we use for building the multilinear model. The current database [49] contains 150 identi-
ties and the majority are Asian descent. Increasing the database to include more variety of
92
identities and expressions will improve the reconstruction accuracy.
Another immediate future work is to refine the CNN-based pose and expression regres-
sion method proposed in Section 4 and integrate it with our eye gaze tracking framework.
We can also refine the 3D training data with manual adjustments and explore and evaluate
more net structures for better regression accuracy. It is also worth exploring using CNN to
estimate 3D eye gaze from the input eye image. The whole system is expected to deliver
better facial deformation and more accurate 3D eye gaze and is more efficient.
Our facial performance capture system can be further extended to capture facial and
eye movements for people wearing a head-mounted display. The key challenge here is
only partial face is visible. One way to address it is to use the autoencoder neural network
to recover the image of the occluded facial region. Additional camera inside the display
could also be used to capture eye movement. Another possible solution is to use CNN to
infer the entire facial expression directly from the observed mouth region. The result can
be combined into our facial capture system as a prior.
In Section 3 and Section 4, our target scenario is uncontrolled Internet videos. How-
ever, the recovered identity and corresponding expression basis could be inaccurate be-
cause the videos might not cover all possible facial deformations of the user. Thus, an-
other future direction is to reconstruct person-specific high-fidelity blendshapes from a
video sequence that is specially taken with representative facial expressions or a large
enough photo gallery of the subject. We first recover large-scale facial geometry from the
video/image gallery. The shading information can then be used to refine the large-scale
geometry similar to the process in Section 3.6. Additionally, we can add deformation gra-
dients to represent the out-of-space model adjustments. The reconstructed high-fidelity
blendshapes can then be used for facial animation and video editing. This is an impor-
tant problem because it has the potential to compete with the process of acquiring person-
specific blendshapes in the movie industry, which usually requires the actor wearing mark-
93
ers sitting still in front of special equipment such as a large camera array.
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