Abstract-Hybrid companding delta modulation (HCDM) is known to be superior in performance to other instantaneous or syllabic companding delta modulation systems [l]. To improve its performance or to reduce the bit rate further in coding speech, we propose to. use a variable-rate sampling scheme in the HCDM system. The proposed system employs several different sampling rates but transmits the output binary signal at a fixed rate using a buffer. By using the variable-rate scheme, one can improve its performance by 3 to 4 dB in signal-to-quantization noise ratio (SQNR) over the fixedrate HCDM. Detailed algorithm and computer simulation results are presented. Buffer behavior and its control are also discussed. In addition, it is shown that the performance gain of a DM system with variable-rate sampling depends on the degree of variation of the input signal.
D I. INTRODUCTION
ELTA modulation (DM) is one of the most effective digital speech coding methods in the range of 16-32 kbits/s. The simplest form of DM is linear delta modulation (LDM) which has a fixed quantizer. Because the fixed quantizer yields narrow dynamic range, LDM has rarely been used for speech coding. By contrast, adaptive delta modulation (ADM) that uses a quantizer adaptive to input signal variation can yield large dynamic range, and therefore may be used as an alternative waveform coder to pulse code modulation (PCM). ADM systems can be classified largely into three categories according to the step size companding method used: syllabic, instantaneous, and hybrid companding DM'S. In a syllabic companding DM, the quantizer step size is varied rather slowly at the syllabic rate (5-20 ms) in response to input signal variation. A typical example is the continuously variable slope delta modulation (CVSD) [2] . In an instantaneous companding DM the step size is adjusted at each sampling time. Examples of this type are constant factor DM (CFDM) [3] and high information DM [4] . The hybrid companding DM (HCDM) employs both syllabic and instantaneous companding schemes. An example is the HCDM system developed by Un et al. [5] . Recently, a performance comparison of those three types of DM systems has been made [ l ] . According to this study, the HCDM is superior in performance to the other two types regardless of channel conditions. It has been recognized by many researchers that most of medium rate (9.6-24 kbits/s) speech coders developed to date do not yield satisfactory quality or are too complex for economic hardware realization. Accordingly, development of a speech waveform coder that has modest system complexity but gives good speech quality, particularly at 16 kbits/s, is very much desirable. To this end we propose t o use a variable sampling rate scheme in the HCDM system. By using this method one can improve its performance by 3 to 4 dB of signal-to-quantization noise ratio (SQNR) or can reduce the transmission rate significantly at the expense of a modest increase of system complexity.
Several researchers have studied variable-rate speech coding systems [6] - [8] . Recently, Dubnowski and Crochiere investigated the advantages of variable rate coding of speech [ 7 ] .
As a practical example they studied a variable rate adaptive differential PCM (ADPCM) system. LoCicero and Prezas investigated the use of a variable sampling scheme in the ADM system of Song et al. [8] . Our approach used in the proposed system is similar in concept to LoCicero and Prezas, but detailed implementations are different. Several new results related to the performance of the system will be presented. Following this Introduction, we describe the variable sampling rate HCDM (VSHCDM) system in Section 11. In Section I11 we present computer simulation results for the performance of the system at various conditions. In Section IV we discuss various issues related with the system. In the Appendix we show, theoretically, the advantage of a variable sampling rate DM over a fixed rate DM for coding a nonstationary signal such as speech.
ALGORITHM OF VSHCDM
In the variable sampling rate HCDM system, rather than using a fixed sampling rate, we use several different sampling rates. The choice of a particular sampling rate can be made based on the short term variance or the slope energy of the input signal which may be estimated directly from the input signal in a feedforward mode or indirectly from the predicted signal in a feedback mode. A buffer is used to transmit the output binary signal synchronously at a fixed rate.
A block diagram of VSHCDM with feedback estimation of slope energy is shown in Fig. 1 . We shall refer to this system as FB-VSHCDM. The transmitter may be divided into four main parts: the HCDM encoder, a coder buffer, a sampling rate decision circuit, and a buffer control circuit. The receiver is the same as the feedback portion of the transmitter.
The HCDM encoder shown in Fig. 2 is the same as the conventional HCDM encoding system [SI. This system employs both syllabic and instantaneous companding schemes in varying the quantizer step size. The former is used to update the long term basic step size of the quantizer according to input signal variation, and the latter is used for changing the step where p is the inverse of a leakage time constant of the prediction loop; A i is the step size of the nth sampling instant; k , which depends on the present and two previous bits is a multiplication factor determined by the logic rule shown in Table I ; and A is the basic step size that is obtained from the input signal slope energy estimate E computed with the predicted signal over every 5 ms interval. Details of the conventional HCDM including performance analysis may be found in In addition to companding the quantizer, the FB-VSHCDM system employs a variable sampling rate that is changed according to variation of the input signal slope estimate. Since the slope energy estimate E is calculated for companding the quantizer syllabically, the same estimate E may be used for sampling rate change, thus requiring no additional computations. In varying the sampling rate, when the average slope energy Ei of the ith input speech segment is large, the sampling rate f,i for the ith segment is increased; and when Ei is small, f S i is decreased. In our system we use one of four different sampling frequencies as follows:
where E l , E , , and E3 are threshold values. Also, we studied a system with three sampling frequencies (8, 16, and 24 kHz). In this case only two threshold values are required. These sampling rates which are common factors of 48 kHz have been selected for a system with the transmission rate of 16 kbits/s. Note that in this system the transmission rate is synchronous and fixed. Hence, an effective buffer control scheme is required at the transmitter and at the receiver. In using a buffer of finite size, it is important to prevent overflow or underflow. When the transmitter buffer is full, the sampling rate of the coder must be less than or equal to the actual transmission rate. In the case of a buffer being empty, the coder sampling rate may be greater than or equal to the transmission rate. In our system we use the following simple algorithm to prevent buffer overflow or underflow: size at every sampling instant. Hence, given an input sample s , , the output bit b, is generated as
and
where F, is the channel transmission rate, bi is the number of bits in the transmitter buffer at the ith frame, and B is t h e , buffer size. The above algorithm for protection of overflow and underflow overrides the sampling rate decision algorithm whenever required.
The VSHCDM algorithm described above uses the average slope energy that is estimated from the predicted signal of the HCDM encoder feedback loop. Alternatively, one can estimate the slope energy directly from the input signal. The VSHCDM system with feedforward estimation of slope energy is shown in Fig. 3 . This system shall be referred to as FF-VSHCDM. In this system the energy estimated in the feedforward mode can also be used for syllabically companding the quantizer of HCDM. Hence, the HCDM encoder in this case would be slightly different from the one shown in Fig. 2 . That is, the basic step-size estimator is connected to the encoder input rather than to the predictor output. Although the performance of FF-VSHCDM is slightly better than that of FB-VSHCDM, one significant disadvantage is its increased system complexity. In the FF-VSHCDM system the slope energy obtained must be coded as a side information and multiplexed with the output binary signal for transmission. Also, the input speech must be buffered to compensate for time delay.
COMPUTER SIMULATION RESULTS
Both the FB-and FF-VSHCDM 'systems described in the preceding section were simulated on a computer using real speech band-limited to 3.4 kHz. We used an eight-pole Butterworth low-pass filter for band-limiting the input and decoded signals. As the performance measures we have used the conventional signal-to-quantization noise ratio (SQNR) and also the segmented SQNR (SQNRSEG) [9] defined, respectively, as follows: where s , and in are input and decoded speech,samples, respectively, and N(=J*M) is the total sample number of the input male and female speech that is about 10 s long. The method of obtaining SQNR and S Q N R~E G in our computer simulation was the same as that used by Un and Lee Tables I1 and 111 , respectively.
In our simulation study we first examined the effectiveness of the sampling rate variation in the VSHCDM systems. We used four (24, 16, 12, and 6 kHz) and also three (24, 16, and 8 kHz) different sampling frequencies depending on the input average slope energy, while maintaining the channel transmission rate at 16 kbits/s. The normalized threshold values for the system with three sampling rates were El = 0.04 and E2 = 0.086. Those values for the four-rate system were were chosen by experiment such that codec SQNR becomes maximum and the average transmission rate is 16' kbits/s. As seen in Table 11 , the four-rate FB-VSHCDM yields slightly better performance than the three-rate system. From Table I11 we can observe a similar result for the FF-VSHCDM system in which case the difference is about 1 dB in both SQNR and SQNRs E G .
Next we obtained SQNR and S Q N R s E G as a function of input signal level of FB-VSHCDM systems with four and also three sampling rates, and compared with those of the conventional HCDM and CVSD. These plots are shown in Figs. 4 and 5. It is seen from these figures that the performance of FB-VSHCDM is about 3 to 4 dB better in SQNR (about 3 dB in SQNRSEG) than that of the conventional HCDM and 4 dB better in SQNR than CVSD. Dynamic ranges of FB-VSHCDM, FF-VSHCDM, and conventional HCDM systems are about the same (about 60 dB), but that of CVSD is much narrower. When we compare the performances of the FF-VSHCDM with four sampling rates and the conventional HCDM (see Figs. 4 and 5), one can see that the performance advantage is even better. This can be expected since the feedforward method estimates more accurate slope energy than the feedback method.
In addition to getting objective SQNR measures, we have also done informal subjective tests. Although there was no drastic difference in quality between the fixed and the varrable rate HCDM systems, careful listening tests of the variable rate system by trained ears showed some general improvement in quantization noise over the fixed rate system.
The performances of the VSHCDM systems in a noisy channel have also been investigated. In this simulation study we introduced a controlled number of random channel errors in the output binary bit stream by using the method similar to the approach of Dhadesugoor et al. [lo] . Fig. 6 shows the performances (in SQNRSEG) of FB-VSHCDM, FF-VSHCDM, conventional HCDM, and CVSD systems at different bit error rates. It is seen that, when the channel error rate is or less, the performance degradation is almost negligible for all the systems studied.
Finally, we have studied the effect of buffer size on the performance of the FB-VSHCDM system with four sampling rates. Fig. 7 shows the probability of overflowing versus the buffer size at the channel transmission rate of 16 kbits/s. It is seen in the figure that the probability of overflowing decreases exponentially as the buffer size increases. Here we define the overflow probability as the ratio of the number of overflowed blocks to the total number of blocks processed. As seen in the figure, when the buffer size is 3 kbits, no overflow occurs. Hence, 3 kbits is equivalent to the infinite buffer size. Fig. 8 shows the performance of FB-VSHCDM as a function of the buffer size at the channel rate of 16 kbits/s. When the buffer size is less than 1 kbit, the performance degradation is significant. Above 1 kbit SQNR saturates gradually, resulting in no further improvement when the size is larger than 3 kbits. Fig. 9 shows the performance of the same system as a function of overflow probability. It is seen that the performance becomes degraded by about 3 dB even at the overflow probability of 0.5. This indicates that the system is fairly robust to buffer overflow.
IV. DISCUSSION
In the preceding section we have presented computer simulation results for the performances of VSHCDM systems. By using different sampling rates for an input signal with varying slope magnitude, SQNR of VSHCDM could be improved over the conventional HCDM by approximately 3 to 4 dB. In the Appendix we prove theoretically, without adhering to a specific DM algorithm, that a variable sampling rate DM system yields better SQNR than a fixed rate DM system when the input t o the coder is a nonstationary signal such as speech.
An explanation for the improved performance can be made as follows. The slope overload noise that may be encountered in a segment of speech having large slope variation can be reduced by increasing the sampling rate above the transmission rate. On the other hand, for the input signal with slow variation or silence portion for which the sampling frequency need not be large, we decrease the sampling rate below the transmission rate. The net result is that we get the performance of a system with increased sampling (or transmission) rate without really increasing the channel transmission rate. According to our simulation results, the performance of FB-VSHCDM at 16 kbits/s is approximately equivalent to that of conventional HCDM at 24 kbits/s. Figs. 10 and 11 show typical waveforms of those two coders. The transmission rates of the two systems were both 16 kbitsls. But, for the segment of speech waveform shown in Fig. 10 , the sampling rate of VSHCDM was 24 kHz, while the HCDM sampling rate was 16 kHz. Accordingly, the VSHCDM waveform has been reproduced more accurately than the HCDM waveform. On the other hand, for the speech waveform shown in Fig. 11 , the sampling rate of VSHCDM was only one half that of HCDM, yet the two waveforms are almost identical. The reason is that this particular segment of speech contains only low frequency components, and therefore does not require a high sampling rate for faithful reproduction.
In a variable sampling rate system, the buffer size is an important factor for satisfactory system performance. When the size is finite, overflow can occur. When it does, the noise power would increase sharply and continue to be large until the buffer is recovered from overflow, thus resulting in degraded speech quality. This overflow can be prevented by increasing the buffer size. In that case two undesirable effects would result; hardware cost and time delay. In our FB-VSHCDM system the buffer size can be as low as 1 kbit when the transmission rate is 16 kbits/s. According to our simulation results, no overflow occurs when the size is 3 kbits. The time delay in this case is 3/16 s for the transmission rate of 16 kbits/s. This delay would give perceptually a negligible effect. As for buffer underflow, it is not really a problem in this system since one can force the sampling rate to be the same as the transmission rate whenever the buffer control detects the underflow state.
The coder hardware complexity depends in part on the number of sampling rates used. Although the performance of VSHCDM with four sampling rates is significantly better than that of the fixed rate HCDM, using more than four sampling rates does not improve significantly further. Therefore, it can be concluded that the desirable number of sampling rates in the VSHCDM system is three or four, but not more than four. We feel that in view of the hardware complexity and pcrformance the most desirable system is the FB-VSHCDM with four sampling rates. Finally, let us consider hardware realization of the FB-YSHCDM. Its major parts are an HCDM codec, a sampling rate decision logic circuit, a buffer, and a buffer control unit (see Fig. 1 ). The HCDM codec can be realized efficiently in an analog version. Details of its realization have been presented elsewhere [SI. For. decision of the sampling rate the slope energy information may be obtained directly from the syllabic compandor of the HCDM .codec. Hence, the sampling rate decision logic does not require an additional circuit for computation of the slope energy. The buffer control logic may be realized by counters, flip-flops, gates, and a multiplexer. To examine the buffer status one can design a circuit using two counters, a subtractor and gates. Considering the overall hardware complexity, we believe that the FB-VSHCDM is much simpler and economical to realize than other medium range speech coders such as the adaptive predictive coder [ 1 1 ] . .
V. CONCLUSIONS
We have studied the use of variable sampling rates in the HCDM system. By using variable-rate sampling and buffer control schemes, we could improve its performance by 3 to 4 dB in SQNR (3 dB in SQNRsEG). The variable-rate sampling scheme is particularly effective for coding speech because it exploits the variation of block activities of the input signal.
Comparing FB-and FF-VSHCDM systems, the former is much simp1er;but yields SQNR about 1 dB less than the latter. Although the performance is slightly inferior, FB-VSHCDM is advantageous for hardware implementation. In varying the sampling rate, using three or four different rates appears to be most practical. The use of more than four rates would increase the system complexity without significant performance improvement.
The FB-VSHCDM is ,modest in complexity compared with other medium range speech coders, but yields good perfoimance regardless of channel conditions.
APPENDIX
In this Appendix,.we show, theoretically, that DM systems (including HCDM) with variable sampling rates yield higher SQNR than those ,with a fixed rate when the input signal is nonstationary. Dubnowski and Crochiere studied the same problem in general for iny speech coder [7] . Here we take a little different approach that is more specific to DM systems.
For the analysis we assume that the input ignal is segmented in equal lengths and the sampling rate is changed in each block. Let s&) and s*i(k) be, respectively, the Mh input and decoded samples in the ith block. The total quantization noise power PN or squared error between the input and the decoded signal is then
M n
where n is the number of Samples in each block, andMis the total number of blocks. Assuming that the input signal power 0: in the ith block is constant, we can write (1) as
The term in the bracket of (2) may .be interpreted as the inverse of the ith block SQNR. It is well known that, for speech, the peak SQNR of a DM system increases approximately in proportion to f s 3 [12] , [13] . Accordingly, (2) may be written
where K is a function of particular DM encoding conditions including the signal bandwidth and f s i is the sampling frequency in the ith block. This noise power PN may be minimized by adjusting fsi under the constraint of
where Fs is the transinision rate. Although fsi is changed discretely, we treat f s i as a continuous variable here. Then, using an undetermined multiplier CY, we have It can be proved using (4) and (5) that the optimum fSi that yields the minimum PN is where This result indicates that the sampling frequency of the ith block must be varied in proportion to fii to obtain the minimum noise power. Now, we define the SQNR measure as For a variable sampling rate DM system, using (3) and (6) we may write (7) as When we have a fiied rate DM system, i.e., fSl = fs2 = ... = f,, (8) reduces to SQNR lfixed = 10 log fS3 -10 log K .
r a t e Noting f,i = C fi., one can see that, when the input signal is stationary, i.e., u1 = u2 = e . . = u, the two SQNR's, (8) and (9), are equal. This indicates that the variable rate system yields no gain over the fured rate system for a stationary signal. However, if the signal is highly nonstationary and, thus, ui's vary widely, the first term of (8) would be greater than the corresponding term of (9). Hence, one can conclude that when the input signal is nonstationary, a variable rate DM system yields improved SQNR over a futed rate system, its amount of improvement depending on the degree of signal variation.
