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Self-intersection local times of random fields in
stochastic flows
Andrey Dorogovtsev, Alexander Gnedin, Olga Izyumtseva
Abstract. In this article we study transformations of Gaussian field by
stochastic flow on the plane. A stochastic flow is a solution to the equa-
tion with interaction whose coefficients depend on the occupation mea-
sure of the field. We consider nonsmooth Gaussian field, which has self-
intersection local times of any multiplicity. In the article we prove the ex-
istence of self-intersection local times for the transformed field and study
its asymptotics.
1 Introduction
In present article we study geometric characteristics of nonsmooth Gaus-
sian random field in the flow of interacting particles on the plane. Our
model has two essential features. Firstly, our field is nonsmooth and its
geometric characteristics are ”numbers of self-intersections.” Secondly, the
motion of particles depends on the field itself. For description of particle
motion in the random media we use equations with interaction invented
by A.A. Dorogovtsev [1] (p. 54), [2]. Let us describe these equations more
precisely.
Definition 1.1. [1] The following stochastic differential equation

dx(u, t) = a(x(u, t), µt)dt+
∫
R2
b(x(u, t), µt, p)W (dp, dt)
x(u, 0) = u, u ∈ R2
µt = µ0 ◦ x(·, t)−1
(1.1)
is said to be an equation with interaction.
Probability measure µ0 on R
2 is an initial distribution of mass of parti-
cles moving in random media. Coefficients depend on spatial variable and
measure which describes the mass of particles in space. More precisely
coefficient a describes the speed of particle obtained under the action of
external forces. Coefficient b and Brownian sheet W on R2 × [0;∞) de-
scribe small random perturbations acting on our particle. A trajectory
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of particle with starting point u ∈ R2 is described by {x(u, t), t ≥ 0}.
The measure µt is the distribution of the mass of particles at time t. It
was proved in [1] (p. 55) that if coefficients of the equation (1.1) satisfy
Lipschitz condition with respect to spatial and measure-valued variables,
then there exists the unique solution to (1.1). Moreover, if coefficients are
two times continuously differentiable with respect to spatial variable with
bounded derivatives, then for every fixed t ≥ 0 the solution x(u, t), u ∈ R2
is diffeomorphism, almost surely [1] (p. 66).
Describe how a random field can be included in our stochastic flow. Let
η(u), u ∈ D ⊂ R2 be a R2-valued random field.
Definition 1.2. A probability measure µ defined on Borel subsets of R2
as follows
µ(A) =
∫
D
1A(η(u))du, A ∈ B(R2)
is said to be an occupation measure of a field η.
It is not difficult to check that the following statement holds.
Lemma 1.1. For any bounded and measurable function ϕ : R2k → R the
following relation holds∫
R2k
ϕ(v1, . . . , vk)µ(dv1) . . . µ(dvk) =
=
∫
D
. . .
∫
D
ϕ(η(u1), . . . , η(uk))du1 . . . duk. (1.2)
Formally applying (1.2) for the function
ϕ(v1, . . . , vk) =
k−1∏
i=1
δ0(vi+1 − vi), v1, . . . , vk ∈ R2
one can obtain the following relation∫
R2k
k−1∏
i=1
δ0(vi+1 − vi)µ(dv1) . . . µ(dvk) =
=
∫
D
. . .
∫
D
k−1∏
i=1
δ0(η(ui+1)− η(ui))du1 . . . duk.
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For nonsmooth random fields η formal expression
∫
D
. . .
∫
D
k−1∏
i=1
δ0(η(ui+1)− η(ui))du1 . . . duk
is said to be a self-intersection local time. It can be considered as geometric
characteristics of field η [3].
Consider the equation with interaction (1.1). Let µ0 be an occupation
measure of the field η. Then one can see that µt is an occupation measure of
a new field x(η(u), t), u ∈ D. Important that the motion of separate points
of a field depends on a shape of a whole field. Coefficients of equation which
contain an occupation measure describe this dependence.
There exists a large amount of literature related to the randomly moving
curves and manifolds. Here we mention just a few of such papers in order to
emphasize the new features of our model. Let us start from T. Funaki paper
[4]. T. Funaki proposed to consider a string in Rd as a continuous mapping
from interval [0; 1] to Rd. The evolution of the string is described by the
function xt(σ), σ ∈ [0; 1], t > 0 such that for any t > 0 xt ∈ C([0; 1],Rd).
T. Funaki introduced the equation of string motion
∂xt(σ)
∂t
= B(xt(σ))ξ + a(xt(σ)) +
k
2
∂2xt(σ)
∂σ2
, (1.3)
where ξ is Rd-valued space-time white noise defined on [0; 1] × [0; +∞).
The first term of (1.3) describes the interaction of the string with the ran-
dom media, the second term describes the action of external forces and
the third term describes the interaction of neighboring parts of the string.
Coefficients a : Rd → Rd, B : Rd → Rd×d are Lipschitz functions, k > 0 is
a parameter of elasticity of string. Also it is assumed that B is bounded.
The author defines mild solutions to equation (1.3) [5] with respect to dif-
ferent boundary conditions and the initial state x0 ∈ C([0; 1],Rd). Namely,
equation (1.3) is substituted by the following integral equation
xt(σ) =
∫ 1
0
pt(σ, τ)x0(τ)dτ +
∫ t
0
∫ 1
0
p(t− s, σ, τ)B(xs(τ))W (ds, dτ)+
+
∫ t
0
∫ 1
0
p(t− s, σ, τ)a(xs(τ))dsdτ,
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where p(t, σ, τ) is fundamental solution to k2
∂2
∂σ2
with the corresponding
boundary conditions. Note that solution to (1.3) depends on k. In the
paper author studies asymptotic property of solution for large k. Asymp-
totics depends on initial boundary conditions. If both ends of string move
freely, then string shrinks to a single point. If one end is fixed, then string
contracts to the fixed point. In the case of two fixed ends the solution con-
verges to the interval in Rd defined by fixed points. Moreover the equation
of Brownian string in a potential with mentioned boundaries conditions is
considered. In this case author defines the stationary measure and inves-
tigates its properties. In dimension 2 recurrent properties of solution is
discussed.
M.Kardar, G.Parisi and Y.-C.Zhang in [6] proposed a model for a time
evolution of a profile of growing interface. An interface profile is described
by a height h(u, t), u ∈ Rd, t > 0. The Langevin equation for a local growth
of a profile is given by
∂h
∂t
= ν∆h+
λ
2
(∇h)2 + ξ, (1.4)
where ξ is Rd-valued space-time white noise defined on [0; 1]× [0; +∞) and
∆ is Laplacian. The first term of the right-hand side describes relaxation
of an interface by a surface tension ν. The second term is a lowest-order
nonlinear term that can appear in an interface growth equation. The so-
lution to equation (1.4) authors define as mild solution [5] as it was done
in T. Funaki paper.
It must be mentioned that proposed evolutions do not take into account
the changing of geometric characteristics of evolving curve. Attempt to
describe the evolution of smooth curve taking into account the changing
of its geometric characteristics was done by Landau and Lifshitz [7]. They
considered the space of knots, i.e. the space of all smooth mappings θ :
S1 → R3 such that for any y ∈ S1 : θ′(y) 6= 0 and θ has no double points.
Moreover any two maps with the same images are equal. Here
S1 = {u ∈ R2 : ‖u‖ = 1}.
The time evolution of knot θ(x, t) of the curve θ(x, 0), x ∈ S1 is described
by filament equation
∂θ
∂t
= k(x, t)
∂θ
∂x
× ∂
2θ
∂x2
,
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where k(x, t) is the curvature of the curve at the point x and time t. It
occurs that filament equation is closely related to Helmholtz approximation
to Euler equation [7]. Helmholtz proposed to consider instead of liquid
motion the motion of finite number of infinitesimal vortices. If positions
of vortices are r1, . . . , rn, then Helmholtz equation has the representation
dri(t)
dt
= −1
π
∑
i 6=j
kj∇ ln ‖ri(t)− rj(t)‖.
Note that this equation can be considered as an equation with interaction
with the initial distribution
µ0 =
n∑
i=1
kiδri(0).
Really, if one put b = 0 and
a(v, µ) = −1
π
∫
R2
1v 6=x∇ ln ‖v − x‖µ(dx)
in (1.1), then one can obtain Helmholtz equation. Suppose that measures
n∑
i=1
kiδri(0), n ≥ 1
approximate an occupation measure of smooth curve. By considering only
local terms in Helmholtz equation, i.e.
dri(t)
dt
= −1
π
(ki−1∇ ln ‖ri(t)− ri−1(t)‖+ ki+1∇ ln ‖ri(t)− ri+1(t)‖
and passing to the limit when n→ +∞ one can obtain the filament equa-
tion. If one consider not only local terms in Helmholtz equation, then after
passing to the limit one can obtain the equation with interaction with the
initial measure equals an occupation measure of the smooth curve, coeffi-
cients b = 0 and
a(v, µ) = −1
π
∫
R2
1v 6=x∇ ln ‖v − x‖µ(dx).
In the paper [8] authors made an attempt to trace the changing of
geometric characteristics of surface obtained as an image of some mani-
fold under action of an isotropic stochastic flow. In [8] Y. LeJan and M.
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Cranston considered the motion of smooth 2-dimensional manifold M in
isotropic measure preserving Brownian flow Φt, t > 0 in R
3. Authors take
point x ∈M and consider the mean and Gaussian curvature of
Mt = Φt(M)
at the point
xt = Φt(x).
The stochastic differential equation for this vector is derived. Using Lya-
punov function method the recurrence of obtained diffusion is proved.
C.L. Zirbel and E. Cinlar in [9] studied asymptotic behavior of transla-
tion
Ct =
1
Mt(Rd)
∫
Rd
xMt(dx)
and dispersion
Dt =
1
Mt(Rd)
∫
Rd
(x− Ct)(x− Ct)TMt(dx)
for a measure valued process Mt, t ≥ 0 obtained as an image of proba-
bility measure on Rd under isotropic Brownian flow. In the paper authors
obtained the representation of the mean of Dt and the covariance of Ct
in terms of one dimensional diffusion on R+ and described its asymptotic
behavior for different dimensions of spatial variable and sign of the largest
Lyapunov exponent of the flow.
In present paper we study evolution of Gaussian field in some random
media. We suggest completely new approach based on equation with in-
teraction represented by A.A. Dorogovtsev in [1], [2]. In comparison with
the mentioned works our model describe the evolution of Gaussian field
taking into account the motion of all points of our Gaussian field. Our
aim is to define self-intersection local times for evolving Gaussian field and
describe its asymptotics. According to main aim of the paper it is orga-
nized as follows. In Section 2 we introduce a class of planar Gaussian fields.
Conditions on covariance function allowed us to prove that self-intersection
local for this class of Gaussian fields exists. Self-intersection local time can
be considered as the integral from a weight-function with respect to some
random measure. The construction of such measure and its properties are
also discussed in Section 2.
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In Section 3 we construct a self-intersection local time for an image of
planar Gaussian field under some deterministic diffeomorphism. Repre-
senting a new delta-family generated by given diffeomorphism we conclude
that self-intersection local time exists.
In Section 4 we prove that obtained results in Section 3 can be extended
on random diffeomorphisms. This randomness was assigned by considering
the diffeomorphism depending on the fixed number of values of Gaussian
field for which a self-intersection local time exists. It allows us to consider a
deterministic equation with interaction with initial measure corresponding
to the occupation measure of given Gaussian field. Approximating the
occupation measure by the sequence of discrete measures we turn up to
the previous case and prove the existence of self-intersection local time for
the image of Gaussian field under the solution to deterministic equation
with interaction.
In Section 5 we consider the Gaussian field presented in Section 2 evolv-
ing in a stochastic flow. Due to Section 2 a self-intersection local time
for this Gaussian field exists. Mathematically the evolution is described
by an image of Gaussian field under a stochastic flow obtained as a solu-
tion to some SDE. Using arguments of Section 4 one can conclude that a
self-intersection local time exists for an image of Gaussian field under a
solution to SDE. The main aim of Section 5 is to describe a behavior of
self-intersection local time for an image of Gaussian field under a stochas-
tic flow. This question is solved in Section 5 in the following directions.
Firstly we consider the evolution of Gaussian field in isotropic Brownian
flow which satisfies the following SDE{
dx(u, t) =
∫
R2
ϕ(x(u, t)− p)W (dp, dt)
x(u, 0) = u, u ∈ R2.
Here a function ϕ ∈ C∞0 (R2) describes the interaction of particles x(u, t)
with a random media W. The size of support of function ϕ plays the role
of radius of interaction with a media. The first question considered in
Section 5 is how a self-intersection local time changes when the radius of
interaction decreases to zero. Intuitively one can expect that with the
decreasing of radius of interaction our Gaussian field takes a form of a coil,
i.e. a self-intersection local time is increasing. In Section 5 we show that
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the expectation of self-intersection local time for the image of Gaussian
field in e
ck(k−1)t
2ε2 times greater than the expectation of self-intersection local
time for the initial Gaussian field. Here ε is the radius of interaction with
a media. For precise definition of parameters see Section 5. Let us fix the
radius of interaction with a media and ask how a self-intersection local time
changes for large time intervals. Here we establish that the expectation of
self-intersection local time for the image of Gaussian field in e
ck(k−1)t
2 times
greater when the expectation of self-intersection local time for the initial
Gaussian field.
In the second case stochastic flow obtained as solution to the following
equation with interaction

dx(u, t) = a(x(u, t)− ∫
R2
vµt(dv))dt+
∫
R2
ϕ(x(u, t)− p)W (dp, dt)
x(u, 0) = u, u ∈ R2
µt = µ0 ◦ x(·, t)−1.
The first term of equation describes the motion of particles with respect
to joint center of mass
∫
R2
vµt(dv). Our particles run away from a center of
mass. Without stochastic term such behavior of particles implies that the
expectation of self-intersection local time for the image of Gaussian field is
decreasing. Including a stochastic term in the equation we obtain that the
expectation of self-intersection local time for the image of Gaussian field
in e(kc−2a)(k−1)t times greater than the expectation of self-intersection local
time for the initial Gaussian field, i.e. it exponentially grows to infinity.
The apogee of Section 5 is an introduction of right renormalization which
for every trajectory of our Gaussian field allows us to conclude the existence
of finite limit of self-intersection local time for the image of this Gaussian
field under a solution of mentioned equation with interaction when t grows
to infinity.
2 Self-intersection local time for one class of Gaus-
sian fields
In present section we prove the existence of self-intersection local time for a
certain class of planar Gaussian fields. Let us start from a general definition
of self-intersection local time. Let ς(u), u ∈ D ⊂ R2 be a planar random
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field and ρ : R2 → R be some measurable function. In the paper we call
ρ weight-function or weight. The function ρ can describe the properties of
media in which random field moves. Consider a family of functions which
approximates delta-function
fε(z) =
1
2πε
e−
‖z‖2
2ε , z ∈ R2. (2.1)
Further in the paper we will use the following notation. For any z1, . . . , zn
d~z = dz1 . . . dzn.
Definition 2.1. A random variable
T ςk (ρ) =
∫
D
. . .
∫
D
k−1∏
i−1
δ0(ς(ui+1)− ς(ui))d~u =
= L2 − lim
ε→0
∫
D
. . .
∫
D
k−1∏
i−1
fε(ς(ui+1)− ς(ui))d~u
is said to be self-intersection local time for a field ς whenever the limit
exists.
Note that for planar random processes self-intersection local time can
not be defined as the limit of approximations. To obtain the existence
of finite limit one must construct renormalizations. For planar Wiener
process such renormalizations were constructed in works [10]–[12]. In [12]
E.B. Dynkin constructed renormalization for bounded measurable R- val-
ued weights. In [13] we expanded E.B. Dynlin result for Hilbert-valued
weights. For planar Gaussian integrators we constructed renormalized self-
intersection local time in [14], [15].
Let
η(u) = (η1(u), η2(u)), u ∈ D
be a Gaussian random field, where D = [0; 1]× [1; 2]. Coordinates ηi : D→
R, i = 1, 2 are independent equidistributed centered Gaussian random
fields with the covariance function
Eηi(y1, t1)ηi(y2, t2) = e
−|y2−y1|αt1 ∧ t2, i = 1, 2, α ∈ (0; 2].
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Note that for t1 < t2
E(η1(y2, t2)− η1(y1, t1))2 ≤
≤ 8(|y2 − y1|α + (t2 − t1)).
Since η1 is Gaussian, then due to Kolmogorov continuity theorem one can
conclude that the field η(y, t), y ∈ [0; 1], t ∈ [1; 2] has a continuous mod-
ification with respect to both variables y and t . Moreover for every fixed
y ∈ [0; 1] the processes ηi(y, t), t ∈ [1; 2], i = 1, 2 are independent Brown-
ian motions. Therefore our random field represents the set of planar Wiener
processes indexed by y ∈ [0; 1]. A correlation between these planar Wiener
processes implies the existence of self-intersection local time for the field
η despite of the fact that for one planar Wiener process a self-intersection
local time does not exist.
Theorem 2.1. For a continuous bounded weight-function ρ : R2 → R there
exists
T ηk (ρ) = L2 − limε→0
∫
D
. . .
∫
D
ρ(η(u1))
k−1∏
i=1
fε(η(ui+1)− η(ui))d~u.
Proof. Denote by
Iε =
∫
D
. . .
∫
D
ρ(η(u1))
k−1∏
i=1
fε(η(ui+1)− η(ui))d~u.
To prove the statement let us check that there exists finite limit
lim
ε1,ε2→0
EIε1Iε2.
For Gaussian random variables ξ1, . . . , ξn denote by G(ξ1, . . . , ξn) Gram
determinant constructed by random variables ξ1, . . . , ξn considered as ele-
ments of Hilbert space of square integrable random variables. One can see
that
EIε1Iε2 = E
∫
D
. . .
∫
D
ρ(η(u1))ρ(η(v1))
k−1∏
i=1
fε1(η(ui+1)− η(ui))·
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·
k−1∏
i=1
fε2(η(vi+1)− η(vi))d~ud~v =
=
∫
D
. . .
∫
D
∫
R2k
ρ(z1)ρ(zk+1)
k∏
i=2
fε1(zi)
2k∏
j=k+2
fε2(zj)·
· 1
(2π)kG(η1(u1),∆η1(u1), . . . , η1(v1), . . . ,∆η1(vk−1))
e−
(A−1~z,~z)
2 d~zd~ud~v,
where A is Gramian matrix constructed by random variables
η1(u1), . . . ,∆η1(uk−1), . . . ,∆η1(vk−1), η2(u1), . . . , η2(vk−1).
and
∆η1(ui) = η1(ui+1)− η1(ui).
Denote by
p(~z) =
1
(2π)kG(η1(u1),∆η1(u1), . . . , η1(v1), . . . ,∆η1(vk−1))
e−
(A−1~z,~z)
2 .
Note that ∫
R2k
ρ(z1)ρ(zk+1)
k∏
i=2
fε1(zi)
2k∏
j=k+2
fε2(zj)p(~z)d~z →
∫
R4
ρ(z1)ρ(zk+1)p(z1, 0, . . . , 0, zk+1, 0, . . . , 0)dz1dzk+1
as ε1, ε2 → 0. Moreover using boundedness of weight ρ one can conclude
that ∣∣∣ ∫
R2k
ρ(z1)ρ(zk+1)
k∏
i=2
fε1(zi)
2k∏
j=k+2
fε2(zj)p(~z)d~z
∣∣∣ ≤
≤ c1
∣∣∣ ∫
R2k
k∏
i=2
fε1(zi)
2k∏
j=k+2
fε2(zj)p(~z)d~z
∣∣∣, c1 > 0.
Integrating the function p with respect to variables z1 and zk+1 one can
obtain the density of Gaussian vector
(∆η1(u1), . . . ,∆η1(uk−1),∆η1(v1), . . . ,∆η1(vk−1),∆η2(u1), . . . ,∆η2(vk−1))
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which has the representation
p˜(~z) =
1
(2π)
2k−2
2 G(∆η1(u1), . . . ,∆η1(vk−1))
e−
(A˜−1~z,~z)
2 ,
where A˜ is Gramian matrix constructed by random variables
∆η1(u1), . . . ,∆η1(vk−1),∆η2(u1), . . . ,∆η2(vk−1)).
One can check that the following relation holds
∣∣∣ ∫
R2k−2
k∏
i=2
fε1(zi)
2k∏
j=k+2
fε2(zj)p˜(~z)d~z
∣∣∣ ≤
≤ c2
G(∆η1(u1), . . . ,∆η1(vk−1))
, c2 > 0.
To apply Lebesgue’s dominated convergence theorem let us prove that∫
D
. . .
∫
D
1
G(∆η1(u1), . . . ,∆η1(vk−1))
d~ud~v < +∞.
Suppose that
ui = (yi, ti), vi = (zi, si), i = 1, k.
Then
G(∆η1(u1), . . . ,∆η1(uk−1),∆η1(v1), . . . ,∆η1(vk−1)) =
= G(∆η1(y1, t1), . . . ,∆η1(yk−1, tk−1),∆η1(z1, s1), . . . ,∆η1(zk−1, sk−1)).
(2.2)
To obtain lower estimate for (2.2) we need the following lemma.
Lemma 2.1. Let e1, . . . , ek be Gaussian random variables. Then
G(e2 − e1, e3 − e2, . . . , ek − ek−1) ≥
≥ V ar(e2|e1)V ar(e3|e1, e2) . . . V ar(ek|e1, e2, . . . , ek−1).
Proof. Note that
G(e2 − e1, e3 − e2, . . . , ek − ek−1) = G(e2 − e1, e3 − e1, . . . , ek − e1) =
= E(e2 − e1)2V ar(e3 − e1|e2 − e1) . . . V ar(ek − e1|e2 − e1, . . . , ek−1 − e1).
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Since for K1 ⊆ K2 ⊂ L2(Ω,F , P ) and Gaussian random variable g
inf
e∈K1
E(g − e)2 ≥ inf
e∈K2
E(g − e)2,
then
E(e2 − e1)2V ar(e3 − e1|e2 − e1) . . . V ar(ek − e1|e2 − e1, . . . , ek−1 − e1) ≥
≥ V ar(e2|e1)V ar(e3|e1, e2) . . . V ar(ek|e1, e2, . . . , ek−1)
which completes the proof of lemma.
It follows from Lemma 2.1 that
G(∆η1(y1, t1), . . . ,∆η1(yk−1, tk−1),∆η1(z1, s1), . . . ,∆η1(zk−1, sk−1)) ≥
≥ σ2(y1, t1, u2, t2) . . . σ2(y1, t1, . . . , zk, sk),
where
σ2(y1, t1, . . . , zi, si) = V ar(η1(vi, si)|η1(u1, t1), η1(u2, t2), . . . , η1(vi−1, ti−1)).
In the beginning let us estimate from below
V ar
(
η1(r, t)|η1(p, s), |p− r| ≥ δ1, |t− s| ≥ δ2
)
for 0 < δ1, δ2 <
1
2 . Since η1 is Gaussian random field, then
V ar
(
η1(r, t)|η1(p, s), |r− p| ≥ δ1, |t− s| ≥ δ2
)
=
= E(η1(r, t)− E(η1(r, t)|η1(p, s), |r − p| ≥ δ1, |t− s| ≥ δ2))2.
Consider non Gaussian random field ξ(u, s) = ζ(u)w(s), u ∈ R, s ∈
[0; 1], where ζ is a centered stationary process with the covariance function
e−|u|
α
, α ∈ (0; 2] and w is standard Wiener process. Suppose that ζ and w
are independent. Note, that ξ and η1 have the same covariance function.
Really,
Eξ(r1, t1)ξ(r2, t2) = e
−|r1−r2|αt1 ∧ t2.
For Gaussian random field η1 a subspace of random variables that is mea-
surable with respect to σ-field generated by {η1(p, s), |r− p| ≥ δ1, |t− s| ≥
δ2} coincides with a closure in L2(Ω,F , P ) of linear span generated by
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{η1(p, s), |r− p| ≥ δ1, |t− s| ≥ δ2}. For non Gaussian field ξ a subspace of
random variables that is measurable with respect to σ-field generated by
{ξ(p, s), |r − p| ≥ δ1, |t − s| ≥ δ2} contains a closure in L2(Ω,F , P ) of a
linear span generated by {ξ(p, s), |r− p| ≥ δ1, |t− s| ≥ δ2}. Consequently
E(η1(r, t)− E(η1(r, t)|η1(p, s), |r − p| ≥ δ1, |t− s| ≥ δ2))2 ≥
≥ E(ξ(r, t)− E(ξ(r, t)|ξ(p, s), |r− p| ≥ δ1, |t− s| ≥ δ2))2 ≥
≥ E(ξ(r, t)− E(ξ(r, t)|ζ(p), |r− p| ≥ δ1, w(s), |t− s| ≥ δ2))2 =
= E(ζ(r)w(t)− ζˆ(r)wˆ(t))2.
Here
ζˆ(r) = E(ζ(r)|ζ(p), |r− p| ≥ δ1),
wˆ(t) = E(w(t)|w(s), |t− s| ≥ δ2).
Note that
E(ζ(r)w(t)− ζˆ(r)wˆ(t))2 =
= E((ζ(r)− ζˆ(r) + ζˆ(r))w(t)− ζˆ(r)(wˆ(t)− w(t) + w(t)))2 =
= E((ζ(r)− ζˆ(r))w(t) + (w(t)− wˆ(t))ζˆ(r))2 =
= tE(ζ(r)− ζˆ(r))2 + 2E(ζ(r)− ζˆ(r))w(t)(w(t)− wˆ(t))ζˆ(r)+
+ Eζˆ(r)2E(w(t)− wˆ(t))2. (2.3)
Since
E(ζ(r)− ζˆ(r))ζˆ(r) = 0,
then (2.3) equals
tE(ζ(r)− ζˆ(r))2 + Eζˆ(r)2E(w(t)− wˆ(t))2.
Let us check that there exists a constant K > 0 such that
V ar(ζ(r)|ζ(p), |r − p| ≥ δ1) = E(ζ(r)− ζˆ(r))2 ≥ Kδα+11 . (2.4)
To prove (2.4) we need the following Lemma.
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Lemma 2.2. [16] Let X(t) be a stationary process with spectral distribution
function F (λ). Assume that the absolutely continuous part F (λ) is such that
there exists a function φ for which
dF
(
λ
t
)
φ(t)
≥ h(λ)dλ
for all t < t0, where h is deacreasing on [0;∞) and∫ ∞
0
lnh(λ)
1 + λ2
dλ > −∞.
Then there exists a positive constant K such that
V ar(X(0)|X(s), |s| ≥ t) ≥ Kφ(t).
Since e−|u|
α
, α ∈ (0; 2] is characteristic function of symmetric stable dis-
tribution with parameter α, then stationary process ζ has spectral density
p such that
p(y) = p(−y) ∼ cα
yα+1
, y → +∞. (2.5)
Positivity and continuity of function p on R and tails asymptotics (2.5)
imply that there exists a constants c > 0 such that for any y ∈ R
p(y) >
c
1 + yα+1
.
Then
p
(λ
t
)
> c
tα+1
tα+1 + λα+1
. (2.6)
It follows from (2.6) that for all t < 1
p
(λ
t
)
> c
tα+1
1 + λα+1
.
Consequently one can apply Lemma 2.2 for the stationary process ζ with
φ(t) = tα+1,
h(λ) =
1
1 + λα+1
.
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Note that h is decreasing function on [0;∞). Moreover one can check that∫ ∞
0
ln 11+λα+1
1 + λ2
dλ > −∞.
It follows from Lemma 2.2 that there exists K > 0 such that
V ar(ζ(r)|ζ(p), |r − p| ≥ δ1) ≥
≥ Kφ(r − p) ≥ Kδα+11 .
Also one can see that
Eζˆ(r)2 ≤ Eζ(r)2 = 1,
E(w(t)/w(s), |t− s| ≥ δ2) = 1
2
(w(t− δ2) + w(t+ δ2))
and
E(w(t)− wˆ(t)) = 1
2
δ2.
Consequently the conditional variance can be estimated as follows
V (η1(r, t)|η1(p, s), |p−r| ≥ δ1, |t−s| ≥ δ2) ≥ K t δα+11 +
1
2
δ2, K > 0. (2.7)
It follows from (2.7) that
V ar
(
η1(zi, si)|η1(y1, t1), η1(y2, t2), . . . , η1(zi−1, si−1)
)
≥
≥ V ar
(
η1(zi, si)|η1(p, τ),
|zi − p| ≥ min
q∈{y1,...,zi−1}
|zi − q|, |si − τ | ≥ min
r∈{t1,...,si−1}
|si − r|
)
≥
≥ Ksi( min
q∈{y1,...,zi−1}
|zi − q|)α+1 + 1
2
min
r∈{t1,...,si−1}
|si − r|. (2.8)
Note that
1
Ksi(minq∈{y1,...,zi−1} |zi − q|)α+1 + 12 minr∈{t1,...,si−1} |si − r|
≤
≤
∑
q∈{y1,...,zi−1}, r∈{t1,...,si−1}
1
Ksi|zi − q|α+1 + 12 |si − r|
.
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Therefore∫
D
. . .
∫
D
1
G(∆η1(y1, t1), . . . ,∆η1(zk−1, sk−1))
d~yd~td~zd~s ≤
≤
∑
q1∈{y1,y2}, r1∈{t1,t2}
. . .
∑
q2k−1∈{y1,...,zk−1}, r2k−1∈{t1,...,sk−1}∫
D
. . .
∫
D
1
K t2|y2 − y1|α+1 + 12 |t2 − t1|
· 1
K t3|y3 − q1|α+1 + 12|t3 − r1|
. . .
. . .
1
K sk|zk − q2k−1|α+1 + 12 |sk − r2k−1|
d~yd~td~zd~s.
To finish the proof it suffices to check that there exists a constant c3 > 0
such that
sup
q2k−1∈[0;1]
sup
rk−1∈[1;2]
∣∣∣ ∫ 1
0
∫ 2
r2k−1
1
2K|zk − q2k−1|α+1 + sk − r2k−1dskdzk
∣∣∣ < c3.
Really, ∣∣∣ ∫ 1
0
∫ 2
r2k−1
1
2K|zk − q2k−1|α+1 + sk − r2k−1dskdzk
∣∣∣ =
=
∣∣∣ ∫ 1
0
ln 2K(|zk − q2k−1|α+1 + 2− r2k−1)dzk
∣∣∣+
+
∣∣∣ ∫ 1
0
ln 2K|zk − q2k−1|α+1dzk
∣∣∣ < c3, c3 > 0.
Remark 2.1. By truncation arguments T ηk (ρ) can be defined for continuous
unbounded weights on R2.
Obtained value T ηk (ρ) can be considered as an integral from the function
ρ with respect to random measure νk which can called by self-intersection
measure of order k. The existence and construction of such measure is
described in the following Lemma.
Lemma 2.3. For an arbitrary k ≥ 2 there exists a finite measure νk on
R2 such that for any A ∈ B(R2)
νk(A) =
∫
D
. . .
∫
D
1A(η(u1))
k−1∏
j=1
δ0(η(ui+1)− η(ui))d~u.
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Proof. Let P be a set of polynomials P with rational coefficients. Consider
a function
ψ(y) =
{
Ce
− 1
1−‖y‖2 , ‖y‖ < 1,
0, ‖y‖ ≥ 1,
where C is positive constant such that∫
R2
ψ(y)dy = 1.
For R > 3 put
hR(y) =
∫
R2
1[−R+2;R−2]2(z)ψ(y − z)dz.
Note that hR ∈ C∞(R2). It follows from Theorem 2.1 that for any p ∈ P
there exists∫
D
. . .
∫
D
p(η(u1))h
R(η(u1))
k−1∏
j=1
δ0(η(ui+1)− η(ui))d~u =
= L2 − lim
ε→0
∫
D
. . .
∫
D
p(η(u1))h
R(η(u1))
k−1∏
j=1
fε(η(ui+1)− η(ui))d~u.
There exist Ω˜, P (Ω˜) = 1 and subsequence {εn, n ≥ 1}, εn → 0, n→ +∞
such that for any ω ∈ Ω˜ and for any p ∈ P
Φ(p) =
∫
D
. . .
∫
D
p(η(u1))h
R(η(u1))
k−1∏
j=1
δ0(η(ui+1)− η(ui))d~u =
= lim
n→+∞
∫
D
. . .
∫
D
p(η(u1))h
R(η(u1))
k−1∏
j=1
fεn(η(ui+1)− η(ui))d~u.
Note that for any ω ∈ Ω˜, p1, p2 ∈ P , r1, r2 ∈ Q
Φ(r1p1 + r2p2) = r1Φ(p1) + r2Φ(p2).
Let us check that nonnegative linear functional Φ defined on P is bounded,
i.e. for any ω ∈ Ω˜
‖Φ‖ < +∞, (2.9)
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where
‖Φ‖ = sup
p∈B(0,1)
|Φ(p)|.
Here
B(0; 1) =
{
ρ ∈ P : sup
[−R;R]2
|p(z)| ≤ 1
}
.
Notice that for any ω ∈ Ω
∫
D
. . .
∫
D
p(η(u1))h
R(η(u1))
k−1∏
j=1
δ0(η(ui+1)− η(ui))d~u ≤
≤ sup
v∈[−R;R]2
|p(v)|
∫
D
. . .
∫
D
hR(η(u1))
k−1∏
j=1
δ0(η(ui+1)− η(ui))d~u
which proves the boundness of Φ. Therefore Φ nonnegative linear bounded
functional on P which can be extended to continuous linear functional on
C([−R;R]2,R). Consequently there exists a measure νRk on B([−R;R]2)
such that for any f ∈ C([−R;R]2,R)
Φ(f) =
∫
R2
f(u)νRk (du).
Note that
νRk ([−R;R]2) ≤
≤
∫
D
. . .
∫
D
k−1∏
i=1
δ0(η(ui+1)− η(ui))d~u.
Consider
f ∈ C0(R2,R),
where C0(R
2,R) is the space of continuous functions f : R2 → R with a
compact support. There exists R > 0 such that suppf ⊂ [−R+3;R− 3]2,
then ∫
R2
f(u)νRk (du) =
∫
D
. . .
∫
D
f(η(u1))
k−1∏
j=1
δ0(η(ui+1)− η(ui))d~u.
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Moreover for R′ > R∫
R2
f(u)νR
′
k (du) =
∫
R2
f(u)νRk (du).
Consequently
Φ(f) =
∫
R2
f(u)νRk (du)→
∫
R2
f(u)νk(du), R→ +∞.
Therefore there exists a measure νk on B(R2) defined by the values of inte-
grals from continuous functions on R2 with a compact support. Moreover∫
R2
1 νk(du) = lim
R→+∞
∫
R2
1 νRk (du) =
=
∫
D
. . .
∫
D
k−1∏
j=1
δ0(η(ui+1)− η(ui))d~u.
The following statements describe properties of measure νk which are
important for our future considerations. Let us check that the random
variable νk(R
2) has all moments.
Lemma 2.4. For any m ≥ 1
E(νk(R
2))m < +∞.
Proof. Using the definition of measure νk one can write
E(νk(R
2))m =
E
(∫
D
. . .
∫
D
k−1∏
i=1
δ0(η(u
1
i+1)− η(u1i ))
k−1∏
i=1
δ0(η(u
2
i+1)− η(u2i )) . . .
. . . δ0(η(u
m
i+1)− η(umi ))
)
d~u. (2.10)
It follows from [17] that (2.10) is finite if the following integral∫
D
. . .
∫
D
1
G(∆η1(u
1
1), . . . ,∆η1(u
1
k−1), . . . ,∆η1(u
m
1 ), . . . ,∆η1(u
m
k−1))
d~u
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converges. It follows from Lemma 2.2 that
G(∆η1(u
1
1), . . . ,∆η1(u
1
k−1), . . . ,∆η1(u
m
1 ), . . . ,∆η1(u
m
k−1)) ≥
≥ V ar(η1(u12)|η1(u11)) . . . V ar(η1(u1k)|η1(u11, . . . , η1(u1k−1))·
·V ar(η1(u21)|η1(u11), . . . , η1(u1k−1), η1(u21)) . . .
. . . V ar(η1(u
m
k )|η1(u11), . . . , η1(u1k−1), η1(u21), . . . , η1(umk−1)).
Consequently∫
D
. . .
∫
D
1
G(∆η1(u11), . . . ,∆η1(u
1
k−1), . . . ,∆η1(u
m
1 ), . . . ,∆η1(u
m
k−1))
d~u ≤
≤
∫
D
. . .
∫
D
1
V ar(η1(u12)|η1(u11))
. . .
1
V ar(η1(u1k)|η1(u11, . . . , η1(u1k−1))
·
· 1
V ar(η1(u21)|η1(u11), . . . , η1(u1k−1), η1(u21))
. . .
. . .
1
V ar(η1(u
m
k )|η1(u11), . . . , η1(u1k−1), η1(u21), . . . , η1(umk−1))
d~u.
Applying estimate (2.7) and reaping arguments of proof of Theorem 2.1
one can easily finish the proof of lemma.
Next property of measure νk is important for investigation of asymp-
totics of self-intersection local time for the image of field η under a solution
to equation with interaction and will be applied in Section 5.
Lemma 2.5.
E
∫
R4
ln+
1
‖u− v‖νk(du)νk(dv) < +∞.
Proof. Note that due to the definition of measure νk
E
∫
R4
ln+
1
‖u− v‖νk(du)νk(dv) =
= E
∫
D
. . .
∫
D
ln+
1
‖η(u)− η(v)‖
k−1∏
i=1
δ0(η(ui+1)− η(ui))·
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·
k−1∏
i=1
δ0(η(vi+1)− η(vi))d~ud~v. (2.11)
Let P be a projection in L2(Ω,F , P ) on linear subspace generated by
η(u1), η(v1). Then
∆η(ui) = P∆η(ui) + ζ(ui),
where ζ(ui) = ∆η(ui) − P∆η(ui). Taking conditional expectation with
respect to η(u1), η(v1) one can write that (2.11) less or equal to
E
∫
D
. . .
∫
D
ln+
1
‖η(u)− η(v)‖·
· 1
G(ζ(u1), . . . , ζ(uk−1), ζ(v1), . . . , ζ(vk−1))
d~ud~v =
= E E
(∫
D
. . .
∫
D
ln+
1
‖η(u1)− Pη(u1)η(v1)− ζη(u1)(v1)‖
·
· 1
G(ζ(u1), . . . , ζ(uk−1), ζ(v1), . . . , ζ(vk−1))
d~ud~v|η(u1)
)
=
= E
∫
D
. . .
∫
D
∫
R2
ln+
1
‖y‖
1
2π‖ζη(u1)(v1)‖2
e
− ‖y−η(u1)+Pη(u1)η(v1)‖
2
2‖ζη(u1)(v1)‖
2
· 1
G(ζ(u1), . . . , ζ(uk−1), ζ(v1), . . . , ζ(vk−1))
dyd~ud~v ≤
≤ E
∫
D
. . .
∫
D
∫ 1
0
ln+
1
r
dr
1
2π‖ζη(u1)(v1)‖2
·
· 1
G(ζ(u1), . . . , ζ(uk−1), ζ(v1), . . . , ζ(vk−1))
d~ud~v.
Here Pη(u1) is a projection in L2(Ω,F , P ) on linear subspace generated by
η(u1) and
ζη(u1)(v1) = η(v1)− Pη(u1)η(v1).
Let us check that ∫
D
. . .
∫
D
1
‖ζη(u1)(v1)‖2
·
· 1
G(ζ(u1), . . . , ζ(uk−1), ζ(v1), . . . , ζ(vk−1))
d~ud~v < +∞.
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Really
‖ζη(u1)(v1)‖2 = E
(
η(v1)− Pη(u1)η(v1)
)2
≥
≥ V ar(η(v1)|η(u1), . . . , η(uk−1)).
Moreover
V ar
(
ζ(ui)|ζ(u1), . . . , ζ(ui−1)
)
≥
≥ V ar
(
η(ui+1)|η(u1), . . . , η(ui−1, η(ui), η(v1))
)
.
Applying estimate (2.8) and reaping arguments of proof of Theorem 2.1
one can complete the proof.
3 Self-intersection local time for the image of Gaus-
sian field under deterministic diffeomorphism
Consider the equation with interaction defined in Introduction

dx(u, t) = a(x(u, t), µt)dt+
∫
R2
b(x(u, t), µt, q)W (dt, dq)
x(u, 0) = u, u ∈ R2
µt = µ0 ◦ x(·, t)−1.
(3.1)
Suppose that coefficients are Lipschitz functions with respect to spatial and
measure-valued variable. Then there exists unique solution to equation
with interaction (3.1) [1] (p. 55). Moreover if coefficients are two times
continuously differentiable with respect to spatial variable, then under a
fixed t the solution is a diffeomorphism [1] (p. 66). Let µ0 be an occupation
measure of Gaussian field η(u), u ∈ D defined in Section 2, i.e.
µ0(A) =
∫
D
1A(η(u))du, A ∈ B(R2).
Then µt is the occupation measure of the field x(η(u), t), u ∈ D. Our
main goal in this article is to prove the existence of self-intersection local
time for the field x(η(u), t), u ∈ D and describe its asymptotics as t →
+∞. Let us start from the existence of self-intersection local time. The
field x(η(u), t), u ∈ D is the image of Gaussian field η(u), u ∈ D under
the random diffeomorphism x(·, t) : R2 → R2 which depends on η. To
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understand why a self-intersection local time exists consider a case when
the diffeomorphism x(·, t) is deterministic.
Consider a field F (η(u)), u ∈ D, where F : R2 → R2 is a deterministic
diffeomorphism. To define an approximating family T F (η)ε,k we use a delta
family of functions introduced in [13]
fFε (v1, . . . , vk) =
1
| detF ′(F−1(v1))|k−1
k−1∏
i=1
fε(F
−1(vi+1)− F−1(vi)),
where fε from (2.1). It can be checked that the family {fFε , ε > 0}
approximates the delta function, i.e. for any vk ∈ R2, ϕ ∈ Cb(R2(k−1))∫
R2(k−1)
ϕ(v1, . . . , vk−1)fFε (v1, . . . , vk)d~v → ϕ(vk, . . . , vk)
as ε→ 0. For proof see [13]. Hence an approximating family for T F (η)ε,k can
have the following representation
T F (η)ε,k =
∫
D
. . .
∫
D
fFε (F (η(u1)), . . . , F (η(uk))d~u =
=
∫
D
. . .
∫
D
1
| detF ′(η(u1))|k−1
k−1∏
i=1
fε(η(ui+1)− η(ui))d~u =
= T ηε,k(
1
| detF ′|k−1).
Applying Theorem 2.1 and Remark 2.1 one can conclude the following
statement.
Theorem 3.1. There exists T F (η)k = L2- limε→0 T F (η)ε,k and
T F (η)k = T ηk
( 1
| detF ′|k−1|
)
.
Let us apply Theorem 3.1 to understand asymptotics of T x(η,t)k in the
following case.
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Example 3.1. Let η(u), u ∈ D be a Gaussian random field defined in
Section 2 and µ0 be an occupation measure of η. Consider the following
deterministic equation with interaction

dx(u, t) = (Ax(u, t) +
∫
R2
vµt(dv))dt
x(u, 0) = u
µt = µ0 ◦ x(·, t)−1,
where x(·, t) : R2 → R2 and A ∈ R2×2 is some deterministic matrix. Denote
by
ϕ(t) =
∫
R2
vµt(dv).
Note that
ϕ(t) =
∫
R2
x(v, t)µ0(dv) =
=
∫
D
x(η(u), t)du.
Using the variation of parameters formula one can obtain
x(v, t) = eAtv +
∫ t
0
eA(t−τ)ϕ(τ)dτ. (3.2)
It implies that
ϕ(t) = e(A+I)tϕ(0).
Substituting in (3.2) the expression for ϕ one can obtain
x(v, t) = eAtv + (et − 1)eAtϕ(0).
Writing η(u) for v in the previous expression one can get the following
process
x(η(u), t) = eAtη(u) + (et − 1)eAtϕ(0).
Denote by
B(t) = eAt, C(t) = (et − 1)eAt.
Note that
ϕ(0) =
∫
D
η(u)du.
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Then
x(η(u), t) = B(t)η(u) + C(t)
∫
D
η(u)du.
Note that according to Liouville’s formula
detB(t) = et trA.
It follows from Theorem 3.1 that there exists
T x(η,t)k = L2 − limε→0T
x(η,t)
ε,k
and
T x(η,t)k = e−(k−1)t trAT ηk .
If trA > 0, then T x(η,t)k → 0, t → +∞ a.s. If trA < 0, then |T x(η,t)k | →
+∞, t→ +∞ on the set {ω : T ηk 6= 0}.
4 Self-intersection local time for Gaussian field in the
flow of interacting particles
Consider deterministic equation with interaction in R2

dx(v, t) = a(x(v, t), µt)dt,
x(v, 0) = v, v ∈ R2,
µt = µ ◦ x(·, t)−1.
(4.1)
Suppose that coefficient a : R2 × M → R2 is two times continuously
differentiable with respect to spatial variable. Here M is the space of all
probability measures on B(R2) with Wasserstein distance γ, i.e. for any
ν1, ν2 ∈M
γ(ν1, ν2) = inf
C(ν1,ν2)
∫
R2
∫
R2
‖u− v‖
1 + ‖u− v‖κ(du, dv),
where C(ν1, ν2) is a set of all probabilities measures on B(R4) with marginal
distributions ν1 and ν2. Suppose that a and its derivatives satisfy Lipschitz
condition with respect to spatial and measure-valued variables with con-
stants L and L′ and derivatives of a are bounded. Let the initial measure
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µ0 in (4.1) be an occupation measure of Gaussian field η : D→ R2 defined
in Section 1. The main aim of present section is to define a self-intersection
local time for a field x(η(u), t), u ∈ D with t being fixed. Here x is solution
to (4.1) with initial measure equals an occupation measure of the field η.
Hence in comparison with Section 3 now diffeomorphism x is random and
depends on η. These new difficulties can be solved in a few steps. Firstly
one can approximate an occupation measure of the field η by the sequence
of discrete measures µn, n ≥ 1 depending on the finite number of values
of the field η. After that one can consider equation (4.1) with the initial
measure µn. Let xn be a solution to equation (4.1). The diffeomorphism
xn is random and depends on the finite number of values of the field η.
Therefore one have to understand how to define self-intersection local time
for the field xn(η(u), t), u ∈ D. Secondly, one have to prove the existence
of limit of self-intersection local time as n → +∞. To make the first step
consider F : R2(n+1) → R2. Suppose that F is diffeomorphism with respect
to last variable under the first n variables being fixed. Construct random
diffeomorphism depending on the finite number of values of the field η as
follows
F (η(v1), . . . , η(vn), η(u)), u ∈ D.
The following statement shows that for defined random field self-intersection
local time exists.
Theorem 4.1. There exists self-intersection local time∫
D
. . .
∫
D
k−1∏
j=1
δ0
(
F (η(v1), . . . , η(vn), η(uj+1))−
−F (η(v1), . . . , η(vn), η(uj))
)
d~u.
Proof. Similar to arguments of Section 2 it suffices to prove the statement
in the case when derivative of F with respect to n+1 variable is bounded.
So from now we suppose that there exist positive constants c1, c2 such that
c1 ≤ | detF ′n+1| ≤ c2. (4.2)
Here F ′n+1 is a derivative with respect to n + 1 variable. Note that for an
arbitrary N ≥ 1 the distribution of
η(v1), . . . , η(vn), η(u1), . . . , η(uN)
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is nondegenerated. To approximate the self-intersection local time for the
random field
F (η(v1), . . . , η(vn), η(u)), u ∈ D
we will use the same delta family of functions which we introduced in
Section 3
fFε (v1, . . . , vk) =
1
| detF ′(F−1(v1))|k−1
k−1∏
i=1
fε(F
−1(vi+1)− F−1(vi)),
where
fε(y) =
1
2πε
e−
‖y‖2
2ε , y ∈ R2.
Set
Iε =
∫
D
. . .
∫
D
1
| detF ′n+1(η(v1), . . . , η(vn), η(u1))|k−1
·
·
k−1∏
j=1
fε(η(ui+1)− η(ui))d~u.
Then to prove the theorem it suffices to check that there exists a finite
limit EIε1Iε2 as ε1, ε2 → 0. Note that
EIε1Iε2 =
=
∫
D
. . .
∫
D
E
1
| detF ′n+1(η(v1), . . . , η(vn), η(u1))|k−1
·
· 1| detF ′n+1(η(v1), . . . , η(vn), η(u′1))|k−1
·
·
k−1∏
i1=1
fε1(η(ui1+1)− η(ui1))·
·
k−1∏
i2=1
fε2(η(u
′
i2+1
)− η(u′i2))d~ud~u′.
Let us take a conditional expectation with respect to η(v1), . . . , η(vn). For
u ∈ D, η(u) admits representation
η(u) = f(u) + ζ(u),
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where
f(u) = E(η(u)| η(v1), . . . , η(vn))
and ζ(u), u ∈ D is centeredR2-valued Gaussian random field. Moreover for
any u ∈ D random vectors ζ(u) and f(u) are independent. Assumptions on
covariance function of η imply that f(u), u ∈ D is a continuous function.
One can check that
V ar(ζ1(uj+1)|ζ1(u1), . . . , ζ1(uj)) =
= V ar(η1(uj+1)|η1(v1), . . . , η1(vn), η1(u1), . . . , η1(uj)). (4.3)
Note that
EIε1Iε2 = EE
(∫
D
. . .
∫
D
1
| detF ′n+1(η(v1), . . . , η(vn), η(u1))|k−1
·
· 1| detF ′n+1(η(v1), . . . , η(vn), η(u′1))|k−1
k−1∏
i1=1
fε1(η(ui1+1)− η(ui1))·
·
k−1∏
i2=1
fε2(η(u
′
i2+1)− η(u′i2))d~ud~u′|η(v1), . . . , η(vn)
)
=
= Eη Eζ
∫
D
. . .
∫
D
1
| detF ′n+1(η(v1), . . . , η(vn), f(u1) + ζ(u1))|k−1
·
· 1| detF ′n+1(η(v1), . . . , η(vn), f(u′1) + ζ(u′1))|k−1
·
·
k−1∏
i1=1
fε1(∆ζ(ui1) + ∆f(ui1))
k−1∏
i2=1
fε2(∆ζ(u
′
i2
) + ∆f(u′i2))d~ud~u
′,
where Eη and Eζ are expectations with respect to (η(v1), . . . , η(vn)) and
(ζ(u1), . . . , ζ(uk) − ζ(uk−1), ζ ′(u1), . . . , ζ(u′k) − ζ(u′k−1)). Using Lebesgue
dominated convergence theorem let us check that there exists finite limit∫
D
. . .
∫
D
Eζ
1
| detF ′n+1(η(v1), . . . , η(vn), f(u1) + ζ(u1))|k−1
·
· 1| detF ′n+1(η(v1), . . . , η(vn), f(u′1) + ζ(u′1))|k−1
·
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·
k−1∏
i1=1
fε1(∆ζ(ui1) + ∆f(ui1))
k−1∏
i2=1
fε2(∆ζ(u
′
i2+1
) + ∆f(u′i2))d~ud
~u′
as ε1, ε2 → 0. To do this let us notice that a covariance matrix of the vector
(ζ(u1), . . . , ζ(uk)− ζ(uk−1), ζ ′(u1), . . . , ζ(u′k)− ζ(u′k−1))
is nondegenerated. Hence the density of this vector p˜ can be represented
as follows
p˜(x1, y1, . . . , yk−1, x′1, y
′
1, . . . , y
′
k−1) =
= p(x1, x
′
1)qx1,x′1(y1, . . . , yk−1, y
′
1, . . . , y
′
k−1),
where a conditional density qx1,x′1 is continuous and bounded with respect
to all variables. Then one can conclude that
Eζ
1
| detF ′n+1(η(v1), . . . , η(vn), f(u1) + ζ(u1))|k−1
·
· 1| detF ′n+1(η(v1), . . . , η(vn), f(u′1) + ζ(u′1))|k−1
·
·
k−1∏
i1=1
fε1(∆ζ(ui1) + ∆f(ui1))
k−1∏
i2=1
fε2(∆ζ(u
′
i2
) + ∆f(u′i2))d~ud
~u′
converges to∫
R2
∫
R2
1
| detF ′n+1(η(v1), . . . , η(vn), f(u1) + x1)|k−1
·
· 1| detF ′n+1(η(v1), . . . , η(vn), f(u′1) + x′1)|k−1
·
·p(x1, x′1)qx1,x′1(∆f(u1), . . . ,∆f(uk−1),∆f(u′1), . . . ,∆f(u′k−1))dx1dx′1
as ε1, ε2 → 0. Moreover, using estimates (4.2) one can see that
Eζ
1
| detF ′n+1(η(v1), . . . , η(vn), f(u1) + ζ(u1))|k−1
·
· 1| detF ′n+1(η(v1), . . . , η(vn), f(u′1) + ζ(u′1))|k−1
·
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·
k−1∏
i1=1
fε1(∆ζ(ui1) + ∆f(ui1))
k−1∏
i2=1
fε2(∆ζ(u
′
i2
) + ∆f(u′i2)) ≤
≤ c
G(∆ζ(u1), . . . ,∆ζ(uk−1),∆ζ(u′1), . . . ,∆ζ(u
′
k−1))
, c > 0,
∆ζ(ui) = ζ(ui)− ζ(ui−1).
Let us check that∫
D
. . .
∫
D
1
G(∆ζ(u1), . . . ,∆ζ(uk−1),∆ζ(u′1), . . . ,∆ζ(u
′
k−1))
d~u < +∞.
Really,
G(∆ζ(u1), . . . ,∆ζ(uk−1),∆ζ(u′1), . . . ,∆ζ(u
′
k−1)) =
= E∆ζ(u1)
2 V ar(∆ζ(u2)|∆ζ(u1)) . . .
. . . V ar(∆ζ(u′k−1)|∆ζ(u1), . . . ,∆ζ(u′k−1)) ≥
≥ V ar(ζ(u2)|ζ(u1))V ar(ζ(u3)|ζ(u1), ζ(u2)) . . .
. . . V ar(ζ(u′k)|ζ(u1), . . . , ζ(u′k−1)). (4.4)
Using relation (4.3) one can conclude that (4.4) equals
V ar(η(u2)|η(v1), . . . , η(vn), η(u1))·
·V ar(η(u3)|η(v1), . . . , η(vn), η(u1), η(u2)) . . .
. . . V ar(η(u′k)|η(v1), . . . , η(vn), η(u1), . . . , η(u′k−1)).
It was shown in the proof of Theorem 2.1 that∫
D
. . .
∫
D
(
V ar
(
η(u2)|η(v1), . . . , η(vn), η(u1)
)
·
·V ar
(
η(u3)|η(v1), . . . , η(vn), η(u1), η(u2)
)
. . .
. . . V ar
(
η(u′k)|η(v1), . . . , η(vn), η(u1), . . . , η(u′k−1)
))−1
d~u < c,
where constant c > 0 does not depend on points v1, . . . , vn.
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Let us apply Theorem 4.1 to define a self-intersection local time for the
field
x(η(u), t), u ∈ D,
where x(v, t), v ∈ R2, t > 0 is a solution to deterministic equation with
interaction (4.1) with the initial measure µ corresponding to occupation
measure of Gaussian random field η(u), u ∈ D. For formal description
of self-intersection local time for the field x(η(u), t), u ∈ D we use the
following formula
T x(η,t)k =
∫
D
. . .
∫
D
1
| det x′(η(u1))|
k−1∏
j=1
δ0(η(uj+1)− η(uj))d~u. (4.5)
It was shown in Section 3 that if x(·, t) is deterministic diffeomorphism,
then expression (4.5) is well defined. Now x(·, t) is random diffeomorphism
which depends on the occupation measure µ of the random field η. To
prove the existence of (4.5) in this case we will apply Theorem 4.1. In the
beginning let us check the following statement related to approximation of
an occupation measure by the sequence of discrete measures.
Lemma 4.1. Consider the sequence of random measures
µn =
n∑
k1,k2=0
1
n2
δ
η(
k1
n
,1+
k2
n
)
, n ≥ 1. (4.6)
Then
γ(µn, µ)→ 0, n→ +∞, a.s.
Proof. Since η has a continuous modification on D, then
γ0(µn, µ) ≤
≤
n−1∑
k1,k2=0
‖η(k1
n
, 1 + k2
n
)− η(u)‖
1 + ‖η(k1
n
, 1 + k2
n
)− η(u)‖1[k1n ;k1+1n ]×[1+k2n ;1+k2+1n ](u)du→ 0
when n→ +∞, a.s.
Let xn be a solution to equation (4.1) with the initial measure µn defined
by formula (4.6). Denote by
Inε =
∫
D
. . .
∫
D
1
| det x′n(η(u1), t)|k−1
k−1∏
j=1
fε(η(uj+1)− η(uj))d~u.
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It follows from Theorem 4.1 that for every n ≥ 1 there exists
In = L2 − lim
ε→0
Inε .
The random variable In can be treated as the self-intersection local time of
multiplicity k for the field xn(η(u), t), u ∈ D. The next theorem states that
there exists a limit, almost surely, of In which will be the self-intersection
local time for the field x(η(u), t), u ∈ D.
Theorem 4.2. There exists
I = lim
n→+∞
In, a.s.
Proof. To prove the theorem let us check that {In, n ≥ 1} is Cauchy
sequence. Since there exists
I1 = P − lim
ε→0
I1ε ,
then it follows from Riesz lemma that there exist subsequence {ε1m, m ≥
1} such that I1ε1m → I1 as m→ +∞, a.s. From existence of
I2 = P − lim
m→+∞
I2ε1m
one can conclude the existence of a subsequence {ε2m, m ≥ 1} which
is subsequence of {ε1m, m ≥ 1} such that I1ε2m → I1 and I2ε2m → I2 as
m → +∞, a.s. Repeating this procedure one can obtain nested system
of subsequences
{
{εlm, m ≥ 1}, l ≥ 1
}
such that I1εlm → I1, I2εlm →
I2, . . . , I lεlm → I l as m → +∞, a.s. Taking {εmm, m ≥ 1} we get for any
n, l ≥ 1
|In − I l| = lim
m→+∞
|Inεmm − I lεmm|, a.s.
Also we can suppose that there exists
lim
m→+∞
∫
Dk
k−1∏
j=1
fεmm(η(uj+1)− η(uj))d~u, a.s.
To proceed further we need the following statement which can be proved
using arguments of [1].
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Lemma 4.2. Let xµ, xν be solution to (4.1) corresponding to initial mea-
sures µ and ν. Under mentioned conditions the following relation holds
1. There exists constants c1 > 0 such that for any u ∈ R2 and t ∈ [0; 1]
‖xµ(u, t)− xν(u, t)‖ ≤ c1γ(µ, ν)
2. There exists the derivative of x with respect to spatial variable x′u(u, t) ∈
C(Rd × [0; 1],Rd×d) and
detx′u(u, t) = e
∫ t
0 tr a
′(x(u,s),µs)ds
3. There exists a constant c2 > 0 such that for any u ∈ R2 and t ∈ [0; 1]
|tr a′(xµ(u, t), µt)− tr a′(xν(u, t), νt)| ≤ c2γ(µ, ν)
4. There exists a constant c3 > 0 such that for any u ∈ R2 and t ∈ [0; 1]∣∣∣det ∂
∂u
xµ(u, t)− det ∂
∂u
xν(u, t)
∣∣∣ ≤ c3γ(µ, ν).
Lemma 4.2 describes the dependence of the flow with interaction on
initial mass distribution. It follows from Lemma 4.2 that
|Inεmm − I lεmm| ≤
≤ c γ(µn, µl)
∫
Dk
k−1∏
j=1
fεmm(η(uj+1)− η(uj))d~u, c > 0.
Lemma 4.1 implies that
γ(µn, µl)→ 0,
as n, l → +∞, a.s. Consequently
lim
n, l→+∞
lim
m→+∞
|Inεmm − I lεmm| = 0
which proves the theorem.
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5 Asymptotics of self-intersection local for Gaussian
field in stochastic flow
In Section 4 we defined self intersection local T x(η),tk for the Gaussian field
η(u), u ∈ D evolving in a flow of interacting particles x(v, t), v ∈ R2, t ≥ 0.
In present Section we study asymptotic behavior of random variable T x(η),tk
as t→ +∞.
Firstly, consider the field in isotropic Brownian flow on R2 [18]. Consider
a function ϕ ∈ C∞(R2) such that
ϕ(u) = ϕ(‖u‖), u ∈ R2, supp ϕ ⊂ B(0; 1), i.e.
ϕ(u) = 0, ‖u‖ > 1,
and ∫
R2
ϕ2(u)du = 1.
For ε > 0 put
ϕε(u) =
1
ε
ϕ
(u
ε
)
.
Consider the following Cauchy problem{
dxε(u, t) =
∫
R2
ϕε(xε(u, t)− p)W (dp, dt)
xε(u, 0) = u, u ∈ R2,
(5.1)
where W is two-dimensional Wiener sheet on R2× [0; +∞). The following
statements describe some properties of solution to (5.1).
Lemma 5.1. There exists a unique solution to Cauchy problem (5.1) which
is a flow of diffeomorphisms. Moreover xε defines an isotropic Brownian
flow on R2.
The proof of lemma easily follows from properties of function ϕ.
Lemma 5.2. Let xε(u, t), u ∈ R2, t ∈ [0; 1] be a solution to Cauchy prob-
lem (5.1). Then for u1 6= u2 random process
(
xε(u1, ·), xε(u2, ·)
)
converges
weakly in C([0; 1],R4) to a process
(
u1+w1(·), u2+w2(·)
)
as ε→ 0. Here
w1, w1 are two independent planar Wiener processes.
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Proof. For fixed u1, u2 processes xε(u1, t), xε(u2, t), t ∈ [0; 1] are planar
Wiener processes. Consequently the family{(
xε(u1, ·), xε(u2, ·)
)
, ε > 0
}
is relatively compact in C([0; 1],R4). Denote by(
x(u1, ·), x(u2, ·)
)
some limit point as ε→ 0. To finish the proof we need
Lemma 5.3. Let w(t) be planar Wiener process starting from the point
(1, 0). Set
τwε = inf{t > 0 : ‖w(t)‖ ≤ ε}.
Then, almost surely,
τwε → +∞, ε→ 0.
Proof. Since for ε2 < ε1
τwε1 < τ
w
ε2
,
then, almost surely, exists
τw0 = lim
ε→0
τwε
finite or infinite. Consider such ω that
τw0 (ω) < +∞.
Due to the continuity of w
lim
ε→0
w(τwε (ω)) = w(τ
w
0 (ω)).
Consequently
‖w(τw0 (ω))‖ = 0.
Since
P{∃ t > 0 : ‖w(t)‖ = 0} = 0,
then
P{τ0 < +∞} = 0.
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Let us return to the proof of Lemma 5.2. Denote by
τε = inf{t > 0 : ‖xε(u2, t)− xε(u1, t)‖ ≥ 2ε}.
Consider the process
y(t) =
{
xε(u1, t), t ≤ τε
xε(u1, τε) + w˜(t)− w˜(τε), t > τε,
where w˜ is planar Wiener such that w˜ and xε(ui, ·), i = 1, 2 are indepen-
dent. Note that processes y(·) and xε(u2, ·) are martingales with respect
to filtration Ft = σ
(
y(r), xε(u2, r), r ≤ t
)
. One can check that processes
xε(u2, ·) and y(·) are two independent Wiener processes. Let us construct
another planar Wiener process
z(t) =
u2 − u1√
2
+
1√
2
(
y(t)− xε(u2, t)
)
, t ≥ 0.
Note that
τ z2ε√
2
=d τε.
It follows from Lemma 5.3 that for any t > 0
P{τε < t} → 0, ε→ 0. (5.2)
Since supp ϕε ∗ϕε ⊂ B(0, 2ε), then using (5.2) one can check that the joint
characteristics
〈xε(u1, ·), xε(u2, ·)〉(t) =
=
∫ t
0
ϕε ∗ ϕε
(
‖xε(u2, s)− xε(u2, s)‖
)
ds→ 0, ε→ 0.
Consequently the process (x(u1, ·), (x(u2, ·))) is continuous square inte-
grable martingale with
d〈x(ui, ·), (x(uj, ·)〉(t) = δijdt,
where
δij =
{
1, i = j
0, i 6= j.
Now the statement of Lemma 5.2 follows from multidimensional analog of
Levy’s theorem [19] (p. 352, Th. 18.3).
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Denote by x′ε(u, t) the derivative with respect to spatial variable. Then
it can be checked that the following statement holds.
Lemma 5.4.
det x′ε(u, t) = exp
{ 1
ε2
∫ t
0
∫
R2
(∇ϕ(x(u, t)− p
ε
),W (dp, ds))− ct
2ε2
}
,
where
c =
∫
R2
‖∇ϕ(q)‖2dq.
Proof. Note that (5.1) can be represented as follows

dx1ε(u, t) =
∫
R2
ϕε(xε(u, t)− p)W1(dp, dt)
dx2ε(u, t) =
∫
R2
ϕε(xε(u, t)− p)W2(dp, dt)
x1ε(u, 0) = u1, x
2
ε(u, 0) = u2, u1, u2 ∈ R.
(5.3)
Let {ek, k ≥ 1} be an orthonormal basis in L2(R2). Then
ϕε(xε(u, t)− p) =
∞∑
k=1
(ϕε(xε(u, t)− ·), ek)ek(p).
Denote by
βik(t) =
∫ t
0
∫
R2
ek(p)Wi(dp, ds), i = 1, 2.
Note that {βik(t), t ≥ 0} are independent Brownian motions in R. Set
ak(xε(u, t)) = (ϕε(xε(u, t)− ·), ek).
Then (5.3) can be rewritten as

dx1ε(u, t) =
∑∞
k=1 ak(xε(u, t))dβ
1
k(t)
dx2ε(u, t) =
∑∞
k=1 ak(xε(u, t))dβ
2
k(t)
x1ε(u, 0) = u1, x
2
ε(u, 0) = u2, u1, u2 ∈ R.
(5.4)
It follows from (5.4) that x′ε(u, t), u ∈ R2, t ≥ 0 satisfies the following
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stochastic differential equation

d ∂x
1
ε(u,t)
∂u1
= 1
ε
∑∞
k=1
∂ak(xε(u,t))
∂x1
∂x1(u,t)
∂u1
dβ1k(t)
d ∂x
1
ε(u,t)
∂u2
= 1
ε
∑∞
k=1
∂ak(xε(u,t))
∂x1
∂x1(u,t)
∂u2
dβ1k(t)
d ∂x
2
ε(u,t)
∂u1
= 1
ε
∑∞
k=1
∂ak(xε(u,t))
∂x2
∂x2
∂u1
dβ2k(t)
d ∂x
2
ε(u,t)
∂u2
= 1
ε
∑∞
k=1
∂ak(xε(u,t))
∂x2
∂x2
∂u2
dβ2k(t)
∂x1ε(u,0)
∂u1
= 1
∂x1ε(u,0)
∂u2
= 0
∂x2ε(u,0)
∂u1
= 0
∂x2ε(u,0)
∂u2
= 1.
(5.5)
Put
αik =
∂ak(xε(u, t))
∂xi
.
Applying Ito formula one can check that solution to (5.5) has the following
representation

∂x1ε(u,t)
∂u1
= exp
{
1
ε
∫ t
0
∑∞
k=1 α
1
k(s)dβ
1
k(s)− 12ε2
∫ t
0
∑∞
k=1(α
1
k(s))
2ds
}
∂x1ε(u,t)
∂u2
= 0
∂x2ε(u,t)
∂u1
= 0
∂x2ε(u,t)
∂u2
= exp
{
1
ε
∫ t
0
∑∞
k=1 α
2
k(s)dβ
2
k(s)− 12ε2
∫ t
0
∑∞
k=1(α
2
k(s))
2ds
}
.
(5.6)
It follows from (5.6) that
det x′(u, t) = exp
{ ∞∑
k=1
1
ε
∫ t
0
α1k(s)dβ
1
k(s)+
+
1
ε
∫ t
0
α2k(s)dβ
2
k(s)−
1
2ε2
∞∑
k=1
∫ t
0
((α1k(s))
2 + (α2k(s))
2)ds
}
. (5.7)
Using (5.7) one can conclude that
det x′ε(u, t) = exp
{1
ε
∫ t
0
∫
R2
(∇ϕε(xε(u, s)− p),W (dp, ds))−
− 1
2ε2
∫ t
0
∫
R2
‖∇ϕε(xε(u, s)− p)‖2dpds
}
=
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= exp
{ 1
ε2
∫ t
0
∫
R2
(∇ϕ(xε(u, s)− p
ε
),W (dp, ds))−
− 1
2ε4
∫ t
0
∫
R2
‖∇ϕ(xε(u, s)− p
ε
)‖2dpds
}
.
A change of variable
xε(u, t)− p
ε
= q
completes the proof.
Note that ϕε(u) = 0, when ‖u‖ > ε. Follow to [20] a parameter ε can be
treated as a radius of interaction of the particles x(v, t) with the molecules
of random media W . The speed of molecules of the media is much greater
then the speed of particles in a flow. So it is reasonable to expect that when
ε → 0 the particles in the flow begin to move independently. A rigorous
mathematical proof of this fact was given in Lemma 5.2, where one can
see that processes xε(u1, ·) and xε(u2, ·) became independent in the limit.
In particular, it causes the growth of the self-intersection local times for
images of random field η. Assume that random field η and W are inde-
pendent. Then one can suppose that our probability space is represented
as (
Ω1 × Ω2,F1 ⊗ F2, P1 × P2
)
.
Suppose that W is defined on Ω1 and η is defined on Ω2. The solution
to Cauchy problem (5.1) has continuous modification with respect to t.
Moreover for every ω ∈ Ω1 and t > 0 it is a diffeomorphism with respect
to u. For fixed k ≥ 1 consider weight function
ρ(u) =
1
| det x′ε(u, t)|k−1
.
It follows from Lemma 5.4 that
ρ(u) = exp
{
− k − 1
ε2
∫ t
0
∫
R2
(∇ϕ(xε(u, t)− p
ε
),W (dp, ds)) +
c(k − 1)t
2ε2
}
,
u ∈ R2. For any ω1 ∈ Ω1 the function ρ is continuous, since for any ω1 ∈ Ω1
the derivative of xε with respect to u is continuous function. Then due to
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Theorem 2.1 and Remark 2.1 for any ω ∈ Ω1 a self-intersection local time
for x(η(u), t), u ∈ D with t ≥ 0 being fixed is well-defined and
T xε(η,t)k =
∫
D
. . .
∫
D
ρ(η(u1))
k−1∏
j=1
δ0(η(uj+1)− η(uj))d~u.
Let us check that the following statement holds.
Lemma 5.5. For any t > 0
lim
ε→0
e−
ck(k−1)t
2ε2 ET xε(η,t)k = ET ηk .
Proof. Since η and ρ are independent, then using approximating families
for T xε(η,t)k and passing to the limit one can deduce the following relations
ET xε(η,t)k = E E
(
T xε(η,t)k |η
)
=
= E E
(∫
D
. . .
∫
D
ρ(η(u1))
k−1∏
j=1
δ0(η(uj+1)− η(uj))d~u|η
)
=
= Eη
∫
D
. . .
∫
D
Eρρ(η(u1))
k−1∏
j=1
δ0(η(uj+1)− η(uj))d~u,
where Eη and Eρ are expectation with respect to η and ρ. Denote by
Eε(u, t) =
= exp
{(
− (k − 1)
ε2
∫ t
0
∫
R2
(∇ϕ(xε(u, t)− p
ε
),W (dp, ds))− c(k − 1)
2t
2ε2
)}
.
Set
E(u, t) = E1(u, t).
Since Eε(u, t) is a stochastic exponential, then
EEε(u, t) = 1. (5.8)
It follows from (5.8) that
Eρρ(η(u)) = e
ck(k−1)t
2ε2
which finishes the proof of the lemma.
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Next statement describes a behavior of the image xε(η, t).
Lemma 5.6.
lim
ε→0
E
∫
D
∫
D
‖xε(η(u2), t)− xε(η(u1), t)‖2du1du2 =
= 4t+ E
∫
D
∫
D
‖η(u2)− η(u1)‖2du1du2.
Proof. One can check that for any ε > 0
‖xε(η(u2), t)− xε(η(u1), t)‖2 ≤
≤ 2E‖η(u2)− η(u1)‖+ 8t.
Applying Lebesgue’s dominated convergence theorem and Lemma 5.2 one
can conclude that
lim
ε→0
E
∫
D
∫
D
‖xε(η(u2), t)− xε(η(u1), t)‖2du1du2 =
=
∫
D
∫
D
E‖η(u2)− η(u1) + w2(t)− w1(t)‖2du1du2 =
= 4t+ E
∫
D
∫
D
‖η(u2)− η(u1)‖2du1du2,
where w1, w1 are two independent planar Wiener processes such that w1, w2
and η are independent.
Together Lemma 5.5 and Lemma 5.6 describe the interesting features
of our Gaussian field in stochastic flow. On the one hand it follows from
Lemma 5.5 that the expectation of self-intersection local time for the field
xε(η(u), t), u ∈ D in e
ck(k−1)t
2ε2 times greater then the expectation of self-
intersection local time for the initial field η(u), u ∈ D and grows to infinity
as radius of interaction tends to zero. On the other hand one can see from
Lemma 5.6 that with the decreasing of radius of interaction with the media
the value
E
∫
D
∫
D
‖xε(η(u2), t)− xε(η(u1), t)‖2du1du2
almost does not differ from
E
∫
D
∫
D
‖η(u2)− η(u1)‖2du1du2.
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Now let us consider a long-time behavior of the self-intersection local
times for the evolving random fields. Lemma 5.4 allows to discuss a trans-
formation of random field η by the isotropic stochastic flow (5.1). Consider
Cauchy problem{
dx(u, t) =
∫
R2
ϕ(x(u, t)− p)W (dp, dt)
x(u, 0) = u, u ∈ R2.
It follows from Lemma 5.4 that
det x′(u, t) = exp
{∫ t
0
∫
R2
(∇ϕ(x(u, t)− p),W (dp, ds))− ct
2
}
,
where c =
∫
R2
‖∇ϕ(q)‖2dq. In this case the weight function ρ for k-multiple
self-intersection local time of field x(η(u), t), u ∈ D has representation
ρ(u) = exp
{
− (k − 1)
∫ t
0
∫
R2
(∇ϕ(x(u, t)− p),W (dp, ds)) + (k − 1)ct
2
}
.
(5.9)
One can check that the following statement holds.
Lemma 5.7.
lim
t→+∞
e−
ck(k−1)t
2 ET x(η,t)k = ET ηk .
Proof. Using the same arguments as in the proof of Lemma 5.5 one can see
that
ET x(η,t)k = EE(T x(η,t)k |η) =
= Eη
∫
D
. . .
∫
D
Eρρ(η(u1))
k−1∏
j=1
δ0(η(uj+1)− η(uj))d~u.
Using (5.9) one can conclude that
Eρρ(η(u1)) = e
ck(k−1)t
2
which finishes the proof of lemma.
As one can see from Lemma 5.7 the expectation of self-intersection local
time for the field x(η(u), t), u ∈ D grows exponentially as t → +∞. To
compensate this phenomena let us include in the picture the interaction
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between particles. Next equation will be equation with interaction of the
form

dx(u, t) = a(x(u, t)− ∫
R2
vµt(dv))dt+
∫
R2
ϕ(x(u, t)− p)W (dp, dt)
x(u, 0) = u, u ∈ R2
µt = µ0 ◦ x(·, t)−1, a > 0.
(5.10)
In this equation there are two different ways of mass transportation. The
first term describes the motion of the particles with respect to joint center
of mass
mt =
∫
R2
vµt(dv).
The second term is related to the isotropic stochastic flow. It can be seen
from Lemma 5.7 that the self-intersection local times in such flow are grow-
ing to the infinity as t tends to infinity with the radius of interaction being
fixed but we can compensate this growth by the choice of an appropriate
a in the first term. Let µ0 be an occupation measure of the field η. Then
equation (5.10) can be rewritten as follows

dx(u, t) = a(x(u, t)− ∫
R2
x(v, t)µ0(dv))dt+
∫
R2
ϕ(x(u, t)− p)W (dp, dt)
x(u, 0) = u, u ∈ R2
µt = µ0 ◦ x(·, t)−1.
(5.11)
Using the same arguments as in the proof of Lemma 5.4 it is not difficult
to conclude that
det x′(u, t) = exp
{∫ t
0
∫
R2
(∇ϕ(x(u, t)− p),W (dp, ds))− ct
2
+ at
}
, (5.12)
where
c =
∫
R2
‖∇ϕ(q)‖2dq.
Consequently the weight function right now has the representation
ρ(u) = exp
{
− (k − 1)
∫ t
0
∫
R2
(∇ϕ(x(u, t)− p),W (dp, ds))+
+
c(k − 1)t
2
− a(k − 1)t
}
. (5.13)
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Essential difference from the previous cases is that now x depends on η.
Repeating arguments of Section 4 one can prove that the self-intersection
local time T x(η,t)k exists and
T x(η,t)k = T ηk (ρ)
with ρ from (5.13). Moreover repeating arguments of proofs of Lemma 5.5
and Lemma 5.7 one can see that the following statement holds.
Theorem 5.1.
lim
t→+∞
e−(kc−2a)(k−1)tET x(η,t)k = ET ηk .
Consider random measure on R2 defined as follows for any A ∈ B(R2)
νk(A) =
∫
D
. . .
∫
D
1A(η(u1))
k−1∏
i=1
δ0(η(ui+1)− η(ui))d~u.
(for proof of existence of such measure see Lemma 2.3). Let x be solu-
tion to equation with interaction (5.11). Then T x(η,t)k admits the following
representation
T x(η,t)k =
∫
R2
ρ(u)νk(du),
where the weight-function ρ is defined in (5.13). Denote by
β(u, t) =
∫ t
0
∫
R2
(∇ϕ(x(u, t)− p),W (dp, ds)).
Denote by
Ft = σ(η(u), u ∈ D, W (∆), ∆ ⊂ [0; t]× R2).
It can be checked that the random process β(u, t), t ∈ [0; 1] is contin-
uous square integrable martingale with respect to Ft with the following
quadratic characteristics
〈β(u, ·)〉(t) = ct,
where
c =
∫
R2
‖∇ϕ(q)‖2dq.
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Set
mk(t) = exp
{
a(k − 1)t− c(k − 1)t
2
− c(k − 1)
2t
2
}
T x(η,t)k =
=
∫
R2
exp
{
− (k − 1)β(u, t)− c(k − 1)
2t
2
}
νk(du).
Put
E(u, t) = exp
{
− (k − 1)β(u, t)− c(k − 1)
2t
2
}
.
Lemma 5.8. The random process mk(t) t ∈ [0; 1] is a positive continuous
square integrable martingale with respect to Ft with the following quadratic
characteristics
〈mk〉(t) = (k − 1)2
∫
R2
∫
R2
∫ t
0
E(u, s)E(v, s)·
·(∇ϕ ∗ ∇ϕ(x(u, s)− x(v, s)), ds)νk(du)νk(dv).
Proof. Since β(u, t), t ∈ [0; 1] is a continuous square integrable martingale
with respect to filtration Ft, then it follows from [21] that E(u, t) is also
continuous square integrable martingale with respect to filtration Ft which
satisfies the following SDE{
dE(u, t) = E(u, t)dβk(u, t)
E(u, 0) = 1,
where
βk(u, t) = −(k − 1)β(u, t).
A joint characteristics of martingales E(u, t) and E(v, t) has a representa-
tion [21] (II, Prop. 2.3, p. 56)
〈E(u, ·)E(v, ·)〉(t) =
=
∫ t
0
E(u, s)E(v, s)d〈βk(u, ·), βk(v, ·)〉(s).
Let us find a joint characteristics of martingales βk(u, ·) and βk(v, ·). Since
βk(u, t) = −(k − 1)
∞∑
l=1
∫ t
0
(αl(x(u, s)), dβl(s)),
46
then
〈βk(u, ·), βk(v, ·)〉(t) =
= (k − 1)2
∞∑
l=1
∫ t
0
(αl(x(u, s), αl(x(v, s)ds =
= (k − 1)2
∫ t
0
∫
R2
(∇ϕ(x(u, s)− p),∇ϕ(x(v, s)− p)))dpds.
Consequently
〈E(u, ·)E(v, ·)〉(t) =
= (k − 1)2
∫ t
0
∫
R2
E(u, s)E(v, s)·
· (∇ϕ(x(u, s)− p),∇ϕ(x(v, s)− p))dpds. (5.14)
It is obvious that mk is positive. Let us check that mk is martingale. Note
that for s < t
E(mk(t)|Fs) = E(
∫
R2
E(u, t)νk(du)|Fs). (5.15)
The random measure νk is measurable with respect to F0 ⊂ Fs. Conse-
quently (5.15) equals∫
R2
E(E(u, t)|Fs)νk(du) =
∫
R2
E(u, s)νk(du).
To prove that mk(t), t ∈ [0; 1] is square integrable martingale, let us esti-
mate
E(mk(t))
2 = E
∫
R2
∫
R2
E(u1, t)E(u2, t)νk(du1)νk(du2) =
= EE(
∫
R2
∫
R2
E(u1, t)E(u2, t)νk(du1)νk(du2)|F0) =
Eη
∫
R2
∫
R2
EWE(u1, t)E(u2, t)νk(du1)νk(du2), (5.16)
where by Eη and EW we denoted expectations with respect to η and W.
Applying Cauchy’s inequality one can conclude that (5.16) less or equal to
Eη
∫
R2
∫
R2
√
EWE(u1, t)2
√
EWE(u2, t)2νk(du1)νk(du2).
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Since
EE(u, t) = 1,
then
EE(u, t)2 = E exp
{
− 2(k − 1)β(u, t)− 2c(k − 1)
2t
2
}
=
= E exp
{
− 2(k − 1)β(u, t)− 4c(k − 1)
2t
2
+
2c(k − 1)2t
2
}
=
= e
2c(k−1)2t
2 ≤ e2c(k−1)
2
2
which completes the proof that mk(t), t ∈ [0; 1] is square integrable mar-
tingale. To check the continuity let us apply Kolmogorov’s continuity the-
orem. Note that
E(mk(t2)−mk(t1))4 = E
(∫
R2
(E(u, t2)− E(u, t1))νk(du)
)4
. (5.17)
Applying Jensen’s inequality and taking conditional expectation with re-
spect to F0 one can conclude that (5.17) less or equal to
Eνk(R
2)3
∫
R2
(E(u, t2)− E(u, t1))4νk(du) =
= EE
(
νk(R
2)3
∫
R2
E(u, t1)4
(E(u, t2)
E(u, t1) − 1
)4
νk(du)|F0
)
. (5.18)
Denote by
E(u, t1, t2) = E(u, t2)E(u, t1) =
= exp
{
− (k − 1)(β(u, t2)− β(u, t1))− c(k − 1)
2(t2 − t1)
2
}
.
Note that E(u, t1, t2) is a stochastic exponential. Then (5.18) equals
Eην(R2)3
∫
R2
EWE(u, t1)4(E(u, t1, t2)− 1)4νk(du).
Due to Cauchy inequality
EWE(u, t1)4(E(u, t1, t2)− 1)4 ≤ (EWE(u, t1)8) 12 (EW (E(u, t1, t2)− 1)8) 12 ≤
≤ c1(EW (E(u, t1, t2)− 1)8) 12 .
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Since
E(u, t1, t2) = 1 +
∫ t2
t1
E(u, s)dβk(u, s),
then it follows from Burkholder-Davis-Gundy inequality that
EW (E(u, t1, t2)− 1)8 = EW
(∫ t2
t1
E(u, s)dβk(u, s)
)8
≤
≤ c2EW
(∫ t2
t1
E(u, s)2ds
)4
≤
≤ c2(t2 − t1)3
∫ t2
t1
EWE(u, s)8ds ≤
≤ c3(t2 − t1)4.
Due to Lemma 2.4 Eη(R2)3 < +∞. Consequently the process mk satisfies
Kolmogorov’s continuity theorem.
Hence mk(t), t ≥ 0 is nonnegative continuous square integrable mar-
tingale. It implies that if mk hits zero, then it equals zero at any moment
of time after the moment of hitting zero. Due to the to the time-change
theorem [19] (p. 352, Th. 18.4) there exists one-dimensional Brownian
motion B(t), t ≥ 0 such that
mk(t) = mk(0) +B(〈mk〉(t)), t ≥ 0. (5.19)
Denote by
τB−b = inf{t ≥ 0 : b+ B(t) = 0}.
Then mk admits representation
mk(t) = b+ B(〈mk〉(t) ∧ τB−b).
The function b+B(·∧ τB−b) is continuous on [0; +∞). Since there exists the
limit of quadratic characteristics 〈mk〉(∞), then there exists
mk(∞) = b+ B(〈mk〉(∞) ∧ τB−b).
Using the boundness of function b + B(· ∧ τB−b) one can conclude that
mk(∞) ∈ [0; +∞). Therefore we proved the following statement
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Theorem 5.2.
lim
t→+∞
exp
{
a(k − 1)t− c(k − 1)t
2
− c(k − 1)
2t
2
}
T x(η,t)k ∈ [0; +∞), a.s.
(5.20)
Note that mk(∞) = 0 if 〈mk〉(∞) = τB−b. Moreover if 〈mk〉(∞) > τB−b,
then
E〈mk〉(∞) > EτB−b = +∞.
Then to guarantee that the limit in (5.20) does not equal to zero with
positive probability one can try to check that
E〈mk〉(+∞) < +∞. (5.21)
Relation (5.21) will be examined in terms of asymptotics of E〈mk〉(t) as
t→ +∞. To do this we need
Lemma 5.9. There exist constants c1, c2 > 0 such that for all u1, u2 ∈ R2
and t ≥ 0 which satisfy the relation
e−at < ‖u2 − u1‖ < 1
the following estimate holds
P{‖x(u2, t)− x(u1, t)‖ ≤ 1} ≤
(
c1 ln
1
‖u2 − u1‖ + c2
) 1
at
.
Proof. It follow from (5.10) that for any u1, u2 ∈ R2
d(x(u2, t)− x(u1, t)) = a(x(u2, t)− x(u1, t))dt+ dβ˜(t),
where
β˜(t) =
∫ t
0
∫
R2
(ϕ(x(u2, s)− p)− ϕ(x(u2, s)− p))W (dp, ds), t ≥ 0
is a martingale with respect to Ft. Put y(t) = x(u2, t)− x(u2, t). Then one
obtain the following Cauchy problem{
dy(t) = ay(t)dt+ dβ˜(t)
y(0) = u2 − u1.
(5.22)
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It is not difficult to check that solution to (5.22) has the representation
y(t) = (u2 − u1)eat +
∫ t
0
ea(t−s)dβ˜(s).
Note that y(t)e−at, t ≥ 0 is square integrable martingale with quadratic
characteristic of coordinates
〈yie−a·〉(t) =
∫ t
0
e−2asd〈β˜〉(s), i = 1, 2
and joint characteristic
〈y1, y2〉(t) = 0.
Here
〈β˜〉(t) =
∫ t
0
∫
R2
((ϕ(x(u2, s)− p)− ϕ(x(u2, s)− p))2dpds.
Consequently y(t)e−at, t ≥ 0 is an isotropic martingale and by time-change
theorem [19](p. 352, Th. 18.4) there exists a planar Brownian motion B
such that
y(t)eat = u2 − u1 + B(〈y1e−a·〉(t)).
Then
P{y(t) ∈ B(0; 1)} =
= P{y(t)e−at ∈ B(0; e−at)} =
= P{B(〈y1ea·〉(t)) ∈ B(u2 − u1, e−at)} ≤
≤ P{ min
[0;〈y1ea·〉(t)]
‖u2 − u1 − B(s)‖ ≤ e−at}.
To finish the proof we need
Lemma 5.10. [22] Let B(t), t ≥ 0 be planar Brownian motion. For
0 < r < b < 1 there exists positive constants c1 such that for
P
(
min
[0;1]
‖(b, 0) + B(t)‖ ≤ r
)
<
[
c1 + ln
1
b
] (
ln
1
r
)−1
.
Since distribution of planar Brownian is rotation-invariant, then
P{ min
[0;〈y1ea·〉(t)]
‖u2 − u1 − B(s)‖ ≤ e−at} =
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= P{ min
[0;〈y1ea·〉(t)]
‖(‖u2 − u1‖, 0) + B(s)‖ ≤ e−at}.
Note that
〈β˜〉(t) =
∫ t
0
∫
R2
(ϕ(x(u2, s)− p)− ϕ(x(u2, s)− p))2dpds =
= 2t− 2
∫ t
0
ϕ ∗ ϕ(x(u2, s)− x(u1, s))ds ≤ 2t.
Hence
〈y1e−a·〉(t) ≤ 2
∫ ∞
0
e−2asds =
1
a
.
Consequently
= P{ min
[0;〈y1ea·〉(t)]
‖(‖u2 − u1‖, 0) + B(s)‖ ≤ e−at} ≤
≤ P{min
[0; 1
a
]
‖(‖u2 − u1‖, 0) + B(s)‖ ≤ e−at} =
P{min
[0;1]
‖(√a‖u2 − u1‖, 0) + B(s)‖ ≤
√
ae−at}. (5.23)
It follows from Lemma 5.10 that (5.23) less or equal to[
c1 + ln+
1√
a‖u2 − u1‖
] 1
ln 1√
a
+ at
which completes the proof of lemma.
Lemma 5.9 allows to obtain the following estimate for expectation of
quadratic characteristic of the martingale mk(t), t ≥ 0.
Theorem 5.3. There exist positive constants k1, k2 such that for any t ≥ 0
E〈mk〉(t) ≤ e3(k−1)2ct
t (k1 +
k2√
a
)
1
2
(
√
a+ ln 2 + at)
1
2 + (
√
a+ ln 2)
1
2
.
Proof. Since
E〈mk〉(t) = (k − 1)2E
∫
R2
∫
R2
∫ t
0
E(u, s)E(v, s)·
·∇ϕ1 ∗ ∇ϕ1(x(u, s)− x(v, s))ds νk(du)νk(dv)+
52
+(k − 1)2E
∫
R2
∫
R2
∫ t
0
E(u, s)E(v, s)·
· ∇ϕ2 ∗ ∇ϕ2(x(u, s)− x(v, s))ds νk(du)νk(dv), (5.24)
then it suffices to estimate one summand in (5.24). Note
E
∫
R2
∫
R2
∫ t
0
E(u, s)E(v, s)·
·∇ϕ1 ∗ ∇ϕ1(x(u, s)− x(v, s))ds νk(du)νk(dv) =
= E
∫
R2
∫
R2
∫ t
0
E(u, s)E(v, s)·
·∇ϕ1 ∗ ∇ϕ1(x(u, s)− x(v, s))1{‖x(u,s)−x(v,s)‖≤2}ds νk(du)νk(dv) ≤
≤ c1 E
(∫
R2
∫
R2
∫ t
0
E(u, s)E(v, s)·
·1{‖x(u,s)−x(v,s)‖≤2}ds νk(du)νk(dv)|F0
)
=
= c1 E
η
∫
R2
∫
R2
∫ t
0
EWE(u, s)E(v, s)·
· 1{‖x(u,s)−x(v,s)‖≤2}ds νk(du)νk(dv), c1 > 0. (5.25)
It follows from Cauchy inequality that
EWE(u, s)E(v, s)1{‖x(u,s)−x(v,s)‖≤2} ≤
≤
(
EWE(u, s)4EWE(u, s)4
)1
4
(
PW
{
‖x(u, s)− x(v, s)‖ ≤ 2
}) 1
2
.
It can be checked that
EWE(u, s)4 = e6(k−1)2ct.
Then (
EWE(u, s)4EWE(u, s)4
) 1
4
= e3(k−1)
2ct.
Applying Lemma 5.9 one can conclude
PW{‖x(u, s)− x(v, s)‖ ≤ 2} ≤
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≤
[
c2 + ln+
1√
a‖u− v‖
] 1
ln 1√
a
+ ln 2 + as
.
Hence (5.25) less or equal to
c1 E
η
∫
R2
∫
R2
∫ t
0
e3(k−1)
2cs·
·
([
c2 + ln+
1√
a‖u− v‖
] 1
ln 1√
a
+ ln 2 + as
)1
2
dsνk(du)νk(dv). (5.26)
Note that ∫ t
0
e3(k−1)
2cs 1√
ln 1√
a
+ ln 2 + as
ds ≤
≤ e3(k−1)2ct 2
a
(√√
a+ ln 2 + at−
√√
a+ ln 2
)
.
Consequently (5.26) less or equal to
c1
(
e3(k−1)
2ct 2
a
(√√
a+ ln 2 + at−
√√
a+ ln 2
))
·
· Eη
∫
R2
∫
R2
(
c2 + ln+
1√
a‖u− v‖
) 1
2
νk(du)νk(dv) (5.27)
Applying Ho¨lder inequality one can obtain that (5.27) less or equal to(
Eνk(R
2)2
)1
2 ·
·
((
c2 +
1√
a
)
Eνk(R
2)2 + E
∫
R2
∫
R2
ln+
1
‖u− v‖νk(du)νk(dv)
)1
2
. (5.28)
It was proved in Lemma 2.5 that
E
∫
R2
∫
R2
ln+
1
‖u− v‖νk(du)νk(dv) < +∞.
Set
c3 =
(
Eνk(R
2)2
) 1
2
.
Then (5.28) less or equal to
c3
(
(c2 +
1√
a
)c23 + c4
)1
2
, c4 > 0.
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