Introduction
Unmanned aerial vehicles (UAV) have gained increased interest in computer vision research. To navigate safely, this flying machine needs the ability to localize itself autonomously using its onboard sensors. One of such sensor is a camera. Its purpose is ability to estimate motion from images (including interest point detection, feature descriptors, error estimation, and iteratively closest point).
It is very useful to develop such autonomous control system, to have auto piloted aircrafts orientate in space much faster, react efficiently, by getting an information from various amount of data sources like PGS, inner sensors and data from ground center [1] . However, for developing an efficient data exchange, previous researches of efficiency needed. It is very useful to develop such autonomous control system, to have auto piloted aircrafts orientate in space much faster, react efficiently, by getting an information from various amount of data sources like GPS, inner sensors and data from ground center.
Using the transmitter of electronic jamming for GPS system, it is possible to disrupt the receiver of this navigation system. As a result, the receiver loses the ability to determinate the coordinates of the objects and navigation of UAV becomes unreliable. Accuracy of only one inertial navigation system (INS), based on gyros, for determination of UAV coordinates location is not enough, its degrades with time significantly. Therefore, it requires alternative variant for data integration and INS errors compensation. In such situation, the possible solution may be the visual navigation [2] .
Problem statement
One of the fundamental moments of visual navigation is detection of interest points, which is further used for images comparison. It is necessary to estimate efficiency and speed of existing feature detection methods among which two are chosen: Harris and KLT. The first method -Harris affine region detector belongs to the category of feature detection. Feature detection is a preprocessing step of several algorithms that rely on identifying characteristic points or interest points to make correspondences between images, recognize textures, categorize objects or build panoramas. 
where (x, y) w -weighting function;
I -image;
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This matrix is a Harris matrix, and angle brackets denote averaging (i.e. summation over (x,y)). If a circular window (or circularly weighted window, such as a Gaussian) is used, then the response will be isotropic.
The second method is Kanade-Lucas-Tomasi (KLT) feature tracker. It is proposed mainly for the purpose of dealing with the problem that traditional image registration techniques are generally costly. KLT makes use of spatial intensity information to direct the search for the position that yields the best match. It is faster than traditional techniques for examining far fewer potential matches between the images [3] . KLT uses functional of quality
where P is domain of assignment of sample; I is landmark of feature; I is the next image; h -target shift of feature surrounding area on another shot; ( ) K p -some weighting function. Comparison of two methods is realized by using them in simple determination of angle of camera rotation algorithm from homography matrix.
Using the obtained coordinates of feature points the homography matrix is calculated. A 2D point (x,y) in an image can be represented as a 3D vector 1 2 3 ( , , ) represented by vector x it is true that its mapped point equals x H [2] . This tells us that in order to calculate the homography that maps each to its corresponding i x′ it is sufficient to calculate the 3×3 homography matrix H. Its decomposition results in two matrices: rotation and calibration.
Once camera rotation and translation have been extracted from an estimated homography matrix, this information may be used for navigation, or to insert models of 3D objects into an image or video, so that they are rendered with the correct perspective and appear to have been part of the original scene. * = H K R , where K -calibration matrix; R -rotation matrix. H -is considered a homogeneous matrix and has only 8 degrees of freedom even though it contains 9 elements. This means there are 8 unknowns that need to be solved for.
A rotation matrix is a matrix that is used to perform a rotation in Euclidean space. For example the matrix of the following form cos sin 0
Rotation matrices provide a means of numerically representing an arbitrary rotation of the axes about the origin, without appealing to angular specification. These coordinate rotations are a natural way to express the orientation of a camera, or the attitude of a spacecraft, relative to a reference axes-set.
Calibration matrix consists of camera intrinsic parameters:
The intrinsic matrix contains five intrinsic parameters. These parameters encompass focal length, image sensor format, and principal point. would be ideally in the center of the image. Using the rotation matrix the angle of camera rotation can be calculated. Comparing it with the true rotation angle, error can be calculated to determine the accuracy of methods.
Algorithm and analysis of used detectors
The first step is to calibrate the camera and getting its intrinsic parameters.
As the next step a set of pictures are taken with the same step.
These pictures are then processed by Harris detector and KLT detector.
Harris corner detector algorithm relies on a central principle: at a corner, the image intensity will change largely in multiple directions. This can alternatively be formulated by examining the changes of intensity due to shifts in a local window. Around a corner point, the image intensity will change greatly when the window is shifted in an arbitrary direction. Following this intuition and through a clever decomposition, the Harris detector uses the second moment matrix as the basis of its corner decisions. The matrix A has also been called the autocorrelation matrix and has values closely related to the derivatives of image intensity. 
where σ is a scale. That acts to average in a local region while weighting those values near the center more heavily.
As it turns out, matrix (5)describes the shape of the autocorrelation measure as due to shifts in window location. Thus, if we let 1 λ and 2 λ be the eigenvalues of A, then these values will provide a quantitative description of how the autocorrelation measure changes in space. Matrix A centered on corner points will have two large, positive eigenvalues. Rather than extracting these eigenvalues using methods like singular value decomposition, Harris measure based on the trace and determinant is used:
where α is a constant. Corner points have large, positive eigenvalues and would thus have a large Harris measure [4] . Thus, corner points are identified as local maxima of Harris measure that are above a specified threshold.
KLT feature tracker is based on Lucas and Kanade idea of a local search using gradients weighted by an approximation to the second derivative of the image.
If h is the displacement between two images
So that
This approximation to the gradient of the image is only accurate if the displacement of the local area between the two images to be registered is not too large. The approximation to h depends on x . For combining the various estimates of h at various values of x , it is natural to average them:
The average can be further improved by weighting the contribution of each term to it, which is inversely proportional to an estimate of
For facilitating the expression, a weighting function is defined:
The average with weighting is thereby:
Upon obtaining, the estimate ( ) F x can be moved by the estimate of h. The procedure is applied repeatedly, yielding a type of NewtonRaphson iteration. The sequence of estimates will ideally converge to the best h . The iteration can be expressed by
Descriptor of points is determined with the help of SURF. This descriptor is based on mixing of crudely localized information and the distribution of gradient related features seems to yield good distinctive power while fending off the effects of localization errors in terms of scale or space. Using relative strengths and orientations of gradients reduces the effect of photometric changes. The first step consists of fixing a reproducible orientation based on information from a circular region around the interest point. Then, we construct a square region aligned to the selected orientation, and extract the SURF descriptor from it [5, p. 6] .
According to the detected points, the homography matrix is constructed. After decomposition of this matrix, the rotation angle of the image compares with the true one.
Experimental results
The study of proposed algorithms has been done on the series of images of camera from the same position with rotation around optical axis by step in 2° (Fig. 1, 2) . Matching has been done between the reference image assumed to be taken with initial heading and current one, as well as comparing photos in series. Comparison of both methods in speed of information processing was performed with MATLAB tic toc functions. As it varies with the used computer, both methods were tested on the same machine. KLT method spent approximately 1,17 seconds per cycle (2 images processed), while Harris method spend around 0.98 seconds. In total, KLT method used 1 minute 45,3 seconds to process 90 images, when Harris method used 1 minute 28,2 seconds. This results clearly show that Harris is a faster method. Results of accuracy comparison clearly show that Harris method is also more precise for correlation of neighboring video frames (standard deviation is about 2.5 times smaller). Nevertheless, if angular difference between compared frames is high, then better accuracy is shown by KLT tracker.
Conclusions
As the result of that process, for each frame recorded, aircraft receives the pair of images: expected image in a frame and the actual one; it is also necessary to calculate such performance data as velocity and the direction of flight at that point.
As the result, Harris method is very suitable to find a borders and corners in images. It is very useful, when it is necessary to track an object at long ranges. In other way, KLT tracker is based on finding active intensity points at the image, which can be spotted easily at the close range.
At larger angles KLT tracker is more accurate, at smaller -Harris method. In general, Harris method is much more usable in such circumstances to determine the images similarity.
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