Dense conditional random fields (CRFs) have become a popular framework for modelling several problems in computer vision such as stereo correspondence and multi-class semantic segmentation. By modelling longrange interactions, dense CRFs provide a labelling that captures finer detail than their sparse counterparts. Currently, the state-of-the-art algorithm performs mean-field inference using a filter-based method but fails to provide a strong theoretical guarantee on the quality of the solution.
1. Introduction. Conditional random fields (CRFs) are a popular framework for modelling several problems in computer vision. The energy function of the CRF consists of a sum of three types of terms: unary energies that depend on the label for one random variable; pairwise energies that depend on the labels of two random variables; and higher-order energies that depend on a collection of random variables. Notable works such as [2, 10, 19] focus on just the unary and pairwise energies, leaving out the higher-order energies for computational efficiency.
The popularity of CRFs led to a considerable research effort in efficient energy minimisation algorithms. One of the biggest successes of this effort was the development of several accurate continuous relaxations of the underlying discrete optimisation problem [14, 28] . An important advantage of such relaxations is that they lend themselves easily to analysis, which allows us to compare them theoretically [28] , as well as establish bounds on the quality of their solutions [6] . However, despite the successes of continuous relaxations, the algorithms used to solve such relaxations fail to scale well with the number of pairwise connections. To combat this aforementioned deficiency, traditional energy minimisation methods employed sparse connectivity structures, such as 4 or 8 connected grid CRFs By using a mean-field inference method [17] , Krähenbühl and Koltun [19] were able to solve CRFs with many pairwise connections. It was shown that the use of dense pairwise connections achieved a more accurate labelling. In order to operationalise dense CRFs, Krähenbühl and Koltun [19] made two key observations. First, the pairwise potentials used in computer vision typically encourage similar labelling. This enabled them to restrict themselves to the special case of Gaussian pairwise potentials introduced by Tappen et al. [32] . Second, the message computation required at each iteration of mean-field can be carried out in O(N ) operations using the filtering approach of Adams et al. [1] , where N is the number of random variables (of the order of hundreds of thousands). Vineet et al. [34] made use of this filter-based method to perform mean-field inference on a dense CRF with sparse higher-order potentials, which provided a further improvement in segmentation accuracy.
While the mean-field algorithm does not provide any theoretical guarantees on the quality of the solution, the use of a richer model, namely dense CRFs with sparse higher-order potentials, still allows us to obtain a significant improvement in the accuracy of several computer vision applications compared to sparse models [19, 34] . However, this still leaves open the intriguing possibility that the same filtering approach -that enabled the efficient mean-field algorithm -can also be used in conjunction with the principled methods of energy minimisation with continuous relaxations. In this work we show that this is indeed possible, specifically, the main contributions of this paper are as follows: 1) We are the first to combine dense CRFs with higher-order potentials when using a continuous relaxation of the MAP problem. Specifically, we formulate the energy function as both a QP and a LP relaxation and go on to show that both can be optimised efficiently using the filter-based method. As a novel contribution, we then extend the energy minimisation algorithms of our existing work [2, 10] to deal with these higher-order potentials, whilst maintaining a complexity that is linear in the number of labels and random variables at each iteration.
2) We provide novel relaxations of the higher-order terms which are based on the P n -Potts model [15] . These formulations have been tailored to suit the specific relaxation in a way that is amenable to the continuous relaxation of the MAP problem. We also ensure the formulation allows efficient energy minimisation using the two frameworks mentioned above.
In more detail, we make two contributions to the problem of energy minimisation in dense CRFs with sparse higher-order potentials. First, we show that the conditional gradient of a quadratic programming (QP) relaxation [28] can be computed in a complexity linear in the number of labels and random variables. Together with our observation that the optimal stepsize of a descent direction can be computed analytically, this allows us to minimise the QP relaxation efficiently using the Frank-Wolfe algorithm [12] . Second, we introduce an iterative linear programming (LP) minimization algorithm which has a complexity at each iteration that is also linear in the number of labels and random variables. To this end, instead of relying on a standard subgradient technique, we propose to make use of the proximal method [27] . The resulting proximal problem has a smooth dual, which can be efficiently optimized using block coordinate descent. We show that each block of variables can be optimized efficiently. Specifically, for one block, the problem decomposes into significantly smaller subproblems, each of which is defined over a single pixel. For the other block, the problem can be optimized via the Frank-Wolfe algorithm [12, 23] . We show that the conditional gradient required by this algorithm can be computed efficiently. In particular, we modify the filtering method of [1] such that the conditional gradient can be computed in a complexity linear in the number of labels and random variables. Besides this linear complexity, our approach has two additional benefits. First, it can be initialized with the solution of a faster, less accurate algorithm, such as mean-field [19] , thus speeding up convergence. Second, the optimal step size of our iterative procedure can be obtained analytically, thus overcoming the need to rely on an expensive line search procedure.
There are preliminary versions of this work available, and the interested reader is encouraged to visit [2, 10] . This work can be considered as a unified view of our previous work [2, 10] with a novel addition of higher-order potentials. To keep this paper self-contained all relevant information and findings are detailed in this paper. Specifically, our contribution is a QP and LP relaxation for dense CRF with sparse higher-order potentials and their associated energy minimisation frameworks.
2. Related Work. Krähenbühl and Koltun popularised the use of densely connected CRFs at the pixel level [19] , resulting in significant improvements both in terms of the quantitative performance and in terms of the visual quality of their results. By restricting themselves to Gaussian pairwise potentials, they made the computation of the message passing in mean-field feasible. This was achieved by formulating message computation as a convolution in a higherdimensional space, which enabled the use of an efficient filter-based method [1] . Recent works leverage deep learning to achieve deep embeddings of the pairwise potential [5] , however [5] acts on the patch space whereas in this work we act on the pixel space.
While the initial work by [19] used a version of mean-field that is not guaranteed to converge, their follow-up paper [20] proposed a convergent mean-field algorithm for negative semi-definite label compatibility functions. Recently, Baqué et al. [4] presented a new algorithm that has convergence guarantees in the general case. Vineet et al. [34] extended the mean-field model to allow the addition of higher-order terms on top of the dense pairwise potentials, enabling the use of co-occurence potentials [24] and P n -Potts models [15] .
Independently from the mean-field work, Zhang et al. [37] designed a different set of constraints that lends itself to a QP relaxation of the original problem. Their approach is similar to ours in that they use continuous relaxation to approximate the solution of the original problem but differs in the form of the pairwise potentials. The algorithm they propose to solve the QP relaxation has linearithmic 1 complexity while ours is linear in the number of labels and random variables. Furthermore, it is not clear whether their approach can be easily generalised to tighter relaxations such as the LP.
Wang et al. [35] derived a semi-definite programming relaxation of the energy minimisation problem, allowing them to reach lower energies than mean-field. Their approach has the advantage of not being restricted to Gaussian pairwise potentials. Inference is made feasible by performing a low-rank approximation of the Gram matrix of the kernel, instead of using the filter-based method. However, in theory the complexity of their algorithm is the same as our QP, but in practice the runtime is significantly higher.
The success of the inference algorithms naturally led to interest in methods for learning the parameters of dense CRFs, whilst learning the parameters is orthogonal to this work, we include a brief review for completeness. Combining them with fully convolutional neural networks [26] has resulted in high performance on semantic segmentation applications [7] . Several works [29, 38] showed independently how to jointly learn the parameters of the unary and pairwise potentials of the CRF.
In this paper, we use the same filter-based method [1] as the one employed in mean-field. We use it to solve continuous relaxations of the original problem that have both convergence and quality guarantees. Our work can be viewed as a complementary direction to previous research trends in dense CRFs. While [4, 20, 34] improved mean-field and [29, 38] learnt the parameters, we focus on the energy minimisation problem.
3. Problem Formulation. While CRFs can be used for many different applications, we use semantic segmentation as an illustrative example. As will be seen shortly, by using the appropriate choice of random variables, labels and potentials, our model provides an intuitive framework for semantic segmentation.
3.1. Dense CRF Energy Function. We define a dense CRF over a set of N random variables X = {X 1 , ..., X N } where each random variable X a takes a single label from the set of M labels L = {l 1 , ..., l M }. To formalise this labelling, a vector x ∈ L N is introduced, such that the element x a of x holds the label associated with the random variable X a . Before proceeding to the energy function, it will prove useful to define a clique and its relationship to the sparse higher-order potentials. Formally, a clique is defined as a fully connected subgraph. In the context of this work, a clique with three or more random variables represents a higherorder potential and a clique with two random variables is represented by a pairwise potential. A given clique S p is a subset of X and the set of cliques containing higher-order potentials S is defined below:
Here, R represents the total number of cliques in the set S. It will also prove useful to introduce another set R p , which represents the set of indexes for the random variables in the clique S p , this can be formally expressed as R p = {a ∈ {1, ..., N } | X a ∈ S p }. With the introduction of x p , which is a vector of more than two elements, containing the labels of the random variables in the clique S p , the energy function can be defined as:
where φ a (x a ) denotes the unary potential, ψ a,b (x a , x b ) denotes the pairwise potential, θ p (x p ) denotes the clique potential. The unary potential represents the cost of assigning the random variable X a the label x a . The pairwise potential represents the cost of assigning the random variables X a and X b the labels x a and x b respectively. The clique potential represents the cost of assigning all random variables in S p the labels x p , and embodies the higher-order potentials.
So far, the dense CRF has been described using random variables and their associated labels. In this work we use semantic segmentation as a tangible application to demonstrate the energy minimisation of the proposed methods. In detail, a random variable corresponds to a pixel and the associated labels correspond to a semantic class. A superpixel -which is a collection of homogeneous spatially adjacent pixels -is represented by a higher-order clique.
The optimal solution to this energy function forms an optimisation problem over the variable x and can be compactly written as:
In the general case this minimisation problem is NP-hard [18] and hence cannot be solved in polynomial time. To this extent, efficient methods will be introduced in Section 4 and 5 that compute approximate solutions for this minimisation problem.
3.1.1. Unary Potentials. The unary potentials for this formulation can be arbitrary, but generally provide a rough initial labelling solution. In this work we employ unary potentials which are derived from TextonBoost [25, 30] . More detail on the generation of the unary potentials is given in Section 6.1.
3.1.2. Gaussian Pairwise Potentials. We follow the work of [19] by using Gaussian Pairwise potentials, taking the form of:
where µ(x a , x b ) is a scalar representing the label compatibility, K ab is the pixel compatibility function which is defined in the next paragraph, w (m) is a scalar weighting factor and
are Gaussian kernels taking the form of:
The terms f are feature vectors containing the spatial and colour information of the image with pixel indices a and b respectively. The value of σ 2 (m) is the kernel bandwidth. Pixel Compatibility. For multi-class semantic segmentation problems, the pixel compatibility function takes the form of contrast-sensitive two-kernel potentials, defined as:
with I a , I b and p a , p b representing the colour information and spatial information of pixels a and b respectively. The first term corresponds to the bilateral kernel and is inspired by the observation that pixels of similar colour and position are likely to take the same label, the second term corresponds to a spatial kernel which penalises small isolated regions. The parameters w (1) ,w (2) ,σ 2
(1) ,σ 2 (2) and σ 2 (3) are obtained via cross-validation, more detail is given in Section 6.1.
Label Compatibility. The label compatibility function µ(x a , x b ) forms part of the cost of assigning the random variables X a and X b the labels corresponding to the value of x a and x b respectively. The label compatibility function used for this work is the Potts model [10] and is specified as:
where 1[·] is the Iverson bracket. Whilst other label compatibility function exists, such as metric or semi-metric functions [14] , the Potts model was chosen as it enables more sophisticated minimisation algorithms to be leveraged which will be discussed in Section 4 and 5.
3.1.3. Higher Order Potentials. In this work, the higher-order terms are represented as a clique potential. We formulate the higher-order potential using the P n -Potts models [15] . Specifically, if all of the random variables in S p do not take the same label, the clique potential introduces a constant cost, which we set to be proportional to the variance of the colour information of the superpixel. The clique potential is defined by:
where Γ and η are cross-validated parameters and σ 2 p represents the variance of the pixel colour values within the clique S p . To this extent, the set of random variables which form the clique S p must be carefully chosen. Hence, by context of the image, all of the corresponding pixels in the clique S p must represent the same object.
Generating Cliques. For this work, a clique represents a super-pixel of an over segmented image. A superpixel is a collection of adjoining pixels who share similar colour information. The cliques were generated using the mean-shift algorithm [9] which is a semiparametric method of segmenting an image into superpixels. We used the mean-shift algorithm due to its simplicity, however in practice any algorithm that generates over segmentations can be used. Evaluating the quality of the over segmentation is beyond the scope of this work, however, we cross validate the size of the super-pixels to ensure we use higher-order potentials that match the problem. Representing superpixels by higher-order potentials introduces an implicit constraint on S p , that is S p ∩ S q = ∅ ∀p, q = p, as every pixel is assigned to exactly one superpixel. Whilst this is not a necessary constraint (as the algorithms can deal with arbitrary sizes of cliques), we will make use of this later on to ensure that the complexity of each iteration is linear in the number of labels and pixels.
3.1.4. Filtering Method. The pixel compatibility function defined in (3.7), was chosen to take a Gaussian form due to the fact that it allows a filter-based method [1] to be utilised. This filter-based method exploits the permutohedral lattice to achieve efficient computation of operations featuring Gaussian kernels, specifically it approximates the following:
where v a , v b ∈ R and k(f a , f b ) is a Gaussian kernel described in section 3.1.2. A naïve approach would take O(N 2 ) operations. However, the use of the filtering method enables this operation to be computed in approximately O(N ) operations. Krähenbühl and Koltun [19] employed this filter-based method to compute the message passing step of the mean-field inference algorithm efficiently. We investigated the accuracy of the filter-based method [1] with differing values for the variances of equation (3.7) in our preliminary work [10] . The results indicate that the filtering method introduces an error scaling factor, which for large values of N tends to 0.6. The interested reader is referred to Appendix A of [10] for more information. This scaling factor will be propagated into the gradient, but it is implicitly accounted for when the optimal step size is computed, and hence does not have an adverse affect on the algorithms as the direction of the gradient is exact.
3.1.5. Integer Program Formulation. We now formulate the energy minimisation function (3.3) as an integer program (IP). To this end, a vector y ∈ R N M is introduced, such that its elements y a:i ∈ {0, 1} are binary variables indicating whether or not the random variable X a takes the label l i . The vector y p = {y c:i |c ∈ R p , i ∈ L} is introduced which holds the vectors of indicator variables for x p . With this new notation the energy minimisation function can be defined as:
The first set of constraints ensure that each random variable has to be assigned exactly one label, whilst the second constraint ensures that the labelling is binary. It is important to note that θ p (·) is a polynomial with an order equal to number of random variables within the clique S p . Normally the manipulation of θ p (·) would exhibit an intractable complexity, however by exploiting labelling consistency in the sparse higher-order potentials, it will be shown that this higher-order polynomial can be reformulated in a tractable manner.
Relaxations.
It is worth noting that the IP in (3.11) is NP-hard [18] and hence cannot be solved in polynomial time. We address this issue by relaxing the integral constraint to approximate the IP, enabling us to formulate an energy minimisation problem. Specifically we formulate a QP relaxation and an LP relaxation given in Sections 4 and 5 respectively.
Quadratic Program.
We are now ready to demonstrate how the filter-based method [1] can be used to optimise our first continuous relaxation, namely the QP relaxation.
Notation and Formulation.
The unary and pairwise potentials of the IP given in equation (3.11) can be neatly summarised in vector form with linear algebra operations. To this extent, the unary potential can be concisely written as the dot product between the vector y ∈ R N M and the vector of unary terms denoted φ ∈ R N M . The pairwise potential is a little more complex, and will require the use of the label compatibility matrix µ P otts ∈ R M ×M , which in this case is the Potts model described in equation (3.8). For the pixel compatibility function, each kernel (3.6) is represented by the Gram matrix
. The matrix Ψ ∈ R N M ×N M represents the pairwise terms and is defined as:
where ⊗ is the Kronecker product, I N is the identity matrix of size N × N . Similarly to [20] , K (m) has a unit diagonal and hence the identity matrix I N is introduced for completeness. The objective function of the IP for the unary and pairwise potentials is given in vectorized form as:
In the general case, a clique potential forms a high-order polynomial with an order equal to the number of random variables in each clique. However, by exploiting labelling consistency, we are able to reformulate this high-order polynomial as a lower-order one. To this end, a binary auxiliary variable z p:i is introduced which indicates whether or not all of the random variables in the clique S p take the label L i . The auxiliary variable z p:i is given as:
In other words if all random variables in the clique S p take the same label then z p:i = 0. Before proceeding to the definition of the clique potential for the QP it will be beneficial to introduce an additional term H p (a), which is used to indicate if the random variable X a belongs to the clique S p . Formally H p (a) = 1 if a ∈ R p and H p (a) = 0 otherwise. With the addition of the auxiliary variable z p:i and the indicator term H p (a), the clique potential forms a quadratic polynomial in z p:i and y a:i , which is given below. The clique potential is given as:
It is worth noting that the last term will always evaluate to zero. However, once the binary constraints on z p:i and y a:i are relaxed, the latter term provides a coupling between z p:i and y a:i . More detail will be given on this in Section 4.1.1. The vectorised version of z p:i is z ∈ R M R . The values of H p (a) form the matrix H ∈ R M R×N M , which is a sparse matrix of ones, such that the elements are in the correct order to perform the summations. The matrix H is purely provided for illustrative purposes and due to its sparse nature, in the implementation it is not stored as a matrix of size M R × N M . Instead, R arrays are instantiated with each array containing the indexes of the random variables within the clique. With the addition of z and H, the IP can be concisely written in vector form as:
where c ∈ R M R is a vector containing the constants C p in the appropriate order. The matrix C ∈ R M R×M R is the diagonal matrix of the vector c. The vectors 1 z ∈ R M R and 1 y ∈ R N M are vectors of all ones.
4.1.1. Relaxations. The Integer Program introduced in equation (4.5) is an NP-hard problem. To overcome this difficulty, it is proposed to relax the binary constraints on the indicator variable y a:i and the auxiliary variables z p:i , allowing them to take fractional values between 0 and 1. Formally, with these relaxations, the feasible set for y and x becomes:
Thus, the QP relaxation can be formally defined as:
4.2. Minimisation. The minimisation of the objective function is achieved via the FrankWolfe algorithm [12] , which is advantageous for two reasons: Firstly, the Frank-Wolfe algorithm is projection free, and secondly the conditional gradient can be computed in a complexity linear in the number of pixels and labels. The objective function of (4.8) can be solved in several ways, however, even though (4.8) is non-convex, we choose to obtain a local minimum using the Frank-Wolfe algorithm, as we are able to take advantage of the aforementioned qualities. Whilst the Frank-Wolfe algorithm normally optimises convex objectives, it has been proven to find a stationary point at a rate of O(1/ √ t) of a non-convex objective function over a convex compact set 2 , where t is the number of iterations [22] . The key steps of the algorithm are shown in Algorithm 4.1. To utilise the Frank-Wolfe algorithm effectively, three steps need to be taken: obtain the gradient of the objective function (step 3); efficient conditional gradient computation (step 4) and the optimal step size calculation (step 5). All three of these requirements are achieved in a feasible manner and details are given in this section. 
Compute the gradient 4:
Compute the optimal step size 6:
The Frank-Wolfe algorithm requires efficient computation of the gradient, which can easily be achieved for this problem. Formally, the gradient of f is defined as:
Specific attention is drawn to the complexity of the gradient in the y direction. The unary term is left as a constant and hence scales linearly with the number of labels and random variables. Computing the value of the pairwise potential in the naïve way would result in a complexity of the order O((M N ) 2 ), which for dimensions of an image is intractable. However, due to the elements of Ψ containing Gaussian kernels, this expensive computation of the pairwise potential can be performed in linear time using the filter-based method, more detail on this filter-based method is given in section 3.1.4. Due to the fact that H is implemented as a list of lists data structure and there is no intersection between cliques S p ∩ S p = ∅, the resulting complexity of the clique potential is of the order O(N M ) as for each clique we perform a sum over only the labels and pixels within that clique.
Low-cost Gradient Computation.
We observe that the gradient introduced in Section 4.2.1 need not be explicitly computed at every iteration. Instead the gradient can be incremented from its initial value using the update equations which are given as:
Where s y and s z are the conditional gradients of f (y, z). The expensive operations of 2Ψ y and H T Cz in equation (4.9), can be avoided by using the values of 2Ψ (s y − y) and H T C(s z − z) -which are both computed as part of the optimal step size -and by using the update equations. By multiplying the update equation for y by 2Ψ and multiplying the update equation for z by H T C, the updated terms can be given as:
Thus, allowing the explicit computation of the operations of 2Ψ y and H T Cz to be avoided. Instead their values can be incremented from their previous state. Hence the updated gradient in y is also an increment from the previous step via the addition of 2δΨ (s y t − y t ) + δH T C(s z t − z t ) and is more formally given as:
A similar approach can be taken for ∇ z f (y t+1 , z t+1 ). Incrementing the gradients, reduces the operational complexity by a constant factor of two. This is due to the fact that the filterbased method does not need to be called when computing the gradient and the product of H T Cz does not need to be computed either.
Conditional Gradient
of the objective function f is obtained by solving:
Minimising equation (4.14) with dimensions proportional to that of an image, would normally be an expensive operation. However, the reader's attention is drawn to the fact that the feasible set Y is linearly separable into N subsets as follows Y = a Y a , where Y a = {y a:i | i∈L y a:i = 1, y a:i ≥ 0, i ∈ L}. Exploiting this constraint enables the minimisation problem to be broken down into N smaller minimisation problems for each of the random variables in X . Minimising s y , ∇f (y, z) with respect to s y is thus achieved via N linear searches with the search space restricted to the number of labels. The resulting computational complexity of the conditional gradient is O(N M ) and is more formally defined as: a:i = 1 for only one of the given minima. The feasible set Z is also separable and can be decomposed as follows: Z = p,i Z p:i . Thus the minimisation for s z = argmin i∈Z s z , ∇ z f (y, z) can be performed via a linear search through all M R elements. With the constraints on the set Z p:i = {z|0 ≤ z p:i ≤ 1 p ∈ {1, ..., R}, i ∈ L}, the conditional gradient s z , is given as:
The complexity of s z will always be significantly less than the complexity of s y due to R N . Hence, the computational complexity of calculating the conditional gradient is O(N M ) as computing s y requires the most floating point operations.
Optimal
Step Size Calculation. Traditionally, the step size to the Frank-Wolfe algorithm is achieved via line search. However, for this problem the optimal step size can be computed via minimising a quadratic function over a single variable. This quadratic function has a closed form solution and the minimum can be calculated analytically. The optimal step size for the Frank-Wolfe algorithm is obtained by solving:
A closed form solution of the optimal step size is given in Appendix A.1. Obtaining the optimal step size will result in faster convergence and hence yield an efficient algorithm.
4.3. Summary. The above procedure remains linear in the number of pixels and labels at each iteration, despite introducing higher-order potentials which would normally cause intractability within the algorithm. This is achieved via exploiting the filter-based method [1], labelling consistency within a clique and enforcing the intersection between cliques to be an empty set. It is worth noting that the filter-based method is called only once per iteration, resulting in an efficient QP minimisation algorithm.
Linear Program.
In this section we introduce the LP relaxation, our second continuous relaxation. To this end, relaxations will be applied to the objective function (3.11) and dual variables will be introduced, allowing the Lagrange dual problem to be formulated. An optimal solution can then be found via the use of the proximal minimisation algorithm [27] which guarantees a monotonic decrease in the objective function.
Linear Programming Relaxation.
In a similar manner to the QP, we also relax the binary indicator variables y a:i , and due to the use of the Potts model and the P n -Potts model, we can write the relaxation of (3.11) as a piecewise linear function, defined as: where K ab is the pixel compatibility function defined in equation (3.7). For integer labellings, the objectiveẼ(y) has the same value as the IP objective E(y) and is known to provide the best theoretical bounds [14] . Using standard solvers to minimize this LP would require the introduction of O((N M ) 2 ) variables (see equation (5.2)), making it intractable. Therefore the non-smooth objective of equation (5.1) has to be optimized directly. This was handled using projected subgradient descent in our previous version [10] , which also turns out to be inefficient in practice. In this paper, we extend the algorithm introduced in [2] to handle higher-order potentials, whilst maintaining linear scaling at each iteration in both space and time complexity. The piecewise linear functions |y a:i − y b:i |, in the pairwise and clique potentials, can be reformulated as piecewise maximum functions max{y a:i − y b:i , y b:i − y a:i }, and then subsequently replaced by auxiliary variables v ab:i and w p in the standard way. The auxiliary variables and their constraints enable the minimisation problem to be defined without the piecewise maximum operators. With the introduction of these auxiliary variables the primal minimisation problem can be written as an LP-relaxation and is given as:
y a:i = 1 ∀a ∈ {1, ..., N }.
In the next section we present our minimisation strategy for the above LP-relaxation.
Minimisation.
In this section we present our efficient minimisation strategy, which uses the proximal method [27] . The complexity of each iteration of our implementation remains linear in the number of labels and pixels.
Proximal Minimisation for LP Relaxation.
Our goal is to design an efficient minimization strategy for the LP relaxation in (5.1). In our previous version [10] , we utilised projected subgradient descent to minimise a similar LP to equation (5.2), however this method resulted in a significantly high runtime, and a complexity that scales at O(M N log(N )) at each iteration. To this end, we propose to use the proximal minimization algorithm [27] . The additional quadratic regularization term makes the dual problem smooth, enabling the use of more sophisticated optimization methods. Furthermore, this method guarantees a monotonic decrease in the objective value, enabling us to leverage faster methods for initialization. In the remainder of this paper, we detail this approach and show that each iteration has a complexity linear in the number of labels and pixels. In practice, our algorithm converges in a small number of iterations, thereby making the overall approach computationally efficient. The proximal minimization algorithm [27] is an iterative method that, given the current estimate of the solution y k , solves the problem
where λ influences the weighting of the quadratic regulariser. In this section we introduce a new algorithm that is tailored to this problem. In particular, we solve the Lagrange dual of (5.3) in a block-wise fashion.
Dual Formulation.
To write the LP relaxation (5.1) as the dual function four vectors of dual variables will be introduced for each constraint. Namely,
Where equation (5.4) is for the constraints on v ab:i ; equation (5.5) for the constraints on w p ; equation (5.6) for the non-negativity of y a:i and equation (5.7) for the labelling of y a:i respectively. The dimensions of these vectors are: α ∈ R 2N (N −1)M , µ ∈ R 2N (N −1)M , β ∈ R N and γ ∈ R N M . Clearly when dealing with images, the dimensions of α and µ are intractable. It will be shown that these vectors need not be stored explicitly, instead they can be stored in a compact form. To this extent, three matrices are introduced: As will be seen shortly, only the products of (Aα) ∈ R N M , (Uµ) ∈ R N M need to be stored, enabling an efficient implementation. It is also worth defining two of the properties of the matrix B, the product of B T y = 1, where y ∈ Y and 1 is a vector of all ones. The second property of B is that B T B = M I, where I is the identity matrix and M is the number of labels. With the dual variables introduced it is now possible to proceed to the formation of the dual problem of equation (5.2). 
2. The primal variable y satisfies the following:
Proof. A detailed formulation of the Lagrangian and the dual is given in Appendix A.2.
LP Minimisation Algorithm.
The dual problem (5.11), in its standard form, can only be tackled using projected gradient descent. However, by separating the variables based on the type of the feasible domains, we are able to formulate an efficient block coordinate descent approach. Each of these blocks are amenable to more sophisticated optimization methods, resulting in a computationally efficient algorithm. As the dual problem is strictly convex and smooth, the optimal solution is still guaranteed. The variables are separated as follows: α and µ into one block and γ and β into another block, with each block being amenable to more sophisticated optimisation algorithms. For β and γ the problem decomposes over the random variables. Then with the optimal values of β and γ, the minimisation of α and µ is over a compact domain, and can be efficiently tackled using the Frank-Wolfe algorithm [12] . The complete algorithm is summarised in Algorithm 5.1.
Optimising over β and γ. The values of β and γ are efficiently optimised in linear time with the variables α and µ fixed as α t and µ t . This is achieved via the use of simultaneous equations and the QP minimisation algorithm detailed in [36] . Due to the unconstrained nature of β, the minimum value of the dual objective g is obtained when ∇ β g(α t , µ t , β, γ) = 0 and hence β can be derived as a function of γ.
Proposition 5.2. Optimal for β 1. The optimal value for β forms a compact expression given as:
Proof. A detailed formulation of the optimal expression for β is given in Appendix A.3. (β t , γ t ) ← argmin β,γ g(α t , µ t , β, γ) Optimise β t and γ t 6:ỹ t = λ(Aα t + Uµ t + Bβ t + γ t − φ) + y k Update feasible solution 7:
10:
Project the primal solution onto the feasible set Y By substituting the expression for β into the dual objective (5.11), a quadratic optimisation problem over γ is formed. Interestingly, the resulting problem can be optimized independently for each pixel, with each subproblem being an M dimensional quadratic program (QP) with nonnegativity constraints. Proposition 5.3. Optimising γ 1. The optimal value for γ a is obtained by minimising the following QP:
Proof. The derivation of equation (5.14) is given in Appendix A. 4 .
Here, γ a denotes the vector {γ a:i |i ∈ L} and Q = λ(I − 1 M ) ∈ R M ×M . For notational simplicity it will be beneficial to write the quadratic program above (5.14) in the following way:
We optimise each of these sub-problems using the iterative method given in [36] , as it enables the optimisation to remain linear in the number of labels at each iteration. The key stage of the algorithm is the element-wise update equation, which is given by: Once an optimal value for γ is obtained, the value of β can be calculated via equation (5.13) . Note that, even though the matrix Q has M 2 elements, the multiplication by Q can be performed in O(M ). In particular, the multiplication by Q can be decoupled to a multiplication by an identity matrix and a matrix of all ones, both of which can be performed in linear time. Similar observations can be made for the matrices Q − and |Q|, hence the time complexity of the above update is O(M ). The interested reader is referred to [36] for more information.
Once a value for γ and β are obtained, the values for γ t and β t are fixed as γ and β. Due to the fact that optimisation of γ decomposes over the number a pixels, and the optimisation of each subproblem is linear in the number of lables, the total complexity of the optimisation of γ and β is linear in the number of labels and random variables at each iteration.
Optimising over α and µ. We now turn to the problem of optimizing over α and µ given β t and γ t . To this end, we use the Frank-Wolfe algorithm [12] , which has the advantage of being projection free. Furthermore, we show that the conditional gradient can be computed in a linear complexity and that the step size can be obtained analytically. The time-complexity of each iteration of this method is linear in the number of pixels and labels. In practice, the Frank-Wolfe algorithm is only run for a fixed number of iterations.
Conditional Gradient Computation. With the dual variables fixed at α t , µ t , β t , γ t the conditional gradient s α s µ is obtained by solving the following:
Minimising this equation to obtain the conditional gradients s α and s µ can be neatly summarised by exploiting the properties of the matrices A and U given in equations (5.8) and (5.9) respectively. 2. The conditional gradient s µ is given by: 19) whereỹ t is the current (infeasible) solution computed using equation (5.12).
Proof. Full derivations of the conditional gradients are given in Appendix A.5.
Note that the conditional gradient in (5.18) takes the same form as the subgradient in equation (20) of [10] . This is not a surprising result, as there has been a proven duality relationship between subgradients and conditional gradients for certain problems [3] . The conditional gradient s α is obtained via the use of a modified version of the advanced filterbased method with more detail given in Appendix A.7, which reduces equation (5.18) to a linear complexity. The conditional gradient s µ is obtained via a linear search through all the elements of each clique to find the minimum and the maximum values forỹ t c:i in each clique and setting the values to C p and −C p respectively. Hence, the resulting complexity of the conditional gradient is linear in the number of variables and labels.
Optimal
Step Size. The performance of any gradient descent based algorithm is fundamentally dependant on the choice of step size. Here, the optimal step size can be computed via minimising a quadratic function over a single variable, which has a closed form solution. This further improves the efficiency of this method. The optimal step size for the Frank-Wolfe algorithm is obtained by solving:
which can be obtained analytically and has a closed form solution.
Proposition 5.5. Optimal step size calculation
The optimal step size to the Frank-Wolfe algorithm is given as:
Proof. Full derivations of the conditional gradients are given in Appendix A.6.
Where P [0, 1] indicates the truncation of the quotient into the interval [0, 1].
Summary.
To summarise, our method has the following desirable qualities of an efficient iterative algorithm. With our choice of a quadratic proximal term, the dual of the proximal problem can be efficiently optimized in a block-wise fashion. Specifically, the dual variables β and γ are computed efficiently by minimising a small QP (of dimensions equal the number of labels) for each pixel independently. The remaining dual variables α and µ are optimized using the Frank-Wolfe algorithm, where the conditional gradients are computed in linear time, and the optimal step size is obtained analytically. Overall, the time complexity of one iteration of our algorithm is O(N M ) and has no dependence on the number of cliques or their size. This is achieved via again exploiting the filter-based method [1], labelling consistency within a clique and enforcing the intersection between cliques to be an empty set. To the best of our knowledge, this constitutes the first LP minimization algorithm for dense CRFs with sparse higher-order potentials, with a complexity linear in the number of labels and pixels per iteration.
6. Evaluation. This section details the evaluation of the QP and LP implementation outlined in the previous sections, specifically we provide details on: datasets, methods and results. We use semantic segmentation as an example application to demonstrate the low energies achieved by the optimisation methods, and their ability to tackle dense CRFs whose dimensions match those of images. Whilst we are aware that current state-of-the-art methods focus on increasing the Intersection over Union score [8, 38] , we consider this avenue to be tangential to our work and focus primarily on energy minimisation to evaluate the methods.
The experiments were conducted on the Pascal VOC 2010 dataset [11] and MSRC dataset [16] , which are both standard benchmarks for semantic segmentation.
Pascal contains 1928 colour images with dimensions of approximately 500 × 400 pixels, and 20 classes excluding the background. We split the data in the same way as in [19] , which is 40% for training, 15% for validation and 45% for testing. We also use the unary potentials from [19] which were trained using the 40% training set. To obtain the kernel and higher-order potential parameters, we use the 15% validation set, with the evaluation performed on the 45% testing set.
MSRC contains 591 images with 21 classes, the dimensions of the images are 320 × 213 pixels. The labelling ground truths provided in the MSRC data set are of poor quality as regions around the object are left unlabelled and the boundaries are inaccurate. Hence, the current data set is not sufficient for performance evaluation, to overcome this Krähenbühl and Koltun [19] manually produced accurate segmentations for 94 images. It is this smaller dataset with accurate ground truths on which we perform the cross validation and tests. We also use the unary potentials from [19] which were not trained on any of the images with accurate ground truths.
We denote the QP and LP implementations as QP clique and LP clique respectively. We also performed experiments for the QP and LP without introducing higher-order potentials, i.e the objective function just consists of a unary and a pairwise potential. Which we denote as QP and LP respectively. To provide a standard benchmark, we compare our methods against methods that optimise a dense CRF model, namely the mean-field algorithm [19] and it's higher-order variant [34] . We denote these methods as MF5 and MF5 clique , which were both run for five iterations as is often done in practice. All experiments were conducted on a 3.60GHz Intel i7-6850K processor. No GPU parallelisation was utilised and the experiments were performed within a single processing thread. The initial starting points for the algorithms are obtained by minimizing the unary potentials.
Methods.
Training of Unary Potentials. The unary potentials were trained using the JointBoost algorithm [33] by Krähenbühl and Koltun [19] . To train the unary potentials for both datasets, 45% of each of the original datasets were used.
Generating Cliques. To generate the higher-order potentials we used the mean-shift algorithm [9] . To obtain higher-order potentials that match the problem, we cross validate the minimum region size. We set a spatial and range resolution to 8 and 4 respectively to avoid cross validating a large number of parameters.
Cross Validation of Parameters. We use cross validation to find a set of parameters that best represent the semantic segmentation problem. We consider the choice of optimal parameters to be beyond the scope of this work as we are primarily focussing on energy minimisation. Due to the long runtime of the LP, we only performed cross validation on the QP and mean-field algorithms. For the QP clique and MF5 clique , eight parameters had to be cross validatedfive for the pixel compatibility function (3.7) and then three for the clique potential (3.9). For the QP and MF5, only five parameters had to be cross validated for the pixel compatibility function (3.7). This was achieved using the Spearmint package [31] , which uses Bayesian inference to obtain a set of suitable parameters. The cross-validated parameters for the Pascal and MSRC datasets are given in Appendix A.8.
Results.
The collected results provide a quantitative measure of: accuracy, energy and IoU. Accuracy is measured as a percentage of correctly labelled pixels. Energy is the value of the energy function for the resultant labelling. For QP, LP and MF5 the assignment energy is calculated using only the unary and pairwise terms of (3.11), whilst QP clique , LP clique and MF5 clique take the energy function of (3.11). The IoU (Intersection over Union) gives a representation of the proportion of correctly labelled pixels to all pixels taking that class. The optimisation process relies on relaxing the constraints on the variables, allowing them to take fractional values. To manifest the fractional solution as an integral solution the, argmax rounding scheme is used, specifically x a = argmax i (y a:i ).
In order to compare energy values, for QP, LP and MF5 we used the parameters tuned to QP. For QP clique , LP clique and MF5 clique the parameters were tuned to QP clique , Table  1 gives the results for all algorithms and Figure 1 shows a decrease in energy at runtime. Whilst LP and LP clique could be initialised with a faster algorithm such as QP, we chose to presents the results in an "as is" fashion, the interested reader is encouraged to visit [2] for an example of when LP is initialised with a faster algorithm. Qualitative methods can be seen in Figure 2 . The results given in Table 1 clearly show that the LP relaxations achieve lower energies when compared to their QP counterparts, this is not surprising as the LP relaxation used in this paper is known to give a tighter relaxation then QP [21] . As is consistent with our previous The left graphs show the assignment energy calculated using only the unary and pairwise potentials, the right image shows the assignment energy of (3.11), which consists of the unary, pairwise and higher-order potentials. It is worth noting the first iteration of LP clique and LP, achieves a lower energy then the final energy of QP clique and QP respectively, further highlighting the sophistication of the LP minimisation.
work [2], LP also obtains lower energies then MF5. For consistency we also performed a set of experiments with the parameters tuned to MF5 clique and MF5, given in Appendix A.9. In this setting, the same pattern is observed where LP clique achieves lower energies then its QP and MF5 counterparts. In summary, QP clique achieves fast initial energy minimisation but converges to a local minimum and fails to reach the low energies achieved by LP clique . However, whilst using continuous relaxations clearly achieves lower energies, it is not apparent as to whether continuous relaxations improves segmentation accuracy. Similarly to our previous works [2, 10] , the segmentation performance is heavily dependant on the choice of parameters. As such, further work would include investigating the learning of such parameters, possibly in a deep-learning setting as in [38] .
7. Discussion. The primary contributions of this paper are a quadratic programming and a linear programming relaxation for minimising a dense CRF with sparse higher-order potentials. Due to the use of Gaussian Pairwise potentials and enforcing labelling consistency in the higher-order terms, each iteration of both algorithms exhibit a time complexity linear in the number of labels and pixels. It is the tightness of the relaxations coupled with the sophistication of the optimisation techniques that allows both approaches to achieve lower energies than state-of-the-art methods. Further work would include incorporating the methods into an end-to-end learning framework [38] , which would focus on achieving accurate segmentation results as well as low energies. 
The associated Lagrangian can thus be written as: 
Here α 1 ab:i , α 2 ab:i , µ 1 cd:pi , µ 2 cd:pi , β a and γ a:i are the Lagrange variables. To obtain the dual problem, the Lagrangian needs to be minimised over the primal variables y, w, v. When the derivatives of the Lagrangian with respect to w and v are non-zero, the problem is unbounded and hence the minimisation yields a value of −∞. To this extent, the derivatives of the Lagrangian with respect to w and v must be zero for a bounded solution. These conditions are instrumental in obtaining constraints on the Lagrange multipliers α 1 ab:i , α 2 ab:i and µ 1 cd:pi , µ 2 cd:pi . By rearranging ∇ v L(α, µ, β, γ, y, w, v) = 0 and ∇ L w(α, µ, β, γ, y, w, v) = 0 the constraints for the Lagrange multipliers α 1 ab:i , α 2 ab:i and µ 1 cd:pi , µ 2 cd:pi are obtained and given respectively as:
By differentiating the Lagrangian with respect to y and setting the derivative to zero an equation for the primal variables can be obtained. Before solving ∇ y L(α, µ, β, γ, y, w, v) = 0, it is beneficial to reorder the terms in the Lagrangian, using equations (A.7) and (A.8), we can arrange the Lagrangian as follows: Modified filtering algorithm As mentioned in the main paper the interval [0, 1] is discretized into H discrete bins. Note that each bin h ∈ {0 . . . H} is associated with a probability interval which is identified as: Table 2 .
A.9. Additional Results In this section we present the results for when the algorithms are tuned to MF5 clique and MF, displayed in Table 3 . As is consistent with our previous results, it can be seen that QP achieves lower energies then MF5, but fails to reach the low energies of LP. A similar pattern can be seen for the higher-order potentials -where LP clique obtains lower energies then QP clique . Qualitative results can be seen in Figure 3 . Figure 3 : Qualitative results with the parameters tuned for MF5 clique and MF5. As can be clearly seen, even though the parameters have been tuned to MF5, the LP algorithm produces competitive segmentations when compared to MF5.
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