We introduce the Orbital-Free Density Functional Theory Local Quasicontinuum (OFDFT-LQC) method: a first-principles-based multiscale material model that embeds OFDFT unit cells at the subgrid level of a finite element computation. Although this method cannot address intermediate length scales like grain boundary evolution or microtexture, it is well suited to study material phenomena such as continuum level prediction of dislocation nucleation and the effects of varying alloy composition. The model is illustrated with the simulation of dislocation nucleation during indentation into the (111) and (110) surfaces of aluminum, and compared against results obtained using an Embedded Atom Method (EAM) interatomic potential. None of the traditional dislocation nucleation criteria (Hertzian principal shear stress, actual principal shear stress, von Mises strain or resolved shear stress) correlate with a previously proposed local elastic stability criterion, Λ. Discrepancies in dislocation nucleation predictions between OFDFT-LQC and other simulations highlight the need for accurate, atomistic constituitive models and use of realistically-sized indenters in the simulations.
Introduction.
Multiscale modelling is an important tool, both in the development of high-fidelity material models and in direct application to problems that inherently exhibit multiple scale behavior. Material response is often strongly influenced by the coupling of processes occurring over a wide range of length scales. The electronic structure at theÅngstrom level, dislocation interactions at the micron scale, and long range structures over centimeters or meters all may matter. While simple models such as Hooke's law provide a useful-albeit coarse-description at large scales, and first-principles calculations can be quite accurate at the smallest scales, multiscale methods are necessary both at intermediate scales and when higher accuracy is required for describing macroscopic systems.
For reviews of multiscale modelling as it pertains to solid mechanics, see for example [16, 24, 49, 51, 56, 64, 73] . One view of this large field is to categorize multiscale modelling into two classes: embedded models and hierarchical models. Examples of embedded models include Macro-Atomistic-Ab-initio-Dynamics (MAAD) by Abraham et al. [1, 2, 10] , Rudd and Broughton's coarse-grained molecular dynamics [63, 64] , and the nonlocal quasicontinuum method [37, 66, 72] . All of these approaches spatially embed smaller length scale models in localized regions-for example at a crack tipwith suitable handshaking often necessary to feed information between separate simulations. The usefulness of such approaches is generally limited to specific problems, but they can be a valuable tool in the study of important material processes [29, 46, 51] .
Alternatively, the hierarchical approach consists of identifying the important physical processes and modelling each at the appropriate scale. The results at the smaller scales are then fed upwards, either manually or concurrently, into the largerscale simulations, finally resulting in an effective model. An example of the former method is the use of molecular dynamics results to construct interaction rules used in dislocation dynamics [11] , the results of which can then be used to construct continuum plasticity models [82] . Concurrent hierarchical simulations include sub-grid methods that are the basis for the algorithm discussed here. In these algorithms, such as sequential lamination [4] , the local quasicontinuum method [72] , and the interatomic potential finite element method (IPFEM) [75] , the smaller-scale models are directly embedded at the integration points of the finite element model.
In developing multiscale algorithms, care must be taken in the selection of validation problems. The simulation of indentation is especially suitable due to the wealth of past results, the simplicity of the geometry and boundary conditions, and the rich diversity of observed behaviors. Indentation experiments probe the initial failure mechanisms of materials by pinpointing the minimum indenter load required to nucleate specific dislocation types. Both experiments and simulations are critical components of this endeavor. Experiments easily extend to macroscopic sample sizes, but real-time identification of the spatial location and character of the first dislocation is not possible [15, 23] . Minor et al. [47] used in situ Transmission Electron Microscopy (TEM) to obtain real-time images of large-scale dislocation structures formed during Al indentation, but could not identify dislocation nucleation sites because the dislocations moved too quickly. In addition, they found the dislocation structures analyzed in postmortem studies differ significantly from the dislocation structures actually present under indenters due to dislocation movement, casting doubt on the validity of the interpretations of most experimental dislocation structure studies. Although theoretical simulations easily locate the dislocations, computational expense requires either small indenter tip sizes with accurate material representations [61] or experimental tip and sample sizes with less accurate material models [8, 60] .
Conventional wisdom identifies the onset of dislocation activity with the first jump in the load vs. displacement curve during indentation. The underlying assumptions are that all dislocations produce a measurable drop in the load and that the theoretical load vs. displacement curves generated from small indenter tips, which do show these drops, can be extrapolated to the larger tips used experimentally. However, Knap and Ortiz [38] recently demonstrated that the load-displacement curves are not a good indication of the onset of plasticity. Their results showed that at a typical experimental tip radius (70 nm), dislocations formed in (001) Au before the loaddisplacement curve exhibited a drop, whereas identical calculations using an indenter tip radius typical of simulations (7 nm) produced drops in the load-displacement curve. Likewise, Tymiak et al. [74] studied indentation into (001) Al with spherical indenter tips ranging in size from 470-18100 nm. Under equally applied loads, smaller radius indenter tips penetrated deeper and yielded larger values of hardness than the larger tips, indicating more dislocation structures were formed with the smaller tips. To enable direct comparisons between experiments and theory, simulations should use similarly-sized indenters to those actually employed in experiments.
Orbital-Free Density Functional Theory Local Quasicontinuum (OFDFT-LQC) captures the effects of the nanoscale on macroscopic level phenomena. Although this method cannot treat intermediate length scales like grain boundary evolution or mi-crotexture, it is well suited to study material phenomena such as initial dislocation formation or phase transformations under experimentally attainable indenter sizes. The purpose of this paper is twofold. First, to detail the development of a novel technique combining the accuracy and flexibility of real-time first-principles calculation with the power of the local quasicontinuum method [19] . Second, to validate this method by studying indentation-induced homogenous dislocation nucleation in fcc Aluminum with the Local Quasicontinuum Method, where the nanoscale information is obtained either from OFDFT or from an empirically-based Embedded Atom Method (EAM) potential for comparison.
2. Problem description. In the exact case, material properties depend on the combined wavefunction of all of the particles in a solid-a completely intractable problem. The Born-Oppenheimer approximation allows the nuclei to be handled classically, but one is still left with a many-body electron problem. Density functional theory (DFT) is a popular first-principles method that is capable of handling tens to thousands of atoms (depending on species and algorithm), but such problem sizes are still of limited applicability to general material science problems. Molecular dynamics has been used to study hundreds of millions of atoms, but requires massive computer resources and simplified interatomic potentials, and such simulations still do not represent a significant material volume. It is thus necessary to combine the ideas of such methods with more traditional solid mechanics techniques to develop more robust material models.
The local quasicontinuum finite element method has been highly successful in treating engineering-sized systems [71, 75] , but its application is limited by the accuracy of the underlying atomistic level calculations. Previous implementations relied upon empirical analytic interaction potentials for treating atomic interactions. Changing to a first-principles method at the atomistic scale is highly advantageous because it in principle improves the trustworthiness of the results, especially under complicated strain or composition conditions, and it eliminates the need to fit analytic potentials. Empirical potentials can give good results, but usually only when the local environment matches the conditions to which they were fit; add different atoms to form an alloy or highly deform the structure and the empirical method may very well give incorrect answers. Therefore, our strategy is to keep the reliable LQC method for the macroscopic calculations, but replace the empirical atomic scale calculations with the fast and inexpensive first-principles orbital-free density functional theory (OFDFT).
Methodology.
3.1. Local Quasicontinuum Method. The local formulation of the quasicontinuum (QC) theory [72] begins with a finite element construction, where instead of using material constituitive relations derived from macroscopic properties, these relations are extracted from underlying atomistic calculations. The IPFEM method by Suresh et al. [75] is an independent implementation of the LQC method. Many excellent reviews [5, 9, 32, 85] of the finite element method exist, so we will only briefly highlight the parts critical to our method. Upper case variables refer to the undeformed material reference frame while lower case variables pertain to the deformed spatial frame.
In this approach, the deformation field of the body is described within an element by the nodal deformations and the usual finite element shape functions: where N i is the shape function of node i and x i are the corresponding nodal coordinates in the deformed configuration. The present implementation uses ten-node quadratic tetrahedral elements, as shown in Fig. 3 .1. In order to allow for large strains, the energy is required to be a function of the deformation gradient F , which is the gradient of the deformation mapping (3.1) with respect to the material coordinates:
where X are the nodal coordinates in the undeformed reference frame. The global solution is obtained by energy minimization, where the total energy E(x) is obtained by integrating the energy density W (F ) over the entire body. In the finite element formulation, this integral reduces to performing a sum over all of the integration qpoints in every element:
where v j i are quadrature weights. In the local-quasicontinuum or Cauchy-Born approach, the energy density at each quadrature point is obtained by applying the local deformation (Eqn. 3.2) uniformly to the properly oriented crystallographic unit cell, Fig. 3 .1, and then computing the resulting energy and stress tensor, with either EAM, OFDFT, or another suitable model. Given the periodic boundary conditions of each unit cell, this method approximates the material local to each integration or quadrature point as a perfect infinite crystal undergoing the specified uniform deformation. Local electronic effects are accounted for in the case of OFDFT, but each unit cell, apart from interactions through the global energy, is isolated from its neighbors.
Orbital-Free Density Functional Theory.
DFT is a first-principles electronicstructure method that determines the ground state total energy of atoms, molecules, and crystals using the electron density, while the ion positions are assumed fixed per the Born-Oppenheimer approximation. Energy derivatives can then be used to compute the mechanical stress, while relaxation of the ion positions yields an optimized atomic structure. A basic introduction to DFT is given by Argaman and Makov [3] , while Parr and Yang [52] is a standard reference. For a review of DFT and the complexities of its application to periodic systems, see Payne et al. [53] and references therein.
Density functional theory relies upon two basic theorems. In 1964, Hohenberg and Kohn [31] proved that there was a one-to-one mapping of the electron density to the potential up to an additive constant, and hence the total energy can be expressed solely in terms of the density. The energy can be broken up into electronic potential, electronic kinetic, and ionic energy terms:
where E Hart [ρ( r); F ] is the Hartree electron-electron classical Coulomb repulsion energy, E xc [ρ( r); F ] is the purely quantum mechanical electron exchange-correlation energy, T s [ρ( r); F ] is the electronic kinetic energy, E Ext [ρ( r); F ] is the external (typically ion-electron) potential energy, and E ii [ r; F ] is the ion-ion energy. Here"ion" could be either the bare nuclei or "ions", i.e. nuclei screened by their core electrons. Although the exchange-correlation functional is only known in a few limits, the contribution is small relative to the total energy. The Local Density Approximation (LDA), exact in the limit of uniform electron density, has proven to be reliable for metals and other nearly-free-electron-like materials.
The second theorem uses the variational principle to determine the minimum ground state energy:
Here, µ is the chemical potential and V Ext = δEExt δρ . DFT calculations of periodic systems generally use plane-wave basis sets to represent the density. Near the center of the atom, the electron density has many sharp peaks due to orthogonality constraints on the electronic orbitals. These peaks are expensive to represent with plane-waves, but do not contribute to interatomic bonding. Therefore, the potential in the inner atomic core region is often replaced by a smoothly varying pseudopotential which decreases the number of required plane-waves and allows only the valence electrons to be treated explicitly.
Kohn and Sham [39] suggested the density be expanded into a set of orbitals:
This has the advantage of providing a simple formula for the exact electronic kinetic energy for a set of non-interacting electrons whose density is the same as the density of interacting electrons:
However, the introduction of orbitals comes at a cost: the required orthogonalization of the orbitals. Since orthogonalization is an O[N 3 ] operation, large calculations become expensive. Furthermore, orbitals require k-space sampling [53] , which can increase the computational cost by two to five orders of magnitude if accurate stresses in metallic systems are required, as in this study. If only a few Kohn-Sham DFT calculations were needed, the expense would not be a problem, but during the indentation simulation, millions of first-principles calculations will be required. Traditional
Kohn-Sham (KS) DFT calculations are prohibitively expensive; a faster method must be used. If the electron density is used directly, the calculations scale as O[N ln(N )] since the orthogonalization and k-point sampling steps are eliminated. Unfortunately, the exact form of the kinetic energy functional directly in terms of the density is unknown. Nonetheless, Orbital-Free (OF) DFT has proven to be reliable and efficient for simple metallic systems when a linear-response-based kinetic energy functional [21, 55, 69, [77] [78] [79] is employed.
Using only the density also impacts the form of the pseudopotential. Kohn-Sham calculations typically utilize non-local pseudopotentials, where the ion-electron potential felt depends on the orbital angular momentum. This angular momentum dependence typically improves the accuracy of the KSDFT calculations, but cannot be done in OFDFT because there are no orbitals. However, Zhou et al. [83] recently demonstrated that the error in OFDFT calculations can be limited to the kinetic energy functional when a new method based on bulk KSDFT densities is used to construct local pseudopotentials. This should remove the error due to local pseudopotentials from future work.
DFT-LQC requires two physical quantities from the underlying OFDFT calculation: the total energy and the stress tensor. The analytic expressions for the OFDFT stress tensor, originally derived by Ben Jesson [33] except for T α,β s , are given in the Appendix. Only linear scaling OFDFT reduces the computational cost sufficiently to allow nanoindentation simulations of metallic systems from first-principles.
Dislocation Emission Criteria.
There are a variety of failure criteria in use to predict the onset of plasticity. Some methods calculate the shear stress resolved on each of the important crystallographic directions and compare these values against some critical resolved shear stress. Others investigate the values of the von Mises stress or principal shear stress compared to the theoretical shear strength of the material. Experiments typically combine the maximum load before the first drop in the load vs. displacement curve with Hertzian contact mechanics [34] to obtain the maximum value of the Hertzian principal shear stress. Another method which has proven more effective [41, 75] is to look directly at the stability of the material tangent stiffness or acoustic tensor. This approach, first used by Hill [30] and Rice [58] , is a well-known practice in continuum plasticity [7, 40, 80] . In the present finite strain formulation, it is more convenient to re-express the stability factor given by Li et al. [41] as
where C are the mixed material tangent moduli, N are the normals to the slip planes in the reference frame, and k are the slip directions in the deformed, spatial frame. Note that the slip direction is equivalent to the Burgers' vector, except for a constant factor. Since the tangent moduli are defined as
where W is the energy density, it thus follows from the Legendre-Hadamard condition [17] that the solution loses ellipticity, and thus may become localized and unstable, whenever Λ ≤ 0. In practice, we calculate C iJkL as a finite difference of the first Piola-Kirchhoff stress tensor, P = Det[F ]σF −T ,
where σ is the Cauchy stress tensor. h was chosen to be 10 −2 for the DFT calculations and 10 −3 for the EAM calculations to ensure that differences in the stress were numerically significant. Van Vliet et al. [75] perform this calculation in general terms by minimizing the eigenvalues of the acoustic tensor, C iJkL N J N L , with a zero eigenvalue signifying the formation of an instability. They found an exact correspondence between the predicted dislocation and the dislocation that actually formed during molecular dynamics (MD) simulations. Leroy and Ortiz [40] perform a similar calculation by minimizing the determinant of the acoustic tensor and equating a non-positive value with localization.
For simplicity, the present implementation explicitly uses the slip systems of an fcc crystal. Thus Λ is computed per Eqn. (3.8) for each of the {111} family of slip planes and the 110 and 112 family of slip directions, corresponding to perfect and partial dislocations, respectively. The minimum of these 24 scalar values, Λ min , is then chosen to represent the stability of the given unit cell, with a non-positive value indicating the nucleation of a dislocation.
4. Indentation Setup. Aluminum indentation has been well-studied both experimentally and theoretically, is important technologically, and is easily treated within OFDFT and with empirical potentials, so it is an excellent initial candidate for the OFDFT-LQC method. Two surfaces were considered: (111) and (110). Aluminum was treated with first-principles OFDFT [79] and with empirical EAM potentials [18] . The bulk aluminum crystal is represented by a fully 3D 2 µm × 2 µm × 1 µm tetragonal mesh with 210 ten-node tetrahedral elements each with four quadrature points. By exploiting the symmetry of the system, the computational expense can be nearly halved by using a half mesh. In each case, the surface normal is oriented along the z-axis and the surface is set to z = 0.
Rather than displacing the nodes in contact with the indenter, the indenter is modelled by adding an energy penalty to the surface nodes of the form:
where µ is a hardness parameter and L is the distance that the deformed solid penetrates the indenter, and then allowing the surface nodes to relax to the minimum energy configuration. A hard (µ ∼ 10W ) 750 nm spherical indenter was chosen to fall in the size range of common experimental tips. Unlike fully atomistic calculations, which are limited to tip sizes on the order of 10 nm, our indenter size can be chosen to match those used in experiments. Like all fcc crystals, the preferred slip directions are in the {111} planes in the 110 directions. These 110 directions may be split into Shockley partials of 112 character. For the (111) surface, the x-axis and y-axis are oriented along the [110] and [112] directions, respectively; see The simulation must be stopped once the first dislocation is predicted to form because there is no way to quickly and systematically incorporate the non-local effects that arise from the local structure around the dislocation. The bottleneck lies in the fast Fourier transforms which make the OFDFT code linear scaling, but which require a periodic crystal. A linear scaling, real-space OFDFT method [14] would remove this constraint, enabling the simulation of dislocations during indentation. Research towards this goal is being pursued by the authors.
EAM calculational details.
While looking for data to validate the OFDFT-LQC results, no 3D macroscopic simulations were discovered for Al. Although some quasicontinuum results were available, other than a recent paper by Knap and Ortiz [38] , these were primarily in 2D. Suresh et al. [75] have performed two closely related 3D simulations. The first model used MD with the Ercolessi-Adams [18] EAM Al potential to examine the dislocation structures that form when a 6.5 nm radius indenter penetrates the (111) surface. However, as Knap and Ortiz showed, the behavior is highly dependent on the indenter size. The second model they refer to as IPFEM, or interatomic potential finite element method, is an independent implementation of the EAM-LQC method we describe here. However, they have studied EAM Cu, not Al. Therefore, it was decided to repeat the calculations for the well-known Ercolessi and Adams Al potential using the EAM implementation made available to the public by Miller and Tadmor [45] .
OFDFT calculational details and validation.
The OFDFT calculations [79] employed the commonly used Goodwin-Needs-Heine (GNH) local pseudopotential [25] , the local density approximation (LDA) for the exchange and correlation [12, 54] , the Wang-Teter density-independent linear response kinetic energy functional [77] , and a kinetic energy cutoff of 60 Rydberg. Electron density convergence was achieved using a real-space conjugate gradient minimization scheme. In order to quantify the error in the OFDFT energies and stress due to the kinetic energy functional approximation, we also performed KSDFT calculations with the CASTEP code [65] . Both the LDA for the exchange and correlation and the GNH local pseudopotential were used. Electron minimization was carried out with the density mixing scheme in CASTEP. The local pseudopotential requires a higher kinetic energy cut-off of at least 44.1 Rydberg compared to typical non-local pseudopotential calculations. The required accuracy in the energies and stresses were obtained by utilizing the finite basis set correction provided by CASTEP and by adjusting the k-point grid depending on the application. Whenever OFDFT and local KSDFT calculations are compared, the difference arises solely from the kinetic energy functional approximation because all other numerical parameters are either identical or converged. Table 4 .1 compares the equilibrium lattice constant, bulk modulus, and elastic constants for our OFDFT method using the GNH pseudopotential, for published EAM calculations, and for experiments extrapolated to 0 K. The OFDFT lattice constant and bulk modulus compare favorably with experimental values, but OFDFT underestimates the C 11 and C 44 elastic constants near the equilibrium position. It is not surprising that EAM Al matches the experimental elastic constants better, since elastic constants were included in the fitting algorithm for the EAM potential. However, it is less clear that the EAM potential will capture the correct physical behavior under highly deformed configurations, a region where it was not explicitly fit. At the larger strains where dislocations are expected to form, the first-principles OFDFT results may be superior.
Dislocations are expected to form in slip systems that have low energy barriers for ion movement. In fcc metals, the lowest and second-to-lowest energy barriers occur in the (111) slip plane along the 112 and 110 directions, respectively. Therefore, one measure of the suitability of a method is the resolved shear stress (σ 23 ) along the (111)[112] direction; here the y and z axes are oriented along the [112] and [111] directions, respectively. Figure 4 .2 shows that EAM, OFDFT, and KSDFT results all agree fairly well, although EAM significantly overestimates the stress when atoms in adjacent layers approach each other. One set of KSDFT calculations (stars) were done using the same GNH local pseudopotential as the OFDFT calculations. A kinetic energy cut-off of 58.8 Rydberg and a Monkhorst-Pack grid of 16x11x7 for the 6-atom orthogonal cell was used in KSDFT to converge the stress to 0.5 GPa. The error due to the kinetic energy functional is small, as seen by the agreement between the local KSDFT and OFDFT results, so the approximation is fine. A second set of KSDFT calculations (squares) were done using a non-local norm-conserving pseudopotential with a kinetic energy cutoff of 22.0 Rydberg. The small difference in stress, especially for the lower barrier where the atoms are not directly on top of each other, indicate that the error introduced by using a local pseudopotential is not unreasonable. The small peaks in the OFDFT stress are due to a singularity at specific reciprocal space vectors arising from the Lindhard response function (χ Lind , Eqn. A.22) that appears in the Wang-Teter kinetic energy term. However, the discontinuity in the Lindhard function is thought to give rise to the physically important Friedel oscillations in the density, so it cannot be omitted. Instead, to minimize spurious contributions to the stress due to the Wang-Teter kinetic energy functional, those contributions are set to zero when a reciprocal space vector nears the singularity.
The unstable stacking fault energy (γ us ), the intrinsic stacking fault energy (γ isf ), the unstable twinning energy (γ ut ), the extrinsic stacking fault energy (γ esf ), and the twinning energy (2γ t ) provide an alternative measure to gauge whether the various methods have captured the material properties correctly. Indeed, these quantities have been published using a variety of theoretical methods. Rice [59] and Tadmor [70] have used ratios of these materials properties (γ isf /γ us , γ us /γ ut ) to predict whether a material will emit a partial dislocation or twin from a crack tip. Conceptually, these quantities can be calculated by the rigid displacement of two (111) crystal surfaces along the 112 direction. In order to avoid introducing surfaces and to reduce the total number of layers needed, we use the configuration detailed by Bernstein and Tadmor to calculate these quantities [6] . γ isf , γ us , and 2γ t are obtained from a 20layer 3D periodic cell whose final configuration contains two intrinsic stacking faults and two twin boundaries, while γ ut and γ esf are extracted from a 22-layer 3D periodic cell whose final configuration contains two twin boundaries and two extrinsic stacking faults. In our case, each [111] layer contains two atoms with in-plane periodicity along the [110] and [112] directions. Table 4 .2 compares stacking fault energies for OFDFT, KSDFT, EAM, and experiment. Both the OFDFT and KSDFT (local) calculations were done with the GNH local pseudopotential. The KSDFT (local) calculations utilized a kinetic energy cut-off of 44.1 Rydberg and a Monkhorst-Pack k-point grid of 19x11x1 (maximum spacing between kpoints 0.02Å −1 ). The total energy was converged to 1 meV/atom with respect to kinetic energy cut-off and k-point sampling, resulting in an uncertainty in the stacking fault and twinning energies of ±8 mJ/m 2 . Expt. 135 [68] , 166 [48] 180 [68] 150 [68] Experimentally, the ions relax and the unit cell expands in the [110] direction relative to the bulk equilibrium configuration. However, this adds significantly to the computational expense of the calculation, especially with the KSDFT method. Two series of OFDFT calculations, an unrelaxed and relaxed case, were done to estimate the error that arises from constraining the ions and lattice vectors to their ideal values.
The difference in energies is minimal, because Al is a nearly-free-electron metal that is known to exhibit little ionic relaxation at surfaces [50] . Hence the additional computational expense to allow relaxation in the KSDFT (local) calculations was deemed unnecessary.
The close agreement between the OFDFT and KSDFT (local) stacking fault and twinning energies demonstrate that the majority of the error is attributable to the local pseudopotential. Fortunately, it should be possible to drastically improve the agreement between OFDFT and KSDFT non-local pseudopotentials calculations when Zhou et al.'s [83] recently developed bulk local pseudopotentials become available.
EAM predicts larger stacking fault energies than OFDFT, indicating that dislocations should form more readily in the OFDFT rather than the EAM-based LQC simulations. Since the EAM value is closer to experimental values, this suggests that the EAM model might possess more predictive capabilities than OFDFT for Al. However, if the dislocations form more easily during the EAM-LQC simulation than the OFDFT-LQC simulation, other factors beyond the resolved shear stress in the [112] direction must be critical to initial dislocation formation. As we shall see, this is indeed the case.
Experiments and theory disagree about the relative ordering of γ isf , the energetic cost to form a stacking fault; γ esf , the energetic cost to form a two layer thick microtwin; and 2γ t , the energetic cost to form a full twin. The only experiment [68] which measures all three quantities, finds γ isf < 2γ t < γ esf . Using the more commonly cited value, γ isf = 166 mJ/m 2 switches the order of γ isf and 2γ t . By contrast, most KSDFT theoretical studies [6] find either 2γ t < γ esf < γ isf or 2γ t = γ esf < γ isf , regardless of whether the ions are allowed to relax in the [111] direction or not. Since the experimental measurement of γ esf is difficult to measure and may contain errors and since we are using a method that approximates KSDFT, the KSDFT (non-local) results are the appropriate comparison. Even though the magnitude of the stacking fault and twinning energies are too low with the OFDFT method, the relative ordering (2γ t < γ esf < γ isf ) is correct -a feature the EAM potential fails to capture. A recently revised Al EAM potential [43] yields an intrinsic stacking fault energy closer to experimental values than other EAM potentials, but whether it also yields the correct relative ordering awaits testing.
Although the current OFDFT model does not provide a superior materials description for single crystal Al, it does provide an excellent initial test case with which to assess the feasibility of the OFDFT-LQC method. The power of the OFDFT-LQC method lies in more complicated systems than Al. Complex metallic materials like alloys or those with multiple possible phases under a localized strain field can be calculated within OFDFT without additional modifications, while fitting an EAM potential to study such systems becomes a formidable and tedious task. OFDFT-LQC predicts that the first dislocation will form at a larger displacement than EAM-LQC regardless of the surface, but at a smaller load for the (111) surface and a larger load for the (110) surface. Since OFDFT has a lower stacking fault energy than EAM, we might expect dislocations to form more readily during the OFDFT-LQC than the EAM-LQC simulation, but in practice the EAM dislocations were predicted to form at either smaller or equivalent loads to the OFDFT dislocations, indicating the stacking fault energy is not the critical factor determining dislocation nucleation.
OFDFT-LQC correctly predicts that the (111) surface forms dislocations more readily than the (110) surface, in agreement with experiment [26] . EAM-LQC predicts the same trend, but the effect is less pronounced. By contrast, a 3D MD indentation simulation with the same Al EAM potential claimed that the (110) surface was easier to indent than the (111) surface [81] , based on the depth of indenter penetration into the surface at a fixed load. Experimentally measured elastic-plastic boundaries provide an upper bound to the location of the first dislocation. After indenting a 500 nm radius tip 92 nm into the (100) surface of single crystal aluminum, Tymiak et al. [74] used atomic force microscopy to measure an elastic-plastic boundary radius of 950 nm. The first dislocation in both our EAM and OFDFT-LQC simulations lie within this upper bound.
Several experiments estimate the load and indenter depth at which the first dislocation forms in single crystal fcc Al from the first discontinuity in the load vs. load was 10.80 µN at an indenter depth of ∼13 nm. As expected, a larger indenter tip produces dislocations at larger loads and indentation depths when applied to crystals with identical surface orientations. One final experiment by Minor et al. [47] found that dislocations started to nucleate at 10 µN when a 50-75 nm radius tip indented ∼7 nm into an unspecified single crystal Al surface. Since there is no inherent length scale in our LQC simulation, we can scale our results to match the experimental indenter size as long as the quadrature points are sufficiently isolated from each other. If we scale the length in our simulation so that the indenter has a radius of 75 nm, the smallest indenter that satisfies the above constraint, the previously listed loads would be scaled by 1/100 and the indenter depths by 1/10, resulting in predictions that are of the same order of magnitude as the experimental results. Quantitative results are not expected because many dislocations will likely have formed already when the load vs. displacement curve exhibits its first discontinuity.
The only other 3D simulation that studied indentation of Al was also conducted by Suresh et al. [41, 75] . They used MD to follow the penetration of a rigid 6.5 nm radius spherical indenter into the (111) surface of Ercolessi-Adams EAM Al. The first dislocation formed at an indenter depth of ∼6Å and a load of 0.02 µN (estimated from Fig 8(a) in Ref. [75] ). If we scale their results such that the indenter has a radius of 750 nm, the resulting load is nearly two orders of magnitude larger than our (111) EAM load, once again highlighting the need for simulations with experimentally relevant indenter sizes. that are predicted to form, using the instability criterion given in Eqn. 3.8. Although both OFDFT and EAM predict one dislocation that slips in the [011] direction, the character of each is quite different. The dislocation in the OFDFT-LQC simulation forms on the (111) slip plane, 0.56 z/a below the initial surface (a is the radius of the spherical indenter at the surface), slightly off-axis, and 104 nm from the spherical indenter surface. By contrast, the dislocation in the EAM-LQC simulations forms on the (111) slip plane, 0.16 z/a below the surface, off-axis, and only 11 nm from the spherical indenter surface. Due to finite spacing of the LQC grid, this is essentially on the indenter surface. Although some simulations indicate surface nucleation of dislocations when sharp indenter edges are present [71] , surface nucleation is probably unphysical in the spherical indenter case.
Dislocations from Indentation into the
Although the calculation should be stopped after the first dislocation is formed because our current formulation of the LQC method does not allow atomic dislocation (110)] of the initial dislocations that nucleate during indentation into fcc Al. The indentation depth when the first dislocation forms is listed in ( ). N is the slip plane and k the slip direction of the dislocation. z/a, the ratio of the distance below the initial undeformed surface where the dislocation forms divided by the radius of the indenter in contact with the surface, is given for comparison to Hertzian analysis. There are also initial dislocations at the corresponding +x locations due to the underlying symmetry of the mesh. structures to be incorporated in the underlying atomistic calculations, it is instructive to look at the next couple of load steps to get an estimate of the overall stress state of the material. Since the stress is not allowed to relax by forming dislocations, highly stressed regions should remain localized between load steps. Indeed, in all but one indentation simulation, once a dislocation is predicted to form, its character and general location does not change in subsequent load steps. The exception occurs during indentation into the (111) surface using the EAM-LQC model. The first dislocation is barely predicted to form (Λ min = 0 GPa) at a load step of 35 nm, and then disappears in all future load steps. The next dislocations form at an indenter depth of 45 nm and load of 1.53 mN, nearly identical to the indenter depth and load in the (110) indentation. Furthermore, these two new dislocations persist at larger indentation depths and share the same dislocation characters as the OFDFT-LQC simulation, casting doubt on the validity of the first predicted EAM-LQC dislocation. The most interesting configuration is the one where the first dislocation is predicted to form, and hence a comparison of the three atomistic models at this point will highlight the critical differences in the underlying models. Table 5 .2 compares Λ min for the OFDFT, KSDFT, and EAM methods at the atomic configurations that the OFDFT-LQC model predicted would first form dislocations. The KSDFT calculations used a kinetic energy cutoff of 44.1 Rydberg and a k-point density of 0.010 A −1 in order to converge the stress to 0.04 GPa for a 4-atom cell. In the case of indentation into the (111) surface, all three methods agree that a dislocation of the same character should form. By contrast, for indentation into the (110) surface, only the OFDFT method predicts these four configurations will spontaneously form dislocations. However, EAM and OFDFT both agree on which slip system and slip direction is most likely to become unstable for all four configurations, while KSDFT only agrees in two of the cases. Clearly, dislocation prediction is very sensitive to the quality of the underlying atomistic model. Table 5 .2 When the instability criterion, Λ min , first becomes non-positive, a dislocation is predicted to form in the corresponding distorted fcc cell. The table lists the value of the instability criterion, slip plane, and slip direction for the first predicted dislocation during the OFDFT-LQC indentation simulation. As a comparison, the instability analysis is repeated with both KSDFT (local) and EAM using the predicted unstable OFDFT cell geometry. All three methods predict the same type of dislocation will spontaneously form using the distorted fcc geometry taken from the (111) indentation simulation. By contrast, the first unstable points during the OFDFT-LQC (110) indentation are predicted to be stable by both KSDFT and EAM. The above-mentioned 3D EAM MD simulation by Suresh et al. [41, 75] only agrees partially with our EAM-LQC results. They too find that the first dislocation nucleates off-axis on one of the {111} 110 planes, but at a depth of z = 0.51a compared to our prediction of z = 0.16a. The discrepancy may arise from either the different indenter sizes or the implementation of the underlying LQC code. Tadmor et al. [71] used a 2D quasicontinuum simulation, which resolves down to individual atoms in regions of high stress, to study indentation into the (111) surface of EAM Al using a 25Å rectangular indenter. By contrast to our EAM-LQC simulation, the first dislocations occur on the (111) slip planes with a [112] slip direction. The difference is attributed to either the 2D constraint or the difference in indenter shape.
Although there are three equivalent {111} planes underneath the indenter, we only observe nucleation on two of the planes. The second dislocation on the (111)[110] slip system at +x originates from the imposed symmetry of the LQC mesh. This asymmetry may arise from the underlying LQC mesh not being equivalent in the three {111} planes. However, several other indentation simulations for Au [35] , Cu [84] , and Al [71] have also observed asymmetry during dislocation nucleation, which they ascribe to a combination of numerical noise akin to thermal fluctuations during experiments and to the minimum deformation required to accommodate the imposed strain being satisfied by activation of only two out of the three equivalent {111} planes. dislocations appear at an indenter depth of 70 nm, 0.50 z/a (#1 and #2) or 0.59 z/a below the surface, off-axis, and 113 nm (#1 and #2) or 133 nm (#3 and #4) from the spherical indenter surface, and on adjacent quadrature points. By contrast, the EAM-LQC simulation predicts that dislocations will form at an indenter depth of 45 nm, 0.16 z/a (#1 and #2) or 0.32 z/a (#3 and #4) below the surface, off-axis, and only 10 nm (#1 and #2) or 48 nm (#3 and #4) from the spherical indenter surface. Due to the finite spacing between quadrature points, the OFDFT dislocations are in adjacent regions while one set of EAM dislocations is on the indenter surface and the other is well below the surface. Furthermore, only four of the six most probable slip system exhibit dislocations initially. (Two are listed in Table 5 .1 and two more arise from the reflection symmetry across the x = 0 plane). However, in this case, not all six planes are equivalent, so the asymmetry is not unexpected.
Dislocations from
Tadmor et al. [71] used a 2D quasicontinuum simulation to study indentation into the (110) surface of EAM Al using a cylindrical indenter of radius 11.64Å. Like our 3D EAM-LQC simulation, the first dislocations appear off-axis, on the indenter surface, and of 112 character, but the 2D EAM simulation predicts that only two Shockley partial dislocations will form on the (111) slip plane with ±1/6[211] Burgers' vectors. The difference in the slip system likely arises from the 2D constraint.
Dislocation Criteria.
Traditionally, Hertzian analysis [34] has been used in both experiments and large numerical simulations to extract the location and maximum value of the principal shear stress where the first dislocation should form when an elastic material is indented by a spherical indenter. Typical measured and calculated Al elastic constants yield a Poisson ratio, ν, between 0.32 to 0.44. Hertzian analysis then predicts that the first dislocation will form between 0.49 to 0.53 z/a directly below the indenter. Several recent simulations [35, 41, 71, 75] have shown that the first dislocations actually nucleate off-axis due to the asymmetries that arise from the elastic constants and the underlying crystal structure. Therefore, it is not surprising that our dislocations are also located off-axis. However, the depth beneath the surface varies significantly between the OFDFT and EAM models; 0.51 to 0.59 z/a for OFDFT and 0.16 to 0.32 z/a for EAM. By comparison, the Al EAM-based 3D MD simulation of Suresh et al. [75] predicted that the first dislocation would be at a depth of 0.51 z/a, indicating the indenter size may significantly alter dislocation nucleation.
Although Suresh et al. [41, 75] have recently shown in simulations that the actual maximum value of the principal shear stress does not coincide with the spatial location of the first dislocation or the instability criterion given in Eqn. 3.8, they and others [15, 26, 71] have observed that when the maximum value of the Hertzian principal shear shear stress reaches the ideal shear strength of the material, dislocations start to form. The maximum value of the Hertzian principal shear stress [34] is given by
is a function that depends on ν, but is about 0.31 for Al, P is the maximum load, and R is the indenter radius. For the case of a rigid indenter, E * , the reduced Young's modulus, is given by
E hkl , the Young's modulus in the [hkl] crystallographic direction, and ν are calculated from the elastic constants in Table 4 .1 using
and ν = C 12 /(C 11 − C 12 ), where l i are the direction cosines between [hkl] and the [100] axis. Using Eqns. 5.1 and 5.2, we calculate the maximum Hertzian principal shear stress (τ Hertz max ) to be between 3.3 to 5.2 GPa. The individual values are listed in Table 5 .3. is the maximum value of the Hertzian principal shear stress given by Eqn. 5.1. The coordinates of the maximum value are given as (x, y, z/a), where a is the contact radius of the indenter. The subscript Λ min denotes the value of the given criterion measured at the point where the instability criterion predicts dislocations will form, according to equation Eqn. 3.8. For the (110) surface, the maximum value among the four unstable points is reported. (x, y, z/a) based on the Λ min criterion are given in Table 5 .1 and are marked with white dots in Figs 5.4, 5.5, and 5.6. τmax is the maximum value of the principal shear stress. τ RSS max is the maximum resolved shear stress on any of the 24 active fcc slip systems given by Eqn. 5.3. ε M ises max is the maximum von Mises strain given by Eqn. 5 By comparison, the Al ideal shear strength has been calculated using KSDFT with non-local pseudopotentials [62] to be 1.85 GPa and 3.4 GPa with and without elastic relaxation, respectively, and is experimentally estimated [75] from G/2π, where G is the resolved shear modulus, to be 4.6 GPa and 4.4 GPa for the (111) and (110) surfaces, respectively. Experiments have provided values of the maximum Hertzian principal shear stress (τ Hertz expt ), based on the first drop in the load vs. displacement curve, of 4.7 GPa (50 nm radius tip) and 2.38 GPa (150 nm radius tip) for the (111) surface and 7.2 GPa (50 nm radius tip) for the (110) surface [75] . Although the theoretical shear strength, experimentally extracted τ Hertz expt , and our calculated τ Hertz max are qualitatively all the same order of magnitude, quantitative dislocation predictions are not possible. The experimentally estimated shear strength predicts that the (111) surface will require a larger Hertzian principal shear stress to nucleate dislocations than the (110) surface, in contradiction to what is observed in both experiments and our work. Zhu et al. [84] have already noted that the ideal shear strength is highly dependent on the local stress state. Hence, there is no universal material-dependent shear strength that τ Hertz max must exceed in order to nucleate a dislocation. In our LQC calculations, the maximum value of the principal shear stress (τ max ) (4.5 to 8.5 GPa), calculated directly from the Cauchy stress tensor, bears little resemblance in either magnitude or spatial distribution to τ Hertz max . In addition, not only are the positions of the dislocations predicted by the Λ min criterion far away from those predicted by τ max , but the value of the principal shear stress at those positions (τ Λmin ) are significantly lower. Figure 5 .4 shows the principal shear stress on the x = 0 plane for the OFDFT-LQC and EAM-LQC simulations. The spatial location Since the maximum values do not occur on the x = 0 plane, the positions are projected onto the x = 0 plane. Clearly, the maximum value of the principal shear stress is not an adequate criterion.
Several other researchers prefer the critical resolved shear stress (CRSS) to predict the onset of dislocation nucleation. The maximum resolved shear stress (RSS) is
where α refers to the specific slip system, F is the deformation tensor, K is the slip direction in the reference system, N is the slip plane normal in the reference system, R is the rotation matrix that specifies the axis orientation, and σ is the Cauchy stress tensor. Traditionally, the critical resolved shear stress denotes the RSS value that must be exceeded on any slip system α before a dislocation will form. The fcc Cu phase is expected to display similar dislocation behavior to Al, so Cu studies may also be a useful comparison. Kiely et al. [36] experimentally indented Cu (111), (110), and (001) surfaces with 70 nm and 175 nm spherical tips. Based on a modified Hertzian analysis, they claim plastic deformation only occurs when the resolved shear stress reaches 1.8 GPa (CRSS) on all the active {111} planes, not just on the first plane to exceed the critical value. A companion theoretical paper by Gannepalli and Mallapragada [22] used MD to study indentation into (001) Cu with a truncated pyramidal indenter (15Å × 15Å base). They conclude that the resolved shear stress must exceed the maximum value (CRSS) of the derivative of the generalized stacking fault energy with respect to the displacement along a given slip system before a dislocation will form. The basic idea being that the imposed stress along the slip direction must exceed the stress needed to move two layers of atoms past each other. Since the generalized stacking fault energy (the curve used to calculate the values in Table 4 .2) depends on the choice of slip system, a different CRSS must be defined for each slip system. Consequently, a simple comparison of the RSS to the lowest value of all the possible CRSS values may predict the wrong dislocation. Likewise, Zimmerman et al. [86] deduced from an MD simulation of (111) Cu indentation using a 40Å spherical indenter that the resolved shear stress must exceed the unstable stacking fault energy before a dislocation will form. However, other theoretical studies have found that the RSS may not be a reliable indicator of dislocation activity. Tadmor et al. noted in their 2D quasicontinuum study that the critical RSS depended on the indenter size, with smaller indenters having larger values. Similarly, Zhu et al. [84] found, for indentation into the (111) surface of Cu with a 50 nm radius spherical indenter using their IPFEM code with an EAMbased potential, that the critical resolved shear stress is highly dependent on the local deformation and resulting local stress state; in their case, this resulted in a lower bound on the theoretical shear strength two times larger than the elastically relaxed value. These studies strongly suggest that the stress barrier that must be overcome for dislocation nucleation is highly dependent on the local deformation state, and therefore a single critical resolved shear stress does not exist for a given metal.
For comparison, we plot the RSS on the x = 0 plane in Figure 5 .5 using Eqn. 5.3, where we have picked the maximum value at each point from the 24 expected fcc α slip systems. The position of the global maximum RSS and the unstable points as predicted by Λ min are projected onto the x = 0 plane and marked with purple and white circles, respectively. Unlike previous studies, the RSS does not even correctly predict the region where dislocations will form. The discrepancy is most striking for the case of indentation into the (111) surface. Both the OFDFT and EAM constituitive models predict that the maximum RSS is nearly 0 GPa in the slip system where the dislocation is predicted to form with the Λ min criterion, while the global maximum RSS occurs about 60 nm away on another slip system. This implies that there is a softening of the tangent shear modulus along this slip system for these specific local deformation gradients. Recently, Zhu et al. [42] showed with an EAM simulation that certain phonon modes in fcc Al can become soft when strained under low temperature conditions. A simple screening for dislocations based solely on the RSS would completely miss this effect.
Stress-based dislocation criteria seem fraught with local deformation dependencies. Tadmor et al. [71] briefly mentioned that a nucleation criterion based on the resolved shear strain may provide a more universal dislocation nucleation criterion. In a similar vein, we find that the instability criterion (Λ min ) predictions most closely match the global maximum of the von Mises strain, defined as
where ε ≡ (1/2) log(C) is the logarithmic strain, defined in terms of the right Cauchy- Green deformation tensor C = F T F . For deformations, the logarithmic strain can be approximated as ε ≈ (1/2)(C − I), which is the Lagrangian strain. We plot ε M ises along the x = 0 plane in Figure 5 .6 and denote the dislocation nucleation predictions, projected onto the x = 0 plane, for ε M ises and Λ min with purple and white circles, respectively. The two dislocation nucleation criteria predict the same location for OFDFT-LQC (111) indentation and EAM-LQC (110) indentation. However, they exhibit significant differences in the other two cases. Direct verification of dislocation nucleation is not possible because our system is too large to treat with MD. However, we have verified that the energy-based Λ min criterion predicts fundamentally different initial dislocations than other common stress and strain-based dislocation criteria.
5.5.
Twinning. Controversy remains as to whether deformation twinning plays a significant role in aluminum. Bulk Al has long been thought not to exhibit deformation twinning [76] , but thin film crack experiments have observed deformation twinning in Al under specific orientations and loading configurations [13, 57] . In each case, needle-like twins form by identical dislocations travelling on adjacent planes. In Pond and Garcia-Garcia's [57] thin film aluminum experiment, the observed twins formed by partial dislocations with Burgers' vector [121] travelling on adjacent (111) planes. Hai and Tadmor [27] recently verified these experimentally-observed deforma- tion twins using 2D quasicontinuum calculations, and Farkas et al. [20] found using MD that atomistically sharp Al cracks grew by forming twins which subsequently cracked. Nanoindentation studies are split on the issue. The 2D quasicontinuum rectangular indentation study by Tadmor et al. [71] found that pure edge partial dislocations with Burgers' vectors 1 6 [112] and line directions [110] form on adjacent (111) planes to create a twin in the [112] twinning direction. However, the 3D MD nanoindentation simulation [41] with a 13 nm spherical indenter did not form deformation twins. Deformation twinning may occur in Al only under limited conditions: when 2D constraints are imposed through either a thin film or dislocation pinning and when a sufficiently large resolved shear stress coincides with the twinning system.
The assumption that each of the quadrature points are well separated from each other precludes a mesh that could resolve the onset of the observed needle-like twins. This awaits a real-space implementation of the OFDFT code. However, the character and spatial location of the initial instabilities indicates whether twinning is likely. Indentation into the (110) surface produced two sets of spatially adjacent partial dislocations, [121] on (111) planes and [121] on (111) planes. The former is identical to the dislocations leading to twinning in the Pond and Garcia-Garcia experiment [57] . Although not conclusive, this hints that twinning may be favored for indentation into the (110) surface. No such evidence of twinning exists from our simulations for indentation into the (111) surface.
6. Summary and Conclusions. We have shown that the local quasicontinuum method can be coupled to first-principles OFDFT to yield dislocation nucleation predictions under non-uniform loading conditions like indentation. Various dislocation criteria derived from energy (Λ min ), stress (τ Hertzian max , τ max , τ RSS ) and strain (ε M ises ) considerations were compared to each other. None of the other dislocation criteria consistently match the predictions of the localization criterion, Λ min , which has been shown previously during MD simulations to accurately predict the spatial location and character of the dislocations that actually form. For the first time, the localization criterion predicted that a dislocation will nucleate due to a softening of the phonon modes and a subsequent lowering of the local shear strength rather than an increase in the stress to a value exceeding the typical theoretical shear strength of the material. Like previous studies, we find that dislocations nucleate off-axis and only on some of the equivalent available slip planes, when constituitive relations beyond linear elasticity are employed to describe the underlying material.
One recurring theme throughout this research is the high sensitivity of the dislocation nucleation predictions to the quality of the underlying constituitive laws, pointing out the need for the development and thorough testing of both pseudopotentials used in first-principles methods and fast atomistic techniques. A second theme is that size matters: nanosized indentation results cannot be scaled to experimental indenter sizes. This theme further emphasizes the need for multiscale models that can handle large systems under complex loading conditions. In the future, OFDFT-LQC and other first-principles methods promise to provide reliable material descriptions that will enable the study of alloys and other multi-component systems without the need to create empirical potentials for each individual system. Open questions relating to the twinning behavior of Al, the initial motion of dislocations, grain boundaries, and other atomic-scale effects in large systems under non-uniform loading conditions await the development of a real-space OFDFT code coupled to a full quasicontinuum method.
Appendix.
We calculate the Cauchy stress tensor with the following formula:
where Ω is the periodic unit cell volume, E is the total OFDFT energy, and h are the lattice vectors. α, β, and υ are the spatial coordinates, {x, y, z}. Since the total OFDFT energy is a linear combination of ionic and electronic terms, we can calculate the stress contribution of each term separately.
Stress due to the ion-ion (Ewald) interaction is
where Z is the ionic charge, R I are the atomic positions, g is the reciprocal space lattice vector, and η is the parameter that controls convergence of the summation in real and reciprocal space. I and J represent atoms within the periodic cell while L is the vector pointing toward the origin of adjacent unit cells. The prime over the summation signifies that the I = J term is excluded if L = 0.
Stress due to the ion-electron interaction is where ρ(g) is the density in reciprocal space, V loc Ie,I ( g) is the spherically symmetric local pseudopotential in reciprocal space for ion I, V nc I ( g = 0) is the non-Coulombic contribution to the pseudopotential for ion I at g = 0, and N e is the number of valence electrons. where ε x is the exact exchange energy for a uniform electron gas at density ρ and ε c is the Perdew and Zunger [54] parameterization of the Ceperley and Alder [12] correlation energy for a uniform electron gas.
Stress due to the
Stress due to the Thomas-Fermi kinetic energy functional is
where (A.12) T TF = C F ρ( r) 
The values of α ′ and β ′ correspond to different linear response kinetic energy functionals. α ′ = β ′ = 1 is the Perrot functional [55] , α ′ = β ′ = 1/2 is the Smargiassi-Madden functional [69] , α ′ = β ′ = 5/6 is the Wang-Teter functional [77] , and α ′ = 5+ is the Wang-Govind-Carter functional with the density-independent, Wang-Teter-type kernel [78] . In this work, α ′ = β ′ = 5/6 is used.
The linear response kinetic energy functional is (A.16) 
