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Abstract 
The circulant traveling salesman problem (CTSP) is the problem of finding a minimum 
weight Hamiltonian cycle in a weighted graph with circulant distance matrix. The computational 
complexity of this problem is not known. In fact, even the complexity of deciding Hamiltonicity 
of the underlying raph is unknown. 
This paper provides a characterization f Hamiltonian digraphs with circulant distance matrix 
containing only two nonzero stripes. The corresponding conditions can be checked in polynomial 
time. Secondly, we show that all Hamiltonian cycles of a circulant 2-digraph are periodic. Based 
on these two results, a method for enumerating all Hamiltonian cycles in such digraphs is 
described. Moreover, two simple algorithms are derived for solving the sum and bottleneck 
versions of CTSP for circulant distance matrices with two nonzero stripes. 
Keywords: Circulant digraph; Hamiltonian cycle; Traveling salesman problem 
I. Introduction 
For many years, the Hamiltonicity of certain classes of graphs has been studied. 
These investigations are closely related to the famous traveling salesman problem (TSP) 
with specially structured istance matrices. In this paper we study the Hamiltonicity and 
the TSP in digraphs with circulant distance matrices. For a given n x n matrix C -- (cij), 
the kth stripe consists of all entries cij with (i - j )  - k (modn) ,  i,j E {0, 1 . . . . .  n - 1}. 
A nonzero stripe is a stripe containing at least one nonzero element. A circulant matrix 
is an (n × n)-matrix C -- (cij) whose elements are constant in stripes, i.e. the value 
of cq depends only on ( i -  j )modn (cf. Fig. 1 for an illustration). A digraph with 
a circulant matrix as (weighted) adjacency matrix is called a circulant digraph. I f  
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Fig. 1. A circulant matrix. 
the adjacency matrix of a circulant digraph has k nonzero stripes, the graph is called 
a circulant-k digraph. 
The shortest Hamiltonian path problem for circulant digraphs is polynomially solv- 
able: Bach, Luby and Goldwasser proved that for such graphs the nearest neighbor 
rule yields a shortest Hamiltonian path (see [6]). The next important question, whether 
a shortest Hamiltonian cycle can be found in polynomial time or not, is still open. How- 
ever, a series of partial results on this problem has been derived. In 1977, Garfinkel [5] 
observed that the TSP on circulant-1 digraphs (with only one nonzero stripe) can 
be solved trivially. Boesch and Tindell (see [3]) studied the connectivity of circu- 
lant graphs. Their investigations were continued and extended to circulant digraphs by 
Van Doom [4]. A characterization for Hamiltonian symmetric irculant graphs has 
been derived by Burkard and Sandholzer in 1991 (see [2]). In [2] this characteriza- 
tion is used for solving efficiently the bottleneck TSP on symmetric irculant distance 
matrices. An exponential time algorithm for solving the sum TSP with nonsymmetric 
circulant distance matrices has been suggested by Medova-Dempster (see [8]). She 
comments also on complexity issues of this problem. Heuristics for the sum TSP on 
symmetric irculant distance matrices are suggested by Van der Veen (see [9]), who 
also reports computational results and analyzes these heuristics theoretically. 
Two major results are derived in this paper. First, a necessary and sufficient condition 
for the Hamiltonicity of (nonsymmetric) irculant-2 digraphs is derived. It is shown that 
this necessary and sufficient condition can be checked in time that is polynomial in the 
logarithm of the number n of vertices of the given digraph. (Observe that a circulant-2 
digraph with n vertices can be fully described by three numbers of length log n: by the 
number n and by two numbers that encode the position of the two nonzero stripes.) 
From an algorithmic point of view, this is the strongest possible result. The second 
major result concerns the structure of the Hamiltonian cycles of a circulant-2 digraph. 
Notice that in a circulant-2 digraph each arc can be associated to the nonzero stripe 
which contains the element of the adjacency matrix representing this arc. Considering 
this association there are two types of arcs in a circulant-2 digraph. We show that 
all Hamiltonian cycles possess a specific structure: the sequence of the types of arcs 
visited when moving along the cycle consists of a periodical repetition of a certain 
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pattern. Moreover, the length of this pattern, that is, the number of arcs represented by 
this pattern, is the same for all Hamiltonian cycles. 
These results yield quite naturally two methods for the solution of the sum TSP and 
of the bottleneck TSP in circulant-2 digraphs, respectively. Once the problem of the 
existence of a Hamiltonian cycle in the given digraph has been solved, both bottleneck 
and sum optimal tours can be given in O(n) time. Let us emphasize that all our results 
reporting time complexities are conformal to the unit cost model. Hence, we assume 
that any arithmetical operation (e.g. addition or division of two integers) can be carried 
out in constant ime; see e.g. Aho et al. [1]. 
The paper is organized as follows. In Section 2, we introduce some definitions 
and preliminaries needed for deriving the necessary and sufficient conditions for a 
circulant-2 digraph to be Hamiltonian. In Section 3, we state the first major result, 
where we fully characterize Hamiltonian circulant-2 digraphs. Using this characteriza- 
tion we derive two algorithms for checking the Hamiltonicity and finding the Hamilto- 
nian cycles of a circulant-2 digraph (if there are any), respectively. These algorithms 
and the analysis of their complexity are presented in Section 4. Then, in Section 5 we 
state and prove our second major result, describing the periodic structure of the Hamil- 
tonian cycles of a circulant-2 digraph. In Section 6, the overall number of pairwise 
different Hamiltonian cycles in a circulant-2 digraph is given. Finally, the bottleneck 
and sum TSP on circulant-2 digraphs are discussed in Section 7. Section 8 completes 
the paper by presenting open problems, conclusions and remarks. 
2. Definitions and preliminaries 
Definition 2.1. Let n, al,a2 . . . .  ,am be arbitrary integers with 0 < al < " "  < am < n and 
let V -- {0, 1,... ,n -  1}. A digraph G = (V,E)  with vertex set V and arc set E is called 
a circulant digraph generated by al,a2 . . . . .  am and denoted by G(n, al ,a2, . . .  ,am) if its 
arc set E consists only of the arcs ( i , j )  with j - i  =- at (mod n) for any t E { 1,2 . . . . .  m}. 
An arc ( i , j )  of G with j -  i -~ at (modn)  is called an at -  arc. 
The circulant graph G(6,2,3) with 6 vertices is depicted in Fig. 2. 
Throughout this paper gcd(nl, n2 . . . . .  nm) denotes the greatest common divisor of the 
integers hi,n2 . . . .  ,n m. Moreover, the notation a lb means "a divides b" for any two 
integers a and b. We will make use of the following well-known results on circulant 
digraphs. 
Proposition 2.1. Let g = gcd(n, al,a2 . . . . .  am). Then G(n, al,a2 . . . . .  am) has exactly g 
strongly connected components, which are induced by the sets Zi: 
Z i= { j  E V I j= i  + )~g(modn),2 E ~ ) fo r  i=-O, 1 . . . . .  g -1 .  
The proof of Proposition 2.1 is elementary and can be found in [2]. To give an 
example, consider G(12, 3, 6). In this case, we have g = gcd(12, 3, 6) -- 3 and therefore 
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Fig. 2. A strongly connected circulant digraph: G(6, 3, 2). 
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Fig. 3. A circulant digraph with three strongly connected components: G(12, 3, 6). 
G(12,3,6) has three strongly connected components. They are induced by the sets 
{0,3,6,9}, {1,4,7, 10} and {2,5,8, 11}, respectively (see Fig. 3). 
The two following properties of circulant digraphs can be derived as straightforward 
corollaries of Proposition 2.1. 
Corollary 2.2. A cireulant digraph G(n, al,a2,...,am) & stronoly connected if and 
only i f9  = gcd(n, al,a2 .. . . .  am) = 1. 
Corollary 2.3. I f  G(n, a l, a2 . . . . .  am ) is Ham&on&n, then 9 = gcd(n, a l, a2 . . . . .  am) = 1. 
Corollary 2.2 can be also derived as corollary from a stronger graph theoretical 
result of Van Doom on the connectivity of  circulant digraphs (see [4]). Note that 
Corollary 2.3 gives a necessary condition for the Hamiltonicity of a circulant digraph, 
but not a sufficient one. The circulant G(6,2,3) represented by Fig. 2 is strongly 
connected but not Hamiltonian and god(6, 2, 3) = 1. The following sufficient condition 
for G(n, ai,a2 .. . . .  am) being Hamiltonian was given by Garfinkel [5]. 
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Fig. 4. A Hamiltonian circulant digraph: G(12, 5). 
Proposition 2.4. A circulant digraph G(n, a~, az . . . . .  am) & Hamiltonian, if there is an 
at with gcd(n, at) = 1. 
Under the assumptions in Proposition 2.4, there exists a Hamiltonian cycle which 
consist only of arcs (i , j) with j -  i -a t (modn) .  The circulant digraph G(12,5) with 
gcd(12, 5 )= 1 is Hamiltonian. It contains a Hamiltonian cycle which consists only of 
arcs (i , j) with j - i - 5 (mod 12) as shown by Fig. 4. 
Definition 2.2. A circulant graph G(n, al,a2 .... ,am) is called symmetric if for all 
i E {1,2 . . . . .  m}, there exists a j ~ {1,2 . . . . .  m} with ai : n - aj. 
In [2] it has been shown that the condition of Corollary 2.3 is necessary and sufficient 
for the Hamiltonicity of a symmetric irculant digraph. Therefore, the Hamiltonian 
symmetric irculant digraphs can be characterized as follows. 
Proposition 2.5. A symmetric irculant 9raph G(n, al,a2 . . . . .  am) is Hamiltonian if  
and only if  gcd(n, al,a2 . . . . .  am) = 1. 
In Section 3 we derive necessary and sufficient conditions for the Hamiltonicity of 
nonsymmetric circulant-2 digraphs, i.e. for G(n, al,a2). 
3. Necessary and sufficient conditions for G(n, al,  a2) being Hamiltonian 
In this section, we formulate and prove the first major result of this paper: the char- 
acterization of Hamiltonian circulant-2 digraphs. Below, Theorem 3.5 gives a necessary 
and sufficient condition for the Hamiltonicity of a circulant-2 digraph G(n, al,a2) in 
terms of n, al, a2. This section is organized as follows. At first we formulate and prove 
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a technical lemma which is also interesting as an independent result. The next two lem- 
mata give necessary and sufficient conditions for G(n, al, a2) being Hamiltonian, respec- 
tively. Then, applying these lemmata, we derive a first characterization f Hamiltonian 
circulant-2 digraphs, which serves as an intermediate r sult. At last, we transform this 
characterization into the final one, formulating and proving Theorem 3.5. This theorem 
will be used in the next section for polynomially solving the Hamiltonicity problem 
on circulant-2 graphs. 
The following lemma is a key result which will be essentially used for deriving the 
necessary conditions for G(n, al, a2) to be Hamiltonian. 
Lemma 3.1. Let c£ be a Hamiltonian cycle in G(n, al,a2) with kl al-arcs and k2 
a2-arcs. Let p, q, l be nonnegative integers with pl = kl, ql = k2, l > 1. Then, for 
every t, 1 <<. t<~ l - 1, there exists a pair of vertices (i,j) such that the path which 
joins them alon 9 cg has exactly tp al-arcs and tq a2-arcs. 
Proofi Let a Hamiltonian digraph G(n, al,a2) and a Hamiltonian cycle c£ in G be 
given. If cg contains only al-arcs or only a2-arcs, the lemma is obviously correct. So, 
let us assume that cg contains al-arcs as well as a2-arcs. Let p, q and l fulfill the 
assumptions of Lemma 3.1 and let us fix any t with 1 ~< t ~< l - 1. 
We define a function f :  V ~  such that for all i E V, f ( i )  is the number of 
al-arcs among the next t(p + q) arcs following vertex i along the cycle c£. Obviously, 
I f ( i ) -  f ( i  + 1)l ~< 1. I f  there is a vertex i0 with f( io) = tp, then there is a pair (io,jo) 
of vertices with the required property and we are done. So, let us assume that there is 
no vertex i0 with f( io) = tp. The case that some f ( i )  are greater than tp and some are 
smaller is impossible, since in this case there would exist a pair of neighbors i' and 
i' + 1 with ]f(i') - f ( i '  + 1)1 t>2. Thus, either f ( i )  < tp, for all i E V, or f ( i )  > tp, 
for all i E V. W.l.o.g, let us assume the latter. Then 
n--I  
f ( i )  > n(tp) = l(p + q)tp. (1) 
i=0 
On the other hand, the cycle cg contains exactly kl al-arcs and in the sum ~ino 1 f ( i )  
every al-arc of the cycle is counted exactly t(p + q) times. Therefore, 
n--I 
f ( i )  = klt(p + q). (2) 
i=0 
Eqs. ( I )  and (2) imply kl > lp, which is a contradiction. [] 
Next let us give necessary conditions for the Hamiltonicity of G(n, al, a2). 
Lemma 3.2. I f  G(n, al,a2) &Hamiltonian then there ex&tintegers p,q~O such that 
(p+q) l (a2  - al), 
p+q=gcd(n ,  pal+qa2). (3) 
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Proof. Let us suppose that the given G(n, al,a2) is Hamiltonian. If  gcd(n, a i )=  1 or 
gcd(n, a2) = 1, we set p = 1, q = 0 or p = 0, q = 1, respectively. Obviously, in 
both cases p and q have the required properties. I f  neither gcd(n, al)  nor gcd(n, a2) 
equals 1, we proceed as follows. Consider a Hamiltonian cycle ~ in G(n, al,a2) with 
kl al-arcs and k2 a2-arcs and set l := gcd(kl,k2). Next, let p = kl/l and q = k2/l. The 
following equalities hold: 
0= ~ ( j - - i )=k la l  ÷kzaz(modn). (4) 
(i,j)Ec~ 
Since klal + k2a2 > 0, equality (4) yields n I klal + k2a2. Thus, 
n = kl + k2 = l(p + q) divides (klal + k2a2) = l(pal + qa2). 
The last equality implies 
(p + q) l(pal + qa2). (5) 
Thus, p+q divides n and pal +qa2, which implies that p÷q divides gcd(n, pal +qa2). 
Assume gcd(n, pal + qa2) > p + q. Then, there exist r > 1, 1 / and z such that n = 
rlJ(p + q) and pal + qa2 = rz(p + q). Obviously, 1 ~< l J ~< l - 1. By multiplying the 
last equality by l ~ we get l~(pal + qa2) =- nz, which implies hilt(pal + qa2) for some 
l ~ with 1<~l~<~l - 1. Hence, i =--i+ l~(pal +qa2)(modn) for any i E V. Thus, the 
Hamiltonian cycle ~ does not contain a pair (i,j) such that lJp al-arcs and llq az-arcs 
lead from i to j along cg. Considering that the conditions of Lemma 3.1 are fulfilled, 
such a pair should exist. This contradiction shows that gcd(n, pal + qa2) = p + q. 
In order to show that the integers p and q defined as above fulfill also the first 
property stated by the lemma, note that (pal + qa2) can be written as 
(pal + qa2) = (p ÷ q)al ÷ q(a2 - at ). (6) 
Considering equality (5), equality (6) implies (p + q)lq(a2 -a l ) .  But l = gcd(kl,k2) 
implies gcd(q ,p+q)= 1, hence (p+q) l (a2 -a l ) .  [] 
Example 1. Does G(10, 2, 5) admit a Hamiltonian cycle? 
Notice that gcd(10,2,5) = 1 and gcd(10,2) -¢ 1, gcd(10,5) ¢ 1. If  a Hamiltonian 
cycle exists, then there would exist two natural numbers p and q such that (p  + q)l 
(a2 - al),  namely (p  + q)13. Since also (p  + q)110, we get p + q = 1. Thus, there 
are only two feasible pairs (p,q):  p = 1, q = 0 and p = 0, q --- 1. Let us set p = 1, 
q = 0. We have gcd(n, pa l+ qa2) = gcd(10,2) = 2 ¢ p + q. Thus, this choice of 
p and q is not allowed. Similarly, the choice p = 0, q = 1 is not allowed, since 
god(10, 5) = 5 ~ 1. Therefore, G(10, 2, 5) is not Hamiltonian. 
The next lemma gives sufficient conditions for G(n, al, a2) to be Hamiltonian. 
Lemma 3.3. Let a circulant-2 digraph G(n, al,a2) be given. I f  gcd(n, al,a2)= 1 and 
there exist p,q>-O which fulfill (3), then G(n, al,a2) is Hamiltonian. 
240 Q.F Yan9 et al./Discrete Mathematics 176 (1997) 233-254 
Proof. I f  p +q = 1, either p = 1, q = 0 or p = 0, q = 1. These two choices imply 
gcd(n, al)  = 1 or gcd(n, a2)= 1, respectively. In each of these two cases G(n, al,a2) 
is Hamiltonian according to Proposition 2.4. 
Next, we analyze the case p + q > 1. We denote n I = n/(p + q), x = pal + qa2 
and define v(t,r,s) C V by 
v( t , r , s )=( tx  + ral + sa2)(modn) O<~t <~n'- l, O<<.r<<.p, O<~s<<.q-1. 
Let us denote by ~¢t and ~3t the paths given as follows: 
dt :  (v(t, O, 0), v(t, 1, O) . . . . .  v(t, i, 0), v(t, i + 1, O) . . . . .  v(t, p, 0)), 
Mt = (v(t, p, 0), v(t, p, 1 ) . . . . .  v(t, p, i), v(t, p, i + 1 ) . . . . .  v(t, p, q)). 
It is easily seen that the right endpoint of path ~¢t coincides with the left endpoint of 
~t  for O<~t<~n'- 1 and the right endpoint of Mt coincides with the left endpoint of 
~'t+l for all O<~t<~n -  2. Moreover, the right endpoint of ~n,-1 coincides with the 
left endpoint of ~¢0. Therefore, the paths ~t ,  ~t  can be concatenated as follows: 
= (d0 ,  ~0 . . . . .  ~'t, ~t  . . . . .  ~¢ . , -~ ,~. , -1 )  
and the resulting path cg is a closed one. Each .~¢t contains exactly p arcs and each 
Mt contains exactly q arcs. Thus, the closed path c£ contains n'(p + q) = n arcs. We 
show that each pair of  these arcs have different left endpoints. This implies that cg is a 
cycle of length n, thus a Hamiltonian cycle. Let us consider two vertices v(t,r,s) and 
V(tl ,rbsl)  of c£ with (t,r,s) ¢ (q,r l ,Sl) .  W.l.o.g., we can suppose O<<.t<~h <<.n t - 1, 
O<~r, rl <~p, O<~S, l ~<q - 1. Note that, for any vertex v(t,r,s) in oK, if s > 0 then 
r = p. We show that 
(fi - t)rc + (rx - r)al + (sl - s)a2 ~ 0(mod n) (7) 
and this implies then v(t,r,s) ¢ v(h,r l ,Sl) .  We prove (7) by distinguishing the fol- 
lowing two cases. 
Case 1: r = F 1 and s = s 1 
In this case t < ti and gcd(n, pal + qa2) = gcd(n,x) = p + q implies V(t l , r l ,S l ) -  
v(t,r,s) = (tl -- t)~c ~ 2n for any integer number 2. 
Case 2: rCr l  o rsCsL  
In this case V(tl, rl,sl ) -v ( t ,  r, s) is of  the form 7x +Yal +ga2, where 0 < ]l:+g] < p +q 
and 0~<~'~<n ' -  1. We suppose n l(t'K + Yal +ga2)  and derive a contradiction out of it. 
Notice that if n divides tK + Yal + ga2, then p + q divides it also. Thus, 
(p  + q)[ tt¢+ Izal + sa2 = t't¢ + (1=+ £)al + s(a2 - al). (8) 
Considering that (p+q) l tc  and (p+q) [  (a2 -a l  ), Eq. (8) implies that (p+q) [  (Y+g)al. 
On the other side, 0 < I1: + g] < p + q, hence there exists the natural numbers l, l', 
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l> l  such that p+q=l l  ~ and 
l lal. (*) 
On the other hand, (p + q)l (a2 -a l  ) implies 
l](a2 - al ). (**) 
Now, combining ( . )  and (**) we get 
lla2. (* * *) 
Considering (,), ( , ,  , )  and taking into account hat (p + q)In implies l In one would 
get gcd(n, al,a2)>...l > 1, which contradicts the condition gcd(n, al,a2) = 1. Thus, we 
have shown that, also in this case, v(tt, rl,sl ) -  v(t,r,s) ~ 0 (mod n) and this completes 
the proof. [] 
Making use of the Lemmas 3.2 and 3.3 we obtain necessary and sufficient conditions 
for the Hamiltonicity of G(n, al, az). 
Theorem 3.4. The circulant-2 digraph G(n, al,a2) is Hamiltonian if and only if 
gcd(n, al, a2) = 1 and there exists a pair p, q of  nonnegative numbers uch that p + q = 
gcd(n, a2 - al ) and p + q = gcd(n, pal + qa2). 
Proof. Let a circulant-2 digraph G(n, al, a2) be given. We suppose that gcd(n, al, a2)= 1 
and that there exist p,q >~ 0 which fulfill the conditions of the theorem. In this case 
Lemma 3.3 can be applied in order to state that G(n, al, a2) is Hamiltonian. 
Now, let us suppose that the given digraph is Hamiltonian. Corollary 2.3 guarantees 
that gcd(n, al,a2) = 1. Lemma 3.2 states the existence of Pl,ql >~0 which fulfill (3). 
Let us denote u = gcd(n, a2 -a l  ). Then, obviously (Pl + ql ) divides u. Let us denote 
l = u / (p l+q l ) ,  l' = n/u, p = lpL and q = lql. Obviously, p+q = u = gcd(n, a2-a l ) .  
On the other side, the following equalities hold: 
gcd(n, pal + qa2 ) = gcd( l' l(pl + ql ), l (plal  + qla2 ) ) 
= l gcd(ll(pl +ql ) ,p la l  +qia2). (9) 
Obviously, gcd(l'(pl + ql), plal + qla2)[gcd(n, plal + qla2)= Pl + ql. On the other 
side, pl + ql divides both l ' (pl ÷ ql ) and plal + qla2. The two last statements imply 
Pt + ql = gcd(l'(pl + ql), plal + qla2). Therefore, equality (9) implies gcd(n, pal + 
qa2) = l(p~ + q l )= P + q. Thus, (p ,q)  is the required pair of numbers. [] 
Next, let us reformulate the necessary and sufficient conditions given by Theo- 
rem 3.4 in order to get our final characterization for the Hamiltonicity of a circulant-2 
digraph. 
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Theorem 3.5. Let a circulant-2 digraph G(n, al,a2) be given and let t = gcd(n, 
a2 -  al), n ~= n/t, a' =- (a2-a l ) / t .  The digraph G(n, al,a2) is Hamiltonian if and 
only if gcd(n, a l ,a2)= 1 and there exists a number O<<,h<~t such that 
gcd(n',al + a'h)= 1. (10) 
Proof. We show that the existence of a pair of nonnegative integers (p, q) which fulfill 
the equalities 
p + q = gcd(n, a2 - al ), 
p + q = gcd(n, pal + qa2 ) (11 ) 
is equivalent o the existence of a number O<~h<~t which fulfills (10). If such a pair 
(p,q) exists, we have p + q = t and 
pal + qa2 = (t - q)al + qa2 = tal + qta'. (12) 
Hence, gcd(n, pal + qa2)= p + q can be rewritten as gcd(n~t,t(al + dq) )= t, which 
is equivalent o (10). So, setting h := q yields the required number. 
On the other hand, if a number O<<.h<<,t fulfilling (10) exists, we set q := h and 
p:=t -q .  Considering equalities (12), it is easily seen that the pair (p,q) 
fulfills (1 1 ). [] 
Throughout the remaining sections of this paper we will use the notations t, n ~, a ~ as 
defined in Theorem 3.5. 
4. Checking the Hamiltonicity of G(n, al, a2) 
In this section, we describe the algorithms 'Check' and 'Find' for checking the 
Hamiltonicity of  a given G(n,a~,a2) and for finding a Hamiltonian cycle in it, respec- 
tively. 'Check' is based on Theorem 3.5 as a characterization f Hamiltonian circulant-2 
digraphs. This algorithm answers the question for the existence of a number 0 ~<h ~< t 
such that Eq. (10) holds, where t = gcd(n, al -a l ) .  In order to outline the algorithm 
we need two more notations: 
Definition 4.1. Let a circulant-2 digraph G(n, al,a2) be given. Let t = gcd(n, a2 -  al) 
and t* = c* log3(n/t), where c* is a certain constant specified below and where log n 
denotes the base two logarithm of n. Then, S(G) and S~(G) are defined as follows: 
S(G) := {O<~h<~tlgcd(n',a~ +ha')  = 1}, 
S'(G) := {0~<h~< min(t,t*)lgcd(n',al + ha') = 1}, 
where n ~ and a ~ are defined as in Theorem 3.5. 
The algorithm 'Check' decides whether the set S(G) is empty or not. Actually, 'Check' 
computes the subset S'(G)C_ S(G), but S'(G) is empty if and only if S(G) is empty, 
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as it will be shown in Theorem 4.3. Computing St(G) instead of S(G) makes sense as 
]S(G)I = O(n), whereas IS'(G)] = O(log 3 n). For showing that St(G) = (~ if and only 
if S(G) -- 0, we make use of the following result due to Iwaniec [7]. 
Proposition 4.1. There exists a constant c* > 0, such that/or an)' set P of k pairwise 
distinct primes, any sequence consisting of c*k 2 logZk consecutive integers contains 
at least one element hat is not divisible by an)' prime in P. 
Corollary 4.2. There exists a constant c* > 0, such that the Jollowin.q holds. For any 
set P of k pairwise distinct primes and for any integers a and b for which gcd(a,b) 
is relatively prime to the elements in P, the set 
{a + jb[1  <~j<<.c*k 2 log 2 k} 
contains at least one element hat is not divisible by any prime in P. 
Proof. For 1 <.j <<.c*k 2 log 2 k, set X~ = a + jb. Let P = {Pl . . . . .  Pk}. Without loss of 
generality, one may assume that b is not divisible by any Pi (otherwise, none of the 
numbers xj is divisible by Pi, and Pi may as well be removed from P). 
For Pi E P, let k(i) < Pi denote the smallest index j for which xj is divisible by Pi. 
Clearly, exactly the numbers xj with index j = k(i) + {Pi are divisible by Pi. By the 
Chinese remainder theorem, we can find a positive integer N such that 
N=pi -k ( i )modp i  for all pi in P 
holds. Then by construction, N+j  is divisible by Pi if and only if x / is  divisible by Pi. 
Hence, the sequence (N + 1,N + 2 .... ,N + c*k 2 log 2 k) has the same divisibility prop- 
erties with respect o P as the numbers X/ and Proposition 4.1 applies. [] 
Theorem 4.3. Consider a circulant-2 digraph G(n, al,a2). The set S(G) is empty if 
and only if the set St(G) is empty. 
Proof. Denote u = min(t,t*), where t* is as in Definition 4.1. In the case that u = t 
then S(G) = St(G) and we are done. In the case that u = t* < t we show that 
St(G) ¢ 0. Indeed, St(G) = (~ implies that none of the numbers 
al, al +a  t, al +2a~,. . . ,  al 4-t*d 
is relatively prime to n t. But, now Corollary 4.2 yields that n t has more than log n t 
pairwise distinct prime divisors. Since every prime divisor is at least two, n t > 2 l°g n' 
must hold; a contradiction. Thus, S ~ ~ 0. The last statement implies S(G) ~ (~ and this 
completes the proof. [] 
Algorithm 4.4 (Check). Checking whether a given G(n, al, a2) is Hamiltonian or not. 
Input: Three numbers n, al, a2 with al < a2 < n in binary representation. 
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Output: St(G)for  G := G(n, al,a2) and a boolean variable HC which equals one if 
G(n, al, a2) is Hamiltonian and 0 otherwise. 
Initialize Set St(G) = ~, h = O. 
GCD Check I f  gcd(n, al,a2) ~ 1 then 9o to Stop. 
GCD Calculate Calculate t := gcd(n, a2-al ), t* = c* log3(n/t) and u = min(t, t*). 
Repeat Set n t := n/t, a t := (a2 - al )/t. Repeat Loop until h > u : 
Loop I f  gcd(n t, al + dh)  =- 1 then St(G) := S/(G) t3 {h}. Set h := h + 1. 
Stop I f  S~( G) = ~ then HC = 0 otherwise HC = 1. Output HC and S~( G). 
The next theorem states the correctness of Algorithm 'Check' and analyzes its com- 
plexity. 
Theorem 4.5. For three numbers n, al and a2 in binary representation, algorithm 
'Check' decides whether the circulant-2 digraph G(n, al,a2) is Hamiltonian. This 
decision takes O(log 4 n) arithmetical operations in the unit cost model 
Proof. According to Theorem 3.5, if gcd(n, al,a2) = 1 holds, then G(n, al,a2) is 
Hamiltonian iff the corresponding set S(G) is not empty. On the other side, Theorem 4.3 
shows that S(G)= 0 if and only if St(G)= 0. After having computed gcd(n, al,a2), 
'Check' computes St(G) and decides whether it is empty or not, i.e. it decides whether 
G(n, al,a2) is Hamiltonian. This completes the correctness argument for algorithm 
'Check'. To see the claimed complexity, observe that 'Check' essentially consists of 
u- -O( log 3 n) greatest common divisor computations. A common divisor computation 
takes O(log n) arithmetical operations in the unit cost model (applying for example the 
Euclidean algorithm). [] 
Remark. The constant c* in Definition 4.1 is huge (see [7]). Moreover, notice that the 
algorithm 'Check' would work and Theorem 4.5 would hold all the same, when using 
some l* >~ c* instead of c*. Under these conditions, for values of n of practical interest, 
we can assume that t ~< t*, and hence S(G)= S(Gt). Concluding, the existence of the 
constant c* is essential for the correctness of our complexity result, but its value is 
irrelevant for practical applications of the algorithm 'Check'. 
The next algorithm 'Find' explicitly computes a Hamiltonian cycle in a given 
G(n, al, a2). We assume that we have already applied 'Check' and may use its output. 
We select a number h E St(G) and find a Hamiltonian cycle cg consisting of nt ( t -  h) 
al-arcs and nrh a2-arcs. 
Algorithm 4.6 (Find). Findin9 a Hamiltonian cycle & G(n, al,a2) consistin9 of n' 
(t - h) al-arcs and nth a2-arcs, for a given h E St(G) 
Input: Four numbers n, aj, a2, h with al < a2 < n and h E St(G). 
Output: A Hamiltonian cycle cg in G(n, al,a2) with nth a2-arcs. 
Initialize Set j =O, t =gcd(n, a2 -a l ) ,  l =n  t, v[i]=O, for O<~i<~n- 1
While While l > 0: 
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Repeat for a l 
Loop for a l 
Repeat for a2 
Loop for a2 
End-while 
Stop 
Set j = O. Repeat Loop for al until j = t -  h - 1 
Set v [ j+  1] := v[j] +al  (modn), j := j+ 1 
Set j = O. Repeat Loop for a2 until j -- h - 1 
Set v[j + 1] := v[j] +a2(modn) ,  j := j  + 1. 
Set l := l -1 .  
Set c~ = (v[O],v[1] . . . . .  v[i],v[i + 1] . . . . .  v[n -  1],v[O]). Output ~. 
The correctness of algorithm 'Find' follows immediately from Lemma 3.3. Obviously, 
'Find' runs in O(n) time. Summarizing, finding a Hamiltonian cycle in a Hamiltonian 
circulant-2 digraph takes O(n) arithmetical operations in the unit cost model. 
We conclude this section with an example illustrating the algorithms 'Check' and 
'Find'. 
Example 2. Check whether the circulant-2 digraph G(30, 3, 8) is Hamiltonian and find 
a Hamiltonian cycle in it if there exist any. 
Let us first apply algorithm 'Check' to the given digraph G(30, 3, 8). After having 
applied steps 'GCD Check' and 'GCD Calculate' and according to the remark following 
Theorem 4.5, we have: S~(G) = O, gcd(n, al,a2) = gcd(30, 3, 8) -- 1, t = gcd(n, a2 - 
al)  = gcd(30,5) = 5 and u = t = 5. Further, n t = n/t = 6 and t t = (a2 -a l ) / t  = 1. 
For h E {0, 1,2,3,4,5}, compute gcd(nt, al +dh)  = gcd(6,3 +h) .  I f  gcd(6,3 +h)  = 1, 
add h to St(G). Since gcd(6,3 + 2)= 1, gcd(6,3 +4)= 1 and gcd(6,3 + h)¢  1 for 
h c {0, 1,3,5}, we have St(G) = S(G) = {2,4} (consider again the remark following 
Theorem 4.5). Thus, St (G)~ 0 and hence G(30,3,8) is Hamiltonian. 
Next, we select a h c St(G) and apply algorithm 'Find' to derive a Hamiltonian 
cycle cg in G(30,3,8) with nt ( t -  h) = 6(5 -h )  al-arcs and nth = 6h az-arcs. For 
h := 2 c St(G) the cycle cg will have 18 al-arcs and 12 a2-arcs. After the initializing 
step we have l = n ~ = 6 and v[i] = 0, 0~<i~<29. The execution of step 'Repeat for 
a l '  yields. 
v [1 ] - - -v [0 ]+a l  =3,  v [2 ]=v[1]+a l  =6,  v [3 ]=v[2]+a l  =9.  
Similarly, the execution of step 'Repeat for a2' yields 
v[4] --- v [3]+a2 = 17, v[5] =v[4]+a2 =25.  
Then, l is decreased by 1, that is l = 5. We get the required Hamiltonian cycle 
by repeating steps 'Repeat for a l '  and 'Repeat for a2' five other times cosecutively 
(until l = 0): 
= (0,3,6,9, 17,25,28, 1,4, 12,20,23,26,29, 7 15, 18,21,24,2, 10, 
13, 16, 19,27,5,8, 11, 14,22,0). 
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5. The Hamiltonian cycles of a circulant-2 digraph are periodic 
In this section, we formulate and prove the second major result of  our paper: 
the periodicity of the Hamiltonian cycles in a circulant-2 digraph, if there are any. 
Notice, moreover, that all circulant-2 digraphs G(n, al, a2) considered in this section 
are assumed to be Hamiltonian. 
First of  all, let us explain the notion of a periodic Hamiltonian cycle. It is related to 
the pattern of  a path in a circulant-2 digraph. Consider a path in a circulant-2 digraph. 
Each of its arcs is either an al-arc or an a2-arc. 
Definition 5.1. The pattern of the path ~=(v l ,v2  . . . . .  vk) in G(n, al,a2) is the 
sequence of numbers (a l ,a2, . . . ,a  k - I )  where a i : al if (1)i,1)i+l) is an al-arc and 
a i : a2 otherwise. 
Definition 5.2. A Hamiltonian cycle in a circulant-2 digraph is called periodic if and 
only if it is the concatenation of {>~2 paths having the same pattern. The maxi- 
mum possible number ( of  such paths is called the period of the Hamiltonian cycle. 
The pattern of the path (Vo = O, vl . . . . .  vn/l) is called the pattern of the Hamiltonian 
cycle, whereas the length of this path is called the length of  the pattern of the Hamil- 
tonian cycle. 
Notice that the Hamiltonian cycle produced by algorithm 'Find' is periodic with 
period n ~, by construction. The length of the pattern of such a cycle equals t, where 
n ~ and t are as defined in the previous section. 
Example 3. The periodicity and the pattern of a Hamiltonian cycle in G(6,2,5). 
Consider the digraph G(6,2,5) and the path (0,2,4,3) in it. The corresponding 
pattern is (2,2,5). Now consider the Hamiltonian cycle (0,2,4, 3,5, 1,0). This cycle 
is a concatenation of the paths (0,2,4,3) and (3,5, 1,0) which have the same pattern: 
(2,2,5). Thus, this Hamiltonian cycle is periodic. Moreover, it is easily seen that this 
cycle cannot be derived as a concatenation of more than 2 paths having the same 
pattern. Hence, the period of this cycle is 2 and its pattern is (2,2,5). 
Next, we give a rather technical emma which provides an auxiliary result. 
Lemma 5.1. Let a triple (n, al,a2) of  natural numbers be 9iven, with al < a2 < n. 
I f  the pair o f  natural numbers (t,h) fulfills gcd(n',al + a 'h )= 1, where t, h, n' and 
a' are defined as in Theorem 3.5, then there exists a number ko E {1,2 . . . . .  n t - 1 } 
such that ko(al + a'h) + a' =- 0(modn)  and gcd(n',k0) = 1. 
Proof. From the assumptions of the lemma we have gcd(n~,al + dh)  = 1. Therefore, 
any pair of integers in the set {k(al + dh)+ al lk = 0,1 . . . . .  n ~-  1} are different 
modulo n ~. Obviously, n / is not a divisor of a ~, otherwise n = n~t would divide dt= 
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a2 - al < n. Thus, if k = 0, k(al + ath) + a t ~ 0(mod#) .  So, there exists a k0 E 
{ 1,2 . . . . .  n t - 1 } such that 
ko(al + ath) + a t = 0(rood #).  (13) 
Moreover, we have gcd(#,k0) = 1. Indeed, if gcd(n',ko) > 1, Eq. (13) would imply 
gcd(#,a') > 1 which contradicts the definition of t, a t and n'. [] 
The following theorem fully describes the structure of  Hamiltonian cycles of a 
circulant-2 digraph. In particular, it is shown that all Hamiltonian cycles of a circulant- 
2 digraph G(n, al,a2) are periodic and have the same period, namely n', where n' is 
defined as in the previous section. 
Theorem 5.2. Let a Hamiltonian circulant-2 digraph G(n, al,a2) be given. Each 
Hamiltonian cycle of G(n, al,a2) is periodic with period n t and its pattern consists 
of (t - h) al-arcs and h a2-arcs, for some h with gcd(#,a!  + dh)  = 1 and t, #, a t 
defined as in Theorem 3.5. 
Proof. Let us consider a Hamiltonian cycle J f  in G(n, al,a2) with kl al-arcs and k2 
a2-arcs. As in the proof of  Theorem 3.4, there exist natural numbers p and q such that 
gcd(n, a2 - al ) = p + q and gcd(n, pal + qa2) = p + q. Now, from the way how these 
numbers are derived follows that kl = #(t  - h) and k2 = nlh, where t = p + q and 
h = q and n' is as defined in Theorem 3.5. Moreover, as in the proof of Theorem 3.5 
we have t = gcd(n, a2 -  al) and gcd(nt, al + #h)= 1, where a t = (a2-  al)/t. From 
now on, we work with the pair (t,h) throughout the proof. 
According to Lemma 5.1, there exists a k0 E {1,2 . . . . .  n ' -  1} such that Eq. (13) 
holds and gcd(k0,#) = 1. We construct wo functions defined on the vertex set V of  
G(n, al,a2) as follows. For all i E V consider the path ~( i )  along ~'~ which starts 
at i and contains kot arcs. The value of f l ( i )  is the number of a2-arcs in ~( i )  and 
f2(i) = f l ( i ) -  koh. We distinguish two cases. 
Case 1: For all i E V, f2(i) = 0. 
We show that in this case ~ is periodic and consists of a concatenation of  n t paths 
with a common pattern of  h a2-arcs and t - h al-arcs. To do so let us construct another 
function f(.  For i E V, consider the path ~t( i )  along 3¢f which starts at i and contains 
t arcs. f ( ( i )  is the number of a2-arcs in ~t(i).  We begin with ~ ' (0 )  and denote it 
by ~.  Then, continue with the path of length t following ~ along 9~, denote it by 
~ '  and so on, up to the path ~n~, l whose right endpoint is the vertex 0. Now, we 
construct an auxiliary digraph G' with vertex set V t = {0, 1 . . . . .  n t - 1} and arc set 
E' = {(j ,k) I k - j  = 0 (mod k0)}. 
Obviously, this is the circulant-1 digraph G(n~,ko). As gcd(#,k0) = 1, G(#,ko) is 
Hamiltonian due to Proposition 2.4. Every vertex i of  V p can be identified with the 
path ~!. Let us denote by vi the left endpoint of path ~/  for i = 0, 1 . . . . .  n t - 1. It is 
easily seen that f2(i) = 0, Vi E V, implies 
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• f ( (v j )  = f((ok) for all pairs (uj, ok) such that ( j ,k )  E E'. 
• If  ( j ,k )  E E t, the paths ~j,  ~ ;  have the same pattern of  al-arcs and a2-arcs. 
The Hamiltonicity of  G t implies now that f[(vi) is constant, say equal to R for 
i=0 ,1  . . . . .  n ~-1 .  Since 
~(0)  ' ' ' : 
we obtain f ] (0)  = X-'k°-I f~(vi)) : koR = koh, which implies h = R. Thus, we have Z-ai=0 
shown that all the paths ~,  i = 0, 1 .. . .  , n' - 1, have a common pattern consisting of 
t -  h al-arcs and h a2-arcs. This completes the proof in Case 1. 
Case 2: There exists a point 7 E V such that f2(7) ~ 0. 
Let us suppose f2(i) > 0. (The proof for the case f2(7) < 0 is analogous.) We will 
derive a contradiction and consequently conclude that this case can never happen. Let 
us suppose that 
: (io, i l , . . . , in- l , io).  
We will assume that in = io, throughout the rest of  the proofi It is easily seen that the 
function f2 has the following properties: 
If2(ir+,) - f2(ir)] ~< 1 Vr E {0, I . . . . .  n - 1}, (14) 
n--I 
f2(i~) = 0. (15) 
r=0 
From (15) and f20)  > 0 it follows that there exists a .7 E V such that f2( ] )  < 0. Then, 
due to (14), there exists a vertex i~ between 7 and .7 in ~¢g such that 
f2(#) = 0 and f2( i~+l)<0.  (16) 
Let s := Y+kot (mod n) and s ~ := t '+ 1 +k0t (mod n). We make the following notations: 
i = b, j = is, i /=i~+l ,  j '= is , .  
Inequalities (16) show that there exist exactly ko( t -  h) al-arcs and koh a2-arcs in path 
~(i) ,  but there exist less than koh a2-arcs in ~( i ' ) .  This can happen if and only if 
(i,i ') is an a2-arc and ( j , j ' )  is an al-arc. Thus, due to Lemma 5.1, we have 
f - i' : ko[(h - t)al + ha2] + (a2 - al ) = h[ko(al + ha') + a'] :- 0 (mod n). 
(17) 
Meanwhile, there are kot<<.(# - 1)t<<.n - 1 arcs between i~ and f .  Since 9g' is a 
Hamiltonian cycle, these last inequalities and Eq. (17) are contradictory. [] 
6. How many Hamiitonian cycles has G(n, al, a2). 9
First, notice that all circulant-2 digraphs G(n, al,a2) considered in this section are 
assumed to be Hamiltonian. Theorem 5.2 shows that any Hamiltonian cycle in a 
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circulant-2 digraph G(n, al,a2) is periodic with period n t = n/t and its pattern consists 
of t -h  al-arcs and h a2-arcs, where t = gcd(n, a2 -a l ) ,  a' = (a2-a l ) / t  and O<~h<~t 
such that gcd(nt, al + ha I) = 1. For the circulant-2 digraph G(n, al,a2), the values of 
t, n' and a t are unique, whereas h may take different values. Thus, the patterns corre- 
sponding to two different Hamiltonian cycles of G(n, al,a2) have the same length but 
different structure. This difference in the structure of the patterns may either concern 
the number of at-arcs and a2-arcs, or the distribution of the al and a2 elements in 
the pattern. In the first case the values of h corresponding to these cycles are differ- 
ent. In the second case the same value of h corresponds to each of the cycles but 
the corresponding patterns are different. In this section we first count the Hamiltonian 
cycles having the same number of al-arcs and az-arcs in their patterns and then give 
the overall number of the Hamiltonian cycles in G(n, at,a2). These results are stated 
in the following two theorems. 
Theorem 6.1. Consider the circulant-2 digraph G(n, al,a2). Let t, n t, a t be defined as 
in Theorem 3.5 and let h be an integer, O<~h<~t, which fulfills gcd(nt, al + ha t) =- 1. 
Then, the number of pairwise different Hamiltonian cycles whose patterns contain 
exactly h az-arcs is (~). 
Proof. First notice that for any sequence of length t consisting of t - h al 's  and h 
a2's, there exist a Hamiltonian cycle whose corresponding pattern is the given sequence. 
Indeed, the numbers t -h  and h fulfill the conditions of Lemrna 3.3. Thus, a Hamiltonian 
cycle with period n t and pattem 
al,al .. . .  ,al, a2,a2,.. . ,a2 
• • y ,  
tSh h 
can be constructed as in the proof of this lemma. Now, the key observation is that this 
construction works for any pattern consisting of t - h al-arcs and h az-arcs. Moreover, 
it is obvious that by applying the above construction with different patterns different 
Harniltonian cycles are produced. Thus, there exist (~) pairwise different Hamiltonian 
cycles fulfilling the conditions of the theorem, corresponding to (th) patterns with t -  h 
at-arcs and h a2-arcs each. Finally, it is obvious that there are no other Hamiltonian 
cycles whose corresponding patterns contain h a2-arcs. [] 
The next theorem gives the overall number of the pairwise different Hamiltonian 
cycles in a circulant-2 digraph G(n, al,a2). 
Theorem 6.2. The overall number of pairw&e different Hamiltonian cycles in a cir- 
culant-2 digraph G(n, al,a2), is given by ~-~hcS(G) (h), where 
S(G) = {O<<,h<.,.t l gcd(nt, al +ha ' )= 1} 
and n t, a t and t are defined as in Theorem 3.5. 
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Proof. Theorem 5.2 states that every Hamiltonian cycle of G(n, al, a2) is periodic with 
period n ~ and a pattern consisting of t - h al-arcs and h a2-arcs for some h E S(G). 
Moreover, Theorem 6.1 states that for each h E S(G) there exist (~) pairwise different 
Hamiltonian cycles with corresponding patterns consisting of t -  h al-arcs and h a2- 
arcs. These two results imply that the overall number of pairwise different Hamiltonian 
cycles is ~hcs~c)(h)- [] 
Next, we give an example of finding all Hamiltonian cycles in a given circulant-2 
digraph. 
Example 4. Find all Hamiltonian cycles in G(30, 3, 8). 
We have shown in Example 2 that the circulant digraph G(30,3,8) is Hamiltonian 
with S'(G) = S(G) = {2,4} and t = gcd(n, a2-al)  = gcd(30,5) = 5. Then, according 
to Theorem 6.2 we have two groups of Hamiltonian cycles in G(30,3,8), each group 
containing cycles with the same number of al-arcs and a2-arcs. 
(a) h = 2. According to Theorem 6. I there are (52) = 10 different Hamiltonian cycles 
whose patterns consist of 2 8-arcs and 3 3-arcs, namely 
1. (0, 3, 6, 9, 17, 25, 28, 1, 4, 12, 20, 23, 26, 29, 7, 15, 18, 21, 24, 2, 10, 13, 
16, 19, 27, 5, 8, 11, 14, 22); pattern (3,3,3,8,8). 
2. (0, 3, 6, 14, 17, 25, 28, 1, 9, 12, 20, 23, 26, 4, 7, 15, 18, 21, 29, 2, 10, 13, 
16, 24, 27, 5, 8, 11, 19, 22); pattern (3,3,8,3,8). 
3. (0, 3, 6, 14, 22, 25, 28, 1, 9, 17, 20, 23, 26, 4, 12, 15, 18, 21, 29, 7, 10, 13, 
16, 24, 2, 5, 8, 11, 19, 27); pattern (3,3,8,8,3). 
4. (0, 3, 11, 14, 22, 25, 28, 6, 9, 17, 20, 23, 1, 4, 12, 15, 18, 26, 29, 7, 10, 13, 
21, 24, 2, 5, 8, 16, 19, 27); pattern (3,8,3,8,3). 
5. (0, 3, 11, 14, 17, 25, 28, 6, 9, 12, 20, 23, 1, 4, 7, 15, 18, 26, 29, 2, 10, 13, 
21, 24, 27, 5, 8, 16, 19, 22); pattern (3,8,3,3,8). 
6. (0, 3, 11, 19, 22, 25, 28, 6, 14, 17, 20, 23, 1, 9, 12, 15, 18, 26, 4, 7, 10, 13, 
21, 29, 2, 5, 8, 16, 24, 27); pattern (3,8,8,3,3). 
7. (0, 8, 11, 14, 17, 25, 3, 6, 9, 12, 20, 28, 1, 4, 7, 15, 23, 26, 29, 2, 10, 18, 
21, 24, 27, 5, 13, 16, 19, 22); pattern (8,3,3,3,8). 
8. (0, 8, 11, 14, 22, 25, 3, 6, 9, 17, 20, 28, 1, 4, 12, 15, 23, 26, 29, 7, 10, 18, 
21, 24, 2, 5, 13, 16, 19, 27); pattern (8,3,3,8,3). 
9. (0, 8, 11, 19, 22, 25, 3, 6, 14, 17, 20, 28, 1, 9, 12, 15, 23, 26, 4, 7, 10, 18, 
21 29, 2, 5, 13, 16, 24, 27); pattern (8,3,8,3,3). 
10. (0, 8, 16, 19, 22, 25, 3, 11, 14, 17, 20, 28, 6, 9, 12, 15, 23, 1, 4, 7, 10, 18, 
26, 29, 2, 5, 13, 21, 24, 27); pattern (8,8,3,3,3). 
(b) h = 4. According to Theorem 6.1 there are (~) = 5 different Hamiltonian cycles 
whose patterns consist of 4 8-arcs and 1 3-arcs, namely 
1. (0, 3, 11, 19, 27, 5, 8, 16, 24, 2, 10, 13, 21, 29, 7, 15, 18, 26, 4, 12, 20, 23, 
1, 9, 17, 25, 28, 6, 14, 22); pattern (3,8,8,8,8). 
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2. (0, 8, 11, 19, 27, 5, 13, 16, 24, 2, 10, 18, 21, 29, 7, 15, 23, 26, 4, 12, 20, 
28, 1, 9, 17, 25, 3, 6, 14, 22); pattern (8,3,8,8,8). 
3. (0, 8, 16, 19, 27, 5, 13, 21, 24, 2, 10, 18, 26, 29, 7, 15, 23, 1, 4, 12, 20, 28, 
6, 9, 17, 25, 3, 11, 14, 22); pattern (8,8,3,8,8). 
4. (0, 8, 16, 24, 27, 5, 13, 21, 29, 2, 10, 18, 26, 4, 7, 15, 23, 1, 9, 12, 20, 28, 
6, 14, 17, 25, 3, 11, 19, 22); pattern (8,8,8,3,8). 
5. (0, 8, 16, 24, 2, 5, 13, 21, 29, 7, 10, 18, 26, 4, 12, 15, 23, 1, 9, 17, 20, 28, 
6, 14, 22, 25, 3, 11, 19, 27); pattern (8,8,8,8,3). 
7. The TSP on eirculant-2 digraphs 
Given a digraph with weights on its edges, the traveling salesman problem (TSP) 
consists of finding a minimum weight Hamiltonian cycle. A minimum weight 
Hamiltonian cycle is called an optimal cycle and its weight is termed as cost of 
the corresponding TSP. If the given digraph is circulant, the corresponding TSP is 
called the circulant traveling salesman problem (CTSP). In the sum TSP the weight 
of a Hamiltonian cycle is given as sum of the weights of its edges, whereas in the 
bottleneck TSP the weight of a Hamiltonian cycle equals the maximum of the weight 
over all edges of the cycle. 
Let G(n, al,a2) be a circulant-2 digraph and let c(al) and c(a2) be the cost 
of al-arcs and a2-arcs, respectively. Thus, we assume that the weighted adjacency ma- 
trix of the given digraph is a circulant matrix with two nonzero stripes. For circulant-2 
digraphs the bottleneck CTSP is closely related to the existence of a Hamiltonian cy- 
cle. If c(al ) = c(a2) the problem is trivial: all Hamiltonian cycles have the same cost. 
If c(ai) < c(aj) the bottleneck CTSP has cost c(ai) if and only if gcd(n,a~) = 1, 
i ~ j, i,j E (1,2}. It has cost c(aj), if and only if gcd(n, ai) > 1 and the conditions of 
Theorem 3.5 are fulfilled. In this case any Hamiltonian cycle produced by Algorithm 4.6 
is optimal. Obviously, once we know that G(n, al,a2) is Hamiltonian we can find the 
weight of a bottleneck optimal Hamiltonian cycle by performing O(logn) arithmetical 
operations in the unit cost model (by checking whether gcd(n, ai) = 1 or not). The 
computation of a bottleneck optimal Hamiltonian cycle takes O(n) arithmetical oper- 
ations in the unit cost model. Thus, this problem is pseudopolynomially solvable, by 
applying 'Find' for a certain h E S(G). If gcd(n, ai) = 1 we choose h = 0. Other- 
wise, all Hamiltonian cycles have the same weight and therefore we can choose any 
h E S(G). 
The analysis of the circulant TSP with sum objective function is more subtle. 
Theorem 5.2 states that all Hamiltonian cycles of G(n, al,a2) are periodic and the 
corresponding patterns consists of t - h al-arcs and h a2-arcs for t = gcd(n, a2 - al) 
and h E S(G). For a fixed h E S(G), all Hamiltonian cycles with the above described 
structure have the same weight: 
n' [(t - h )c(al ) + hc(a2 )]. (18) 
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Again, if c(al)= c(a2) the problem is trivial: all Hamiltonian cycles (i.e. for all h E 
S(G)) have the same weight equal to nc(al). In the case that c(al ) ~ c(a2), we wish 
to minimize the coefficient of the largest cost among c(al ) and c(a2). Thus, in the case 
that c(al) < c(a2), we try to minimize h, whereas in the other case, c(al) > c(a2), 
we try to minimize t -  h, that is to maximize h. Obviously, we might generate the set 
S(G) for the given G(n, al,a2) and then find either the smallest or the largest element 
in it, depending on the sign of the difference c(ax ) -c(a2).  This takes O(n) arithmetical 
operations (in the unit cost model), as IS(G)[ = O(n). We show that we can do better. 
Namely, we can compute the needed h by performing only O(logan) operations. In 
the case that c(al) < c(a2) the cost in (18) is minimized by h0 = min{h E S(G)}. 
From the definition of St(G) and Theorem 4.3 it follows that ho E St(G). In the case 
that c(al) > c(a2), the cost in (18) is minimized by h0 = max{h E S(G)}. We make 
use of the set S ' (G)  defined as 
S'(G) = {t - min(t*,t)<<.h<~t t 1 = gcd(nt, al + ha')}, 
where t* is defined as in Section 4. So, if we denote u = min(t*, t), St(G) consists 
of the u smallest elements of S(G), whereas S ' (G)  consists of the u largest elements 
of S(G). Analogously to Theorem 4.3, it can be shown that S'(G) = ~ if and only if 
S(G) = 9. Then, 'Check' can be modified to compute S'(G) by starting with h = t 
and recursively decreasing it by 1, until it reaches the value t -  min(t*, t). Obviously, 
a run of this version of 'Check' takes again O(log 4 n) arithmetical operations in the 
unit cost model. Thus, we get: 
Theorem 7.1. Let G(n, al,a2) be Hamiltonian. An optimal solution of the sum CTSP 
is given by any periodic Hamiltonian cycle whose pattern consists of t -  h al-arcs 
and h a2-arcs, where h is the solution of 
min h or max h 
hES'(G) hCS'(G) 
in the case that c(al)<.c(a2) or c(al) > c(a2), respectively. Computing the value 
of the optimal solution by applying algorithm 'Check' takes O(log 4 n) arithmetical 
operations in the unit cost model. The computation of an optimal tour by applying 
algorithm 'Find' takes O(n ) arithmetical operations. 
Example 5. Solving the sum CTSP in G(90,2,65) with c(2) = 3 and c(65) = 4. 
In this case we have t = gcd(90,65-2) = 9, n t = 10 and a t = 7. Since c(2) < c(65), 
we have to find a cycle with as few a2-arcs as possible. The choice h = 0 is infeasible, 
since gcd(10,2) -- 5 ~ 1. The choice h = 1 leads to gcd(10,2+7) = 1 and is therefore 
possible. Thus, any cycle whose pattern has length 9 and consists of 8 at-arcs and 1 
a2-arc leads to an optimal solution. 
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8. Conclusions and remarks 
In this paper, we identified conditions that fully characterize Hamiltonian circulant-2 
digraphs G(n, al,a2). The conditions are 'simple' from an algorithmic point of view, 
since their verification takes only O(log4n) arithmetical operations in the unit cost 
model, that is a polynomial number of elementary operations in the length of the 
representation f n, al and a2. The study of the structure of Hamiltonian cycles in 
a circulant-2 digraph yields an interesting result: They all have a periodic structure, 
repeating the same pattern of al-arcs and a2-arcs. We have also discussed both versions 
of TSP (sum and bottleneck) on such digraphs. For general circulant digraphs, there 
remains the open question of efficiently characterizing their Hamiltonicity. Even for 
circulant-3 digraphs this question seems to be difficult. In this case we were not able 
to derive conditions imilar to those of this paper. We remark only that in a circulant-3 
digraph there exist Hamiltonian cycles which are not periodic. The following example 
illustrates this. 
Example 6. Non-periodic Hamiltonian cycles in circulant-3 digraphs. 
Let the circulant-3 digraph G(12, 2, 3, 4) be given. G(12, 2, 3, 4) admits the following 
nonperiodic Hamiltonian cycle cg: 
= (0,4,7, 10, 1,3,6,9, 11,2,5,8,0). 
(4, 3, 3, 3, 2, 3, 3, 2, 3, 3, 3, 4) is the sequence of 2-arcs, 3-arcs and 4-arcs in ~. cg cannot 
be periodic with a period smaller than 6, because there are only two 4-arcs in it. But 
c~ is not periodic with period 6 as well, because the 4-arcs in it are consecutive. 
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