Abstract
Introduction
Due to the exponential increase in the video production and increase of storage capacity, storage of data is easy, now the question is how to make the multimedia information useful and accessible. It is expected that video can be as easily retrieve as a text, as with the text document, one have something to go with for indexing, searching and browsing. But in the video the case is different.
Searching the video is not as easy because the multimedia data has many preprocessing stages before the searching and retrieval. Today the user are not searching for a subjective data, they are interested to find the favorite video clips from the entire video.
Much of the research has done in the video search and retrieval but still some issues needs to be address. This article attempts to discuss the development of the multimedia search and the retrieval techniques by discussing the past, present and the future trends. It highlights the issues that are already addressed and also the outstanding issues.
Where We Were
In the early years there was a trend of content base retrieval. Content base retrieval in multimedia is a great challenge, because multimedia content interpretation is not an easy task. Early techniques was based on manual annotation of multimedia data, images were first tag with the text describing the entire contents and then uses these text for searching. A picture is worth a thousand words so an image cannot be explained by using some of the keywords. So the query paradigm for the image search and retrieval by keywords cannot fulfill the system requirement another problem was that, sometimes users cannot explain in words what they really want.
IBM was the first, who take an initiative by proposing query-by image content (QBIC). QBIC developed at the IBM Almaden Research Center is an open framework and development technology. QBIC also support video querying through shots or key frames. Now the image was viewed or represent by the property that are inherit in the image itself. So the research on the content based image retrieval growing rapidly. Content-base retrieval can be categorized is either syntactic feature or semantic features. Syntactic feature are the low level features or the characteristics of the image such as object boundary, color detection etc. While the semantic features this is functionally at a high level of hierarchy that is represent an abstract features.
Content based image retrieval uses the visual content of image such as color, shape, texture etc. some fundamental techniques for content based image retrieval include visual content description, similarities distance measure, indexing scheme as shown in the Table 1 . Some retrieval system has incorporated user relevance feedback in order to facilitate the retrieval process.
As with the easy production of videos the trend is move towards the videos. The video can convey the information in a better way than an image, because it uses all the three modes simultaneously i.e. visual, aural and textual. Due to its multimodal nature it will be difficult to manage. Similar to a text document, we split the video into a complex temporal segments i.e. scenes, and every scene is further divided into shots which a combination of multiple frames to make the table of contents. From the shot a representative frame also called key frame are selected i.e. one frame per shot. Just like the table of content that can help in searching and browsing a particular word or a topic in a book. We can extract the key frames and then use it for indexing, after the key frame extraction, similarity measurements on the basis of low level features are applied. Feature extraction in both the image and the video is same after extraction the key frame the only difference is of motion feature that is the temporal aspect of video. Query paradigm is also an important issue. As the video data has a rich contents it can queried by different ways as query by keyword, query by example and query by sketch etc. The core research in the content based retrieval was to develop a technique that automatically parse the video, audio and text to identify the meaning of the video, summarize the video, extract the motion and speech indexing etc. So by using their syntactic feature, we build the TOC of the video program. Extensive research effort was done in retrieving the image on the basis of their visual content such as QBIC, Netra, VisualSeek, WeebSeek, virage, videoQ, MARS etc. 
Limitations of the Past Approaches
The main limitation of the past approaches was that the content based retrieval is an automatic solution for the content based retrieval but they rely only on the low level features extraction. Now the question is that whether the low level feature extraction alone is enough for efficient searching and retrieval?
Off course, the answers is no, because the low level feature only capture one aspect of the multimedia data. In addition, sometimes the images or videos that look similar are not semantically similar. So the retrieval results that are solely based on low level feature extraction are mostly unsatisfactory and unpredictable. This opens a new era for the research community to diverge the existing methodologies to new a paradigm or new direction that there is something behind the visual features that need to be considered for accurate searching and retrieval.
That is the semantic of the multimedia data i.e. high level features. Modeling the high level features is difficult than the low level features as the low level features are totally based on the syntactic structure while the high level feature are depend on the semantics.
Where We Are Now
Past image / video retrieval system has focus on primitive features. These systems were fully automatic, but the retrieval is not effective and accurate. In order to achieve accuracy and effectiveness, the research community move from syntactic content based retrieval to semantic content based retrieval. Semantic content extraction is more complex because it does not only based on low level feature (color, texture, shape, object etc) i.e. visual similarity but also required domain knowledge, user interaction and semantic extraction. Now the multimedia retrieval systems have entered a new era i.e. the multimedia semantics. Image and video retrieval system is more than the similarity engine. Most of the images have multiple semantic interpretations. In addition to the simply matching it can also consider the mutual relationship among the objects i.e. to explore the semantics of the multimedia data. It includes multimodal processing, scene classifications, semantic learning, semantic clustering, and various fusion techniques. Images cannot be retrieved on the basis of visual similarities but also the feature like indoor, outdoor, people identification, object identification etc. Now the problem of unpredictable result has reduced up to some extent i.e. by reducing the semantic gap the frequency of unpredictable results also reduced.
Retrieval of multimedia on the basis of semantic features is a solution to the drawback of the syntactic content based information retrieval. Semantic features involves different level of semantics in a multimedia data, it permits the queries like find the video the clips that contains car show or find the video clips of cycling race. Translating the user requirements only to the low level feature seen by the computer is the primary cause of the gap. So the solution is to understand the meaning behind the query.
Multimodal processing of the user query is done for reducing the gap. Multimodal processing involves not only process the video frames on the basis of visual data, but also the textual, audio and speech components. Data is retrieve and extracted by using multiple modalities. By using combination of any two modalities semantically relevant data can be retrieved [8] . So semantic learning can be done by using text, visual and audio the semantic detectors and models are used to detect the semantic from the data and for semantically accurate retrieval. The process of semantic detection by using different modalities is shown in the Figure 1 .
The video contents are initially preprocessed before the semantic extraction. Preprocess the video by splitting into temporal segment using shot detection then select a key frame from each short to serves as a representative frame. Key frames are represented by a set of visual, metadata and semantic features. Different techniques are used for the extraction of data from the frame i.e. object detection, scene detection, face detection etc. Feature extraction is enhanced with the development of the MPEG-7 standard. It is an ISO\IEC standard which also called "multimedia content descriptor".
MPEG-7 provides a rich set of standardized tools to describe multimedia contents i.e. content management, organization, navigation and automated processing etc. MPEG-7 describes audio, visual information. MPEG-7 framework describes the multimedia content at both the syntax and semantic level. After extraction of the audio, visual and textual features the next phase is to index these features. Presently different multimodal indexing schemes are available for efficient indexing and representation of video. Classifying the video content into a set of hierarchical manageable units like scene, shots, frames, regions, sub-regions etc these hierarchy is further used for indexing. This hierarchal distribution is for facilitating the fast and accurate access to the multimedia contents. Efficient browsing, summarization, filtering techniques are also available. The overall structure of the multimodal video retrieval and analysis is shown in the Figure 2 . The output of most of the retrieval system is cross media output. Most of the paradigm for the input queries is by using keywords, by the image examples, by using audio data etc. This is also one of the main causes of the gap because a video semantic cannot be expressed by the words. In order to encourage the research community in video information retrieval in 2001, American national institute of standards and technology extended its successful text retrieval conference with the focus on indexing, automatic segmentation and the content based retrieval [2] . It promotes the progress in the field of video retrieval by providing collection of videos, an evaluation benchmark and a forum. Another benchmark for search and video retrieval in Video Olympics aims to promote video retrieval and search. In a nut shell the today's the approach is to extract a high level intelligent retrieval. First the raw data from the video is extracted using low level features such as color, shape, texture, trajectory etc. These features can fulfill the demands of the query like find the image that mostly contain blue color, find the video that contain an object that move from top to bottom etc. Now these low level features are used to reach the high level semantic representation. It involve some degree of logical and inference among the objects in the image/video. Here the object and their mutual interaction is extracted. After that the results are more refined by using intelligent multimedia and knowledge base techniques. Semantic abstraction involve significant amount of high level reasoning. It involves the purpose and the meaning of the objects and the scenes. The overall structure of the today's approach is shown in the Figure 3 .
Figure 3:
Depicts the overall structure of today approach for semantically accurate retrieval.
Limitations of the Current Approaches
The limitation of the present approaches are some video programs such as new, sports, game shows have an internal structure and detectable formats and the extraction of semantic features is quite easy as compared to the other general videos like entertainment etc. Most of the current systems are available that can detect the semantic for these videos. These systems are domain specific and these fails to detect the semantics from the general videos. Now the problem is how to extract semantic/ high level features from the general videos.
• How we can reach the relationship between primitive and semantic features.
• How we can automatically index the multimedia contents by reducing human intervention.
• What is the best way to enable the system to interpret and understand the user request semantically?
Where We Will Be
Despite of the significant effort and work, still something is requiring that needs to be done. Other than the paramount challenges that is association or mapping between primitive and semantic features. There are some other problems or outstanding issues that need to be considered.
General framework:
There should be a general framework that is not domain specific like news, sports etc. that can detect semantic features from the general videos that are applicable for any kind of videos.
New query paradigm:
There is a need for a new query paradigm that can extract user perception, the user queries are customizable i.e. text base, audio base, visual and video base and also the expansion of user queries is multimodal. The system to make the multimedia contents searchable by a new query paradigm that can effectively and accurately define the requirement of the user.
Customizable multimodal indexing:
A customizable framework for video indexing is required that can index the video by using the modalities according to the user preferences.
Intelligent System: Need for a system that can
extract, analyze and model the multiple semantics from the videos/ images by using these primitive features. Intelligent system having capabilities of extracting higher semantics and user behavior.
Conclusion
What is the use of the data, if you cannot found it? Significant work had been done from the past but yet some problems are still need the research attention. What is the main challenge in image / video retrieval, the main challenge is the semantic gap, key problem is how to predict semantic features from primitive features. Most of the problems in current approaches are due to the lack of semantic extraction and user behavior consideration. There is a need of the system that can interpret the user query according to their requirements and make searching and retrieval efficient and accurate. Current systems are trying to explore the requirement of the growing industries and trends however certain capabilities are still lacking.
