In Object-Based Storage System (OBSS) there are hundreds even thousands of storage devices to store peta-byte scale of data. A considerable part of such data is sensitive and needs to be encrypted. While existing storage security schemes encrypt entire files to ensure security, it is often unnecessary to encrypt all areas within a file. Otherwise, the encryption of a large number of non-sensitive areas will result in severe performance penalty. This paper presents the design and implementation of an object level encryption for secured object-based storage system referred to as BLESS, which allows a user to specify any size encryption area to avoid unnecessary processing of non-sensitive areas within a file. Not surprisingly, BLESS significantly improves the overall performance of storage systems. Extended object attributes are utilized to record the file security information, thereby ensuring flexibility of BLESS. In order to demonstrate BLESS's efficiency, we have implemented BLESS on Lustre, which is a widely used OBSS. We measure BLESS's performance under a variety of benchmarks, and the experiment indicates that BLESS can increase throughput by 42% for sequential workloads and 54% for random workloads compared with traditional full encryption schemes.
Introduction
With the continuous development of the digital library, electronic commerce, computational science and virtual reality applications, the information resources are growing explosively, and all information is stored in the form of a file. OBSS (object-based storage system) [1] is a new distributed storage architecture where one file is divided into multiple objects stored in the storage device by use of the data path and control path separation technology, so users can retrieve metadata information of a file by directly accessing the OSD(object storage device), thereby greatly improving the efficiency of storage systems. However, OBSS architecture exists on the Internet, traditional access control methods are insufficient to ensure OBSS data security, so storage systems secure the files stored on the storage device by cryptographic methods, which provides OBSS strong encryption security protection [2, 3] .
Current OBSS encryption schemes can only encrypt a file by the ''all-or-nothing'' encryption approach [4] . Such a rough treatment of data does not distinguish the sensitive part from non-sensitive one, with considerable waste of computing time. If an area within a file requires different levels of security, the existing encryption schemes can only encrypt the entire file with different algorithms, thus leading to many encrypted files, which is not user-friendly and difficult for programmers to manage these files. In addition, it wastes a lot of storage space.
In this paper, a fine-grained encryption scheme-BLESS (oBject Level Encryption for Secured object-based storage System) was designed and implemented in Lustre. Lustre is an object-based high-performance storage system with good scalability. It consists of a Client, Meta Data Server (MDS) and OSD tripartite composition, in which the Client is responsible for the user interface, and makes file accessing requests to the storage system. MDS is responsible for managing the file's metadata information, and scheduling the work of a multi-OSD. The data storage work is completed in the OSD.
In our design, the smallest widget is not the entire file but an object, one portion of any specific file. Users cannot only encrypt any sensitive content according to its characteristics, but also designate an encryption algorithm for sensitive objects of various degrees in different areas. If unauthorized users try to obtain information from the storage device directly, they will be unable to decrypt the encrypted areas. So a BLESS scheme cannot only significantly lower the costs of OBSS, but also reduce bandwidth requirements of the secured storage network. As a result, a large number of low-end users can use encryption to protect their data.
The size of an object [5] is between a file and a data block. A file is composed of multiple objects, and an object contains a number of data blocks, so the size of objects is not fixed. The OBSS object metadata information were applied in the BLESS scheme, and the sensitive area was divided into objects and the security information was stored in the extended properties of an object. As a result, a user of the OBSS would not undermine the semantics of a single file, the application program can run the original interface to access the storage system with the improved portability of BLESS.
The BLESS scheme can be widely used in compression, archiving and database files with one or more sensitive areas requiring encryption protection, and achieving the goal of fine-grained security for the entire file [6] . For those files which contain no fixed sensitive areas but require high integrity, their security can be protected by encrypting some randomly selected areas through the hash function. For map files, their data can be encrypted on different levels according to the security level of one area and the security requirements of the users. To allow a user to easily and transparently apply the BLESS encryption scheme, we will propose several encryption schemes of BLESS with the flexibility for users to select the application according to their own needs.
The BLESS prototype was realized by Lustre [7] , an object storage system and its performance was tested by various benchmarks. Compared with the non-cryptographic security the encryption ratio of 20% results in a sequential read/write throughput reduction by an average of 5%. In comparison, the encryption ratio of 100% leads to a sequential read/write throughput reduction by an average of 33%. Similarly, the encryption rate of 20% results in a random read/write throughput reduction by an average of 6%; and the encryption rate of 100% leads to a random read/write throughput reduction by an average of 39%. So the BLESS scheme can significantly improve the efficiency of OBSS encryption security.
The paper is organized as follows. The BLESS design goal, security model and security analysis are described in Section 2, with several proposed schemes to expand the BLESS application. Section 3 focuses on how BLESS is integrated into an objectbased storage system, including the metadata storage structure, encryption algorithms and key management. Section 4 is primarily the performance test of BLESS with various benchmarks. Section 5 discusses relevant research of the current storage security field. Finally, Section 6 summarizes the BLESS scheme.
System design

The basic ideas and design goals
The primary objective of BLESS is to provide an object-level encryption secure storage scheme, with a fine-grained encryption option available to a specific file. The size of the object may vary from a byte to the entire file, and the encryption regions are not required to be logically continuous. To support efficient random access of files, each object is independently encrypted with no reliance on information of other objects. Fig. 1 shows a file that contains several areas in need of protection which were mapped as the objects 1-7. Blank circles 3, 5, and 7 are non-sensitive areas, the remaining circles with different gray levels indicate areas of various security requirements. Traditional OBSS security cannot implement a fine-grained encryption, in comparison, the proposed BLESS scheme can ensure the encryption of non-consecutive sensitive areas within a file to meet the needs of users.
The objectives of BLESS design are as below:
Lower computing and storage requirements
During the process of file access, only a small amount of sensitive data demand encryption and decryption operations with BLESS. Since the encryption is not applied to the entire file, the requirements of the hardware could be lowered.
Less impact on OBSS
During the process of file access applications can utilize the original interface to access the storage system without additional interface definitions, leading to better portability.
Security model
This section describes the assumptions used in the BLESS schemes and security model. Fig. 2 shows the proposed system is mainly composed of the Client, MDS, OSD and network connection amongst them through the Internet with a very high speed and good scalability. The BLESS scheme includes the following assumptions: (1) Client. It will send the location information of sensitive areas within a file to the MDS. Meanwhile, it encrypts and decrypts file object data according to the return from MDS. Since the end-users are all over the Internet with different interfaces and operation systems, the Client is considered to be insecure, and is vulnerable to various attacks.
(2) MDS. It will split the file into many small objects, which will then be assigned to different OSD. In addition, MDS includes a key management module used to generate encryption keys for sensitive areas, and the key is also stored in the MDS. Under normal circumstances MDS should not only be stored in a highly secure room, but also be protected with the latest security software. It can be assumed that MDS is a reliable component which can safely store a user's metadata information.
(3) OSD. It is mainly a fast unit to store data submitted by users. OSD is directly connected with the Internet, so it is vulnerable to attacks. While OSD is a vulnerable component of the system, it can be encrypted to improve data security.
(4) Network. The Internet is full of hackers who can tap and organize attacks through a wide selection of tools. In this study, communication is considered to be unsafe. The process of writing data is as follows:
(1) The Client issues writing file requests to the MDS, the MDS returns the object metadata information to the Client.
(2) The Client exchanges file encryption key and stores it in the MDS.
(3) The Client calls the CryptoAPI to encrypt the object data.
(4) The Client stores the encrypted object data to the OSD according to the MDS returned metadata information.
The process of reading data is as follows:
(1) The Client issues reading file requests to the MDS, the MDS reads the object metadata information and returns it to the Client.
(2) The Client exchanges the file encryption key with the MDS.
(3) The Client, according to the MDS returned metadata information, reads the encrypted object data from OSD.
(4) The Client calls the CryptoAPI to decrypt the object data. 
Security analysis
The BLESS scheme is based on an existing cryptographic encryption algorithm, while the object-based storage system is a web-based distributed system, it will be inevitably exposed to various attacks [8] . Our analysis indicates that the system may be subjected to the following types of attacks, with corresponding solutions as below:
Client attacks
An attacker can attack the file system client to retrieve the file and its key that a user is accessing. Compared with filebased encryption strategy, a successful attack on an object can only steal the key of the object data rather than the entire file, which can reduce the damage caused by the loss of the security key.
MDS attacks
When a hacker controls MDS, the attacker can make malicious damages or delete files on the server, making the file inaccessible to the authorized users. To avoid such attacks, most OBSS utilize centralized management and implement a number of stringent measures including the use of hardware devices to store the encryption key to ensure the security of MDS, with multiple redundant copies of MDS information to provide high availability.
OSD attacks
A hacker can attack the storage devices to steal a file or shut down the entire storage device. Usually the attacker cannot access encrypted files without the key, and the decrypted file can prevent information leakage.
Transmission network attacks
A hacker can steal data through network bugging, nevertheless, when the key is transmitted from the MDS to the client, the encrypted key can prevent a hacker to decrypt sensitive data. In addition, as the BLESS scheme is stored as encrypted data, it is unnecessary to encrypt the data twice during the transmission process.
Finally, the BLESS scheme is a fine-grained encryption storage. If the user selects wrong sensitive areas or levels within a file, it will make such data insecure. Therefore, if there is no clear understanding of the internal structure of a file, using the BLESS scheme may result in data leakage.
Extension schemes
Because there are many different user requirements on storage system security, we have proposed an extension scheme based on the original BLESS system. The basic idea of the extension scheme is: BLESS is classified into four schemes. Scheme 1 is specific area encryption, scheme 2 is specific area with multiple level encryption, scheme 3 is non-specific area encryption, and scheme 4 is non-specific area with multiple level encryption. Fig. 3 shows that the top row of each scheme are the file data blocks, the lower row is the area required to be encrypted, and those sensitive areas will be mapped to the BLESS object. Because the sensitivity level of each region is different, several patterns are adopted to represent different encryption algorithms to realize hierarchical encryption storage.
Scheme 1 applies to those files with a fixed area of sensitive data, which can be located in the file header, or in any area of a file, no matter whether it is continuous or not. We only need to designate sensitive areas and encrypt them to ensure data confidentiality. Scheme 3 applies to a non-fixed area. For such files we have to apply a hash algorithm to take some of the designated areas from the file, and then encrypt them. Schemes 2 and 4 are extensions of schemes 1 and 3, respectively. They can encrypt sensitive areas with different levels of encryption algorithms, and make them easier for BLESS schemes to meet the actual file security requirements. Further, they can also improve the efficiency of system security by using a number of high-performance encryption algorithms.
The extension schemes of BLESS meet requirements of following types of files: For compressed files and archive files, there is a fixed header to save the file compression or archiving information, once this part of the information is destroyed, the entire file will be damaged, scheme 1 can be used to encrypt those files. The global map database information may contain non-confidential information and confidential information on military zones, but these sensitive areas have different levels of confidentiality, which require different level sensitive areas with different confidentiality protections, scheme 2 can be used to achieve multi-level storage security within a file. For an executable file, there are no specific sensitive areas. But the destruction of any part of the files will lead to the destruction of the entire code. Scheme 3 can be used to implement encryption without a fixed region of sensitive area. If these files need a higher encryption speed, scheme 4 can be used to introduce a variety of efficient algorithms to speed up the encryption process.
While the needs of users are complicated, it is difficult to use a general model to summarize every user's requirements, follow-up research is recommended to explore how BLESS schemes can better meet the needs of all users.
System implementation
In order to verify the feasibility and efficiency of BLESS design, we achieved a Lustre prototype BLESS. Lustre is a widely used OBSS, with high storage efficiency and configuration flexibility. The entire file system consists of the Client, MDS and OSD, and each part contains a number of functional blocks.
BLESS's software architecture is illustrated in Fig. 4 . White rectangular boxes represent original Luster software modules, and gray rectangular boxes stand for our newly designed modules. We added the module BLESS server to MDS to process extended attributes of metadata which was used for fine-grained storage encryption support. Meanwhile, two kernel modules, the BLESS client and CryptoAPI, were amended to the Client, who is responsible for parsing metadata information returned from MDS and processing the security information. The Crypto module then finalizes the encryption and decryption operations of the file objects by running the cryptographic functions provided by the Linux kernel API library. For simplicity, the Figure only shows the main Lustre modules and I/O path.
The BLESS file access process is as follows: When a user creates a file, the Client calls the BLESS client module to set areas that need to be encrypted. MDS's BLESS server module upon receipt of the encryption request of sensitive areas would a generate key and store it in the extended attributes of the metadata; when reading and writing files, the Client module encrypts or decrypts the object through an interface provided by the CryptoAPI either before an object is written into OSD or after an object is read from OSD. 
BLESS data structure
To integrate the BLESS scheme into an OBSS, it is necessary to limit structural changes of the original storage systems as much as possible, in order to improve the portability of BLESS. OBSS metadata attributes were extended appropriately to meet the requirement of fine-grained storage encryption security. When users read the metadata information to obtain the file object information, they will also read the relevant objects' security information, therefore it is convenient to integrate BLESS into the storage system. Because there is no destruction of the semantics of a single file, the application can run the original interface to access storage systems.
The entire file's metadata information is organized in a hierarchical tree structure as shown in Fig. 5 . Before reading or writing each file, users will first access the object metadata information on the metadata server, and encrypted content is stored in the extended properties of the metadata.
Data encryption algorithm
The block or stream cipher algorithm was adopted in the BLESS scheme. Due to the fact that different areas in one file have different security requirements, it is necessary to choose a variable encryption algorithm which makes the scheme easier to meet the need for multi-level encryption strength. The two types of encryption and decryption algorithms adopted in this experiment are as below.
Block cipher algorithm
DES [9] or AES [10] is the more popular block cipher algorithm used for high-strength encryption of sensitive areas.
Stream cipher algorithm
ARC4 [11] is one of the most popular stream cipher algorithms, used in simple encryption of less sensitive areas. The stream cipher algorithm for encryption and decryption algorithms improve the processing speed, so it is particularly applicable to applications with less cryptographic strength requirements.
Key management
The fine-grained encryption method requires multiple keys for each file, which makes the whole system handle more keys than file-level encryption, so efficiency optimization is important. The BLESS scheme's encryption algorithm, key and other relevant security information are stored in the credible MDS. The key is encrypted by MDS. Even if the key is stolen, it would not pose a threat to the security of the whole storage system.
The encrypted key exchange mechanism between the MDS and client is the Diffie-Hellman key exchange algorithm [12] which allows two parties to agree on a shared value without requiring encryption. When the user needs the object key for encryption and decryption operations, it first sends a request to MDS. Following security certification, the MDS via an encrypted channel sends the key to the user, who can then encrypt or decrypt object data with this key.
Performance evaluation
In order to demonstrate the efficiency of BLESS, we carry out quantitative performance evaluations and compare different encryption granularities by using the IOZone benchmark. This section presents both our experimental design and numerical results.
Experimental setup
Our testbed consists of three nodes corresponding to the MDS, the Client, and the OSD, respectively. All nodes are Supermicro SUPER X6DH8-XB systems with a hyper-threading Intel Xeon 3.0 GHz processor and 2 GB PC2700 DDR memory. The storage device contains a Highpoint Rocket 2240 RAID controller with 4 SATA hard drives running at 7200 RPM (300 GB each). These three nodes are interconnected by a Cisco Catalyst 3750-24PS switch to complete the Gigabit network. The software runs on the Redhat Linux operating system (kernel version 2.6.18), and the Lustre file system is the 1.8.1 version.
Microbenchmarks
First of all, we carried out a test on the BLESS prototype system with a test script tool, which will call the Unix dd command to produce different sizes of file and it also records the time to complete these operations so as to measure the effectiveness of BLESS. The system consists of three nodes, one node as the MDS, another as the Client, and the third as OSD. Table 1 lists the time requirements of the different sizes of the files encrypted through different algorithms. Encryption and decryption were operated by the Linux kernel crypto API.
Our test indicates the variation of encryption algorithms has significant impacts on the system performance. The encryption execution time of AES-128, DES-64, DES3-192, and ARC4-128 are longer than unencrypted operation by an average of 84%, 205%, 536% and 157%, respectively. So for a storage system, the encryption scheme can greatly affect the overall system performance, many low-end users thus could not afford encrypted storage. As a result, it is necessary to achieve a more fine-grained encryption scheme to lower encryption security overheads of storage systems.
IOZone performance test
Next, the BLESS prototype system was tested by using the IOZone benchmark with different I/O request sizes, and the nonencryption Lustre system has been compared with the BLESS scheme. In order to measure the overhead of encryption and decryption more accurately, we set the file at the same size of the system memory, i.e. 2 GB, to alleviate the file system cache effects. BLESS set AES as the cipher algorithm with a 128-bit key length. The cipher mode is CBC (Cipher Block Chaining).
Figs. 6 and 7 shows that when BLESS reads and writes in sequence, the entire system throughput is considered to be stable. While Figs. 8 and 9 represents the performance of random read/write, its throughput increases along the growth of I/O block size. This is because when BLESS reads and writes small blocks in sequence, the data blocks will be cached on the file system cache, leading to higher throughput. When randomly reading and writing small blocks, the data is on a disk, so the throughput is relatively low. When the requested I/O size increases, the effect of the cache is not as significant, so the throughput of random read/write is close to that of sequential workload.
Compared with the non-encrypted security, when the encryption rate is 20%, sequential read/write throughput would fall by 5% on average with random read/write throughput dropping by 6% on average. In comparison, when the encryption rate is 100%, sequential read/write throughput would fall by 33% on average with random read/write throughput dropping by 39% on average. If the sequential read/write encryption ratio is increased from 20% to 100%, the throughput rate will increase by 42%. In the case of random read/write, the throughput rate will increase by 54%. In other words, the system throughput rate decreases as encryption ratio increases. If only a small percentage of data needs to be encrypted within a file, BLESS can significantly improve the efficiency of the OBSS cryptographic security.
Related work
With the popularity of network storage, more attention is paid to secure storage in recent years. The encryption scheme of traditional file systems such as CFS [13] and Ncryptfs [14] are relatively simple to achieve. But in these two schemes there is no separation of metadata and data, relatively low efficiency to access large quantities of data, and users need to manage their own security keys. Currently, many distributed storage systems can solve the problem of data access efficiency with in-depth research on storage system security.
SiRiUS [15] encrypts file keys by a user's public key. This method can only achieve access control by means of a list of users, and the overhead to create a file (the number of public-key encryption) increases with the number of legitimate users. Once a hacker obtains a user's key by attacking the host he/she can retrieve all files that the user has access permission to.
Plutus [16] maintains and distributes user keys so that files with the same permissions are grouped together and share one key in order to reduce the number of keys. As the access control and key distribution are completed by the file owner, the user can implement a flexible access control policy. But the manual distribution of keys to users is an additional burden. Due to the need to re-encrypt all the files within the group, the overhead is still considerable. If a hacker gets the group key by attacking the host or network, he/she can access all the files within the group. SNARE [17] proposed an empowerment-based key distribution scheme to lower the burden of the key management storage server, but it still relies on the user public and private key combination mechanism, and does not address the issues of key update and re-encryption after privilege revocation.
All the aforementioned schemes are only applicable to the entire file-level. They do not support fine-grained objects encryption within the file. Banachowski [6] is the closest research so far by proposing a preliminary idea of block-level encryption, which did not match the above ideas and test.
Generally the size of the block is relatively small. If a large number of small block data needs to be encrypted, it will affect the performance of storage system significantly. We target BLESS at the introduction of OBSS security, and realize a storage encryption prototype on Lustre. This encryption scheme can make the advantages of OBSS into full play, which not only achieve fine-grained encryption, but also avoid the over-flexibility issues of the block encryption scheme.
Conclusions
The importance of data makes more attention on data storage security necessary. However, the balance between efficiency and safety is always difficult to be optimized. This paper describes how BLESS schemes can be designed and implemented to improve the flexibility and efficiency of OBSS security, and how detailed metadata information of OBSS can be extended to achieve fine-grained object-level encryption security. Not surprisingly, BLESS can significantly reduce hardware and network bandwidth requirements of encryption storage systems to meet the needs of low-end users. Our research findings show that BLESS can be well applied to object-based storage systems Lustre and significantly enhance the Lustre encryption performance.
