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ABSTRACT 
Let G be a graph, G' an embedding of G as a straight 1-complex in R ~, the real 
coordinate space of dimension , let ~ be a group of transformations mapping Rn 
to itself. If for every automorphism c~ of G we can find a member of 9 mapping G' 
onto itself in such a way that it induces cr in G', we say that G' is a ~-symmetric 
embedding of G. In particular this paper discusses conditions for the existence 
of such an embedding when q~ is the group of autohomeomorphisms of R ~ or the 
group of invertible linear transformations i  R ~, and the graph is the complete 
graph K,~. 
1. BASIC DEFINITIONS 
In this paper all graphs are undirected, without loops or multiple edges. 
The number of  edges incident with a given vertex is called the valency of  
the vertex. A path is a sequence of  edges eleeez ,..., e~ such that there 
exists a sequence of  vertices vo , v l ,  v2 ..... v~ with e, = (v~_l, v~). A circuit 
is a path in which the initial and final vertices (v0 and v,~) coincide. The 
graph may be either finite or infinite (finite or infinite number  of  vertices), 
the valency of  every vertex is finite. The complete graph on n vertices is 
denoted by K,~: every pair  of vertices is joined by an edge. The null graph 
N~ on n vertices and the null graph N~o on a countable infinity of  vertices 
contain no edges. 
R '~ is the real coordinate space of  dimension with the usual geometry. 
Points in R '~ will be denoted by their posit ion vector, which will in turn be 
indicated by a lower case letter in bold type. 
DEFINITION 1.1. Given a graph G, an embedding G' of  G in the real 
coordinate space R n consists of  a set of points {a~} in R n corresponding 
to the vertices {ai} in G, with the edges of the graph represented by straight 
line segments between the points representing the vertices. Furthermore 
the fol lowing condit ions hold: 
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(a) I f  a point p in R" represents a vertex of the graph it possesses a 
spherical neighbourhood which meets no other point representing a
vertex in G, and only those line segments representing edges in G incident 
with the vertex represented by p. 
(b) I f  p is a point in one of the line segments in G' and not an end- 
point of that line, p has a spherical neighbourhood which contains no 
point representing a vertex of G and meets no other line segment in G'. 
(c) I f  p is not a point of G', p has a spherical neighbourhood which 
contains no points of G'. 
THEOREM 1.1. This definition implies directly the following results: 
(1) The set of points representing the vertices of G has no limit points. 
(2) No two line segments intersect other than at a point representing a 
vertex which is incident with each of them. 
(3) No vertex is represented by a point which lies on a line segment 
representing an edge which is not incident with it. 
(4) No graph containing a vertex with an infinite valency can be embedded 
in any R n. 
(5) No graph with an uncountable number of vertices can be embedded 
in any R n. 
THEOREM 1.2. I f  G is a finite graph, a sufficient condition for G' to 
be an embedding of G in R n is that no set of points in G' which represents 
four vertices in G is plane. 
The condition (a) on the vertices is satisfied provided no two vertices 
a, b are represented by the same point a I f  there are two such points and c 
represented by c and d represented by d are two other points, the set 
representing {a, b, c, d} is plane. Hence distinct vertices are represented 
by distinct points. 
Let a represent the vertex a, b and c the vertices b and c, both different 
from a. Then there is a point on bc for which every neighborhood includes 
a if and only if a lies on be. Then a, b, c are collinear, and with any fourth 
point make a plane set. In the same way each point representing a vertex 
has a neighborhood which meets no line segment of the embedding not 
representing an edge incident with the given vertex. 
A point on a line segment has a neighborhood containing no points on 
other lines unless two lines actually cross. But then the four end-points 
of the line segments are coplanar. 
The last condition is automatically satisfied since there is only a finite 
number of edges and hence only a finite number of line segments. 
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THEOREM 1.3. Any graph satisfying the conditions (4) and (5) of 
Theorem 1.1 can be embedded in R a. 
For each such graph is a 1-dimensional polytope and there is a general 
theorem that each n-dimensional polytope can be embedded (in our sense) 
in R2'~+L (See for instance [3, p. 215].) 
It may be useful to have an explicit embedding which will work for any 
graph. I f  we make am = (m, m 2, m ~) for each positive integer m (the graph 
must be of countable order in view of Theorem 1.1 (5)), then no four 
vertices are coplanar. (Here and from now on we will often refer to the 
points of G' which represent vertices as the vertices of G'.) Hence the 
edges cannot meet improperly, and the set of vertices has no limit points, 
and the conditions in the definitions of an embedding may be verified. 
It  will of course also be necessary that each vertex is of finite valency. 
We will assume for the rest of this paper that the conditions (4) and (5) 
of Theorem 1.1 hold without explicitly stating this. 
2. EMBEDDABILITY IN R 1, R z 
A complete classification of the graphs which can be embedded in R 1 
is easily accomplished. No vertex can have valency greater than 2, and the 
graph must contain no circuits, and not more than two infinite components 
Possible finite components are isolated vertices and components with 
vertices al ,..., a~ and edges (a~, a~+l ) for r = 1,..., n -- 1. There are two 
possible types of infinite component: 
(I) vertices a l ,  as .... , a, .... and edges (a~, a~+l) for all r >~ 1; 
(II) vertices a~ for and edges (a~, a~+l) for all integers r. 
There are then restrictions on the numbers of components, f f there are 
no infinite components, or only one of type I, there may be an infinity 
of finite components. I f there are two infinite components they must both 
be of type I, and there may also be a finite number of finite components. 
I f  there is an infinite component of type I I  there can be no other com- 
ponents. There cannot be more than two infinite components. 
The graphs which can be embedded in R 2 have been studied in great 
detail. These are the graphs termed planar. Although the line segments 
are not normally required to be straight our extra condition does not in 
fact disqualify any graphs. 
We simply state the theorem, due to Kuratowski: 
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THEOREM 2.1. The necessary and sufficient condition for a graph G 
to be planar is that it should possess no partial subgraph omeomorphic to
either of two graphs, one of which is the complete graph of order five, the 
other a graph with six vertices, divided into two sets of three and each 
vertex in one set joined to each vertex in the other. 
The proof may be found in [1, pp. 211-213]. 
3. SYMMETRIC EMBEDDINGS 
We next consider groups of one-to-one functions mapping R n onto 
itself. There are many such groups: we shall be most interested in 
(a) all one-to-one functions of R~ onto itself, 
(b) all homeomorphisms of R" onto itself, 
(c) all invertible linear transformations, 
(d) all orthogonal linear tranformations. 
Let ~ be a one-to-one function of R ~ onto itself, and G' an embedding 
of a graph G in R n. Suppose that q~ permutes the points of G' representing 
the vertices of G, and further maps the line segments of G' onto line seg- 
ments: (ai, a~.) onto (q~(al), q~(a~)). Then q~ may be said to induce a corre- 
sponding automorphism of G. 
Conversely, given an automorphism ~' of G, this will define many 
one-to-one functions of G' onto itself, which may sometimes be extended 
to the whole of R ~ to a member of some group of one-to-one functions 
of R" onto itself. 
DEFINITION 3.1. Let ~ be a group of one-to-one functions mapping 
R ~ onto itself. Then an embedding G' of a graph G in R ~ is called a 
qb-symmetric embedding if every automorphism of G can be represented, 
not necessarily uniquely, as the function induced in G' by some member 
of ~b. 
THEOREM 3.1. The members of qb which induce automorphisms of G 
in G' form a subgroup ~ of qb. 
The proof is immediate. 
THEOREM 3.2. Let G' be a q)-symmetric embedding of a graph G in R'L 
Let f2 be the subgroup of qb which induces the identity automorphism in G. 
Then the automorphism group ]" of G is isomorphic to the factor group 
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W/f2, where W is the subgroup of 4 consisting of functions generating 
automorphisms in G. 
We need only to show that there is a homomorphism of T onto /', 
that its kernel is g2 follows immediately from the definition of f2. 
Let ~bx, ~b 2be members of T,  representing automorphisms ~,~, ~ of G. 
Then we show that ~b~r 2 represents ~'W2 9 
If ~(ai) ~ at and ;el(a~-) = ak, then ~w2(ai) -~ a~. From the relation- 
ship between r and Yl, and ~b 2 and Y2, Cz(ai) : at and r = ak, 
so r = ak. And, also, if in addition $2(ai') = a /and  yl(a/) = ak', 
(TWe(ai), yly2(ai')) = (ak, ak') and ~b2561 maps the line segment (ai, ai') 
onto (ak, ak'). 
THEOREM 3.3. T and F are isomorphic if and only if Q is the identity 
function only. 
This is immediate deduction. 
Finally in this general discussion of the properties of symmetric em- 
beddings, suppose we have two groups 41 and 42 of functions in R ". 
THEOREM 3.4. Let 41 and r be two groups of one-to-one functions of 
R n onto itself, with 4 2 a subgroup of 41 . Then if G' is any 42-symmetric 
embedding of a graph G into R n, G' is also a 41-symmetric embedding of G 
into R '~. 
Again the proof is immediate. 
We now turn to consider several groups 4. 
The widest possible class consists of all one-to-one functions of R" onto 
itself. In this case we have the simple result that a graph can be symmetri- 
cally embedded in R ~ if and only if it can be embedded in R'. For let 
be an automorphism of G with ~(ai) = at and ~(ai') -~ aj. We define 
the following function on R,: 
I f  x is a vertex a i of G', r  ~ aj.. 
I f x i sapo in t ra i  + (1 - -  r) a i 'wi th0 ~< r ~< 1, r = rat + (1 - r )a / .  
(These are the points on the line segments. As no point other than the 
appropriate vertices is on more than one line, the function is properly 
defined.) 
I fx i s  not in G', r = x. 
As a corollary, every graph can be symmetrically embedded in R a 
with this group. 
A much more useful group is the set of all homeomorphisms of R '~ 
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onto itself. An embedding which is symmetric under this group is given 
the special name of a homeomorphic symmetric embedding. 
For homeomorphic symmetric embeddings 7 t is never isomorphic to / ' ,  
the group of G for it is always possible to construct a non-identity homeo- 
morphism of R n onto itself which induces the identity in G' and so in G. 
One such is the following: 
Let p be some point in Rn but not in G'. Then there is a spherical 
neighbourhood N(p, a) centred at p and radius a which does not meet G'. 
Let q be any point in this neighborhood, istant I q -- P [ from p. Then 
the transformation which maps q to 
p+ lq--P[ (q_ p), 
a 
and leaves every point outside N(p, a) fixed induces the identity in G'. 
It may of course still be possible to find a group 0 of homeomorphisms 
inducing/'  in G which is isomorphic to f'. 
Very few graphs can be homeomorphic symmetrically embedded in R 1. 
Any embedding in R 1 induces an ordering in the vertices which must be 
either held fixed or reversed completely by every homeomorphism of the 
line into itself. Thus for a finite graph the only possible groups are the 
trivial one and the group of order 2. Among finite graphs there are only 
the graph consisting of a single isolated vertex, the complete and null 
graphs K2 and N2 on two vertices, and the graphs with vertices al ..... an 
and edges (at, ar+~) for all r = 1 .... , n -- 1, for each positive integer n. 
Among the infinite graphs with finite groups there is the graph with one 
component of type I (see Section 2) and with two such components, 
and also the graphs formed from each of these by adding an isolated 
vertex. Finally the infinite graph of type II can be homeomorphic sym- 
metrically embedded and has an infinite group. 
By no means can every planar graph be homeomorphic symmetrically 
embedded in R 2. Considering, first, the complete graphs, we can state 
THEOREM 3.5. The complete graph K3 on three vertices can be homeo- 
morphic symmetrically embedded in R 2. 
The construction of such an embedding is trivial: the process for con- 
structing a linear symmetric embedding described later gives one example. 
On the other hand, although/(4 can be embedded in R 2, 
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THEOREM 3.6. The complete graph K4 on four vertices cannot be homeo- 
morphic symmetrically embedded in R ~. 
I f  four points are taken in a plane, then they form the vertices of a 
convex quadrilateral, or one lies within the triangle formed by the other 
three, or three or more of them are collinear. In this last case the four 
points cannot be taken as the vertices of an embedding of K4 in the plane. 
In the first case it may be shown (e.g., [2, p. 71]) that the diagonals of the 
convex quadrilateral so defined intersect, so there is again no embedding. 
Hence only the second case remains. 
But this case effectively differentiates the vertex within the triangle of 
the other three from the others. For the edges of the embedding divide 
the plane into one unbounded region and three bounded ones. Then a 
homeomorphism generating automorphisms on the vertices also permutes 
these regions, including mapping a bounded region onto the unbounded 
region. But, while the former is compact, the latter is not, yielding a 
contradiction. Hence there is no homeomorphic symmetric embedding 
of K4. 
4. LINEAR SYMMETRIC EMBEDDINGS 
In this section we consider symmetric embeddings of finite graphs in R m 
when the group of functions is the set of invertible linear transformations. 
A graph symmetrically embedded for this group will be called linear 
symmetrically embedded. 
As we remarked in Section 3, there is in general more than one member 
of the group which induces any given automorphism in the graph. In this 
case, however, we can find a simple condition which makes the group 
(in the notation of Section 3) isomorphic to / ' .  
DEFINITION 4.1. Let the vertices of an embedding G' of a graph G be 
aa .... , an 9 Then we define V c, , the space spanned by G' to be the subspace 
of R m spanned by al ..... an 9 
THEOREM 4.1. The group ~ of all invertible linear transformations of
R m inducing automorphisms of G is isomorphic to 1-', the group of G, if and 
only if the space Va" spanned by G' is the whole of R m. 
As a consequence of Theorem 3.3, and using the notation of that 
theorem we may rephrase what we have to prove as: 
consists of the identity alone if and only if VG' = R m. 
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Let M be an invertible linear transformation i ducing the identity 
automorphism. Then, for V = l,..., n, 
Mar = a~. 
Hence every linear combination of al ,..., an is mapped into itself. 
So Vc" is held fixed. Then if Va, = R ~, M is the identity over R m. 
Suppose, on the other hand, that Va, is a proper subspace of R ~. Then 
we can find a basis {Ul .... , us, us+l ,..., u,~} of R m such that {ul ,..., us} 
is a basis of Va, 9 In the case we are considering s is strictly less than m. 
We therefore define the following invertible linear tranformation M' 
M'u i=u i  if i= /=s+ 1, 
M'us+ 1 = - -Us+ 1 . 
Then M' induces the identity in G, but is not the identity in R m. 
Clearly if Vc/is a proper subspace of R m, we can linear symmetrically 
embed G in a space of dimension less than m. The converse is not true: 
the dimension of VG, is not invariant for all embeddings. 
We shall in general consider that there is given in the space a set of 
orthogonal xes, and we shall represent our linear transformations bytheir 
matrices relative to these. 
Provided that Vc, = R% the group of matrices is isomorphic with the 
automorphism group of G. So each matrix is of finite period, equal to 
the order of the corresponding automorphism. (We use the word period 
for the least positive integer p such that A ~ is the unit matrix rather than 
order since this already has another meaning for matrices.) Each matrix is 
therefore invertible, but it need not be orthogonal. We do, however, have 
the following construction (Theorem 4.2) which enables us to obtain an 
embedding in which all the matrices are orthogonal from any linear 
symmetric embedding which spans the whole space. Such an embedding 
is called an orthogonal symmetric embedding. 
First let G' be any embedding of G in R ~ with vertices ax ..... an, and 
let A be an automorphism atrix such that, for instance, Aai = at 9 
Now let T be any invertible m • m matrix, and define bl ,..., bn by the 
equation 
b~ = Ta~ for each k = 1,..., n. 
These vertices define another embedding G" of G in R m, and the embed- 
ding is proper since if x is any real number 
T((1 -- x) a~ + xa~-) = (1 -- x) hi + xbj. 
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Applying this in the reverse direction, a point can belong to two edges 
in G" only if it corresponds to a point belonging to two edges in G'. So if 
two edges meet other than at a common vertex in G" they do so in G', 
and G' is not a proper embedding. The coincidence of a vertex in G" with 
an edge not incident with it in G is dealt with in the same way, and similarly 
other possible difficulties. 
Moreover since Tai ~ bi and Taj = b~, 
(TAT-0 b~ = TAT-~(Ta~ .) = TAa~ = Ta~ = b~.. 
The automorphisms of G are therefore generated in G" by the matrices 
like TAT-~: the transformation is a similarity. The embedding G" is then 
said to be similar to G'. It is not true that any two linear symmetric 
embeddings of a graph in the same space are similar. 
THEOREM 4.2. Given any linear symmetric embedding G' of a finite 
graph G in R ~ which spans R ~ there is an orthogonal symmetric embedding 
of G in R '~ similar to G.' 
This theorem is an immediate consequence of the result proved, tbr 
instance, in [4, p. 244]: "Every representation of a finite group over the 
field of complex numbers is equivalent o a representation i  which all 
matrices are unitary." We are here using only the real case of that theorem. 
Our next result is the most important on linear symmetric embeddings. 
THEOREM 4.3. Let ao, al ..... a~ be the n 4- 1 vertices of the complete 
graph K,  . Then the vectors 
a o ~ ( - -e~,  - -e2  ,. . . ,  - -e~) ,  
a l  = (e l ,  - -e2  ,. . . ,  - -en) ,  
az : (0, 2e~,  - -e3  .. . . .  - -e~)  
al = (0 ..... O, ie i ,  --e~+~ ,..., - -e~)  
a~ = (0,...,  O, ne~), 
where 
ei = 7N( i  4- 1)n' 
form a linear symmetric embedding of K~ in R m. 
In fact this embedding is also orthogonal, and the vertices are all 
distance 1 from the origin. 
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Let ~b be any permutation on 1 .... , n. Then with this embedding 
the matrix Ms inducing ~b on the vertices is the product W~V, where W~ 
is the matrix whose i-th column is as<i ) for each i = 1 ..... n aud V is the 
matrix 
1 1 
el 
1 1 
2el 2ez 
1 1 1 
2el 6e2 3e3 
1 1 1 1 1 
, 2el 6e2 12e~ i(i4- 1) ei nen 
To establish this, we note that V is the inverse of  the matrix whose 
columns are al ,..., an, so Vai is the column vector whose i-th element is 1 
and which has zero elsewhere. I f  this vector is vi, then Wsvi is the i-th 
column of Ws ,  i.e., as(i). 
There remains the vertex a0 9 Inspecting the vectors we see that 
Hence 
But as also 
ao 4- al 4- "'" 4- as = 0. 
Msa0 = --Ms(a1 + a2 + "'" 4- a~) 
= - -Msal  -- Msa2 . . . . .  Msa~ 
= --as(i) --  as(2) . . . . .  as(n) 9 
as<o) 4- as(l) § "'" 4- as(~) = 0, 
Msa o = as(o). 
The n vectors al .... , as are certainly linearly independent so span R% 
so VG" is R ~. Thus the matrices do form a group isomorphic to the desired 
group S~§ 
It can be shown that the set of  vectors ao ,..., as has dimension n, and 
that further any set of less than n of  them is linearly independent. Therefore 
no four are coplanar and the embedding is proper by Theorem 1.2. 
This embedding is in fact the 1-skeleton of  a regular n-simplex (see, 
for instance, [5]). This book has many points of  contact with the present 
paper, and deals with the isometry groups of  R n, a converse problem to 
the one we are discussing here. 
Because very graph G of  order n has a group which is a proper subgroup 
of S~, the above embedding is also a linear symmetric embedding of G, 
treated as a partial graph of K~. Thus 
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THEOREM 4.4. Every graph of order n may be linear symmetrically 
embedded in R ~-1. 
And again from this and Theorem 4.2, 
THEOREM 4.5. Every graph of order n may be orthogonal symmetrically 
embedded in R ~-I. 
On the other hand, this is the best result which can be obtained, as the 
next theorem shows. 
THEOREM 4.6. The complete graph K~ cannot be linear symmetrically 
embedded in R ~-~. 
Let the vertices of the proposed linear symmetric embedding be al ,..., a,. 
The whole space R ~-2 is spanned by some n -- 2 of these vectors, say 
aa ,..., an, so that we may write 
al = x3aa + x4a~ + "'" + x .an ,  
a2 : ysa3 + y~a4 @ "'" + yna~ 9 
Now let ~ be the transformation which interchanges a 1 and a2 and leaves 
the other vertices fixed. Then 
r  : xz~b(az) + xa~b(a,) + "'" + x~r 
: xza  3 -~- x4a  4 @ ... _~_ xna  n 
a 1 . 
But q~(al) : a2, yielding a contradiction. Hence there is no such em- 
bedding. 
Since every invertible linear tranformation is a homeomorphism, every 
linear symmetric embedding is a homeomorphic symmetric embedding. 
Hence Theorem 4.4 implies. 
THEOREM 4.7. Every finite graph of order n can be homomorphic 
symmetrically embedded in R n-1. 
But in fact we can improve on this, as we shall see in Theorem 5.2. 
5. HOMEOMORPHIC SYMMETRIC EMBEDDINGS 
In proving the existence of a homeomorphic symmetric embedding 
of a given graph in a particular space R n it is usually simplest o use a 
particular estricted family of homeomorphisms. 
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DEFINITION 5.1. Let R" be covered by a locally finite collection {C~} of 
closed sets, each mapped by an affine transformation ~b~ into R m such 
that 
(1) {qSi(Ci)} is locally finite; 
(2) Ui (r = Rm; 
(3) if x ~ Ci C~ C~-, r = Cj(x). 
Then the mapping ~b defined by 
~b(x) = r where C~ is any member of the collection containing x, 
is called a piecewise affine transformation of R n onto R '~. 
Since each ~bi is continuous, q~ is also continuous. If in addition ~b is 
one-to-one and onto (when necessarily m = n), ~b is termed invertible. 
Each q~i s then also invertible. The invertible piecewise affine transforma- 
tions are at once homeomorphisms. They may also be shown to form a 
group. We therefore speak of piecewise affine symmetric embeddings, 
and every piecewise affine symmetric embedding is a homeomorphic 
symmetric embedding. 
THEOREM 5.1. The null graph Nn on n vertices can be piecewise affine 
symmetrically embedded in R 2. 
First, we remark that every permutation of the vertices is an automor- 
phism, and then that every permutation can be broken down into a 
product of transpositions. We have therefore only to provide a homeo- 
morphism which will interchange two vertices of G' and leave the rest 
fixed. 
We take the vertices of Nn as al ..... a~, and let a~ = (r, r2). Then two 
vertices in the embedding may be joined by a straight line which does not 
pass through any other vertices. Indeed an infinite strip may be found of 
which the line through ar and as is the axis, containing no other vertices. 
If the width of this strip is 2w, points may be found on the axis at distances 
w beyond a,. and a8 9 We also find the four points which are the feet of the 
perpendiculars from ar and a8 onto the edges of the strip. These six points 
can then be joined up to form a hexagon containing a~ and a~, as in 
Figure 1. 
This hexagon is divided into three regions and mapped piecewise 
affinely onto the regular hexagon T1T2T3T~TsT6: Ci goes to T~ for each 
i, the triangles C1C~C6 and C3C4C5 go to T~TlzT~6 and T~zTI~T~5 respeci- 
tvely, and the rectangle C~C3CsCn to T~2TlzT~sTI6. (Any triangle can be 
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C6 C I 
Ui4 
FIGURE I 
mapped affinely to any other and any rectangle can also be mapped affinely 
to any other.) Under this transformation, which we will call r ar goes 
to the point marked T4a and as to Tal 9 The hexagon is then triangulated as 
shown in the diagram and mapped onto itself by mapping each triangle 
affinely: the point Tij is mapped to U~. The perimeter of the hexagon is 
thereby kept fixed and the inner hexagon T41 "'" T~6 is rotated through a 
half turn. The hexagon is then mapped back to C1 "'" C6 by r The 
composition of these three piecewise affine transformations i  then a 
piecewise affine tranformation keeping the points Cx ..... C6 and everything 
outside that hexagon fixed and reserves ar and a8. 
Next we improve on the result of Theorem 4.7 by proving: 
THEOREM 5.2. The complete graph K,~ can be piecewise affine symme- 
trically embedded in R ~-2 for all n ~ 5. 
Let the vertices of Kn be a0, al .... , an-1 9 We take a linear symmetric 
embedding of the subgraph defined by ao ..... a,_3 in an (n -- 3)-dimen- 
sional subspace P of R "-2. We define Pi as the hyperplane containing each 
of these points except a~ for each i = 0,..., n -- 3. The origin is at the 
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centroid of  the vectors a0, al .... , an_~, and the perpendiculars from the 
origin to the hyperplanes Pi all have the same length d. 
As P is of  dimension --  3 there is a unique direction perpendicular to 
it. We let the unit vector in this direction be e (in either sense alOng the 
line). We give an_~ the vector ze, where z is so chosen that a0 ..... a~_2 are 
the vertices of  a regular (n --  2)-simplex. Although we do not need it, this 
gives the value (n / (n  - 2))1/2 for z. I f  we then give an-1 the vector ( z / (n  - 1))e, 
it lies at the centroid of  a0 .... , a~_2 9 
This embedding is proper since the embedding of the subgraph deter- 
mined by a0 ..... an-3 is proper, no four vertices being in the same plane 
and no two of them in any plane through a,,_2 and an-1 9 Nor  are any three 
of  them coplanar with either of  an_~ or a~_l 9 
As we have remarked before, every automorphism of a complete graph 
can be broken down into a product of  transpositions, interchanging two 
vertices and keeping the rest fixed. Moreover, the group is generated by 
transpositions in which one member is common to all the transpositions: 
we choose the class of  transpositions in which a,_~ and one other vertex, 
for each of the other vertices, are interchanged. There are two cases to be 
distinguished: 
(a) transpose a~-2 and ai for i = 0, 1 ..... n --  3; 
(b) transpose a~_~ and an-1.  
The first type is easily dealt with: we reflect in the hyperplane of points 
equidistant from an-2 and ai .  This hyperplane contains all the other 
vertices, which are therefore mapped onto themselves, as are all edges 
between them. The vertices an-2 and at are interchanged, and so are the 
edges (an-2, aj) and (ai, aj) where j = 0, 1 ..... i - -  1, i -~- 1,..., n - -  3. 
The edge (ai,  a~_2) is mapped onto itself reversed. 
Each point in R n-~ can be given a unique representation of the form 
p -}- qe, where p is a vector in the subspace P. For each point x in P let rn~ 
be the perpendicular distance from x to P i ,  i = 0,..., n --  3, positive if x 
lies on the same side as the origin, negative on the other side. Now define 
m as the minimum of these. We associate with each point p + qe of R n-2 
the same value of m as p 4- 0e in P. 
The next stage is to define the mapping ~ which induces the desired 
transposition. 
For  all points with m ~< 0 we define ~(p § qe) to be the mirror image 
in P: 
~(p+qe)=p- -qe .  
The maximum positive value of  m is d, as the origin as centroid of  the 
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symmetrically placed points ao .... , an_ 3 is the maximum positive minimum 
distance from the hyperplanes Pt 9 For points with rn >~ 0 we put 
1 mz (1 + ~ )  e - -  qe. ~(p + qe) = p + --d-" 
When m = 0 this reduces to p --  qe. 
We have thus defined ~ on two closed regions, whose union is R ~-2, 
with the definitions agreeing on the intersection, the set with m = 0. 
The mapping is clearly piecewise afline, although the region m >~ 0 has 
to be further subdivided to obtain the regions over which the mapping is 
affine. It remains to show that ~ has the desired effect on the embedded 
graph. 
Each vertex ao ..... a,_ 3 lies in P so q = 0. Also it lies in all but one of 
the hyperplanes Pt ,  and on the same side of  the other as the origin, so m 
is also zero. Hence each of these vertices is fixed. Consider two of these 
vertices, at and aj .  Then if n >~ 5 there is a third vertex ak with k ~< n --  3, 
and both at and aj belong to Pe 9 Hence the line segment a~aj also belongs 
to Pk 9 Hence m = q = 0 over all points of  ata~-. So these lines are left 
fixed. 
For the vertices an-1, an-2, p = 0, so m = d. A simple calculation 
shows that a~_l and a~_2 are interchanged. 
Now consider the points on the lines a~a~_~ and aia~_ 2for i = 0 ..... n - 3. 
Along these lines m increases linearly from 0 at at to d at a,~_ 1and a~_~. 
Hence the general point on a#~_t has vector 
d- -  m mz 
d ai + d(n~)  e, 
and on a#n-2 the general point has vector 
d - -  m mz 
d ai + ~-  e, 
and these two points are interchanged by the transformation. Finally 
a point on a~_~a~_2 has the form 
z (1 - k)~ e + kze, 
which is mapped into the point 
k z__z___ n- -  1 e+(1- -k )  ze, 
the point at the same distance from the other end of the line segment. 
Hence ~ has the desired behavior and the theorem is proved. 
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This embedding will of course suffice for any graph of order n: vertices 
will be interchanged and line segments properly mapped. It is only 
necessary to select from the automorphisms of K. defined by products of 
the above transpositions the automorphisms of the required graph. Hence: 
THEOREM 5.3. Every graph of order n with n >~ 5 can be piecewise affine 
symmetrically embedded, and therefore homeomorphic symmetrically em- 
bedded in R ~-B. 
The rest of this paper is devoted to proving that/s cannot be homeo- 
morphic symmetrically embedded in R 3. For this we need a quantity of 
simple geometric groundwork, the results of which are simply stated here. 
THEOREM 5.4. Let 11,12 be two lines intersecting in a point p. Let al , b~ 
be points on Ix, distinct from each other and p, in the order p, al , bl and 
a2, b2 points on 12, distinct from each other and p in the order p, as, b~ . 
Then alblbza2 is a convex quadrilateral. Hence alb2 and a2b 1 intersect. 
THEOREM 5.5. Let p, q, r, s be four points in space, not in the same plane. 
Let x be a point within the triangle prs (i.e., a member of the interior ofprs 
in the plane defined by that triangle), and y a point on pq, between those 
points. Then the line segment xq meets the plane of the triangle rsy in a 
point z within rsy. 
THEOREM 5.6. Wit p, q, r, s and y defined as in the previous theorem, 
let x instead be a point in the plane ofprs but outside the triangle. Then xq 
meets the plane ofrsy in a point z outside rsy. 
THEOREM 5.7. Let abe be a triangle, and let p be a point within al0e. 
Then the union of the triangles pab, pbc, pca together with their interiors 
is abc together with its interior. 
Consider two triads of non-collinear points a l ,  bl ,  c~ and a2, bz, c~ 
in R 3. Each determines a triangle Ti, consisting of these points and the 
line segments between them, and also a plane P i ,  in which the three points 
lie. If  the planes are neither coincident nor parallel they meet in a line L. 
Again, this line L may or may not meet either triangle. If it does, it does 
so in a single vertex, or in two points on different edges or in two vertices 
and the whole edge between them, or in a vertex and a point of the opposite 
edge. 
We assume throughout this discussion that the sets T~ and 7"2 as defined 
above have no points in common. Then if the line L is defined and meets 
both triangles there are three cases which we need to distinguish. 
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(a) T1 n L and T2 n L each consist of two points, and there is a point 
of/ '1 n L between the points of T2 c3 L, and a point of / '2 n L between 
the points of/ '1 n L. In this case the triangles are said to be linked. In all 
other cases when L is defined, and in all cases when L is not defined, 
7"1 and 7"2 are said to be unlinked. 
(b) At least one of Tx ~ L and T2 n L consists of two points. If T~ c3 L 
consists of two points and there is at least one point of Tj c3 L between 
these points, but not a point of T~ n L between the points of T~. n L 
(if there is more than one member of this set), then Tj is said to penetrate 
T~. We also say that T~ penetrates T~ if the planes P~ and Pj coincide and 
Tj lies within T~ (i.e., any line L' which cuts Tj has the same properties as L 
above). 
(c) There is a point of L which lies between all points of T1 n L and 
T2n L. 
These three case are shown in Figure 2. 
~.=/~ L ? 
f5  
FIGURE 2 
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It is well worth proving the following theorem as a criterion for linked 
triangles: 
THZORZM 5.8. Let T1 be a triangle with vertices alblcl, and T2 a triangle 
with vertices a2b~e2. Then if T2 meets the plane of T1 in two points, one of 
which is within TI and the other outside 7"1, T~ and T2 are linked. 
Let p and q be these two points. Then L, the intersection of the planes 
of T 1 and T2, passes through p and q. As p is inside and q outside, there 
is a point x of 7"1 on the line between them. Also, as p is inside 7"1 there are 
points of 7"1 on both sides of it, hence another point y, on the side of p 
away from x. Then p lies between the two points of 7"1 n L and x between 
the points of T2 n L. 
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THEOREM 5.9. Let at, bl , e l ,  a2, b2, c2 be six points in R a, so placed 
that no two edges determined by any two disjoint pairs of these points inter- 
sect, and such that the triangle 7"1 determined by al ,  hi ,  cl penetrates the 
triangle T2 determined by a~ , h 2 , c2 9 Then there is at least one pair of linked 
triangles determined by the six vertices. 
The conditions do not prevent four of the points being coplanar, 
provided that one of the points lies within the triangle by the other three, 
but they do prevent five points from being coplanar. 
Let Pz be the plane of 7"2, and consider the possible dispositions of three 
other points of R 3. The cases are: 
(i) Three in the plane P~. 
(ii) Two in Pz, one out of it. 
(iii) One in P~, two on the same side of P2 9 
(iv One in P2, the others on different sides of P2. 
(v) Two on one side of P2, one on the other. 
(vi) Three on the same side of Pz 9 
I f  now these three points are the vertices of T1, in accord with the hypo- 
thesis of the theorem, (i) and (ii) can be dismissed at once, since they give 
respectively six and five points in the plane. Case (vi) can also be dismissed 
for then T1 does not penetrate T2 9 
Case (iii). Let cl be the vertex of T~ in P2 9 Then we distinguish two 
cases. 
(a) The infinite line ath~ meets P2 in a pointp within or on T~. ("on T~" 
means that p is a vertex of T2 or belongs to one of its edges.) Let al lie 
between p and bl.  
(b) Either alb I is parallel to Pz or the point p defined above is outside T 2 . 
In either case we write el = q and refer to the case (w) below for (a) 
and (x) for (b). 
Case (iv). Let c~ be the vertex of T~ in P2, and let the infinite line 
a~, b~ cut P2 in p. Then p lies between a~ and b~, and cl and p lie within 
Tz as T 1 penetrates T2. 
As el lies within T2, we express T2 and its interior as the union of the 
triangles cta2bz, c~h2e2, c~e2a~ and their interiors. As axbl must not meet 
e~a2, Clb2 or c~c2, p lies in the interior of (at least) one of these. Suppose, 
without loss of generality, that p lies within clash2 9 Then we will show 
that the triangles e~a2b2 and e2a~b~ are linked. 
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For the plane of c~a2b2 is P2 9 We consider the points of intersection of 
e2albl with P2. These are at once p and e2. Now p is within ela2b2 and 
since ca is within a2bae2, e~ is not within e~a~b2. Hence, applying Theorem 
5.8, the triangles are linked. 
This case is shown in Figure 3. 
! 
C 
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Case (v). Again there are two cases, similar to those in case (iii). 
We let a l ,  bl be the two points on the same side of P~. If the infinite line 
through al and bl meets P2 in a point p within or on T2, let al lie between 
bl and p, and let the intersection of blel with P2 be q. We then refer to 
case (w). If  on the other hand the point p is not defined or lies outside T~ we 
refer to case (x), again letting b~e~ meet P2 in q. Since Tx penetrates T~, 
q lies within T2 in each case. 
Case (w). The points p and q lie in the planes of both 7"1 and T~, 
so in the line L. We have assumed that p lies within or on T~; q lies within 
T2 since Ta penetrates T2. Now pq produced beyond q must meet T~, 
but it does not meet it in a vertex. For suppose, for example, that pq 
produced passed through e2 9 Then by Theorem 5.4 a~e2 would meet blq. 
And whether q equals e~ or not, b~q is a segment of blC 1 , SO a le  2 would 
meet b~el, contrary to hypothesis. Let the triangle T2 be so labeled that 
pq produced meets T 2 in a point s on aze2. Then q is a point within the 
triangle a2pe2. On the other hand b~ is not within a2pe~. Applying 
Theorems 5.5 and 5.6 to the triangles a2pe2 and a~a~e2 and the segment 
blel we find that ble~ meets the plane of a2axe2 within that triangle, while 
b~b2 meets that plane outside the triangle. Applying theorem 5.8 we find 
that the triangles a2a~e2 and blbze~ are linked. This case, with e~ not in the 
plane, is shown in Figure 4. 
582/9/4-6 
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Case (x). Let L be the line of intersection of the planes of T1 and T2. 
Then L contains q, whichever previous case has given rise to this case and 
meets T2 in two points r and s, 
Now neither of r, s is a vertex of T~. For suppose s is as 9 Then al ,  b~, cx 
and a2 all lie in one plane, and no one lies within the triangle formed by 
the other three, for varying reasons. If a2 lies within a~b~el, T~ does not 
penetrate Ta 9 If a~ or b~ lies in the triangle of the other three, the infinite 
line alb I meets Pe within Ta 9 If el lies within alblaa, e I lies on the same 
side of Pa as a 1 and bl 9 Hence the assumption that s is aa leads to a contra- 
diction. Similarly in the other cases. We fix the labeling of the diagram 
so that r lies on b2ea and s on a~%; also r and s are chosen, relative to al 
and bt so that rsblal in that order is a convex quadrilateral. (Either rs and 
atb~ are parallel or they intersect if produced at a point u. Then we take 
al between bl and u and r between s and u.) 
Consider the triangles ala~ca nd b~h2c 2 . Their planes are not parallel, 
for they have a point in common. Therefore they meet in a line. Let this 
line be L'. Take first the plane defined by alaa% 9 On one side of this plane 
lies ba, and all points within Ta 9 If bt lies on this side of the plane, so does 
the whole of the line albl and its continuation beyond b~. But that would 
make axbl meet the plane P2 within T~, since albl also lies in the plane of 
T1, making the intersection with P2 lie on rs. Hence bl and ha are on 
opposite sides of the plane of a~aaca, so the line L' meets the line segment 
b~h2 in a point ha, say. Similarly L' meets ataa in a point, which we will 
call a3 9 Now a3, b3 do not coincide, or else h~ba intersects a~a~. 
We need to distinguish two cases according as a3 lies between b~ and % 
or b~ lies between a3 and ca. The two cases are essentially obtained from one 
another by relabeling, and we shall consider only the former case, which 
is shown in Figure 5. We will then show that blh2Cl and ala2ea re linked. 
We already know that btba cuts the plane of ala2ca in b3, which, as it lies 
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on L' beyond a3, is outside ala~c2 9 It remains only the show that ble I cuts 
the plane of ala2% within that triangle, and then to inouke Theorem 5.8. 
We know that blel cuts P2 in q, which lies within T~: q may in fact be el. 
We have already determined that rsblal is a convex quadrilateral, so the 
diagonals als, blr meet. But q lies between r and s, so b~q also meets als 
in a point we will call t. Then t lies on blel and within ala2% (see Figure 6). 
This establishes our final case and hence the theorem. 
a Ir b~ 
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Having proved Theorem 5.8, the rest is relatively easy, but we shall 
need this time several results and concepts of topology. We first state two 
theorems: 
THEOREM 5.10. There is no homeomorphism of R 3 onto itself which 
maps a linked pair of  triangles onto an unlinked pair. 
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THEOREM 5.11. The sphere with one cross-cap (real projective plane) 
cannot be embedded in R 3. 
We are now ready to prove our main theorem. 
THEOREM 5.12. There is  no homeomorphtc symmetric embedding of 
the complete graph Ks in R 3. 
Suppose we have such an embedding. There are ten different ways of 
dividing the vertices of/s into two sets of three, and each defines a pair 
of triangles with no points in common. Each automorphism ofKs generates 
a homeomorphism of R 3 which maps each pair of triangles onto some 
pair of triangles, and given any two pairs there is a homeomorphism of R 3 
mapping one pair onto the other. Thus in view of Theorem 5.10 either 
every pair is linked or every pair is unlinked. 
But there is certainly a plane which divides R a into two regions, each 
containing three vertices of Ks, and the corresponding pair of triangles is 
certainly unlinked. Hence there must be no linked pairs of triangles, and 
in virtue of Theorem 5.9 there can be no penetrating pairs either. 
Our aim is now to show that, if alb~c~, a2b2e 2 are two triads of vertices 
of Ks, not necessarily disjoint, then the 2-simplexes (triangles and interiors) 
either do not meet at all, or in an edge of each, or in a single vertex, so that, 
unless the triads coincide, the 2-simplexes have no interior points in 
common. We have already shown that if the triads are disjoint the 2-sim- 
plexes are also disjoint if we have a homeomorphic symmetric embedding. 
Now suppose that the two triads have one vertex in common. Let this 
be a~, and the triads a~a2a~, a~a~a5. All five vertices cannot be in the same 
plane, since /(5 cannot be embedded in the plane. Let the 2-simplexes 
have a point x in common. Then if x lies on edges of both triangles, 
the embedding is improper, since two different edges have a point in 
common. Suppose it lies within at least ala2a3 9 Then x is a point of the 
intersection L of the planes of the two triads, and al is another. Hence L 
also meets a2a3 in a point p and a4a5 in a point q (one of these, but not 
both, may be a vertex). The order of the points along L is either alxpq or 
a~xqp. We will assume the latter, and that q is not a5 (leaving the possibility 
that q is a4). We have several cases to consider: 
First suppose that the remaining vertex a 6 lies in the plane of alaza 3 . 
Then we can show at once that, if an lies within ala~a3, a4asa6 penetrates 
ataza3, implying by Theorem 5.9 a linked pair of triangles somewhere; 
but, if a6 is outside ala2a3, that triangle is linked with a4asan 9 
On the other hand, suppose as is not in the plane of ala2a3 9 We know 
that a5 is not in that plane either. I f  a5 and as are on the opposite sides, 
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let asae cut the plane of ala2a3 in r. Then, if  r lies outside a la#3,  ala2a3 
and a4asae are linked, and if r lies inside a la#3,  a4asae penetrates ala2a3, 
implying a linked pair somewhere. 
If, on the other hand, a5 and ae are on the same side, a4 and a 6 are not 
(although a4 may be in the plane if it is also the point q). Then we consider 
the point s of intersection of a,ae with the plane of ala#3 9 Again a4asae 
either penetrates ala2a3 or is linked with it. 
Hence if two simplexes meet with one vertex in common, but also 
improperly, there is at least one linked pair of  triangles. 
We next need to consider the case in which the two triads have two 
members in common. I f  two such 2-simplexes are to meet improperly they 
must be in the same plane. Let the triads be a~a2a 3 and a~a2a4. Then also 
a3 and a4 must lie on the same side of ala2 (in their common plane), and, 
unless one of aa, a4 lies within the triangle formed by the other vertices, 
there will be a pair of edges which meet. We suppose that a4 lies within 
a la2a  3 . 
There are two more vertices a5 , ae to consider. Neither lies in the plane, 
for five vertices may not be coplanar. I f  both lie on the same side of the 
plane a#sa,  penetrates ala2a3; if on opposite sides, let asa6 meet the plane 
in p. Then if p lies inside ala~aa that triangle is penetrated by a#sa6; if p 
lies outside ala2aa, that triangle is linked with a#sa 6. 
Hence in any homeomorphism symmetric embedding of Ke (in which 
we have shown there must be no linked triangles) in R 3 the 2-simplexes 
defined by the various triads of vertices either meet in an edge of each, 
or a vertex of each or not at all. Hence the 2-dimensional complex defined 
by all triads of the six vertices is properly embedded in R 3. 
But let us select he following ten 2-simplexes: 
(ala2a6), (a2a4a~), (ala2a3), (a2aaas), (alaaa4), 
(ala#5), (alasa~), (asasa6), (a~a4as), (a3a#6). 
These simplexes meet properly and every edge in the graph belongs to 
exactly two of these faces. They therefore define a closed surface. We 
find that there are ten 2-simplexes, 15 edges, and 6 vertices, so the Euler- 
Poincar6 characteristic s 10 --  15 + 6 = 1. The surface is then homeo- 
morphic to the real projective plane (sphere with one cross-cap), which 
yields the desired contradiction with Theorem 5.11. 
6. CONCLUSION 
In this paper we have only been able to touch the surface of this subject: 
we have raised many more problems than we have solved. We have been 
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able to give no general result for the possibility of homeomorphic sym- 
metrically embedding K ,  in R m. There is also the problem whether if a 
graph can be homeomorphic symmetrically embedded in R m it can also 
be piecewise affine symmetrically embedded in R m. Indeed it may be that 
every homeomorphic symmetric embedding is a piecewise affine symmetric 
embedding. 
Linear symmetric embeddings are suitable for infinite graphs with finite 
groups, but for graphs with infinite groups it is more convenient and 
natural to use affine symmetric embeddings. The properties are similar 
to the properties of linear symmetric embeddings but not everything 
translates from one situation to the other. 
Also, except in the special case of K, we have not given any method 
for constructing a linear symmetric embedding or any but the roughest 
estimate of the dimension of the space that may be necessary. 
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