In this paper, we apply a multiple instance learning paradigm to signal-based risk stratification for cardiovascular outcomes. In contrast to methods that require hand-crafted features or domain knowledge, our method learns a representation with state-of-the-art predictive power from the raw ECG signal. We accomplish this by leveraging the multiple instance learning framework. This framework is particularly valuable to learning from biometric signals, where patient-level labels are available but signal segments are rarely annotated. We make two contributions in this paper: 1) reframing risk stratification for cardiovascular death (CVD) as a multiple instance learning problem, and 2) using this framework to design a new risk score, for which patients in the highest quartile are 15.9 times more likely to die of CVD within 90 days of hospital admission for an acute coronary syndrome.
Introduction
Machine learning has led to improved risk stratification models for a number of outcomes, including stroke [8] , cancer [6] , and treatment resistance [15] . We consider risk stratification for cardiovascular death (CVD) within 90 days of hospital admission. 90-day risk stratification for cardiovascular patients is especially important because the majority of patients that suffer from acute coronary syndrome (ACS) die of CVD within months. Equipped with informative short-term risk metrics, doctors can make the necessary care decisions to reduce adverse outcomes. Moreover, predicting CVD within 90 days is a common task in risk stratification literature [13] [10] , enabling direct comparison to existing methods.
In this paper, we apply multiple instance learning predicting CVD. Multiple instance learning assumes that labels for collections of instances are available, but labels for individual instances are not. This framework lends itself to risk stratification using biometric signals because, while patient-level labels are frequently available, fine-grained annotated signals rarely are. To the best of our knowledge, this work demonstrates the first application of multiple instance learning to biometric signals.
Background The simplest means of predicting CVD is to construct a model based on easy-to-quantify patient characteristics, such as age, sex, or Left Ventricular Ejection Fraction (LVEF) [3] . However, there is strong evidence that leveraging electrocardiogram (ECG) signals, which measure electrical activity in a patient's heart, can add significant predictive power [10] . Because these signals take the form of long time series, it is not obvious how best to incorporate them into a predictive model.
One approach is to treat the entire signal as an input to a model, either by extracting summary statistics or feeding it into a recurrent neural network [14] . An alternative is to treat one ECG signal as a sequence of many examples of heartbeats. A demonstrably successful means of doing so is to extract pairs of consecutive heartbeats and represent each pair using a set of informative features [12] , [16] , [10] . Such a pair is a special case of what we will refer to as a Consecutive Beat Series (CBS).
This approach presents two challenges:
1. Representation. It is not obvious what features to extract from each CBS. This is made especially difficult by the variable duration of heart beats. 2. Nondeterminism. Different levels of CVD risk at the patient level do not necessarily yield different characteristics at the level of CBSs. Namely, a high risk patient might have more worrisome heartbeats than a low risk patient, but it's unlikely they will have exclusively or even a large number of worrisome heartbeats.
Contributions We address these challenges by fusing ideas from two areas of machine learning: deep learning and Multi-Instance Learning (MIL). We address the representation challenge by learning predictive features directly from the data, with no task-specific engineering, using a compact neural network. This is in sharp contrast to most existing approaches, which extract handcrafted features.
To address the challenge of nondeterminism, we cast the task as a MIL problem. In MIL, labels are available for collections of examples, but not individual examples. In our case, the examples are consecutive beat series, the collections are the sets of CBSs extracted from a given ECG signal, and the labels are the outcomes for the associated patients. In this paper, we introduce:
• The framing of signal-based risk stratification as a Multi-Instance Learning problem.
• A new ECG risk score that outperforms existing risk metrics in terms of both AUC and hazard ratio, for both 60-day and 90-day risk of cardiovascular death. • Evidence that, contrary to common wisdom, contiguous triplets of heartbeats are more informative than contiguous pairs for cardiovascular risk stratification.
We include a summary of our method in Section 2 and an outline of our experiments in Section 3. We then discuss our results in Section 4. The paper concludes with a discussion of future work in Section 5.
Methods
We formulate the cardiovascular death risk stratification task as follows. We are given a collection of M ECG signals T 1 , . . . , T M . Each signal is associated with a unique patient m, and consists of L m samples, t 1 , . . . , t Lm , t i ∈ R. Each patient is associated with a label y m ∈ {0, 1}, where y m = 1 indicates that the patient died of cardiac death within D days of hospital admission. Our task is to predict the label for held-out patients based on their ECG signals.
Our approach is to treat this as a multiple instance learning problem. This can be formalized as the construction of three functions:
1. Instance Extractor. A map H : T → X , from the space of ECG signals to the space of collections of instances. 2. Instance Classifier. A map F : X → [0, 1] from individual instances to probabilistic class predictions. 3. Instance Aggregator. A map G : [0, 1] N → [0, 1] from predictions for each of the N instances in a collection to an overall prediction for the collection.
Instance Extractor
In the first step, H transforms a signal T m into a set of N m instances,
In the context of ECG signals, our instances are groups of consecutive heartbeats. Each group of c consecute beats taken from a given ECG signal is known as a Consecutive Beat Series (CBS). Many existing methods operate on consecutive beat pairs (i.e., c = 2). To extract these groups, we identify the peak of each heartbeat using a waveform-based method [11] and take one second of data, centered on each peak. We opt for a simple instance segmentation procedure to demonstrate that our approach does not rely on carefully crafted instance segmentation protocols. We also limit the number of instances taken from each ECG signal to 1000, corresponding to roughly 15 minutes.
Instance Classifier
We employ a compact, fully connected neural network to map each instance to its patient outcome. The model consists of one fully connected hidden layer connected to a sigmoid output. It is important to note that error in patient outcome prediction is back-propagated through the network during this step. We validated layer size across 1, 2, 5, and 10 units and discovered that performance plateaus after a layer size of 2. Thus, the results presented here are for a fully connected 1-hidden-layer network of two ReLU-activated units and one sigmoid output.
This model has several advantages over existing approaches. First, it operates directly on the raw instances, with no feature extraction or costly alignment operations. Second, it allows the use of more than two beats as an instance; this is not the case for methods such as MV [16] and MVB [10] , which specifically compute distances between pairs of beats.
Instance Aggregator
We aggregate instances based on the collective assumption in MIL. That is, instead of assuming that only collections with y = 1 have any instances predicted as belonging to this class, we only assume that collections with y = 1 have more of these instances [4] . Based on this assumption, we compute the probability of the collection having label y m = 1 as the mean of the predictions for each of its instances. I.e.,
This formalizes our hypothesis that patients likely to die within D days of hospital admission contain certain pathological beat sequences at a higher rate than low risk patients. Following a convention common in clinical literature, we designate patients that fall in the upper quartile of the metric as high risk and the lower three quartiles as low risk.
Experimental Set-Up
Data We use a subset of 5396 patients from the MERLIN-TIMI dataset [13] . We filter out patients who leave the study before 90 days, leaving us with 5245 patients. Of these patients, 107 patients die of CVD within 90 days of hospital admission. Demographic factors for CVD and non-CVD patients are similar, as are their distributions of pre-existing conditions, such as smoking.
Each ECG signal was sampled at a rate of 128Hz and spans approximately forty-eight consecutive hours of time. We employ typical ECG pre-processing in removing abnormal beats and baseline wander and normalizing the signal. This protocol is directly borrowed from [10] , and we perform the relevant steps using the same Physionet SQI package [7] .
Baselines We evaluate our approach against two sets of benchmarks: existing CVD risk metrics and existing multiple instance learning methods.
We evaluate against three existing CVD risk metrics: MV [16] , MVB [10] , and LR-RNN [14] . Morphological variability (MV) measures risk for CVD by averaging the dynamic time warping distance between adjacent beats. Morphological variability in beat-space (MVB) improves upon MV by learning the best frequency at which to compute variability between segments in an ECG signal. The LR-RNN approach combines the output of an RNN trained on the first minute of patient's ECG signal and the output of a logistic regression model over seven patient features.
We also evaluate against three MIL methods: STK, MIL-LR and MIL-NN. The size of our dataset far exceeds the typical scale of MIL datasets [2] , disqualifying several kernel-based methods because of storage constraints. STK applies a specialized SVM, which defines collection similarity as the dot product of collection-level statistics including mean, variance, and standard deviation [5] . MIL-LR, 
Results
The MIL framework combined with a neural network instance classifier produces a state-of-the-art risk metric, as measured by hazard ratios and AUCs. We include the reported AUCs and hazard ratios (HRs) for each risk metric in Figure 1 and include the Kaplan-Meier mortality curve in Figure 2 .
Hazard ratios are commonly reported in the literature for cardiac risk stratification; for our score, we rank patients based on the risk score and calculate the HR according to the Cox Proportional Hazards model [9] . This hazard ratio measures the time-average relative risk between the high risk and low risk cohort. Averaged across all days, a patient with a MIL-NN3 risk score in the top quartile is approximately 16 times more likely to die of cardiovascular death within 90 days. In comparison, the next best non-MIL approach is half as predictive as the MIL-NN3 risk score, achieving an HR of 8.81. We present our results in forecasting CVD within 90 days of hospital admission in Figure 1 . We also tested the model's ability to forecast CVD within 60 and 30 days of hospital admission. It is worth noting that our metric is much better at predicting CVD within 60 days of hospital admission, but performs slightly worse than both LR-RNN and MV in terms of 30-Day HR.
Focusing on the comparison between the MIL-NN* models, we see that MIL-NN3 outperforms its counterparts that operate on differing numbers of consecutive beats. Existing CVD metrics, including MVB and MV, focus on adjacent pairs of beats. Our results suggest that contiguous triplets of heartbeats are more predictive of cardiac risk than consecutive pairs of heartbeats. Interestingly, groups of four heartbeats are worse than three. We hypothesize that this is because the larger parameter space of four contiguous beats makes it harder for the model to identify important patterns and avoid overfitting.
Discussion
The success of our approach suggests at least three directions for future work. First, our ability to forecast 90 day outcomes from ECG signals suggests that models for risk stratification at longer time scales -on the order of years instead of months -may be worth exploring. This has remained a relatively understudied problem [1] , but may be tractable using extensions of the ideas presented here. Second, because there is nothing in our approach that is specific to ECG signals, it could be applied to risk stratification using other biometric signals as well. Third, the objective of this task is binary classification. Multiple instance regression could be of value in incorporating the CVD date for each patient. Doing so would allow us to forecast patient outcomes at a more granular level.
