Abstract. This paper is based on the course "Weighted Hardy-Bergman spaces" I delivered in the Summer School "Complex and Harmonic Analysis and Related Topics"at the Mekrijärvi research station of University of Eastern Finland, June 2014. The main purpose of this survey is to present recent progress on the theory of Bergman spaces A ω(s) ds.
Introduction
Let H(D) denote the space of all analytic functions in the unit disc D = {z : |z| < 1}. For f ∈ H(D) and 0 < r < 1, set M p (r, f ) = 1 2π 2 ) α , where −1 < α < ∞ [26, 33, 63] . We denote dA α = (α + 1)(1 − |z| 2 ) α dA(z) and ω(E) = E ω(z) dA(z) for short. We recall that the Bloch space B [7] consists of f ∈ H(D) such that
The Carleson square S(I) based on an interval I ⊂ T is the set S(I) = {re it ∈ D : e it ∈ I, 1 − |I| ≤ r < 1}, where |E| denotes the Lebesgue measure of E ⊂ T. We associate to each a ∈ D \ {0} the interval I a = {e iθ : | arg(ae −iθ )| ≤
1−|a| 2
}, and denote S(a) = S(I a ).
The theory of standard Bergman spaces A p α has evolved enormously throughout the last decades, although important problems such as a description of zero sets or a characterization of invariant subspaces remain open, see [26, 33, 63] for details. With respect to a general weighted Bergman space A p ω , a fact which affects the way of approaching a good number of problems is whether or not ω is radial. Roughly speaking, we can say that the theory of weighted Bergman spaces A p ω induced by non-radial weights is at early stages and essential facts are unknown. For instance, if ω is a radial weight, one can easily prove that polynomials are dense in A Despite these and other obstacles, some progress has been achieved on the theory of weighed Bergman spaces A p ω induced by non-radial weights [3, 9, 8, 12, 49] . As for the Bergman spaces A p ω induced by radial weights it is worth noticing that some advances have been obtained on Bergman spaces A p ω , in the case when ω belongs to certain classes of radial weights, see [26, 33, 49, 63] and the references therein. However, many questions such that the existence of a (strong or weak) factorization of A p ω -functions or the boundedness of the Bergman projection P ω on A p ω [51] , are not understood yet. In this paper, we will be specially concerned to the theory of Bergman spaces A ω(s) ds. We shall write D for this class of radial weights. A primary motivation for this study is the so called "transition phenomena"from the standard Bergman spaces A p α to the Hardy space H p . That is, in many respects the Hardy space H p is the limit of A p α , as α → −1, but it is a very rough estimate since most of the finer function-theoretic properties of the classical weighted Bergman space A p α are not carried over to the Hardy space H p . Plenty of results in [49, 50, 51] show that spaces A p ω induced by rapidly increasing weights (Section 2 below for a definition), lie "closer"to H p than any A p α . Here we will present some of them. Moreover, many tools used in the theory of the classical Bergman spaces fail to work in A p ω , ω ∈ D, so frequently we have to employ appropriate techniques for A p ω , ω ∈ D, which usually work on standard Bergman spaces and even on Hardy spaces.
The paper is organized as follows; Section 2 contains the definition of classes of radial weights that are considered in these notes, shows relations between them, and contains several descriptions of the class D. In Section 3 we characterize qCarleson measures for A p ω , ω ∈ D. This result has been recently proved in [50] . For the range q ≥ p, we offer a different proof from that in [50] . Here we follow ideas from [49, Chapter 2] and in particular we prove the pointwise estimate |f (z)| α ≤ C(α, ω) sup I: z∈S(I)
ω (S(I)) S(I)
|f (ξ)| α ω(ξ) dA(ξ) = CM ω (|f | α )(z) for any f ∈ H(D), α > 0, ω ∈ D and z ∈ D. We also show some equivalent norms on A p ω and a description of q-Carleson measures for A p ω in the case q < p. Most of these last results are presented without a detailed proof. Section 4 contains the main result in [49, Chapter 3] . There, by using a probabilistic method introduced by Horowitz [36] , we prove that if ω is a weight (not necessarily radial) such that ω(z) ≍ ω(ζ), z ∈ ∆(ζ, r), ζ ∈ D, (1.1)
where ∆(ζ, r) denotes a pseudohyperbolic disc, and polynomials are dense in A , and the following norm estimates hold
In Section 5, by mimicking the corresponding proofs in [49, Section 3.2], we prove that whenever ω ∈ D, the union of two A p ω -zero sets is not an A p ω -zero set. In Section 6 we characterize those analytic symbols g on D such that the integral operator T g (f )(z) = z 0 f (ζ)g ′ (ζ) dζ is bounded from A p ω into A q ω , where 0 < p, q < ∞. Finally, in Section 7 we deal with composition operators C ϕ (f ) = f • ϕ, where f ∈ H(D) and ϕ is an analytic self-map ϕ of D. We recall a recent description [52] of bounded and compact composition operators, from A p ω into A q v , when ω ∈ D and v a radial weight. In the case q < p, Theorem 7.1 (below) gives a characterization of bounded (and compact) composition operators that differs from the one in the existing literature [62] in the classical case C ϕ : A Throughout these notes, the letter C = C(·) will denote an absolute constant whose value depends on the parameters indicated in the parenthesis, and may change from one occurrence to another. We will use the notation a b if there exists a constant C = C(·) > 0 such that a ≤ Cb, and a b is understood in an analogous manner. In particular, if a b and a b, then we will write a ≍ b.
Radial Weights. Preliminary results
We recall that D is the class of radial weights such that ω(z) = 1 |z| ω(s) ds is doubling, that is, there exists C = C(ω) ≥ 1 such that ω(r) ≤ C ω( ) for all 0 ≤ r < 1. We call a radial weight ω regular, denoted by ω ∈ R, if ω ∈ D and ω(r) behaves as its integral average over (r, 1), that is,
As to concrete examples, we mention that every standard weight as well as those given in [6, (4.4) -(4.6)] are regular. It is clear that ω ∈ R if and only if for each s ∈ [0, 1) there exists a constant C = C(s, ω) > 1 such that
The definition of regular weights used here is slightly more general than that in [49] , but the main properties are essentially the same by 
Despite their name, rapidly increasing weights may admit a strong oscillatory behavior. Indeed, the weight
belongs to I but it does not satisfy (2.1) [49, p. 7] . Due to this fact, occasionally we consider the class I of those weights ω ∈ I satisfying (2.1).
A radial continuous weight ω is called rapidly decreasing if
The exponential type weights ω γ,α (r) = (1 − r) γ exp −c
(1−r) α , γ ≥ 0, α, c > 0, are rapidly decreasing. It is worth mentioning that the pseudohyperbolic metric is not the right one to describe problems on A p ω in this case. Roughly speaking, the substitute of a pseudohyperbolic disc of center z and radius r < 1 is constructed by writing ω = e −ϕ , where ∆ϕ > 0, and considering the disc D z,
The weighted Bergman spaces A p ω induced by rapidly decreasing weights are similar, but not identical, to weighted Fock spaces [44] . See [9, 8, 22, 23, 45, 46, 58] for progress on the theory of these spaces. For further information on any of these classes, see [49, Chapter 1] and the references therein.
The main aim of this section is to obtain different characterizations and properties of the classes of weights D and R. We shall go further and in the next result (and only there in these notes) ω is assumed to be a finite positive Borel measure on [0, 1) and
) for all r ∈ [0, 1), we denote ω ∈ D. We write d(ω ⊗ m)(z) = dθ rdω(r)/π for z = re iθ ∈ D, and
For each K > 1, let ρ n = ρ n (ω, K) be the sequence defined by ω(ρ n ) = ω(0)K −n . The following characterizations of the class D will be frequently used from here on.
Lemma 2.1. Let ω be a finite positive Borel measure on [0, 1). Then the following conditions are equivalent:
(ii) There exist C = C(ω) ≥ 1 and β = β(ω) > 0 such that
(iii) There exist C = C(ω) > 0 and γ = γ(ω) > 0 such that
3) holds and ω(r) ≤ Cr
3) and the asymptotic equality
, hold. Here and on the following
3) holds and there exists C = C(ω) > 0 such that ω n ≤ Cω 2n for all n ∈ N; (x) Condition (2.3) holds and there exist C = C(ω) > 0 and η = η(ω) > 0 such that
Before presenting the proof of Lemma 2.1, let us observe that condition (2.3) holds for any weight (absolutely continuous measure) such that ω > 0 on an interval contained in [1/2, 1), so it is not a real restriction for an admissible weight but a consequence of working in the general setting of positive Borel measures.
Proof of Lemma 2.1. We will prove (i)
, and since (i) and (vi) together imply (ix), finally (ix)⇒(vi), (ix)⇔(x), and (ii)⇔(xi).
Let ω ∈ D. If 0 ≤ r ≤ t < 1 and r n = 1 − 2 −n for all n ∈ N ∪ {0}, then there exist k and m such that r k ≤ r < r k+1 and r m ≤ t < r m+1 . Therefore
and hence (ii) is satisfied. Since the choice t = 1+r 2
) for all r ∈ [0, 1), we have shown that ω ∈ D if and only if (ii) is satisfied.
Let ω ∈ D. If 0 ≤ t < 1 and r n = 1 − 2 −n for all n ∈ N ∪ {0}, then there exists m such that r m ≤ t < r m+1 . Therefore
and we deduce (iii) for γ = γ(ω) > log C log 2
. Conversely, if (iii) is satisfied and 0 ≤ r ≤ t < 1, then
Therefore (ii), and thus also (i), is valid. The proof of [49, Lemma 1.3] shows that (iii) implies (iv). We include a proof for the sake of completeness. Condition (2.3) follows trivially from (i). A simple calculation shows that for all s ∈ (0, 1) and x > 1,
which gives (2.4). On the other hand, if (iv) is satisfied and 0 ≤ r ≤ t < 1, then
and thus r
which is (2.5). Now, by choosing t = 1+r 2 , (2.5) implies
where A = min r∈[
,1) r 2 1−r > 0. Now, by combining (2.3) and (2.7) we deduce
which together with (2.7) gives ω ∈ D. By integrating only from 0 to 1 − 1 x on the left of (2.6), we see that (vi)⇒(iv). Conversely, (iv) implies
which gives (2.6) for 1 ≤ x ≤ 2. Moreover, (iv) implies
and thus (vi) is satisfied. Now, let us see (iii) implies (vii). If |ζ| ≤ 1 2 , (vii) is equivalent to 8) which clearly follows from (i). Moreover,
so by using (iii)
and hence (iii)⇒(vii). Assuming (vii), in particular we have (2.8), which implies
, 1), (vii) yields
and thus bearing in mind (2.9)
.
we deduce ω ∈ D.
, and hence ω ⋆ (r) ω(r)(1 − r) for all r ≥ and any ω.
and thus (i)⇒(viii). Conversely, assume that there exists C = C(ω) > 0 such that
and let r p = p+r p+1
, where p > 0. Then
and hence
If C < 2 we may take p = 1 and deduce ω ∈ D. For otherwise, fix p > 0 sufficiently small and use the argument employed in the proof of (i)⇒(ii) together
This together with (2.3), gives ω ∈ D. Thus (viii)⇒(i).
It is clear that (i) and (vi) together imply (ix). Conversely, assume (ix) is satisfied. Let A = sup n 1 − 1 n+1 n and fix k large enough such that
and (vi) follows. Assume now (ix) and let 1 ≤ x ≤ y < ∞. Then there exist n, m ∈ N ∪ {0} such that n ≤ x ≤ n + 1 and 2 m n ≤ y ≤ 2 m+1 n. Then (ix) gives
and (x) follows. The choice y = 2n = 2x gives (x)⇒(ix). Assume there exist K = K(ω) > 1 and C = C(ω) > 1 such that 1 − ρ n ≥ C(1 − ρ n+1 ) for all n ∈ N ∪ {0}. Let 0 ≤ r ≤ t < 1 and fix n, k ∈ N ∪ {0} such that ρ n ≤ r < ρ n+1 and ρ k ≤ t < ρ k+1 . Then
and thus (ii) is satisfied. Conversely, by choosing t = ρ n+1 and r = ρ n in (ii), we
The proof of the lemma is now complete.
for every interval I ⊂ T. Bekollé and Bonami introduced these weights in [11, 12] , and showed that ω(z)
(1−|z|) η ∈ B p 0 (η) if and only if the Bergman projection
. The next lemma shows that a radial weight ω that satisfies (2.1) is regular if and only if it is a Bekollé-Bonami weight. Moreover, Part (iii) quantifies in a certain sense the self-improving integrability of radial weights.
(ii) If ω is a radial weight such that (2.1) is satisfied and
(iii) For each radial weight ω and 0 < α < 1, define
Then ω is also a weight and
for all 0 ≤ r < 1.
Proof. (i) Since each regular weight is radial, it suffices to show that there exists a constant C = C(p, η, ω) > 0 such that
for every interval I ⊂ T. To prove (2.11), set s 0 = 1−|I| and s n+1 = s n +s(1−s n ), where s ∈ (0, 1) is fixed. Take p 0 and η such that η > log C p 0 log
which together with (2.2) gives (2.11).
(ii) The asymptotic inequality
(1 − r) follows by (2.11) and further appropriately modifying the argument in the proof of (i). Since the assumption (1 − r), we deduce ω ∈ R.
(iii) If 0 ≤ r < t < 1, then an integration by parts yields
from which the assertion follows by letting t → 1 − .
Carleson measures
For a given Banach space (or a complete metric space) X of analytic functions on D, a positive Borel measure µ on D is called a q-Carleson measure for X if the identity operator
We shall obtain a description of q-Carleson measures for the weighted Bergman space A p ω , ω ∈ D. We shall offer a detailed proof for the case q ≥ p which differs from that in [50] and follows the lines of [49, Chapter 2].
3.1. Test functions and the weighted maximal function. The next result follows from Lemma 2.1(vii) and its proof.
Lemma 3.1. Let 0 < p < ∞ and ω ∈ D. Then there is λ 0 (ω) such that for any
and
It is known that q-Carleson measures for ω ∈ R can be characterized either in terms of Carleson squares or pseudohyperbolic discs [21] . However, this is no longer true when ω ∈ D. So, we shall use tools from harmonic analysis.
Let us consider the maximal function
introduced by Hörmander [34] . Here we must require ϕ ∈ L 1 ω and that ϕ(re iθ ) is 2π-periodic with respect to θ for all r ∈ (0, 1). The function M ω (ϕ) plays a role on A p ω similar to that of the Hardy-Littlewood maximal function on the Hardy space H p . Now, we are going to get a pointwise control of |f | in terms of M ω (|f |).
Lemma 3.2. Let 0 < s < ∞ and ω ∈ D. Then there exists a constant C = C(s, ω) > 0 such that
Proof. Let ω ∈ D and let C = C(ω) ≥ 1 and β = β(ω) > 0 be those of Lemma 2.1(ii). Write s = αγ, where γ > β + 1 + log 2 C > 1. It suffices to prove the assertion for the points re iθ ∈ D with r > 1 2
. If r < ρ < 1, then using that |f | α is subharmonic and Hölder's inequality
where
and therefore
It follows that
where the last step is a consequence of the inequalities 0 < 1 − t n+1 ≤ r. Denoting the interval centered at e iθ and of the same length as J n by J n (θ), and applying Lemma 2.1(ii), to the denominators, we obtain
where in the last inequality we have used the election of γ. This finishes the proof.
3.2.
Carleson measures. Case 0 < p ≤ q < ∞. Next, we prove our main result in this section, by combining a weak (1, 1) inequality for the maximal function with the pointwise estimate (3.3). 
Proof. Let 0 < p ≤ q < ∞ and ω ∈ D, and assume first that µ is a q-Carleson measure for A p ω . Consider the test functions F a,p defined in Lemma 3.1. Then the assumption together with relations (3.1) and (3.2) yield
for all a ∈ D, and thus µ satisfies (3.4).
Conversely, let µ be a positive Borel measure on D such that (3.4) is satisfied. We begin with proving that there exists a constant
is valid for all ϕ ∈ L 1 ω and 0 < s < ∞. If E s = ∅, then (3.5) is clearly satisfied. If E s = ∅, then recall that I z = {e iθ : | arg(ze −iθ )| < (1 − |z|)/2} and S(z) = S(I z ), and define for each ε > 0 the sets
s expand as ε → 0 + , and
We notice that for each ε > 0 and s > 0 there are finitely many points z n ∈ A ε s such that the arcs I zn are disjoint. Namely, if there were infinitely many points z n ∈ A ε s with this property, then the definition of A ε s would yield
ω . We now use Covering lemma [25, p. 161 ] to find z 1 , . . . , z m ∈ A ε s such that the arcs I zn are disjoint and
where J z is the arc centered at the same point as I z and of length 5|I z |. It follows easily that
But now the assumption (3.4) and the hypothesis ω ∈ D give µ ({z :
This combined with (3.8) and (3.7) yields
which together with (3.6) gives (3.5) for some K = K(p, q, ω).
We will now use Lemma 3.2 and (3.5) to show that µ is a q-Carleson measure for A 
Using Lemma 3.2, the inclusion (3.9), (3.5) and Minkowski's inequality in continuous form (Fubini in the case q = p), we finally deduce
Therefore µ is a q-Carleson measure for A 
is bounded if and only if µ satisfies (3.4). Moreover,
Before presenting a description of q-Carleson measures for A p ω , where ω ∈ D and q < p, we shall obtain several equivalent A p ω -norms which are useful to study this problem and some other questions throughout the manuscript. Corollary 3.5. Let 0 < p < ∞ and 0 < α < ∞ such that pα > 1. Let ω ∈ D. Then,
It is well-known that a choice of an appropriate norm is often a key step when solving a problem on a space of analytic functions. For instance, in the study of the integration operator
one wants to get rid of the integral symbol, so one looks for norms in terms of the first derivative. The first known result in this area was proved by Hardy and Littlewood for the standard weights [63] .
Later, this Littlewood-Paley type formula was extended to the following class of weights [48] , which includes any differentiable decreasing weight and all the standard ones. See also [5, 23, 61] for previous and further results. The distortion function of a radial weight ω is
It was introduced by Siskakis [61] . Theorem 3.6. Let 0 < p < ∞ and let ω be a differentiable radial weight. If
See also [3] for a Littlewood-Paley type formula for · A p ω -norm, where ω is a Bekollé-Bonami weight. However, an analogue of Theorem 3.6 does not exist if ω ∈ D and p = 2.
Proposition 3.7. Let p = 2. Then there exists ω ∈ D such that, for any function
can not be valid for all f ∈ H(D).
Proof. Let first p > 2 and consider the weight v α (r) = (1 − r) −1 log e 1−r −α , where α > 1 is fixed such that 2 < 2(α − 1) ≤ p. Assume on the contrary to the assertion that (3.10) is satisfied for all f ∈ H(D). Applying this relation to the function h n (z) = z n , we obtain
Consider now the lacunary series h(z) = ∞ k=0 z 2 k . It is easy to see that
By combining the relations (3.11), (3.12) and
where the last integral is convergent because α > 2. However,
, and therefore (3.10) fails for h ∈ H(D). This is the desired contradiction.
If 0 < p < 2, we again consider v α , where α is chosen such that p < 2(α−1) ≤ 2, and use an analogous reasoning to that above to prove the assertion. Details are omitted.
Because of the above result we look for other equivalent norms to · A p ω in terms (or involving) the derivative. In fact, applying the Hardy-Stein-Spencer identity [28] 
to the dilated functions f r (z) = f (rz), 0 < r < 1, and integrating with respect to rω(r) dr we obtain such equivalent norm.
Theorem 3.8. Let 0 < p < ∞, n ∈ N and f ∈ H(D), and let ω be a radial weight. Then f
In particular, f
(3.14)
Fefferman and Stein [27] obtained the following extension of the classical Littlewood-
Usually the function e iθ → Γ(e iθ ) |f
is called the square (Lusin) area function.
In order to get an extension of this result to weighted Bergman spaces, we need to define tangential lens type regions
induced by points in D, and the tents
which are closely interrelated. By the same method used in the proof of Theorem 3.8, we get the following result.
Theorem 3.9. Let 0 < p < ∞ and f ∈ H(D), and let ω be a radial weight. Then 15) where the constants of comparison depend only on p and ω.
It is worth mentioning that ω ⋆ is smoother than ω. In fact,
So, bearing in mind Lemma 2.1,
Before ending this section, for a function f defined in D, we consider the nontangential maximal function of f in the (punctured) unit disc by
Lemma 3.10. Let 0 < p < ∞ and let ω be a radial weight. Then there exists a constant C > 0 such that
A proof can be obtained by dilating and integrating the well-known inequality [28 
Proof. Fubini's theorem, Hölder's inequality and Lemma 3.10 yield
It turns out that the reverse of the above result is true [50, Theorem 1] for ω ∈ D. However, its proof its much more involved. As in the case q ≥ p, methods from harmonic analysis are the appropriate ones. To some extent this is natural because the weighted Bergman space A p ω induced by ω ∈ D may lie essentially much closer to the Hardy space H p than any standard Bergman space A p α [49] . Luecking [41] employed the theory of tent spaces, introduced by Coifman, Meyer and Stein [18] and further considered by Cohn and Verbitsky [17] , to study the analogue problem for Hardy spaces. In [50] , an analogue of this theory for Bergman spaces is built and it is a key ingredient in the proof of the following result. 
Factorization of functions in
Factorization theorems in spaces of analytic functions are related with plenty of issues such as zero sets, dual spaces, Hankel operators or integral operators. We remind the reader of the following well-known factorization of H p -functions [25] . [35] . Theorem C. Let 0 < p < q < ∞. Then there exists an A p zero set which is not an A q zero set. In particular, it is not possible to represent an arbitrary A 1 function as the product of two functions in A 2 , one of them nonvanishing.
Some years later, a weak factorization result was obtained in the context of Hardy spaces in several variables [19] .
Essentially at the same time, Horowitz [36] improved this result, obtaining a strong factorization of A p α -functions. Theorem E. Assume that 0 < p < ∞, α > −1 and p −1 = p −1
Motivated by the study of integral operators, we are interested in finding out a large class of weights ω which allow a (strong) factorization of A p ω -functions. Throughout these notes, we shall use the following notation. For a ∈ D, define ϕ a (z) = (a − z)/(1 − az). The pseudohyperbolic distance from z to w is defined by ̺(z, w) = |ϕ z (w)|, and the pseudohyperbolic disc of center a ∈ D and radius r ∈ (0, 1) is denoted by ∆(a, r) = {z : ̺(a, z) < r}.
A careful inspection of Horowitz's techniques lead us to consider the following class of weights. A weight ω (not necessarily radial neither continuous) is called invariant, ω ∈ Inv, if for each r ∈ (0, 1) there exists a constant C = C(r) ≥ 1 such that
(4.1) We note that a radial weight ω belongs to Inv if and only if ω does not have zeros and ω satisfies the property (2.1). Therefore, R ∪ I ⊂ Inv. Moreover, by using results in [3] it is not difficult to prove that a differentiable weight ω is invariant whenever
The following result is based on the additivity of the hyperbolic distance on geodesics.
Lemma 4.1. If ω ∈ Inv, then there exists a function C :
Conversely, if ω is a weight does not have zeros, satisfying (4.2) and the function C is uniformly bounded in compact subsets of D, then ω ∈ Inv.
Proof. Let first ω ∈ Inv. Then there exists a constant C ≥ 1 such that
For each z, u ∈ D, the hyperbolic distance between u and ϕ u (z) is
By the additivity of the hyperbolic distance on the geodesic joining u and ϕ u (z), and (4.4) we deduce
where E(x) is the integer such that E(x) ≤ x < E(x) + 1. It follows that (4.2) and (4.3) are satisfied. Conversely, let ω be a weight satisfying (4.2) such that the function C is uniformly bounded in compact subsets of D. Then, for each r ∈ (0, 1), there exists a constant C = C(r) > 0 such that ω(u) ≤ C(r)ω(z) whenever |ϕ u (z)| < r. Thus ω ∈ Inv.
The next result plays an important role in the proof of our factorization theorem. The proof is technical, see [49, Lemma 3.3] . Lemma 4.2. Let 0 < p < q < ∞ and ω ∈ Inv. Let {z k } be the zero set of f ∈ A p ω , and let
Then there exists a constant C = C(p, q, ω) > 0 such that
Moreover, the constant C has the following properties:
, that is, C is independent of p and q.
(ii) If 2 < q < ∞ and
Now, we prove our main result in this section. 
for some constant C = C(p 1 , p 2 , ω) > 0.
Proof. Let 0 < p < ∞ and ω ∈ Inv such that the polynomials are dense in A 
, where the factors B (1) and B (2) are random subproducts
, we have f = f 1 · f 2 . We now choose B (j) probabilistically. For a given j ∈ {1, 2}, the factor B (j) will contain each B k with the probability p/p j . The obtained m random variables are independent, so the expected value of |f j (z)| p j is
for all z ∈ D and j ∈ {1, 2}. Now, bearing in mind (4.7) and Lemma 4.2, we find a constant
Analogously, by (4.7) and Lemma 4.2 there exists a constant
By combining the two previous inequalities, we obtain
On the other hand,
It is clear that the m zeros of f must be distributed to the factors f 1 and f 2 , so if f 1 has n zeros, then f 2 has the remaining (m − n) zeros. Therefore ) ways to choose f l 1 (once f l 1 is chosen, f l 2 is determined). Consequently,
Now, by joining (4.8), (4.9) and (4.10), we deduce
This together with (4.11) shows that there must exist a concrete factorization
By combining this with the inequality
we finally obtain (4.6) under the hypotheses that f has finitely many zeros only.
To deal with the general case, we first prove that every norm-bounded family in A p ω is a normal family of analytic functions. If f ∈ A p ω , then
from which the well-known relation
Therefore every norm-bounded family in A p ω is a normal family of analytic functions by Montel's theorem.
Finally, assume that f ∈ A p ω has infinitely many zeros. Since polynomials are dense in A p ω by the assumption, we can choose a sequence f l of functions with finitely many zeros that converges to f in norm, and then, by the previous argument, we can factorize each f l = f l,1 · f l,2 as earlier. Now, since every normbounded family in A p ω is a normal family of analytic functions, by passing to subsequences of {f l,j } with respect to l if necessary, we have f l,j → f j , where the functions f j form the desired bounded factorization f = f 1 · f 2 satisfying (4.6). This finishes the proof.
At first glance the next result might seem a bit artificial. However, it turns out to be a key ingredient in the proof of Proposition 6.7 (below) where we get the uniform boundedness of a certain family of integral operators, which is usually established by using interpolation theorems. Before ending this section, let us observe that there are non-radial weights satisfying the hypotheses of our factorization result for A p ω . Lemma 4.5. Let f be a non-vanishing univalent function in D, 0 < γ < 1 and ω = |f | γ . Then the polynomials are dense in A p ω for all p ≥ 1. Proof. Since f is univalent and zero-free, so is 1/f , and hence both f and 1/f belong to A p for all 0 < p < 1. By choosing δ > 0 such that γ(1 + δ) < 1 we deduce that both ω and 
Zero sets
For a given space X of analytic functions in D, a sequence {z k } is called an X-zero set, if there exists a function f in X such that f vanishes precisely on the points {z k } and nowhere else. A sequence {z k } is a H p -zero set if and only if satisfies the Blaschke condition k (1 − |z k |) < ∞. 
As far as we know, it is still an open problem to find a complete description of zero sets of functions in the Bergman spaces A p = A p 0 , but the gap between the known necessary and sufficient conditions is very small. We refer to [26, Chapter 4] , [33, Chapter 4] and [39, 43, 56, 57] . The analogous question is also unsolved for classical Dirichlet spaces
The most important results are the ones given by Carleson in [14] , [15] , and by Shapiro and Shields in [59] . Some progress was achieved in [47] .
5.2.
A p ω zeros sets. Our results on zeros set of A p ω follow the line of those due to Horowitz [35, 37, 38] . Roughly speaking we will study basic properties of unions, subsets and the dependence on p of the zero sets of functions in A p ω . By using ideas and estimates obtained in the proof of Theorem 4.3 we get our first result in this section, see [49, Theorem 3.5 ].
Theorem 5.2. Let 0 < p < ∞ and ω ∈ Inv. Let {z k } be an arbitrary subset of the zero set of f ∈ A p ω , and let
. In particular, each subset of an A p ω -zero set is an A p ω -zero set. Now we turn to work with radial weights. The first of them will be used to show that A p ω -zero sets depend on p. Theorem 5.3. Let 0 < p < ∞ and let ω be a radial weight. Let f ∈ A p ω , f (0) = 0, and let {z k } be its zero sequence repeated according to multiplicity and ordered by increasing moduli. Then by p, and applying the arithmetic-geometric mean inequality, we obtain
for all 0 < r < 1 and n ∈ N. Moreover,
The next result shows that condition (5.1) is a sharp necessary condition for {z k } to be an A p ω -zero set. Theorem 5.4. Let 0 < q < ∞ and ω ∈ D. Then there exists f ∈ ∩ p<q A p ω such that its zero sequence {z k }, repeated according to multiplicity and ordered by increasing moduli, does not satisfy (5.1) with p = q. In particular, there is a ∩ p<q A p ω -zero set which is not an A q ω -zero set.
Proof. The proof uses ideas from [30, Theorem 3] , see also [37, 38] . Define
By Lemma 2.1 there exists a constant C 1 = C 1 (q, ω) > 0 such that
, and hence the product in (5.5) defines an analytic function in D. The zero set of f is the union of the zero sets of the functions F k , so f has exactly 2 k simple zeros on the circle
be the sequence of zeros of f ordered by increasing moduli, and denote N n = 2 + 2 2 + · · · + 2 n . Then 2 n ≤ N n ≤ 2 n+1 , and hence
ω(s) ds We turn to prove that the function f defined in (5.5) belongs to A p ω for all p ∈ (0, q). Set r n = e −2 −n for n ∈ N, and observe that
The function
is increasing on [0, 1) for each α ∈ [0, 1), and therefore
is increasing on (0, ∞) for each α ∈ (0, ∞), (5.6) and (5.8) yield
whenever |z| ≤ r n and n ∈ N. So, by using (5.7), (5.9), Lemma 2.1 and the inequality e −x ≥ 1 − x, x ≥ 0, we obtain
, |z| ≤ r n , n ∈ N.
(5.10)
Let now |z| ≥ 1/ √ e be given and fix n ∈ N such that r n ≤ |z| < r n+1 . Then (5.10), the inequality 1
, x ∈ [0, 1], and Lemma 2.1 give
, and hence
This and the identity ψ ω (r) = 1 1−α ψ ω (r) of Lemma 2.2(iii), with α = p/q < 1 and r = 0, yield
This finishes the proof.
The proof of the above result implies that the union of two A p ω -zero sets is not an A p ω -zero set. Going further, we obtain the following result. Since the angular distribution of zeros plays a role in a description of the zero sets of functions in the classical weighted Bergman space A p α , it is natural to expect that the same happens also in A p ω , when ω ∈ D. However, we do not venture into generalizing the theory, developed among others by Korenblum [39] , Hedenmalm [32] and Seip [56, 57] , and based on the use of densities defined in terms of partial Blaschke sums, Stolz star domains and Beurling-Carleson characteristic of the corresponding boundary set.
Integral operators
The main aim of this section is to characterize those symbols g ∈ H(D) such that the integral operator
is bounded or compact from A p ω to A q ω , when ω ∈ D. The choice g(z) = z gives the usual Volterra operator and the Cesàro operator is obtained when g(z) = − log(1 − z). The bilinear operator (f, g) → f g ′ was introduced by A. Calderón in harmonic analysis in the 60's for his research on commutators of singular integral operators [13] which leads to the study of "paraproducts". Regarding the complex function theory, Pommerenke considered the operator T g [53] to study the space BMOA proving that T g : H 2 → H 2 is bounded if and only g ∈ BMOA. We recall that BMOA consists of functions in the Hardy space H 1 that have bounded mean oscillation on the boundary T [10, 29] . We will use the norm given by
Later, Aleman and Cima [2] proved that T g : H p → H p is bounded if and only if g ∈ BMOA. The analogue holds for A p ω , ω ∈ R, if and only if g ∈ B [6] . Recently, the spectrum of T g has been studied on the Hardy space H p [4] and on the classical weighted Bergman space A p α [3] . The following family of spaces of analytic functions will appear in the description of those symbols g such that . Consequently, for q ≥ p and ω ∈ D, we simply write
Unlike B, the space C 1 (ω ⋆ ) can not be described by a simple growth condition on the maximum modulus of g ′ if ω ∈ D. This follows by Proposition 6.1 (below) and the fact that log(1 − z) ∈ A p ω for all ω ∈ D. The spaces BMOA and B are conformally invariant. This property has been used, among other things, in describing those symbols g ∈ H(D) for which T g is bounded on H p or A p α . However, the space C 1 (ω ⋆ ) is not necessarily conformally invariant, and therefore different techniques must be employed in the case of A p ω with ω ∈ D.
Recall that h : [0, 1) → (0, ∞) is essentially increasing on [0, 1) if there exists a constant C > 0 such that h(r) ≤ Ch(t) for all 0 ≤ r ≤ t < 1.
(E) If ω ∈ I and both ω(r) and
is a finite measure and hence g ∈ A 2 ω by (3.14). Therefore (3.13) yields
and thus g ∈ A 4
ω . Continuing in this fashion, we deduce g ∈ A 2n
ω for all n ∈ N, and the assertion follows.
(B). If g ∈ BMOA, then |g
which together with Theorem 3.3 gives g ∈ C 1 (ω ⋆ ) for all ω ∈ D. Let now g ∈ C 1 (ω ⋆ ) with ω ∈ D. It is well known that g ∈ H(D) is a Bloch function if and only if
for some (equivalently for all) γ > 1. Fix β = β(ω) > 0 and C = C(β, ω) > 0 as in Lemma 2.1(ii). Then (3.16) and Lemma 2.1(ii) yield
and so g ∈ B.
(C). By Part (B) it suffices to show that B ⊂ C 1 (ω ⋆ ) for ω ∈ R. To see this, let g ∈ B and ω ∈ R. Let us consider the weightω(r) = ω(r) 1−r . Since ω ∈ R,ω(r) is a continuous weight such that
A calculation shows thath(r) = 1 rω (s) ds
, is decreasing on [0, 1). So,
(1−r) α is essentially decreasing on [0, 1) This together with (3.16) gives
and therefore g ∈ C 1 (ω ⋆ ). (D). Let ω ∈ I, and assume on the contrary to the assertion that B ⊂ C 1 (ω ⋆ ). Ramey and Ullrich [54, Proposition 5.4 ] constructed g 1 , g 2 ∈ B such that |g 
By letting |a| → 1 − , Bernouilli-l'Hôpital theorem and the assumption ω ∈ I yield a contradiction.
(E) Recall that BMOA ⊂ C 1 (ω ⋆ ) by Part (B). See [49, Proposition 5.2] for the remaining inclusion. In fact, there is constructed a lacunary series g ∈ C 1 (ω
Proposition 6.2. Let ω ∈ I such that both ω(r) and 
Proof. Let ω ∈ I be as in the assumptions. An standard calculation and Lemma 2.1 gives that g ∈ C 1 (ω ⋆ ) if and only if
Let g ∈ C 1 (ω ⋆ ) \ H 2 be the function constructed in the proof of Proposition 6.1(E). Then
by Lemma 2.1 and (6.3). Since g ∈ H 2 , the assertion follows by letting |a| → 1 − in (6.4).
6.2.
Boundedness of the integral operator. Case q = p. We shall use the following preliminary result.
Proof. Let 0 < p, q < ∞ and ω ∈ D, and assume that
By Lemma 3.1 there is γ > 0 such that sup a∈D f a,p A p ω
for all a ∈ D. This together with the well-known relations 
The assertion follows from this inequality.
Proof. If p = 2 the equivalence follows from Theorem 3.8, the definition of C 1 (ω ⋆ ) and (6.1). The rest of the proof is divided in four cases.
(3.1) and (3.15) yield
for any bounded function ϕ on D. Since β/α = p/2 < 1, we have
By using Fubini's theorem, (3.16), Hölder's inequality and Theorem 3.4, we deduce
(6.9) 1 − r , 0 < r < 1.
So using analogous ideas to those employed in the proof of Theorem 6.4 we can prove the following.
Theorem 6.5. Let 0 < p < q < ∞, ω ∈ D and g ∈ H(D).
(i) If 0 < p < q and
(ii) If Hölder's inequality and Lemma 3.10 yield
ω is bounded. In order to prove the converse we we will use ideas from [2, p. 170-171] , where T g acting on Hardy spaces is studied. We begin with the following result whose proof relies on Corollary 4.4.
Proposition 6.7. Let 0 < q < p < ∞ and ω ∈ I ∪ R, and let T g : A p ω → A q ω be bounded. Then T g : Ap ω → Aq ω is bounded for anyp < p andq < q with
Proof. Theorem 4.3 shows that for any f ∈ Ap ω , there exist f 1 ∈ A p ω and f 2 ∈ Ap 18) and hence F ∈ A q ω . Then (6.15) and the identity
where C 2 = C 2 (q, ω) > 0. This together with (6.17) and (6.18) gives
To prove (6.16), let 0 < p ≤ 2 and let 0 <p < 2 be close enough to p such that
ω , where
Composition operators
Each analytic self-map ϕ of D induces the composition operator C ϕ (f ) = f • ϕ acting on H(D). With regard to the theory of composition operators, we refer to [24, 60, 63] .
Let ζ ∈ ϕ −1 (z) denote the set of the points {ζ n } in D, organized by increasing moduli, such that ϕ(ζ n ) = z for all n, with each point repeated according to its multiplicity. For a radial weight ω and an analytic self-map ϕ of D we define the generalized Nevanlinna counting function as
Using the characterization of the q-Carleson measures for A p ω provided in Theorem 3.3, Theorem 3.12 and a description of bounded differentiation operators from A p ω to L q µ [50] , it has recently been proved the following result [52] .
Theorem 7.1. Let 0 < p, q < ∞, ω ∈ D and v be a radial weight, and let ϕ be an analytic self-map of D.
(a) If p > q, then the following assertions are equivalent:
We observe that condition (iii) in the classical case C ϕ : A p α → A q β gives a characterization of bounded (and compact) operators that differs from the one in the existing literature [62] . Here we shall prove an extension of this last result to the class of regular weights. Theorem 7.2. Let 0 < q < p < ∞, ω ∈ R and v be a radial weight, and let ϕ be an analytic self-map of D. Then the following assertions are equivalent:
for some (equivalently for all) fixed r ∈ (0, 1).
Preliminary results.
A key result in the proof of Theorem 7.2 is the local good behavior of the generalized Nevanlinna counting function [52, Lemma 14] . Lemma 7.3. Let ϕ be an analytic self-map of D and v a radial weight. Then N ϕ,v ⋆ is subharmonic on D \ {ϕ(0)}.
Next, using the subharmonicity of |f | p , the definition of the class Inv and the fact that inf z∈K ω(z) > 0 for any compact subset K ⊂ D, it can be deduced the following. We shall use the following result on composition operators acting on weighted Bergman spaces induced by weights that are not necessarily radial . Since the norm convergence in A q v implies the uniform convergence on compact subsets of D, and ϕ is not constant, the uniform convergence of g k to zero and (7.2) imply that at least one of the functions G 1 , . . . , G m must be identically zero. Without loss of generality, we may assume that G 1 ≡ 0. Then, by Hölder's inequality, we deduce where in the first inequality we used the hypothesis q ≥ 2. Therefore Theorem 3.8 and a change of variable give
