ABSTRACT Spectral indices are widely used to emphasize water body information in satellite images. The selection of the appropriate index is one of the tasks that the remote sensing community faces when water bodies are studied. In this paper, we propose an approach for the selecting and fusing of spectral indices, in order to improve water discrimination. First, we compute several spectral indices and analyze their discrimination power, taking into account the accuracy value. Through a hierarchical clustering applied only on indices with accuracy value greater than a certain threshold, we cluster the water indices into different groups. The result of the clustering depends on two factors: the discrimination capacity of the computed indices and the features of the studied water body. Indices in each group are fused by means of a linear combination. Therefore, we obtain an adaptive fusion of different spectral indices. The previous information is used to compute the likelihoods belonging to water and non-water. These values are the inputs for a probabilistic classification framework named Gaussian-Markov measure field. According to our experimental work, the proposed selection and fusion approach improves the discrimination power of the studied indices.
I. INTRODUCTION
Water bodies are very important resources for maintaining equilibrium in the ecosystem, as well as social and economic development of a region or country. Therefore, the study of them is essential for establishing policies for the use and protection of water resources.
New technologies, particularly the employment of remote sensing and digital processing of satellite images, have provided synoptic and large scale observations, which has favored the investigation of water resources. Several techniques are used to study water bodies. Unsupervised and supervised methods, and the combination of both are general strategies used for water body extraction [1] . In the unsupervised algorithms, the grouping process is based on the feature space analysis of the image without information about classes. Examples of unsupervised algorithms are k-means [2] , [3] and Iterative Self-Organizing Data Analysis Technique (ISODATA) [4] . Similar to k-means, ISODATA is focused on the central tendencies and major structures of the data. Both methods are iterative algorithms, but unlike k-means, ISODATA includes a refinement step based on the splitting and merging of clusters. On the other hand, the supervised techniques require a training dataset with data consisting on a feature vector and the corresponding category or class. In the case of water segmentation, the algorithms need samples of pixels labelled as water/non-water (ground truth), that typically are given by an expert. Examples of supervised algorithms used for water classification are the random forest algorithm [5] and the J48 decision tree [6] . Moreover, the Support vector machine (SVM) [7] and artificial neural networks [8] are used in remote sensing for water recognition.
Spectral water indices, WI, are frequently used as descriptors for all aforementioned approaches. Among of them are: Normalized difference water index, NDWI [9] , and modification of it such as NDWI1, NDWI5 in [10] and modified normalized water index in [11] ; water ratio index, WRI, in [12] and [13] and automatic water index for shadow, AWEI sh , and no shadow conditions, AWEI nsh in [14] . The normalized difference moisture index, NDMI [15] and normalized difference vegetation index, NDVI [16] are indices frequently used to study vegetation, but due to their capacity to track the water stress in land coverage [17] , both indices are useful to analyze water bodies. In [18] , the perceptron model leads to accurate discrimination of water bodies. The considered descriptors were the MNDWI [11] and the reflectance in different spectral bands, obtained from Landsat TM imagery. The proposal in [19] allowed the analysis of the spatio-temporal changes in a water body using images from Landsat TM and ETM+ images. The experimental work took into account SVM [7] and three spectral indices: NDWI [9] , MNDWI [11] , AWEI [14] . The SVM and NDWI were superior to other strategies. Research done in [20] combines a pixel-based approach such as NDWI and object oriented model [21] , [22] on Sentinel-2 satellite images. This combination is justified by the fact that it is hard to discriminate objects with similar spectral response using only spectral indices, especially when this pixel-based approach tries to separate water bodies from another object with a low albedo, for instance: shadows, built-up areas, snow and ice [20] . Several indices have been proposed to avoid the mentioned problem [11] , [14] . However there are still problems to finding the index or combination of appropriate indices that leads to an optimal descriptor that would facilitate the analysis of each water body. The results obtained by different spectral indices used for water detection, are not always reliable. Furthermore, the threshold values computed to discriminate water and non-water change with the contextual information and location of the water body [14] . Additionally, the spectral range of the bands varies from one sensor to another. Therefore the results obtained through spectral indices depend also on the sensor resolution.
In this work, we include several spectral indices and analyze the discrimination capacity of each of them. Firstly, indices with an accuracy value higher than a certain threshold are selected. Then, through a hierarchical clustering applied on selected indices, we obtain three groups. Indices in each group are mixed by means of a linear combination, leading to new three indices. Coefficients in the combination are calculated in three different ways: average and correlation sign, fisher discrimination analysis and best index in the group. The information given by the combination, together with the segmentation given by an expert are used to compute the likelihood values for a probabilistic segmentation framework, in particular, in this work a robust version of the Gaussian Markov Measure Field models is applied [23] , [24] .
The studied images correspond to Chapala lake, the Infiernillo and Nezahualcoyotl reservoirs in Mexico and they are Landsat 8 OLI images acquired through a USGS Global Visualization Viewer site http://glovis.usgs.gov.
The structure of this paper is the following: in Section 2 we briefly review the spectral indices included in the research, in Section 3 we explain the proposal. Section 4 describes the studied areas. Section 5 and 6 are dedicated to the experimental setup and discussion of the results respectively. In Section 7 the conclusions are given. Table 1 contains all the indices considered in the proposal, including the formulae and the spectral range of the bands used to compute the index in the referenced papers (columns 2, 3 and 4).
II. STUDIED WATER INDICES
In Table 1 , ρ represents top-of-atmosphere-reflectances calculated according to [27] .
The coefficients, for AWEI nsh and AWEI sh in the linear combinations were provided in [14] . Feyisa et al. [14] calculated these coefficients through an iterative procedure that maximizes the separability between water and non-water; they are used for the study of any water body and the facts related to the acquisition and the structure of the object are no longer considered when the index is applied.
The capability of detecting water bodies, for all included indices, depends on the resolution of the sensors and on the structure of water body being studied.
III. THE PROPOSAL
In general, the aforementioned spectral indices have proven to present a high discrimination power for water body detection. However, in some situations the discrimination power may decrease due to the particular conditions of the water body, cloudy weather, loss of information during the acquisition process and misleading data because of difficulty in discriminating water from other objects on the Earth's surface with low albedo. On the other hand, it has been observed that when applying the typical threshold for each water index these methods do not always yield good results [9] , [11] . For the previous reason, some research has been carried out in order to find a good threshold, however these thresholds have been unstable, see [14] for details.
In this paper, we present a strategy based on the selection and fusion of spectral indices, taking into account the discriminant power of each studied index. The idea is to combine indices to form new adaptive indices (or layers) that can be used as the input of a classification method. In this work, for the classification step, we use a probabilistic segmentation method based on a robust version of the Gaussian Markov Measure Field models [23] , [24] .
Firstly, from indices presented in Table 1 , we select the most relevant indices in order to reduce their number while maintaining, as much as possible, the discriminatory power. Secondly, we cluster the selected indices in K groups and finally, we compute new adaptive indices as follows:
where N i is the number of spectral indices in the i-th cluster, I ij represents an spectral index j in group i, α j i are the weights VOLUME 6, 2018 of the linear combination and K is the number of clusters. Therefore, the new adaptive index L i is basically a linear combination of different spectral indices.
The general idea of the proposed method is to reduce the dimensionality while keeping the separability between classes. In order to select the most relevant indices, we threshold the corresponding image, by means of Otsu [28] . This is a dynamic threshold method which is widely used in image processing. It consists of maximizing the variance between classes and minimizing the intraclass variance. This allows us to obtain an optimal threshold value for the separation between water and non water bodies. Then, we compute the discrimination capacity of each water index through the accuracy measure. Indices with an accuracy value higher than a certain threshold are selected. The training samples for computing accuracy values are randomly taken from the ground truth, i.e. water/non water regions manually labelled, provided by an expert.
The described step may reduce the feature space, but more importantly, it allows us to preserve the water indices with high discriminatory power. In the second step, after selecting the water indices with higher accuracy, we propose to cluster the selected indices in three different groups or clusters. In this work we use a hierarchical clustering algorithm [29] . Finally, for computing the new adaptive indices in (1) we propose three strategies. We can use the average with sign for each cluster, i.e., α
, where s j is the sign of the correlation between the index with best classification performance in the cluster i-th and the index I j of the same cluster. Another proposed method is to highlight the contrast between the classes by maximizing the Fisher's criterion:
where S b is the between-class scatter matrix and S w the within-class scatter matrix [30] . The solution is computed directly by:
where m 1 , m 2 are the mean of the two classes, respectively [30] . The third proposed alternative simply assigns 1 to the coefficient corresponding to the spectral index with the best classification performance, and 0 to the remainder, i.e., selects the best spectral index for each cluster. Here, we have proposed three different ways of obtaining the coefficients in (1). In practice, the selection of the weights of the linear combination depends on the analyzed image and the particular conditions of the water body. Regardless of the strategy used to calculate the coefficients of the linear combination, we obtain an adaptive fusion of different spectral indices. The new adaptive indices depend on the particular analyzed image, i.e., we cannot specify the spectral index to be selected nor the cluster to which it will belong.
In summary, we apply the previous fusion method to a sample of water pixels and non-water pixels. The sample is simply obtained from the ground truth provided by an expert. Then, we use the result of the linear combination to train a classification algorithm and finally we apply the classifier to the whole image.
Although, the fusion of the spectral indices can be used as a training set of any classification algorithm, for example: a neural network or SVM; here we use a probabilistic segmentation method because this type of method takes into account the local information of the image, which allows producing less granular segmentations. Additionally, this method has recently been used successfully in satellite images for crop classification [23] , [24] . For the sake of completeness we provide some details of a robust variant of the GMMF used in this work. The GMMF solves the problem of determining the probability p k (r) of each pixel or site r of the image to belong to class k. The GMMF is formulated as the following optimization problem:
where L is the set of pixels in the region of interest, λ > 0 is a regularization parameter, N r is the set of neighboring pixels to site r, K = {0, 1} is the set of classes, v k (r) represents the likelihood of pixel r to belong to class k. The likelihoods v k (r) are computed from the layers L i and histograms obtained from expert information, see details in [24] . The weight function ω rs ∈ [0, 1] allows control of the edges between classes. Here we use:
such that ω rs ≈ 1 if the sites r, s most likely belong to the same class and ω rs ≈ 0 otherwise. Finally, the solution of the optimization problem (4) yields the following Gauss-Seidel scheme:
This is an iterative algorithm in which the previous formula is repeated until convergence for each site r and each class k. Note however, that in our case, one just needs to apply the algorithm for one class, for example k = 1 and the other, p 0 (r) is simply computed as follows p 0 (r) = 1 − p 1 (r). Figure 1 depicts the flowchart of the proposed algorithm.
IV. STUDY AREA
Three water bodies are included in this research: Chapala lake, the Infiernillo and Nezahualcoyotl reservoirs. The images were acquired from Landsat 8 satellite through a USGS Global Visualization Viewer site http:// glovis.usgs.gov. The images have spatial resolution of 30 meters. The cloudiness level is very low, less than 10%, and does not affect the images corresponding to the analyzed water bodies. Table 2 summarizes some specifications of the study areas.
Chapala lake is located in Mexico and it is the largest natural lake in the country. Chapala is located in the eastern part of the state of Jalisco and in the northwestern part of Michoacan state in western Mexico, within latitude N20 • 15 00 and longitude W103 • 0 0 . Its approximate dimensions are 80 km from east to west and about 12.5 km from north to south. The Chapala lake is highly polluted with heavy metals and other toxic substances derived from industrial and agricultural wastes [31] . The total capacity of the dam is 12 500 000 000 m 3 , http://www.conagua.gob.mx/atlas/.
The Nezahualcoyotl dam is located in Chiapas, Mexico. The coordinates of the reservoir are N17 • 10 43 and W93 • 35 54 . This reservoir supports an hydroelectric power station. The depth and the length of the dam are 37.5 m and 480 m, respectively. The total capacity of the reservoir is about 10 596 000 000 m 3 , http://www.conagua.gob.mx/atlas/. Figure 2 shows the images of Chapala lake, Infiernillo and Nezahualcoyotl reservoirs. Chapala lake has a regular shape with a border that resembles an ellipse, Infiernillo and Nezahualcoyotl reservoirs have irregular shapes. These images also contain narrow rivers and small lakes that could be a challenge for some segmentation algorithms.
A. PREPROCESSING
The images were radiometrically calibrated and geometrically corrected. This correction was applied according to documentation in [32] and it was performed using Matlab (v.2012) [33] , [34] .
V. EXPERIMENTAL SETUP
For the experiment, we use the images described in Section IV. The results of our proposal is compared with the linear and the radial basis function Support Vector Machines. Additionally, we provided a comparison with all the spectral indices included in Section II. Here we present the results of the MNDWI, AWEInsh and NDVI spectral indices due to they obtained the best and most stable results.
In the case of the supervised methods, SVM and our proposal, we conducted experiments with different sizes of randomly selected training sets, from 1% to 50% of the number of pixels in the analyzed water body. The training sets were selected from the ground truth. In all cases, the performance of the algorithms was good and very stable. In the experiments that follow, the size of the training set is equal to the 1% of the number of pixels that belong to the water body in the corresponding image. For the SVM methods we use as feature vector the set of indices described in Table 1 .
To evaluate the performance of all reviewed indices, see Table 1 , the studied images were manually segmented by an expert. The obtained images were considered as a ground truth.
An example of the segmentation process is depicted in Figure 3 . First, we selected the water indices with an accuracy value greater than a threshold of 0.97. This parameter was tuned manually. If we select a too high value, the number of WI is too small, if we select a very low value the number of WI could be very high and the quality of some WI could be low. Therefore, there is trade-off. In practice, we would like to dispose a good number of WI (more than 3 because of the fusion step, see Figure 1 ) with high accuracy. We found experimentally that 0.97 met these requirements. Afterwards, these indices are clustered in three groups, see Fig. 3(a) , and for each group we maximize the Fisher's criterion which gives the weights of the linear combination (1) obtaining the image in Fig. 3(b) from which we compute the likelihoods for each class, see Figures 3(a) y 3(d) . Finally, the segmentation is depicted in Fig. 4 .
A. COMPARISON MEASURES
For validation purposes we use several comparison measures which are based on the confusion matrix for binary class classification problems [35] , [36] . These measures allow us to assess the performance of algorithms. The performance measure we used for comparing the algorithms are: overall accuracy, recall, precision and Cohen's kappa [37] , i.e.,
Overall accuracy
where TP is the true positive, TN is the true negative, FP is the false positive and FN is the false negative. The overall accuracy (7) is the number of correct classifications divided by the total number of classified data. The recall (8), in our case, corresponds to the proportion of pixels in the water body that are successfully classified, i.e., it is the ratio between true positives and the total number of positives (true positives and false negatives). The recall is also called true positive rate or sensitivity. The Precision (9) is a measure of the accuracy of the water class and it is the ratio between the number of correctly predicted data of the water class divided by the total number of classified data in the water class. Cohen's kappa [37] measures the agreement between two raters, in which each one classifies N items into K mutually exclusive categories.
VI. EXPERIMENTAL RESULTS AND DISCUSSION
In the case of the proposal, we consider three alternatives, see Section III, to combine the water indices: linear discriminant analysis (lda), the selection of the best index for each cluster (best), and the average of water indices for each cluster (average). Similarly, we compare two variants for SVM: the linear and Radial Basis Function (rbf) alternatives. The experiments are carried out to the three water bodies considered, some discussion is given for each of them, and a general analysis is also provided at the end of this section. The results are shown in Tables 3, 4 and 5. In bold we show the method with best results and in italic and bold the methods with the second best results. 4. Segmentation result of Chapala lake using GMMF with likelihoods, Fig. 3(c) , computed from Fig. 3(b) . Regions in white correspond to water bodies and in gray to non-water bodies. Regions of non-interest are areas in black.
A. CHAPALA LAKE
Obtained results for Chapala lake are shown in Table 3 . As it can be seen, the results are very good for almost all the used indices. Nevertheless, it can be appreciated indeed that the proposed new approach outperforms the previous methods in accuracy, Kappa index and precision. With respect to recall, the SVM rbf obtains the best result, but it is important to notice that our method is ranked in second place. On the other hand, the overall accuracy is better for the proposed approach, which means that the proportion of well-classified pixels are better managed by the proposal. Table 4 presents the results obtained for the Infiernillo water body; as it can be seen, the obtained results are very good for almost all the used indices. The proposed approach, using the average of water indices per cluster, obtains the best accuracy 0.9979 and Kappa 0.9813 results; obtained values for recall and precision are ranked in second position, with very low difference with the best ones SVM linear and WRI respectively.
B. INFIERNILLO RESERVOIR

C. NEZAHUALCOYOTL RESERVOIR
Obtained results for the Nezahualcoyotl reservoir can be seen in Table 5 . As it can be seen, Kappa indices are in general not good for the state of the art methods, which obtain values in the range 0.1066 to 0.8295, value which is improved up to 0.8596 by the new proposed approach. The proposed approach also obtains the best accuracy among all of the used methods 0.9942 and 0.9940, slightly better than the third one 0.9927 obtained by WRI. As a matter of fact, the obtained precision is 1.0000 (actually the number of false positives in our proposals is very small compared to the true positives and the precision is practically 1), and that value combined with the good recall gives this accuracy result.
The new proposed approach obtained a 100% precision value, which is significantly better than the second best value (71.66%) obtained using the WRI index; the proposed approach is the one which obtains the best accuracy as well (99.42%). This indicates the appropriateness of the proposed approach for water detection in different places, morphologies and sizes. VOLUME 6, 2018 The reviewed methods are competitive in their overall accuracy, however the proposed method not only presents the best overall accuracy, but is also more consistent with respect to the remaining comparison measures. The new method outperforms, in general, the kappa index and precision value for all the considered water bodies, see for example Table 5 . Notwithstanding, our method requires more computational time due to the probabilistic segmentation (PS) step. The PS can easily be implemented in parallel with CUDA using a NVIDIA GPU and one can obtain binary segmentation in real time, see [38] for details.
VII. CONCLUSIONS
In this paper a new approach has been presented to deal with water bodies detection in satellite images; the main idea is to select and combine existing water indices which best fits with the characteristics of the studied water body. To this end, we select the water indices with best performance according to its accuracy, then the selected indices are clustered, and finally, the indices in each cluster are combined and used to perform a water-non water classification process.
Obtained results are very good, outperforming state-ofthe-art approaches in almost all of the comparison measures considered in our study. Especially in accuracy and Kappa, the results are the best ones for all the considered water bodies.
It is worth mentioning that the new proposed approach is able to adapt to the characteristics of the water body in study, which helps to improve water indices accuracy. In fact, the method combines the best water indices found for a given water body, being dynamically adapted to the environment. It can be inferred as well that the formula used to classify water-non water pixels can vary for the same place in different periods of time, or in different weather conditions, which made it more feasible to deal with temporal evolution of the water presence.
As Future Works some lines remain open: More combinations of water indices can be tested; as a matter of fact, the list of used indices can be updated and newer indices can be included in the combinations as they appear in the literature.
Other line which could improve the water detection capability is the use of Multi-classifiers instead of the one used in this paper. This is another research more related with Machine Learning, more precisely with the searching for the most adequate classifier to deal with a given classification task.
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