With the growing use of large-scale sensor networks, huge volumes of sensor data are being generated from structural health monitoring systems. Vibration sensor data often constitute a large portion of the monitoring data from a structural health monitoring system. Efficient transmission and management of large-size vibration sensor datasets are becoming an increasingly important aspect of structural health monitoring systems. To address this problem of emerging importance, this paper presents a novel method for interactive retrieval and management of sensor network data. Pre-defined features obtained from principal components analysis (PCA) are proposed for the detection of changes in the monitored structure. The PCA transform and linear predictor are also used in the data compression scheme to allow users to retrieve data progressively with significantly reduced data size. The results of a case study involving wireless sensor network data collected from a five-story model building are presented to demonstrate the potential use of the proposed method in the transmission and management of sensor network data. The proposed method is believed to provide data users with the flexibility to select data and retrieve data at multi-resolution levels, reducing raw data size, relaxing the communication bandwidth requirement, and speeding up the data transmission process.
Introduction
Engineering structural systems are susceptible to deterioration and damage over their service lifetime due to excessive loading, material aging, misuse and fatigue. To enhance their performance, interests have been growing in structural health monitoring techniques which have a potential to extend the lifetime and prevent sudden catastrophic failures of civil and mechanical systems through information-based maintenance and repair.
Sensors and data acquisition systems are the essential parts of a structural health monitoring system. A new trend in structural health monitoring is towards the use of sensor 1 Author to whom any correspondence should be addressed. communication bandwidth, which is especially true for wireless networks. On the other hand, the huge data size generated by large-scale structural health monitoring systems is also challenging the conventional data analysis approaches. Data users might be interested in retrieving sensor data with different resolution levels over different time periods. In order to facilitate efficient transmission and retrieval of sensor data, innovative sensor data retrieval and management methods are highly desired, which might provide an alternative solution to alleviating the limited communication bandwidth problem and provide data users the flexibility to retrieve selected sensor data at desired resolution levels.
Principal components analysis (PCA) is a powerful tool for signal processing and pattern recognition (Chen and Lee 1995 , Pinkowski 1997 . The main advantage of PCA is that it can represent correlated multi-dimensional information by significantly reducing the dimension while retaining the most important information: the principal components of the signal. PCA is one of the information reduction algorithms that have seen growing use in civil engineering application over the past decade. For example, Ogaja et al (2003) use the PCA method to reduce the amount of wavelet transformed GPS data. The PCA method was also used by Ikhlas et al (2005) to extract critical features from images of a cracked bridge. Recently Ruan et al (2006) used PCA for the compression of wind-induced surface pressure data. The use of PCA in these applications was motivated by the information overloading problem associated with raw data and critical features.
This paper presents an interactive data retrieval and management method that integrates feature monitoring with a PCA transform and linear predictor based progressive data compression algorithm. The proposed method is particularly useful for integrated structural health monitoring systems for civil infrastructures, in which sensor data from the data acquisition subsystem are preprocessed and stored as principal components in the data management subsystem. The data management subsystem is the interface between the data acquisition subsystem and data distribution subsystem. If a major change in the operating condition of the monitored structure is detected based on monitoring certain predefined features, progressive data transmission, which allows the data user to retrieve data in a coarse-to-fine fashion, can be performed through controlling the number of principal components to be transmitted. Figure 1 shows the procedure of the PCA transform-based progressive data compression scheme in such an integrated structural health monitoring system. Features of the proposed interactive data retrieval and management method include: (i) only downloading data corresponding to major events detected from feature monitoring; (ii) retrieving data with controllable resolution levels; and (iii) compressing data before sending them to communication channels. With this method, data retrieval can be carried out in a rapid and efficient manner. Meanwhile, this method offers the flexibility to select data and control the data resolution based on different needs and feature changes.
PCA transform-based data retrieval and management method
In this section, a PCA transform-based method for interactive sensor network data retrieval and management is presented. The PCA transform-based data retrieval and management method proposed here has the following desirable features: (i) the occurrence of major events including abnormal excitation cases and structural damages can be alerted before transmitting actual sensor data; (ii) data corresponding to major events can be retrieved progressively with coarse-to-fine resolution levels as determined by users' requirements; (iii) the data size can be significantly reduced using the PCA transform and linear predictor-based data compression method. The interactive data retrieval and management method for sensor network data comprises three major functions: feature monitoring, progressive transmission and data compression. The eigenvalues of the covariance matrix from the PCA transform is utilized as an index indicating the changes in the structural system. The transformed principal components contain different amounts of information and can be used either individually or collectively to reconstruct the original sensor data, which makes progressive transmission possible. Compression of digital data is made possible by eliminating the temporal and spatial correlation between different sensors and different data samples in a single sensor, as well as codeword assignment redundancy. The PCA transform is capable of removing the spatial correlation among different sensors by transforming the original signal into spatially uncorrelated principal components. Then, linear predictor and the entropy coding algorithm are applied to these spatially uncorrelated principal components to further remove the redundancy in the original sensor data.
Principal components analysis (PCA)
The PCA transform has been widely used in statistical data analysis and pattern recognition (Webb 2002) . The basic idea of PCA is to derive new variables (principal components arranged in descending order of importance) that are linear combinations of the original variables and are uncorrelated to each other. Principal components are obtained by projecting the multivariate data vectors on the space spanned by the eigenvectors of the covariance matrix of the original data set. One of the advantages of PCA is its ability to describe the data using a small group of underlying variables while preserving as much of the relevant information as possible in the dimensionality reduction process. T .
The p × p covariance matrix of the same data set can be calculated as
By taking a linear transform, the j th principal component of the original data set is
where a j = [a j 1 , a j 2 , . . . , a j p ] is the eigenvector corresponding to the j th largest eigenvalue λ j of the covariance matrix . This can be rewritten in matrix form as
where
T is a matrix consisting of eigenvectors of the covariance matrix as the row vectors and
T contains the p principal components corresponding to p-dimensional original data.
The principal components can be used to reconstruct the original data by
Instead of using all the principal components to reconstruct data, we may represent the data in terms of only first few principal components. This will generally result in loss of information after inverse transformation. However, the eigenvectors of the covariance matrix are arranged in such a way that the first few eigenvectors correspond to the directions with largest variances of the data. Moreover, the information entropy contained in a near Gaussian distribution information sequence is directly related to its covariance (Sayood 2000) . Therefore, the first few principal components carry the most significant amounts of information of the original data. Transmitting and reconstructing only the first few principal components can preserve the basic information of the original sensor data with a reasonable level of fidelity and further detailed information can be compensated by more principal components which form the basis of progressive data transmission.
Meanwhile, since the principal components are uncorrelated to each other, the PCA transforms the spatially correlated sensor network data into uncorrelated waveforms and it eliminates the spatial correlation which accordingly reduces the zero memory information entropy of the original data. Hence, the PCA transform is also a critical step from data compression considerations.
Integer-to-integer mapping.
For data compression purposes, integer-to-integer mapping is necessary because more bit numbers have to be used to represent real numbers than integer numbers with the same data range. Digital sensor data can be treated as integers. For example, measured data of a 16-bit sensor can be seen as integers ranging from −32 767 to 32 767. Data sent to the communication channels are the principal components, as shown in figure 1. Therefore, it is necessary to convert the principal components into integers to avoid the mapping from integer to real number, that is,
where NINT(·) is the nearest integer operator that transforms the input number into the nearest integer. The corresponding inverse transform can be expressed as
The integer-to-integer mapping described here will cause information loss or signal distortion. However, as evidenced later in this paper, the signal distortion caused by integer-tointeger mapping is generally kept at very small level and has no significant effects on the identified modal frequencies from the reconstructed data.
Feature monitoring
For PCA-based progressive data transmission, the downloaded data contain only part of the total information before downloading all principal components. Therefore, one of the important issues is to assess how much information has already been downloaded and if it is necessary to download more data. This knowledge can be acquired by monitoring the eigenvalues λ of the covariance matrix .
One of the major advantages of monitoring these features is that it will not increase the analysis efforts or demand on transmission bandwidth. The eigenvalues of the covariance matrix have already been acquired during the PCA transform of raw sensor data and can be directly transmitted to data users without significantly increasing the data size.
The ratios of these eigenvalues indicate the amount of information contained in the principal components. It can be verified that the variance of principal component u i is equal to the i th largest eigenvalue λ i of the covariance matrix , i.e., var(u i ) = λ i (Webb 2002) . As mentioned earlier, the information entropy contained in a near Gaussian distribution information sequence is directly related to its covariance (Sayood 2000) . Therefore, the value of
can be viewed as an indicator of the ratio of information contained in the first k principal components.
The change in the eigenvalues indicates the change in the stochastic system. Assume the monitored structure is a stochastic system. Its state space model can be written as (Ljung 1999) x k+1 = Ax k + w k (8)
where x k ∈ N is the state vector and y k ∈ m is the system output; w k ∈ N is the process noise due to unknown disturbance and modeling inaccuracy; and v k ∈ m is the measurement noise. The subscript k denotes the kth step in discrete time. A and C are the state space matrices which contain the structural system information. If the stochastic system is assumed to be stationary with zero mean, the following relationships hold (Peeters 2000, Van Overschee and De Moor 1996) :
where Q, S, R and are constant matrices because of the stationary system assumption.
Therefore, the following relation can be derived:
Based on the stationary stochastic system assumption, the covariance matrix is constant. Monitoring the eigenvalues λ of the covariance matrix can track the changes in the original stochastic system. Observation of a significant change in the eigenvalues could indicate changes in the following quantities: input excitation, system properties, or noise level, which might be of interest to data users. Based on this feature change, data users can make their own decision about data retrieval and analysis requirements.
A statistical pattern recognition algorithm can also be applied to classify the patterns of eigenvalue changes to obtain further information about the abnormal changes in the system based on the analysis of collected historical information.
PCA and linear predictor based data compression scheme
The goal of data compression is to represent the information source as accurately as possible using the fewest number of digital bits by reducing its redundancy.
The data compression method generally involves a two-stage procedure: decorrelation and entropy coding. In the decorrelation stage, a predictive or transform function is applied to remove the statistical correlation of the sensor data, while the new data set Y retains all or most of the information in the original information source X; if the predictive or transform function is a good fit of the data set, the outcome will be a new data set with reduced information entropy. The second stage, called entropy coding, attempts to represent the data set in its minimal form by finding a code which has its average length as close as possible to the information entropy of Y .
Efficient compression of sensor network data can be achieved through understanding its unique information characteristics. It is well known that structural response data contain structural system information such as stiffness, mass and modal properties. Data samples are correlated in the time domain. Measured data from sensors at different locations on the structure are also correlated through such structural system properties. This correlation leads to the information redundancy in sensor network data. Additional redundancy in sensor data exists with the uniform digital codeword assignment scheme. For example, data from a 16-bit sensor are represented with 16 binary numbers. However, different data values have different occurrence frequency. Using codewords of the same length for different data values would also lead to redundancy. An effective sensor data compression method should strive to reduce or eliminate the above-described redundancies in the original sensor data as much as possible.
One of the three major functions of the proposed method is to perform data compression before sending them to communication channels for transmission. The data compression method we are concerned with here involves the use of PCA, linear predictor and arithmetic coding to remove the spatial, temporal correlation and redundancy associated with uniform codeword assignment. This PCA and linear predictor based data compression scheme is illustrated as a three-step procedure in figure 2. The PCA is firstly applied to the sensor network data to eliminate the spatial correlation between sensors at different locations. Subsequently, a linear predictor-based data compression algorithm is applied to each principal component before it is transmitted after entropy coding. A good fit of linear predictor to data samples can significantly reduce the information entropy since the predictor residues (i.e., prediction errors) are concentrated in a smaller data range and are more narrowly distributed compared to the original signal. The resulting signals are the predictor residues of the principal components which are uncorrelated in both temporal and spatial domains. Arithmetic coding is finally applied to the predictor residues to find a shorter digital codeword to represent the signal. The arithmetic coding-encoded signal is the compressed data which has a much smaller data size and can be used for efficient data transmission. The original data can be reconstructed from the compressed data through an inverse three-step procedure as shown in figure 2.
A linear predictor is generally very effective in compressing a continuous waveform; it greatly reduces the amplitude range of narrow-band data (Stearns et al 1993) . Selection of a linear predictor generally involves two aspects (Stearns and Hush 1990) . A model structure for the linear predictor including the predictor order has to be selected first; the other aspect is to determine the values for the predictor coefficients by applying certain optimization criteria such as minimizing the predictor residue. In a discrete-time context, a linear predictor can be expressed aŝ
whereŷ k is the estimated signal value for the principal components at the kth time step; the y k−i are the input signals to the linear predictor; p is the predictor order and the β i are the predictor coefficients. The predictor residue is expressed as
For the purpose of data compression, the predictor coefficients are generally determined by minimizing the predictor residue in a least square sense (Stearns et al 1993) . The least square criterion for estimating the linear predictor parameters in the scalar case can be stated as (Ljung 1999) 
where arg min { · } means 'the minimizing arguments of the function'; the predictor residue for a single sensor is a scalar quantity. The square of the predictor residue for the sensor data can be written as
To minimize the square of predictor residue in a least square approach, take the derivative of the predictor residue variance with respect to the linear predictor coefficients α h and let it equal zero for the solution:
where i = 1, 2, . . . , p. Rewrite equation (16) as
Expand equation (17) into
. . , p, is the system output autocorrelation matrix. Rewrite equation (18) as
Recognizing that i can be any integer between 1 and p, we can write out the following simultaneous algebraic equations,
Assume stationary system output and thus R T −i = R i (Sayood 2000) . Equation (20) involves p unknowns and p linear algebraic equations; therefore the α i can be solved directly from the equation. The parameters thus derived for the linear predictor can remove the temporal correlation in the data by utilizing the above-described minimization criteria.
An integer-to-integer mapping is also needed here for data compression purposes:
where NINT(·) is the nearest integer operator that transforms the input number into the nearest integer. In the inverse linear predictor as used in the data reconstruction process, we can always recover the exact value of the original sensor data y k with the following relation:
The linear predictor-based data compression algorithm which involves linear predictor and integer-to-integer mapping is a lossless compression procedure. The reconstructed y k is exactly the same as the original data without any signal distortion.
After the decorrelation stage, the next stage of sensor data compression is to code the predictor residue sequence using an appropriate entropy encoder. An entropy encoder is a coding scheme that assigns codewords to symbols so as to match the codeword length with the occurrence frequency of the symbols. Two of the most popular entropy coding schemes are Huffman coding and Arithmetic coding (see, e.g., Nelson and Gailly 2005). Huffman coding uses an integer number of digital bits for each symbol while Arithmetic coding uses an integer number of digital bits for group of symbols. Therefore, Huffman coding suffers from the fact that each symbol must have a representation of at least one bit. Arithmetic coding has been shown to give near optimal compression for Gaussian white noise data sequences. The fundamental idea behind Arithmetic coding is the mapping of a string of numbers or symbols onto a range of real numbers between 0 and 1 (Rissanen and Langdon 1979) . A detailed description of Arithmetic coding for lossless waveform compression can be found in Stearns (1995) .
Experimental study
This section presents the test results of a five-story scaled model building being monitored with a five-node wireless sensor network. Figure 3 shows a picture of the five-story model building as well as a G-link wireless sensor. The experiment was carried out to examine the performance of the proposed sensor network data retrieval and management method. A wireless sensor network was adopted for this experiment because the proposed interactive data retrieval and management method is especially useful for structural health monitoring systems that rely on wireless communication networks for data distribution. PCA-based progressive data transmission enables interactive data retrieval and management that could reduce the data downloading time, boost the data access speed, and more efficiently use the limited communication bandwidth, and naturally reduce the power consumption in the wireless sensor network.
The plan size of this five-story scaled building is 12 inch× 12 inch and its story height is approximately 8.5 inch for the first story and 10 inch for the remaining stories. G-link wireless accelerometers (from Microstrain, Inc) were used to measure the acceleration response of the five-story model building.
Test procedure
To evaluate the performance of the proposed interactive data retrieval method with integrated feature monitoring, a total of four stages of vibration tests were conducted, as described below.
• In stage 1, the model building was excited by white noise ground motion with constant root-mean-square (RMS) amplitude.
• In stage 2, the ground excitation is also white noise. However, the RMS amplitude level of the white noise ground excitation was varied four times to simulate nonstationary excitation.
• In stage 3, the ground excitation is the 1940 El Centro (ELC) earthquake record in order to examine the performance of the proposed method under earthquake loading.
• In stage 4, structural damage was simulated at selected connections in the model building. The simulated stiffness reduction was introduced by slightly loosening two column-to-beam connections on the first and second floor of the model building respectively. Acceleration response data of the model building at all five floor levels were measured with a sampling rate of 128 Hz. For each stage of the vibration tests, the same duration of 78 s was used. Therefore, a total of 39 936 sampling points were taken from each floor in the test. The proposed method was then performed on the measured sensor network data, and a discussion of the results is given in the following sections.
Feature monitoring
As discussed earlier, changes in an initially stationary system can be detected through monitoring the eigenvalues of the covariance matrix. The detected changes in eigenvalues would help data users decide which time window and details of the data are to be downloaded. In this case study, the measured time series with a total of 39 936 data points collected from a wireless sensor network comprising five wireless accelerometers were divided into 156 blocks, each consisting of 256 data points. A PCA transform was performed on each of these 156 blocks. Figure 4 shows the changes in the minimum eigenvalue of the covariance matrices of these data blocks. Although only the smallest eigenvalue of the covariance matrix is presented, similar observations can be made for the other eigenvalues of the covariance matrix. The eigenvalues were normalized by the initial value corresponding to the first block and the normalized minimum eigenvalues of the measured data are plotted as square dots in figure 4. The solid line which indicates the observed events was drawn by taking a moving average of the corresponding portion on the normalized eigenvalue curve.
All changes in the entire vibration test can be identified from the normalized eigenvalue plot, as shown in figure 4 . In stage 1, the normalized minimum eigenvalue has an average value close to 1, and the observed slight fluctuation shows that the original system is stationary under white noise ground excitation with constant RMS amplitude. During stage 2, the increase and decrease in the amplitude level of base excitation can be clearly seen in the normalized eigenvalue curve. Although the values of the normalized eigenvalue are constantly changing over the entire duration, these changes clearly suggest the changes in the system input. Similarly, the ELC earthquake excitation in stage 3 also causes changes in the normalized minimum eigenvalues. However, unlike the somewhat random fluctuation observed in stage 2, the shape of the normalized eigenvalue curve in stage 3 indicates that the characteristics of the base excitation also change in addition to the amplitude change. The straight line with values near zero corresponds to the free vibration response in stage 3. In stage 4, reduction in structural stiffness leads to a shift of the Without increasing the computation and transmission demand, eigenvalues of the covariance matrix calculated when performing PCA transform are good indicators of the changes in the system. Major events including changes in the excitation amplitude, characteristics of excitation and structural properties can be correlated with the changes in the eigenvalues of the covariance matrix. Based on these observations, data users can make intelligent decisions on when and what data to download, which makes interactive data retrieval and management possible, and reduces the efforts wasted on downloading and analyzing unwanted data.
Progressive data transmission
Other major advantages of the proposed interactive data retrieval and management method include that it allows the data user to retrieve data progressively and sensor data with reduced size are transmitted after data compression. To evaluate the PCA-based progressive data transmission method and its compression performance under different conditions, three-stage data compression as described in the preceding section is applied to the sensor data corresponding to the four major events, which include stationary white noise excitation, white noise excitation with varying amplitude, ELC earthquake excitation and induced structural damage by loosening connections, respectively. Each of these major events spans ten data blocks and starts in block #1, #51, #83, and #119, respectively. The yellow bars in figure 4 indicate the location and span of these four major events. Therefore each major event contains 2560 data points for each sensor since one data block has 256 data points. The results are summarized in table 1, as well as figures 5-9.
As discussed in the preceding sections, the PCA-based data compression method first transforms the original data into a few principal components which carry different amounts of information. Since the principal component associated with a larger eigenvalue generally contains more information, this PCA-based method allows data users to download sensor network data progressively, starting with the most important principal components. The compression performance of this PCA-based method is shown in table 1. Since the information content of the principal components can be correlated with the ratio of eigenvalues, the eigenvalue ratio is used as a metric of the information content in this study. Therefore the number shown in the information content column in table 1 is the average value of the eigenvalue ratio corresponding to ten data blocks. Compression ratio is defined as the ratio of the original sensor data size and the size of compressed data. To measure the signal distortion induced by transmitting principal components progressively, the signal-to-noise ratio (SNR) as defined below is adopted as a metric, SNR = 20 log 10
where y k and e k are the original sensor data sequence and the distortion sequence between the original data and reconstructed data at the kth time instant, respectively. Since each event includes five acceleration time histories collected from wireless sensors on the five floors of the model building, the average value of the SNR (ASNR) of these five time histories reconstructed from a certain number of principal components are listed in table 1. Generally speaking, the larger the ASNR is, the less signal distortion is introduced by the PCA-based progressive data transmission. As shown in table 1, the first few principal components carry most of the information. Obviously, adding more principal components would increase the size of compressed data although the proposed PCA-based method can reduce the data size by half even when all five principal components are considered. The signal distortion is proportional to the number of principal components considered though, as evidenced in table 1. Data users have the flexibility to decide on the tradeoff between data resolution and data size. Due to the real-tointeger mapping in principal components analysis, this method will cause signal distortion even when all principal components are transmitted. However, as shown in tables 1 and 2, this signal distortion is quite small and is usually negligible for most of the data applications.
Figures 5-8 graphically show the principal component analysis of wireless sensor data and the effects of the number of transmitted principal components on signal distortion. Figure 5 plots the acceleration response data corresponding to event #3 collected from the G-link wireless accelerometer sensor network. The five principal components of this sensor data set are shown in figure 6 . No units were assigned to the principal components because they do not have a physical meaning. It can be seen from figure 6 that the first three principal components are dominant in the original data.
Figures 7 and 8 compare the acceleration response data between the original data and the data reconstructed from progressively downloaded principal components. It is seen that as the number of the principal components considered increases, signal distortion is reduced. For this event, if only one or two principal components were downloaded, there would be significant distortions in the reconstructed data. However, data reconstructed from more than three principal components have a waveform very close to the original data.
Effect of information loss on identified modal frequency
For structural health monitoring application, the next step after data retrieval is to extract damage-sensitive features from downloaded data and then make decisions based on these features. The proposed PCA-based data retrieval and management method allows data users to interactively download sensor data with progressively improved resolution. Therefore, it is of interest to study the effect of data resolution improvement on Pre-defined features for structural health monitoring. Although many features are available for damage detection, modal frequency, which is an important structural parameter, is selected in this study to illustrate that the PCA-based progressive data transmission method has an advantage by allowing data users to interactively control the data resolution based on their own features of interest. In this study, modal frequencies are calculated from sensor data using the numerical algorithms for subspace state-space system identification (N4SID) (Ljung 1999) . Table 2 lists the results of structural identification for the four major events. For structural identification, the excitation is assumed to be known only in event #3, in which the ELC earthquake excitation is applied at the base of the model building. Therefore, output-only system identification was applied to all other events (events #1, #2 and #4) to simulate ambient vibration in practice. This study is focused on the comparison of the results identified from the original sensor data and progressively downloaded data.
As shown in table 2, lower-resolution data reconstructed from the first few principal components cause information loss in the modal properties of the model building. When more principal components are considered, the number of modal frequencies that can be identified from the reconstructed data also gets increased. However, the lower-resolution data did not cause significant distortion on the identified modal frequencies, even for the 1 PC case in which only one principal component is considered. It is also interesting to note that the energy distribution of frequency components did not change even with the signal distortion. The difference between the identified results from the original data and the reconstructed data with different resolutions is limited. Therefore, it can be concluded that the effect of progressive data transmission on the identified modal frequency is also limited.
In figure 9 , the Fourier transform of each individual principal component is presented along with the Fourier transform of the original data for the above-described four major events. amplitude spectra presented in figure 9 were normalized by the corresponding maximum value of the particular Fourier spectrum. For example, the Fourier amplitude spectrum corresponding to the fifth principal component of event #1 data in figure 9(a) was normalized by its maximum value. Therefore, the Fourier spectrum for each principal component is made up of normalized values with the peak value equal to unity. The most important observation that can be made from these frequency spectrum plots is that the frequency domain information of the original data is distributed among principal components according to its information amount. The first principal component captures the information corresponding to the most dominant frequency component. The principal components in ascending order were dominated by frequency components of decreasing importance. Therefore, when more principal components are considered in the reconstruction of progressively transmitted data, less dominant frequency components are also included. From figure 9 as well as table 2, it is seen that retrieving selected principal components can still identify the modal frequencies corresponding to the most dominant modes reasonably well.
Conclusions
This paper presents a novel PCA-based sensor network data transmission method which could be very useful for interactive retrieval and management of vibration sensor data in an integrated structural monitoring system. The proposed method integrates the PCA transform-based progressive data compression method with feature monitoring and thus offers a few desirable functions such as event detection, data window and data resolution selection, and data size reduction for vibration sensor data. The core component of the proposed interactive sensor data retrieval and management method is the principal component analysis which is utilized for feature extraction, multi-resolution representation of sensor network data, and sensor data compression.
The results of a case study which utilized acceleration data collected from a wireless sensor network installed on a fivestory model building are presented here to demonstrate the usefulness of the proposed method. The experimental results show that the proposed method has advantages for interactive retrieval and management of large-scale sensor network data, which include event detection, flexibility in the selection of data window and resolution, and reduction of sensor data size. These beneficial aspects of the proposed method will help data users request data based on their particular need and occurrence of events, and thus relax the communication bandwidth requirement, speed up the data transmission process and relax the data analysis burden. This is particularly useful for continuous structural health monitoring systems that rely on large-scale sensor networks and have different data users who may have different data needs and requirements.
