This paper presents an innovative methodology to integrate prior geologic information, well log data, seismic data and production data into a consistent 3D reservoir model. Furthermore, the method is applied to a real channel reservoir from the African coast. The methodology relies on the probability perturbation method. Perturbing probabilities rather than actual petrophysical properties guarantees that the conceptual geologic model is maintained and that any history matching related artifacts are avoided. Creating reservoir models that match all types of data are likely to have more prediction power than methods where some data are not honored. The first part of the paper reviews the details of the probability perturbation method (PPM), and the next part of this paper describes the additional work that is required to history match real reservoirs using this method. Then, a geological description of the reservoir case study is provided, and the procedure to build 3D reservoir models that are only conditioned to the static data is covered. Due to the character of the field, the channels are modeled with a multiple-point geostatistical method. The channel locations are perturbed in a manner such that the oil, water, and gas rates from the reservoir more accurately match the rates observed in the field. Two different geologic scenarios are used, and multiple history matched models are generated for each scenario. The reservoir has been producing for about five years, but the models are matched only to first three years of production. Afterwards, to check predictive power, the matched models are run for the last one and a half years, and the results compare favorably with the field data.
Introduction
Reservoir models are constructed to better understand reservoir behavior and to better predict reservoir response. Economic decisions are often based on the predictions from reservoir models; therefore, such predictions need to be as accurate as possible. To achieve this goal, the reservoir model should honor all sources of data including well log, seismic, geologic information and dynamic (production rate and pressure) data.
Incorporating dynamic data into the reservoir model is generally known as history matching. History matching is difficult because it poses a non-linear inverse problem in the sense that the relationship between the reservoir model parameters and the dynamic data is highly nonlinear and multiple solutions are available. While work on history matching is prolific, there is often a disconnection between research and reality:
(1) Industry Approach. For real fields, most if not all history matching is completed by means of heuristic trial and error. An initial model is provided by geoscientists, after which reservoir engineers manually modify the model until a match is achieved. While attempts are usually made to honor the other data as much as possible, often the history matched models are unrealistic from a geologic point of view or changes are made without any geological (or geophysical) consideration. (2) Academic Approach. Over the last fifteen years, there have been attempts by universities and research centers to improve the history matching workflow. One area was to automate much of the time consuming aspects of history matching. More recently, there has been a push to generate history matched models that honor other information about the reservoir. However, few methods are routinely applied in practice. With the industry approach, usually an adequate match to the field data is achieved; however, the goal of history matching is not only to produce a history matched model, but it should also aim at improving prediction power of the reservoir model. Disregarding other data while matching the dynamic data will likely deteriorate the prediction capabilities; in contrast, models that match the dynamic data and honor all of the other information are more likely to be predictive. While several solutions to joint integration of production data and geological data have been proposed 1, 2, 3 , the routine application of such methods to real field cases has been hampered by practical limitations.
In this paper, we present a practical method to integrate the dynamic data into reservoir models in a way that honors all other information that is known about the reservoir (e.g.
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seismic, well log and geology). We first describe in general the proposed methodology for data integration. Next we tackle the "practicality" hurdle and outline a strategy for applying this generally applicable technique to actual cases. A real case from the western coast of Africa is used to illustrate the approach taken.
Data Integration
Data from diverse sources are available and need to be combined/integrated into a single model. The different spatial and temporal scales of the various data types make this a difficult task; therefore, reservoir models are usually built in two decoupled steps. First, geoscientists build a model that is conditioned to all of the static data such as geology, geophysics and well log data. This model rarely honors any of the dynamic data (production rates and pressures). Then the model is passed to the petroleum engineer who incorporates the dynamic data (history matching), but to achieve the match, often some of the static data (e.g. geological continuity) is disregarded.
We propose a new method where all types of data are integrated into a single model in a consistent manner. The approach is probabilistic because probabilities are standardized, unit-free and can be associated with any variables. The idea is to convert each type of information into a probability, then combine these probabilities together and generate reservoir models by stochastic simulation. In this paper, these probabilities are represented as: P(A|D i ). In words, this is the probability of an event, A, occurring given some information or data, D i where the event, A, could be, for example, channel occurs at a grid block, or the permeability exceeds 100 millidarcy. The data, D i , can be of any type (e.g. seismic, geology or dynamic data). Also in this description, there is the probability of A occurring given no data, or in notation, P(A). This is the prior probability and could be thought of as the mean permeability or average proportion of channel facies.
First, each probability P(A|D i ) needs to be calculated; this can be done in different ways depending on the type of information considered. For example, geologic information is commonly represented through a training image, which is a non-conditional, conceptual image of the subsurface 4 . By scanning the training image with a template containing the conditioning data, the probability of channel facies occurring can be found at each grid node. If D i is geophysical data, for example seismic impedance, then some well-to-seismic calibration technique can be used to convert the seismic impedance into a seismic-derived facies 3D probability cube.
The next task is to combine these individual probabilities P(A|D i ) into a single probability model P(A|D 1 ,D 2 ,…D N ). While it is difficult to directly combine the various sources and types of data each with their own scale and units, combining probabilities is relatively straightforward. Journel 5 presented a method that was later extended by Krishnan 6 where probabilities can be combined into a multi-data conditional probability, P(A|D 1 , D 2 … D N ) where N is the total number of data to integrate. This method is termed the tau model and is represented by the following expression:
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The tau parameters, τ i , are considered weights for each type of data and account for any redundancy in the information. The conditional probability, P(A|D 1 ,D 2 ,…D N ), can be derived from Eq. (1).
Rather than integrate each probability into the model independently, all probabilities are first combined, and the combined probability, P(A|D 1 ,D 2 ,…D N ), is used by a sequential simulation technique to generate the reservoir model. With the tau model, one can account for as many types of data as needed: seismic, geologic, well log, and dynamic data. For this paper, the geology and well log data will be D 1 ; the seismic data will be D 2 , and the dynamic data will be D 3 .
The difficulty with dynamic data (compared to seismic, for example) is:
(1) Unlike seismic, dynamic data does not provide local "gridblock" scale information, Dynamic data provides information on petrophysical properties a largely unknown scale with a mostly unknown nonlinear averaging type, (2) Flow equations are needed to be solved globally to establish relationship between parameters and dynamic data, and (3) Many solutions with different parameterization are possible to match the same dynamic data (i.e. no unique solution exists). Therefore, the probabilities, P(A|D i ), for dynamic data are not known before the reservoir model is built, and one has to iteratively run a number of flow simulations to find the "correct" probabilities (i.e. ones that cause a best match to the dynamic data).
A robust method termed the probability perturbation method (PPM) 7, 8 has been developed to efficiently determine these probabilities (i.e. to history match the reservoir model and honor the static data).
For demonstration purposes, we will consider only the case of a binary spatial variable in this section. However the extension to continuous variables or multiple spatial variables (multi-facies) is straightforward 7, 9, 10 . The binary spatial variable described by an indicator random function model is given as:
where u = (x, y, z) ∈ reservoir, is the spatial location of the node, and i(u) = 1 could mean that channel occurs at location u, while i(u) = 0 indicates non-channel occurrence. The initial realization containing all locations u is i (0) (u). Caers introduces a simple expression to calculate P(A|D 3 ). (u) , is retained in its entirety, and when r D =1, P(A|D 3 ) = P(A) and a new realization, i (1) (u) , that is as equally probable as i (0) (u), is generated. The parameter r D , therefore, defines a perturbation of an initial realization to another equiprobable realization.
There may exist a value of r D , such that i (r D ) (u) will match the production data better than the initial realization. Finding the optimum realization, i (r Dopt ) (u), is a problem parameterized by only one free parameter, r D ; therefore, the optimum realization is selected using a simple one-dimensional optimization routine, for example the Brent method 11 .
Large scale parameters such as facies, faults or fractures often have the greatest influence on flow in a reservoir, but perturbing them in reservoir models has been challenging because of their discrete nature (sensitivity coefficient-based methods are not applicable here). One of most novel aspects of PPM is that large scale parameters can be perturbed in a geologically consistent manner.
The method, however, does have some limitations. The previously described method has the same perturbation parameter, r D , for all locations u. This method (single PPM) induces on average the same amount of change over the entire model. This works well for small simulation models that have relatively constant geology, but when it is extended to larger models with different geologic characteristics or multiple wells, a single parameter may not be sufficient to match all of the data.
To allow for different amounts of perturbation in different regions of the reservoir, Hoffman & Caers 8 use a new equation to calculate P(A|D 3 ):
(u) + r Dk P(A) (3) where a set of perturbation parameters, {r D1 , r D2 … r DK }, are now utilized. There is one perturbation parameter for each region k, where k = 1, 2 … K and K is the total number of regions. P(A|D 3 ) is defined for the entire reservoir, but its local value depends on the region definition: when u is located in region k, the perturbation parameter takes on a value of r Dk . A discussion on defining the region geometries is found in Hoffman 10 .
Hoffman & Caers 8 introduce an efficient optimization technique to jointly optimize all perturbation parameters. The technique requires the same number of flow simulation per iteration as the single PPM, but by allowing different changes in different regions, the method is able to efficiently match large complex cases including real reservoir models. For additional details on the multi-parameter probability perturbation method (MP-PPM) and the optimization see Hoffman 10 .
During the iterative process to integrate dynamic data, every model constructed honors all of the static data, and because we are perturbing the underlying probabilities, region boundary artifacts are never created. In the previous PPM papers, the practical aspects were not addressed and the method had not been applied to any real fields. The next section describes some of the practical aspects that must be accounted for in any data integration that includes dynamic data, and the following sections demonstrate the method on a real West Coast African reservoir.
Practical Aspects
The term "automatic history matching" conjures the idea that a technique can be blindly applied to the geoscientist's initial model and a match will automatically be achieved. Achieving an automatic match in this way is rarely possible in practice, since most reservoirs are too complex, have too many parameters and unknowns that can be handled by automated optimization routines in a finite amount of time. There are some advantages, however, to using an "automatic" technique. If the correct technique is applied, it may be much easier than the manual method to honor other data, in particular, geologic continuity. With some preliminary modifications, these techniques can be applied to real field cases. Since we know they are not automatic and to distinguish them from techniques that are not geologically consistent, we will term these methods geologically consistent history matching (GCHM) techniques. This section describes the steps required before applying the GCHM technique.
The first step is to ensure a match is possible. In many instances the initial model parameterization is ineffective, and a history match cannot be achieved no matter what parameters are perturbed or how much they are perturbed. For example, if perturbing a number of different parameters results in the simulated responses in Figure 1 , a match will never be achieved. The ineffective parameterization in Figure 1 may be caused by an actual aspect of the reservoir such as an existing fault that is not modeled or an aquifer that is not included correctly in the flow simulation model. Additionally, it could relate to something more intangible such as the range of uncertainty of a certain parameter should be larger than initially considered. To achieve a match in these cases, the engineer must discover what part of the initial static/geological model is not parameterized/modeled correctly. This is one of the most challenging features of history matching and is often most critical to actually achieving a history match.
Once one is somewhat confident a match can be achieved, the second step is to select the parameters to be perturbed. The selection procedure is not trivial since a large number of parameters may affect production data, and since all of the parameters may have some degree of uncertainty. To ensure the speed and success of the history matching endeavor, the parameters with the largest impact on production (within their range of uncertainty) need to be perturbed.
For example, Figure 2 shows the influence of two different parameters on water production. For the parameter on the left, there is a relatively small impact on production for its range of uncertainty, and it does not span the production data from the reservoir. Conversely, the parameter on the right has a significant impact when varied, and it spans the field data. By perturbing the parameter on the right, the water rate for this well will likely be matched; however, perturbing only the parameter on the left will never result in a history match regardless of the number of iterations. For this second step, there are tools available to help select the parameters with the most impact such as experimental design 12 , sensitivity coefficients 13 and possibly artificial neural networks 14 . In most of these methods, however, one still needs to confirm that a satisfactory match can be achieved (i.e. the model responses span the production data) when the parameters that the tool selects are perturbed. These tools were not used in the current work; we simply completed a number of flow simulations for each parameter, and then manually compared the various responses.
The issues discussed in the current section are not specific to PPM or even GCHM techniques. For a match to be achieved, any history matching technique requires determining which parameters to perturb and what is the range of perturbation. Most manual methods do this, but they usually do not honor all other data (e.g. geological continuity). Using the practical aspects discussed in this section, the PPM is able to achieve a match for complex real reservoirs and honor the geological data (and all other information).
West Coast African Reservoir Example

Reservoir Description
The WCA reservoir is a deep-water depositional system that occurs on the steepest part of the slope (Figure 3 ). This is a high energy location where steep canyons cuts are formed. When petroleum reservoirs are found in these areas, they tend to have a more heterogeneous nature than when they are found lower down the slope. The WCA reservoir is an amalgamated and somewhat aggradational channel complex that fills the canyon cut. The uppermost channels are more aggradational and have definite recognizable meander patterns from seismic data (Figure 4 ). Vertically there are three massive bodies where many individual channels meander within each body ( Figure 5A ). Although a shale barrier divides the A and B geobodies, tortuous channels have been mapped between them, and pressure data indicates some communication between the two bodies. Therefore, the A and B bodies will be modeled as a single unit ( Figure 5B ). Geobody CD is not in communication with AB and will be modeled as a separate unit. The reservoir is located offshore in 1600 feet of water and is 4600 feet below sea level. The reservoir is dipping slightly from east to west. A number of faults compartmentalize the reservoir into four areal segments: CW, CC, CD, and CE ( Figure 6 ). The three segments CW, CC, and CE make up the massive AB geobody.
Although the faults reduce transmissibility, the three segments appear from production data to be in communication with one another. A fifth "aquifer" segment exists east of the reservoir, and a fault separates it from the rest of the reservoir. The fault is believed to be sealing at initial conditions, but during reservoir production, the fault appears to allow water to cross into the reservoir.
Water support also comes from below the reservoir. The water-oil contact varies for the different segments, but it is located around 5440 feet, so the maximum gross thickness of the WCA reservoir is close to 800 feet.
There are three sand facies of varying quality in the reservoir and a fourth facies that represents the shale or nonpay part of the reservoir. The amount of sand is about 55% of the gross volume. The three sand facies are classified by their petrophysical properties measured at the wells. The highest quality facies is the channel facies with an average permeability around 2 Darcys. The description of the other two sand facies is less clear. They have been interpreted as either debris flow lobes, overbank levees or poorer quality channels. These two facies each account for 10% to 15% of the total reservoir. The high quality channel represents about 30% of the reservoir.
The reservoir is intercepted by 28 wells. There are 20 production wells and eight water injection wells. The locations where the wells intersect the top of the reservoir are displayed in Figure 7 . The production wells have 'R' and 'S' prefixes, and the injection wells begin with 'W'. The 'S' wells began producing approximately 1 ½ years after most of the 'R' wells came on line. A number of seismic attributes are utilized to estimate a value for the shale volume fraction (v shale ) throughout the model area. In general this has done an excellent job of capturing sand and shale distribution. Well core and log measurements are used to determine the four facies indicators along the well bore. Additionally, permeability and porosity data from core and logs is available for the four facies ( Figure  8 ). For all four facies, the majority of the porosity values are between 0.25 and 0.30. However, the permeability varies considerably for the four facies. Since the porosity distribution for all facies is about the same, the porosity does not distinguish the high permeability facies from the low permeability facies. However, the relationship between v shale and core permeability is somewhat better in that most of the high permeabilities fall in the low v shale range and most of the low permeabilities fall in the high v shale range.
The Reservoir Model
A reservoir simulation model had been generated previous to the current study; however, this particular model had not been history matched at the well level. The model will be termed the "preliminary" model, and it will provide the foundation for the models used in this study. The structure of the model is provided by the geological description provided in the previous section: 2 geobodies, 3 faults, and 4 segments. The model is approximately one mile long, one-half of a mile wide and 800 feet thick. The reservoir model has 78 by 59 by 116 gridblocks, but depending on the realization, there are only around 100,000 active gridblocks. The active gridblocks for one realization are displayed in Figure 9 . The gridblock porosity and permeability is calculated in a three step process. First the facies geometry is simulated using a multiple point geostatistics technique 4 . The facies are conditioned to the available static data (training image, well indicator "hard" data, and for some models seismic data), and during the MP-PPM, the facies are also conditioned to the production derived soft data, P(A|D 3 ). The two different geobodies (AB and CD) are simulated independently. Then, four separate vs hale simulations are completed (one for each of the four facies) using sequential Gaussian simulation 15 . The values are drawn from the respective v shale histograms for each facies and conditioned to well log data. Finally, the porosity and permeability are determined using co-simulation for each facies. The collocated soft data is the v shale data, and the results are conditioned to the hard well data and the histograms. The facies locations as well as the porosity and permeability for two layers are presented in Figure 10 . In the preliminary model, the gridblocks with shale facies were set to inactive status. This is reasonable because the shale will contribute very little to flow in the reservoir; however, in some models this caused isolated gridblocks and numerical convergence problems. We reinstated the shale gridblocks to active status but assumed a low permeability value (10 md), so they would not contribute to flow. The shale porosity was taken from the simulated shale porosity.
The porosity and permeability data are exported to the flow simulator. Additionally, other parameters such as fluid properties, relative permeability and initialization are defined in the reservoir simulation model and remain fixed. The initial fluid contacts, pressures and oil properties vary for the five different segments, but the water-oil contact is about 5440 feet, the initial pressure is around 2300 psi, and the oil is around 24 ºAPI. The relative permeability for the reservoir is provided in Figure 11 . Three major faults are present in the reservoir model. During the pre-history matching (sensitivity analysis) process, various fault multipliers were evaluated, but none consistently and significantly affected the match. Thus, during the actual history matching phase, no fault multipliers were used.
In this case study, there are 28 wells; and 20 of them are producers. Only water rate data is included in the objective function. Pressure data from the reservoir were not readily available, so they were not included in the objective function; however, the matched models are manually examined to ensure the reservoir pressures are in a realistic range. The water rates observed from the six production wells, as well as those simulated with the preliminary model are displayed in Figure 12 . Of the 20 production wells, only six are matching satisfactorily in the preliminary model, and one of them (R09) is in Figure 12 . Some wells in the preliminary model are breaking through too early, but most are not producing enough water and breaking through too late.
History Matching with the PPM
The preliminary model does not include an aquifer on the east end of the reservoir. Initially the east end fault was considered completing sealing, but during the pre-history matching process, it became apparent that the fault must be allowing water to flow across it. Figure 13B shows the water rate data for the field (blue) and five different realizations (pink) that do not have the east end aquifer included. The well in Figure  13B is representative for all the wells circled in Figure 13A . None of these wells produce as much water in the simulated models as the field data indicates. Therefore the aquifer was added to the reservoir model. Figure 13C shows the water rates for the same well when the aquifer element is included in the models. For this particular reservoir model, the east end aquifer was one "ineffective parameterization" of the preliminary reservoir model, and it had to be added so the model could accurately represent the true reservoir response. A number of parameters were examined in the pre-history matching stage. Some of the considered parameters were fault transmissibility, k v /k h ratio, relative permeability, porosity and permeability, and facies distributions. For this paper, we will discuss the comparison between two parameters: porosity/permeability and facies locations. In the first case, the facies locations are frozen and the porosity and permeability are perturbed; for the other case, the porosity and permeability distributions are fixed and the facies locations are perturbed. The results from a typical well (R03) are displayed in Figure 14 . Of all the properties examined, porosity/permeability had the second largest range of uncertainty, yet from Figure 14 , it is apparent that a match could not be achieved by freezing the channel locations and perturbing the porosity and permeability alone. However, by perturbing the channel locations, a match appears feasible. The behavior was not specific to this well; all 20 wells had similar responses. Therefore, this reservoir model will be matched by perturbing only the facies geometry; however, nothing prevents the method from perturbing both facies and porosity/permeability jointly
Results
Geologic Model A
In Model A, the deposition is considered to be a channelized system with a series of debris flow lobes. The lobes have poorer rock properties than the channels. There will be four facies: channel, small higher quality lobes, large lower quality lobes, and background shale. The training image ( Figure 15 ) contains these features and will be used to simulate the facies. An object-based geomodeling technique is used to generate the training image. The image is 78 by 59 blocks areally and 20 layers in the depth. The proportion of channel is 0.31, small (yellow) lobes is 0.11, large (light blue) lobes equals 0.10, and shale is 0.48. For Model A, seismic information is not used in the geostatistical algorithm. Figure  16 displays the facies for two layers of a realization that is only conditioned to the static data (i.e. not history matched). The well locations for the wells that intersect the layer are also provided in the figure. The objective function value or mismatch is defined as the least square error of the water rate data for the 20 production wells. The match requires only 27 flow simulations and six outer iterations. The objective function value for the initial realization is 132, and it is reduced to a value of 83. The match of the total rates is good for all three fluids (Figure 17 ). In the final year, the oil rate is slightly over estimated, and the water rate is slightly under estimated, but overall the match is good. However, it is not sufficient only to match the total production rates; the individual well rates also need to be matched. Most of the wells (16) are matching to some degree, and only four wells are not matching. Plots are shown in Figure 18 of three matching wells and one that is not matching. Well R08S has a high quality match, and wells R03 and R09 are much improved over the initial realization, and they are considered matched even though the wells are not exactly matching for the entire range. R01 is one of the four wells that are not matched. The reason that the four wells are not matching may be because a reservoir or geological parameter was frozen and should have been perturbed or because of some issue with the production data. Additional work is required to get these four wells to match and maintain a geologically consistent reservoir model.
The facies geometry for the initial model is displayed in Figure 16 for two layers, and the matched model facies are displayed for the same two layers in Figure 19 . The locations of wells completed in the respective layers are displayed on the figures. The WCA reservoir model is complex, and the behavior of the production data cannot be fully explained by looking at only two layers, but part of the response from well R03 can be observed in the figure. In layer 78 of the initial realization, a channel runs from the aquifer part of the layer to alongside the R03 well location (Figure 16 ). This causes the initial rate at the well to be very high (Figure 18 ). In the matched realizations, the channel has moved (Figure 19 ). This caused the breakthrough times and water rates to be reduced, so the match improves. By using the same geologic description (training image and well data) but a different initial realization, a second history matched model is generated (Model A2). The quality of the match is almost as good as Model A1. The overall mismatch is 91 so it is slightly higher than A1, but the initial mismatch is 141, so the improvement is about the same. The match was achieved in only 14 flow simulations. The same 16 wells are matched, yet the match for a few wells is not quite as good. The mismatch for one of the four non-matching wells is significantly higher accounting for most of the difference in the overall value. Plots for the same four wells are shown in Figure 20 . The quality of match for R09 and R03 is about the same as Model A1, but the match for well R08S is not as good. R01S is slightly better, but not good enough to be considered matched. The same layers in Figure 19 are also displayed for the A2 model in Figure 21 . In the initial there is not much channel around the R03 well, so the initial is already matching well and the history match only improves the quality of the match a small amount for this well. A third history matched model was completed for the same training image; however, this time the facies geometry is not conditioned to the "hard" facies indicator data that come from well measurements. This allows more variability in the position of the channels, hence, the match is a little better for this case, especially at a couple of wells; for example, wells R04 ( Figure 22 ) and S04 are matched much better. The match is only slightly better for the four wells previously discussed (R03, R09, R08S and R01S); however, the global mismatch has improved. The value for the global mismatch is 79 for model A3 while it was 83 and 91 for models A1 and A2, respectively. There may be conflict between the facies indicator data and production data, which allows the unconditional case to have a better match. However, is it reasonable to disregard all of the hard data to improve the match of the historical data? There are some issues with exactly honoring the hard well data directly in a reservoir simulation model. For one, important uncertainty exists for the facies interpretation from the well logs. Additionally, the scale of the measurements compared to the scale of the gridblocks raises a "missing scale" issue. The well data are measured on a very small scale (a few inches to a few feet), but they are assigned to a large gridblock (hundreds of feet). The information at the small scale may not be representative for the entire gridblock.
R04 -Model A3
Another issue particular to this example is the vertical averaging used. Each gridblock is a few (3-7) feet thick, but the well-log measurements are on the 0.5 foot scale, so there can be up to 15 measurements for one gridblock.
For facies data, the measurement that is closest to the center of the gridblock is assigned to that gridblock. When the same facies occurs throughout the gridblock, this method is acceptable, but when multiple facies occur, a gridblock may be assigned a facies that is not representative of the block.
Although there are some concerns with the hard data, ignoring all of the hard data is probably not the best solution. When data are ignored, the model becomes less realistic and has less prediction power. A better solution would be to apply some probabilistic honoring of the data. At each hard data location, a probability can be assigned to each facies. The probability would be based mostly on the well information, but other information such as its location in the reservoir could also be taken into account. Then, prior to the geostatistical simulation, the facies at the well locations could be determined using a sampling technique (e.g. Gibbs' sampling 16 ). The probabilistic Gibbs' sampling technique is only proposed in the current work but results using it have not been obtained.
There could also be some issues with the production data; therefore, sacrificing the hard data to improve the match may cause poorer predictive models. Having a slightly worse match, but honoring the hard data in a smart way should lead to more realistic, more believable, and more predictive models.
Geologic Model B
The second major geologic model (Model B) also has four facies, but the reservoir facies for this model all have channel geometries. The training image used for Model B is provided in Figure 23 . The red facies has the highest quality reservoir properties, and the blue facies is the background shale. The yellow and light blue facies have lower quality properties. The proportion of each facies for this training image is as follows: channel equals 30%, shale equals 52%, and the secondary and tertiary sands each have 9%. The other significant difference for Model B is that seismic information is used as soft conditioning for the facies simulation. A cube of seismic-derived v shale was generated from seismic impedance by means of well to seismic calibration. A further transform was applied to generate the four (one per facies) probability cubes from the seismic v shale cube so that data could be used in the facies simulation. Due to preferential well drilling, fluid effects and other reasons, the v shale cube may be biased and may reproduce some artifacts inherent to the seismic data. Thus, the seismic v shale cube is only a soft data used to model depositional facies. The soft data from seismic that has been transformed into a probability will be termed, P(A|D 2 ). Figure 24: Channel probability derived from seismic data for one layer. Red is high probability and blue is low probability.
One layer of the seismic probability map for the red channel facies is shown in Figure 24 . The red colors indicate a high channel probability while blue indicates low channel probability. Seismic data is able to distinguish some areas with a much higher probability of channel. Seismic is only used to influence the location of the facies; the petrophysical properties are calculated with the same procedure used for Model A.
The facies locations and permeability for one layer are displayed in Figure 25 . Due to the different training image, the channels are thinner than Model A, and the poorer quality sand facies have a less lobe-like structure. By perturbing the channel locations, two equiprobable history matched models (B1 and B2) are created with this description. Each history matching run starts with a different initial model. Both models match satisfactory, but their matches are not quite as good as Model A. The overall mismatches are 98 and 97, respectively, and only 15 wells are considered matched. The number of flow simulations needed to achieve this match equals 26 and 32 for the two models. The production data at four wells for Model B1 is presented in Figure 26 . R08S again has one of the best matches. The breakthrough time improves for R09, but the production from the last year of the model continues to under produce the water measured in the field. S09 dramatically improves over the initial, but it is over producing field data, and again R01S is one of the wells that is not matching.
A third model (B3) is also history matched for this training image, but the seismic data is not used to condition the facies for this model. Model B3 matches equally well as B2 or B1 (mismatch equals 99) and requires approximately the same number of flow simulations (30) to match. Additionally, in the matched realizations, the primary (red) sand facies are located in the same general positions (Figure 27 ) for the case with seismic (B1) and the case without seismic (B3). For this particular model with 28 wells and a fairly coarse grid, the well data provides significant information and tightly controls the spatial distribution of the facies; therefore, the seismic becomes quite redundant. The redundancy could have been taken care of by assigning values lower than 1 to the tauparameters in Eq. (1) using a tau-value estimation technique (Krishnan, 2004) . Since all tau-parameters are equal to 1, the seismic data tend to reinforce the influence of the well data. According to model A3 (versus A1 and A2), to get a better match, the well data constraint should somehow be relaxed and definitely not be reinforced. This could be one reason that we obtain a worse match for model B.
Validation and Uncertainty
Reservoir models are not created to see how well the model will match the historical production data. They are primarily built as a prediction tool; thus, the previously history matched models will be tested against "future" production. The WCA reservoir was produced for 3 years, and then it was shut in for about 4 months. Once it was brought back on line, it produced for another 1 ½ years. The models are history matched to the first 3 years of production before the reservoir was shut in; afterward, the models are validated over the remaining 1 ½ years.
The history match and validation for four wells is presented in Figure 28 for six models. Flow in the validation period is still conditioned to the total fluid rate, so some of the peaks and valleys from the field data are captured in the simulated production. Nonetheless, the validation data is not included in the objective function, so the quality of the replication of the field data during the validation period is quite remarkable. The average mismatch for the validation is 102. This is the average of the six models, and it is standardized over time so a comparison can be made with the history portion of the model. The average of the six models for the history portion is 91. The validation is not quite as good as the matching period, but from model to model and from well to well the similarity varies considerable, and some wells are even closer matched in the validation period. For all four wells, at least one realization is predicting very accurately, and all of the realizations (with the possible exception of one in S09) are good. The models do not all exactly match the prediction from the field data, but the six models provide a nice range of uncertainty. For most wells, the field data falls within that range. We did not choose six "good" models to show. These six were the only history matched models that had validation runs completed on them.
These six models represent some measure of uncertainty for the WCA reservoir, but by no means does this capture the full range of uncertainty. We have captured the uncertainty by using different training images and different seismic and well conditioning, but to capture a more realistic reservoir uncertainty, additional training images need to be incorporated and other properties need to be perturbed (e.g. fault transmissibility, relative permeability, etc.). Ten to twenty (or more) history matched realizations would be required to capture the most significant amount of uncertainty. Nevertheless, these six models do provide a much clearer understanding of the reservoir uncertainty than a single realization could.
Summary
The WCA reservoir has been history matched with two separate but related geologic scenarios. There were three history matched realizations for each scenario. High quality matches were obtained for most of the wells. Within each scenario, additional aspects such as conditioning to seismic information and conditioning to hard data were also studied. For this case, seismic brought little additional information, but this example demonstrates that the method is able to use multiple soft data. When hard data are not honored, a better match can be achieved, but sacrificing hard data information to improve the match probably leads to less reliable models. After the history match period, the wells are simulated for an additional one and a half years. The agreement between the field data and the simulation models during this period is extremely good. Table 1 summarizes the results for the WCA reservoir. For the three years of history match, the average error of the six modes equal 91, and it ranges from 79 to 99. We are able to reduce the mismatch by about 40% from the initial models, and we are able to achieve this reduction on average with less than thirty flow simulations. The amount of mismatch for the validation runs is very similar to the amount for the history matched period, which provides some confidence that the models are not overmatched.
Conclusions
History matching is treated in this paper as a data integration problem. By doing so, the dynamic data is matched, and at the same time, other static reservoir data is honored. Honoring all data in the history matched models leads to more accurate predictions than from models where some data is ignored. A probabilistic method is used because the problem of combining elementary probabilities is a well established area in probability theory. One such method for combining probabilities is the tau model used in this paper. One advantage of the tau model is that it allows different weights to be assigned to different data types; thus allowing one to account for any redundancy among the data.
The probability perturbation method (PPM) serves as the iterative procedure required to integrate the dynamic data (i.e. history match). This method is used because it assures all reservoir models generated are geologically consistent. Additionally, the PPM is able to perturb both continuous parameters and large scale parameters. The multi-parameter PPM provides an efficient manner to modify different locations in the reservoir model by different amounts.
This history matching workflow proposed is not only geologically consistent, but it aims at being practical as well. Some practical steps are required before any automatic (or geologically consistent) method like the PPM can be initiated. First, an effective parameterization of the reservoir must be ensured, and the parameters to perturb (and their range of perturbation) need to be selected. Some of the practical aspects are demonstrated on a West Coast African (WCA) field. The WCA model is successfully matched using the PPM. The data integration aspects are emphasized, as well log data, geological continuity, and geophysical information are all consistently included. Discontinuities or history matching artifacts do not exist in the final history matched models. The additional one and a half year validation runs provided confidence that the PPM is generating realistic history matched models.
