Abstract. We propose a practical context-based adaptive image resolution upconversion algorithm. The basic idea is to use a lowresolution (LR) image patch as a context in which the
Introduction
Image resolution upconversion, which aims to produce a clean and sharp high-resolution ͑HR͒ image from an associated degraded low-resolution ͑LR͒ image, has a wide range of applications: medical imaging, remote sensing, surveillance, computer vision, and consumer electronics. In particular, the requirements for upconverting video contents from standard definition to high definition have intensified the research on image resolution upconversion. If assuming Dirac downsampling, image resolution upconversion is commonly referred to as image interpolation. Existing image interpolation techniques fall into three categories: ͑1͒ image-independent linear interpolators, such as bilinear, cubic convolution 1 and cubic spline interpolators; 2 ͑2͒ adaptive linear interpolators, including some of the best performing interpolation techniques; [3] [4] [5] [6] and ͑3͒ context-based interpolators [7] [8] [9] that perform the interpolation with an offline trained filter, according to the local LR pixel structures. The image-independent linear interpolators have the lowest computational complexity, hence they are favored for realtime applications. But they suffered from blurred edges and visual artifacts, such as ringing, jaggies, and zippering. The adaptive linear interpolators have good performance, producing sharp edges and having less visual artifacts. However, the adaptive interpolators are designed using sample statistics of the LR image. Their performance is limited by the degree of agreement between HR and LR images in statistics. Also, the online design of adaptive filters is computationally expensive and unsuitable for real-time applications. The off-line-trained context-based interpolators have the advantage of incorporating prior knowledge of natural images into the design of a family of interpolation filters, one per context state. At the run time, a context-based interpolation technique chooses an interpolator according to a local LR pixel patch. This chosen interpolator adapts to the local 2-D waveform. Though the off-line training of the family of context-based interpolators is computationally expensive, the online adaptive interpolation is rather simple, making it suitable for real-time applications.
This paper is mainly concerned with context-based image resolution upconversion and the key associated problem: the design of the context-based estimators via off-line training. In addition to the already mentioned advantages, the training is also a convenient way to factor in the effect of point spread function ͑PSF͒ in the design of upconversion filters. For this purpose, a set of LR images are generated by an image formation process of low-pass filtering and downsampling, which mimics the PSF of a camera. The upconversion filters are then designed by training on the pairs of LR images and corresponding HR images, learning the knowledge of the PSF. Hence, the contextbased interpolators provide a joint solution for image resolution upconversion and deconvolution. Whereas almost all existing image interpolators ignore the effect of the PSF, and deconvolution must be done in a separate step after interpolation, the image deconvolution is highly susceptible to noise. The separate deconvolution tends to amplify the interpolation errors near the edges, producing severe artifacts.
The context-based image interpolator was first proposed in a patent, 7 that aimed at a practical video upconverter. In, Ref. 7, a 3ϫ 3 block of the input LR image is quantized into many binary edge patterns. According to the binary edge pattern, a set of filter coefficients is selected to perform the interpolation. Following the line of, Ref. 7 context-based filters have also been used in other applications, such as image/video artifacts reduction and deblocking. 9 However, the performance of the contextbased interpolators in Refs. 7 and 9 is limited by their small 2-D supports, which is only a 3 ϫ 3 template. Also, the context-based interpolators in Refs. 7 and 9 do not validate the trained filter in the input image. Thus, they perform poorly if there is a statistical mismatch between the input image and the training set. Note also that Freeman et al. 10 proposed to use a Markov network to learn the HR highfrequency image details from a training set. Jiji and Chaudhuri used a contorlet transform to facilitate the learning of high-frequency structures of HR images. 11 However, our work differs from the preceding papers in that we learn the interpolation filters that reconstruct HR images, rather than the high-frequency components directly.
Having identified the drawbacks of previous contextbased interpolators, we set out to develop an improved context-based adaptive image resolution upconverter. We adopted a pair of context-based bidirectional interpolators instead of a single 2-D context-based interpolator. A missing pixel is estimated by two 1-D context-based upconversion filters in two mutually orthogonal directions. The two directional estimates are fused into a robust estimate. The idea of using two 1-D directional interpolators for image interpolation was studied by other authors. 12, 13 But the directional interpolators used in these references are fixed ͑simply cubic͒, and they totally ignore the effect of the PSF. To provide a safeguard against possible statistical mismatches between the input image and those in the training set, we introduce a validation mechanism to assess the performance of two directional estimators in a local window and fuse the two estimates by a linear minimum meansquares weighting approach. The other advantage of the new technique is that the image interpolation and deconvolution are performed jointly at a low complexity in a single unified framework. On the recovery of the missing HR pixels, an efficient spatial deconvolution method is used to deblur the input LR pixels for better visual quality. Also an iterative upconversion step is employed to improve the recovered HR image. Experimental results show that the proposed context-based upconverter performs better than the existing methods in both peak SNR ͑PSNR͒ and visual quality.
The rest of this paper is organized as follows. Section 2 presents the design of context-based upconverter in a training process. Section 3 presents the linear minimum meansquares weighting of the two directional estimates generated by two 1-D context-based upconverters. Section 4 describes the spatial deconvolution and the followed iterative upconversion process. Experimental results and a comparison study are given in Sec. 5. Section 6 concludes the paper.
Context-Based Bidirectional Upconversion
with Training The proposed learning-based image resolution upconversion system has two aspects: off-line training and online adaptive upconversion. Figure 1͑a͒ is a schematic description of the training process. A set of high-quality HR images are past through an image formation process of lowpass filtering and downsampling, which mimics the PSF of a camera. This generates the corresponding set of LR images, and hence builds statistical dependency between the HR and LR images. The sample statistics of the training data is used to learn a set of context-based linear filters ͑upconverters͒ that adapt to local image waveform. The context of a missing HR pixel, denoted by x Z ͉W͉ , consists of a local window W of LR pixels, where Z is the set of possible pixel values. The context x is quantized or classified into K context states. Finally, K context-based upconverters are designed, one per context state. Figure 1͑b͒ depicts the work flow of the online adaptive resolution upconversion process. The context of a missing HR pixel is quantized into a context state, and the off-linelearned upconverter corresponding to the state is used to estimate the missing HR pixel. This estimate can be further adjusted or improved by statistics of the input LR image. This is a safeguard against any statistical mismatch between the input image and those in the training set. On the recovery of the missing HR pixels, the LR pixels themselves, which are blurred by PSF, will be restored by spatial deconvolution.
Since the image is a 2-D signal of high-order statistics, ideally a large 2-D context should be considered in resolution upconversion. But since the number of possible context states grows exponentially in context size, we face the problems of context dilution ͑the curse of dimensionality͒ and high computational complexity. To circumvent these difficulties, we use two 1-D contexts that are orthogonal to each other in the image space. For each 1-D context state, a context-based upconversion filter is designed using the statistics of the training set. Accordingly, we upconvert an LR image in two passes. In the first pass, those missing HR pixels, whose four 8-connected pixels are LR pixels, are estimated by fusing the results of two diagonal contextbased upconverters, as shown in Fig. 2͑a͒ . Once the missing HR pixels are interpolated in the first pass, the remaining half of the missing HR pixels are interpolated by fusing the results of two axial ͑horizontal and vertical͒ interpolators in the second pass, as shown in Fig. 2͑b͒ .
Context formation, i.e., feature selection, is a key to the success of context-based adaptive upconverter. In our design, the context consists of four known LR pixels on a line, either diagonal or axial. As shown in Fig. 3 , 4 ͒ is the context of the missing pixel p y and x 1 , x 2 , x 3 , and x 4 are the values of these four LR pixels in the context of p y . We let x 1 ഛ x 4 and reverse the sequence x 1 , x 2 , x 3 , x 4 if x 1 Ͼ x 4 . This serves to combine similar statistics through the symmetry of the signal waveform to reduce the number of context classes, which helps to prevent data overfitting. For the same reason, we merge the sample statistics in two diagonal directions, and design one contextbased directional interpolator for diagonal cases. Similarly, one context-based directional interpolator is designed for horizontal and vertical direction cases. To characterize the waveform of signal x 1 , x 2 , x 3 , x 4 in the interpolation direction compactly, we use three features In practice, the number of L is set to be 8 for good performance. To design context-based adaptive filters, a large training set consisting of pairs of simulated degraded images and corresponding HR images is used. The context-based interpolator a t is computed as
At the time of online context-based upconversion, a feature vector d can be easily mapped to Q͑d͒ = t. Finally, the corresponding missing pixel will be interpolated by interpolator a t . The design of the context-based adaptive upconversion filters is completed off line. At the run time, we first compute the context of the missing pixel and then choose the corresponding upconverter to perform the upconversion. This new filter design approach lends a high degree of adaptability to the resolution upconversion process, while having two distinct advantages over the current leastsquares interpolation algorithms: ͑1͒ computationally expensive online filter design process is eliminated and ͑2͒ the preknowledge of HR images and the PSF is integrated into the context-based adaptive filters.
Linear Minimum Mean-Squares Fusion of Two
Directional Estimates As already pointed out, the 1D context-based directional interpolator has the advantage of low complexity. Now our task is to design a 2-D image interpolator of low complex- Fig. 2 Image resolution upconversion using two directional 1-D interpolators for ͑a͒ upconversion in the first pass and ͑b͒ upconversion in the second pass. Gray dots denote the known pixels of an LR image, and white dots denote the missing HR pixels. Fig. 3 One-dimensional signal classification. Black dots denote the known pixels around the missing pixel, which is denoted by the white dot. The distances between the gray dots and the black dots denote the magnitudes of the pixel values.
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Jan-Mar 2010/Vol. 19(1) 013008-3 ity using the proposed 1-D adaptive context-based directional interpolator. The key to the success of an image interpolator is its ability to adapt to varying pixel structures, such as edges and textures. Thus, it is crucial that we interpolate the image signal along the directions of edges and textures. However, it is difficult to estimate edge and line directions of an HR image using the LR image samples, particularly when the signal frequency is close to or beyond the Nyquist limit. The penalty of interpolating in a wrong direction is high in both subjective and objective quality. For robust estimation of edge/line directions, two 1-D context-based adaptive interpolators in perpendicular directions are used to construct a 2-D interpolator. The two 1-D interpolators can be roughly considered as adaptive basis functions for the 2-D image signal. The two directional estimates produced by the two 1-D interpolators are adaptively fused into a robust estimate. In this section, to design the 2-D image interpolator with low complexities, a linear minimum mean-squares error estimate ͑LMMSE͒ technique is used for adaptive data fusion.
As already suggested, two estimates of a missing pixel are made in two orthogonal directions, and then fused into a robust estimate. To make the data fusion process efficient enough for real-time applications, we propose an LMMSEbased data fusion approach. Referring to Fig. 2͑a͒ , for each missing pixel y i , two directional estimates are produced by two context-based interpolators along two orthogonal diagonal directions:
where ŷ i + and ŷ i − are the two directional estimates, and a k 
where the weights w i + + w i − = 1 are determined by minimizing the mean squares estimation error of y i . We assume that e i + and e i − are both zero mean and are approximately uncorrelated. Then the weights can be given by
where ͑ i + ͒ 2 and ͑ i − ͒ 2 are the variances of e i + and e i − in a local window centered at the location of the missing pixel y i . In this paper, a validation mechanism is proposed to estimate ͑ i + ͒ 2 and ͑ i − ͒ 2 . Also, the interpolation error variance can be learned from a training set in an off-line process. The online and off-line estimates of the interpolation error variances can be fused for a more robust estimate.
Estimation of Interpolation Error Variance via
Validation Assuming that image signal statistics is stationary in the locality of a missing pixel, we estimate ͑ i + ͒ 2 and ͑ i − ͒ 2 by the interpolation errors of neighboring known LR pixels. To this end, two 1-D context-based interpolators in two orthogonal directions are used to estimate the neighboring known pixels, using the estimates of the missing pixels along the same direction, and the resulting errors can be measured.
As shown in Fig. 4 , the known LR pixels x i−t , t =0,1, ... ,7, are interpolated by a 1-D context-based interpolator along diagonal 135-deg direction, using the estimates of the missing HR pixels generated along the same direction. For instance, a directional estimate of the known pixel x i is produced along the diagonal 135-deg direction:
This uses the degree of fit of the interpolator a k − to estimate ͑ i − ͒ 2 . An estimation of ͑ i − ͒ 2 can be obtained by averaging the mean-squares interpolation errors of the known LR pixels in a local window:
By symmetry, one can analogously derive the estimate of
Learning Interpolation Error Variance by
Training The validation mechanism already described requires the local stationarity of image signal. However, natural images often contain nonstationary features ͑e.g., edges and textures͒. Hence, the estimation of interpolation error variances may not be accurate. To make more robust estimates, we propose to learn the error variances from a training set. For this purpose, we condition a missing pixel in a large context that consists of a local window W of LR pixels, denoted by C Z ͉W͉ . The context C is quantized into J context states. Finally, J interpolation error variances are calculated, one per context state.
We now describe the learning of the interpolation error variance for each context. The context C of a missing HR pixel consists of its neighboring LR pixels. For instance, the context of y i , C i = ͑x i , x i−1 , ... ,x i−9 ͒, is shown in Fig. 4 . 
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Let ͕C k , y k ͖, k =1,2, ... ,N, be a sequence of pairs of contexts and the HR pixels extracted from the training set. The collected contexts C k , k =1,2, ... ,N, are partitioned into J classes:
where ͕S 1 , S 2 , ... ,S J ͖ is a J partition of the contexts, C j is the centroid of the partition cell S j , and ʈ·ʈ is the l 2 norm. We use the well-known K-means algorithm to generate the J partition. The centroids C j of S j are calculated by
With the classification of the contexts, the interpolation error variance of each partition cell S j is calculated by
where a k is the context-based interpolator corresponding to context C k , and ͉S j ͉ is the number of contexts in partition S j . The online estimated error variance 2 is good for stationary image regions. In this case, we simply adopt the online estimates of error variances. In areas of edges and texture, 2 is fused with the offline learned error variance 2 , and the combined variance estimate is 2 
where is the weight, which can be optimized for each context. In practice, we perform the weighting only when 2 is larger than a predefined threshold. After the completion of the first pass, half of the HR pixels are obtained, which will be used to interpolate the other half of the missing HR pixels in the second pass. The remaining half of the missing pixels will be interpolated in the second pass, which is essentially same as the first pass, as shown in Fig. 2͑b͒ . Note that the 1-D context-based interpolators used in the second pass are different from those in the first pass, since the spatial distances between the neighboring pixels used for interpolation are smaller than those in the first pass. Therefore, the context-based interpolators for the two passes are designed separately.
Spatial Deconvolution and Iterative Image
Resolution Upconversion Upon the recovery of the missing HR pixels, the observed LR pixels themselves, which are blurred by the PSF, must be deblurred for better visual quality. We assume that the PSF is known, or can be estimated. In our simulation, the PSF is assumed to be a 2-D Gaussian filter. For the low complexity, we propose a spatial deconvolution method to deblur the LR pixels. After the observed LR pixels are deblurred, an iterative upconversion process is carried out to further improve the upconverted HR image.
Let I l and I h ͑1͒ denote the observed LR image and the upconverted HR image, respectively. Let G be a 2-D filter for the PSF with ␤ 0 being the centered coefficient. Let G 0 be a 2-D filter such that G 0 ͑i , j͒ = G͑i , j͒, ͑i , j͒ ͑0,0͒, and G 0 ͑0,0͒ = 0. And let the context-based upconverter be F͑ · ͒. With the constraint of the PSF, we obtain
where D͑ · ͒ denotes the 2-D downsampling operator, ‫ء‬ denotes the convolution operator, and I ␦ denotes the LR image that is generated by Dirac sampling of the orignal HR image ͑i.e., without the PSF͒. From Eq. ͑11͒, we have
Then, an estimate of I ␦ can be obtained by substituting I h
͑1͒
for I h :
Since the missing HR pixels are interpolated and deblurred jointly in a single framework, the spatial deconvolution can effectively deblur the observed LR pixels. In our experiments, the spatial deconvolution can increase the PSNR of the observed LR images by 2.0 to 6.0 dB.
Since the reconstructed HR image should ideally match the observed LR image, we have
Let us consider the iterative back-projection technique 15 to minimize the norm of the reconstruction error image
In iteration n, the error image E ͑n͒ is computed, and then back projected onto the nth estimated HR image I h ͑n͒ , producing an improved HR image:
where F is a back-projection kernel, and is a scalar. In our case, F is the context-based upconverter, and we have
Since F͓ · ͔ incorporates the blurring effects, it can be roughly regarded as an inverse kernel of G. Hence, we let = 1 and terminate the back-projection in one iteration. We now show that the improved HR image I h ͑2͒ can be achieved by combing I h ͑1͒ and the upconverted I ␦ ͑1͒ . Using the relationship between G and G 0 , I ␦ ͑1͒ can be reexpressed as
Thus, E ͑1͒ can be obtained by 
Substituting Eq. ͑19͒ and = 1 into Eq. ͑17͒ yields
This reveals that I h ͑2͒ can be achieved by weighting I h ͑1͒ and
Finally, the pixels of I h ͑2͒ at LR pixel locations are replaced by those of the deblured LR image I ␦ ͑1͒ . In our simulations, the iterative upcoversion can substantially improve the initially upconverted HR images, increasing the upconversion quality by 0.3 to 1.3 dB.
Experimental Results
In this section, we present experimental results of the proposed context-based adaptive image resolution upconversion ͑CAIRU͒ method, and compare our results to those of four well-known interpolation techniques: the bicubic interpolator, the new edge-directed interpolation ͑NEDI͒ technique of Li and Orchard, 3 the edge guided interpolation To have sufficient training samples for each context instance, we collected 49, 626, and 99 training samples ͑i.e., pairs of the context and the HR pixel͒ from pairs of the degraded and the corresponding high-quality images. These training samples were then classified into 8 3 = 512 classes using the method described in Sec. 2. When creating the training data, the Gaussian PSF of standard deviation 0.6 was used.
The LR images in our simulations were generated by first applying the PSF and then downsampling by a factor of 2. The PSNR results of the reconstructed HR images by the tested methods are listed in Table 1 . For these methods do not include deconvolution, we also report the PSNR results after Wiener deconvolution. The Wiener deconvolution increases the PSNR for the test images that contain large smooth regions, such as the image "Lena." But for images containing large high-frequency regions, e.g., the image "Plane," the PSNR drop can be up to 2.83 dB for the NEDI method. This is because Wiener deconvolution is highly sensitive to interpolation noises. The proposed CAIRU outperforms the other methods on all test images with no exception. The PSNR gain of the CAIRU method over the Kondo et al. method, which is generally the second best in the comparison group, is 0.88 to 2.26 dB. To assess the visual qualities of tested methods, the cropped HR images produced by them are presented in Figs. 6-10. 5 Ten sample images in the test set: ͑a͒ "Lena," ͑b͒ "Peppers," ͑c͒ "Leaves," ͑d͒ "Caps," ͑e͒ "Bush," ͑f͒ "Bikes," ͑g͒ "Parrot," ͑h͒ "Plane," ͑i͒ "Sailboat," and ͑j͒ "Tower." In the preceding experiments, we assumed that the PSF used in the deconvolution step and the training of the context-based upconverters is exactly same as that used for generating the LR images. However, in practice the PSF is estimated, and we examine the robustness of the proposed method in the presence of the estimation error in PSF mismatch. We simulated a set of LR versions of the "Parrot" image using PSFs of standard deviations 0.4, 0.5, 0.6, 0.7, and 0.8. The proposed method is used to upconvert these LR images assuming a PSF of standard deviation 0.6. The restored HR images by the proposed method for the five LR versions are presented in Fig. 11 . By comparing these images, we can see that the reconstructed HR images appear sharper ͑or smoother͒ when the real PSF is more peaked ͑or flatter͒ than that assumed. The perceptual quality varies most in the degree of sharpness when there is an error in the PSF, even though the PSNRs of the output images may drop by up to 2.1 dB.
Fig. 6
Comparison of different methods on the "Leaves" image: ͑a͒ original HR image, ͑b͒ CAIRU, ͑c͒ Kondo et al., 7 ͑d͒ NEDI with deconvolution, ͑e͒ EGI with deconvolution, ͑f͒ bicubic with deconvolution, ͑g͒ NEDI, ͑h͒ EGI, and ͑i͒ bicubic. 7 ͑d͒ NEDI with deconvolution, ͑e͒ EGI with deconvolution, ͑f͒ bicubic with deconvolution, ͑g͒ NEDI, ͑h͒ EGI, and ͑i͒ bicubic. Although the proposed technique is designed for a scaling factor of 2, it can be generalized to other scaling factors in principle. However, the generalization requires the scaling factor to be an additional design parameter, complicating the learning process. We leave this as future work. Instead, we adopt a simple method to extend the proposed CAIRU technique for other scaling factors. For scaling factor S =2 n , where n is a positive integer, we iteratively apply CAIRU n times. For other scaling factors S 2 n , the upconversion can be carried out by first upconverting the LR image 2 n times such that 2 n Ͻ S Ͻ 2 n+1 , and then applying a conventional linear interpolation ͑e.g., bilinear or bicubic͒ to upconvert the output image of CAIRU with scaling factor m such that 2 n m = S. An example of scaling factor of 3 is shown in Fig. 12 , from which we can observe that the result by the CAIRU technique followed by the bicubic interpolator is visually more pleasant than that by the bicubic interpolator.
In addition to its good performance, the computational complexity of the proposed CAIRU technique is low. For a missing HR pixel, we are only required to interpolate it two times along two orthogonal directions using the learned upconverters, and weight these two directional estimates. The selection of the context-based upconverter can be made simply by scalar quantization. To calculate the weights in Eq. ͑4͒, each known LR pixel is interpolated two times along two orthogonal directions. The computation of each missing pixel requires only 28 multiplications ͑including Fig. 9 Comparison of different methods on the "Bush" image: ͑a͒ original HR image, ͑b͒ CAIRU, ͑c͒ Kondo et al., 7 ͑d͒ NEDI with deconvolution, ͑e͒ EGI with deconvolution, ͑f͒ bicubic with deconvolution, ͑g͒ NEDI, ͑h͒ EGI, and ͑i͒ bicubic. Fig. 10 Comparison of different methods on the "Caps" image: ͑a͒ original HR image, ͑b͒ CAIRU, ͑c͒ Kondo et al., 7 ͑d͒ NEDI with deconvolution, ͑e͒ EGI with deconvolution, ͑f͒ bicubic with deconvolution, ͑g͒ NEDI, ͑h͒ EGI, and ͑i͒ bicubic. the iterative step͒. Hence, the computational complexity of the CAIRU method is low, making it suitable for real-time applications.
Conclusions
We proposed a practical context-based image resolution upconversion technique. It performs image interpolation and deconvolution jointly in a single estimation framework. To achieve low complexity, two 1-D context-based interpolators were used to estimate a missing HR pixel in two orthogonal directions. The resulting directional estimates were fused into a more robust estimate by LMMSE weighting. Upon the recovery of the missing HR pixels, a spatial deconvolution was performed to restore the observed LR pixels. The restored LR image was then used to further improve the estimated HR image in an iterative process. Experimental results demonstrated that the proposed technique can produce sharper and cleaner edges than existing techniques.
