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1 Introdução
A evidente expansão do setor sucroalcooleiro do Brasil tem enfrentado vários desafios, e o
melhoramento genótico tem sido essencial para assegurar o sucesso do setor. Todos os anos,
desenvolve e libera novas variedades com potencial produtivo superior às variedades comerci-
ais. A introdução no mercado de materiais competitivos encara o desafio de atender a crescente
demanda nacional e internacional no que concerne à produção de açúcar e álcool. Cresce a
perspectiva de produção do etanol de segunda geração (oriundo da palha e/ou do bagaço do
cana) em escala industrial e paralelamente, aumenta-se o investimento em pesquisas. Nesse ce-
nário positivo, o melhoramento genético busca aprimorar novas metodologias de análise a fim
de otimizar o processo de obtenção e seleção de genótipos superiores, na expectativa de atender
a exigência do mercado de açúcar e biocombustível, através da oferta de materiais genéticos
com elevados índices de rendimento industrial.
A criação e a avaliação de variedades melhoradas é uma das mais antigas atividades da pes-
quisa agrícola com grande impacto sobre a produção mundial de alimentos, especialmente nos
últimos 100 anos. Especificamente no caso da cana-de-açúcar, na década de 1970 intensificaram-
se as pesquisas de melhoramento genético no Brasil, e surgiram as primeiras variedades libe-
radas que alimentaram o mercado de açúcar e álcool. Historicamente, o emprego do conheci-
mento de genética quantitativa foi marcante no melhoramento de cana, destacando-se os estudos
de fatores genéticos relacionados especialmente ao potencial produtivo e ao entendimento e ex-
ploração da variabilidade genética. Borlaug (2001) apud Smith, Cullis e Thompson (2005),
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argumenta que é importante reconhecer que os métodos convencionais de melhoramento con-
tinuam a fazer contribuições significantes para produção de alimentos, e, nesse sentido, é es-
sencial que métodos estatísticos usados para projetar e analisar dados experimentais sejam tão
preciso, eficiente e informativo quanto possível.
A aplicação de ANAVA, seguida decomposição da variância fenotípica em componentes
ambiental e genético, permitiu estimar componentes de variância, a herdabilidade dos caracte-
res de interesse e o ganho genético, parâmetros importantes recorridos na decisão de seleção.
As atuais variedades de cana-de-açúcar que sustentam o setor sucroalcooleiro são resultados
do melhoramento clássico, e refletem a contribuição histórica da genética quantitativa, muito
embora baseada em modelos estatísticos com fortes restrições.
Nos programas de melhoramento de cana-de-açúcar, todos os anos são instalados vários
experimentos com o objetivo de selecionar genótipos superiores, provenientes de hibridações
entre genitores previamente selecionados (MARIOTTI, 1973; MATSUOKA et al., 1999). São
vários genótipos candidatos, tornando a seleção mais difícil, e exigindo do melhorista o uso de
ferramentas de análise apropriadas para aumentar a eficiência do processo de seleção e garan-
tir o sucesso do programa de melhoramento. O emprego de métodos de genética quantitativa,
junto com métodos estatísticos adequados, pode resultar em melhores estimativas de componen-
tes variância genéticos e residuais, e consequentemente em predições mais acuradas do valor
genotípico.
O modelo tradicional (ANAVA), todos os efeitos são fixos, exceto o erro experimental, que
é sempre aleatório. Essa abordagem deu grandes contribuições ao melhoramento genético, en-
tretanto, é limitada devido à pressuposição de independência dos erros, que no contexto dos
experimentos de melhoramento genético é inadequada. Outra limitação dessa técnica ocorre
quando se tem desbalanceamento de dados, seja por perda de parcelas ou quando o delinea-
mento não é ortogonal. Há também a situação em que cada parcela fornece vários dados em
diferentes locais e anos (colheitas), e são, por isso, correlacionados.
A eficiência de seleção num programa de melhoramento pode ser aumentada com o em-
prego de modelos estatísticos que representem mais fielmente a natureza dos dados. Isso é
conseguido com a modelagem de estruturas de variância-covariâncias (VCOV) genética dos
indivíduos nos diversos locais e colheitas, modelando a interação genótipo × ambiente. As
informações de covariância quando modelada adequadamente aumenta o poder preditivo do
modelo, e leva à obtenção de estimativas acuradas do valor genotípico (VG), aumentando a
eficiência de seleção.
A metodologia de modelos mistos é uma alternativa aos modelos de ANAVA. Permite-se
modelar efeitos fixos e aleatórios além do erro experimental, é flexível, no sentido de permitir
estruturar a informação de covariância, e tem sido aplicado com sucesso no melhoramento
animal e de plantas. Peculiaridades, tais como a modelagem de informação de VCOV genética
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entre os efeitos do modelo e a incorporação de parentesco genético, despertam o interesse de
pesquisadores, e a aplicação dessa abordagem tem aumentado, especialmente em pesquisas de
Seleção Assistida por Marcadores (MAS) e Seleção GenÃ´mica Ampla (GWS)(CROSSA et al.,
2006, 2007; BOER et al., 2007; BAUER; LÉON, 2008; LORENZANA; BERNARDO, 2009;
SCHULZ-STREECK; PIEPHO, 2010; ZHANG et al., 2010; BURGUEÑO et al., 2012).
No desenvolvimento de novas variedades de cana-de-açúcar, como também a liberação e a
recomendação para plantio comercial requerem que etapas de seleção sejam praticadas entre um
grande número de genótipos candidatos. É comum a obtenção de banco de dados extremamente
desbalanceados em função de sucessivo descarte de genótipos ocorrido durante o processo de
seleção e/ou implantação de ensaios com apenas alguns genótipos comuns. Nesses casos, a
análise de variância conjunta tradicional torna-se impraticável. A análise conjunta dos experi-
mentos com predição do VG dos genótipos em experimentação é importante para estabelecer,
durante o processo de seleção, comparações entre indivíduos em função da superioridade ge-
nética, e com efeito, auxiliar na decisão de seleção. Assim, o modelo misto juntamente com a
metodologia REML/BLUP (do inglês, Restricted Maximum Likelihood/Best Linear Unbiased
Prediction - REML/BLUP) pode fornecer predições mais acuradas do VG, medida usada como
referência no ranqueamento e seleção de genótipos superiores destinados à liberação comer-
cial. Para o melhoramento de cana-de-açúcar, tal abordagem é uma boa alternativa que pode
aumentar a eficiência de seleção.
Os experimentos com cana-de-açúcar normalmente são conduzidos em vários locais e anos
(colheitas), chamados de METs (do inglês, multi-environment trial - MET), estratégia que visa
aumentar a eficiência de seleção, contornando o efeito ambiental sobre os genótipos. Entretanto,
modelos de predição mais realistas são necessários, que incluam uma adequada estrutura de
variância-covariância para efeitos de interação.
Diante do exposto, considerando as características dos ensaios com cana-de-açúcar, o uso
dos modelos mistos com a modelagem da matriz de variância-covariância para os efeitos de
interação é uma estratégia interessante e poderá fornecer predições mais acuradas do VG. Tal
modelo poderá auxiliar os melhoristas na tomada de decisão durante processo de seleção e
recomendação de novas variedades para plantio comercial.
Nesse contexto, o objetivo desse trabalho foi determinar um modelo para predição do valor
genotípico de genótipos de cana-de-açúcar utilizando a abordagem de modelo misto, modelando
adequadamente a matriz de variância-covariância genética para interação G×L×C. Tal modelo
buscará o aumento da eficiência de seleção e poderá auxiliar na seleção de genótipos superiores.
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2 Material e métodos
2.1 Rede de experimentos
O banco de dados utilizado para análise foi gentilmente fornecido pelo o programa de me-
lhoramento genético do Centro da Cana-de-açúcar do Institudo AgronÃ´mico de Campinas -
IAC. As informações são de um período de doze anos, referentes aos anos de 1997 a 2001 e
de 2003 a 2009. A rede experimental analisada é constituída por 74 genótipos, sendo que nem
todos os indivíduos estão presentes em todos experimentos. A frequência de um genótipo em
experimentos é variável, há genótipos que foram avaliados mais vezes, os quais foram submen-
tidos a um maior número de ambientes diferentes, enquanto outros foram menos. Um total de
44 experimentos foram avaliados. O modelo será ajustado para o caráter TPH (toneladas de
pol por hectare), uma medida importante para o melhoramento, que mensura conjuntamente a
quantidade de sacarose produzida por uma tonelada de cana colhida em um hectare.
2.2 Desenvolvimento do Modelo Misto
As análises dos experimentos foram realizadas utilizando-se o software GenStat 14o (PAYNE
et al., 2009). A princípio buscou-se ajustar o modelo misto adequado que represente o mais fiel-
mente o padrão natural de resposta dos dados. Isso foi feito comparando-se diferentes estruturas
de VCOV para os efeitos genéticos de local e colheita (Tabela 1). O modelo matemático descrito
aqui foi uma adaptação do modelo usado por Pastina (2010) para análise de MET, de modo que
sua descrição seguiu a mesma notação. A notação foi originalmente descrita por Eckermann et
al. (2001), Verbyla et al. (2003) e Boer et al. (2007). O modelo estatístico, no qual o sublinhado
identifica a variável aleatória, pode ser escrito como:
yi jkr = µ+L j +Ck +LC jk +Gi jk + εi jkr (1)
em que yi jkr é a resposta fenotípica do i-ésimo genótipo na r-ésima repetição do j-ésimo local
e k-ésima colheita; µ é a média geral; L j é o efeito de local; Ck o efeito de colheita; LC jk é o
efeito da interação local e colheita; Gi jk é o efeito genético do genótipo i no local j e colheita
k; e εi jkr os efeitos não genético. Nesse estudo, todos os indivíduos (clones e variedades) foram
designados como genótipos devido as testemunhas serem diferentes entre os experimentos.
O efeito genético aleatório Gi jk foi aqui representado por uma notação em minúscula, gi jk,
com vetor g = (g111, ...,gIJK) que possui distribuição normal multivariada com média zero e
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matriz de VCOV G, escrito na forma de g ∼ N(0,G). E o termo εi jkr, foi modelado como:
εi jkr = b jkr +ηi jkr (2)
em que b jkr é o efeito do bloco r no local j e colheita k; ηi jkr é o erro experimental, assumido
que ηi jkr ∼ N(0,R), com R = σ2I, considerada assim para todos os modelos avaliados.
Todas as interação duplas e triplas entre os efeitos foram também incluídas no modelo, mas
por questão de simplificação, não foram demonstrados aqui.
A rotina de análise foi procedida em duas etapas. Na primeira foram ajustados 20 modelos
(1 - 20) utilizando a metodologia de modelos mistos descrita por Henderson (1986) e McCul-
loch e Searle (2001) (Tabela 1). Nesta, cada modelo foi avaliado utilizando-se simultaneamente
duas diferentes estruturas de VCOV genética, sendo uma para local (GLJ×J) e outra para co-
lheita (GCK×K). Assumiu-se ausência de parentesco genético entre os indivíduos, dessa forma,
a relação entre os genótipos foi modelada por uma matriz identidade (IGI×I). As predições do
valor genotípico média de TPH (VG) para genótipo teve matriz de VCOV genética dada por
GI×I = Iσ2g, em que σ2g é o componente de variância genética. Já na segunda etapa foram ajus-
tados mais 20 modelos (21 - 40). Nestes, foi incluída a informação de parentesco através da
matriz A. Assim, a predição do valor genético médio (VA) de TPH para cada genótipo, teve
matriz de VCOV genética dada por GI×I =Aσ2a, em que σ2a é o componente de variância aditiva
(FALCONER e MACKAY, 1996; LYNCH; WALSH, 1998; PIEPHO et al., 2008).
Em experimentos com cana-de-açúcar, conforme ressaltado anteriormente, os dados são
oriundos de diversos locais e colheitas. Assim a matriz de VCOV genética global G foi mode-
lada através do produto direto entre matrizes de VCOV de componentes do modelo estatístico
que contêm informação de correlação genética. Nesse contexto, para os 20 primeiros modelos
foi assumido ausência de parentesco genético, e a matriz de VCOV G foi obtida da seguinte
forma:
G = GLJ×J ⊗GCK×K ⊗ IGI×I (3)
e para os modelos com a informação de parentesco (21 a 40), foi dada por:
G = GLJ×J ⊗GCK×K ⊗AGI×I (4)
em que, GL, GC e AG são as matrizes variância-covariância genética para locais, colheitas e
de parentesco genético, respectivamente. Essas duas condições (3 e 4) foram verificadas a fim
de conhecer a contribuição dada com a inclusão da genealogia. Uma vez que tais modelos são
mais realistas, espera-se um maior poder predivo, e portanto o aumento da eficiência de seleção
(Tabela 1).
Os 40 modelos foram examinados e comparados através dos critérios AIC e BIC. Segundo
esses critérios o modelo que melhor se ajusta aos dados é aquele que tem o menor valor dessas
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estatísticas. Após selecionado o “melhor” modelo, foram obtidas as predições do valor geno-
típico médio (VG) e/ou do valor genético médio (VA) de TPH, e, em seguida, foi definido o
ranqueamento dos genótipos.
Como a análise tradicional de ANAVA conjunta é inviável, para efeito de comparação,
estimou-se a média aritmética de TPH. Esse tipo de análise, é o procedimento estatístico comu-
mente usado por melhorista de cana para avaliar o potencial produtivo médio dos genótipos nos
grupos de experimentos, especialmente nos casos em que nem todos os genótipos são avaliados
em todos experimentos. A análise conjunta via ANAVA é dificultada devido o grande desbalan-
ceamento existente. Para o conjunto de dados analisado aqui, a extensão do desbalanceamento
tornou-se maior devido existir diferentes genótipos, números de repetições e também diferentes
números de colheitas. Retrata-se então, uma situação frequentemente enfrentada pelos progra-
mas de melhoramento. Neste caso, o procedimento clássico de análise de variância conjunta
tornou-se inviável em razão das pressuposições existentes. Em geral, para contornar esse im-
passe, uma alternativa que tem sido utilizada, na maioria da vezes, é simplesmente o cálculo da
média aritmética simples para cada indivíduo. Entretanto, a média de cada genótipo é calculada
com números diferentes de observações devido ao grande desbalanceamento dos dados. Assim,
análogo aos programas de melhoramento, foi calculado a média aritmética (tratada aqui como
Modelo Tradicional), e, em seguida, foi estabelecidoo ranqueamento dos genótipos.
Em relação a obtenção das estimativas do modelo, os efeitos fixos foram estimados pelo
Best Linear Unbiased Estimator (BLUE), e os aleatórios por Best Linear Unbiased Predictor
(BLUP), já implementados no software Genstat. O processo de estimação ocorreu via Máxima
Verossimilhança e Máxima Verossimilhança Restrita (REML)(PATTERSON e THOMPSON,
1971).
3 Resultados e discussões
De acordo com o critério AIC e BIC, em geral os modelos com a inclusão da informação
de parentesco (21 - 40), tendem a ser melhores quando comparados aos correspondentes (1 -
20) sem esta informação. Esse resultado confirma que a informação de parentesco contribuiu
para melhoria do modelo, tornado-o mais realista. Uma explicação é que os genótipos com-
partilham locos que são idênticos por descendência, e através de cruzamentos, essa herança
genética é transmitida para novas gerações. Finalmente há formação de uma grande “rede de
relacionamento” com indivíduos de diferentes graus de parentesco. Com essas considerações,
modelos que assumem independência entre os genótipos, não desfruta das relações existentes.
Em contra partida, modelos que incluem o parentesco oferecem aos genótipos a oportunidade
absorver a informação da genealogia e mesmo os genótipos com pouca informação genealógica
são beneficiados.
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Adicionalmente, a informação de genealogia no modelo dá uma expectativa, em termos
de desempenho produtivo, do valor genético que o indivíduo tem e transmite para sua descen-
dência. Para tanto, os efeitos genéticos aditivo (valor genético) dos genitores transmitido para
progênie são incluídos no modelo via matriz de parentesco. Assim, o modelo resultante fornece
predições do valor genético. No melhoramento de cana, as predições geradas por esse modelo
mensura o quanto de variância genética aditiva um genótipo poderá transmitir a sua descendên-
cia, portanto permite ao melhorista inferir sobre potencial do indivíduo como genitor.
É interessante destacar o Modelo 1 que assumi a estrutura de independência (ID) para mode-
lar o efeito genético nos diferentes locais, colheitas. Esse resultado sugere que, mesmo quando
se tem grandes desbalanceamento dos dados, em detrimento da abordagem de ANAVA, é pos-
sível realizar a análise conjunta de grupos de experimentos, sem a necessidade de retirar indiví-
duos que estão presentes apenas em alguns experimentos mas não em todos.
Vale ressaltar que modelar estruturas de VCOV para efeitos relacionados não é uma obriga-
ção, trata-se apenas de uma sutileza estatística para obter modelos mais realistas com potencial
preditivo na expectativa que tais modelos possam maximizar a acurácia das predições. Nesse
contexto, uso do modelos misto sem modelar estrutura de VCOV, em primeiro momento, pode
e deve ser incorporado na rotina de análise dos programas de melhoramento genético de cana-
de-açúcar. Certamente a análise conjunta grupos de experimentos pode ser realizada com van-
tagens, utilizando abordagem de modelos misto, e com o uso de modelo simples semelhante ao
Modelo 1. Uma vez que o Modelo 1 é similar a abordagem tradicional de ANAVA que assume
homogeneidade de variância para local e colheita, além de ausência de correlação genética entre
os genótipos, portanto, não requer maiores conhecimento estatístico do melhorista.
A seleção do “melhor” modelo pode ser baseada em dois critérios de informação: o AIC
e o BIC. Assim, em relação a decisão de seleção, para a maioria dos modelos, os dois crité-
rios foram discordantes. Como exemplo tem-se o Modelo 19 (FA1 ⊗ UNST ⊗ ID, com 102
parâmetros) que apresentou o menor valor de AIC (41426,59) e o Modelo 29 ( ID ⊗ AR1 ⊗
Kinship, com 2 parâmetros) o menor valor de BIC (41885,83), ambos foram destacados com
negrito (Tabela 2). Uma justificativa para esse resultado deve-se ao grande número de expe-
rimentos analisado. O banco é composto de 44 experimentos, aqui também referidos como
locais. A matriz de VCOV genética para local tem dimensão 44 × 44, ou seja, é bastante
grande. Os modelos de alternativos de matriz de VCOV para local são bastante parametrizados,
consequentemente foram mais penalizado pelo critério BIC. Deve-se ressaltar que o tamanho
da amostra eficaz para utilizar no cálculo em não claramente definido no âmbito de modelos
mistos (PAULER, 1998). Verifica-se que em geral, o critério de informação BIC aplica uma
maior penalidade para a matriz de local, priorizando o uso de estrutura mais simples, porém
menos realista, como a ID ou DIAG. Esse resultado evidencia que para esse grupo de experi-
mentos, o uso desse critério não faz sentido, uma vez que, a presença de heterogeneidade de
variância e correlação genética entre locais é esperada. Esse argumento sugere que para este
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caso, particularmente, o AIC poderá ser o melhor critério de seleção. Aplica menor penalidade,
e portanto permite o uso de estruturas mais complexas. Proporcionando o ajuste de modelos
mais realista para local e colheita.
Diante do exposto, para seleção do melhor modelo considerou-se apenas o critério AIC.
Assim, de acordo com AIC verificou-se que o a estrutura FA1 foi a melhor para local. Outros
estudos tem recomendado a estrutura Fator analítico para modelar a VCOV genética de local
(THOMPSON et al., 2003; BOER et al., 2007; SMITH et al., 2007; MEYER, 2009), portanto,
esse resultado era esperado. Já a matriz UNST foi a melhor para colheita. A matriz de VCOV
genética para colheita tem dimensão 5 × 5, requerendo a estimação de no máximo 15 parâme-
tros. É uma matriz pequena e o ajuste do modelo UNST foi rápido. Esse tipo de matriz captura
toda a variação de forma geral, porém requer estimação do número máximo de parâmetros, o
que a torna indesejável. Assim, para colheita optou-se por outro modelo mais parcimonioso,
definido como AR1 (autoregressiva heterogênea de primeira ordem). A estrutura AR1 captura a
informação de correlação entre sucessivas colheitas, e explica de forma sistemática a dependên-
cia temporal existente. Nesse contexto, o conhecimento do padrão de resposta dos dados deve
ser considerado durante a escolha do modelo adequado. A produtividade da cana-de-açúcar
tende a reduzir ao longo das colheitas, e diante desse comportamento, espera-se, por exemplo,
uma maior correlação entre colheitas mais próximas (corte 1 e 2), e menor entre as mais dis-
tante (corte 1 e 3), em função de alterações fisiológicos e genéticas. Nesse sentido, o Modelo
11 (FA1 ⊗ AR1 ⊗ ID, com 89 parâmetros), o segundo melhor de acordo com AIC, pode ser
considerando o melhor modelo. É compatível os padrões de respostas observado no campo,
na avaliação de grupos de experimentos de cana-de-açúcar. Como esperado, assume a matriz
FA1 para local e AR1 para colheita. Acredita-se que a estrutura AR1 não foi indicada pelo AIC
como a melhor, devido esse critério não penalizar fortemente estruturas mais parametrizadas,
pelo menos para colheita, ao contrário do BIC, observa-se uma certa prioridade por estruturas
mais parametrizadas. Embora para o AIC a penalização tende a ser mais forte quando a matriz
de VCOV tem muitos parâmetros a serem estimados, como a estrutura de VCOV para local,
por exemplo. Ela invariavelmente foi penalizada fortemente por ambos critérios, o que resultou
numa série de modelos que não rodou e foram identificados por NR.
O Modelo 11, no geral é o melhor modelo. É um modelo realista que assume estrutura
adequadamente de VCOV para explicar as interações existentes entre genótipos, locais e corte.
Este modelo poderá ser utilizado para predição do valor genotípico de genótipos de cana-de-
açúcar em programas de melhoramentos. Os valores genotípicos quando ranqueados, poderão
auxiliar o melhorista na identificação e seleção de genótipos superiores e de futuras variedades
para recomendação comercial.
Vale salientar que um aspecto intrigante do Modelo 11 é que, embora tenha sido conside-
rado o melhor modelo, ele não inclui a informação de parentesco genético. E como já menci-
onado, de acordo com AIC, os modelos são “melhorados” quando a informação de parentesco
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é incorporada. Verifica-se então, que o Modelo 31 correspondente ao 11 com o parentesco
(FA1 ⊗ AR1 ⊗ Kinship, com 89 parâmetros) não rodou devido a limitações computacionais
(Computador Dell Studio XPS 8100 Intelr CoreT M i7-860, 17, 2.80GHz 16GB utilizando o
Windows 7 Home Premium e o GenStat 14o). Logo de início houve problemas com alocação
de memória o que inviabilizou o início do processo de iterativo. Mas quando colocados lado a
lados os modelos sem parentesco (1 - 20) e com parentesco (21 - 40), verifica-se que sempre
o modelo correspondente com o parentesco é melhor. Portanto, as evidências sugerem que se
o Modelo 31 tivesse rodado, provavelmente ele seria melhor modelo. Embora não haja resul-
tados, esse modelo seria mais adequado. O mesmo admite estruturas de VCOV genética (para
local e colheitas) que explicam mais adequadamente a natureza da correlações existentes. E
adicionalmente, incorpora a informação de parentesco genético. Em resumo, trata-se de um
modelo mais realista, e portanto, espera-se que possua maior poder preditivo e que seja capaz
de gerar predições mais acuradas, o que resultaria numa maior eficiência de seleção.
As comparações entre os modelos são mostradas também nas Figuras 1-3. Foi estabelecido
um ponto de corte que corresponde a seleção dos 10 genótipos superiores (uma intensidade de
seleção 13,51% ) para ambos modelos. Determinou-se o coeficiente de correlação Spearman
(ρ) para cada comparação, afim de medir a intensidade da associação entre os modelos em
função das coincidências de ranqueamento. A Figura 1 mostra a comparação entre o Modelo 1
e o Tradicional. Os valores genotípico preditos obtidos com o Modelo 1 e as médias estimadas
de TPH com o Modelo Tradicional foram correlacionados significativamente (ρ = 0,72, p-
valor< 0,001). No ponto de corte, nota-se que existem cinco genótipos (50%) que seriam
selecionados com o Modelo 1, mas não com o modelo Tradicional. Isso reforça a vantagem de
usar modelos misto em análise de grupos de experimentos de cana-de-açúcar.
A Figura 2 mostra a comparação entre o Modelo 11 e o Tradicional. Nesta os valores
genotípicos preditos com o Modelo 11 foram correlacionado significativamente com as médias
estimadas para TPH com o modelo Tradicional (ρ = 0,63, p-valor< 0,001). Há coincidência
de ordenamento dos genótipos, porém o melhoramento de cana requer maior eficiência para
seleção dos melhores indivíduos, nesse contexto essa associação não é classificada como alta.
A associação existente não é suficiente para declarar o Modelo Tradicional uma boa opção
para o melhoramento. Há ganho de eficiência quando se utiliza o Modelo 11, e esse ganho
não é refletido com o Modelo Tradicional, portanto, o Modelo Tradicional não substitui com
eficiência o 11. No ponto de corte, verifica-se que existem seis genótipos (60%) selecionados
com o Modelo 11, mas que não foram selecionados com o Modelo Tradicional. Isso ressalta a
importância de utilizar modelos mais realista, este possui maior capacidade preditiva e aumenta
a eficiência de seleção.
Já a Figura 3 tem-se a comparação do Modelo 1 e 11. A correlação entre os valores genotí-
picos preditos dos dois modelos foi alta e significativa (ρ = 0,87, p-valor< 0,001). Isso sugere
que existe concordância de ordenamento entre os dois modelos. E quando se observa o ponto
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Figura 1: Gráfico das predições do valor genético de TPH do Modelo 1 contra as médias esti-
madas de TPH do Modelo Tradicional para 74 genótipos (ρ = 0,72, p-valor< 0,001), ambos
modelos considera a informação dos 44 experimentos. As linhas tracejadas na horizontal e
vertical indicam pontos de corte para a seleção dos 10 genótipos superiores de cana-de-açúcar
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Predição do valor genotípico de TPH do Modelo 11 (AR1⊗FA1⊗ID)
M
éd
ia
 d
e 
TP
H 
do
 M
od
el
o 
Tr
a
di
cio
na
l
7.50 8.25 9.00 9.75 10.50 11.25 12.00 12.75 13.50 14.25 15.00 15.75 16.50 17.25 18.00 18.75
7.
50
8.
50
9.
50
10
.7
5
12
.0
0
13
.2
5
14
.5
0
15
.7
5
17
.0
0
18
.2
5
Figura 2: Gráfico das predições do valor genético de TPH do Modelo 11 contra as médias
estimadas de TPH do Modelo Tradicional para 74 genótipos (ρ = 0,63, p-valor< 0,001), ambos
modelos considera a informação dos 44 experimentos. As linhas tracejadas na horizontal e
vertical indicam pontos de corte para a seleção dos 10 genótipos superiores de cana-de-açúcar
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Figura 3: Gráfico das predições do valor genético de TPH do Modelo 1 contra Modelo 11
para 74 genótipos (ρ = 0,87, p-valor< 0,001), ambos modelos considera a informação dos
44 experimentos. As linhas tracejadas na horizontal e vertical indicam pontos de corte para a
seleção dos 10 genótipos superiores de cana-de-açúcar
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de corte, existem cinco genótipos (50%) que foram selecionados com o Modelo 11, mas não
foram com o Modelo 1. O argumento a esse resultado é que quando a matriz de VCOV genética
é modelada adequadamente, as correlações genéticas entre locais e entre corte são consideradas,
o modelo torna-se mais realista e aumenta sua capacidade preditiva.
Ainda nas Figuras 1-3 notam-se que as médias estimadas observadas tiveram maior ampli-
tude de varição do que os valores preditos. Isso é justificado pela propriedade de encolhimento
do preditor, que é desejável pois penaliza observações discrepantes.
4 Conclusões
O modelo misto ajustado aqui certamente poderá aumentar a eficiência do processo de se-
leção de genótipos superiores de cana-de-açúcar, e consequêntemente ajudará na identificação,
recomendação e liberação de novas variedades em programas de melhoramento.
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Tabela 1: Diferentes modelos analisados de matriz de variância-covariância G
Matrix G Modelo nPAR em G†
G = GLJ×J ⊗GCK×K ⊗ IGI×I 1) ID ⊗ ID ⊗ ID 1
2) DIAG ⊗ ID ⊗ ID (J+1)−1
3) FA1 ⊗ ID ⊗ ID (2J +1)−1
4) UNST ⊗ ID ⊗ ID
[
J(J+1)+2
2
]
−1
5) ID ⊗ DIAG ⊗ ID (1+K)−1
6) DIAG ⊗ DIAG ⊗ ID (J+K)−1
7) FA1 ⊗ DIAG ⊗ ID (2J +K)−1
8) UNST ⊗ DIAG ⊗ ID
[
J(J+1)+2K
2
]
−1
9) ID ⊗ AR1 ⊗ ID 2
10) DIAG ⊗ AR1 ⊗ ID (J+2)−1
11) FA1 ⊗ AR1 ⊗ ID (2J +2)−1
12) UNST ⊗ AR1 ⊗ ID
[
J(J+1)+4
2
]
−1
13) ID ⊗ AR1Het ⊗ ID (K +2)−1
14) DIAG ⊗ AR1Het ⊗ ID (J+K +1)−1
15) FA1 ⊗ AR1Het ⊗ ID (2J +K +1)−1
16) UNST ⊗ AR1Het ⊗ ID
[
J(J+1)+2(K+1)
2
]
−1
17) ID ⊗ UNST ⊗ ID
[
2+K(K+1)
2
]
−1
18) DIAG ⊗ UNST ⊗ ID
[
2J+K(K+1)
2
]
−1
19) FA1 ⊗ UNST ⊗ ID
[
4J+K(K+1)
2
]
−1
20) UNST ⊗ UNST ⊗ ID
[
J(J+1)+K(K+1)
2
]
−1
G = GLJ×J ⊗GCK×K ⊗AGI×I 21) ID ⊗ ID ⊗ Kinship 1
22) DIAG ⊗ ID ⊗ Kinship (J+1)−1
23) FA1 ⊗ ID ⊗ Kinship (2J +1)−1
24) UNST ⊗ ID ⊗ Kinship
[
J(J+1)+2
2
]
−1
25) ID ⊗ DIAG ⊗ Kinship (1+K)−1
26) DIAG ⊗ DIAG ⊗ Kinship (J+K)−1
27) FA1 ⊗ DIAG ⊗ Kinship (2J +K)−1
28) UNST ⊗ DIAG ⊗ Kinship
[
J(J+1)+2K
2
]
−1
29) ID ⊗ AR1 ⊗ Kinship 2
30) DIAG ⊗ AR1 ⊗ Kinship (J+2)−1
31) FA1 ⊗ AR1 ⊗ Kinship (2J +2)−1
32) UNST ⊗ AR1 ⊗ Kinship
[
J(J+1)+4
2
]
−1
33) ID ⊗ AR1Het ⊗ Kinship (K +2)−1
34) DIAG ⊗ AR1Het ⊗ Kinship (J+K +1)−1
35) FA1 ⊗ AR1Het ⊗ Kinship (2J +K +1)−1
36) UNST ⊗ AR1Het ⊗ Kinship
[
J(J+1)+2(K+1)
2
]
−1
37) ID ⊗ UNST ⊗ Kinship
[
2+K(K+1)
2
]
−1
38) DIAG ⊗ UNST ⊗ Kinship
[
2J+K(K+1)
2
]
−1
39) FA1 ⊗ UNST ⊗ Kinship
[
4J+K(K+1)
2
]
−1
40) UNST ⊗ UNST ⊗ Kinship
[
J(J+1)+K(K+1)
2
]
−1
Modelos (1-20) utilizam o produto direto de matrizes de variância-covariância para experimento e corte, assumindo ausência de parentesco
entre os genótipos, A . Modelos (21-40) utilizam o produto direto de matrizes de variância-covariância para experimento e corte, assumindo
parentesco genético entre os genótipos. †: o número de parâmetros para os modelos (1-40), correspondem à soma dos números de parâmetros
das matrizes componentes menos o número de restrições para assegurar a identificabilidade do modelo. I é o número de genótipos, J é o
número de experimentos (locais) e K o número de cortes.
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Tabela 2: Modelos para matriz de variância-covariância G, e os correspondentes números de
parâmetros estimados nPAR, e respectivos valores de AIC (Critério de Informação de Akaike)
e BIC (Critério de Informação de Bayseano)
Matrix G Modelo nPAR em G† AIC BIC
G = GLJ×J ⊗GCK×K ⊗ IGI×I 1) ID ⊗ ID ⊗ ID (1+1)−1 = 1 42473,64 42502,11
2) DIAG ⊗ ID ⊗ ID (44+1)−1 = 44 42266,29 42600,77
3) FA1 ⊗ ID ⊗ ID (88+1)−1 = 88 41660,41 42308,02
4) UNST ⊗ ID ⊗ ID (990+1)−1 = 990 NR NR
5) ID ⊗ DIAG ⊗ ID (1+5)−1 = 5 42448,34 42505,27
6) DIAG ⊗ DIAG ⊗ ID (44+5)−1 = 48 42257,09 42620,03
7) FA1 ⊗ DIAG ⊗ ID (88+5)−1 = 92 41666,14 42342,22
8) UNST ⊗ DIAG ⊗ ID (990+5)−1 = 994 NR NR
9) ID ⊗ AR1 ⊗ ID (1+2)−1 = 2 42298,04 42333,62
10) DIAG ⊗ AR1 ⊗ ID (44+2)−1 = 45 41937,97 42279,56
11) FA1 ⊗ AR1 ⊗ ID (88+2)−1 = 89 41487,76 42142,49
12) UNST ⊗ AR1 ⊗ ID (990+2)−1 = 991 NR NR
13) ID ⊗ AR1Het ⊗ ID (1+6)−1 = 6 42269,51 42333,56
14) DIAG ⊗ AR1Het ⊗ ID (44+6)−1 = 49 41922,11 42292,17
15) FA1 ⊗ AR1Het ⊗ ID (88+6+1)−1 = 94 41489,18 42172,37
16) UNST ⊗ AR1Het ⊗ ID (990+6)−1 = 995 NR NR
17) ID ⊗ UNST ⊗ ID (1+15)−1 = 15 42241,50 42369,60
18) DIAG ⊗ UNST ⊗ ID (44+15)−1 = 58 41908,16 42342,27
19) FA1 ⊗ UNST ⊗ ID (88+15)−1 = 102 41426,59 42173,83
20) UNST ⊗ UNST ⊗ ID (990+15)−1 = 1004 NR NR
G = GLJ×J ⊗GCK×K ⊗AGI×I 21) ID ⊗ ID ⊗ Kinship (1+1)−1 = 1 42177,28 42205,74
22) DIAG ⊗ ID ⊗ Kinship (44+1)−1 = 44 42057,86 42392,34
23) FA1 ⊗ ID ⊗ Kinship (88+1)−1 = 88 NR NR
24) UNST ⊗ ID ⊗ Kinship (990+1)−1 = 990 NR NR
25) ID ⊗ DIAG ⊗ Kinship (1+5)−1 = 5 42164,91 42221,85
26) DIAG ⊗ DIAG ⊗ Kinship (44+5)−1 = 48 42049,15 42412,09
27) FA1 ⊗ DIAG ⊗ Kinship (88+5)−1 = 92 NR NR
28) UNST ⊗ DIAG ⊗ Kinship (990+5)−1 = 994 NR NR
29) ID ⊗ AR1 ⊗ Kinship (1+2)−1 = 2 41850,25 41885,83
30) DIAG ⊗ AR1 ⊗ Kinship (44+2)−1 = 45 41610,50 41952,09
31) FA1 ⊗ AR1 ⊗ Kinship (88+2)−1 = 89 NR NR
32) UNST ⊗ AR1 ⊗ Kinship (990+2)−1 = 991 NR NR
33) ID ⊗ AR1Het ⊗ Kinship (1+6)−1 = 6 41834,69 41898,74
34) DIAG ⊗ AR1Het ⊗ Kinship (44+6)−1 = 49 41592,66 41962,73
35) FA1 ⊗ AR1Het ⊗ Kinship (88+6)−1 = 93 NR NR
36) UNST ⊗ AR1Het ⊗ Kinship (990+6)−1 = 995 NR NR
37) ID ⊗ UNST ⊗ Kinship (1+15)−1 = 15 41811,31 41939.41
38) DIAG ⊗ UNST ⊗ Kinship (44+15)−1 = 58 41582,15 42016,26
39) FA1 ⊗ UNST ⊗ Kinship (88+15)−1 = 102 NR NR
40) UNST ⊗ UNST ⊗ Kinship (990+15)−1 = 1004 NR NR
G: é a matriz de VCOV genética; ID: Independente; DIAG: Diagonal; FA1: Fator analítico de primeira ordem; AR1: Auto regressiva de
primeira ordem; AR1Het : Auto regressiva de primeira ordem (heterogêneo) e UNST: não-estruturado. Os menores valores dos critérios AIC e
BIC estão destacados em negrito, indicam o melhor modelo. †: número total da matriz de VCOV do modelo.
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