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Last but not least, I would like to thank my parents Manuel Montero and Josefa
Montero. I cannot imagine better parents than you and I thank the fortune of being
your son and receiving from you all the love and care. You are the reason behind
this thesis due to how much you have taught me the value of knowledge. Mom, I
know how much it hurt you not to be able to study when you were a girl and how
much insecurity you had because of it. I know how much effort you put in instilling
to my sister and me the importance of studying and how many sacrifices you made
so that we could go to the university. You always wanted that we could learn from
dad and take him as a model, but you cannot imagine how much you taught through
your commitment to give us everything you could not have. Dad, you would not
believe how many times I have told the story of your life, how a country boy from a
poor family could get three academic degrees, and I have boasted of you because of
it. You always told me that I was smarter than you, but I always envied and admired
your motivation, perfectionism and hard work. All my achievements seem so easy
compared to yours that I wonder if someday I could make the best of myself, as
you did. In fact, if someone asked me what I want to be in the future, I would say
that I want to be like you. I hope to be a father as great as you and to awaken in my
children the same admiration that I have for you. For all of this, I want to dedicate





1.1 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2 Related work 11
2.1 Olfactory stimulus . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Insect olfactory system . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.1 Olfactory receptor neurons . . . . . . . . . . . . . . . . . 16
2.2.2 Antennal lobe . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.3 Mushroom body . . . . . . . . . . . . . . . . . . . . . . 19
2.2.4 Lateral Horn . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 Model of insect olfactory system . . . . . . . . . . . . . . . . . . 22
2.4 Neural heterogeneity . . . . . . . . . . . . . . . . . . . . . . . . 24
3 Materials and methods 27
3.1 Computational model of insect olfactory system . . . . . . . . . . 28
3.1.1 Neural network model . . . . . . . . . . . . . . . . . . . 30
3.1.2 Neural model . . . . . . . . . . . . . . . . . . . . . . . . 31
3.1.3 Lateral inhibition . . . . . . . . . . . . . . . . . . . . . . 32
3.1.4 Learning algorithms . . . . . . . . . . . . . . . . . . . . 32
3.1.4.1 Hebbian learning . . . . . . . . . . . . . . . . 33
v
CONTENTS
3.1.4.2 Gradient descent . . . . . . . . . . . . . . . . . 35
3.1.4.3 ELM Algorithm . . . . . . . . . . . . . . . . . 36
3.2 Neural heterogeneity . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2.1 Neural thresholds . . . . . . . . . . . . . . . . . . . . . . 36
3.2.1.1 Exhaustive search . . . . . . . . . . . . . . . . 37
3.2.1.2 Gradient descent . . . . . . . . . . . . . . . . . 41
3.2.2 Generalist and specialist neurons . . . . . . . . . . . . . . 43
3.2.2.1 Neural sensitivity estimation . . . . . . . . . . 44
3.2.2.2 Neural pruning strategies . . . . . . . . . . . . 45
3.2.2.3 Selection criteria of generalist and specialist neuron 46
3.2.3 Gain control . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2.3.1 Homogeneous gain control . . . . . . . . . . . 48
3.2.3.2 Heterogeneous gain control . . . . . . . . . . . 50
3.2.3.3 PNs activity obtained by the different gain con-
trol mechanisms . . . . . . . . . . . . . . . . . 52
3.3 Input patterns . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.3.1 Primary patterns . . . . . . . . . . . . . . . . . . . . . . 55
3.3.2 Gaussian patterns . . . . . . . . . . . . . . . . . . . . . . 56
3.3.3 MNIST patterns . . . . . . . . . . . . . . . . . . . . . . 58
3.3.4 Electronic noses data . . . . . . . . . . . . . . . . . . . . 59
4 Results 61
4.1 Neural threshold heterogeneity improves odorant classification . . 63
4.1.1 Threshold selection by exhaustive search . . . . . . . . . 63
4.1.2 Threshold selection by gradient descent . . . . . . . . . . 67
4.2 Relevant role of specialist neurons for pattern recognition . . . . . 69
4.3 Stimulus space complexity determines the ratio of specialist and
generalist neurons . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.3.1 Gaussian patterns . . . . . . . . . . . . . . . . . . . . . . 73
4.3.2 MNIST patterns . . . . . . . . . . . . . . . . . . . . . . 75
4.3.3 Electronic noses patterns . . . . . . . . . . . . . . . . . . 77
4.3.4 Balance of generalist and specialist neurons . . . . . . . . 77
vi
CONTENTS
4.3.5 The ratio of specialist and generalist neurons in the feature
extraction phase determines the odor processing capabilit-
ies of the locust olfactory system . . . . . . . . . . . . . . 81
4.3.6 Reproducibility of the balance S/G in the Drosophila . . . 83
4.4 The neuronal sensitivity of KC does not strongly depend on the
number of connections received from PNs . . . . . . . . . . . . . 85
4.5 Gain control improves the classification performance . . . . . . . 86
5 Discussions and Conclusions 91
5.1 Neural threshold heterogeneity improves odor classification . . . . 92
5.2 Stimulus space complexity determines the ratio of specialist and
generalist neurons . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.3 The gain control mechanism performed by the heterogeneous in-
hibition of LNs enhances the odor classification . . . . . . . . . . 94
5.4 Neural heterogeneity is a different approach and a useful tool for
solving pattern recognition problems . . . . . . . . . . . . . . . . 95
6 Discusiones y Conclusiones 97
6.1 La heterogeneidad del umbral neuronal mejora la clasificación de
odorantes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.2 La complejidad del estı́mulo determina la proporción de neuronas
especialistas y generalistas . . . . . . . . . . . . . . . . . . . . . 98
6.3 El mecanismo de control de ganancia realizado por la inhibición
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Every time you inhale, you introduce molecules from the air inside your body.
Some of these molecules interact with neuronal receptors located in the olfactory
epithelium, which generates a nerve impulse that travels through the olfactory tract
to your brain. A direct trip unlike that carried out by the rest of the senses, that
have to go through the thalamus in the first place. Hence, odor information can be
perceived earlier, alerting us, for example, of potential dangers such as something
burning close to us. This fast processing together with the human capability of
recognizing a trillion odorants, makes the olfactory system a tool of great interest
to study, since it could bring great innovations to the field of pattern recognition
and machine learning.
However, instead of simulating computationally the human olfactory system,
we have focused on a simpler and better known system from the point of view of
biology, the insect olfactory system. This system allows us to study what proper-
ties of its neural network are linked to its ability to classify odorants and extract
conclusions that can be extrapolated to our own olfactory system.
The objective of this thesis is to analyze the role of neuronal heterogeneity in
odor discrimination through the computational model of the olfactory system of
insects. Specifically, we will analyze the role of three types of neuronal hetero-
geneity observed in this olfactory system, which are related to each other. In the
first place, the existence of varying neural thresholds, which we have demonstrated
that allow improving the classification results with respect to the use of the same
neural threshold for all neurons. Secondly, specialist and generalist neurons, which
respond differently to input stimuli because of their neural threshold values. For
this neuronal diversity we observed that although specialist neurons are crucial for
the classification of patterns, there is an optimal ratio of specialists/generalists for
this classification based on the complexity of the input patterns. Finally, the gain
control mechanism of the antennal lobe of insects, produced by the interaction of
two populations of inhibitory neurons. We observed that using this inhibitory het-
erogeneity, to model this gain control mechanism, we are able to simulate more
properly the biological behavior of this mechanism and obtain a better classifica-
tion result with respect to modeling it through a homogeneous inhibition.
Thus, because whenever we apply the neural heterogeneity in our computa-
tional model we obtain better classification results, we suggest that including these
mechanisms in artificial neural networks, chemical sensors and other tools for solv-
ing pattern recognition problems can be beneficial.
Resumen
Cada vez que inhalas atraes hacia tu interior moléculas que se encuentran en el
aire. Algunas de estas moléculas al hacer contacto con los receptores neuronales
situados en el epitelio olfatorio desencadenan un impulso nervioso que viajara a
través del tracto olfatorio hasta tu cerebro. Un viaje directo a diferencia del realiz-
ado por el resto de sentidos, los cuales han de pasar previamente por el tálamo. Esto
hace que su información sea percibida antes, alertándonos, por ejemplo, de ciertos
peligros cómo puede ser de algo quemándose. Este rápido procesamiento unido a
que se estima que el ser humano es capaz de reconocer un billón de olores, hace del
sistema olfativo una herramienta de gran interés para su estudio, puesto que podrı́a
traer gran innovación al campo del reconocimiento de patrones y el aprendizaje
automático.
No obstante, en lugar de simular computacionalmente el sistema olfativo hu-
mano, nos hemos centrado en un sistema más simple y mejor conocido desde el
punto de vista de la biologı́a, el sistema olfativo de los insectos. Este sistema nos
permite estudiar que propiedades de su red neuronal que están vinculadas con su
capacidad de clasificación y extraer conclusiones extrapolables a nuestro propio
sistema olfativo.
El objetivo de esta tesis es analizar el papel de la heterogeneidad neuronal en la
discriminación de odorantes a través del modelo computacional del sistema olfat-
ivo de los insectos. Concretamente, analizaremos el papel de tres tipos de het-
erogeneidad neuronal observadas en dicho sistema olfativo las cuales se hallan
relacionadas entre sı́. En primer lugar, la existencia de umbrales neuronales het-
erogéneos, los cuales hemos demostrados que permiten mejorar los resultados de
clasificación respecto al uso de un mismo umbral neuronal para todas las neuronas.
En segundo lugar, las neuronas especialistas y generalistas, las cuales responden
de forma heterogénea a los estı́mulos de entrada a causa de sus valores de umbral
neuronal. Mostrándose que si bien las neuronas especialistas son vitales para la
clasificación de los patrones, existe una proporción óptima de especialistas/gen-
eralistas para dicha clasificación en función de la complejidad de los patrones de
entrada. Finalmente, el mecanismo de control de ganancia presente en el lóbulo
antenal de los insectos, producido por la interacción de dos poblaciones de neuro-
nas inhibitorias. Observando que si utilizamos esta heterogenidad inhibitoria, en el
modelo del mecanismo de control de ganancia, logramos simular más fielmente el
funcionamiento biológico de este mecanismo y obtenemos un mejor resultado de
clasificación respecto a modelarlo a través de una inhibición homogénea.
Por tanto, debido a que siempre que aplicamos la heterogeneidad neuronal
en nuestro modelo computacional obtenemos mejores resultados de clasificación,
sugerimos que incluir estos mecanismos en redes neuronales artificiales, sensores
quı́micos y otras herramientas para resolver problemas de reconocimiento de pat-




Smell is the most primitive sense because of its direct relationship with the es-
sential needs for animal life, such as nutrition and reproduction. Perhaps, due to
being the first sense developed, the olfactory pathways appear in the embryo before
the thalamus [194]. This entails that olfactory stimuli are the only sensory stimuli
that go directly to the brain without going through this relay center [64], acceler-
ating their processing. A complex treatment, because odors are generally blends
of several chemical components, whose perception can be hindered by changes in
their ratios, the background odor context and the intermittency with which they
are received due to variations in the fluid dynamics that transports them (air or
water) [121]. However, despite these difficulties, the olfactory system is not only
able to generalize the information it receives to identify an odor regardless of en-
vironmental conditions, but it is able to identify a large number of different odors.
According to recent studies, humans are able to recognize a trillion odorants (1012)
[18], even though we do not have one of the most developed olfactory systems of
the animal kingdom (humans have 396 olfactory receptor genes compared to the
1, 948 genes of number one, the African elephant [158]). This potential for pattern
recognition tasks is what has led us to study it. Nevertheless, simulating compu-
tationally the human olfactory system and studying what properties of its neural
network are linked to its ability to classify odorants is beyond our possibilities.
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1. INTRODUCTION
Thus, we have focused on the olfactory system of insects (see panel (b) in Fig.
1.1), which has a simple structural organization [5, 43, 58, 59, 78, 95, 140, 209]
that is easier to model computationally and whose structural similarities with the
















Figure 1.1: Structure of the insect olfactory system. Panel (a) shows a locust (picture
extracted from [232]). Panel (b) shows a representation of its olfactory system. Panel
(c) shows a schematic of this system with the different parts involved in the processing
and recognition of odor patterns. In the antenna, ORNs detect the odorants and send
the odor stimuli to AL for its encoding. ORNs that are sensitive to a certain odor send
the stimuli to a single glomerulus of AL, which transmits it to their PNs and LNs. Of
these neurons, only PNs transmit the odor stimuli to deeper areas of the brain such as
the MB, which is responsible for the learning and recognition of odor patterns. Inside
MB, the stimuli are received by its KCs, which increase the separability of odor stimuli
and facilitates the final task of odor classification in MBONs.
The odor processing in the insect olfactory system (see panel (c) in Fig. 1.1) be-
gins at the antennae, where a massive number of olfactory receptor neurons (ORNs)
send the odor stimuli to the antennal lobe (AL) for their encoding. The AL is
composed by densely packed neuropils [94], called glomeruli. Optical imaging of
intracellular calcium concentration in insects suggests that ORNs responsible for
detecting a certain odorant are likely to converge generally onto a single glomerulus
[20, 44, 55, 57, 60, 203, 229]. Hence, glomeruli serve as collectors of a specific
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odor stimulus, which is transmitted to the two types of AL neurons that innervate
them, the projection neurons (PNs) and the local neurons (LNs).
However, the transmission of odor information suffers, in this part of the olfact-
ory system, an alteration. While odor concentration affects the activity of ORNs,
the signal transmitted by the PNs is invariant to it [84, 207]. This is due to the gain
control mechanism [191, 201] realized by LNs that controls the activity of PNs
by inhibiting them [167, 168, 235]. The inhibition produced by LNs seems to be
heterogeneous due to the existence of two different types of neurons: homoLNs,
which innervate most if not all glomeruli uniformly, and heteroLNs, which innerv-
ate only a few of them [65, 193]. This may entail that the gain control observed
in AL is not only due to the fact that there is inhibition by LNs, but that this in-
hibition is heterogeneous, as suggested in [137]. Once this gain control has been
carried out, the PNs transmit the odor stimuli to deeper layers of the insect brain,
varying its destination according to the type of PN: uniglomerular or multiglomer-
ular. PNs are usually uniglomerular (which have dendrites in a single glomerulus)
in most species. For example, the proportion of multiglomerular PNs with respect
to uniglomerular PNs is below 10% in Drosophila (fruit fly). Uniglomerular PNs
innervate the mushroom body (MB) and the lateral horn (LH) [198, 200, 207]. On
the other hand, multiglomerular PNs (which branch in several, if not all, glomer-
uli) generally do not innervate the MBs, transferring the odor information to other
areas of protocerebrum instead. Between these two types of PNs we will focus on
the uniglomerular ones, since they are the ones that transmit the odor information
to the MB, which is involved in the learning and recognition of the odorants.
The stimuli sent by PNs to the MB is received by the Kenyon cells (KCs). The
neural connections between PNs and KCs are random (with a connection probab-
ility between 0.1 and 0.5 [37, 62, 101, 192]) since its connectivity pattern does
not show reproducibility between individuals of the same species [21, 132, 237].
This randomness, together with the connection divergence from PNs to KCs (with
an expansion ratio of 1:10 in the Drosophila [153, 223] and 1:50 in the locust
[164, 175, 243]), suggests that the function of KCs is to increase the separability of
odor stimuli. At this point, we can consider that the spatio-temporal odor patterns
from PNs [109, 159, 164] are converted into spatial-only patterns in KCs because of
7
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their activity pattern. KCs are inactive most of the time [175, 213], with a mean fir-
ing frequency lower than 1 Hz, but when they finally fire, their neuronal response is
produced by the coincidence of concurrent spikes from the PNs followed by a reset
[107, 231, 240]. This activity pattern has two direct consequences. The first, and
most obvious, is that the odor coding becomes sparse, which facilitates the separab-
ility and subsequent classification of odor patterns [101, 117]. The second is that,
given the inactivity periods of KCs before and after their response to stimuli, KCs
take a spatial “snapshot” of the odor pattern, which is all the MB needs to recognize
the odorant [110, 206]. To maintain this low activity and sparse coding, KCs seem
to use two mechanisms. On the one hand, the inhibition received by GABAergic
neurons [12, 131, 172, 242], which use the activity received from KCs to inhibit
them. On the other, the heterogeneity in their firing thresholds [2, 174, 175], that
would help them adapt more quickly to the stimuli they receive and would be re-
sponsible for the great diversity observed in their neural sensitivity [182] (which
allows differentiating between specialist and generalist neurons [28, 102]).
Finally, the odor information reaches the MB output neurons (MBONs) through
connections established by synaptic plasticity and that storage the olfactory asso-
ciative memories [22, 23]. These MBONs are subjected to local inhibition [199]
that may underlie competition among them and the winner selection of a multiclass
problem [169].
1.1 Objectives
The insect olfactory system presents different kinds of neural heterogeneity.
Although neural heterogeneity is not usually applied in biological models, their
existence in biological systems has been reported as beneficial for information
processing. Experiments in mammals [81, 170] and electric fishes [7, 130, 195]
showed that neural heterogeneity improves the coding efficiency. For example,
the heterogeneous response properties of inferior colliculus neurons in mice con-
tribute to the efficient coding of behaviorally relevant vocalizations [81]. Thus,
the objective of this thesis is to analyze, in an insect olfactory model, the role of
neural heterogeneity in the processing of odor patterns and its effects on their clas-
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sification. In particular, we focus on analyzing the three neural heterogeneities
mentioned during the description of the insect olfactory system:
• The variability of firing thresholds in KCs. We analyze the utility of using
heterogeneous thresholds to solve pattern recognition problems. This ana-
lysis is carried out by comparing the classification results of different types
of patterns when, in our computational model, we use the same threshold
value for all neurons (homogeneous thresholds) or different threshold values
(heterogeneous thresholds).
• The diversity observed in the neural sensitivity of KCs because of their
heterogeneous thresholds. In terms of neural sensitivity, two kinds of neur-
ons are always differentiated based on their responses to stimuli: specialists
and generalists. Specialist neurons are selective responding to stimuli, while
generalists code for multiple stimuli [28]. The role of both classes of neurons
in the olfactory system is still unclear [28, 102]. However, it is suggested that
specialists are crucial for discrimination, while generalists play a key role in
extracting and discovering common features [236]. We hypothesize that this
heterogeneity in neural responses is an animal adaptation to the complexity
of stimuli in the natural environment. Thus, our aim is to analyze the ratio of
specialists and generalists required by the neural system as a function of the
stimulus complexity.
• The inhibitory heterogeneity that produces the gain control mechanism
observed in AL. Our goal is to progressively develop a gain control mech-
anism that can be plausible from a biological point of view. For this purpose,
we base on its biological structure and the input-output activity relationship
observed in its PNs.
1.2 Outline
The thesis is structured as follows:
• Chapter 2 introduce the related work, which explains some important con-
cepts and definitions that will be used afterwards: the nature of the odor
9
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stimulus, the different parts of the insect olfactory system involved in its pro-
cessing and how this system can be represented by computational modeling
• Chapter 3 presents the materials and methodology used during the devel-
opment of the thesis. First, we describe the characteristics of the computa-
tional model used, such as the neural network and neuron models and the
learning algorithms. Second, the design of experiments to study the firing
thresholds, the populations of specialist and generalist neurons and the gain
control mechanism observed in AL. Finally, we show the patterns used in
these experiments.
• Chapter 4 collects the results obtained on the role of the three neuronal
heterogeneities studied during odor processing.
• Chapter 5 and Chapter 6 present the discussions and conclusions reached
for the different objectives stated at the beginning of this thesis in English
and Spanish.
• Chapter 7 lays out the different studies that emerged from this thesis that
will be accomplished in the near future.
• Chapter 8 and Chapter 9 show the dissemination of the research carried out
during the thesis through publications and international congresses.
• Chapter 10 describes the research internships accomplished.
• Appendix A contains a glossary of the acronyms used.
• Appendix B describes the algorithms of threshold selection used throughout
the thesis.






Since the aim of this thesis is to study the properties of the olfactory system
of insects that can be applied to computer science to improve learning and pattern
recognition techniques, in this chapter we will take a tour through the different
areas of knowledge involved.
In section 1 we focus on the nature of the stimulus itself, how it is detected by
the olfactory system and how the coding of odor patterns changes as it is transmit-
ted throughout this system. This section serves to argue decisions on the computa-
tional model, such as the choice of the McCulloch-Pitts neuron model to simulate
the hidden and output neurons (see section 3.1.2) that represent the mushroom body
(MB), and the use of Gaussian distributions (see section 3.3.2) to emulate the activ-
ity in the glomeruli of the antennal lobe (AL), which represent the input layer of
our model.
Section 2 describes the insect olfactory system. This information is used for
developing the computational model (see section 3.1), which is focused on those
parts related to the odor classification. Among the characteristics that we took to
make our computational model are the dimensions of the different layers of the
neural network, the connectivity patterns between layers, the gain control mechan-
isms and the lateral inhibitions between neural populations.
11
2. RELATED WORK
Section 3 mentions different computational models based on the olfactory sys-
tem, focusing on those that represent more widely the olfactory system of insects
and reasoning the use of the computational model detailed in [89, 90] as the basis
for the one used in our study (see section 3.1).
Finally, section 4 is focused on neural heterogeneity. We provide some reasons
why this property observed in the insect olfactory system deserves to be studied
and the knowledge we have about the three types of heterogeneity analyzed in this
thesis: the variability of neural thresholds, the variability of response to stimuli of
the KCs and the heterogeneous inhibition of the LNs (see section 3.2).
2.1 Olfactory stimulus
Sensory receptors provide information about internal and external events. This
information allows living beings to adapt to their environment and survive in it.
The receptors are commonly characterized in four distinct categories: chemore-
ceptors, photoreceptors, mechanoreceptors, and thermoreceptors. Of all of them,
chemoreceptors, in the form of olfactory receptors (ORs), are the most primitive
because they are strongly tied to the search of food, threats, and mates. This vital
information is transmitted by its source through odor plumes [226] (Fig.2.1) whose
variable structure can sometimes be visually observed as in the case of smoke. The
odor plume structure is affected directly by the fluid properties through which they
are propagated. These change the distribution of odorous molecules in time and
Figure 2.1: Odor representation. Odorants spread from their source through odor
plumes. Each odor has its own agonist (a chemical compound that activates the OR)
[33]. In the case of coffee, the agonist is coffee difuran (C10H10O2S2).
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MBONs activity (0 0 1)
Figure 2.2: Odor coding through the insect olfactory system. Panel (a) shows the
different areas of the insect olfactory system involved in the odor pattern recognition
process. Panel (b) shows a representation of glomeruli activity as a function of the
olfactory stimulus shown in panel (a). Panels (c) and (d) show the activity observed
in a PN and a KC based on Perez-Orive recordings [175] using the toolbox developed
by Jessica Lopez-Hazas [122]. In these panels, we observe that while the PNs shows
a high activity in the different trials, the KCs is mostly silent and transforms the odor
pattern in sparse code.
space, which implies the reception of a highly intermittent signal when the odor is
patchily distributed.
When we inhale, we capture odorous molecules transported by these plumes.
The chemical compound or compounds that compose each odor have two ways to
bind to ORs: as agonists or antagonists [165]. A chemical compound that binds to
an OR as an agonist will activate it, generating a nerve impulse. On the other hand,
an antagonist that binds to a receptor will not activate it but block it, preventing
agonists from activating it. However, regardless of knowing that certain chemicals
activate or block ORs after binding to them, how ORs actually work remains un-
13
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known. There are two theories: docking and vibration. The docking theory [142],
also known as shape theory, considers that ORs have a specific shape that fits with
the chemicals that recognizes, what is known as ”lock and key” model. The prob-
lem with this theory is that it is not possible to have one type of OR for each odorant
that we recognize (remember that with 396 different types of ORs, we recognize a
trillion odorants). To solve this problem, the odotope theory [151], or weak shape
theory, was proposed. This recent theory suggests that each receptor fits with one
of the sections of the odor molecule, being the brain responsible for processing
the combined signal into an interpreted smell. This would explain why chemical
compounds that have similar sections (for example, a sulfur hydrogen bond) have
a similar odor (rotten eggs, for the given example). However, this theory also has
its problems, since there are molecules composed of the same molecular groups
but arranged in different ways that produce a different smell, such as vanillin and
isovanillin. Since these compounds can be differentiated through their resonance
frequency, the vibration theory [222] was proposed. This controversial theory is
based in inelastic electron tunneling, by which ORs are waiting for an odor mo-
lecule with a certain resonance frequency that allows the electron to pass through
the gap. To support this theory, odor molecules were modified by replacing the
hydrogen molecules with deuterium to vary their resonance frequencies without
varying their chemical properties. Experiments in humans [61] and in Drosophila
[50] showed that the original and modified molecules had different odors. How-
ever, attempts to replicate these results by other researchers found no differentiation
in the smell [13, 104]. Because of this, the docking theory is considered the most
plausible [189].
It is at this point, when the olfactory stimulus becomes a series of nerve im-
pulses that encode the odorant, where our interest really begins.
As we mentioned in the previous chapter, ORNs with the same type of OR
transmit their information to the same glomerulus of AL (see panel (a) in Fig.2.2).
This implies that different olfactory stimuli (composed by one or multiple chem-
ical compounds) activate different glomeruli [56] . The concentration level of an
odorant can affect the number of glomeruli that respond to it, as well as the in-
tensity of their response (see Fig.1a in [208] and in [53]). Hence, we can consider
odor coding in the glomeruli as a Gaussian distribution [103, 192], in which the
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activity is focused on those glomeruli more closely related to the odorant and the
concentration level determines the activity intensity and the total number of glom-
eruli stimulated (see panel (b) in Fig.2.2). Although the odor coding in PNs has
spatio-temporal dimensions (panel (c) of Fig.2.2) and different odorants produce
different temporal-response patterns [112], we used spatial patterns (see section
3.3) as representation of the olfactory stimuli in PNs, such as Gaussian distribu-
tions, because KCs seem to make “snapshots” of the odor patterns [110, 206]. This



























Figure 2.3: Olfactory system of insects. Panel (a) shows a Drosophila (picture ex-
tracted from [93]). Panel (b) displays the different parts of its olfactory system. Panel
(c) presents a schematic of this system. ORNs located on antennae sense odors and
send their output to LNs and PNs in the AL. Inhibitory and excitatory interactions
between ORNs, LNs, and PNs help transform the sensory information into a spatio-
temporal code, which is then carried by PNs to MB and LH. In MB, the information
is received by a large population of sparsely responding KCs, which then converge on
the MBONs. In Drosophila, APL helps maintain sparse responses in KCs by forming
a normalizing feedback loop; other insects have similar feedback mechanisms (such
as GGN in the locust).
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ence detectors that are mostly in silence. This silent behavior can be observed in
panel (d) of Fig.2.2 together with the sparse coding used by these neurons, which
facilitates the separability of odor patterns (see Fig.2 in [206]). Once the olfactory
stimulus reaches the MBONs, the odorant is finally identified by combining the
synaptic plasticity of the connections between KCs and MBONs [22, 23] and the
lateral inhibition [199] between the latter (which works similar to the winner-takes-
all voting [169], see panel (a) in Fig.2.2).
2.2 Insect olfactory system
The olfactory system of insects (shown in Fig.2.3) is composed by four essential
parts: Olfactory Receptor Neurons (ORNs), Antennal Lobe (AL), Mushroom Body
(MB) and Lateral Horn (LH). Although we are going to describe these four parts
below, in our computational model we only modeled two of them, namely AL and
MB, those in responsible for coding and classifying the odorants.
2.2.1 Olfactory receptor neurons
The chemical compounds, which compose the odorants, are received by ORNs
located within sensilla, hair-like structures that extend from the insect cuticular
surface on olfactory appendages [17, 19, 27, 228] (see Fig.2.4). Odors molecules
diffuse through pores in the sensilla walls, entering the sensillum lymph where
they interact with odorant-binding proteins (OBPs) and are transferred through the
aqueous medium towards the dendrites of ORNs [114, 227]. Adequate compounds
induce a depolarization of responsive neurons leading to action potentials [154].
The transduce odorant binding to cellular excitation in the ORNs is made by the
odorant receptors (ORs), which are mostly related to seven transmembrane G-
protein-coupled receptors (GPCRs). When a G-protein reacts to an odorant, this
activates the Adenylate Cyclase (AC), resulting in the generation of cyclic Aden-
osine Monophosphate (cAMP). The increase in cAMP opens ionic channels that
permit Na+ and Ca2+ (mostly Ca2+) entry through the cellular membrane, thus
depolarizing the neuron [138] (see Fig.2.5). Every ORN typically expresses only
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one type of OR. ORNs that express the same type of OR converge on a single
glomerulus in the antennal lobe (AL) [20, 44, 55, 57, 60, 118, 203, 229].
cb
a
Figure 2.4: Antennae structure of insect. Panel (a) shows a locust (modified picture
extracted from [15]). Panel (b) displays a scanning electron micrograph of the an-
tenna, which displays the external morphology of sensilla (modified picture extracted





The antennal lobe is composed of densely packed neuropils, named glomeruli,
where the ORNs synapse with projection neurons (PNs) and local neurons (LNs)
[14, 63]. Optical imaging of intracellular calcium concentration in insects suggests
that ORNs expressing the same OR are likely to converge generally on a single
glomerulus [20, 44, 55, 57, 60, 118, 203, 229].
Regarding PNs, they have both input and output synapses within olfactory
glomeruli. PNs are usually uniglomerular (having dendrites into a single glom-
erulus) in most species (for example, the proportion of multiglomerular PNs with
respect to uniglomerular PNs is below 10% in Drosophila). On the one hand,
uniglomerular PNs innervate both the MBs and LH [207], forming two distinct
Figure 2.5: Process of electrically encoding of a chemical compound in the ORNs.
Odorants bind to the G-protein-coupled receptors (GPCRs), which stimulates the α
subunit. The α subunit drops Guanosine Diphosphate (GDP) and gain Guanosine
Triphosphate (GTP). This activates the Adenylate Cyclase (AC), resulting in the gen-
eration of cyclic Adenosine Monophosphate (cAMP) from Adenosine Triphosphate
(ATP). The increase in cAMP opens ionic channels that permit Na+ and Ca2+ (mostly
Ca2+) entry through the cellular membrane, thus depolarizing the neuron (modified
picture extracted from [155]).
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antenno-cerebral tracts: one located close to the brain midline, known as middle
antenno-cerebral tract (mACT) in bees and inner antenno-cerebral tract (iACT) in
other species, and the other located laterally (lACT). On the other hand, multiglom-
erular neurons branch in several if not all glomeruli, and generally do not innervate
the MBs, but a variety of other areas in the protocerebrum using a group of smal-
ler, intermediate tracts. In the case of locust, the organization of ACTs is clearly
different from that in other insects. In locusts, only a single ACT close to the brain
midline connects the ALs to the MB [116], and a few minor tracts connect the AL
to other areas [92]. PNs are not uniglomerular, but branch in a limited number of
glomeruli within the AL [4, 113]. Therefore, glomerular groups in locusts cannot
be functionally analogous to single glomeruli in other insects.
Finally, the role of LNs in the antennal lobe is to inhibit PNs according to
the odor information they received from ORNs. This lateral inhibition seems to
perform a gain control mechanism, which regulates the neural activity of PNs and
make it invariant to changes in the concentration of odorants [168]. LNs are also
divided into two classes: the first type innervates most if not all glomeruli uniformly
(homoLNs) while the other innervates only a few of them (heteroLN) [3, 38, 46,
133, 212].
2.2.3 Mushroom body
The mushroom bodies (corpora pedunculata) of the insect brain are a pair of
easily discernible neuropils separated from the rest of the brain by a thin sheath of
glia lamellae. Mushroom bodies (MBs) are involved in learning [30, 76, 210], and
receive both olfactory and visual input in most insect species [42, 211]. The basic
elements of the MBs are the Kenyon cells, calyces, and lobes (see Fig.2.6). Kenyon
cells (named after F. C. Kenyon, who first described them in 1896 [105]) are
densely packed in a region that outlines cup-shaped neuropils called calyces [141],
which receive the dendritic tree from the Kenyon cells (KCs). The axons of the
KCs group together at the center of the calyx to form a vertical column of parallel
fibers. This vertical column is called the stalk of the mushroom body. In this area,
the axons lack side branches and spines, but at the lower end of the stalk, the axons
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branch once, giving rise to two lobes pointing in roughly orthogonal directions:





Figure 2.6: Structure of the mushroom body. The basic elements of the MBs are
the Kenyon cells, calyces, and lobes. Kenyon cells are densely packed in a region that
outlines cup-shaped neuropils called calyces [141], which receive the dendritic tree
from the Kenyon cells (KCs). The axons of the KCs group together at the center of the
calyx to form a vertical column of parallel fibers that branch into two lobes pointing in
roughly orthogonal directions: α-lobe and β-lobe [171].
KCs are intrinsic neurons that present different types of neural heterogeneity
in their populations [41]. Subdivisions of the Kenyon cell population have been
described on the basis of the morphology of arborizations in the calyces and pro-
jections to the lobes. Other subdivisions are based on patterns of immunoreactiv-
ity, patterns of gene expression, or relative diameter of the somata. The number
of Kenyon cells changes between insects [42], ranging from 2, 500 (fruit fly) to
230, 000 (cockroach).
KCs synapse with PNs in the antennal lobe through the calyx glomeruli. The
connectivity pattern of KCs dendrites in calyx glomeruli is random [21, 132, 237],
in contrast to the highly stereotypical pattern of connections observed for PNs in
the antennal lobe glomeruli. This random pattern of connectivity for KCs suggests
that one role of calyx glomeruli is to allow the conversion of the olfactory informa-
tion from a limited number of channels transmitted by PNs, to a high-dimensional
representation in the MB that potentially allows discrimination of a much larger
palette of odor combinations [129, 132]. This is facilitated by the fan-out phase
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between PNs and KCs, since the number of PNs is much lower than the number
of KCs (for example, in locust, there are 830 PNs that send information to ap-
proximately 50,000 KCs), which increases the separability of odor patterns [62].
Furthermore, KCs also show a different behavior than PNs, since they remain silent
most of the time, with a mean firing frequency lower than 1Hz [175]. Thus, we can
assume that they act as coincidence detectors [6] that only produce a spike response
when they receive a specific number of inputs from a subset of PNs within some
time frame (±10ms). This time frame is set by the fact that KCs activity is reset
every 50 milliseconds, erasing the state they were previously in, as we will discuss
in section 2.2.4.
KCs send their information to the MBs output neurons (MBONs), which are
responsible for the final identification of the odorants. The association between
the stimuli representation in KCs and the identity of the odorants in the MBONs
is achieved through synaptic plasticity in the connections between the two types
of neurons. This, in combination with the mutual inhibition observed between the
MBONs, is a common mechanism for learning in neural networks [161, 169].
2.2.4 Lateral Horn
The lateral horn (LH) is the area defined by the terminal arborizations of PNs
in the lateral protocerebrum [39, 82], which remains poorly understood.
In [175], the authors focused on a population of interneurons in the LH (LHIs),
a subtype of LH neurons (LHNs), that have synapses with the MB and appear to be
GABAergic. Since Kenyon cells (KCs) in the MB receive oscillatory waves of ex-
citatory input directly from PNs, [175] proposed that the LHIs, which also receive
this excitatory input from PNs, feed it forward, after a brief delay, as inhibition to
KCs. KCs would thus receive alternating waves of excitation from PNs and in-
hibition from LHIs, which together define temporal integration windows that help
maintain the minimal and specific odor-elicited spiking observed in KCs. The dur-
ation of the time windows between successive inhibition waves from LNs would
be around 50 milliseconds.
The LH has also been proposed to encode innate olfactory preferences. Abol-
ishing the MB in Drosophila was linked to deficits in olfactory learning but had
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little effect on innate olfactory behaviors [32, 106]. Further, reducing olfactory in-
put to both the MB and the LH caused deficits in innate behaviors, leading [75] to
argue, by exclusion, that the LH could mediate innate, unlearned responses. Con-
sistent with this proposal, anatomical studies in Drosophila showed stereotypical
clustering of PN arborizations in the LH [129, 217, 237]. Further, the LH appears
to provide labeled lines for processing pheromones and mediating sexual behavi-
ors [98, 188]. However, whether the LH provides specialized pathways for specific
odors processed by the general (nonpheromonal) olfactory system remains unclear
because LHNs could integrate input from diverse PNs [98] and blocking synaptic
transmission in the MB can cause deficits in innate behaviors [230, 241].
However, in [72], the hypothesis that LH can control the sparseness condition
of KCs and encode innate olfactory preferences is rejected. Firstly, it is argued
that LHIs are not GABAergic. Moreover, nearly all the GABAergic fibers ob-
served in the MB calyx overlapped precisely with arbors of the giant GABAergic
neuron (GGN) of the locust. This indicates that GGN provides by far the greatest
source of inhibitory input to the KCs. Thus, of the two types of neurons (GGN
and LHIs) proposed to inhibit KCs, only GGN appears to perform this role. This
could also be the case for the anterior paired lateral neuron (APL) of the Droso-
phila [120, 176, 239] and the large GABAergic neurons of cockroaches [242] and
honeybees [12] because of their similarity with the locust GGN [83, 172]. Finally,
all classes of LHNs analyzed in [72] responded broadly to the panel of odorants.
Therefore, it was inferred that these LHNs are not specialized to respond exclus-
ively to any potentially relevant odors, discarding them as detectors of innate ol-
factory responses. Instead, they suggest that the LH may perform other sensory
functions: representing general odor properties such as intensity, starting bilateral
olfactory integration and participating in multimodal integration. These possible
functions could all contribute to not innate olfactory tasks such as odor tracking.
2.3 Model of insect olfactory system
There are several models of olfactory systems [9, 11, 29, 31, 37, 89, 90, 108,
128, 139, 160, 161, 162, 247] constructed from different neuronal models: Hodgkin-
Huxley [80], McCulloch-Pitts [134], Davison [31], leaky integrate-and-fire [204],
22
2.3 Model of insect olfactory system
etc. These models tend to focus on the interaction of a small number of neurons
due to the computational cost of simulating large neuronal models. For example,
the models focused on the gain control mechanism observed in the AL [11, 24,
119, 163, 197, 247]. One of the largest neural networks that represents the main
layers of the olfactory system for an expensive neuronal model (Hodgkin-Huxley
neurons) is presented in [160, 161] for Drosophila. This model is a single-hidden-
layer neural network in which the input layer corresponds to PNs in AL, the hidden
layer to the KCs and the output layer to the MB output neurons (MBONs). In
this model, the learning observed between KCs and MBONs is achieved by spike
timing dependent plasticity rules. Furthermore, there is a fourth group of neurons
which represents LHNs and performs the gain control mechanism between PNs
and KCs, so that the insect olfactory system remains invariant to the concentration
changes. However, although [160, 161] used a smaller system that roughly follows
the statistics of Drosophila (100 PNs, 20 LHNs, 2500 KCs and 100 MBONs) to
limit the size of the neural network, the model still has the disadvantage of a high
computational cost.
These limitations are not present in the model detailed in [89, 90] due to its
simplicity. Since KCs are mostly silent and act as coincidence detectors, perform-
ing a single spike followed by a reset, the McCulloch-Pitts model can be used to
simulate their behavior. This type of neurons eliminates the temporal dimension in
the model. Therefore, the gain control, by which the activity of the PNs remains
almost constant, can be introduced directly into the patterns as a normalization of
the stimuli. Finally, the learning observed in the MB is applied in this model using
Hebbian rules. The combination of Hebbian learning and the winner-take-all ap-
proach in the output layer, supported by the lateral inhibition observed in MBONs,
represents a biologically feasible mechanism to account for learning in neural net-
works [161, 169].
Because of the simplicity of this model, its reduced computational cost and the
fact that it retains the most important characteristics of the insect olfactory system,
we consider it an appropriate starting point to accomplish the aims of this thesis by




Mathematical models of neurons and neural circuits are useful tools to analyze
and understand real neural systems. However, although single-neuron models can
have a high level of biophysical detail, most of these details are usually removed
when modeling larger systems for the sake of simplicity. This is the case of the
natural variability found in the biophysical properties of neurons [8, 73, 99, 180],
even among same-class neurons, which is averaged out in most theoretical and
computational modeling studies. But experimental studies have shown that neural
heterogeneity does have non-trivial effects on information processing mechanisms.
For example, in the electroreceptors of the South American weakly electric fish
Apteronotus leptorhync, it can be observed that neural heterogeneity affects their
bursting coding in vivo [7] and the envelope and temporal coding in peripheral
neuronal populations [195]. Because of this, new models that take into account
the neural heterogeneity of biological systems are necessary to understand neural
coding.
This has led to to several studies that analyze the impact of neural heterogeneity
in neuronal correlations [26, 245] and synchronization [16, 34, 66, 67, 125, 136,
137, 156, 166, 215, 216, 233], detection of weak signals [173, 219] and the different
types of neural coding [26, 91, 136, 195]. Other components of the biologycal
systems are also prone to show heterogeneity that have been traditionally ignored
in models are neuronal threshold [48, 77, 85, 86, 96, 174, 234, 244] and responses
to stimuli [28, 51, 52, 182, 183, 224, 247]. This is the reason why, in this thesis,
we are going to analyze the role of heterogeneity in both thresholds and neuronal
responses and how it can influence the processing of information.
Neural threshold is the potential that must be reached in the cellular mem-
brane of the neuron in order to produce a neural spike. Although it was ini-
tially thought that neural threshold had a fixed value, many studies have shown
that neural thresholds are dynamic and adapt to the input signal that arrives at the
neuron. Hence, the existence of neural thresholds dynamics linked to each neuron
in a biological system could constitute a way of neural heterogeneity and could
have important repercussions in the way information is processed. Although the
neural threshold has not been vastly studied yet, several studies have associated
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its dynamics with different computational capacities found in very different bio-
logical systems. Between these capacities are the selectivity of neurons to certain
attributes of the stimuli they receive [40, 234], as a mechanism to achieve short
term memory [77, 96], filtering the input signal [48, 85], synchronization in neural
populations and ensuring a robust [49, 86] and energetic efficient codification of
the information [100, 244]. In the case of locust, in section 2.2.3 it was said that
KCs behave as coincidence detectors that only produce a response when the in-
put they receive is strong enough, which means when the input reaches a certain
neural threshold. Hence, the neural threshold of KCs seems to be a powerful com-
ponent of the system, capable of regulating the intensity of the response of each
neuron and the overall activity in the population. The existence of KCs with het-
erogeneous threshold values in this system could introduce and regulate interesting
computational properties which we will explore through a computational model in
the following chapters.
In the case of specialist and generalist neurons (observed in the olfactory system
of insects [28, 175, 182, 183, 247], the gustatory neurons from rat geniculate gan-
glion [51, 52, 126] and deterrent chemoreceptors from Pieris caterpillars [224]),
their populations show heterogeneity in their responses to stimuli. Specialist neur-
ons are selective responding to stimuli, while generalists code for multiple stim-
uli [28]. The role of both classes of neurons in the olfactory system is still un-
clear [28, 102]. The common hypothesis is that specialist neurons are crucial for
discrimination, while generalist neurons play a key role in extracting and discover-
ing common features [236]. A hypothesis that we have analyzed by regulating the
ratio of specialist and generalist neurons in the KCs and estimating its impact on
the odor discrimination capability of the system.
Finally, the gain control mechanism observed in AL is performed by the hetero-
geneous inhibition of LNs. LNs are divided into two types of neural populations:
homoLNs, which innervate most if not all glomeruli uniformly, and heteroLNs,
which innervate only a few of them [65]. The aim of this study is to simulate
this gain control mechanism and analyze its ability to modulate the stimulus signal
compared to normalization. The fact that the inhibition of LNs is heterogeneous
may be the real reason why this gain control mechanism is present in AL, since





This section presents all the materials and methods used to understand how odor
information is processed in the insect olfactory system and, especially, the role of
neuronal diversity and gain control mechanism on it and their effects on the odor
pattern recognition.
In section 1, we present the computational model used to simulate the insect
olfactory system. This model is based on the one described in [89], although with
variations depending on the neuronal diversity that we want to study at each mo-
ment. We will detail the network and neural model used, as well as the mechanisms
for the odor classification in the insect olfactory system: the learning algorithms
used to simulate the synaptic plasticity of KCs-MBONs connections [22, 23] and
the lateral inhibition observed in MBONs [199].
Section 2 describes the methods implemented to analyze the role of heterogen-
eity in neural thresholds, stimuli response observed in KCs and inhibition respons-
ible for gain control mechanism in AL.
Finally, in section 3, we will introduce the input patterns, which represent the
neural activity in AL. First, we will describe the patterns developed in this thesis:
primary and Gaussian patterns. Primary patterns were used only in the first stages
of the thesis, since their purpose was to allow a first contact with the subject under
study. On the other hand, Gaussian patterns emerged as a way to simulate the
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activity observed in the glomeruli for different odors [53, 208]. These odor patterns
also allow us to analyze how the overlap degree between them (which determines
the complexity level of the pattern recognition problem) affects the subsequent
classification capacity of the simulated olfactory system. To generalize the results
obtained by the previous patterns, we have used two external databases: MNIST
digits [115] and chemical data obtained by electronic noses [184, 225]. The first
ones are data widely used in pattern recognition problems, while the second is
closer to the chemical nature of the odorants that we want to understand how they
are processed. These three last types of patterns are the most widely used in this
thesis, generally together in order to compare the different results obtained.
3.1 Computational model of insect olfactory system
To represent the olfactory system of insects we used a computational model
that takes the most essential parts of this system, AL and MB, which are involved
in the function of encoding and classifying the odor stimuli received by ORNs.
The classification process is divided in two phases: one based on increasing the
separability between the patterns, performed by KCs, and the classification in itself
by the MBONs. We used a single-hidden-layer neural network (SLN) to model
these parts of the olfactory system where the input layer represents the AL, the
hidden layer the KCs and the output layer the MBONs.
However, this model (Fig.3.1), based on the one described in [89, 90], has un-
dergone variations throughout this thesis depending on the type of neuronal di-
versity that we want to study at each moment.
For the study on neural thresholds, we started with a simple version of this
model (see panel (a) in Fig. 3.1). The gain control mechanism in the input layer
was performed by the normalization of patterns, the selection of homogeneous and
heterogeneous thresholds was performed by exhaustive search and the learning of
W matrix (which represents the synaptic plasticity between KCs and MBONs)
was performed by Hebbian learning. The results obtained through this computa-
tional model can be seen in section 4.1.1, as well as in the following publications
[144, 146]. In order to improve the selection of homogeneous and heterogeneous
thresholds, we developed a gradient descent algorithm for the neural thresholds and
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Figure 3.1: Models used in different studies on neuronal diversity. All are SLNs
with AL as input (X), KCs as hidden layer (Y ) and MBONs as output (Z). The
connectivity matrices are C and W and θj and εl the thresholds of Y and Z .
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the weight of W matrix. Despite the good results obtained (see section 4.1.2), the
computational cost of this learning algorithm was too high due to its complexity.
In the case of the study of specialist and generalist neurons in KCs, differen-
tiated in the previous study due to their neural threshold variability, we decided
to introduce some changes in the model in order to make it faster (see panel (b)
in Fig. 3.1). Instead of selecting the neural thresholds for improving the odor
classification, we selected threshold values for generating neurons with different
degrees of response to odorants (different types of generalists and specialists). On
the other hand, we changed our unsupervised Hebbian learning by a supervised
one and implemented the lateral inhibition of MBONS to facilitate the clustering
of the output. The results obtained through this computational model can be seen
in sections 4.2-4.4 and in [145, 147, 148, 149].
Finally, using the previous computational model as a basis, we introduced in
the input layer the gain control mechanisms described in section 3.2.3 (see panel
(c) in Fig. 3.1), so that we could analyze the effects of these mechanisms on the
pattern recognition. Their results are shown in section 4.5 and in [150].
3.1.1 Neural network model
The neural network of the computational model used is an SLN where AL
represents the input (X), KCs the hidden layer (Y ) and MBONs the output (Z).
The dimension of the input layer depends on the number of attributes of the
patterns (see section 3.3), while the number of output neurons is determined by
the number of classes. In case the output layer has lateral inhibition, we have
10 neurons for each pattern class, otherwise, we have a single neuron per class.
Finally, in the case of the hidden layer, the number of neurons depends on the insect
whose system we are trying to simulate. During this thesis, we used the dimensions
of two types of insects: locust and Drosophila. In the case of the locust, the insect
that we generally had simulated, the PNs-KCs ratio is 1 : 50, always taking the total
number of KCs in the locust (50, 000) [175, 243] when we used with MNIST digits
(784 input neurons, as mentioned section 3.3.3). On the other hand, the PNs-KCs
ratio of the Drosophila is 1 : 10 and the KCs number is 2, 500 [153, 202].
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The connectivity matrices that link the layers of the neural network are C and
W . The C matrix (PNs-KCs connections) is determined randomly by independent
Bernoulli processes with probability pc for each existing connection and 1− pc for
each lack of this [62, 89, 90]. The reason for this non-specific connectivity matrix
is because there is no reproducibility in the neural connections between AL and
MB across individuals of the same species [21, 132, 237]. In the case of W mat-
rix (KCs-MBONs connections), is initialized randomly but subsequently updated
using Hebbian learning [36, 89, 90] or our gradient descent algorithm (see section
B.2), because MB is involved in memory formation and storage [36, 135, 246]. In
the first studies, we initialized the matrix W by a Bernoulli process like the one
used for matrix C, using a probability pw [144, 146]. However, we subsequently
varied this type of initialization to a random matrix of natural numbers for improv-
ing the Hebbian learning used [145, 147, 148, 149, 150].
Finally, for thresholds values of hidden and output layers (θj and εl respect-
ively), we opted for using different thresholds for KCs (heterogeneous thresholds)
and the same threshold for all MBONs(homogeneous threshold) for most of the
thesis, after comparing between these two types of thresholds. This comparison
showed (see section 4.1) that using heterogeneous thresholds in the hidden and
output layers improved the odor classification. However, once lateral inhibition
was implemented in the output layer (see section 3.1.3), no additional mechanism
was necessary to help to odor discrimination.
3.1.2 Neural model
The KC neurons of the MB display very low activity [175]. They are inactive
most of the time, with a mean firing frequency lower than 1 Hz. But when they
are activated, their neuronal response is produced by the coincidence of concurrent
spikes followed by a reset. Bearing in mind this behavior, we chose the McCulloch-
Pitts model for simulating all neurons of the hidden and output layers. In the case
of KCs, due to the reasons given, in the case of MBONs, because we only need the
spatial information of output patterns to compare them with the target ones. This
neuron model uses the threshold step function as the activation function. Therefore,
31
3. MATERIALS AND METHODS











wljyj − εl), l = 1, . . . , NMBON ,
(3.1)
where xi, yj and zl are activation states for a input, hidden and output neuron
respectively, cji and wlj are weights linking two neurons, θj and εl are thresholds
for the hidden and output neuron, respectively, and ϕ is the Heaviside activation
function (see network model in Fig.3.1). The Heaviside activation function ϕ is 0
when its argument is equal or inferior to 0 and 1 otherwise.
3.1.3 Lateral inhibition
The equation for the output neurons changes when we introduce lateral inhib-
ition [199] to MBONs [147]. In this case, we have a population of neurons in the
output layer for each pattern class. Each of these groups of neurons receives the in-
hibition of the other ones [10]. Therefore, we use the winner-take-all concept [178]

















, l = 1, . . . , Nclass, (3.2)
where zl represents the activation state of a group of MBONs, which are special-
ized in a certain pattern. We have Nclass patterns and, therefore, the same number
of groups of MBONs. The weight that links two neurons is wlj and the neural
threshold for the output layer is εl. The Heaviside activation function ϕ is only 1
for the winner MBONs group.
3.1.4 Learning algorithms
As mentioned above, the connectivity matrix W linking the KC and MBONs
undergoes associative learning. This learning can be simulated using Hebbian
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learning [10, 36, 143]. However, we can also use gradient descent or the ELM
algorithm [87, 185] to perform this learning. Although these two last methods are
not bio-inspired, they are going to be introduced in section 3.2.1 as an option to
calculate the neural thresholds.
3.1.4.1 Hebbian learning
Hebbian learning is the classical choice for local synaptic changes [74]. It
allows strengthening or weakening the connections of a connectivity matrix. At
the beginning of this study [144, 146], the strengthening and weakening of the
weights were absolute, the connection was created or destroyed completely, and
the learning was unsupervised, as shown below [90]:
wlj(n + 1) = H(yj, zl, wlj(n)),




P (H(1, 1, wlj(n)) = 1) = p+
P (H(1, 1, wlj(n)) = wlj(n)) = 1− p+




P (H(0, 1, wlj(n)) = 0) = p−
P (H(0, 1, wlj(n)) = wlj(n)) = 1− p−
H(1, 0, wlj(n)) = wlj(n),
H(0, 0, wlj(n)) = wlj(n),
(3.3)
where the future connection state wlj(n + 1) is determined by a function H . This
function H(yj, zl, wlj(n)) depends on the hidden layer neuron yj , the output neuron
zl and the current connection state wlj(n).
If the output neuron zl fires, the connection state depends on the hidden layer
in the following ways:
• If the hidden layer neuron yj has fired, then the connection between these
neurons is created with a probability p+.
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• If the hidden layer neuron yj has not fired, then the connection between these
neurons is destroyed with a probability p−.
This learning was replaced later by a supervised one, which changed the output
neuron zl by the target set for this output neuron, tl [145, 147, 148, 149, 150].
Finally, we introduced a progressive strengthening and weakening of the weights
and a negative reinforcement of them [89]. Therefore, the final Hebbian learning
and negative reinforcement rules are the following:
wlj(n+ 1) = H(yj, zl, tl, wlj(n)),




P (H(1, zl, 1, wlj(n)) = wlj(n) + 1) = p+
P (H(1, zl, 1, wlj(n)) = wlj(n)) = 1− p+




P (H(0, zl, 1, wlj(n)) = [wlj(n)− 1]+) = p−
P (H(0, zl, 1, wlj(n)) = wlj(n)) = 1− p−




P (H(1, 1, 0, wlj(n)) = [wlj(n)− 1]+) = p+
P (H(1, 1, 0, wlj(n)) = wlj(n)) = 1− p+
H(1, 0, 0, wlj(n)) = wlj(n),
H(0, zl, 0, wlj(n)) = wlj(n),
(3.4)
where the future connection state wlj(n + 1) is determined by a function H . This
function H(yj, zl, tl, wlj(n)) depends on the hidden layer neuron yj , the current
value for the output neuron zl, the target for this output layer neuron tl and the
current connection state wlj(n). On the other hand, [x]+ denotes that x cannot be
negative, since the connections that start from KCs are only excitatory [175]. In
case of x takes a negative value, its value becomes 0.
As a summary, if the target neuron tl fires, the connection state depends on the
hidden layer in the following ways:
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• If the hidden layer neuron yj has fired, then the connection between these
neurons is reinforced with a probability p+.
• If the hidden layer neuron yj has not fired, then the connection between these
neurons is weakened with a probability p−.
Finally, if the target for the output neuron tl does not fire, the connection state
depends on the current value of output neuron zl and the hidden layer neuron yj . If
the hidden and output layer neurons have fired but the target of output neuron did
not fire, then the connection between these neurons is weakened with a probability
p+ (negative reinforcement). Otherwise, the connection state is not changed.
3.1.4.2 Gradient descent
Another way to learn the weights of the matrix W is by gradient descent. This
method modifies the value of the weights in order to reduce the error between the
target, T , and the output of the neural network, Z, as follows:
E = |T − Z|2 (3.5)




where wnl is the weight between the hidden layer neuron n and the output layer
neuron l and ηw is the learning rate for the weights of matrix W . Since the Heav-
iside step function is not derivable, we use a sigmoid function in the output neurons











where yjp and zkp are the neural activities for the neurons of the hidden and output
layers (j and k respectively) for a pattern p. The neurons yj and zk are linked by
the weight wjk and εk is the threshold of zk. Finally, γ is the coefficient that defines
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This gradient descent algorithm for calculating weights is the classic method.
In this thesis we have proposed a more complex one (see equation 3.12) that we can
use, for example, to control the activity of the hidden layer (KCs) and to achieve
the sparse condition of these neurons [175].
3.1.4.3 ELM Algorithm
An alternative to the gradient descent is the ELM algorithm [87, 185]. This
method optimize the calculation of the weights of matrix W using the Moore-
Penrose generalized inverse (†) as follows:
W = Y †T (3.9)
where T is the target output matrix, Y is the hidden layer matrix and W are the
optimal weights that allow us to reach these targets. Therefore, this method implies
an immediate adjustment of the weights, instead of the progressively one used by
Hebbian learning and gradient descent.
3.2 Neural heterogeneity
Biological experiments have shown the relevance of neural heterogeneity in
natural systems [7, 81, 130, 170, 195]. Hence, we want to study its role in the
insect olfactory system based on its effects on odor classification. In particular,
we focus on analyzing the three kinds of neuronal diversities observed in neural
thresholds, the neural populations of specialists and generalists in KC and the gain
control mechanism of AL. In this section, we define the methods used to analyze
the implications in pattern recognition of these types of heterogeneity.
3.2.1 Neural thresholds
Typical models of the olfactory system show very little variability in the excit-
ability of the neurons, implemented by fixed neural thresholds. However, neural
thresholds are not fixed in biological systems, as it can be observed in ORNs [2]
and KCs [175] of the insect olfactory system. There are different hypothesis about
the role of this threshold variability [123]: differentiation of neural populations
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[177, 218], feature selectivity [40, 234], energy efficiency [100, 244], short-term
memory [77, 96], robust coding [49, 86], filtering and synchronization [48, 85].
Additionally, applied research on artificial noses determined that using hetero-
geneous detection thresholds for different odorants can improve gas discrimina-
tion [35, 47]. For these reasons, we considered that it could be interesting to study
the application of heterogeneity in neural thresholds for solving pattern recognition
problems.
To analyze the advantages of using different thresholds for each neuron of the
KC layer (heterogeneous thresholds) instead of using a unique threshold for all of
them (homogeneous ones) for pattern recognition problems, we used two methods
for threshold selection: exhaustive search and gradient descent algorithm.
3.2.1.1 Exhaustive search
The threshold selection that we performed by exhaustive search is based on the
concept of limit threshold. A limit threshold is the total stimulation received by
a neuron for a given odorant and, therefore, the minimum threshold value which
prevents that the neuron fires for that odorant (see Fig. 3.2). This limit threshold
















where neuron j spikes ∀θj , 0 ≤ θj < θ
o
j , and neuron l spikes ∀εl, 0 ≤ εl <
εol . Being θ
o
j the limit threshold for a KC (j) and an odorant (o) and ε
o
l the limit
threshold for a MBON (l) and an odorant (o). These thresholds were calculated
only one time in the classification process before Hebbian learning is applied. The
limit threshold matrices store all limit thresholds of KCs and MBONs and have


































The purpose of these matrices is to collect all possible thresholds for each layer
(for all neurons and odorants) in order to subsequently select the homogeneous and
heterogeneous thresholds used in our model.
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Figure 3.2: Example of limit thresholds distribution for a neuron. This figure
displays how the limit thresholds of a neuron are distributed (based on the different
stimulations received) for a total of 100 odorants. The minimum threshold value is 1
and the maximum value is 9. In this example, we established that the neural threshold
(θ) is 6, so all the odorants that stimulate the neuron above this value will make that the
neuron responds to them. We can reduce or increase the θ value depending on whether
we want to increase or reduce the number of odorants to which the neuron responds.
In the case of homogeneous thresholds (see algorithm 1 in section B.1.1), the
minimum and maximum values for these matrices determine the range of selected
thresholds. We calculated the classification error for each possible combination of
threshold values in the hidden and output layer to find the one that minimizes this
error. This minimum classification error, for homogeneous thresholds, is what we
used to compare the results obtained by heterogeneous thresholds [144, 146].
In the case of heterogeneous thresholds, we used the distribution of limit thresholds
for each neuron for two different purposes:
• To find the threshold values, for the hidden and output layers, that improves
the classification error and to compare them with the homogeneous ones
[144, 146].
• To increase the neural sensitivity in KCs to analyze which ratios of specialist
and generalist neurons obtain the minimum classification error [145, 147,
148, 149, 150].
For the comparison between homogeneous and heterogeneous thresholds, we
selected the heterogeneous ones by two different methods:
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• Firstly, we were interested in a simple method for calculating the hetero-
geneous thresholds without performing all possible combinations of limit
thresholds (NNODORKC and N
NODOR
MBON ). Because neural thresholds prevent neur-
ons from firing if they do not receive enough input intensity, we implemented
a method that prevents neurons from firing for a certain percentage of odor-
ants (see algorithm 2 in section B.1.2.1) using the input intensity that they
generate in each neuron (limit threshold). Thus, using percentages from 0%
to 100% for the neurons of hidden and output layers, we start from a con-
figuration in which heterogeneous thresholds allow firing all neurons for all
odorants (0%) until the final configuration, where no neuron can fire for any
odorant (100%). The total number of combinations for this method is 1012
(see lines 5 and 9 of algorithm 2).
• The previous method for obtaining heterogeneous thresholds showed good
results for the primary patterns [144], but not for other pattern sets such as
electronic noses data. To solve this problem, we decided to increase the
degree of heterogeneity of thresholds, because even if all neurons have a
different threshold value, the percentage of odorants for which they fire is
homogeneous. Then, we analyzed the different limit threshold distributions
for each neuron and we observed that we could differentiate two types of
neurons: some that responded to all odorants with the same or similar in-
tensity and others with a greater range of response intensities. This behavior
is consistent with the populations of generalist and specialists neurons in
KCs [175]. Hence, taking this into account, we decided to classify the neur-
ons in these two types using the variance of their limit thresholds distribution.
Because it was suggested that only specialist neurons are necessary for odor
discrimination, we assigned the maximum limit threshold to generalist neur-
ons with the objective of “pruning” them. On the other hand, in the case of
specialist neurons, we assumed that, due to the great variability of these neur-
ons, their distribution could be bimodal. This entails that there is a minimum
value between the two different modes. Hence, we developed a method that
tries to find this minimum value, making the neuron responds only to a few
odorants (specialist) since the second mode is usually inferior to the first
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one. The percentage of odorants to which a neuron stops responding to by
this method is called the specialization coefficient α. However, given the
impossibility of determining which variance of thresholds divides specialist
and generalist neurons, our algorithm initially considered all neurons as spe-
cialists and progressively considered them all as generalists (covering all the
integer values from 0% to 100%, see Fig. 4.4). This method (see algorithm 3
in section B.1.2.2) had some limitations, but in many cases it allowed us to
achieve the proper thresholds [145, 146] (Fig. 3.3).





























































































































Figure 3.3: Examples of limit thresholds distributions for generalist and special-
ist neurons. For a generalist neuron, the neural threshold (θ) is the maximum limit
threshold and, thus, this neuron cannot respond to any of the training patterns. For a
specialist neuron, we search the minimum value between the two modes of the bimodal
distribution. This minimum value establishes a coefficient of specialization of the
neuron (αθ).
With the aim of increasing the neural sensitivity in KCs in order to study
the population of specialist and generalist neurons, we decided to group the KCs
randomly in 100 sets. Then, using the first method for selecting heterogeneous
thresholds, we made that the neurons of each set could only fire (be sensitive)
for 1%, 2%, ... or 100% of patterns. This final method (see algorithm 4 in sec-





Another method of selecting optimal thresholds for the neural network is by
gradient descent. Initially, we proposed an equation with four terms: the first one
to calculate the optimal neural thresholds of KCs based on the ELM algorithm [87],
the second one to reduce the classification error, the third one to reduce the neural
activity of KCs (given the sparseness condition of these in nature [175]) and the
fourth one to regulate the weights of the matrix W :




where Y ∗ is the target hidden layer matrix, Y is the hidden layer matrix, T is
the target output matrix, Z is the output matrix and W is the connectivity matrix
between Y and Z. Every term is weighted according to their coefficients, α for
threshold selection, β for classification error, λ for the sparse neural activity and µ
for weight regulation. Because the Heaviside function used previously in neurons
of the hidden and output layer is not derivable, we used the sigmoid function as
activation function instead (matrices Y and Z). On the other hand, matrix Y ∗
is obtained by using the ELM algorithm (see equation 3.9). Because of this, the






































where xip, yjp and zkp are the neural activities for the neurons of the input, hidden
and output layers (i, j and k respectively) for an input pattern (or stimulus) p. The
targets of a pattern p for the hidden and output layers are y∗jp and tkp. The weight
cij links the neurons xi and yj and the weight wjk connects the neurons yj and zk.
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θj is the threshold of yj and εk is the one for zk. Finally, γ is the coefficient that
defines the sigmoid slope.
Hence, the update of the threshold values for the hidden and output layer (θ
and ε) and the weights of the matrix W are calculated as follows (see mathematical
reasoning in section B.2.1):










































































































































































where n and l are identifiers for neurons of the hidden and output layers and ηθ, ηε
and ηw are the learning rates for the neural thresholds and the weights of the matrix
W .
However, the proposed equation 3.12 had several problems. In the first place,
because of the large number of terms and the difficulty for calibrating their associ-
ated constants (α, β, λ, µ, γ, ηθ, ηε, ηw), the algorithm could not escape from local
minima. In addition, the complex calculation of derivatives, especially because of
the target of the hidden layer (Y ∗), caused a high computational cost. Finally, the
difficulty for balancing the influence of the terms in the equation entailed that cer-
tain terms (such as the regulation of weights, fourth term) prevailed over the rest.
Thus, we decided to simplify the previous equation as follows:
E = α |T − Z|2 + β |Y | (3.22)
where T is the target output matrix, Z is the output matrix and Y is the hidden
layer matrix. Both goals are weighted according to their coefficients, α for the
classification error and β for the sparse neural activity. We are currently refining
this learning, whose preliminary results can be found in [123, 124].
3.2.2 Generalist and specialist neurons
As shown in the previous section, the differentiation between specialist and
generalist neurons is useful for the threshold selection. However, although it is
known that specialist neurons respond selectively to stimuli, while generalists code
multiple stimuli [28], their role in the olfactory system is still unclear [28, 102].
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The common hypothesis is that specialist neurons are crucial for discrimination,
while generalist neurons play a key role in extracting and discovering common fea-
tures [236]. To analyze for ourselves this heterogeneity in neural responses to stim-
uli (observed in the olfactory system of insects [28, 175, 182, 183, 247], the gustat-
ory neurons from rat geniculate ganglion [51, 52, 126] and deterrent chemorecept-
ors from Pieris caterpillars [224]) we focused on the populations of these neurons
observed in KCs [175]. The reasons for studying specialists and generalists popu-
lations on KCs and not others, apart from the biological record of the existence of
these two kinds of neurons in KCs, are the following:
• KCs represent the last stage of feature extraction before the classification
process. Therefore, the odor information that these neurons provide is crucial
for success in pattern recognition. This means that we can better observe
the effects of altering the populations of these kinds of neurons in the odor
classification.
• On the other hand, the large number of KCs (50,000 in locust [22, 111, 116,
175]) guarantees a sufficient number of specialist and generalist neurons for
our experiments.
3.2.2.1 Neural sensitivity estimation
In order to classify KCs as specialist or generalist neurons, we use the concept
of neural sensitivity. Neural sensitivity is the number of different stimuli for which
a certain neuron responds [182, 183]. Hence, we can define specialist neurons as
those with low sensitivity and generalist neurons as those whose sensitivity is high.
To calculate the neural sensitivity, we need to define the minimum percentage of
response to an odorant a neuron can be considered sensitive to. To estimate the suit-
able response degree, we made that the neurons have to respond to 20/40/60/80%
of patterns for a specific odorant to be considered sensitive to it (see Fig. 3.4).
As we can see in Fig. 3.4, when the response threshold is higher, the number
of neurons that respond to no or few pattern classes increases, while the number of
those that respond to all or many of them decreases. Since a neuron should be con-
sidered sensitive to a pattern class when it responds to it in most cases, we consider
a response threshold of 80% as a desirable response percentage. This percentage
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Figure 3.4: Neural sensitivity depending on the response threshold. Response
threshold is the percentage of odorants from a class that a neuron needs to respond
to be considered sensitive to it. When the response threshold rises, the neurons that
respond to few stimuli increase in number compared to those that respond to many of
them.
also entails that there are a greater number of neurons with low sensitivity, which
is consistent with the neural sensitivity distribution obtained in real measurements
of KCs (see Fig.3 of [182]).
3.2.2.2 Neural pruning strategies
Once we know the neural sensitivity for each neuron, we begin to study the
role of specialists and generalists in odor classification using neural pruning. This
neural pruning is based on synaptic pruning, which is the process that eliminates
excessive or inappropriate synapses to form proper synaptic connections during the
development of neurons [25, 179]. In our case, we “prune” neurons according to
their neural sensitivity by assigning their maximum limit threshold (which will pre-
vent these neurons from responding to stimuli). So we can observe what happens
to the odor classification when only neurons with a certain sensitivity are able to
transmit the odor patterns.
To analyze the relevance of specialist and generalist neurons in odor processing,
we designed three pruning strategies:
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• G → S: For this modality, we started pruning those neurons with higher
sensitivity (generalists) and ended with those with lower sensitivity (special-
ists).
• S → G: In this case, we started pruning the specialist neurons and ended
with the generalist ones.
• Random: To analyze whether the order of pruning matters, we also per-
formed a random pruning.
1 1 21 1098853
Neurons sorted by sensitivity
Active neuron Inactive neuron
1 1 21 1098853
G    S (50%)
1 1 21 1098853
S    G (50%)
1 1 21 1098853
Random (50%)
Figure 3.5: Examples of neural pruning. Given an array where we have stored
the neural sensitivity of the KCs, we can sort that array according to the sensitivity
(keeping the identifiers of the KCs to which these sensitivities are associated). Once
the array is sorted, we can start pruning those neurons with greater sensitivity and end
with those of less sensitivity (G → S), we can prune in the opposite direction (S → G)
or prune randomly (Random).
3.2.2.3 Selection criteria of generalist and specialist neuron
Although synaptic pruning showed that specialists were more relevant than gen-
eralists for odor classification [145], we also found that the neural sensitivity distri-
bution for KCs that achieved the minimum classification error varied according to
the complexity of patterns (see section 4.2). These results suggested that the ratio
of specialist and generalist neurons in KCs could be an animal adaptation to the
complexity of stimuli in the natural environment. To investigate whether the ratio
of specialists and generalists changes with the stimulus complexity, we needed to
differentiate specialists and generalists by neural sensibility and control their ratio
in the KCs layer.
Because the definition of specialists and generalists gives no indication about
what neural sensitivities they should have (except that we can exclude neurons with
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0 sensitivity) we started by considering as specialists those neurons that respond
only to one odorant class and generalists those that respond to all of them. Once
this extreme case was defined, we progressively expanded the neural sensitivities
of each type of neuron to cover all of them and divided the histogram of sensitiv-
ities into two halves, as in panel (a) of Fig. 3.6. The advantage of using different
combinations of sensitivities for specialists and generalists is that we can contrast




Figure 3.6: Generation of KC layer according to the selection criteria of gener-
alist and specialist neurons. We defined specialist (S) and generalist (G) neurons
by neural sensitivity, panel (a). To perform this, in the case of Gaussian patterns, we
initially defined that specialist neurons had a neural sensitivity of 1 and generalist neur-
ons had a neural sensitivity of 10. Subsequently, we started to move these boundaries
(hard specialist and generalist neurons, Shard and Ghard) to the center (soft specialist
and generalist neurons, Ssoft and Gsoft), until we covered all neural sensitivities and
specialist neurons responded from 1 to 5 different stimuli and generalist ones could do
it from 6 to 10, panels (b,c). Once these boundaries had been defined, we extracted
generalist and specialist neurons from KCs and we made two sets with them. Then,
a new KC’ layer was generated, with the same dimensions than the original one and
the desired percentage of generalist and specialist neurons. In panel (d), we can see an
example of an equal percentage for both types of neurons.
To try to describe the previous process more clearly, we have taken as example
the Gaussian patterns and the 10 classes used for them (panel (a) of Fig. 3.6). First,
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we defined specialist neurons (S) as those with neural sensitivity of 1 and generalist
neurons with neural sensitivity of 10, S1/G10. Subsequently, we started to move
the specialist and generalist boundaries to the center (panels (b,c) of Fig. 3.6), until
we had specialist neurons with neural sensitivity from 1 to 5 and generalist neurons
with neural sensitivity from 6 to 10, S1− 5/G6− 10.
Once specialist and generalist neurons had been defined, we made two sets of
each type of neurons, as we can see in panel (d) of Fig. 3.6. Then, we created a
new KC layer with the same dimensions than the original one by extracting neur-
ons of these sets, which allowed us to control the percentages of these two types of
neurons. The neural network started with all generalist neurons and we gradually
replaced them by specialist neurons, in order to analyze the evolution of classifica-
tion error during this process and, therefore, the relevance of this types of neurons
in the pattern recognition process [146, 148, 149].
3.2.3 Gain control
Experimental studies in insects showed that the activity in the PNs remains
nearly constant despite large variations of stimulus intensity [168, 207]. Therefore,
a gain control mechanism [191, 201] regulating neuronal activity in the AL is likely
to exist [167, 168, 235]. This mechanism prevents neurons from suffering damage
or even dying by hyper-excitation [201] and can also help achieve more efficient
neural code for odors, because it may tend to decrease cross-correlations between
the output of different glomeruli [167, 168, 235].
In the first studies of this thesis, focused on firing thresholds and the populations
of specialist and generalist neurons, we introduced this gain control mechanism in
the simplest way possible, by normalizing the input patterns [144, 145, 146, 147,
148, 149]. However, we later decided to study this gain control and develop a
bioinspired implementation of it [150].
3.2.3.1 Homogeneous gain control
The first computational model for the gain control mechanism that we de-
veloped only took into account the fact that the activity regulation in PNs was
produced through the inhibition received by LNs (see panel (a) in Fig. 3.7).
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To develop our gain control mechanism, we assumed that the odor information










where PNj and LNi are the neural activities of the j-th PN neuron and of the i-th
LN neuron, respectively. Finally, α is the ratio between PN and LN population
activities.
We modeled the lateral inhibition using the following non-linear relation,







, j = 1, . . . , NPN , (3.24)
where β ∼ 1/
∑NLN
i=1 LNi is the weight of the inhibitory connection from LNs to
PNs, and δ is a threshold. Finally, the non-linear multiplication of
∑NLN
i=1 LNi and
PNj assures that PNs with lower activities will remain with lower activities.
This first implementation of the gain control mechanism allowed us to regu-
late the activity of the PNs in a very similar way to the normalization of patterns
(see Figs. 3.8 and 3.9). However, this method has two major problems from the
biological point of view:
• First, in order to achieve the activity regulation of PNs, it was necessary
that the inhibition of LNs was calibrated according to the activity of each
glomerulus (symbolized by PNj in equation 3.24 as pre-inhibitory activity)
and the strength of the synaptic connection β (which varies depending on the
total activity). Both terms of calibration are used to emulate, in our spatial
model, the progressive calibration of the activity in PNs through their spatio-
temporal dynamics, but we have not found any biological evidence to support
them.
• Second, biological recordings showed that when the activity of ORNs is low,
the activity of PNs is proportional to it. But, when the activity of ORNs
reaches a certain activity level, the activity of PNs saturates. However, in our
mechanism, the activity of PNs remain stable independently of the activity
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of the ORNs. This behavior, similar to the normalization of patterns, is more
strict than the one observed in AL.
3.2.3.2 Heterogeneous gain control
In order to develop a gain control mechanism closer to the biological one, we
decided to take into account the existence of two types of LNs: homoLNs and het-
eroLNs. While homoLNs innervate most if not all glomeruli uniformly, heteroLNs
innervate only a few of them [3, 38, 46, 65, 133, 193, 212]. The introduction of
these neurons transforms the homogeneous inhibition of our previous gain control
mechanism in a heterogeneous inhibition that can be the real responsible for the
gain control mechanism, as suggested in [137].
To implement this heterogeneous gain control mechanism (see panel (b) in Fig.
3.7), we took into account that the proportion of the LNs is approximately one third
of the PNs (830 PNs [116] and 300 LNs in locust [3], 150− 200 PNs [205] among
the 250 AL neurons in Drosophila [202]) and made the following assumptions: (i)
all PNs are uniglomerular (as it happens in the majority of PNs of the Drosophila),
(ii) homoLNs are connected to all the glomeruli and use the activity received by
one of them to inhibit the rest, ensuring that the odor information of a glomerulus
is received by at least one group of homoLNs, and (iii) heteroLNs are connected
randomly to a few glomeruli and use their average activity to inhibit them. This
gain control mechanism can be expressed mathematically as follows:
PNGLip = PN
GLi























where PNGLip is the p-th PN that innervates in the i-th glomerulus, homoLN
GLj
k
is the k-th homoLN that receives the odor information of the j-th glomerulus and


































Figure 3.7: Schematics of the gain control mechanisms implemented. Panel (a)
shows the schematic of the gain control described in equation 3.24. In this gain con-
trol mechanism, LNs receive excitation from all the glomeruli and subsequently inhibit
them depending on the total activity received. This inhibition is calibrated according
to the activity of each glomerulus (symbolized by the PN activity) and the strength
of the synaptic connection (which varies depending on the total activity). Panel (b)
displays the schematic of the gain control described in equation 3.25. In this gain
control mechanism, there are two types of LNs: homoLNs and heteroLNs. Although
homoLNs innervate all glomeruli, we suggest that these connections are not identical
and homoLNs receive excitation by a single glomerulus and inhibits the rest of them
as a function of its activity. This type of connections in homoLNs allows the most
active glomeruli dominate over the less active ones, something that (after several tests)
we saw that it was necessary for the proper performance of the gain control mech-
anism. On the other hand, heteroLNs receive excitation from a few glomeruli and
subsequently inhibit them depending on their averaged activity.
heteroLN that innervates in the i-th glomerulus (see panel (b) in Fig. 3.7). On the
other hand, NGL represents the number of glomeruli, NhomoLNGLj the number of
homoLNs that receive the odor information of the j-th glomerulus and NheteroLNGLi
the number of heteroLNs that innervate in the i-th glomerulus. Finally, the coeffi-
cients α and β allow regulating the inhibition of the two types of LNs (Inhibhomo
and Inhibhetero) for achieving a suitable gain control.
To calculate the values of α and β we used 500 Gaussian patterns divided
between 5 concentrations (5, 25, 50, 75, 100) and 10 pattern classes similar to those
shown above in Fig. 3.12. The dimension of these patterns is based on the Dro-
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sophila: 180 PNs and 80 LNs [157, 205]. From this value for LNs we assume 40
homoLNs and 40 heteroLNs, where heteroLNs can be randomly connected to 1, 5
or 10 glomeruli (with the aim of simulating different degrees of innervation). The
results of this calculation were α = 1 and β = 0.04.
3.2.3.3 PNs activity obtained by the different gain control mechanisms
Once we made these two models of gain control mechanism, we wanted to ob-
serve their effects on the activity of the PNs. Hence, in Fig. 3.8 we can observe the
activity generated in these neurons by patterns with different concentration levels
in case of not using any gain control mechanism or one of the three mentioned
above. The resulting activity in PNs for these four scenarios are the following:
• When there is no gain control, the activity of PNs increases with the con-
centration level, each time with less intensity until it saturates when the odor
concentration makes that all PNs fire with a similar intensity. For this ex-
treme case, the Gaussian distributions used as input pattern will look as uni-
form distributions, which represents the unreal situation where all glomeruli
are highly active. Because of this, we do not take into account this extreme
case for our experiments and Figs. 3.8 and 3.9.
• When we use a homogeneous gain control mechanism as the normalization
of patterns or our first model, Eq.3.24, PNs always have the same activity
independently of the concentration (see Norm and Homo lines in Fig. 3.8).
A behavior different from that observed in AL, where the activity of PNs
grows for low values of concentration until it reaches a certain concentration
level for which this activity becomes more or less stable [167, 168, 235].
• This biological behavior is only achieved when we use our heterogeneous
gain control mechanism, Eq.3.25, as can be observed in Hetero lines of Fig.
3.8.
How these three gain control mechanisms described affect the activity of PNs
can be observed in Fig. 3.9. In the first column of this figure, we present an
example of a pattern for each of 5 different concentration levels (5, 25, 50, 75, 100)









































































Figure 3.8: Activity in PNs according to odor concentration and gain control
mechanism used. When there is no gain control, the activity of PNs increases with
the concentration level, each time with less intensity until it saturates when the odor
concentration makes that all PNs fire with a similar intensity. When we use the gain
control based on the combination of heteroLNs and homoLNs (Hetero), we obtain a
behavior similar to the one observed biologically [167, 168, 235], where the activity
grows for low values of concentration until it reaches a certain concentration level for
which the activity becomes more or less stable. This biological behavior does not
occur for the normalization and our homogeneous gain control mechanism (Homo), in
which the PNs always have the same activity independently of the concentration.
medium and high). We can see that the effects on Gaussian patterns produced by
the normalization and our homogeneous gain control mechanism (Homo) (second
and third column) are similar and do not correspond with the biological behavior
observed in AL. Finally, the fourth column shows the activity of PNs when we use
our heterogeneous gain control mechanism (Hetero), which allows distinguishing
the activity focus of PNs more clearly.
3.3 Input patterns
To understand how the insect olfactory system processes the odorants and find
out what properties of their neural network are involved in their classification, we
needed different sets of patterns to simulate the odor coding in AL and to help us
achieve our different objectives. The first set of patterns used was developed by us
in order to make a first approach to the insect olfactory system and the computa-
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Figure 3.9: Gain control effects on the activity of PNs. The first column shows an
example of a pattern for each of 5 different concentration levels without applying any
gain control mechanism, displaying these examples for 3 different noise levels in each
row. In the second and third column (Normalization and Homo Gain Control), we
can observe that our homogeneous gain control mechanism (Eq.3.24) obtained a sim-
ilar activity in PNs to the one obtained for normalization. Finally, the fourth column
(Hetero Gain Control) displays the activity of PNs when we use our heterogeneous
gain control mechanism (Eq.3.25), which allows distinguishing the activity focus of
PNs more clearly.
tional model that simulates it. These patterns of low complexity, which we called
primary patterns, are divided into two types depending on whether or not interclass
overlap exists: orthogonals and characters. These patterns, used in [144, 146],
were later replaced, for the rest of the thesis, by Gaussian patterns, with the aim
of simulating the spatial activity patterns observed in the AL glomeruli [53, 208],
giving us great control of the overlap degree between different pattern classes. This
overlap control allows us to generate patterns with different complexity levels and,
therefore, to study the odor processing in the insect olfactory system under differ-
ent difficulty degrees. In addition to these patterns developed by us, we use two
external databases: the MNIST digits [115] and chemical data obtained through
electronic noses [184, 225]. The objective of using these external datasets is to
study how the computational model used solves a typical problem of pattern re-
cognition, such as the MNIST digits, and classifies data of chemical compounds,
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which make up the odorants.
3.3.1 Primary patterns
As we mentioned above, to make a first approach to the computational model
and the odor classification problem, we used two simple kinds of patterns: ortho-
gonals and characters (see Fig.3.10). The coding of both patterns is binary and,
therefore, the PNs they represent are considered active (1) or inactive (0). Ortho-
gonal patterns are those that do not have interclass overlap, while character patterns
(which after preliminary tests became only digits) have this kind of overlap but not
interclass overlap, unlike MNIST digits, making them a good first step to later clas-
sify MNIST digits. However, this lack of interclass overlap in orthogonal patterns
and the intraclass one in characters is modified when we introduce some noise in
them, which adds some difficulty to their classification. These patterns were used
in [144, 146], whose results are shown in section 4.1, being later replaced by Gaus-
sian patterns that allow us to control the overlap degree of patterns more gradually
and not only by introducing noise.
Figure 3.10: Examples of orthogonal and character patterns. Odd rows represent
these two types of patterns without noise, while even rows show how noise has been
included in them (these modified patterns are the ones we will use in our experiments).
Colors: black (active neuron), white (inactive neuron).
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3.3.2 Gaussian patterns
Different odorants activate different regions of AL [187]. Different levels of
odor concentration can expand the number of AL neurons that are activated for
a certain odorant [187, 190, 208]. A higher concentration of odor leads to better
detection by the olfactory system [238]. However, we can assume that if the activity
region for an odor pattern grows without control, the overlap with the regions used






















































































Figure 3.11: Gaussian patterns. In these panels, we can see an example of a pat-
tern for 10 pattern classes and 6 standard deviations (STD). The X-axis of the graphs
represents the PNs, while the Y -axis represents the activity level (firing rate) of these
neurons. When odorants are encoded by a fewer number of neurons (low STD) the
firing rate of these neurons increases. On the other hand, when a greater number of
neurons encode the odor patterns, the firing rate is distributed among them, increasing
their STD and noise.
Considering this, we used Gaussian patterns centered at different input neurons
depending on the class to which they belong (Fig.3.11, where we can see a pat-
tern example for each of their classes and configurations). These patterns represent
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the firing rate of PNs caused by different odorants, which can involve a variable
number of neurons. This variable number of PNs stimulated by the odorants is
controlled by standard deviation (STD), which implies different overlapping de-
grees and different noise degrees.
# PN
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Figure 3.12: Gaussian patterns for studying the gain control mechanism. (a)
Different odor identities are modeled as Gaussians centered at different PN neurons
(C = 1). To generate more realistic stimulation, we added noise. (b) Neural activity
variability as a function of concentration. (c) Activity in the PN neurons elicited by
an odor with small level of noise. (d) Activity in the PN neurons for a larger level of
noise.
In order to use the Gaussian patterns to study the gain control mechanism
present in AL, we decided to develop a new method to create these patterns by



















where C is the concentration, jk is the center of the j-th odor identity, A0 = 0.05
is the residual activity, A = 0.95 is a parameter that determines the maximum
activity, K = 10 defined the concentration at which half of the maximum level was
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achieved, and Q = 3.2 defined the slope of the resulting sigmoid. This follows
a common psychophysical response of neural populations to different intensities
[152].
We used on total five different levels of concentration (Fig.3.12). Each of these
concentrations scales the pattern by a sigmoidal function, which changes the vari-
ance of the Gaussian because neighboring PN neurons also become active (in agree-
ment with experiments [187, 190]). Thus, higher concentrations increase the over-
lap between the activities generated by two different odors. Finally, to simulate the
noise experienced in real biological systems, we added noise to the Gaussian center
(Fig.3.12a) and to the stimulus itself (Fig.3.12b-d).
The versatility of these patterns due to the possibility of controlling their com-
plexity makes them the most used in this thesis [145, 148, 149, 150]. These patterns
have been used to study specialist and generalist neurons according to the input
complexity and the gain control mechanism in AL (section 4.2-4.5).
3.3.3 MNIST patterns
Figure 3.13: Example of MNIST digit patterns. In each column, we can observe the
10 pattern classes and in each row an example of these patterns. The active neurons,
as happened in the primary patterns, correspond to the black pixels, while the inactive
ones to the white ones.
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The MNIST database of handwritten digits [115] is a well known dataset and
widely used for analyzing pattern recognition algorithms. In fact, this dataset was
used in other study for the same computational model [89] and that allows us to
compare our results with them (in [147] we compare the previous results obtained
in [145], while in [148] the comparison is made in the same study). The MNIST
digits have dimensions of 28 × 28 pixels (Fig.3.13), which we converted into an
array of 784 elements (PNs) by merging each row with the next.




















Figure 3.14: Electronic noses patterns. Representation of the 6 pattern classes
through the normalized mean activity of their 128-dimensional feature vector.
The second external data set used to compare the results obtained by primary
patterns [144] and Gaussian patterns [148] are chemical compound data from elec-
tronic noses, because it gives us an odor coding that can offer certain similarity with
the one made by the olfactory system. The data used belongs to BioCircuits Insti-
tute [184, 225], University of California in San Diego, that contains 13,910 meas-
urements from 16 chemical sensors exposed to 6 gases at different concentration
levels. Each sensor extracted 8 features from gases, resulting in a 128-dimensional
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feature vector (8 features x 16 sensors). The gaseous substances used are Ammo-
nia, Acetaldehyde, Acetone, Ethylene, Ethanol, and Toluene (Fig.3.14), dosed at a
wide variety of concentration levels in the intervals (50,1000), (5,500), (12,1000),
(10,300), (10,600), and (10,100) ppmv, respectively. The data set contains patterns
corresponding to three years of measurements divided into 10 batches, which im-
plies variability in the chemical detection between batches due to deterioration of
the sensors caused by aging and contamination. Because of this, we decided to
choose a single batch, batch 10, that contains the largest number of samples for
each gaseous substance (see Table 3.1). However, since not all the chemicals were
measured at the same concentrations, we chose the concentration that included the
largest number of samples, 50 ppmv (100 samples for each class). The lack of
enough samples for different concentrations was the fundamental reason why we
use the Gaussian pattern when we want to simulate different concentration condi-
tions. We hope to solve this problem in the future by searching a new chemical
data set or the reduction of classes in this one, in order to complete our study about
the gain control mechanism in AL.
Batch 1 2 3 4 5 6 7 8 9 10
Ethanol 83 100 216 12 20 110 360 40 100 600
Ethylene 30 109 240 30 46 29 744 33 75 600
Ammonia 70 532 275 12 63 606 630 143 78 600
Acetaldehyde 98 334 490 43 40 574 662 30 55 600
Acetone 90 164 365 64 28 514 649 30 61 600
Toluene 74 5 0 0 0 467 568 18 101 600
Table 3.1: Chemical samples for each batch. For all these batches, batch 10 has the





In order to understand how the changeful information of odorants (different
mixtures, concentrations, environment conditions, etc.) [54] is processed by the
olfactory system, we focused on the simple structural organization that this system
has in the insects [5, 43, 58, 59, 78, 95, 140, 209]. Using a single hidden layer
neural network that retains the main parts of the insect olfactory system involved in
odor classification [89], we have analyzed a property barely studied and usually not
applied in biological models: neural heterogeneity. In particular, we aim to analyze
three types of heterogeneity observed in the insect olfactory system:
• The variability of neural thresholds in KCs [175].
• The diversity observed in the neural sensitivity of KCs that divides its neural
population between specialist and generalist neurons [28, 175, 182, 183,
247].
• The inhibitory heterogeneity that produces the gain control mechanism ob-
served in AL [65, 193].
In section 1 of this chapter, we show the results of our study of neural thresholds.
In this study, as we mentioned in the previous chapter, we compare the classific-
ation errors obtained by using homogeneous thresholds (a single threshold value
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for all neurons) and heterogeneous thresholds (a different value for each neuron).
The selection of values for homogeneous and heterogeneous thresholds was made
by two different methods: exhaustive search and gradient descent algorithm. The
results obtained by the exhaustive search are detailed in section 4.1.1 and published
in [144, 146], while in section 4.1.2 we discuss preliminary results for the gradient
descent algorithm (using the equation 3.12). For this last method, we are work-
ing on a new algorithm based on the equation 3.22. Early results are discussed
in [123, 124].
Sections 2, 3 and 4 present the study on specialist and generalist in KCs and,
therefore, the heterogeneity of neural sensitivity. In section 2, we verified by neural
pruning the fundamental role of specialist neurons in odor discrimination. The res-
ults, published in [145], suggested a variable relevance of specialists according
to the complexity of patterns. Therefore, in section 3, we estimated the ratio of
specialists and generalists necessary for the system to reach the minimum clas-
sification error. This study showed that there is a relationship between the ratio
of these neurons and the complexity of the patterns, with some configurations for
which the presence of generalist neurons was also necessary [146, 148]. Finally,
in section 4, we try to determine whether the balancing process performed in the
previous section altered the randomness of the connections between PNs and KCs,
in order to know if this process of adaptation to the complexity of the stimuli is
possible in biological systems. The results showed that this balance does not vary
the random connectivity, because of neural sensitivity is not related to the number
of connections that KCs receive [149].
Finally, section 5 shows the preliminary results for the computational model
of a heterogeneous gain control mechanism based on the populations of inhibitory
neurons: homoLNs and heteroLNs. This configuration for gain control seems to
lead to a better odor classification with respect to homogeneous gain control mech-
anisms, such as the one developed by us in [149]. However, both types of gain
control allow the olfactory system to noticeably improve its classification capabil-
ity.
62
4.1 Neural threshold heterogeneity improves odorant classification
4.1 Neural threshold heterogeneity improves odorant
classification
To study the neuronal diversity of firing thresholds in odor processing, we com-
pare the classification error obtained by using homogeneous and heterogeneous
thresholds. To calculate these threshold values we proposed two different methods:
exhaustive search and gradient descent algorithm.
4.1.1 Threshold selection by exhaustive search
For an initial approach to study the heterogeneity of neural thresholds [144],
we used only the primary patterns (see section 3.3.1). We used 4 sets of patterns, 2
for each type of primary pattern (orthogonal and character) consisted of 15 and 30
patterns (5 and 10 pattern classes, 3 patterns for each class) with a 20% of noise.
For each set, we ran 10 simulations using 3-cross-validation. These simulations
were done for different probabilities for PNs-KCs connections (pc). We used dif-
ferent connection probabilities for pc (0.1, 0.3, 0.5) based on studies that confirm
that these are feasible values for it [62, 101] and a probability pw = 0.5 because
W matrix is subjected to Hebbian learning (see section 3.1.4.1). The probabilities
of reinforcement and weakening of weights, for this learning, are p+ = 0.2 and
p− = 0.1 respectively (see equation 3.3).
The averaged results for these set of patterns (Fig. 4.1) show that heterogeneous
thresholds achieve lower classification errors. Furthermore, we observe that lower
connection probabilities pc are also related to lower errors.
Once we observed the relationship between classification error and heterogen-
eous thresholds for different connection probabilities, we analyzed the relationship
between classification error and spike rate (neural response level) for a particular
case, pc = 0.1 and 15 patterns (spike rate can be observed in the dotted line in
Fig 4.2).
These results show that minimum classification error is related to a low spike
rate. This happens because, if the spike rate is high, the overlap between patterns
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Figure 4.1: Comparison of error rate for homogeneous and heterogeneous
thresholds We compared the results obtained by homogeneous and heterogeneous
thresholds for orthogonal (first column) and character patterns (second columns) us-
ing 15 and 30 patterns (top and bottom panels) and for different connection probab-
ilities for PNs-KCs connections, pc. Sample means with 95% confidence intervals of
standard errors (SE).
spike rate drops excessively, the odor information that arrives at the output neurons
is insufficient for its classification.
In order to generalize these preliminary results, we increased the set of patterns
(adding the electronic noses data), the number of patterns used by each set (100)
and the number of simulations performed (100 with 5-cross-validation) for each
data set and connection probability pc [146].
The introduction of electronic nose data (shown in section 3.3.4) was a chal-
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Figure 4.2: Relationship between classification error and spike rate. Results for
15 orthogonal and 15 character-based odorants with noise and connectivity probability
pc = 0.1. In the case of homogeneous thresholds, the X axis represents the value
taken for the hidden layer thresholds. For heterogeneous thresholds this axis represents
the percentage of odors for which the KCs do not respond (each KC has a different
threshold value according to its limit threshold distribution).
lenge for the algorithm of heterogeneous threshold selection used in the previ-
ous case (see algorithm 2 in section B.1.2.1). To analyze why heterogeneous
thresholds obtained better classification results than homogeneous ones for primary
patterns but not for electronic noses data (for which both thresholds obtained sim-
ilar results), we investigated the limit threshold distributions for each neuron. This
analysis showed that there were neurons with little variance between their limit
threshold values and others with a large variance, whose distribution tended to
be bimodal (see Fig. 3.3). This fact, consistent with the generalist and specialist
neurons observed in KCs, led us to develop a new algorithm for heterogeneous
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threshold selection that could use these types of neurons in order to be more ef-
ficient. The use of this new algorithm (see algorithm 3 in section B.1.2.2) again
showed an improvement in odor classification for heterogeneous thresholds and
low pc probabilities, like pc = 0.1 (Fig. 4.3).
Figure 4.3: Comparison between homogeneous and heterogeneous thresholds for
different sets of patterns and connection probabilities between PNs and KCs (pc).
Sample means with 95% confidence intervals of standard errors (error bar calculated
over 100 simulations).
Since the electronic noses data has a smaller number of classes (5) with respect
to the orthogonal and character patterns (10) and a greater number of patterns per
class (20 instead of 10), we obtained the best classification error for this data set.
Instead, orthogonal patterns, theoretically simpler, are those that achieve a higher
classification error, since the noise introduced in these patterns is maximized due
to the small number of neurons that encode their information.
If we analyze again the relationship between classification error and spike rate
(Fig. 4.4), for pc = 0.1, and compare it with the previous results (Fig. 4.2), we
can observe a similarity between them. Both figures show that minimum classific-
ation error is related to a low spike rate, which is consistent with the sparse activity
documented in the KC layer [175, 214]. Moreover, we can see the effects of us-
ing the new algorithm for heterogeneous threshold selection in the spike rate for
orthogonal and character patterns of both figures. Because the new algorithm has
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different specialization coefficients for each neuron (see the explanation of the al-
gorithm in section 3.2.1.1), the spike rates for these patterns now start at 20% when
their values were higher than 80% using the previous algorithm.
Figure 4.4: Classification error and maximum spike rate for different kinds of
patterns (pc = 0.1). These results are the average of 100 simulations for different C
and W weights. These results show, for all pattern classes, that classification error is
always lower for heterogeneous thresholds. We calculate the heterogeneous thresholds
differently according to whether they are specialist or generalist neurons. In the case of
generalist neurons, we assign them the maximum limit threshold (which is equivalent
to prune these neurons). In the case of specialist neurons we consider their distribution
as bimodal and try to find their minimum turning point.
4.1.2 Threshold selection by gradient descent
The algorithms implemented for the heterogeneous threshold selection by brute-
force search (see sections B.1.2.1 and B.1.2.2 ) were based on approximations that
used percentages to restrict the activity of KCs to certain odorants or different cal-
culation methods for specialist and generalist neurons (see section 3.2.1.1). These
approximations try to solve the problem of the high cost of checking all possible
combinations of threshold values. However, the resulting methods did not allow
us to calculate exactly the optimal values for homogeneous and heterogeneous
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thresholds. In order to have a method that would allow it, we developed a gradient
descent method, which is described in section 3.2.1.2.
To compare the heterogeneous thresholds with the homogeneous ones through
their classification error, we used the same patterns used in [146] (electronic nose
data and primary patterns), whose errors for the previous threshold selection method
were shown in Fig. 4.3. These data sets had 5 pattern classes and 20 patterns for
each class (100 patterns in total). Furthermore, the connection probability used in



































Figure 4.5: Comparison between homogeneous and heterogeneous thresholds us-
ing a gradient descent algorithm. This figure shows the results averaged for 10
simulations using 5-cross-validation for the patterns used in [146] (electronic nose
data and primary patterns (orthogonals and characters)). These data sets had 5 classes
and 20 patterns per class (100 in total). The classification results for the heterogen-
eous thresholds show an improvement of ∼ 24% over the results obtained for the
homogeneous ones. However, the gradient descent algorithm (equation 3.22) has dif-
ficulties to correctly classify other sets of patterns such as MNIST digits (shown in
section 3.3.3). Because of this, we are currently using a simplified version of this
algorithm [123, 124].
These preliminary results were consistent with those obtained for the exhaust-
ive search, showing that heterogeneous thresholds achieve better classification res-
ults than homogeneous ones. However, as mentioned in section 3.2.1.2, equa-
tion 3.12 had several problems. A high computational cost, difficulty in escaping
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from local minima and difficulty in balancing the different learning terms. These
problems made it difficult to work with different data sets, so we decided to sim-
plify it 3.22. The refinement of this new equation is being accomplished by Jessica
Lopez-Hazas, whose preliminary results can be found in [123, 124].
4.2 Relevant role of specialist neurons for pattern re-
cognition
As shown in 4.1, controlling the populations of specialist and generalist neur-
ons (observed in the KCs) was useful for the heterogeneous threshold selection
by exhaustive search (see Fig. 4.4). This positive relationship between odor clas-
sification and these types of neurons led us to investigate them, as their role in
the olfactory systems is still unclear [28, 102]. The common hypothesis is that
specialist neurons (which respond selectively to stimuli) are crucial for discrim-
ination, while generalist neurons (which code multiple stimuli) play a key role in
extracting and discovering common features [236]. Thus, in order to check this hy-
pothesis and observe the relevance of the specialists in odorant discrimination, we
developed a method based on neural pruning for studying these types of neurons
(see section 3.2.2.2).
This method progressively “pruned” the hidden layer neurons (KCs) by assign-
ing them their maximum limit threshold, for which they can never be activated.
This pruning was done in three different ways using the concept of neural sensit-
ivity [182, 183] (the number of different stimuli to which a neuron responds, see
section 3.2.2.1):
• S → G: initially those neurons with a lower neural sensitivity (specialists)
are pruned, being those with higher neural sensitivity (generalists) the last
pruned.
• G → S: we started pruning neurons with high neural sensitivity and ended
with those with low sensitivity.




We used these different strategies of neural pruning on 15 sets of Gaussian
patterns (where we used 5 overlap degrees between patterns, using their standard
deviation (STD), and 3 noise levels). Each set has 5 classes of Gaussian patterns
with 20 patterns per each class (100 patterns in total) and it was ran 10 times for
each configuration of pc (0.1, 0.3, 0.5). The connection probability for W (pw) mat-
rix was 0.5 and the probabilities for the supervised Hebbian learning that modifies
its weights were p+ = 0.2 and p− = 0.1 (see section 3.1.4.1).
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Figure 4.6: Classification error for different neural pruning and connection prob-
abilities. Comparison between different neural pruning strategies for different overlap
degrees in the Gaussian patterns (std) and connection probabilities between PNs and
KCs (pc). The values shown in some points of the error values, represent the firing
rates (%) for KC neurons where the error is minimized. For example, for low noise,
connection probability pc = 0.5 and overlapping degree std = 5, the firing rate in
KCs is 3.39% (see magenta circle). The G → S pruning achieves the best classifica-
tion error in all cases. These results also show that the model is more robust to noise
for low connectivity probabilities.
The averaged results for these simulations (Fig. 4.6) showed that the best neural
pruning was from the most generalist neurons (high neural sensitivity) to the most
specialist ones (low neural sensitivity), G → S. This was the unique pruning
strategy that minimized the classification error, confirming the great relevance of
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specialist neurons for pattern recognition.
Furthermore, the firing rates (%), showed in Fig. 4.6 for those points where
the error was minimized, indicate that minimum classification error was achieved
when there was sparse activity (see the 3.39% of activity in KCs marked with a
magenta circle in Fig. 4.6, for pc = 0.5 and std = 5). These results are consistent

































































































































































Figure 4.7: Sensitivity evolution for different configurations of G → S prun-
ing. Relationship between initial and optimal sensitivity for G → S pruning, low
noise and different conditions of connection probabilities (pc) and overlapping de-
grees (std). These sensitivity curves correspond to some values of the first column
in Fig. 4.6. When the overlapping degree or the connection probability increases, the
initial percentage of neurons with high neural sensitivity (generalists) also rises. How-
ever, the optimal neural sensitivities for KCs, for all configurations shown, are always
very low. For the majority of cases, except for pc = 0.1 and std = 1, we only have a
few neurons with sensitivity 1 and a large majority of them (almost 100%) with sens-
itivity 0 (they do not respond to any odor patterns used). This high inactivity seems to
be related to the sparse activity shown in Fig. 4.6.
Once known the classification error for different neural pruning strategies, we
analyzed the population resulting from the neural pruning for which the minimum
classification error was reached. The aim of this was to observe how many neurons
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were necessary to reach this minimum and what neuronal sensitivities they had.
In Figure 4.7, we see the initial neural sensitivity of KCs (blue line) and the
neural sensitivity for these neurons that achieve the minimum classification error
(red line), for the G → S pruning method, low noise and the first three overlap
degrees showed in Fig. 4.6. For the initial sensitivity, we observe that if overlap
degree (std) or connection probability (pc) increases, the proportion of neurons with
high neural sensitivity (generalists) also rises. In the case of the optimal sensitivity,
the pruning process leaves just the most specialist neurons (usually only those with
neural sensitivity 1). This causes that in the majority of the cases the percentage of
inactive neurons in the hidden layer (sensitivity 0) is close to 100%.
4.3 Stimulus space complexity determines the ratio of
specialist and generalist neurons
The previous study of the role of specialist and generalist neurons in pattern re-
cognition by neural pruning showed that specialists were more relevant than gener-
alists for odor classification (see Fig. 4.7). It also found that the optimal sensitivity
distribution for KCs (the one that achieved the minimum classification error) varied
according to the complexity of patterns. These results suggested that the ratio of
specialists and generalists in KCs might be an animal adaptation to the complexity
of stimuli present in the habitat. To investigate whether the ratio of specialists and
generalists changes with the stimuli complexity, we developed a method to create
an artificial hidden layer (KCs) with the ratio of these neurons that we want to
analyze.
This method, detailed in section 3.2.2.3, calculates the neural sensitivity of the
hidden layer (see section 3.2.2.1) and divides these sensitivities equally between
specialists (low sensitivities) and generalists (high sensitivities). Therefore, if we
have 10 classes, the sensitivities of specialists go from 1 to 5 (S1 − 5) and the
ones of generalists from 6 to 10 (G6 − 10). However, sometimes we define spe-
cialist and generalist neurons in a more strict way, as specialists can only respond
to one pattern class (S1) and generalists to all of them (G10). Examples of this
strict definition of specialists and generalists (S1/G10), and the softest definition
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mentioned above (S1 − 5/G6 − 10), as well as intermediate definitions, can be
seen in Fig. 4.8 for Gaussian patterns. Once the specialists and generalists of KCs
have been separated, we create the new hidden layer using these two sets. This
entails that we have to clone some neurons of one type for replacing neurons of the
other type. To analyze the odor classification for different ratios of specialists and
generalists, we started with a configuration of only generalists and ended with only
specialists.
To analyze what is the best ratio of specialists and generalists for pattern recog-
nition according to the complexity level of input patterns, we used different sets
of Gaussian patterns (shown in section 3.3.2) in which we have varied the overlap
between classes to generate different complexity degrees. The complexity degree
was calculated by a measure that links the overlaps between pattern classes (inter-
class) and inside of them (intraclass) shown in appendix C. Each set of Gaussian
patterns have 100 patterns for each of the 10 classes (1000 patterns in total). To
compare the results for these patterns and generalize the conclusions, we used the
data sets of MNIST digits [115] (10 classes with 100 patterns for each of them) and
electronic noses data [184, 225] (6 classes with 100 patterns for each of them).
The following averaged results of this section (see Figs. 4.8-4.12) were obtained
from 10 simulations with 5-cross-validation. For these results, we used a connec-
tion probability for C matrix, which connects AL to MB, of pc = 0.1, since this
value allows a good classification performance, as we saw previously [144, 146].
The connections of W matrix (initialized by random integer values) are subjected to
supervised Hebbian learning with negative reinforcement. The probabilities of re-
inforcement and weakening of weights for this learning are p+ = 1 and p− = 0.05
because of their good performance [90, 147].
4.3.1 Gaussian patterns
As mentioned above, we used Gaussian patterns for analyzing the ratio of spe-
cialists and generalists for different complexity levels in the input layer (by in-
creasing the standard deviation of Gaussian distributions and, therefore, the over-
lap between pattern classes). In Fig. 4.8, we observe that when there is almost no
interclass overlap (STD 1 with an overlap of 3.8 · 10−6, panel (a) in Fig. C.4) and
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the complexity is 7.87% the system does not have any problem to classify correctly.
The system achieves the classification error 0 for almost any ratio of specialist and
generalist neurons and definition of them (S1/G10 requires at least 40% of spe-
cialist neurons and S1− 2/G9− 10 just 10%).























































































Figure 4.8: Error across the percentage of specialists for Gaussian patterns. We
can see that for Gaussian patterns STD 1 and STD 20, the system requires a low
neural specialization to minimize the classification error. While for STD 40 and
STD 60 both types of neurons, specialists and generalists, are needed (more visible
for STD 60). Finally, to STD 80 and STD 100, the system requires mostly specialist
neurons to properly classify.
We can see that this behavior starts to change for STD 40, with an interclass
overlap of 56.62% and complexity of 28.59%. For this case, the system needs some
generalist neurons to achieve the minimum classification error for all boundaries
between generalist and specialist neurons. This relevant role of generalist neur-
ons is even clearer when the complexity produced by overlap increases to 62.25%,
STD 60. For this intermediate complexity, we can also observe greater variability
in the error minimization of the different definitions of generalists and specialists.
In this case, it is the definition that covers all neural sensitivities, S1− 5/G6− 10
(see panels (b,c) in Fig. 3.1), the one that reaches the best classification error. How-
ever, when the complexity is higher, the relevance of generalist neurons starts to
disappear, STD 80 and STD 100 (65.71% and 77.64%), until only the specialist
ones are required to achieve the minimum error.
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To understand these different behaviors in Fig. 4.8, we suggest focusing on the
characteristics of stimuli, Figs. 3.11 and panel (a) in Fig. C.4. For Gaussian pat-
terns with STD 1 we observe that all neurons in the input are specialist and the
pattern classes are well-defined, since the interclass overlap is almost 0 and the in-
traclass one is 92.13%. These patterns are highly separable and highly classifiable
and, therefore, they present no difficulty to the system. Although for Gaussian pat-
terns with STD 20 we have a greater generalization of input neurons and a higher
interclass overlap (33.84%), the patterns are still easily separable. This situation
changes for Gaussian patterns with STD 40. For these patterns, all neurons re-
spond to all classes (generalists) and the interclass overlap is 56.62%. However,
there is high variability in the neural activity of these patterns, which provides in-
formation about their classes. This entails that even generalist neurons provide
useful information for classifying. But when this variability is lower and there is
a lot of noise in the patterns, the system no longer differentiates them. This is the
case of Gaussian patterns with STD 80 or higher. For these patterns, only specialist
neurons are helpful for pattern recognition.
4.3.2 MNIST patterns
For MNIST digits, Fig. 4.9, the system needs at least half of KCs as specialist
neurons to achieve the minimum classification error 20.18% for S1 − 5/G6 − 10
(an error value that is consistent with other studies that use similar computational
models [89, 147]). However, if we increase the percentage of specialist neurons
more than 50%, we observe that the classification error practically does not change
(its maximum value in this region is 20.45%) for all definitions of specialist and
generalist (from S1/G10 to S1 − 5/G6− 10 based on panel (b) in Fig. 3.6). This
fact, the invariability of the classification error from 50% of specialists to 100%
of them, indicates that the odor classification is accomplished only by specialist
neurons, needing at least 50% of these neurons. Thus, we can conclude that for
MNIST digits, specialist neurons are the only type of neurons needed to perform a
good classification.
This greater relevance of specialist neurons is consistent with what was pre-
viously seen for Gaussian patterns. Whenever the complexity is high (85.83% for
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MNIST digits, panel (b) in Fig. C.4), only specialist neurons are necessary for clas-
sifying. However, there is a substantial difference between the results for MNIST
digits and the ones observed in the Gaussian patterns with great complexity. As
we can see for MNIST digits, the classification error is 20.18% while for Gaussian
patterns with STD 100 is 41.95%. Furthermore, in MNIST digits, Fig. 4.9, there
is a stabilization of the classification error, something that does not happen for the
Gaussian patterns, Fig. 4.8, since the error decreases as the number of specialists
increases. This contrast between patterns with similar complexity levels is due to
the difference in the interclass and intraclass overlaps shown in Fig. C.4. In the case
that Gaussian patterns had similar values for the overlaps, the relationship between
the classification error and the percentage of specialist neurons would be similar to
the one observed for MNIST digits, as shown in Fig.14 of [148].
Figure 4.9: Error across the percentage of specialists for MNIST patterns. We
can observe that the error minimization is achieved when there is a 50% of specialist
neurons and the error varies insignificantly as this percentage increases. So, we can
conclude that only specialist neurons are necessary for these patterns.
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4.3.3 Electronic noses patterns
For electronic-nose data with a complexity of 49.23% (see panel (c) in Fig. C.4),
we observe in Fig. 4.10 that the system achieves the minimum classification error
by using specialist and generalist neurons. In fact, the percentage of specialists
required to achieve this minimum is between 10% and 20% for all definitions of
specialists and generalists. This is consistent with the behavior of Gaussian in-
puts with similar complexity as the electronic-nose data. Gaussian inputs with
STD 60 also require a balance between generalists and specialists to minimize
the classification error. In fact, if we look at Fig. 4.8, we see that the classifica-
tion error obtained by these Gaussian inputs (4.75%) is similar to the one obtained
by the electronic-nose data, 5.78% (value obtained by S1/G6 and slightly lower
than other specialist-generalist definitions). The only different aspect compared to
these Gaussian patterns is the error across the percentage of specialists, as the error
increases slowly after reaching the minimum (like Gaussian patterns with similar
interclass overlap, as STD 40).
4.3.4 Balance of generalist and specialist neurons
After calculating the ratios of generalists and specialists that minimizes the
classification error for the different types of patterns, we analyzed the relationship
between these ratios and the stimulus complexity. For this purpose, we focused
on the percentage of generalists and extracted the minimum and maximum value
required for achieving the minimum error. Since we have different definitions of
generalist and specialist neurons based on their neural sensitivity (see panels (b,c)
in Fig. 3.6), we extracted and averaged these generalist percentages and the min-
imum error for all of these definitions. Thus, in Fig. 4.11, we can observe the
relationship between stimulus complexity and these parameters.
If we compare the panels (a,b) of Fig. 4.11, we can see three different regions.
The first one has a great variability between the minimum and maximum percent-
age of generalist neurons (U). The second one has an intermediate percentage of
these neurons (Balance S/G). Finally, for the last one, the percentage of general-
ist neurons is low (S). The boundaries of these regions are calculated according to



















Figure 4.10: Error across the percentage of specialists for electronic-nose inputs.
We can observe that the error minimization is achieved for a percentage of special-
ist neurons between 10% and 20%. This balance between specialists and generalists
is consistent with the previous results for Gaussian patterns with similar complexity
levels. However, since the classification error grows slowly from 20%, we included
error bars in this figure (which represent the standard deviation) in order to show the
significance of the results and the relevance of generalists for this dataset.
averaged for different specialist-generalist definitions, panels (b,c) in Fig. 3.1) in
order to differentiate for which complexities the generalist neurons are needed for
classifying (Balance S/G) and for which ones they are not (U and S). However, if
we observe the maximum percentage of generalist neurons, we can see that one
of these regions where generalist neurons may not be needed, specialist neurons
are also practically irrelevant. This entails that the ratio of these types of neur-
ons needed for a proper classification is unspecific (U) in this region. Therefore,
these three regions determine the relevance of generalist and specialist neurons as
a function of the complexity of patterns.
If we have a low complexity of patterns (U), the system can reach the clas-
sification error 0 (see panel (c) in Fig. 4.11) with a weak specialization of the KC
layer (few specialist neurons or soft generalist neurons, see panels (b,c) in Fig. 3.6).
When this complexity is intermediate (Balance S/G), the system requires a balance
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Figure 4.11: Relationship between complexity, the required percentage of gener-
alist neurons and classification error. The top panels show the minimum (panel
(a)) and maximum (panel (b)) percentage of generalist neurons needed to achieve
the minimum classification error for different Gaussian patterns, MNIST digits and
electronic-nose data (eNOSE). The bottom panel (c) shows the relationship between
the minimum classification error and the complexity level for these same patterns. Fur-
thermore, we define 3 different regions related to the complexity degree. Firstly, when
the complexity is low, there is a great variability between the minimum and maximum
percentage of generalist neurons, which entails that the specialist-generalist ratio is
unspecific (U). Secondly, when the complexity is intermediate, both types of neurons
are needed for classifying (Balance S / G). Finally, when the complexity is high, only
specialists are necessary to reach the minimum error (S).
between specialist and generalist neurons (both are relevant). Finally, when the
complexity of patterns is high (S), the pattern recognition problem is such that only
specialist neurons can minimize the classification error.
Once we have seen the relevance of generalist and specialist neurons for dif-
ferent complexity degrees for Gaussian patterns, it remains to show the percentage
of generalist neurons and the classification error that we obtained for each of these
regions.
In terms of percentage of generalist neurons (panels (a,b) in Fig. 4.11), we ob-
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serve that in the region where its ratio is unspecific (U), the system needs between
0% and 18% of generalist neurons as minimum and between 84% and 90% as
maximum. Therefore, we can easily ensure the minimum classification error with
almost any percentage of these neurons, such as having half of generalists and half
of specialists. For the region where only specialist neurons are relevant (S), the sys-
tem needs between 0% and 6% of generalist neurons (the minimum and maximum
percentages are identical). However, the variability of minimum error is negligible
(Fig. 4.9), so we can consider that we do not need any generalist neurons, 0%. In
the case of the region where both types of neurons are needed to reach the minimum
error (Balance S/G), the system needs between 8% and 48% of generalist neurons
as a minimum and between 8% and 66% as a maximum. Although these percent-
ages differ only at the beginning of the region. This implies that the percentage of
generalist neurons depends strongly on the complexity of the problem. However,
we note that when the complexity is below 50%, the system requires around 50%
of generalist neurons. Once we surpass this complexity percentage, the percentage
of generalist neurons decreases almost linearly to 8%. This could be the first step to
predict the percentage of generalist neurons needed to solve a problem of a certain
complexity.
For classification error (panel (c) in Fig. 4.11), we can observe that in the region
where the ratio of specialist and generalist neurons is unspecific (U), this error is 0.
For the region with the balance between generalist and specialist neurons (Balance
S/G), the classification error increases from 0.1% to 34.45%, for Gaussian patterns.
This error will continue to rise for the last region (S), where only specialist neurons
are needed to achieve the minimum error.
This behavior of Gaussian patterns is also reflected in MNIST digits and electronic-
nose data (eNOSE), whose values are displayed with a blue square and red circle
respectively in Fig. 4.11. As we can see, MNIST digits are located in the region
where only specialist neurons are relevant, while electronic-nose data is placed in
the region of balance between generalist and specialist neurons. These locations are
consistent with results showed previously for these types of patterns and similar to
Gaussian patterns in terms of the relationship between classification error and com-
plexity. A result that also coincides with the ones obtained by LDA and linear SVM
classifiers in Fig. C.5. The main difference when compared to Gaussian patterns,
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is in terms of the minimum and maximum percentage of generalist neurons. How-
ever, if we observe the results for these two patterns, Fig. 4.9 and Fig. 4.10, we see
that the minimum classification error varies very slightly for many configurations
of generalist and specialist neurons. In the case of MNIST digits, for percentages
of generalist neurons between 0% and 50%, the mean error ranges from 20.34%
to 20.79%. For electronic-nose data, when the percentage of generalist neurons
is from 60% to 80%, the mean error is between 6.04% and 7.92%. Thus, their
variations from Gaussian patterns are not so relevant.
4.3.5 The ratio of specialist and generalist neurons in the feature
extraction phase determines the odor processing capabilities of
the locust olfactory system
As we can infer the ratio of specialist and generalist neurons as a function of the
complexity of stimuli, we can do the reverse analysis. We can use neural record-
ings for estimating the complexity of stimuli that the brain can process. Therefore,
we used data from KCs of the locust [122, 175] to calculate the ratio of specialist
and generalist neurons, based on the neural responses of 43 neurons for 17 dif-
ferent stimuli [182]. As observed above (see Figs. 4.8-4.10), the system usually
achieves the minimum classification error when it has neurons from all possible
neural sensitivities (S1 − 5/G6 − 10 and S1 − 3/G4 − 6). To divide in half the
neural sensitivities shown in the distributions of panel (b) of Fig. 4.12 and Fig.3
of [182], we have taken into account that the maximum sensitivity is in fact 14.
Hence, we establish as specialist neurons the ones with neural sensitivity equal or
less than 7 and the rest as generalist ones. For the recordings of these 43 KCs and
this specialist-generalist definition, we can estimate that the percentage of general-
ist neurons in the locust is 23.26% (see panel (b) of Fig. 4.12). This ratio involves a
complexity of 51.34% according to our calculations (see GenRECKC in panel (c)
of Fig. 4.12), which also provides information about the number of differentiable





































































Figure 4.12: Estimation of the accuracy and capacity of the locust olfactory sys-
tem in odor processing based on the ratios of specialists and generalists observed
in neural recordings. We observed previously, that the minimum classification error
was achieved by the system when we used neurons from all neural sensitivities and
these sensitivities were divided in half between specialists and generalists. Therefore,
for PNs recordings [122, 175] (panel (a)) we defined specialists as those neurons with
sensitivity from 0 to 1, and generalists as those ones with sensitivities from 2 to 3. In
the case of KCs recordings [122, 175] (panel (b)), given that the maximum of different
stimuli to which these neurons can respond is 14 [182], we defined specialists as those
neurons with neural sensitivity equal or less than 7 and the rest as generalist ones. On
the other hand, panel (c) shows the percentage of generalists in the PNs of the locust
for our Gaussian patterns and S1 − 5/G6 − 10 configuration (GenPN ), the min-
imum and maximum percentages of them estimated in the KCs (MinGENKC and
MaxGENKC) and the minimum classification error for different complexity levels
(Error). To contrast these results, we provide the percentage of generalists observed
in neural recordings for PNs and KCs (GenRECPN and GenRECKC). These two
values allow us to estimate the stimuli complexity that the locust processes and the
classification error of its olfactory system (Recording data box).
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To contrast these results, we measured the complexity of patterns in PNs, us-
ing the recordings of 14 PNs for 3 different odorants [122, 175]. The complexity
degree observed for this reduced number of neurons and odors was 63.38% (see
GenRECPN in panel (c) of Fig. 4.12) that is not too far from the 51.34% calcu-
lated from KCs. This complexity implies that all PNs are generalists, which agrees
with the recordings data [175] (see panel (a) of Fig. 4.12) and the value calculated
by Gaussian patterns (see GenPN in panel (c) of Fig. 4.12). In addition, from the
two complexity values shown, we can estimate that the classification error of the
locust olfactory system is between 7.96% and 25.13% (see Recording data box in
panel (c) of Fig. 4.12). Thus, we conclude that it is possible to infer the accuracy
and capacity of the insect olfactory system in odor processing by analyzing their
populations of S/G neurons.
4.3.6 Reproducibility of the balance S/G in the Drosophila
We showed above that in a neural network that simulated the locust olfactory
system, pattern recognition was influenced by the balance of specialist and gen-
eralist neurons. However, these results may not be generalizable to other insects,
so we have based on a recent and extensive study on Drosophila [37] to test our
results using a computational model that simulates its olfactory system. Some of
the differences between the locust neural network and the Drosophila one are the
number of neurons in the antennal lobe (AL) (∼ 1, 000 [175] vs ∼ 250 [37]),
the number of Kenyon cells (KCs) in the mushroom body (MB) (∼ 50, 000 [175]
vs ∼ 2, 500 [37]) and the connection probability between the AL and the KCs
(∼ 0.2 [146, 175] vs ∼ 0.01 [37]).
In Fig. 4.13, we can see that when the overlap is less than 28%, the maximum
success is achieved for all combinations of specialist and generalist neurons in the
KCs. Once this percentage of overlap has been surpassed, the maximum classific-
ation success rate is only achieved for a specific balance of these neurons. This
balance initially requires a small number of specialists (10−20%), but for overlaps
greater than 70% this number increases quickly. This growth causes the neural net-
work of the Drosophila finally only needs specialists to achieve the highest clas-
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sification success, for input patterns with extremely high overlap (∼ 90%) and,
therefore, high complexity.
UNSPECIFIC BALANCE S/G SPECIALISTS
Figure 4.13: Relationship between overlap, the required percentage of special-
ist neurons and classification success. This picture shows the percentage of spe-
cialists required to achieve the maximum classification success as a function of the
overlap between patterns. When the overlap is less than 28%, the maximum success
is achieved for all combinations of specialists and generalists in KCs. For an overlap
from 28% to 90%, the system requires a balance between these two types of neurons to
classify correctly. During this period, the number of specialists required by the system
increases quickly. Finally, for overlaps higher than 90%, the classification gets worse
and the system only needs specialists for improving its performance.
These results are consistent with those observed for locust, Figs. 4.11 and 4.12.
The only remarkable difference between both results is that the region of balance
between specialists and generalists is greater in Drosophila, as well as the percent-
age of specialist neurons required on it, which is usually lower. This difference
may be due to the fact that the connection probability between AL and MB in
Drosophila (pc ∼ 0.01) [37] is much lower than the one estimated for the locust
(pc ∼ 0.2) [146, 175]. Thus, because the probability that patterns of different
classes overlap in KCs is lower for pc ∼ 0.01, which entails a decrease in the com-
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plexity of the patterns, the number of specialist neurons needed to correctly classify
is also lower.
4.4 The neuronal sensitivity of KC does not strongly
depend on the number of connections received from
PNs
The extensive study on Drosophila [37], which we used in section 4.3.6, dif-
ferentiates KCs according to their incoming connections. Hence, it would be in-
teresting to know whether the randomness of the network that connects PNs to
KCs, matrix C (see Fig. 3.1), disappears after the balance between specialists and
generalists.
Incoming connections to KC
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Figure 4.14: Number of connections to Kenyon cells for initial and solution con-
nectivity matrices and specialist and generalist neurons These panels show the
mean values for different simulations and overlap degrees, the standard deviations
of these values are represented by error bars. Panel (a) shows the connectivity distri-
butions of the initial random matrix and the solution matrix obtained by the optimal
balance between specialists and generalists. Panel (b) shows the connectivity distribu-
tions of the sets of specialist and generalist neurons extracted from the initial hidden
layer (panel (d) of Fig. 3.6).
As shown in panel (a) of Fig. 4.14, the connectivity distributions between the
initial matrix C and the solution matrix C ′ (after the balancing process, see sec-
tion 3.2.2.3) are similar. The reason for not losing the random structure of con-
nectivity by the balancing process might be the similarity between the connectivity
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distributions of the sets of specialists and generalists (panel (b) of Fig. 4.14) extrac-
ted from the initial hidden layer (panel (d) of Fig. 3.6). Therefore, when we modify
the specialist and generalist populations in the KC layer, subsection 3.2.2, we do
not affect the number of connections between PNs and KCs and how they are dis-
tributed. Our interpretation is that the neural sensitivity of a neuron is not directly
proportional to the number of incoming connections, but to the spatial distribution
of stimuli in the input layer of AL.
4.5 Gain control improves the classification perform-
ance
For the previous studies on neuronal diversity, we introduced the gain control
mechanism observed in AL [167, 168, 235] as simple as possible, by normalizing
the input patterns [144, 145, 146, 147, 148, 149]. However, we later decided to
study this gain control and perform a bioinspired implementation of it [150]. The
aim of developing a computational model that emulates this mechanism is to un-
derstand how it works and what advantages for odor classification has the activity
regulation of odor patterns in AL.
As we mentioned above in section 3.2.3, the first computational model of this
gain control mechanism only took into account the fact that this activity regula-
tion in PNs was produced through the inhibition received by LNs (see panel (a)
in Fig. 3.7). Thus, we implemented the lateral inhibition using the following non-
linear relation (described previously in Eq. 3.24):







, j = 1, . . . , NPN , (4.1)
where β ∼ 1/
∑NLN
i=1 LNi is the weight of the inhibitory connection from LNs to
PNs, and δ is a threshold. Finally, the non-linear multiplication of
∑NLN
i=1 LNi and
PNj assures that PNs with lower activities will remain with lower activities.
Using initially the different concentrations shown in Fig. 3.12 for different sets
of Gaussian patterns with 100 and 1000 patterns (10 pattern classes), we observed
that this gain control mechanism improved odor classification especially for large
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concentrations (Fig. 4.15). For lower concentrations, the difference between using
or not gain control is insignificant because the low complexity of patterns for these
concentrations makes their classification easy for the system. Finally, if we observe
the results obtained for different noise levels, we can conclude that the existence of
a gain control mechanism does not prevent the problems caused by noise. This is
because when the level of noise increases, the increment of classification error is
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Figure 4.15: Gain control improves classification performance, especially for
higher concentrations. All results are the average of 10 simulations for the test data
set using supervised learning and 5-fold cross-validation. We show the classification
performance when either 100 (top) or 1000 (bottom) different patterns were presented
to the neural network. Left: With gain control, the classification error rate is insigni-
ficant. Center: With moderate levels of noise, the gain control mechanism maintains
a reasonable performance. Right: With a high noise, although the performance drops
significantly with the concentration, the network that employed gain control is always
10% more accurate than the one without it.
However, the true potential of the gain control mechanism is to work with dif-
ferent levels of odor concentration at the same time. Hence, in order to quantify
this potential, we used datasets of 5000 patterns divided into 10 pattern classes and
the 5 concentration levels showed in Fig. 3.12. The performance of a network with
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this gain control mechanism (blue line in Fig. 4.16) presented significantly lower
classification error rate than a network without gain control (red line in Fig. 4.16),















Figure 4.16: Gain control improves the classification performance under wide
concentration variability. The classification error using the gain control mechanism
is 2% for sets of patterns with small and medium noise and < 6% for large noise.
However, if the gain-control mechanism is not present, the obtained error is around
77%. Thus, the gain control mechanism in AL allows an improvement of 75% in the
classification error obtained by MBONs.
However, as we mentioned in section 3.2.3, the previous gain control mechan-
ism described had two major problems from the biological point of view:
• We use the activity of each glomeruli (symbolized by PNj in equation 4.1 as
pre-inhibitory activity) and the strength of the synaptic connection β (which
varies depending on the total activity) to emulate the progressive calibration
of the activity in PNs through their spatio-temporal dynamics in our spatial
model. However, there are not other biological evidence to support them.
• The regulation of activity of PNs did not resemble that observed biologically
(panel (d) of Fig.1 in [168]), where the gain control mechanism does not
affect very low odor concentration levels.
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Hence, to develop a gain control mechanism closer to the biological one, we
decided to take into account the existence of two types of LNs: homoLNs and het-
eroLNs. For this heterogeneous gain control mechanism (see panel (b) in Fig. 3.7),
we made the following assumptions: (i) all PNs are uniglomerular (as it happens
in the majority of PNs of the Drosophila), (ii) homoLNs are connected to all the
glomeruli and use the activity received by one of them to inhibit the rest and (iii)
heteroLNs are connected to a few glomeruli and use their average activity to inhibit
them. This gain control mechanism can be expressed mathematically as follows
(described also previously in Eq. 3.25):
PNGLip = PN
GLi























where PNGLip is the p-th PN that innervates in the i-th glomerulus, homoLN
GLj
k
is the k-th homoLN that receives the odor information of the j-th glomerulus and
inhibits the rest and heteroLNGLil is the l-th heteroLN that innervates in the i-
th glomerulus (see panel (b) in Fig. 3.7). On the other hand, NGL represents the
number of glomeruli, N
homoLN
GLj the number of homoLNs that receive the odor
information of the j-th glomerulus and NheteroLNGLi the number of heteroLNs that
innervate in the i-th glomerulus. Finally the coefficients α = 1 and β = 0.04 allow
regulating the inhibition of the two types of LNs (Inhibhomo and Inhibhetero) for
achieving a suitable gain control.
To compare this gain control mechanism with the previously used ones, we
run 10 simulation using datasets of 5000 Gaussian patterns divided into 10 pattern
classes and the 5 concentration levels (5, 25, 50, 75, 100) showed in Fig. 3.9. This
new gain control mechanism (Hetero) is not only more faithful to what was ob-
served through biology (see Fig. 3.8), but also slightly improves (by ∼ 3%) the
classification error reached for the normalization of the patterns and the use of the
previous gain control mechanism (Homo) as shown in Fig. 4.17.
89
4. RESULTS

























































Figure 4.17: Classification error for different gain control mechanisms. As we
can observe the heterogeneous gain control mechanism always achieves the minimum
classification error. The improvement with respect to the homogeneous gain control
mechanisms is ∼ 2% for patterns with low noise, ∼ 4% for medium noise and ∼
3% for high noise. On the other hand, the homogeneous gain controls obtain similar





The purpose of this thesis has been to better understand how the brain processes
odor information. The changeful information of odorants (different mixtures, con-
centrations, environment conditions, etc.) [54] and the high capacity of the olfact-
ory system to process them (for example, a trillion odorants in humans [18] by
using 396 different olfactory receptors [158]) make this system interesting from
the point of view of machine learning.
To study the olfactory system, we focused on the simple structural organization
that this system has in the insects [5, 43, 58, 59, 78, 95, 140, 209], since the main
part of this system involved in odor classification can be modeled by a single hid-
den layer neural network [89]. Using this computational model, we have analyzed
a property barely studied and usually not applied in biological models: neural het-
erogeneity. In particular, we aim to analyze three types of heterogeneity observed
in the insect olfactory system in the context of odor discrimination:
• The variability of neural thresholds in KCs [175](see section 4.1).
• The diversity observed in the neural sensitivity of KCs that divides its neural
population between specialist and generalist neurons [28, 175, 182, 183, 247]
(see sections 4.2-4.4).
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• The inhibitory heterogeneity that produces the gain control mechanism ob-
served in AL [65, 193] (see section 4.5).
5.1 Neural threshold heterogeneity improves odor clas-
sification
The first study on neural heterogeneity we did was about neural thresholds.
Some biological research has proposed that neural thresholds change with time as a
function of the input signal that the neuron receives [77, 86]. Furthermore, applied
research on artificial noses showed that using heterogeneous detection thresholds
for different odorants can improve gas discrimination [35, 47]. Therefore, we have
compared the classification error obtained for different data sets, when we use the
same threshold for all neurons (homogeneous thresholds) and when we use differ-
ent thresholds for each of them (heterogeneous). We observed that neural threshold
variability can improve classification performance as shown in Figs. 4.1, 4.3 and 4.5.
Furthermore, classification errors are lower when the connection probability between
AL and MB, pc is low as well, which is consistent with information maximization
criteria provided in [62]. Finally, we proved that success in discrimination is related
to the sparse activity documented in the KC layer [175, 214] (see Figs. 4.2-4.4).
5.2 Stimulus space complexity determines the ratio of
specialist and generalist neurons
The study on heterogeneous thresholds also showed that these thresholds al-
lowed to differentiate two neuronal populations based on their response to stimuli:
specialists and generalists. Specialist neurons are those selective responding to
stimuli, while generalists code for multiple stimuli [28]. The role of both kinds of
neurons in the olfactory system is still unclear [28, 102]. However, it is sugges-
ted that specialist neurons are crucial for discrimination, while generalist neurons
play a key role in extracting and discovering common features [236]. Then, we
decided to investigate the role of this second neural heterogeneity in pattern recog-
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nition problems. For this purpose, we calculated the proper ration of specialists and
generalists that minimizes the classification error for different complexities.
We showed (in Fig. 4.11 for the locust and Fig. 4.13 for the Drosophila) that if
the complexity of patterns is low, the system can reach the minimum classification
error with a weak specialization of the system. While, for intermediate complexity,
the system will require a balance between specialist and generalist neurons (both
are relevant). Finally, when the complexity of patterns is high, the pattern recog-
nition problem is such that only specialist neurons can minimize the classification
error. Thus, although specialist neurons are always needed for good classification
performance, generalist neurons can be also needed for achieving the global min-
imum error.
This balance between specialist and generalists neurons does not affect the ran-
domness of the connections between AL and MB in agreement with the biological
facts. This fact is due to the similar number of incoming connections of these two
types of neurons (Fig. 4.14), which means that the neural sensitivity of KCs seems
to be related only to the spatial distribution of stimuli in the AL. Therefore, the
regularization of the ratio of specialists and generalists could be applied in ran-
domized neural networks [196] to improve their classification without removing its
randomness.
In addition, as we can infer the ratio of specialist and generalist neurons as a
function of the complexity of stimuli, we can do the reverse analysis. We can use
neural recordings for estimating the complexity of stimuli that the brain can pro-
cess. Therefore, we used data from KCs of the locust [122, 175] for calculating
the ratio of specialist and generalist neurons, based on the neural responses of 43
neurons for 17 different stimuli [182]. We estimated that the percentage of gener-
alist neurons in the locust is 23.26% (see panel (b) of Fig. 4.12). This ratio involves
a complexity of 51.34% according to our calculations (see GenRECKC in panel
(c) of Fig. 4.12). To contrast these results, we measured the complexity of patterns
in PNs, using the recordings of 14 PNs for 3 different odorants [122, 175]. The
complexity degree observed for this reduced number of neurons and odors was
63.38% (see GenRECPN in panel (c) of Fig. 4.12) that is not too far from the
51.34% calculated from KCs. Finally, from the two complexity values shown, we
can estimate that the classification error of the locust olfactory system is between
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7.96% and 25.13% (see Recording data box in panel (c) of Fig. 4.12). Thus, we
conclude that it is possible to deduce some capabilities of animal nervous systems
by analyzing their populations of S/G neurons.
5.3 The gain control mechanism performed by the het-
erogeneous inhibition of LNs enhances the odor clas-
sification
Finally, we studied the gain control mechanism that keeps the activity of PNs
invariant in spite of changes in the odor concentration [167, 168, 235]. This gain
control mechanism may be due to the heterogeneity [137] found in the LNs that
inhibit the PNs, because two types of neurons are observed: homoLNs, which
innervate most if not all glomeruli uniformly, and heteroLNs, which innervate only
a few of them [65, 193]. Therefore, simulated this gain control mechanism and
analyze its ability to modulate the stimulus signal.
We obtained a gain control mechanism that achieves an input-output relation-
ship similar to the one observed in AL (see Fig. 3.8). Furthermore, we observed
that implementing gain control in AL does not only suppress outbursts of activity
from input layers but also robustly improves learning in Mushroom Bodies. This
improvement is maintained even if we compare the classification errors obtained
by our heterogeneous gain control mechanism with those obtained with homogen-
eous gain control mechanisms, such as pattern normalization (see Fig. 4.17). These
results gave a possible computational explanation of why neural heterogeneity can
perform a suitable gain control mechanism in the insect olfactory system. Finally,
because this gain control can be efficiently implemented, by only adding one extra
neural population, this solution may also be of interest to applications. One direct
application would be arrays of chemical sensors, the resistance of which increases
with the concentration of a given chemical [88, 221].
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5.4 Neural heterogeneity is a different approach and
a useful tool for solving pattern recognition problems
As we showed during this thesis, our computational model (a randomized neural
network [196]) improves odor classification for different kinds of neural heterogen-
eities. This fact suggests that including these mechanisms in artificial neural net-
works, chemical sensors and other tools for solving pattern recognition problems
can be beneficial.
Sample of the benefits of using these heterogeneities can be seen in some
studies. For example, applied research on artificial noses showed that using het-
erogeneous detection thresholds for different odorants can improve gas discrim-
ination [35, 47]. Furthermore, using threshold variability and combining spe-
cialist and generalist systems in artificial neural networks improve their perform-





El propósito de esta tesis ha sido comprender mejor cómo el cerebro procesa
la información sobre odorantes procedente del sentido del olfato. La compleja
información de los odorantes (diferentes mezclas, concentraciones, condiciones
ambientales, etc.) [54] y la gran capacidad del sistema olfativo para procesarlos (por
ejemplo, los seres humanos somos capaces de detectar un billón de odorantes [18]
utilizando para ello 396 clases de receptores olfativos diferentes [158]) hace que
este sistema sea interesante desde el punto de vista del aprendizaje automático.
Para estudiar el sistema olfativo, nos centramos en la simple organización es-
tructural que posee este sistema en los insectos [5, 43, 58, 59, 78, 95, 140, 209], ya
que las partes de este sistema involucradas en la clasificación de olores se pueden
modelar mediante una red neuronal de una sola capa oculta [89]. Utilizando este
modelo computacional, en esta tesis hemos analizado una propiedad generalmente
olvidada en los estudios biológicos y en las redes artificiales inspiradas en estos:
la heterogeneidad neuronal. En particular, nuestro objetivo es analizar tres tipos de
heterogeneidad observada en el sistema olfativo de los insectos en el contexto de la
discriminación de olores:
• La variabilidad de los umbrales neurales en las KCs [175] (ver sección 4.1).
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• La diversidad observada en la sensibilidad neuronal de las KCs, que permite
dividir esta población neuronal en neuronas especialistas y generalistas [28,
175, 182, 183, 247] (vea las secciones 4.2-4.4).
• La heterogeneidad inhibitoria responsable del mecanismo de control de ganan-
cia observado en el AL [65] (ver sección 4.5).
6.1 La heterogeneidad del umbral neuronal mejora la
clasificación de odorantes
El primer estudio sobre heterogeneidad neuronal que llevamos a cabo fue sobre
los umbrales neuronales. Algunos estudios biológicos sugieren que los umbrales
neuronales cambian con el tiempo en función de la señal de entrada que recibe
la neurona [77, 86]. Además, una investigación aplicada sobre narices artificiales
mostró que el uso de umbrales de detección heterogéneos para diferentes odorantes
puede mejorar la discriminación de los gases [35, 47]. Por lo tanto, hemos com-
parado el error de clasificación obtenido para diferentes conjuntos de datos, cuando
utilizamos un mismo umbral para todas las neuronas (umbrales homogéneos) y
cuando utilizamos diferentes umbrales para cada una de ellas (heterogéneos). Ob-
servamos que la variabilidad del umbral neuronal puede mejorar la capacidad de
clasificación de odorantes del sistema, tal como se muestra en las Figs. 4.1, 4.3 y
4.5. Además, los errores de clasificación son menores cuando la probabilidad de
conexión entre AL y MB (pc) también es baja, lo que es consistente con los criterios
de maximización de la información mostrados en [62]. Finalmente, probamos que
el éxito en la discriminación está relacionado con la escasa actividad observada en
las KCs [175, 214] (Figs. 4.2-4.4).
6.2 La complejidad del estı́mulo determina la proporción
de neuronas especialistas y generalistas
El estudio sobre umbrales heterogéneos también nos mostró que, a través de es-
tos, se podı́an diferenciar dos poblaciones neuronales en función de su respuesta a
los estı́mulos: especialistas y generalistas. Las neuronas especialistas son aquellas
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que responden de manera selectiva a los estı́mulos, mientras que las generalistas
se activan para múltiples estı́mulos [28]. El papel de ambos tipos de neuronas
en el sistema olfativo aún no está claro [28, 102]. Sin embargo, se ha sugerido
que las neuronas especialistas son cruciales para la discriminación, mientras que
las neuronas generalistas desempeñan un papel clave en la extracción de carac-
terı́sticas comunes [236]. Por tanto, decidimos investigar el papel de esta segunda
heterogeneidad neuronal para el reconocimiento de patrones. En concreto, estim-
amos cuál es la proporción adecuada de este tipo de neuronas para la minimización
del error de clasificación para diferentes niveles de complejidad en los patrones de
entrada.
Los resultados para la langosta de tierra (ver Fig. 4.11) y la mosca de la fruta
(ver Fig. 4.13) muestran que cuando la complejidad de los patrones es baja, el
sistema puede alcanzar el error mı́nimo de clasificación para una escasa especial-
ización del sistema, mientras que, para una complejidad intermedia, el sistema re-
querirá un balance concreto entre neuronas especialistas y generalistas (ambas son
relevantes). Finalmente, cuando la complejidad de los patrones es alta, el problema
del reconocimiento de patrones es de tal dificultad que sólo las neuronas especialis-
tas pueden minimizar el error de clasificación. Por lo tanto, aunque las neuronas
especialistas siempre son necesarias para una buena clasificación, las neuronas gen-
eralistas también pueden ser necesarias para lograr el error mı́nimo global.
Este balance entre las neuronas especialistas y generalistas no afecta a la aleat-
oriedad de las conexiones entre AL y MB, conservando ası́ las propiedades de la
red original. Este hecho se debe a que la cantidad de conexiones recibidas por
estas dos clases de neuronas es similar (Fig. 4.14), lo que significa que la sensibil-
idad neuronal de las KCs parece estar relacionada únicamente con la distribución
espacial de los estı́mulos en el AL. Por lo tanto, la regularización del ratio de es-
pecialistas y generalistas podrı́a aplicarse en redes neuronales aleatorias [196] para
mejorar su clasificación sin eliminar su aleatoriedad.
Además, de igual manera que podemos estimar la proporción de neuronas es-
pecialistas y generalistas en función de la complejidad de los estı́mulos, podemos
hacer el análisis inverso: podemos usar grabaciones neuronales para estimar la
complejidad de los estı́mulos que el cerebro puede procesar. En consonancia con
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esta idea, utilizando datos de KCs de la langosta de tierra [122, 175] podemos cal-
cular la proporción de neuronas especialistas y generalistas en el sistema biológico,
basándonos en las respuestas neuronales de 43 neuronas a 17 estı́mulos difer-
entes [182]. Mediante estos datos, hemos estimados que el porcentaje de neur-
onas generalistas en la langosta terrestre es del 23.26% (ver el panel (b) de la
Fig. 4.12). Este porcentaje de generalistas implica una complejidad del 51.34%
según nuestros cálculos (ver GenRECKC en el panel (c) de la Fig. 4.12). Para
contrastar estos resultados, medimos la complejidad de los patrones en las PNs,
utilizando las grabaciones de 14 PNs para 3 odorantes diferentes [122, 175]. El
grado de complejidad observado para este número reducido de neuronas y olores
fue del 63.38% (ver GenRECPN en el panel (c) de la Fig. 4.12) el cual no dista
tanto del 51.34% calculado a partir de las KCs. Finalmente, a partir de estos dos
valores de complejidad, podemos estimar que el error de clasificación del sistema
olfativo de la langosta terrestre está entre el 7.96% y el 25.13% (ver “Recording
data box” en el panel (c) de la Fig. 4.12). Por lo tanto, concluimos que es pos-
ible deducir algunas capacidades de los sistemas biológicos de procesamiento de
información analizando sus poblaciones de neuronas especialistas y generalistas.
6.3 El mecanismo de control de ganancia realizado
por la inhibición heterogénea de las LNs mejora la
clasificación de olores
Finalmente, querı́amos estudiar el mecanismo de control de ganancia que mantiene
invariante la actividad de las PNs a pesar de los cambios en la concentración del
olor [168]. Este mecanismo de control de ganancia puede deberse a la hetero-
geneidad [137] encontrada en las LNs que inhiben las PNs, ya que se observan
dos tipos diferentes de neuronas: las homoLNs, que inervan a la mayorı́a de los
glomérulos de manera uniforme, y las heteroLNs, que inervan solamente a algunos
de ellos [65]. Por lo tanto, hemos intentado simular este mecanismo de control de
ganancia y analizar su capacidad para modular la señal del estı́mulo.
El mecanismo de control de ganancia finalmente obtenido permite emular la
relación de actividad de entrada-salida observada en las PNs (ver Fig. 3.8). Además,
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observamos que la implementación de este control de ganancia en el AL también
mejora la clasificación de los olores en el MB, obteniendo mejores resultados para
este mecanismo de control de ganancia heterogéneo incluso cuando lo comparamos
con mecanismos homogéneos, tales como la normalización de los patrones (ver
Fig. 4.17). Finalmente, debido a que este control de ganancia puede implement-
arse fácilmente, sólo agregando una población neuronal adicional, esta solución
también puede ser de interés para ciertas aplicaciones como su uso en sensores
quı́micos, cuya resistencia aumenta con la concentración de un producto quı́mico
determinado [88, 221].
6.4 La heterogeneidad neuronal es un enfoque difer-
ente y una herramienta útil para resolver problemas
de reconocimiento de patrones
Como mostramos durante esta tesis, nuestro modelo computacional (una red
neuronal aleatoria [196]) mejora la clasificación de los odorantes para las difer-
entes clases de heterogeneidad neuronal estudiadas. Este hecho nos lleva a sugerir
que incluir estos mecanismos en redes neuronales artificiales, sensores quı́micos y
otras herramientas para resolver problemas de reconocimiento de patrones puede
ser beneficioso.
En algunos estudios se puede ver una muestra de los beneficios de usar es-
tas heterogeneidades. Por ejemplo, la investigación aplicada en narices artificiales
determinó que el uso de umbrales de detección heterogéneos para diferentes odor-
antes puede mejorar la discriminación de gases [35, 47]. Además, el uso de la
variabilidad del umbral y la combinación de sistemas especializados y generalistas






The knowledge and results obtained during this thesis mark the starting point
for many other researches, which are currently under development.
In the near future, we have three investigations in progress, which are listed
below according to how close we are from publishing new results:
1. As we discussed in section 3.2.1.2, we are still working on an algorithm for
neural threshold selection by gradient descent. This algorithm detailed here
in B.2.2, has been updated and improved, being the most current version
published in [124].
2. The results of the study of the heterogeneous inhibition of the LNs in the
gain control mechanism in AL (shown in section 4.5) have been the last ones
presented in this thesis and as preliminary data. However, it is necessary to
analyze the heterogeneous gain control model shown (panel (b) in Fig. 3.7)
for different data sets (besides Gaussian patterns) and to compare it with
other types of inhibitory structures.
3. Finally, we are working on a complexity measure based on the relation-
ship of the inter and intraclass overlaps that improves the one shown in ap-
pendix C for the study of specialist and generalist neuron populations (see
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section 3.2.2). This new complexity measure seeks to incorporate factors
linked to the difficulty level of pattern recognition problems (such as the
number of classes and the number of patterns per class), while maintaining
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APL: Anterior Paired Lateral Neuron
ATP: Adenosine Triphosphate
cAMP: Cyclic Adenosine Monophosphate
GDP:Guanosine Diphosphate
GGN: Giant GABAergic Neuron
GPCR: G-Protein-Coupled Receptor
GTP: Guanosine Triphosphate
iACT: Inner Antenno-Cerebral Tract
KC: Kenyon Cell
heteroLN: Heterogeneous Local Neuron
homoLN: Homogeneous Local Neuron
lACT: Lateral Antenno-Cerebral Tract
LH: Lateral Horn
LN: Local Neuron
mACT: Middle Antenno-Cerebral Tract
MB: Mushroom Body
MBON: Mushroom Body Output Neuron
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OBP: Odorant-Binding Protein
OR: Olfactory Receptor
ORN: Olfactory Receptor Neuron
PN: Projection Neuron





To study the variability observed in neural thresholds [2, 175], we compared
the classification error obtained when we used different thresholds for each neuron
of the KC layer (heterogeneous thresholds) with the one obtained when we used a
unique threshold for all of them (homogeneous ones). The selection of threshold
values to perform this comparison was made through two methods: exhaustive
search and gradient descent algorithm.
In section 1, we described the algorithms used for the exhaustive search of
threshold values. This search used the total stimulation received by a neuron for
a given odorant, which we called limit threshold (see section 3.2.1.1) and it is the
minimum threshold value that prevents the neuron from responding to that odor-
ant. We developed a unique algorithm for the calculation of the homogeneous
thresholds and three algorithms for the heterogeneous ones. While the first two
algorithms of heterogeneous thresholds aim to compare their results with homo-
geneous ones (see section 4.1.1), the last algorithm was used to study the specialist
and generalist neurons of the KCs (see sections 4.2- 4.4), once we concluded that
the heterogeneity in neural thresholds improves the odor classification.
Section 2 details the mathematical reasoning for the gradient descent algorithm.
This algorithm had two different approaches. Initially, the equation used had four
terms: the first to calculate the optimal neural thresholds of KCs, the second to
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minimize the classification error, the third to reduce the neural activity of KCs and
the fourth to regulate the weights of the matrix W . Although with this equation
we obtained good results for simple problems (shown in section 4.1.2), it generally
presented several problems such as a high computational cost and difficulties to
escape from local minima. Thus, we decided to simplify it in a two-term equation:
one to minimize the classification error and the other to reduce the neural activity
of KCs. We are currently refining this learning, whose preliminary results can be
found in [123, 124].
B.1 Threshold selection method by exhaustive search
As we mentioned above, the calculation of homogeneous and heterogeneous
thresholds using exhaustive search is based on the concept of limit threshold (the
minimum threshold value which prevents that the neuron fires for a certain stimu-
lus). The algorithms to calculate these types of thresholds are detailed below.
B.1.1 Homogeneous thresholds
To calculate the homogeneous thresholds of each layer, we set the network
weights, C and W , and obtain the limit threshold matrix of the hidden layer. We
take the minimum and maximum of this matrix and use these values, and those
among them, as thresholds for the hidden layer (Algorithm.1, lines 1-7). The goal
is to obtain the minimum classification error for each threshold and the spike rate
for the minimum value.
In order to achieve this minimum classification error, we obtain the limit threshold
matrix for the output layer, of each hidden layer threshold. Using the minimum,
maximum and the values among them of this matrix, we modify the weights of W
by Hebbian learning and calculate the classification error for all possible combina-
tion of threshold values. We store in an array the minimum classification error for
a hidden layer threshold and the spike rate linked to it (Algorithm.1, lines 8-24).
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Algorithm 1 Homogeneous thresholds
1: Set C and W as a function of pc and pw
2: Θ = CtX //Limit threshold matrix for the hidden layer
3: θmin = min(Θ) //minimum matrix Θ
4: θmax = max(Θ) //maximum matrix Θ
5: N = θmax − θmin + 1 //number of thresholds
6: error[N ] = 1 //vector that stores the minimum error for each θ
7: spikes[N ] = 0 //vector that stores the spike rate linked to the minimum error
of each θ
8: for n = 0 → N − 1 do
9: θ = θmin + n
10: Y = CtX − θ > 0
11: E = W tY //Limit threshold matrix for the output layer
12: εmin = min(E) //minimum matrix E
13: εmax = max(E) //maximum matrix E
14: M = εmax − εmin + 1
15: for m = 0 → M − 1 do
16: ε = εmin +m
17: Z = W tY − ε > 0
18: HebbianLearning(z, y, w)
19: if error < error(θ) then
20: error(θ) = error





We have used three different methods for heterogeneous threshold selection.
First, we calculated the threshold values based on the percentage of odorants for
which the neurons would not fire [144]. Second, since the previous method only
worked correctly for the primary patterns 3.3.1, we decided to set the threshold
values according to the type of neuron based on the variance of its limit threshold
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distribution (specialist or generalist) [146]. Finally, for the rest of the thesis we used
the heterogeneous thresholds to increase the neural sensitivity of the KCs and, thus,
be able to better study the specialist and generalist neurons.
B.1.2.1 Heterogeneous thresholds by excluding a percentage of odorants
Algorithm 2 Heterogeneous threshold selection by excluding a percentage of odor-
ants
1: Set C and W as a function of pc and pw
2: Θ = CtX //Limit threshold matrix for the hidden layer
3: N = 100
4: error[N + 1] = 1
5: for n = 0 → N do
6: θ = percentile(Θ, n) //Value that makes the neurons do not fire for a n
percentage of odorants
7: Y = CtX − θ > 0
8: E = W tY //Limit threshold matrix for the output layer
9: for m = 0 → N do
10: ε = percentile(E, n) //Value that makes the neurons do not fire for a n
percentage of odorants
11: Z = W tY − ε > 0
12: HebbianLearning(Y, Z,W )
13: if error < error(n+ 1) then




We set the network weights, C and W , and obtain the limit threshold matrix of
the hidden layer. Using these limit thresholds we make the neurons fire at a certain
percentage of odorants that go from 0 to 100 (Algorithm.2, lines 1-6). Then we per-
form the same process to calculate the thresholds of the output layer (Algorithm.2,
lines 7-10).
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For each combination of threshold values, we start the Hebbian learning, which
will update the weights of W . Once the weights have been learned, we calculate
the classification error. The minimum classification error obtained for all possible
thresholds will be selected as the final error of the system (Algorithm.2, lines 11-
17).
B.1.2.2 Heterogeneous thresholds based on the variance of the limit threshold
distribution
We set the C and W weights and calculate the limit threshold matrix for the
hidden layer. Using this matrix, we obtain the distribution of limit thresholds for
each hidden layer neuron (Algorithm.3, lines 1-4). Using the variance of these
distributions of limit thresholds, we labeled the neurons as generalists or special-
ists [182, 236]. Generalist neurons should have a low variance of limit thresholds,
since these neurons are similarly stimulated by all odorants, while specialist neur-
ons should have a greater variance because they are more sensitive to a certain
odorant (Fig. 3.3). This reasoning is based on the fact that a greater variability of
limit thresholds allows the neuron to select a threshold value that makes it selective
to certain odorants.
Because there is not a certain variance that allows labeling the neurons as spe-
cialists and generalists, we calculate the variance of limit thresholds for each neuron
and sort these values from lowest to highest. Subsequently, starting with the low-
est variance values, we are going to label a percentage of neurons as generalists
from 0 to 100. This process allows us to consider different ratios of generalists and
specialists (Algorithm.3, lines 5-8).
Once the neurons are labeled, the neural thresholds are calculated (Algorithm.3,
line 9). Because it was suggested that only specialist neurons are necessary for odor
discrimination, we assigned the maximum limit threshold to generalist neurons
with the objective of “pruning” them. On the other hand, in the case of specialist
neurons, we assumed that, due to the great variability of these neurons, their distri-
bution could be bimodal. This entails that there is a minimum value between the
two different modes. Hence, we search this minimum value, making the neuron re-
sponds only to a few odorants (specialist) since the second mode is usually inferior
to the first one. The threshold value linked to this minimum value establishes the
117
B. APPENDIX: THRESHOLD SELECTION
Algorithm 3 Heterogeneous thresholds
1: Set C and W as a function of pc and pw
2: Θ = CtX //Limit threshold matrix for the hidden layer
3: N = 100
4: error[N + 1] = 1
5: var = variance(Θ) //threshold variance for each neuron
6: for n = 0 → N do
7: p = percentile(var, n) //variance value for which a n percentage of neurons
is below
8: label neuron(p) //it labels using p each neuron as generalist or specialist
9: θ = threshold selection //each threshold is assigned depending on the
maximum limit threshold for generalist neurons or αθ for specialist neur-
ons
10: E = W tY //Limit threshold matrix for the output layer
11: var = variance(E)
12: for m = 0 → N do
13: p = percentile(var,m) //variance value for which a m percentage of
neurons is below
14: label neuron(p) //it labels using p each neuron as generalist or specialist
15: ε = threshold selection //each threshold is assigned depending on the
maximum limit threshold for generalist neurons or αε for specialist neur-
ons
16: HebbianLearning(z, y, w)
17: if error < error(n+ 1) then




specialization coefficient α of the neuron, the percentage of odorants to which a
neuron stops responding to. This method has its limitations, but in many cases it
allows us to achieve the neuron’s appropriate specialization (Fig. 3.3).
Finally, we perform the same process to calculate the thresholds of the output
layer (Algorithm.2, lines 7-10). For each combination of threshold values, we start
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the Hebbian learning, which will update the weights of W . Once these weights
have been learned, we calculate the classification error. The minimum classification
error obtained for all possible thresholds will be selected as final error of the system
(Algorithm.3, lines 10-20).
B.1.2.3 Heterogeneous thresholds for increasing neural sensitivity
We set the network weights, C and W , and obtain the limit threshold matrix
of the hidden layer. Using these limit thresholds, we increase the neural sensitivity
of the hidden layer by making the neurons fire randomly to a certain percentage of
odorants that go from 0 to 100 (Algorithm.4, lines 1-10).
Algorithm 4 Heterogeneous threshold selection by excluding a percentage of odor-
ants
1: Set C and W as a function of pc and pw
2: Θ = CtX //Limit threshold matrix for the hidden layer
3: N = 100
4: NKC = 50000
5: M = NKC/N //Subdivisions of KCs for each percentage of odorants for which
neurons would not fire
6: id = randperm(NKC) //Vector for the random selection of KCs
7: error = 1
8: for n = 1 → N do
9: θ(id((n− 1) ∗M + 1 : n ∗M)) = percentile(Θ, n− 1) //Value that makes
the neurons do not fire for a n− 1 percentage of odorants
10: end for
11: Y = CtX − θ > 0
12: Z = W tY − ε > 0
13: HebbianLearning(Y, Z,W )
14: if error < error(n+ 1) then
15: error(n+ 1) = error
16: end if
After this process, we calculate the values of the hidden and output layer and
start the Hebbian learning, which will update the weights of W . Once these weights
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have been learned, we calculate the classification error (Algorithm.4, lines 11-16).
B.2 Threshold selection method by gradient descent
To study the variability of neural thresholds, we also used a gradient des-
cent algorithm to calculate the homogeneous and heterogeneous thresholds and the
weights of matrix W (which represent the connections between KCs and MBONs
where the odor learning is produced). This algorithm had two different approaches.
B.2.1 First approach
Initially, we proposed an equation with four terms: the first one to calculate the
optimal neural thresholds of KCs based on the ELM algorithm [87], the second
one to reduce the classification error, the third one to reduce the neural activity of
KCs (given the sparseness condition of these in nature [175]) and the fourth one to
regulate the weights of matrix W :




where Y ∗ is the target hidden layer matrix, Y is the hidden layer matrix, T is
the target output matrix, Z is the output matrix and W is the connectivity matrix
between Y and Z. Every term is weighted according to their coefficients, α for
threshold selection, β for classification error, λ for the sparse neural activity and µ
for weight regulation.
The activation function for the neurons of matrices Y and Z is sigmoidal, while







































B.2 Threshold selection method by gradient descent














w†kj (τkp + εk) (B.6)
where xip, yjp and zkp are the neural activities for the neurons of the input, hidden
and output layers (i, j and k respectively) for an input pattern (or stimulus) p. The
targets of a pattern p for the hidden and output layers are y∗jp and tkp. The weight
cij links the neurons xi and yj and the weight wjk connects the neurons yj and zk.
θj is the threshold of yj and εk is the one for zk. Finally, γ is the coefficient that
defines the sigmoid slope.
Next, we are going to make the derivation of the four different terms of the
equation with respect to the neural thresholds of θ and ε and the weights of W .
















































Because y∗ and y are vectors of the same dimensions:

































































































































































































































0 n 6= j


























Derivative of the first term with respect to ε:
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0 l 6= k























































































































The pseudo-inverse is expressed as follows:
123






























































Being A a square matrix:


































































Ijk (n, l) =
{













































































[δr,nδk1,lwrk2 + wrk1δr,nδk2,l] = δk1,lwnk2 + wnk1δk,l
(B.24)
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Because z depends on y and this one depends on θ:
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B.2 Threshold selection method by gradient descent
δn,j =
{
0 n 6= j
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Derivative of the second term with respect to ε:
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Derivative of the second term with respect to w:
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1 n = j
δl,k =
{
0 l 6= k
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B.2 Threshold selection method by gradient descent
Therefore, the derivatives of the equation B.2.1 with respect to the neural thresholds
θ and ε and the weights w are:
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B.2.2 Final approach
Finally, as we mentioned in section 3.2.1.2, the equation B.2.1 had several prob-
lems. A high computational cost, difficulty in escaping from local minima and dif-
ficulty in balancing the different learning terms. Therefore, we reduced it to the
following expression:
E = α |T − Z|2 + β |Y | (B.45)
where T is the target output matrix, Z is the output matrix and Y is the hidden
layer matrix. Both goals are weighted according to their coefficients, α for the
classification error and β for the sparse neural activity.
The derivatives for these two terms with respect to the neural thresholds θ and
ε and the weights of W in this case are:























































































































Using different types of patterns implies classifying data with different com-
plexity. We assume that the complexity of a kind of pattern can have effects on
the behavior of the neural network, so it would be useful to have a quantitative
measure of complexity. Therefore, we decided to establish a complexity measure
focused on pattern features [79], such as overlapping. This measure is based on the
same fundamentals of Fisher discriminant [45, 79], Mahalanobis distance [127]
and Silhouette [186], which are used as measures of class separation.






where Oij is the intersection between the areas of two different patterns divided
by their union. Areai and Areaj are the representations in the two-dimensional
space of the activity in PNs generated by the input patterns i and j (as we can see
in Fig.3.11, where X-axis represents the PNs and Y -axis their activity).
This value is used to calculate the intraclass and interclass overlap. Being the
intraclass overlap equations:
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where Ointrak is the overlap between patterns from the class k. This is the overlap
sum between all patterns, excluding repeated ones, divided by the number of their
combinations. Where Npc is the number of patterns for each class. Therefore,
Ointra is the total intraclass overlap, which is calculated by the sum of each Ointrak
and divided by the number of classes, Nclass.




















where Ointerkl is the overlap between patterns from two different classes (k and
l) and Ointer their sum, excluding repeated ones, divided by the number of their
combinations.
Ointer Ointra CL Example in Fig. C.1
0 0 100 panel (a)
0 100 0 panel (b)
33 0 100 panel (c)
100 100 100 panel (d)
Ointer ≥ Ointra, CL = 100
Ointer < Ointra, CL < 100
Table C.1: Table of relationship between overlaps and complexity. It shows the
relationship between overlaps (Ointer and Ointra) and the complexity level (CL) for
the extreme cases for overlaps of Fig. C.1.
Once intra and interclass overlap, normalized by the number of classes and
patterns, were defined (Ointra and Ointer), we developed a qualitative measure of
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complexity that links both of them. The first thing that we had to do for this purpose
was to study the relationship of both overlapping measures for their extreme values
(see Fig.C.1 and Table.C.1). If Ointer = 0% and Ointra = 100%, we will be in
an ideal situation for pattern recognition because all patterns of the same class are
identical and patterns of different classes are completely different, which implies
a complexity of 0%. Otherwise, if Ointer = 0% and Ointra = 0% or Ointer =
100% and Ointra = 100%, we will not be able to identify the class to which a
pattern belongs. In fact, if Ointerkl = O
intra
k k ∈ {1 . . . Nclass}, the patterns are
always indistinguishable and the complexity is 100%. Hence, we can generalize
that when Ointer = Ointra, the complexity is total. Finally, if we have Ointerkl >
Ointrak k ∈ {1 . . .Nclass}, we cannot correctly classify and complexity takes its
maximum value. Therefore, we can conclude that the complexity is 100% when
Ointer ≥ Ointra.
Figure C.1: Examples of intra and interclass overlap in extreme cases by using 2
pattern classes and 3 patterns of 1 dimension per class. In the case of Ointer = 0%
and Ointra = 0%, panel (a), the patterns of the same class do not share information
between them, so although this information does not overlap with the patterns of other
classes, in the worst case it will be impossible to achieve a separation between classes.
In the case of Ointer = 0% and Ointra = 100%, panel (b), all patterns for the same
class are identical and patterns for different classes are completely different. In the
case of Ointer = 33% and Ointra = 0% (because Ointer cannot reach 100% due to
its maximum value depend on Ointra) both classes have identical patterns that do not
share information between them and, therefore, they only overlap with one third of
the other class’s patterns, panel (c). This makes it impossible to discern which pattern
belongs to each class. In the case of Ointer = 100% and Ointra = 100%, panel (d),
all patterns are the same pattern and, therefore, they are impossible to separate.
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Figure C.2: Examples of Ointer < Ointra in cases close to their extremes for 3
patterns per class of 1 dimension. In the case of Ointer = 99% and Ointra = 100%,
panel (a), the patterns of each class are identical and the slightest difference between
classes is sufficient to distinguish them. In the case of Ointer = 0%, Ointra = 1%,
panel (b), we assume the worst case for pattern recognition, where 99 classes have
Ointra = 0% and one class has Ointra = 100%, Class100. This last class, whose
patterns are identical, is the only one that can be correctly classified.
However, it remains to know what happens when Ointer < Ointra and the com-
plexity is not 100% (see Fig. C.2 and Table. C.2). To understand the relationship
between complexity and overlaps for this condition, we studied two cases close to
the extremes. In the first one, we established Ointra = 100% and gave an arbitrary
value to Ointer, for example Ointer = 99%. If Ointerkl < O
intra
k k ∈ {1 . . .Nclass},
we can ensure that even if the value of Ointer is high, as in our case, there is no
difficulty in classifying and therefore the complexity is 0. This is possible because
the slightest difference between the pattern classes will be sufficient to distinguish
their patterns, since the patterns of a class are identical. In the second case, we es-
tablished Ointer = 0% and gave another value to Ointra, for example Ointra = 1%.
Because Ointer = 0% and Ointra 6= 0%, the complexity should be 0. However,
since Ointra is the average value of all pattern classes, in the worst case, we would
have that 1% of patterns are identical to patterns of their own class, Ointra = 100%,
while 99% of them share no information with the rest, Ointra = 0%. Therefore,
classification success in the worst case is equal to Ointra, since we can only classify
1% of patterns. This implies a complexity of 100%−Ointra. The reason for choos-
ing this relationship between Ointra and complexity is that it allows us to punish
cases where classes are not well-defined. Although it is true that for Ointer = 0%
the complexity must tend quickly to zero, once Ointer 6= 0%, its complexity will
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be severely affected by the value of Ointra. Although this evolution does not have
to be linear, as we assume here, this assumption allows us to make an acceptable
approximation as shown by the empirical data of Fig. C.5.
Ointer Ointra CL Example in Fig. C.2
X 100 0 panel (a)
0 X 100-X panel (b)
Table C.2: Table of relationship between overlaps and complexity when Ointer <
Ointra. It shows the relationship between overlaps (Ointer and Ointra) and the com-
plexity level (CL) when Ointer < Ointra. If Ointra = 100% and we have a value X
for Ointer that is X < Ointra, the complexity is 0. If Ointer = 0% and we have a
value X for Ointra that is X > Ointer, the complexity is 100% −Ointra.





where CL is the complexity level when Ointer < Ointra. If Ointra is low, the com-
plexity will be high. Otherwise, if Ointra is high, the complexity will be low, until
this reaches 0 for Ointra = 100 and independently of Ointer value. On the other
hand, Ointer behaves inversely to Ointra. Therefore, when Ointer = 0, the complex-
ity percentage will be 100 − Ointra, Fig. C.3. Since the overlap measures, Ointra
and Ointer, are normalized based on the number of classes and patterns per class,
the complexity measure, CL, is too. The fact that the complexity measure is nor-
malized allows limiting its value between 0 and 100, since complexity is generally
an unbounded measure [181, 220]. However, this normalization involves that the
complexity introduced by the number of classes or patterns per class used cannot
be calculated. Therefore, the results for electronic-nose data (6 classes instead of
10) in Figs. C.5 and 4.11 should be shifted slightly to the left, although this dis-
placement does not affect the conclusions we have drawn from these figures.
In Fig. C.4, we can observe the complexity and overlaps (inter and intraclass)
for all input patterns that we used. The overlap is from ∼ 0% to 62.93% for
Gaussian patterns, 21.5% for MNIST digits and 61.37% for electronic-nose data,
between patterns of different classes (interclass). Otherwise, between patterns of
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Figure C.3: Relationship between overlaps and complexity. Complexity values
(CL) for different combination of overlaps (Ointer and Ointra). When Ointer <
Ointra, the complexity is calculated by Eq. C.6. Otherwise, the complexity is 100%,
as it was deduced from the extreme cases, Table.C.1.
the same class (intraclass), the overlap is from 70.69% to 92.13% for Gaussian pat-
terns, 32.62% for MNIST digits and 80.98% for electronic-nose data. This low in-
traclass overlap between MNIST digits can explain their high complexity, 85.83%,
despite their having a smaller interclass overlap than electronic-nose inputs, which
have a complexity of 49.23%. This complexity for MNIST digits is also greater
than the one of the Gaussian patterns that we showed in Fig. 3.11, from 7.87% to
77.64%, but not for all Gaussian patterns that we used (see Figs. C.5 and 4.11) with
STD values from 1 to 200.
Finally, we compare our complexity measure, CL, with the classification errors
for different classifiers and 5-cross-validation, Fig. C.5. Since we used Gaussian
patterns to study the effects of different overlapping degrees (complexity), we can
use these patterns as a reference. For them, the relationship between classification
error and the proposed complexity measure is directly proportional. For LDA, Na-
ive Bayes and linear SVM classifiers, the error increases slightly exponentially as
the complexity augments. In the case of KNN classifier, this growth of the error is
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Figure C.4: Overlaps and complexity in patterns. a: this bar graph shows the over-
lapping and complexity values for Gaussian patterns. The interclass overlap (Ointer)
go from ∼ 0% to 62.93%. In case of, intraclass overlap (Ointra), their values are from
70.69% to 92.13%. Finally, the complexity (CL) of the Gaussian patterns (for STD
values from 1 to 100) go from 7.87% to 77.64%. b: this figure shows the overlapping
values for the MNIST, 21.5% and 32.62% (inter and intraclass), and their complexity,
85.83%. c: this panel shows these values for electronic-nose data, where the over-
lapping values are 61.37% and 80.98% (inter and intraclass) and the complexity is
49.23%.
more abrupt, similar to a sigmoid, and the one in which our method works worse.
On the other hand, we can observe that electronic-nose data (eNOSE), whose com-
plexity should be reduced because of its smaller number of classes, matches with
the relationship between classification error and complexity of Gaussian patterns.
This does not happen for MNIST digits, where the classification error is signific-
antly lower than the one obtained by Gaussian patterns, expect for Naive Bayes
classifier, for the same complexity. The most likely explanation for this behavior is
due to our complexity equation punishes the fact that classes are not well-defined
(low Ointra). Therefore, in the case of the MNIST digits with an Ointra = 32.62%,
they obtain a greater complexity than was recorded by some classifiers. Although
there are other differences between these datasets, such as the use of binary or float
data and the number of neurons involved in coding. However, we can say that our
complexity equation is able to qualitatively measure the complexity of patterns,
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which obtains very similar values to those we would get with a Naive Bayes clas-
sifier.
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Figure C.5: Relationship between complexity and classification error for different
classifiers. These figures show how the classification error increases when the com-
plexity of Gaussian patterns, calculated by the Eq. C.6, also augments. When we com-
pare these results with those obtained with electronic-nose (eNOSE) data and MNIST
digits, it is observed that the first ones match for all classifiers while the last ones only
do it for Naive Bayes. The most likely explanation for this behavior is because of our
complexity equation punishes the fact that classes are not well-defined (low Ointra).
Therefore, the MNIST digits, Ointra = 32.62%, obtain a greater complexity than the
one estimated by some classifiers. Although there are also other differences between
these datasets, such as the use of binary or float data and the number of neurons in-
volved in coding. Nevertheless, these results show that our complexity equation is able
to qualitatively measure the complexity of patterns.
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Rodrı́guez. Increase attractor capacity using an ensembled neural network.
Expert Systems with Applications, 71:206–215, 2017. 95, 101
[72] Nitin Gupta and Mark Stopfer. Functional analysis of a higher olfactory
center, the lateral horn. Journal of Neuroscience, 32(24):8138–8148, 2012.
22
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