In this paper, we propose a simple and efficient mechanism to increase the throughput of an adaptive router in Networkon-Chip (NoC ). One of the most serious disadvantages of fully adaptive wormhole routers is its performance degradation due to the routing decision time. The key idea to overcome this shortcoming is the use of different clocks in a head flit and body flits, because the body flits can be forwarded immediately and the FIFO usually operates faster than route decision logic in an adaptive router. The major contributions of this paper are: 1) a proposal of a simple and efficient mechanism to improve the performance of fully adaptive wormhole routers, 2) a quantitative evaluation of the proposed mechanism showing that the proposed one can support higher throughput than a conventional one, and 3) an evaluation of hardware overhead for the proposed router. In summary, the proposed clock boosting mechanism enhances the throughput of the original adaptive router by increasing the accepted load and decreasing the average latency in the region of effective bandwidth.
Figure 1: Example of Network-on-Chip architecture
posed to accommodate the trend for System-on-Chip (SoC ) integration [1, 2] . An example of the NoC architecture is shown in Figure 1 . The basic idea is the use of packet switching technique that has been extensively used for computer networks. NoC is a promising solution to the communication challenges of on-chip interconnection, featuring the requirements of the next-generation multiprocessor systems.
In this paper, we propose a simple and efficient mechanism to increase the throughput of an adaptive router in NoC. One of the most serious disadvantages of fully adaptive wormhole routers is its performance degradation due to the route decision time. To overcome this weak point, we propose the use of a faster clock during the service of the body flit. We will show that router throughput can be enhanced with respect to the conventional adaptive routers while keeping the same functionality. To the best of our knowledge, the idea of increasing throughput with boosting clock has not been addressed before. In order to show the feasibility of our mechanism, a detailed hardware implementation will be presented and evaluated.
The major contributions of this paper are: 1) a proposal of a simple and efficient mechanism to improve the performance of fully adaptive wormhole routers, 2) a quantitative evaluation of the proposed mechanism showing that the proposed router can support higher throughput than a conventional one, and 3) an evaluation of hardware overhead for the proposed router.
The rest of this paper is organized as follows. Section 2 will present the motivation for this research. An informal and intuitive description of the proposed mechanism will be presented in Section 3. Section 4 will describe the base-line router that is used to evaluate the performance of the proposed mechanism in detail. The implementation of the proposed mechanism and the experimental results will be presented in Sections 5 and 6, respectively. Finally, conclusions are drawn in Section 7.
MOTIVATION
Recently, a number of researches have been working on network architectures appropriate for on-chip environments. Different routing algorithms, such as deterministic, oblivious and adaptive routing algorithms have been proposed. Many researchers used deterministic or oblivious algorithms such as DOR [3] , ROMM [4] , and O1TURN [5] for simplicity and ease of analysis. Some researchers have developed better performance routing algorithms even using adaptive routing algorithms [6, 7, 8, 9, 10, 11, 12] . Recently there have been several implementation related works using deterministic routing algorithms as well as adaptive routing ones [13, 14] .
The design of a high performance router for on-chip interconnection has tight resource constraints such as router's area, power, and speed. The adaptive routing has been proposed as a method of improving network utilization by using information about the network state to select a path among alternative paths to deliver a packet, potentially reducing network latency. However, while a good adaptive routing algorithm can balance network occupancy and enhance its maximum throughput, it also suffers from the expensive cost in terms of additional sophisticated logic and performance degradation due to the routing decision time.
Wormhole flow control has increasingly been advocated as a means of reducing latency. It reduces latency by routing a packet as soon as its head flit arrives at a node. The routing of a head flit enables the switches to establish the path and body flits are simply forwarded along the path as a pipelined fashion. However, wormhole flow control has some disadvantages. A dominant one is that a router stops a packet when its head flit is blocked. When the link requested by a head flit is busy, the head flit could not advance and the remainder of the flits is also stopped holding the buffers and channels along the path that has already formed leading to significant link congestion.
One of the most serious disadvantages of an adaptive wormhole router is the performance degradation due to the routing decision time because routing flexibility requires additional resources. Our goal is to design a fast fully adaptive router which will provide more throughput than current wormhole routers. Thus, we wish to design a wormhole router competitive at medium and high loads by increasing network throughput.
In this paper, we will investigate the use of multiple clocks to implement an adaptive wormhole router. We will show how this technique reduces latency and greatly increases throughput of an adaptive router. We will also demonstrate the viability of our proposal by providing real experimental results.
CLOCK BOOSTING ROUTER
In this section, we propose a mechanism to enhance the throughput of an adaptive wormhole router. An informal and intuitive description of the proposed mechanism will be presented. 
Mechanism
In an adaptive wormhole router, the routing decision time for the head flit is the critical path of an adaptive router restricting the operating frequency of overall router. While the head flit requires support of sophisticated logic increasing the decision path, body flits can continue advancing along the reserved path that is already established by the head flit.
The key idea of this paper is use of different clocks in a head flit and body flits, because the body flits can be forwarded immediately without any computation and the FIFO usually operates much faster than route decision logic in an adaptive router. Figure 2 explains the mechanism for the proposed router. The conventional wormhole flow control uses same clock to advance the head flit and body flits. Generally, the operating frequency is defined by the routing decision logic for the head flit. The proposed mechanism uses a faster clock to advance the body flits. It reduces the average latency of a packet as well as the contention by compacting the effective length of body flits in the time domain.
Analysis of the Mechanism
The performance of an interconnection network can be described by latency versus offered traffic curves. Although latency versus offered traffic curves give the most accurate view of the ultimate performance of an interconnection network, they do not have simple, closed form expressions and are generally found by discrete-event simulation [15] .
Zero-load latency gives a lower bound on the average latency of a packet through the network by assuming that a packet never contends for network resources with other packets. The zero-load latency of a packet using wormhole routing is
ignoring wire latency. The first term reflects the time required for the head flit to traverse the network, with an average hop count of H and a delay of tr through a single router. The second term is serialization latency, the time for a packet of length L to cross a channel with bandwidth b.
The proposed mechanism reduces the serialization latency by boosting clock frequency during the body flit transfer. The boosting of clock frequency results in increasing the bandwidth and reduces the zero-load latency. To evaluate the upper bound of average latency between the proposed mechanism and the original one, average latency versus offered traffic curves are obtained by the discrete event simulation in Section 6, demonstrating the performance improvement with the proposed mechanism.
BASELINE ADAPTIVE ROUTER
We propose an adaptive routing algorithm and architecture for a flexible on-chip interconnection. This technique uses a wormhole switching technique with a deadlock-and livelock-free algorithm for 2D-mesh topology. The proposed router demonstrated near-optimal performance with comparison to O1TURN [5] in terms of average latency. Moreover the bandwidth and the total area overhead of the router enabled the router as a feasible alternative to existing routers for NoC. In this paper, we use the adaptive router as a baseline router and improve the throughput by adopting the proposed clock boosting mechanism.
Overview
We assume the network topology in 2D-mesh which is N × M routers. The overall block diagram of a single router is shown in Figure 3 . There is an input FIFO queue per each input channel and each output port has an associated arbiter to choose the proper packet among the given incoming packet from each candidate input port. We consider a router with seven interfaces, suitable for a 2D-mesh with an additional interface to an integrated processing element. We assume that a packet coming through an input port does not loop back, thus each input port is connected to four output ports.
The serves the port set {W-in, N1, E-out, S1}. On the contrary, the Left Router serves the port set {E-in, N2, W-out, S2}. The Internal Router supports the additional interface to an integrated processing element. The separated routing paths for vertical direction and unidirectional path for horizontal direction allow the network avoid cycles in its channeldependency-graph, resulting a dead lock-free operation [7, 8] . Also by choosing the shortest path in routing, a livelock free operation is guaranteed.
Packet Format
The Figure 4 shows the packet format. Each packet has the DestPE addr field to indicate the destination node in the head flit. The address of the destination node is represented by relative distance of horizontal and vertical direction. A positive value represents southern and eastern direction in vertical and horizontal direction, respectively. Each relative distance is signed magnitude value, i.e. MSB of each X-dir and Y-dir field represents its sign and the rest of bits represent its magnitude. For instance, if destPE addr has 0x91 in hexadecimal format, it represents that the destination node is located at western 1 hop and southern 1 hop from the current node. Its vectorized representation in X − Y coordinate is (-1, 1) . The head flit also has the No of Flits field to represent the number of body flits followed by the head flit.
Priority
For outgoing channel allocation, the router applies a fixed priority scheme to the incoming packets that have reached the corresponding node simultaneously. For each outgoing channel, the possible incoming channels have a descending order of priority in a clock-wise direction. Similarly, each output port has a descending order of priority in clock-wise direction from N1. The incoming packets and output port of an internal router have the lowest priority.
Router Architect
The detail block diagram of the Right Router is shown in Figure 5 . The routers for each output port are placed according to their priority level from the highest router (N1 ) to the lowest router (S1 ). Each incoming packet is directed to the Header Parsing Unit (HPU ) per each output port. The HPU generates a set of possible incoming packets, which could be routed to the corresponding output port, in order of the input priority level by looking up the destination address in the head flit.
When the output port is available(by referencing FULL signal), the router chooses the input packet for the corresponding output port among the set of routable incoming entries provided by the HPU. If two or more packets arrive simultaneously, the arbiter will choose a packet according to their priority. If one output port is granted to one head flit, it reserves the output port until all body flits are forwarded. To support this feature, our router has a Finite State Machine (FSM ) in each output port, which stores the state of the corresponding router. Also it counts the number of forwarded flits in order to record the remaining number of the body flits that need to be forwarded. Therefore, each incoming packet has its own path in order to forward the body flits to its selected output port. The body flits arriving along them will reach the router output without passing through the Arbiter unit.
After completing the decision path for the highest router, the lower prioritized router references the decision result of the highest router and disables the incoming port, which was served by the former router, from the set of possible incoming packets for the router. In this manner, the arbitration is done by propagating the routing decision from the highest router to the lowest router. Therefore all incoming packets could be advanced in their output port at once.
Finally, the multiplexer unit maps corresponding incoming packet to the output port by referencing the SELECT signal. It also updates the destination address in the head flit in order to complete proper transmission; (1) Head flit: decrease the corresponding destination address, (2) Body flits: bypass the incoming flits.
In order to achieve high performance, all routing decisions are made within one clock cycle. So, an incoming flit can advance in on clock cycle if the corresponding output port is free.
CLOCK BOOSTING ADAPTIVE ROUTER DESIGN
This section describes the implementation of the proposed mechanism based on the previously mentioned router. Figure 6 shows the block diagram of modified router. The hardware cost of the proposed mechanism is a multiplexer in each channel for switching the clock domain and use of a FIFO supporting dual clock operation. The clock multiplexer is in charge of switching clock domain according to the service flit and it also could drive the corresponding load with appropriate fan out. In this research, we use a multiple clock scheme to boost clock speed for the body flits in order to simplify the implementation. As a test case we use two times faster clock (2x) and four times faster clock (4x) since the original router and the FIFO show the operating frequency up to 423MHz and 1.8GHz, respectively.
To ensure constancy of clock phase during clock domain changes between original clock (1x) and boosting clock (2x and 4x), we add a constraint in body flit size. Therefore, in case of using 2x boosting clock, the length of body flits is limited to a multiple of two and in case of using 4x boosting clock, the length of body flits is limited to a multiple of four.
EXPERIMENTAL RESULTS
We use the previously proposed adaptive router as a baseline and make performance comparison in different boosting clock frequencies such as two-times (2x) and four-times (4x) faster clock.
Evaluation methodology
In order to evaluate the performance of the proposed clock boosting mechanism, we have developed the router written in Verilog T M HDL. For the measurement of throughput and adjusting incoming traffic, we adopted a standard interconnection network measurement setup [15] where the packet generation is placed in front of an infinite depth source queue and an input timing of each packet is measured whenever it is generated. Without infinite depth source queue at source packet generator, the measured latency does not apply to real network environments such as delays caused by packet contention and network congestion. In this simulation, the number of body flits in a packet was fixed to 8 even though the defined packet format supports various sized flits. And the depth of a FIFO between each link is fixed to 8 in this simulation. In order to achieve fair comparison between the original router and the proposed router, we assume that the operating frequency of each processing element is the same as the operating frequency of the original router. So, the input packet is injected in each cycle of the processing element's operation frequency during the simulation of the boosting router featuring the same traffic load with the original router.
Simulation results
The simulation is completed using four different traffic patterns such as uniform random, bit-complement, matrix transpose, and bit-reverse traffics in 4 × 4, and 8 × 8 mesh networks (see Figure 7) . Each graph represents offered traffic (flit/node/cycle) in X -axis and average latency (cycles) in Y -axis. Table 1 describes the zero-load latency calculated by equation (1) and average latency with 0.02 flit/cycle offered traffic obtained by simulation in case of uniform random traffic pattern. The difference between ideal zero-load latency and simulation results is because of the contention in network and the input injection assumptions. While we inject the flits with 0.02 flit/cycle, it could result in contention situation. For instance, in the case of 4 × 4 network, total of 32 flits are traveling and in the case of 8 × 8, total of 128 flits are traveling in the network while each node injects the flit with the rate of 2% flit/cycle. In this simulation we assume that the operating frequency of each processing element is the same as operating frequency of the router (1x). So, in case of boosting operation, the input body flit could not be injected in the incoming port yet adding latency. Although there exists small difference between them, the experimental results show the superiority of the proposed mechanism in the range of low data rate.
Physical Implementation
A logic description of our router's component has been obtained using the synthesis tools from the Synposys T M using TSMC T M 90nm technology. While the results are obtained by simulation, it provides us with the physical design characteristics of the proposed routers. Table 2 summarizes the physical characteristics of routers. The additional area cost in the clock boosting router is basically due to the clock multiplexer for each channel. Table 3 describes the physical characteristics of the original FIFO and modified FIFO that supports dual clock operation (read/ write). If it were integrated within NoC using the same technology, the total area overhead imposed by router would be relatively negligible.
In summary, the simulation results demonstrate that the proposed clock boosting mechanism enhances the throughput of the original adaptive router by increasing the accepted load and decreasing the average latency in the region of effective bandwidth.
CONCLUSIONS
In this paper, we have proposed a simple and efficient mechanism to increase the throughput of an adaptive router in NoC. One of the most serious disadvantages of fully adaptive wormhole routers is its performance degradation due to the route decision time. The key idea to overcome this shortcoming is the use of different clocks in a head flit and body flits, because the body flits can be forwarded immediately and the FIFO usually operates faster than route decision logic in adaptive router.
The proposed mechanism is implemented for the adaptive wormhole router and the performance evaluation was completed using simulation. The simulation results demonstrated the performance enhancements in terms of maximum accepted traffic and the average latency in the range of accepted traffic. Moreover the proposed router was synthesized using 90nm technology and proved the feasibility of this mechanism for NoC design. This mechanism could be applicable for conventional adaptive routers with wormhole flow control.
