A new method for model selection in prediction of time series is proposed. Apart from the conventional criterion of minimizing RMS error, the method also minimizes the error on the distribution of singularities, evaluated through the local Hölder estimates and its probability density spectrum. Predictions of two simulated and one real time series have been done using kernel principal component regression (KPCR) and model parameters of KPCR have been selected employing the proposed as well as the conventional method. Results obtained demonstrate that the proposed method takes into account the sharp changes in a time series and improves the generalization capability of the KPCR model for better prediction of the unseen test data.
Introduction
Several methods have been proposed in the literature for prediction of time series data [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . The most familiar approaches include the linear methods such as ARX, ARMA, etc and the nonlinear methods such as algorithms based on artificial neural networks [6] [7] [8] [9] [10] [11] . Recently kernel-based machine learning tools such as support vector regression (SVR) and kernel principal component regression (KPCR) have become very popular because of their state-of-the-art performance [12] [13] [14] [15] . All these methods split the data into three disjoint sets, namely, training, validation and test sets. Subsequently, the model parameters in the algorithm are optimized by minimizing the root mean square error of the predicted validation set. Finally, the performance is gauged by the test error. For time series data possessing sharp changes, the selection of model parameters based only on the criterion of RMS error may produce higher generalization errors. There is therefore a need for a robust measure, which will take account of these sharp changes or singularities occurring in a time series. A methodology that picks up the local scaling behaviour of the time series would be able to readily reveal such singularities.
In this letter we present the wavelet transform modulus maxima (WTMM)-based method for characterizing and quantifying the singularities in a chaotic time series [16] . The method provides the density estimates of the local Hölder exponents that characterize the regular/irregular local behaviour of time series. Higher the value of the local Hölder exponent, the more regular is the local behaviour of time series and vice versa. The density estimates of the local Hölder exponents represent the most informative features regarding the singularities in the time series. Thus an estimate of the error in the density spectrum of the predicted validation set, which we will henceforth denote as HRSME, can be very useful for tuning the model parameters. For certain time series data it may be possible that both RMSE and HRMSE information would be useful for obtaining optimal performance. In this work, errors in the density estimates (HRMSE) (along with regular RMSE) of the validation set have been employed as an additional criterion for the selection of optimal model parameters. Thus the problem of model selection is formulated in terms of a multiobjective optimization i.e. the selection of model parameters has been done by minimizing both criteria, namely, RMS errors based on the original time series as well as on the error in the singularity distribution. In this problem, we have to find the decision vector (parameters of model used for time series prediction), which will minimize RMSE as well as HRMSE. Multiobjective optimization, however, gives rise to a set of optimal solutions, instead of a single one [17] . These optimal solutions are called as Pareto-optimal solutions. This concept can be illustrated employing figure 1, which depicts a plot of RMSE versus HRMSE. The point 'P' represents the solution with minimum RMSE but has higher HRMSE and point 'Q' represents least HRMSE but high RMSE. Since both objectives are equally important one cannot say that solution 'P' is better than 'Q' or vice versa. All such solutions (marked by the dashed line) are Pareto-optimal solutions. Also in the figure, there are few points (e.g. 'S') which are not members of the Pareto set. It can be seen that solution 'R' in the decision space has lower RMS and HRMS errors and hence is better than solution 'S' considering both the objectives. Thus solutions like 'S' are known as dominated or inferior solutions and solutions like 'R' belonging to the Paretooptimal set are often known as non-dominated solutions. Also it is clear that no solution in the Pareto-optimal set is better or worse than the other considering both the objectives (RMSE and HRMSE). In the present study we have used this concept of non-dominated Pareto-optimal solutions for finding the optimal parameters of the KPCR model to improve the generalization capability of the model. Kernel PCA, a nonlinear version of PCA, has recently been extensively used because of its computational simplicity and nonlinear feature extraction and denoising capabilities [14, 15, 18] . We have chosen KPCR because of its excellent performance on time series prediction problems [14, 15] . Moreover, only two parameters are needed to be tuned for model selection of KPCR. The efficacy of the proposed method has been tested on two simulated chaotic time series and one time series based on real observations. This letter is organized as follows: in section 2, we have described the key steps involved in the proposed algorithm. Section 3 includes the discussion on characterizations of the singularities and their analysis based on the wavelet transform modulus maxima (WTMM) method. In section 4, we have illustrated KPCR for time series prediction. Section 5 includes the case studies used for time series prediction. Section 6 comprises the results and discussions and section 7 provides salient conclusions of the work.
Proposed algorithm for KPCR model selection
The key steps involved in the proposed algorithm are described below:
(1) Divide the available time series data into three segments namely training, validation and test. 
Singularity analysis using WTMM
The distribution of singularities and the singularity spectrum can be obtained from the well-known wavelet transform modulus maxima (WTMM)-based multifractal formalism [19] [20] [21] . The method offers global estimates of scaling properties for the characterization of a multifractal time series. The spectrum of the singularities as described in [19] [20] [21] poses certain problems of stability when applied to observational data [22] . Recently, Struzik [16] has presented a stable method for evaluating the estimation of local singularity strengths. In his methodology for estimating the local Hölder exponents, he has modelled the singularities as if they were created through a multiplicative cascading process. The method has been described in brief here and for more details readers may refer to [16, [22] [23] [24] [25] [26] .
It can be shown that by employing the multiplicative cascade model the estimate of local Hölder exponent,ĥ(x 0 , s) at the singularity x 0 and scale s can be evaluated as [16, 23] 
where s N is the maximum available scale and
is the maxima of wavelet coefficient at location x 0 and at scale s. In our work we have used Mexican hat wavelet, which is the second derivative of the Gaussian function. The mean Hölder exponenth in equation (1) can be estimated as a linear fit of the following equation:
where the function M(s) is obtained from the partition functions
The partition function Z(s, 2) can be calculated as the sum of squares of the maxima of |T ψ [f ](x 0 , s)| at the scale s and Z(s, 0) is the number of maxima at scale s. The local Hölder estimates (from equation (1)) and their density spectrum can be estimated for original and predicted time series. The error on the distribution of these estimates can be used as criterion for model selection of time series prediction problems using KPCR.
Kernel principal component regression
KPCR has been chosen as a nonlinear regression method because of its successful applications in time series prediction [14, 15] . Moreover, KPCR requires only two parameters to be tuned for its model selection. Kernel principal component analysis (kernel PCA) corresponds to linear PCA in a higher dimensional feature space, which is nonlinearly related to the input space. The input data x are first mapped through some appropriate nonlinear function (x). The problem formulation is in terms of dot product of the input data in the feature space that can be substituted by a kernel function. Thus a priori defined kernel function is used to deal with the very high-dimensional space and the dot product of transformed input vectors can be computed in the input space itself [27] . Kernel PCA and PCR have been extensively used for the purpose of nonlinear feature extraction and denoising [14, 15, 18] . KPCR has a definite advantage in dealing with multicollinearity and noise and allows us more flexibility in retaining principal components to capture the underlying nonlinear features where data observations are more than the dimensionality [14] . The method has been described in brief here and for details readers may refer to [14, 15, 18] .
Consider a set of M centred input variables (regressors),
l . The kernel principal component regression model for the prediction of response variable from any input vector, x, can be expressed as [14] f
where p is the number of principal components retained in the KPCR model (p M) and K(x i , x) can be estimated using the kernel function. The variables α k i are computed by diagonalization of kernel matrix of the input variables and w k are the least-squares estimates of regression coefficients. For the centralized regression model bias, b is zero. In our study we have employed Gaussian kernel, which is defined as
where L is the width of the Gaussian function. The number of principal components retained, p and the width parameter, L, are the two parameters that need to be tuned in fixing the KPCR model.
Case studies
In our analysis we have considered the three time series, two simulated and one based on real observations.
Simulated time series
In our simulations we have chosen two important benchmarking time series examples, namely, the Lorenz system [28] and Mackey-Glass [29] governed by the following set of equations.
The Lorenz system.
where σ = 10, R = 28, b = 8/3. The time series data have been generated by integrating sets of equations using a standard Runge-Kutta routine with a step size of 0.01. The training set consisted of 500 delay vectors, formed by using an embedding dimension of 3 and a time delay of 16 for Lorenz series. The validation and test set consisted of similarly embedded 300 and 2000 delay vectors respectively.
Mackey-Glass
We predict x(t + 6) using the input variables x(t), x(t − 6), x(t − 12) and x(t − 18), respectively [30] . We have used training, validation and test set of size 500 each.
Laser data
We have studied the prediction of real infrared NH 3 laser data [31] , contributed by U Hübner to the Sante-Fe Institute prediction contest. This data set contains two sets, consisting of 1000 and 10 000 points (http://www-psych.stanford.edu/˜andreas/Time-Series/SantaFe.html). We have used embedding dimension of 4, and chosen the delay of 2 [32] . First 1000 points of first set are used for training and the first 400 points of second set are used for validation and the following 8000 points of the second set are used for test.
Results and discussions
We have used KPCR for time series prediction of the case studies described in section 4. Different models can be generated using various free parameters of KPCR algorithm. For KPCR we need to tune the two parameters, namely, the number of principal components retained and width parameter in Gaussian kernel. For studying the effect of model selection criteria on the performance of time series prediction, we have divided the given time series into three parts, namely, training, validation and test. Simulations can be performed with different model parameters employing the training data, and the set of parameters that predicts the least error on validation data will be selected as the optimal set and further can be employed for the prediction of the unseen test data. Generally, the RMS error on the validation data is used as an objective for selecting optimal model parameters. In other words, the parameters that yield the least RMS error on validation data are used for predicting unseen time series. In this study, we have proposed one additional criterion for the selection of optimal set of parameters based on the distribution of the local Hölder estimates. The method of evaluating the proposed criterion is as follows: (i) for each set of model parameters, estimates of the local Hölder exponents are evaluated for both original time series and the predicted time series of validation data using the algorithm described in section 3.
(ii) The probability density spectra were then obtained and the root mean square error between the densities of the Hölder exponents (HRMS error) is found. For the least HRMS error, the singularity distribution of predicted time series is closest to the singularity distribution of actual time series. Thus HRMS error can be used as an objective for optimizing the model parameters of time series with sharp changes. In our study, we have used both criteria of RMS and HRMS error and solved the problem of obtaining the optimal parameters as a multiobjective optimization. We have varied the two parameters of KPCR, namely, parameter (L) in Gaussian kernel and p (the number of principal components retained). Simulations were conducted with more than 10 000 sets of the model parameters. From the solutions thus obtained, we get a set of Pareto-optimal solutions as described in the first section. After getting the Pareto set, a test error for each set of parameters in this set is estimated.
Pareto sets obtained for Lorenz, Mackey-Glass and laser time series are shown in table 1. In the table, the results marked in bold are obtained by using one of the objectives (either RMSE or HRMSE). As can be seen from table 1, the model parameters (p = 193 and L = 1.08) have produced the least RMS error of 0.0342 on validation data. Using only The reason for the superior performance can be better understood from figure 2. We have shown in this figure, the distribution of local Hölder exponents for the predicted and actual laser time series (validation data) for KPCR models selected by conventional-and singularitybased criterion. As can be seen from the figure, the distribution of Hölder exponents for the predicted time series is closer to the distribution of the same for the actual time series in the case of the model selected by the singularity-based criterion than the one corresponding to the conventional criterion. The superior performance of the proposed method can be attributed to the fact that the model selected by minimum HRMS criterion perfectly captures local singular behaviour of the time series and thus helps in improving the generalization capability of the model.
Though employing HRMSE criterion has led to better results than the conventional criterion of RMSE in all the present case studies, there is a risk involved in choosing the model parameters based only on one of the criteria for prediction of any real time series at hand. If the range of the validation errors (both RMSE and HRMSE) for the Pareto-optimal set is narrow, then the selection of parameters using either of the criteria will not make any significant difference. But when the range for one or both of the errors is wide, one should choose the model parameters, which are performing better in both criteria. Thus for instance for Lorenz series we will choose the parameters p = 180 and L = 1 as these parameters produce lesser RMSE as well as HRMSE. The point with the optimal parameters is marked by a circle in figure 3 . By using these parameters we have obtained the test error of 0.0696 which is much lesser than the error given by the parameters using conventional criterion. In a similar way the optimal parameters performing well in both criteria are found for other case studies and are shown in italic in table 1. One can conclude from the table that the selection of parameters employing both criteria has resulted in lesser error on unseen test data than the errors produced by the parameters based on conventional criterion alone.
Conclusions
A new method for model selection in prediction of time series is proposed. Generally, the model parameters are selected for which the minimum RMS error is obtained on the predicted time series. This conventional criterion based only on RMS error may not take into account the sharp changes or singularities in a time series and may fail in a case where this contribution of singularities is significant. Here, we have proposed an additional criterion based on the error in the distribution of singularities in the predicted and actual time series. The distribution of singularities is evaluated through the local Hölder estimates and its probability density spectrum. Thus, the problem of model selection is solved by simultaneously minimizing both criteria, namely, RMS error based on the original time series as well as on the error in the singularity distribution. The method is tested on three time series: two simulated and one based on real observations. Predictions of these time series have been done using KPCR and model parameters of KPCR have been selected employing the proposed as well as the conventional method. The problem now being a multiobjective optimization problem, we get a set of Pareto-optimal solutions. Results obtained demonstrate that the proposed method helps in better prediction of the unseen test data and improves the generalization capability of the KPCR model. Model selection has produced results which are better than those yielded by the conventional method in all the cases of the simulated and real time series. In general, we conclude that the new method can be very useful in the prediction of time series data having sharp singularities.
