Recently, model predictive control (MPC) is increasingly applied to path tracking of mobile devices, such as mobile robots. The characteristics of these MPC-based controllers are not identical due to the different approaches taken during design. According to the differences in the prediction models, we believe that the existing MPC-based path tracking controllers can be divided into four categories. We named them linear model predictive control (LMPC), linear error model predictive control (LEMPC), nonlinear model predictive control (NMPC), and nonlinear error model predictive control (NEMPC). Subsequently, we built these four controllers for the same mobile robot and compared them. By comparison, we got some conclusions. The real-time performance of LMPC and LEMPC is good, but they are less robust to reference paths and positioning errors. NMPC performs well when the reference velocity is high and the radius of the reference path is small. It is also robust to positioning errors. However, the real-time performance of NMPC is slightly worse. NEMPC has many disadvantages. Like LMPC and LEMPC, it performs poorly when the reference velocity is high and the radius of the reference path is small. Its real-time performance is also not good enough.
Introduction
Model predictive control (MPC) is an optimal control method that emerged in the 1970s. MPC usually has two key steps. Firstly, a prediction model should be built based on the mathematical model. This prediction model can predict all possible future states based on the current state and all feasible control inputs. Secondly, the state that is closest to the reference state in the possible future state is found by optimizing the objective function, and the control input corresponding to this state is obtained.
All of the methods that involve these two key steps can be called MPC. Recently, MPC is widely used in path tracking of mobile devices, such as unmanned vehicles, wheeled mobile robots, and drones. However, the design of these MPC-based path tracking controllers is not consistent. We can see that preliminary comparisons of these controllers have been reported in some papers. However, the comprehensive review and comparison have not been completed. Hence, we think that it is necessary to carry out this work.
In this paper, the classification principle of MPC is the mathematical logic of the prediction model, that is, the modeling idea. We classify MPC into linear MPC (LMPC), linear error MPC (LEMPC), nonlinear MPC (NMPC), and nonlinear error MPC (NEMPC), according to the nonlinear characteristics and output state quantities of the prediction model.
LMPC
The application of MPC to path tracking has a long history. If we only trace back to thirty years ago, the first related paper that can be retrieved is the work of Hess et al. [1] . They designed a path tracking controller for helicopters that are based on MPC. The feature of this controller is that the prediction model can work through matrix operations because the model of mobile devices is linearized.
In 1991, Ollero et al. designed a path tracking controller for mobile robots in a similar way, they proposed a linearized time discrete model for prediction [2] . In 2006, Keen et al. proposed a vehicle steering controller that is based on the linearized model [3] . Also in 2006, Lages et al. designed a controller for path tracking of mobile robots and named this method as linearized MPC [4] . In 2007, Falcone et al. also designed a steering controller for vehicles based on the linearized model and named this method as linear time-varying model predictive control (LTV-MPC) [5] [6] [7] .
Since then, more research results of path tracking based on this method have emerged . In these studies, Meola et al. [12] and Yakub et al. [15] compared LTV-MPC and linear quadratic regulator (LQR) and showed that LTV-MPC performed better than LQR in terms of path tracking accuracy. Gong et al. [13] introduced LTV-MPC-based path tracking to China first and promoted the development of this field in this country.
In , although the devices being controlled are not identical, the control method used is the same. However, in these papers, the names of the control methods are not the same. Accordingly, we think that it is necessary to unify the naming. We believe that this control method can be simply named LMPC since no path tracking based on linear time-invariant model predictive control is found.
LEMPC
We have found another design approach that also enables prediction models to work through matrix operations. The key to this design approach is to convert kinematics models into error models according to geometric relationships and then linearizing error models.
Klančar et al. first proposed a LEMPC controller for path tracking of mobile robots [30] . They named this method tracking error MPC. Nayl et al. first used this method to design a path tracking controller for articulated vehicles [31] [32] [33] [34] . They named this method switching MPC. In their work, the fact that this switching MPC outperforms LQR and feedback linearization in path tracking accuracy is proven. In 2017, Kang et al. designed a path tracking controller for front-wheel steering vehicles in a similar way [35] . Additionally, in 2017, Gutjahr et al. proposed a similar controller, but they named the control method LTV-MPC [36] .
The performance of the linearized MPC in [30] [31] [32] [33] [34] [35] [36] is not exactly the same as in due to the different linearization process when compared to LMPC. To avoid confusion, we hope to harmonize the naming. In view of the common features of [30] [31] [32] [33] [34] [35] [36] , we think that it is better to call this control method linear error MPC (LEMPC).
NMPC
The most distinguishing feature of NMPC is that the nonlinear model of controlled mobile devices is directly discretized as the prediction model. Hence, the state variables of the NMPC are the pose states of the vehicles, and the errors between these states and the tracking target points in the prediction horizon are the penalty items. In other words, in the NMPC prediction model, future errors are related to all tracking target points in the prediction horizon. However, since this prediction model is nonlinear, it can only predict possible future state by iterating, not through matrix operations.
In 1994-1999, Gómez-Ortega et al. proposed the NMPC controller and improved the real-time performance of the controller by using artificial neural networks or genetic algorithms [37] [38] [39] [40] [41] . After 2000, researchers have proposed more NMPC-based path tracking controllers [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] [61] . In these studies, Künhe et al. [42] , Oyelere et al. [54] , and Li et al. [58] have compared NMPC and LMPC. We [59] have compared NMPC and LEMPC. The results of [42, 54, 58, 59] show that the real-time performance of NMPC is poor, but the path tracking accuracy is high. In addition, Ghaemi et al. proposed a new optimization algorithm and claimed that it can help to improve the real-time performance of NMPC [49] .
The above evidence indicates that NMPC is a control method that is superior to LMPC and LEMPC, but we have found that another MPC method is also called NMPC. For the sake of distinction, we make a definition here. It is NMPC that the nonlinear model of mobile devices is directly used as the prediction model. It is the NEMPC that the model of the mobile device is transformed into a nonlinear error model by geometric relations.
NEMPC
In NEMPC, the state variable is the error, and its initial value is the error of the current pose of the vehicle and the first tracking target point in the prediction horizon. In other words, in the prediction model of NEMPC, future errors are not related to the target points other than the first tracking target point in the prediction horizon.
The paper that we can find, which was the earliest to adopt the nonlinear error model as the prediction model, is the work of Gu et al. [62] . This model might come from the path tracking of mobile robots based on feedback control [63] . When compared with the linear error model, the most important feature of the nonlinear error model is that nonlinear terms are not omitted. Hence, the prediction model that is based on the nonlinear error model also cannot work through the matrix operation.
In 2009, Kanjanawanishkul et al. designed a path tracking controller for mobile robots based on the nonlinear error model [64] . They call this control method NMPC. In 2014, Wang et al. proposed a path tracking controller for unmanned aerial vehicles that was based on a similar model [65] . They also call this control method NMPC. In some subsequent work, this control method is still called NMPC [66] [67] [68] [69] .
At present, we have not found other researchers who have noticed the difference between NEMPC and NMPC. The comparison between NEMPC and LMPC or LEMPC also has not been reported. Therefore, we believe that it is necessary to compare these control methods.
MPC and Intelligent Control
In recent years, the research results of the combination of MPC and intelligent control methods have increased. In the early research, Gómez-Ortega et al. used the neural network to learn NMPC offline [37] [38] [39] [40] and accelerated the NMPC solution process by genetic algorithm [41] . Yang et al. [70] and Gu et al. [71] used neural networks as the prediction models. Recently, some MPC-based controllers using reinforcement learning to correct the parameters of prediction models have also been published [72] [73] [74] [75] .
There is no doubt that the above jobs are innovative and the combination of intelligent control and MPC is a very important trend. But these jobs are improvements based on LMPC or NMPC. The difference between LMPC and NMPC has not been taken seriously. In other words, the intelligent control method can be combined with NMPC or with LMPC, and we should find out which MPC is more suitable for being combined.
With the rapid integration of intelligent control and MPC, we have to face this problem. Accordingly, in this paper, we will compare LMPC, LEMPC, NMPC, and NEMPC. Since intelligent control does not completely change the difference between MPC-based controllers, we no longer consider MPC combined with intelligent control as the object of comparison.
Contribution of This Paper
In this paper, there are two contributions. First, we re-divided the MPC-based research results into four categories. The classification principle of MPC is the modeling idea of the prediction model. In the new classification, some confusion has been avoided. These confusions are listed below. In , there are similar prediction models, but the name is not uniform. In [5] and [36] , the prediction models are different, but they are all called LTV-MPC. There are two control methods in , but they are all called NMPC. Second, we compared LMPC, LEMPC, NMPC, and NEMPC based on the same simulation conditions. The comparison consists of two parts. The first is the test of controllers at different velocities without positioning errors. Followed by the performance of controllers with different positioning errors.
The rest of this paper is arranged, as follows. Section 2 introduces the design of four controllers. In Section 3, the comparison of controllers at different velocities is presented. In Section 4, the comparison of controllers with different positioning errors is shown. Moreover, there is a brief conclusion in the last section.
Design of Controllers
In this paper, a classical kinematics model of mobile robots is adopted to ensure the generality. All of the controllers are based on the same model. Referring to our previous work [60] , the classic kinematics model is:
where (X, Y) is the coordinate of the mobile robot, θ is the heading angle, v is the velocity, and ω is the heading angle speed. We can rewrite (1) as a vector form:
where:
Referring to [60] , if the control period T is 0.05 s, the constraints of the velocity and heading angle speed in each control period are: −0.1836 m/s < ∆v < 0.1836 m/s −0.33 rad/s < ∆ω < 0.33 rad/s (4)
LMPC Controller
First, linearize the (2) based on Jacobian linearization:
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x(t + i|t) represents the i−th predicted state at the time t, and u(t + i|t) represents the i−th possible input at the time t, ∆ u(t + i|t) represents the increment of the control input. When i = −1, these variables represent the actual values of the previous control cycle.
Assuming that the predicted horizon is N p and the control horizon is N c , the state in the predicted horizon is:
Rewrite (7) as a matrix operation formula:
The prediction model of LMPC is (11) . Then we can design the optimization objective function to be:
where x re f (t + i|t) is the linearized state information of the tracking target point. This point is the point closest to the mobile robot on the reference path. Q and R are weight matrices. We can rewrite (16) as:
Since the linearized state information of the tracking target point is:
We can assume: Y re f (t) = Ψ x re f (t|t) (19) That is:
Because: Ψ x(t|t) − Ψ x re f (t|t) = Ψ x(t|t) − x re f (t|t) (21) Assuming: e(t) = x(t|t) − x re f (t|t) (22) Then:
Combined with the constraint (4), the LMPC controller is:
LEMPC Controller
The error between the mobile robot and the tracking target point can be converted to the coordinate system on mobile robots. The coordinate conversion process is described in our work [76] . (26) is the result of the conversion:
Subsequently, linearizing (26):
x e (t + 1|t) = A x e (t|t) + B∆u(t|t) (27) where:
where: 
The prediction model of LEMPC is (33) . Then we can design the optimization objective function to be:
That is:
Then:
Combined with the constraint (4), the LEMPC controller is:
NMPC Controller
In the NMPC controller, the discretized mobile robot model is directly used as the prediction model. Discretize (2):
. . .
. .
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Afterwards, we can define the error between the predicted state and the reference path in the predicted horizon:
The information for tracking the first target point is in (48) . This point is the closest point on the reference path to the mobile robot.
We need to determine other tracking target points according to the reference path and the first tracking target point since it is necessary to input N p tracking target points to the NMPC controller. The arc length of the reference path between each tracking target point is equal to Tv re f , where v re f is the reference velocity of the mobile robot.
The control input increment is:
Combining (46) and (48), the objective function of the rolling optimization can be designed as:
Subsequently, the NMPC controller is:
NEMPC Controller
The error between the mobile robot and the tracking target point can be converted to the coordinate system on mobile robots:
Assuming the state of tracking target point: Subsequently, we can get the following formula by deriving (51):
Substituting (1) and simplifying it:
Abstract (54) as:ẋ
Discretize (56):
Subsequently, the objective function can be designed as:
Afterwards, the NEMPC controller is:
Comparison at Different Velocities
MATLAB/Simulink R2018b compares the controllers. The computer for simulation is equipped with the Intel(R) Core(TM) i5-8500 CPU @ 3.00 GHz, RAM 8.00 GB, Windows 10 Pro. To test the real-time, we enabled Real-Time Synchronization. In solving (25) , (42) , (50) , and (60), active-set is employed, and the default accuracy of active-set is 10 −6 . Each controller controls the same model. The parameters of controllers are shown in Table 1 . Where I is the unit matrix. The reference path consists of the straight line and the arc. The radius of the arc is 2.5 m. The displacement error and heading error are the targets of comparison. Their definitions are shown in [60] . Table 1 . Parameters in all controllers.
Symbol
Value
Velocity Is 2 m/s
The simulation results at the reference velocity of 2 m/s are shown in Figures 1-6. In this case, all of the controllers can control the mobile robot tracking reference path. At 2 m/s, the displacement error and the heading error of controllers are small. The real-time performance of NMPC and NEMPC is worse than that of LMPC and LEMPC. However, all controllers have much less computation time in the control period than the control period. Table 2 shows the maximum absolute values. 
Velocity Is 3 m/s
When the reference speed is 3 m/s, the simulation results are shown in Figures 7-12. LMPC, NMPC, and NEMPC still can control the mobile robot tracking reference path. The error of LEMPC is divergent. Since it is meaningless to continue the simulation after the error diverges, we define that: Control failure when the absolute value of the heading error is greater than 1.5 rad. The simulation will be stopped halfway if the absolute value of heading error is greater than 1.5 rad. 
When the reference speed is 3 m/s, the simulation results are shown in Figures 7-12 . LMPC, NMPC, and NEMPC still can control the mobile robot tracking reference path. The error of LEMPC is divergent. Since it is meaningless to continue the simulation after the error diverges, we define that: Control failure when the absolute value of the heading error is greater than 1.5 rad. The simulation will be stopped halfway if the absolute value of heading error is greater than 1.5 rad. The maximum absolute values are shown in Table 3 . The error of all MPC-based controllers increases with respect to that when the reference velocity is 2 m/s.
The control inputs of the NMPC are the smoothest. The real-time performance of NMPC and NEMPC is not as good as that of LMPC and LEMPC. However, the maximum computation time for all controllers is less than 0.05 s. The real-time performance of NMPC and NEMPC is not as good as that of LMPC and LEMPC. However, the maximum computation time for all controllers is less than 0.05 s. The real-time performance of NMPC and NEMPC is not as good as that of LMPC and LEMPC. However, the maximum computation time for all controllers is less than 0.05 s. 
Velocity Is 4 m/s
Figures 13-18 show the simulation results at the reference velocity of 4 m/s. NMPC and NEMPC still can control the mobile robot tracking reference path. The error of LMPC and LEMPC is divergent, and we stopped these two controllers halfway. The error of all MPC-based controllers increases with respect to that when the reference velocity is 3 m/s. Table 4 shows the maximum absolute values. The maximum absolute values are shown in Table 3 . The error of all MPC-based controllers increases with respect to that when the reference velocity is 2 m/s. The control inputs of the NMPC are the smoothest. The real-time performance of NMPC and NEMPC is not as good as that of LMPC and LEMPC. However, the maximum computation time for all controllers is less than 0.05 s. Figures 13-18 show the simulation results at the reference velocity of 4 m/s. NMPC and NEMPC still can control the mobile robot tracking reference path. The error of LMPC and LEMPC is divergent, and we stopped these two controllers halfway. The error of all MPC-based controllers increases with respect to that when the reference velocity is 3 m/s. Table 4 shows the maximum absolute values. Figures 13-18 show the simulation results at the reference velocity of 4 m/s. NMPC and NEMPC still can control the mobile robot tracking reference path. The error of LMPC and LEMPC is divergent, and we stopped these two controllers halfway. The error of all MPC-based controllers increases with respect to that when the reference velocity is 3 m/s. Table 4 shows the maximum absolute values. Through three sets of comparisons, we can draw some obvious conclusions. First, the control input of NMPC is the smoothest. Second, LMPC and LEMPC have better real-time performance. Third, the maximum computation time of NMPC and NEMPC is also smaller than the control period. The real-time performance of these two MPC-based controllers is sufficient for the path tracking of mobile robots. Through three sets of comparisons, we can draw some obvious conclusions. First, the control input of NMPC is the smoothest. Second, LMPC and LEMPC have better real-time performance. Third, the maximum computation time of NMPC and NEMPC is also smaller than the control period. The real-time performance of these two MPC-based controllers is sufficient for the path tracking of mobile robots. Figure 19 and Figure 20 show the trend of maximum absolute errors. From these two pictures, Through three sets of comparisons, we can draw some obvious conclusions. First, the control input of NMPC is the smoothest. Second, LMPC and LEMPC have better real-time performance. Third, the maximum computation time of NMPC and NEMPC is also smaller than the control period. The real-time performance of these two MPC-based controllers is sufficient for the path tracking of mobile robots. Figures 19 and 20 show the trend of maximum absolute errors. From these two pictures, we can believe that, when using the weight matrix shown in Table 1 , the stability of LMPC and LEMPC is poor and the ability of NEMPC to reduce residual error is not good enough. However, we have reason to doubt whether using different weight factors will lead to different results. Thus, we think more comparisons are needed. 

Parameters Changed
For weight factors, we have studied in [27] . We have found that, when the weight of the heading error is increased in the objective function, the stability of the controller is increased, and, on the contrary, the ability of the controller to reduce the residual error is increased. Based on this experience, we present a new set of comparisons. Table 5 shows the new weight matrix. 
For weight factors, we have studied in [27] . We have found that, when the weight of the heading error is increased in the objective function, the stability of the controller is increased, and, on the contrary, the ability of the controller to reduce the residual error is increased. Based on this experience, we present a new set of comparisons. Table 5 shows the new weight matrix. Table 5 . Changed parameters in controllers.
The results of this set of the simulation are shown in Figures 21-26 . Table 6 shows the maximum absolute values. All of the controllers can control the mobile robot tracking reference path. As can be seen from Figure 24 , increasing the weight of the heading error does improve the stability of the LMPC and LEMPC, but the maximum absolute error is still large. However, if the weight of the heading error is further increased, it is possible to cause a larger residual displacement error. Increasing the weight of the displacement error can improve the ability of NEMPC to reduce the residual error, but its maximum absolute error also is large. Adjusting the weight factor has little effect on the maximum error of NEMPC. Therefore, in this set of simulations, the maximum error of LMPC, LEMPC, and NEMPC is close to its minimum. Based on these results, we can see that adjusting the weighting factor does not reduce the errors that are produced by LMPC, LEMPC, and NEMPC during sharp turns. We discussed the trigger for this phenomenon in [59] . LMPC, LEMPC, and NEMPC predict future errors based on current errors, resulting in the inability to take the changing of the reference path into account. This is an important reason for the poor performance of these controllers.
Therefore, we can draw conclusions on the accuracy of path tracking. When the reference velocity is low and the minimum radius of the reference path is large, the errors of LMPC, LEMPC, NMPC, and NEMPC are small. However, when the reference velocity is high or the minimum radius of the reference path is small, the performance of NMPC is better than that of other MPC methods. the residual error, but its maximum absolute error also is large. Adjusting the weight factor has little effect on the maximum error of NEMPC. Therefore, in this set of simulations, the maximum error of LMPC, LEMPC, and NEMPC is close to its minimum. Based on these results, we can see that adjusting the weighting factor does not reduce the errors that are produced by LMPC, LEMPC, and NEMPC during sharp turns. We discussed the trigger for this phenomenon in [59] . LMPC, LEMPC, and NEMPC predict future errors based on current errors, resulting in the inability to take the changing of the reference path into account. This is an important reason for the poor performance of these controllers. Therefore, we can draw conclusions on the accuracy of path tracking. When the reference velocity is low and the minimum radius of the reference path is large, the errors of LMPC, LEMPC, NMPC, and NEMPC are small. However, when the reference velocity is high or the minimum radius of the reference path is small, the performance of NMPC is better than that of other MPC methods. Therefore, we can draw conclusions on the accuracy of path tracking. When the reference velocity is low and the minimum radius of the reference path is large, the errors of LMPC, LEMPC, NMPC, and NEMPC are small. However, when the reference velocity is high or the minimum radius of the reference path is small, the performance of NMPC is better than that of other MPC methods. 
Comparison with Different Positioning Errors
In the comparison of Section 3, errors of the positioning system are ignored. Therefore, we intend to compare the performance of these control methods with the impact of positioning error in this part. In the following two sets of simulations, we still use the parameters in Table 1 . The reference velocity is 2 m/s.
Positioning Error in ± 0.1 m
In the first set of simulations, we added white noise in the range of (−0.1 m, 0.1 m) in the X and Y directions as the positioning errors. The simulation results with the positioning error in the range of (−0.1 m, 0.1 m) are shown in Figures 27-32 . In this case, all of the MPC-based controllers can control the mobile robot tracking reference path. From Figure 28 and Figure 29 , we can see that control inputs of NMPC are smoother than those of other MPC-based methods. Table 7 shows the maximum absolute values of errors. The real-time performance of LMPC and LEMPC is still very good. The maximum calculation time of NMPC and NEMPC is also less than the control period. 
Comparison with Different Positioning Errors
Positioning Error in ±0.1 m
In the first set of simulations, we added white noise in the range of (−0.1 m, 0.1 m) in the X and Y directions as the positioning errors. The simulation results with the positioning error in the range of (−0.1 m, 0.1 m) are shown in In this case, all of the MPC-based controllers can control the mobile robot tracking reference path. From Figures 28 and 29 , we can see that control inputs of NMPC are smoother than those of other MPC-based methods. Table 7 shows the maximum absolute values of errors. The real-time performance of LMPC and LEMPC is still very good. The maximum calculation time of NMPC and NEMPC is also less than the control period. Table 8 . Real-time performance is still the same as the previous groups. The maximum calculation time of controllers is also less than the control period. In the second set of simulations, we increased the positioning error to (−0.2m, 0.2m). Figures  33-38 shows the simulation results. Control inputs of the NMPC are still the smoothest. The errors of LMPC and LEMPC are divergent. The maximum absolute values of errors are shown in Table 8 . Real-time performance is still the same as the previous groups. The maximum calculation time of controllers is also less than the control period. In the second set of simulations, we increased the positioning error to (−0.2m, 0.2m). Figures  33-38 shows the simulation results. Control inputs of the NMPC are still the smoothest. The errors of LMPC and LEMPC are divergent. The maximum absolute values of errors are shown in Table 8 . Real-time performance is still the same as the previous groups. The maximum calculation time of controllers is also less than the control period. 
Parameters Changed
To avoid instability, we adjusted the weighting factor again and gave the final set of comparisons. Table 9 shows the new weight coefficients. The positioning error is set in (−0.2 m, 0.2 m). Figures 39-44 show the simulation results. The maximum absolute values of errors are shown in Table 10 . After adjusting the weights, all of the controllers can control the mobile robot to complete the path tracking. However, the ability of LMPC and LEMPC to reduce residual errors is greatly diminished. The maximum absolute error of these two controllers is large. The maximum absolute values of errors are shown in Table 9 . From these data, LMPC and LEMPC are less robust to positioning errors, but NMPC and NEMPC are robust to positioning errors. Table 9 . Changed parameters in controllers. 
Symbol
Parameters Changed
Conclusion
In this paper, we reviewed the path tracking control method that is based on MPC. We found that the existing MPC-based path tracking control methods can be divided into four types according to the mathematical logic of the prediction model. Afterwards, we compared LMPC, LEMPC, NMPC, and NEMPC. Based on these comparison results and the results in papers, such as [42, 54, 58, 59] , we believe that the following conclusions and outlooks can be drawn.
First, the performance of LMPC and LEMPC is similar. The most significant advantage of these two control methods is good real-time performance. Their biggest drawback is that the error is large 
Conclusions
First, the performance of LMPC and LEMPC is similar. The most significant advantage of these two control methods is good real-time performance. Their biggest drawback is that the error is large when the reference velocity is high and the radius of the reference path is small. Moreover, they are less robust to positioning errors. Thus, LMPC and LEMPC are suitable for low-cost scenarios where real-time requirements are high, but the operation velocity is slow and accuracy requirements are low. Advanced path planning and velocity planning can make the path tracking control system avoid the case that the reference speed is high and the radius of the reference path is small, which will help to improve the performance of the two control methods. Therefore, combining path planning, speed planning, and these two MPC control methods is a feasible way to improve the performance of path tracking, such as our work [77] .
Second, NMPC performs well when the reference velocity is high and the radius of the reference path is small. NMPC is robust to positioning errors. Moreover, the control input of the NMPC is the smoothest with or without positioning error. The most significant drawback of NMPC is its poor real-time performance. In this paper, the maximum calculation time of NMPC is less than the control period. However, when the model is more complicated, the real-time performance of NMPC may not be guaranteed. Thus, NMPC can be used in high-cost scenarios where the accuracy requirements are high and the computer hardware is advanced. Improving real-time performance is the most important issue in NMPC-based path tracking research.
Third, we found that NEMPC has no great advantages over other MPC methods. Its real-time performance is poor than that of LMPC and LEMPC. NEMPC also performs poorly when the reference velocity is high and the radius of the reference path is small. For robustness, it also has not greatly outperformed NMPC.
For MPC-based path tracking, there are still some issues that are not addressed in this paper. We will continue to study in the future, and we hope that more experts will work to solve these problems. Two notable problems are listed below. The similarities and differences of the proof of the stability of path tracking that is based on different MPC methods. Comparison of path tracking based on different MPC methods when the dynamic model of mobile devices is more complex. 
