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We investigated the kinetics of thermal formation of anion vacancies and the subsequent
stoichiometry changes on ~110! cleavage surfaces of III–V semiconductors by scanning tunneling
microscopy. We found that the rate of spontaneous formation of monovacancies depends very
sensitively on the doping of the underlying semiconductor and the concentration of surface
vacancies. It is shown that the position of the Fermi energy at the surface is the major electronic
influence on the energy barrier height for the vacancy formation. We found barrier heights in the
range of 1.1–1.3 eV for GaAs and InP. The physical factors affecting the vacancy formation and the
surface stoichiometry are discussed in detail. © 2001 American Institute of Physics.
@DOI: 10.1063/1.1328412#I. INTRODUCTION
It is well known that point defects not only affect the
electronic properties of compound semiconductors if they
occur in sufficient concentrations but, in addition, a selective
vacancy formation can modify the semiconductors’ stoichi-
ometry. It is, however, rather difficult to know or predict
under which condition~s! a particular type of defect occurs in
concentrations relevant for the macroscopic properties of the
compound semiconductor material. In order to be able to
predict defect concentrations one has to determine all physi-
cal and chemical factors influencing the formation of these
defects. So far, however, most works addressed only the case
of thermal equilibrium, where the concentrations of defects
are controlled by their formation energies. Real equilibrium
conditions exist, however, only in few exceptional cases.
Most semiconductor devices are rather grown under non-
equilibrium conditions to obtain optimal properties. Thus for
most technological interesting systems it is crucial to under-
stand the kinetics of defect formation and in particular the
physical and chemical effects influencing the key parameters
of defect formation, such as the energy barrier. Such knowl-
edge may lead to a detailed understanding of the defect for-
mation processes in semiconductors and the possibility to
predict theoretically the macroscopic properties of semicon-
ductors on the basis of defect concentrations.
The investigation of the formation kinetics of point de-
fects in the bulk is, however, rather difficult, because it is
necessary to identify the types and concentrations of defects
present, something which is rarely achieved for bulk point
defects.1,2 Therefore, we turn to surface defects on III–V
semiconductor surfaces as model system. In contrast to bulk
defects, surface defects can be directly imaged by scanning
tunneling microscopy3 and thus their kinetics of formation
are easily accessible.4
In this paper we investigate the factors influencing the
kinetics of thermal formation of anion vacancies on ~110!
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ning tunneling microscopy. We demonstrate that rate of
spontaneous formation of monovacancies depends very sen-
sitively on the doping of the underlying semiconductor and
on the concentration of surface vacancies. It is shown that
the position of the Fermi energy at the surface is the major
electronic influence on the energy barrier height for the va-
cancy formation. We also discuss the reciprocal influence of
vacancies and the Fermi energy at the surface.
II. EXPERIMENT
We investigated the vacancy formation for a large set of
differently p-doped GaAs and InP single crystals. All GaAs
crystals were doped with Zn, whereas most InP crystals were
doped with Cd. Only the highest doped InP crystal had Zn
dopants. The carrier concentration of the GaAs crystals were
1.831017, 2.531018, and 1.131019 cm23. The different InP
crystals had carrier concentrations of 531017, 1.131018,
and 831018 cm23. In order to produce clean and defect free
surfaces we cleaved the crystals in ultrahigh vacuum along
one of their ~110! planes. The investigations of the cleavage
surface by scanning tunneling microscopy ~STM! started im-
mediately after cleavage. All measurements were made at
room temperature to ensure a high stability and an exact
measurement of the temperature. Furthermore at higher tem-
peratures additional effects, such as vacancy diffusion into
the bulk may affect the measured surface vacancy formation
rates too much. From the STM images we deduced directly
the rate of formation of vacancies on the surface and the
rate of composition changes as a function of the carrier con-
centration, material, vacancy concentration, and time after
cleavage.
III. RESULTS
Directly after cleavage the ~110! surfaces of all III–V
semiconductors are essentially free of defects with the excep-
tion of a few cleavage induced defects. Thus the surfaces© 2001 American Institute of Physics
 AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
446 J. Chem. Phys., Vol. 114, No. 1, 1 January 2001 Semmler et al.consist directly after cleavage of an equal number of anions
~group V atoms! and cations ~group III atoms!. All other
features on the surfaces are bright contrasts, whose concen-
trations scale with the dopant concentration. From this we
conclude that the bright contrasts are individual electrically
active dopant atoms in agreement with previous works.5–9
With increasing time after cleavage we found in addition to
the bright contrast dark contrast features as shown in Figs.
1~a!–1~c! for GaAs. These dark contrast features indicate the
presence of a localized positive charge at the defects.10–12
Figure 1~d! shows a high resolution image of the occupied
density of states of the defect. The defects consist of one
missing occupied dangling bond in the occupied state images
and no missing empty dangling bond. This structure has been
previously identified to be that of anion vacancies on ~110!
surfaces of III–V semiconductors.3,13–19 The vacancies were
also shown to have a 11e charge on p-doped surfaces.9,20,21
With increasing time after cleavage we observed that the
concentration of the As vacancies increased strongly @com-
pare Figs. 1~a!–1~c!# on each of the GaAs samples investi-
gated in agreement with previous reports.4,22,23 We also ob-
served that the vacancy concentration at a particular time
after cleavage increases for samples with higher carrier con-
centrations ~Fig. 2!. Note that we found the same behavior
for GaAs as for InP~110! ~Ref. 4! cleavage surfaces. On
p-doped GaP~110! surfaces we also observed P vacancies on
the surface after some time, but their concentration was
rather low, presumably due to a low carrier concentration of
the GaP sample @Zn: (1.7– 5.8)31017 cm23], as discussed
below.
Figure 3~a! shows the quantitative concentration values
FIG. 1. Constant-current STM images of the occupied states of the cleaved
GaAs~110! surface ~a! 2.6, ~b! 93.5, and ~c! 381.5 h after cleavage. The dark
contrast features are positively charged As monovacancies, whose concen-
tration increases with time. Frame ~d! shows a high resolution STM image
of the occupied density of states acquired at 22.6 V. Clearly one occupied
dangling bond in the surface is missing. This is due to the missing As atom
at the As vacancy site. The carrier concentration of the sample has been
2.531018 cm23.Downloaded 21 Dec 2006 to 134.94.122.39. Redistribution subject toof As vacancies on the differently doped GaAs~110! surfaces
as deduced from the STM images. We avoided observing
tip-induced vacancies by never scanning a surface area twice
and by acquiring the STM images with tunneling conditions
FIG. 2. Constant-current STM images of the occupied states of ~110! cleav-
age surfaces of Zn-doped GaAs with carrier concentrations of ~a! 1.8
31017 cm23 and ~b! 1.131019 cm23. The images were obtained ~a! 105 and
~b! 99 h after cleavage. The STM images demonstrate that the vacancy
concentration increases with increasing carrier concentration of the samples.
FIG. 3. Concentrations of anion vacancies in fraction of anion surface lattice
sites as a function of time after cleavage at room temperature. ~a! Shows the
data sets for three GaAs~110! surfaces with different carrier concentrations.
The solid lines should guide the eye. For comparison, ~b! shows the similar
data sets for InP~110! surfaces ~Ref. 4!. AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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were found to be negligible.3 Thus the observed increase of
the vacancy concentration can only be due to a thermal for-
mation of vacancies. Note that the scattering of the concen-
tration values is due to local inhomogeneities of the dopant
concentration24 and not due to insufficient statistics. The
quantitative data shows more clearly three trends. First, the
vacancy concentration increases for each sample with time.
Second, on each sample the vacancy formation rate is de-
creasing with time, such that a saturation is suggested. Third,
the vacancy concentration at constant time increases with
increasing carrier concentration. The vacancy formation is
thus particularly strong for highly doped samples. This effect
is even more pronounced in Zn-diffused GaAs, where As
vacancy concentrations of 1% or more of the As surface sites
can be observed even at room temperature. Such a concen-
tration can only be reached for lower doping concentrations
after heat treatments of the surfaces.22 Note that the data in
Fig. 3~a! is scaled such that it directly gives the stoichiom-
etry changes toward the Ga-rich side. Thus the surface be-
comes spontaneously slightly Ga enriched or As denuded.
Figure 3~b! shows for comparison the quantitative P va-
cancy concentrations observed at room temperature on three
differently doped InP~110! surfaces.4 The data exhibits the
same three trends, i.e., the increase of the vacancy concen-
tration for each sample with time, the decrease of the forma-
tion rate with time, and the increase of the concentration at
constant time with increasing carrier concentration of the
samples. In fact rather little differences can be observed for
GaAs and InP except that the vacancy concentration is al-
ways somewhat larger for InP~110! surfaces. Again the sur-
face is becoming In rich and P poor.
IV. DATA ANALYSIS AND DISCUSSION
In order to analyze the data, we have to address what
physical quantities govern the initial formation of the de-
fects. In case of thermal equilibrium or in case of indefinite
time after cleavage the vacancies observed on the surface can
reach their equilibrium concentration. The equilibrium con-
centrations are controlled by the vacancy formation energy,
which is the difference in energy between the initial state
with no vacancy in the surface and final state with a vacancy
in the surface ~see Fig. 4!. These quantities can be calculated
theoretically, however, only very few absolute values were
reported so far.25 The kinetic increase of the vacancy con-
centration is, however, governed by the energy barrier for the
formation of the vacancy. Figure 4 shows schematically the
energy along the reaction path. The maximum energy rela-
tive to the initial state ~on the left! is the energy barrier,
which has to be overcome for the formation of the vacancy.
At present nothing is known about the details of the reaction
path during which the bonds to the neighboring atoms have
to be broken. However, this is also not necessary for the
present data analysis. We rather provide data, which may
help to clarify the unknown details.
At this stage we consider the different thermal processes,
which can affect the concentration of surface vacancies.
Three processes can occur. These are first, the thermal for-
mation of vacancies increasing the vacancy concentration,Downloaded 21 Dec 2006 to 134.94.122.39. Redistribution subject tosecond, a possible diffusion of surface vacancies into the
bulk crystal, and third, adatoms annihilating surface vacan-
cies. The latter two processes reduce both the surface va-
cancy concentration. In the following we have to assess,
which of the processes are relevant for the current experi-
mental conditions.
A thermal diffusion of the surface vacancies into the
bulk has been shown to occur above 140 °C.9 With increas-
ing temperature the in-diffusion plays an increasing role,
however, at room temperature this effect is negligible, be-
cause on the one hand the low activation temperature and on
the other hand the rather small vacancy concentrations at the
surface. Furthermore the low vacancy concentration reduces
the repulsive interactions between the positively charged va-
cancies and thus one of the key driving forces for in-
diffusion disappears. Below we will address the effect of
Coulomb interactions in more detail.
Thus the increase of the concentration of vacancies per
time interval dnV /dt is26
dnV
dt 5vn0~12anV!e2~B/kT !2KnVnA ~1!
if we take the two remaining mechanisms into account. In
the formula v is the attempt frequency with which an atom
attempts to leave its lattice site to form a vacancy, B is the
height of the energy barrier for the formation of the vacancy
~see Fig. 4!, k is Boltzmann’s constant, n0 is the number of
anion lattice sites per area in the surface layer, K is the rate
coefficient for the adatom-vacancy recombination process,
and nA is the concentration of adatoms. The factor (1
2anV) takes into account that the presence of a charged
vacancy reduces effectively the concentration of lattice sites
available for vacancy formation by anV due to a screened
Coulomb repulsion between the vacancies21 ~a is the average
surface area around each vacancy where no further vacancy
can be formed!. For an exact determination of the area a it
would be necessary to know the details of the carrier con-
centration dependence of the screening and interaction po-
tentials around a charged vacancy. Unfortunately, the inter-
action potential is only known so far for a single dopant
concentration21 and nothing is known about the carrier con-
centration dependence for surface screening ~unlike bulk
FIG. 4. Schematic drawing of the energy along the reaction path during the
formation of a vacancy. On the left is the energy level of the defect-free
surface ~initial state!, whereas the right-hand side is the energy of the sur-
face after the formation of a vacancy ~final state!. AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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vacancy concentrations where vacancy–vacancy interactions
are negligible and a can be approximated by 1 unit cell size
~because no second vacancy can be formed where a vacancy
is present already!. However, for low vacancy concentration
as investigated here even this effect is negligible and the
factor (12anV) can indeed be approximated well enough by
1. We performed self-consistency tests showing that our data
are well within this approximation for the vacancy concen-
trations investigated. Note that the screened Coulomb inter-
action between the vacancies limits the maximum reachable
vacancy-induced nonstoichiometry of the surface.
The low concentration limit of the data analysis has also
another advantage. It reduces the number of adatoms to such
a degree that the adatom-vacancy recombination part can be
neglected, too. Furthermore the adatoms were shown to be
able to desorb thus reducing the probability of adatom-
vacancy recombination events even more.22 Thus within
these limits the vacancy concentration is essentially repre-
senting the deviation of the surface stoichiometry.
With these low-vacancy concentration approximations,
Eq. ~1! can be simplified to
dnV
dt 5vn0e2~B/kT !. ~2!
On the basis of this equation, it is possible to determine from
the rate of vacancy formation dnV /dt the energy barrier B for
the vacancy formation if we know the attempt frequency v .
The attempt frequency can be approximated by either the
Debye frequency @GaAs: 7.631012 Hz ~Ref. 28!; InP: 8.8
31012 Hz ~Ref. 29!# or the phonon frequency. All typical
phonon frequencies for GaAs and InP~110! surfaces are be-
tween 231012 and 1031012 Hz.30–37 For the current purpose
we thus took a range of 131012– 131013 Hz for the attempt
frequency for GaAs and InP. In the next step we extracted
the rate of vacancy formation dnV /dt from the slope of the
concentration data in Figs. 3~a! and 3~b! by fitting an expo-
nential function to the measured data. Using the slope at
infinitely small vacancy concentration (t→0) we obtain for
GaAs and InP surfaces a range for the value of the barrier
height B of 1.14–1.28 eV and 1.14–1.23 eV, respectively.
The width of the range of the values arises mostly from the
uncertainty of the attempt frequency. We also included other
effects, such as temperature, time, and statistical errors, but
they do not affect the value for the barrier height that much.
At this stage we address first the absolute values of the
barrier height. To our knowledge no values for the energy
barrier height for the formation of a vacancy on a ~110!
surface of a compound semiconductor has been calculated so
far. We thus can only check the consistency of our results
with the theoretical calculations by comparing our barrier
with the calculated formation energy. For this we have to
recall that the barrier height is always larger than or equal to
the formation energy. Calculations yielded formation ener-
gies of 1–1.8 eV for positively charged As vacancies on
p-doped GaAs~110! and 0.4–1 eV for the positively charged
P vacancy on p-doped InP~110!.25 The variations of the for-
mation energies are due to the variation of the composition
from anion to cation-rich materials. Most III–V semiconduc-Downloaded 21 Dec 2006 to 134.94.122.39. Redistribution subject totors are typically anion-rich in the bulk, however, we cannot
determine to what degree. In addition, it is unclear how to
define the chemical potential at the surface on which the
vacancies are formed, since the surface is under Langmuir
conditions and not in equilibrium Knudsen conditions.
Within these limitations the calculated values can thus be
considered to be consistent with our barrier heights. Diffu-
sion barriers of vacancies on the GaAs~110! surface of 1.3
and 1.5 eV also support the size of our barrier heights.38,39
A closer look at the values of the barrier height shows
that the barrier height increases with increasing carrier con-
centration of the samples for GaAs as well as for InP~110!
surfaces.
In order to extract only the carrier concentration depen-
dence of the barrier height, we concentrated on the relative
changes of the barrier as a function of the position of the
Fermi energy. The discussion in terms of relative changes in
barrier height has the advantage that the relative values are
not affected by the attempt frequency and thus the largest
source of uncertainty is removed. Furthermore the tempera-
ture measurement error is also reduced to the relative error.
The restriction to relative changes allows us to probe signifi-
cantly smaller changes of the barrier height.
The relative variations of the barrier height as a function
of the position of the Fermi energy in the crystals are shown
in Fig. 5 for GaAs ~filled circles! and InP ~filled triangles!.
The data points were extracted from the vacancy concentra-
tion values extrapolated to the cleavage time. Thus the Fermi
level at the surface is given by that of the bulk crystal.3 For
the calculation of the Fermi level position from the carrier
concentrations we took the presence of degenerate carrier
systems into account. It can be clearly seen that the barrier
height increases with the Fermi energy shifting toward the
center of the band gap. Thus for samples with a Fermi en-
ergy far above the valence band maximum it will be increas-
ingly difficult to form vacancies. This is in agreement with
the observation that on n-doped GaAs no As vacancies are
formed.13
For negatively charged Ga vacancies on GaAs~110! sur-
faces the situation is reversed. On n-doped surfaces they are
formed in rather high concentrations,2,13 while on p-doped
surfaces Ga vacancies were not observed yet.13 Thus, the
interpretation in terms of formation barrier heights yields
that the energy barrier for the formation of negatively
charged Ga vacancies will decrease from p- to n-doped GaAs
samples, which is the reversed trend compared to positively
charged anion vacancies. This suggests that positively and
negatively charged defects are formed spontaneously on p-
and n-doped surfaces, respectively.
For a deeper understanding of the physical origins of the
carrier concentration dependent barrier height, we turn again
to Eq. ~2!. Equation ~2! describes an apparently linear depen-
dence of the vacancy concentration as a function of time, if
the energy barrier B is constant. A close look at the data in
Fig. 3 shows, however, that this is indeed not the case. The
curvature suggests that the barrier height increases appar-
ently with time for each of the samples investigated. There
may be several origins of this effect: ~i! The curvature could
be due to the approximation of no vacancy–vacancy interac- AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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duces an increasing concentration of positive charges at the
surfaces, which in turn induce a band bending at the surface,
which shifts the Fermi level toward midgap at the surface.
~iii! Due to the increased vacancy concentration the adatom
concentration increased, too, and subsequently the adatom-
vacancy recombination probability is higher. ~iv! The stoi-
chiometry changes increase the effective formation barrier.
In order to discriminate between these different possi-
bilities, we first focus on the surface band bending, because
it is well known that under the higher charged vacancy con-
centrations a band bending develops.19 The magnitude of
band bending can be calculated by taking into account that
the charge per surface area in the surface layer Qss intro-
duced by the charged anion vacancies is compensated by a
charge density per surface area in a depletion layer Qsc be-
low the surface due to a redistribution of the free carriers.40
The charge per surface area for a concentration nV of 11e





where EF is the Fermi energy. The difference in energy of
the charge-transition level Esd of the vacancy and the Fermi
level Esd2EF is given by (Esd2Esv)2(Ev2Esv)2(EF
FIG. 5. Relative changes of the barrier height B for the formation of posi-
tively charged anion vacancies on p-doped ~110! surfaces of GaAs ~a! and
InP ~b! as a function of the position of the Fermi energy on the surface.
Filled symbols show the data for surface Fermi level positions equal to those
in the bulk GaAs and InP ~limit of zero vacancy concentration! and open
triangles show data for Fermi level positions determined by the bulk and by
the surface band bending induced by the presence of positively charged
surface vacancies.Downloaded 21 Dec 2006 to 134.94.122.39. Redistribution subject to2Ev) @for the definition, see Fig. 6~a!#, where Ev2Esv is the
band bending eVs measured by photoelectron spectroscopy
at the surface (Ev and Esv are the position of the valence
band in the bulk and at the surface, respectively!. The change
density per surface area in the depletion layer Qsc compen-
sating Qss is
Qsc5A2«r«0nkT~exp~2eVs /kT !1~eVs /kT !21 !
~4!
with n being the concentration of charge carriers introduced
by the dopant atoms. The energy difference between the
Fermi energy and the valence band maximum in the bulk has
been determined from the carrier concentration for each
sample using the proper Fermi–Dirac integrals.
On this basis it is possible to calculate using Eqs. ~3! and
~4! the band bending as a function of the vacancy concentra-
tion @Fig. 6~b!#. For that it is necessary to use the energy of
the ~1/0! charge-transition level of the vacancy relative to
the valence band maximum (Esd2Esv), which was found to
be (0.7560.1) eV at room temperature for the P vacancy on
InP~110! surfaces.19 So far no values were experimentally
measured for other vacancies. Thus we perform the analysis
only for InP. Note that theoretical values for other
FIG. 6. ~a! Schematic drawing of the band bending region at the surface
induced by the presence of positive surface charges. ~b! Calculated surface
band bending as a function of the concentration of positively charged P
vacancies on p-doped InP~110! surfaces for the carrier concentrations of the
three investigated samples. AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
450 J. Chem. Phys., Vol. 114, No. 1, 1 January 2001 Semmler et al.material17,18 deviate too much, mostly due to insufficiencies
inherent in the calculational methods used, such that the cal-
culated charge transition levels cannot be used for a reliable
analysis of our data. Figure 6~b! shows the band bending
calculated for the three InP samples for lower vacancy con-
centrations. This band bending has to be taken into account
for the determination of the Fermi level for nonzero vacancy
concentrations.
The open triangles in Fig. 5 show the barrier height for
the P vacancy formation on InP~110! surfaces for each of the
three InP samples at one specifically chosen nonzero vacancy
concentration. We chose for the three data points ~open tri-
angles in Fig. 5! vacancy concentrations of about 0.1%–
0.15%, because for these rather low vacancy concentrations
the assumption of no vacancy–vacancy-interactions is still
sufficiently fulfilled. In addition, although the vacancy con-
centrations are still rather low, they already induce a suffi-
ciently large band bending at the surface shifting the band
edges relative to the Fermi energy ~this results in the shifted
Fermi level for each of the three samples!. The three data
points which include a surface band bending agree very well
with the data for infinitely small vacancy concentration
where the Fermi level at the surface is governed by the Fermi
level of the bulk semiconductors. All data points suggest a
linear dependence of the barrier height for vacancy formation
on the position of the Fermi energy on the surface. The ex-
cellent agreement of the two sets of data points with surface
band bending and with no band bending at the surface shows
that the barrier is only affected by the position of the Fermi
energy at the surface and not by that in the bulk crystal.
Furthermore, the agreement also shows that at the va-
cancy concentrations studied here the approximation of no
vacancy–vacancy interactions is sufficient. Only at higher
vacancy concentrations we indeed found an increasingly sig-
nificant modification of the effective barrier by vacancy–
vacancy interactions. In fact vacancy–vacancy interactions
increase the apparent barrier considerably. It is also conceiv-
able that at very high vacancy concentrations the stoichiom-
etry changes will affect the vacancy formation via some
mechanism not detectable at our low vacancy concentrations.
The possibility of an increased adatom concentration can
also be ruled out, because with increasing adatom concentra-
tion the probability of adatom–adatom binding and subse-
quent desorption increases, too. This effect reduces the ada-
tom concentration rather effectively, because we found rarely
adatoms and in a previous high-temperature study neither
adatoms were found in high concentrations.22 Thus at low
vacancy concentrations the vacancy formation is governed
by the position of the Fermi energy at the surface. This con-
clusion is further supported that the same data is obtained for
Cd and Zn doped material.
At this stage we discuss possible origins of the depen-
dence of the barrier height on the Fermi energy. First, one
has to recall that in order to form a positively charged va-
cancy it is necessary to separate electrical charges. This
charge separation has been suggested4 to occur simulta-
neously or shortly after the formation and relaxation of the
vacancy. In such a case the charge separation may affect the
barrier height. This influence on the barrier could arise fromDownloaded 21 Dec 2006 to 134.94.122.39. Redistribution subject tothe fact that the formation energy of a positively charged
defect increases linearly with the Fermi energy moving to-
ward midgap, because the electron freed by the vacancy for-
mation has to be moved above the Fermi energy. It is now
conceivable that the final state can also affect to some degree
the barrier height. In fact the observed increase of the barrier
height with the Fermi energy moving toward midgap is con-
sistent with the direction of change excepted for a positively
charged defect.
Another possibility would be that the charge separation
occurs at the time the vacancy formation process reaches the
maximum barrier height along its reaction path. In such a
case it is natural to assume that the barrier height will be
directly influenced by the position of the Fermi energy. This
possibility suggests that the observed dependence of the bar-
rier height would be a signature of a charge separation taking
place at the time when the intermediate defect configuration
reaches the maximum barrier height along the reaction path.
It is, however, very difficult to pin down the exact atomistic
origin of the Fermi level influence on the barrier heights of
the formation of charged vacancies, due to the lack of any
theoretical support and the limitations of scanning tunneling
microscopy, which does not allow to image directly the in-
termediate vacancy configurations during the vacancy forma-
tion process. The time resolution of the STM is in the order
of 0.01 s or several orders of magnitude slower than
required.
V. CONCLUSIONS
In conclusion, we investigated the kinetics of spontane-
ous thermal stoichiometry changes in ~110! surfaces of III–V
semiconductors arising from a selective vacancy formation.
From the kinetic increase of the vacancy concentrations mea-
sured directly in scanning tunneling microscopy images we
determined the barrier height for the formation of the posi-
tively charged As and P vacancies on GaAs and InP~110!
surfaces. We found barrier heights in the range of 1.1–1.3
eV. Furthermore, a quantitative analysis showed that the bar-
rier height increases when the Fermi level at the surface
moves toward midgap. This effect results in the observation
of positively charged anion vacancies only on p-doped sur-
faces, but not on n-doped surfaces. An opposite direction of
barrier height change is found for negatively charged Ga
vacancies on GaAs~110!, suggesting that only positively and
negatively charged defects can be formed spontaneously on
p- and n-doped surfaces, respectively. Thus, the stoichiom-
etry changes of p- and n-doped GaAs~110! surfaces are in
opposite direction, i.e., toward Ga-rich and As-rich surfaces,
respectively. All presently available experiments therefore
show that ~110! surfaces of III–V semiconductors undergo
spontaneous stoichiometry changes due to a selective va-
cancy formation, which is governed by the Fermi energy,
which in turn is controlled by the vacancy concentration.
Therefore we conclude that the surface Fermi-level controls
the surface composition of ~110! cleavage surfaces of III–V
semiconductors. AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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