Summary. We consider the discrete p-Schrödinger (DpS) equation, which approximates small amplitude oscillations in chains of oscillators with fully-nonlinear nearest-neighbors interactions of order α = p − 1 > 1. Using a mapping approach, we prove the existence of breather solutions of the DpS equation with even-or oddparity reflectional symmetries. We derive in addition analytical approximations for the breather profiles and the corresponding intersecting stable and unstable manifolds, valid on a whole range of nonlinearity orders α. In the limit of weak nonlinearity (α → 1 + ), we introduce a continuum limit connecting the stationary DpS and logarithmic nonlinear Schrödinger equations. In this limit, breathers correspond asymptotically to Gaussian homoclinic solutions. We numerically analyze the stability properties of breather solutions depending on their even-or odd-parity symmetry. A perturbation of an unstable breather generally results in a translational motion (traveling breather) when α is close to unity, whereas pinning becomes predominant for larger values of α.
Introduction and main results
In this paper we consider the discrete p-Schrödinger (DpS) equation defined by
where φ(t) = (φn(t)) n∈Z denotes a time-dependent complex sequence and (∆pφ)n = (φn+1 − φn) |φn+1 − φn| p−2 − (φn − φn−1) |φn − φn−1| p−2 the discrete p-Laplacian with p > 2. This model has a Hamiltonian structure associated with the energy
It is reminiscent of the so-called discrete nonlinear Schrödinger (DNLS) equation [15, 6] , with the difference that it contains a fully nonlinear inter-site coupling term. The DpS equation was recently introduced to describe small amplitude oscillations in a class of mechanical systems consisting of a chain of touching beads confined in smooth local potentials [12, 13, 26] , the most well known example of such systems being Newton's cradle [10] . In this context, the p-Laplacian involved in (1) accounts for the fully-nonlinear character of Hertzian interactions between beads (with p = 5/2 in the case of contacting spheres). More generally, the DpS equation arises in the study of chains of oscillators involving fully nonlinear nearest-neighbors interactions. It can be derived as a modulation equation when nonlinear interactions dominate on-site anharmonicity, and allows to describe the slow evolution of the envelope of small amplitude oscillations over long (but finite) times [3] . A variant of the DpS equation combining an on-site cubic nonlinearity and a cubic intersite nonlinearity (case p = 4) was also introduced in [23] in a case when nonlinear interactions and on-site anharmonicity have equal orders. Numerical simulations of the DpS equation with p = 5/2 have revealed the existence of breather solutions (i.e. spatially localized oscillations) of different types, either static (i.e. pinned to some lattice sites and time-periodic) or traveling along the lattice. Such solutions can be generated from localized initial conditions or may arise from modulational instabilities of periodic waves [12, 13, 26] . Although such properties are classical in the context of anharmonic Hamiltonian lattices [9] , energy localization is particularly strong in the DpS equation. Indeed, it is proved in [3] that the solution of (1) does not disperse for any nonzero initial condition in ℓ2(Z) (i.e. with finite power). Moreover, static breather solutions decay doubly-exponentially in space, as numerically illustrated in [12] (see also [14] for an analytical decay estimate).
In this paper, we prove an existence theorem for static breather solutions of the DpS equation valid for all p > 2 and introduce different methods to approach their profiles. The breather solutions are searched in the form φn(t) = |Ω| 1 p−2 an e i Ω t ,
with a = (an) n∈Z a real sequence and Ω an arbitrary nonvanishing constant. Equation (1) admits time-periodic solutions of the form (3) if and only if a satisfies the stationary DpS equation −s an = (∆pa)n, n ∈ Z,
where s = Sign(Ω) = 1 or −1. We shall prove the following theorem, which ensures the existence of nontrivial solutions of (4) homoclinic to 0 (i.e. satisfying limn→±∞ an = 0) for s = 1, and the nonexistence of (nonzero) bounded solutions for s = −1. Moreover, for s = −1 the only bounded solution of (4) is an = 0.
For s = 1, the solutions a i n (i = 1, 2) of (4) homoclinic to 0 correspond to breathers solutions of (1) taking the form (3) with arbitrary Ω > 0. The case i = 1 yields the so-called even-parity modes (or site-centered solutions), and the case i = 2 corresponds to odd-parity modes (bond-centered solutions). These solutions were numerically computed in [12, 26, 13] for p = 5/2 (see also [9, 23] and references therein in the case p = 4 with an additional on-site cubic nonlinearity).
Theorem 1 is proved using a map approach reminiscent of previous works of Flach [8] and Qin and Xiao [22] (see also [23] ). More precisely, a proof of existence of homoclinic solutions has been proposed in [8] (when p ≥ 4 is an even integer), relying on a reformulation of (4) as a two-dimensional reversible mapping. However, the analysis was not complete because the existence of stable and unstable manifolds of the "hyperbolic" fixed point at the origin was not analytically justified. This point requires a particular attention because the corresponding map is not differentiable at the origin. This problem was addressed in [8] by adding a small linear Laplacian ǫ(∆2a)n in (4), and studying the limit ǫ → 0 numerically. In the same spirit, equation (4) can be recast into the form of a generalized stationary discrete nonlinear Schrödinger (DNLS) equation reminiscent of a model studied in [22] , except the resulting nonlinearity is not differentiable at the origin. The work [22] establishes the existence of homoclinic solutions for this class of models when C 1 stable and unstable manifolds exist, a point requiring special justification in our context. In this paper, we give equivalent reformulations of (4) as two-dimensional mappings (section 2), and prove the existence of smooth stable and unstable manifolds of the origin (section 3). This allows us to show the existence of homoclinic solutions of (4) for s = 1 using Qin and Xiao's result (section 4). The nonexistence of nontrivial bounded solutions for s = −1 follows from elementary arguments (see the appendix).
Apart from existence results, several works have introduced analytical approximations of homoclinic orbits of the stationary DpS equation having compact supports, relying on two different approaches. The first one is reminiscent of the method of successive approximations [20, 25] , but presents some limitations since a convergence analysis is not available. The second one relies on formal continuum approximations which provide quantitatively correct results at least for p = 5/2 and p = 4 [17, 26, 13] . However, in these works the continuum approximation is performed with a finite mesh size, so that the continuum problem is not properly justified.
In this paper, we proceed differently and provide analytical approximations of the stable and unstable manifolds of the origin (section 5). This allow us to approximate the intersections of the invariant manifolds and thus the corresponding homoclinic orbits. A similar approach was previously introduced in [4] to approximate homoclinic solutions of the DNLS equation, but the technique employed to approximate the invariant manifolds was different. In our case, two different methods are used in this context. The first one employs a leading order approximation of the local stable manifold in conjunction with backward iterations, a method especially efficient when p is far from 2. The second method is based on a continuum limit obtained when p is close to 2, where one recovers a logarithmic stationary nonlinear Schrödinger equation with a Gaussian homoclinic solution. This limiting procedure is a first step towards the rigorous justification of previous formal continuum approximations [17, 26, 13] . Moreover, it is interesting to note that the case p ≈ 2 is physically sound in the context of granular chain models [16, 27, 19] .
We complete the above existence and approximation results by a numerical study of the stability of site-and bond-centered breathers (section 6). Similarly to the case p = 5/2 considered in [13] , we find that bond-centered breathers are spectrally stable and site-centered breathers are unstable, at least for all p ∈ [2.2, 4.4]. When p is close enough to 2 (e.g. for p ≤ 5/2), site-centered breather instability is very weak, and perturbations along a marginal mode [1] lead to traveling breathers propagating at an almost constant velocity. When p becomes larger (e.g. for p ≥ 4), suitable perturbations of a site-centered breather can induce a translational motion over a few sites, but trapping of the localized solution occurs subsequently. We relate this pinning effect to a sharp increase of the Peierls-Nabarro energy barrier [18] separating site-and bond-centered breathers.
Another interest of the analytical approximations of stable and unstable manifolds obtained in section 5 concerns the analysis of breather bifurcations induced by a localized defect. Indeed, as shown in [11] (see also [21] ), such bifurcations possess a geometrical interpretation for DNLS-type systems. In the presence of an isolated defect, an homoclinic orbit exists when the image of the unstable manifold by some linear transformation (which depends on the defect strength) intersects the stable manifold. Consequently, homoclinic bifurcations occur when the set of these intersections changes topologically. This typically corresponds to tangent or pitchfork bifurcations of some intersections for critical defect values. Obviously, using this approach to analyze defect-induced homoclinic bifurcations requires a good knowledge of the geometrical structure of the stable and unstable manifolds, whereas their geometry is often hard to establish rigorously. In that case, a good strategy consists in approximating the stable and unstable manifolds and perform the above analysis on the approximate invariant manifolds, which provides approximations of critical defect values [11] . This approach is briefly discussed in section 7, and will be used in a forthcoming paper to analyze defect-induced breather bifurcations in the DpS equation.
2 Two-dimensional mappings equivalent to the stationary DpS equation
In this section, we introduce some reformulations of the stationary DpS equation as two-dimensional reversible mappings. The corresponding variables will be denoted by force variables and mixed (amplitude-force) variables, in analogy with the Newton's cradle system [12] . For spatially homogeneous systems, the force variables described in section 2.1 allow to convert the stationary DpS equation into a generalized DNLS equation with an on-site (fractional power) nonlinearity, which allows to prove the existence of homoclinic orbits by classical arguments (see section 4). However, this formulation would lead to some complications when considering DpS equations with a local inhomogeneity (see section 7). The mixed variables described in section 2.2 will turn out to be more convenient in that case. They will be used in section 5 when approximating the stable and unstable manifolds of the origin.
In this section we restrict to the case s = 1 of (4). The even-and odd-parity localized solutions of (4) described in theorem 1 consist of spatial modulations of binary oscillations, i.e. an and an+1 have opposite signs. This leads us to perform the so-called staggering transformation an = (−1) n un, which yields the equivalent form of (4) given by
where
and α = p − 1 > 1. With this change of variables, the even-and odd-parity localized solutions of (4) correspond to one-sign localized solutions un of (5). The nonlinear system (5) with s = 1 can be rewritten as a two-dimensional mapping in different ways. The most direct one is obtained by introducing wn = un+1 and using the variable (un, wn). Since the map Pα defines an homeomorphism of R and P
where M is the nonlinear map defined by
Notice that P 1/α and M are not differentiable at the origin since α > 1. Because the expression of the map M is quite cumbersome, we shall replace (6) by two different formulations, which involve the force and mixed variables described below.
Force variables
and summing (5) (with s = 1) at ranks n and n + 1 yields the following equivalent problem, (∆x)n = q(xn), x = (xn) n∈Z ,
where ∆ is the usual discrete Laplacian (∆x)n = xn+1 − 2xn + xn−1, x = (xn) n∈Z , and for all x ∈ R q(x) = P 1/α (x) − 4x (10) (we omit the α-dependency of q in notations for simplicity). System (9) falls within the class of generalized stationary DNLS equations studied by Qin and Xiao in [22] , except q is not differentiable at the origin. Introducing zn = xn+1, one can reformulate (9) as a two-dimensional mapping as in [22] 
The map T is an homeomorphism of R 2 with inverse
Moreover, T is reversible with respect to the symmetry R1 = 0 1 1 0 and the nonlinear symmetry R2 = R1 • T , i.e. we have Ri • T = T −1 • Ri for i = 1, 2. In other words, any orbit Xn = (xn, zn)
T of (11) yields by symmetry other orbits X i n (i = 1, 2) taking the formX i n = Ri(X−n). In order to stress the equivalence between formulations (6) and (11), let us consider the homeomorphism of R
whose inverse reads
Note that h defines a diffeomorphism on R 2 \{0}. The following result can be checked by a simple computation.
Lemma 1. The maps T and M are topologically conjugate by h, i.e. they satisfy
Mixed variables
Let us consider vn = un−1 and
Equation (5) reads for s = 1
This yields the mapping
The first component of (17) corresponds to equation (15) and the second to (16) . The maps T and F are topologically conjugate by the linear transformation
It follows in particular that F is reversible with respect to the symmetry
and the nonlinear symmetry R2 = R1 • F taking the form
Stable and unstable manifolds
In this section we construct the stable and unstable manifolds of the origin for the different maps introduced in section 2. These results will be used in section 4 to obtain homoclinic solutions as intersections of these manifolds, and in section 5 to approximate the stable and unstable manifolds and homoclinic orbits.
Heuristics
Let us first consider the generalized DNLS equation (9) in the usual case when
and the corresponding mapping (11) . Condition (20) implies that the origin is a hyperbolic fixed point of T , since the Jacobian matrix DT (0) has a pair of real eigenvalues Λ, Λ −1 given by
This yields the existence of C 1 stable and unstable manifolds of the origin, denoted respectively by W s (0) and W u (0). At the origin, W u (0) is tangent to the unstable subspace corresponding to the line x = Λ −1 z, and W s (0) is tangent to the stable subspace z = Λ −1 x. For system (9)-(10), q is not differentiable at the origin and lim x→0 ± q ′ (x) = +∞. This situation corresponds formally to the existence of an hyperbolic fixed point of T at the origin, the eigenvalues of the singular "Jacobian matrix" being Λ = +∞ and Λ −1 = 0, the unstable subspace corresponding to the axis x = 0 and the stable subspace to the axis z = 0. In what follows, we put these arguments onto a rigorous footing, showing the existence of C 1 stable and unstable manifolds of the origin. As usual, we shall first prove the existence of local stable and unstable manifolds which can be written as graphs near the origin, and then construct the global stable and unstable manifolds.
Stable manifold theorem for system (5)
In order to obtain local stable and unstable manifolds for (11), we first prove a similar result for system (5) , which has the advantage of being C 1 . For completeness we shall treat the two cases s = 1 and s = −1 simultaneously, but the applications considered subsequently will only concern the case s = 1.
Let us consider the usual Banach space ℓ∞(N) consisting of real bounded sequences, equiped with the supremum norm. For all u0 ∈ R and u = (un) n≥1 ∈ ℓ∞(N), we define N (u0, u) ∈ ℓ∞(N) by (N (u0, u))n = Pα(un+1 + un) + Pα(un + un−1), n ≥ 1. System (5) restricted to n ≥ 1 takes the form g(u0, u) = 0 (22) where
The following result is one of the main steps to construct the local stable manifold of the origin. Below, B∞(R) denotes the open ball of radius R > 0 centered at the origin in ℓ∞(N) and we denote B(ε) = (−ε, ε).
Theorem 2.
There exist ε, R > 0 and an odd function ψ ∈ C 1 (B(ε), B∞(R)), such that g(u0, ψ(u0)) = 0 for all u0 ∈ B(ε). Moreover, for all solution of (22) in B(ε) × B∞(R) one has u = ψ(u0). In addition, ψ = (ψ k ) k≥1 possesses the following properties.
i) The function u0 → ψ1(u0) is increasing for s = 1, decreasing for s = −1, and satisfies
ii) The functions u0 → ψ k (u0) (k ≥ 1) satisfy
iii) For all u0 ∈ B(ε) we have lim k→+∞ ψ k (u0) = 0. Moreover, for all C > 1, there exists εC ≤ ε such that for all u0 ∈ B(εC) we have
Proof. By a direct application of the implicit function theorem, the solutions of (22) sufficiently close to 0 in R × ℓ∞(N) have the form u = ψ(u0), where ψ is odd due to the invariance un → −un of (5). Since we have
it follows that
In particular, by choosing ε small enough we have
hence (23) holds true. Moreover, by identifying the first terms of the sequences at both sides of (28), we get
which yields (24) after elementary computations based on estimate (29).
System (22) is invariant by index shift, i.e. if (u0, (un) n≥1 ) is a solution then, for all k ≥ 1, (u k , (u k+n ) n≥1 ) is also a solution. Combining this invariance with the above reduction implies ψ n+k (u0) = ψn(ψ k (u0)) for all k, n ≥ 1. In particular, ψ 1+k (u0) = ψ1(ψ k (u0)) yields (25) , and (26) follows by combining (31) and (25) . In addition, differentiating (26) with respect to u0 yields after lengthy but straightforward computations ψ
hence ψ1 is increasing on B(ε) for s = 1 and decreasing on B(ε) for s = −1 provided ε is chosen small enough. Properties (25) and (23) imply lim k→+∞ ψ k (u0) = 0 for all u0 ∈ B(ε). Moreover, according to (24) , for all C > 1 there exists εC > 0 such that for |u0| < εC we have
which gives in conjunction with (25)
Then using both (32) and (33) yields (27) by induction.
Stable and unstable manifolds for the maps M, T, F
In this section we consider the case s = 1 of (5), and use theorem 2 to construct the stable and unstable manifolds of the origin for the maps M, T, F . Introducing wn = un+1, one can reformulate (5) as a two-dimensional mapping defined by (6) . Let us consider ε, R, ψ1 as in theorem 2. Since the statement of theorem 2 remains true replacing ε by ε ′ < ε, one can assume ε < R without loss of generality. Let us define Ω = (−ε, ε)
2 and consider the
The following result establishes that W iii) All solution of (6) such that (un, wn) ∈ Ω for all n ≥ 0 satisfies (un, wn) ∈ W s loc (0) for all n ≥ 0. Proof. Let (u0, w0) ∈ W s loc (0) and (un, wn) = (un, un+1) the corresponding solution of (6). Since w0 = ψ1(u0), we have (un, wn) = (ψn(u0), ψn+1(u0)) for all n ≥ 1, by uniqueness of the solution of (5) given an initial condition. Then properties i) and ii) follow from properties ii) and iii) of theorem 2.
Let (un, wn) = (un, un+1) denote a solution of (6) staying in Ω for all n ≥ 0. Since |u0| < ε and sup n≥1 |un| ≤ ε < R, theorem 2 ensures that un = ψn(u0) for all n ≥ 1, hence (un, wn) ∈ W s loc (0) for all n ≥ 0. Now, to obtain a local stable manifold of the origin for the map T defined by (12), we use the fact that T and M are topologically conjugate by the homeomorphism h defined in (13) . Let us definẽ
The following result establishes thatW s loc (0) is a C 1 local stable manifold for the fixed point 0 of T . The smoothness of the stable manifold requires a particular treatment, given the fact that T and h −1 are not differentiable at the origin. iii) All solution of (11) 
The function γ is odd, increasing and satisfies
Proof. Properties i), ii), iii) are direct consequences of theorem 3 and lemma 1. Let us prove property iv). Using (35) and (26), one obtains after elementary computationsW
where ϕ = Id + ψ1 is odd and defines a C 1 -diffeomorphism from (−ε, ε) onto its image since ϕ ′ > 0. This yields the parametrization (36), where
The function γ is odd, increasing and belongs to C 1 ((0, ε1), R). Using (24), one obtains
so that the non-differentiability of P 1/α at x = 0 is compensated by ψ1. Consequently, one finds
Due to the reversibility of T under R1, the fixed point of T at the origin also admits an unstable manifold, which is simplỹ
as stated in the following theorem. iii) All solution of (11) 
As a consequence of theorem 4,
defines the (global) stable manifold of the origin, i.e. the set of initial conditions (x0, z0) such that limn→+∞ (xn, zn) = 0. In the same way,
defines the (global) unstable manifold of the origin, i.e. the set of initial conditions (x0, z0) such that limn→−∞ (xn, zn) = 0. In the same way, the stable and unstable manifolds of the origin for the map F are respectively
In addition, we shall later refer to the local stable and unstable manifolds defined by
We have more explicitly
Homoclinic solutions of the stationary DpS equation
This section is devoted to the proof of theorem 1. For this purpose, we use the results of section 3 combined with a reformulation of the results of [22] adapted to our context.
Homoclinic solutions of generalized DNLS equations
We consider system (9) where q : R → R is an odd function. In the sequel we assume q ∈ W 1,1 loc (R), where W 1,1 loc refers to a classical Sobolev space [7] . Introducing zn = xn+1, one can reformulate (9) as a two-dimensional reversible mapping given by (11) . The following existence theorem for homoclinic solutions is essentially proved in [22] , but we shall provide the whole proof for completeness. 
Moreover, assume the existence of a curve Γ u 0 negatively invariant by T and taking the form
Under the above conditions, there exist symmetric homoclinic solutions of (11) taking the form Xn
Remark 1 Under the above assumptions, q has exactly three real zeros, at x = ±x * and x = 0, and T has three fixed points X = ±(x * , x * ) T and X = 0.
Remark 2 Due to the reversibility of (12) , the assumption made on Γ u 0 in theorem 6 is equivalent to the existence of a curve
Remark 3 In the work [22] , the authors have considered the smooth situation when condition (20) is satisfied. In that case, the assumptions made on the curve Γ u 0 are automatically satisfied. Indeed, condition (20) implies that the origin is a hyperbolic fixed point of T , since DT (0) has a pair of real eigenvalues Λ, Λ −1 given by (21) . This yields the existence of a C 1 local unstable manifold of the origin, W Proof. The proof given below can be more easily followed using figure 1. Since
defines an increasing sequence of continuous rectifiable curves. Let us consider
and T −1 maps the z-axis outside Σ (onto the x-axis), the curve Γ u cannot exit Σ by crossing the z-axis. In what follows we show that Γ u exits Σ crossing the line D1 = Fix(R1) = Span ((1, 1) T ).
For this purpose, we first observe that for all X = (x, z) T , one has
Let us denote by Ω0 the triangular domain
where we used (46) and the fact that q > 0 on (0, x * ). By using inequalities (47)-(48), one can rule out the two following situations (for details see [22] , theorem 2.3),
Consequently, Γ u exits Ω0 by intersecting the segment S0 = (0, x * ) × {x * } at some point X * 0 = (x0, x * ) T , thereby entering the domain
If Xn ∈ Ω1 for 1 ≤ n ≤ n0, we find by induction for all n = 2, . . . , n0,
thanks to equality (46) with q ′ < 0 on (x * , +∞). Since q(z1) < 0, (49) provides a nonzero minimal decrease of dist(Xn, D1) at each step, hence Xn must leave Ω1 for large enough n. Consequently, Γ u connects two iterates Xn 0 ∈ ([x * , +∞) × R) ∩ Ω1 and Xn 0 +1 ∈ ([x * , +∞)×R)\Ω1, hence Γ u intersects the boundary D1∩(x * , +∞) 2 of Ω1. Consequently, we have shown that Γ u exits Σ by crossing the line D1 = Fix(R1). Now let us show that for all initial condition X k ∈ Γ u , the corresponding solution
Let us consider an intersection X0 of Γ u and D1 and denote by Xn = (
T the corresponding solution of (11). The above result implies that limn→−∞ Xn = 0. Moreover, since (R1X−n) n∈Z and (Xn) n∈Z define two solutions of (11) equal at n = 0, both solutions coincide for all n ∈ Z. We have then R1X−n = Xn, i.e. 
Since q < 0 on (x * , +∞), the curve D2 divides Ω1 into two connected components. The boundary of the first component contains the segment S0, and the boundary of the second the half line D1 ∩ (x * , +∞) 2 . Since Γ u intersects S0 at X * 0 and D1 ∩ (x * , +∞) 2 at X (11) given by
−n for all n ∈ Z. Consequently, (Xn) n∈Z is a solution homoclinic to 0. Moreover, since the arc joining 0 and X 
Application to the DpS equation
Theorem 6 can be applied to system (9) with nonlinearity q defined by (10) , which is equivalent to the stationary DpS equation. Indeed, q ′ is locally integrable and the 
for all n ∈ Z.
Returning to the DpS equation in its original form (4), we get the following result, which establishes theorem 1 in conjunction with lemma 3 proved in the appendix. n an > 0, |an| > |an−1| ∀n ≤ 0,
Proof. From the localized solutions x i n of theorem 7, let us definẽ
Since x 1 n and x 2 n are solution of (9)- (10), we get
). Reporting the above identities in definitions (51) and (52) (4) with s = 1 are computed with a Newton-type method (we use the MATLAB function fsolve), for a finite lattice of 21 particles with zero boundary conditions. When α converges towards unity, the homoclinic solutions become more extended and their amplitude goes to 0. This phenomenon will be explained in section 5.2 by introducing a suitable continuum limit of the stationary DpS equation.
One can notice that the localized solutions provided by theorem 8 are "staggered", i.e. an+1 and an have opposite signs. As shown in the following lemma, this remains true for all localized solutions an of (4) provided |n| is sufficiently large. Moreover, we prove below that all localized solutions of (4) (in particularã 1 n , a 2 n ) decay at least doubly exponentially at infinity. Lemma 2. Let (an) n∈Z denote a solution of (4) such that limn→±∞ an = 0 and fix q ∈ (0, 1). There exists n0 ≥ 0 such that for all n ∈ Z with |n| ≥ n0, an+1 and an have opposite signs and |an| ≤ q
Proof. According to lemma 3 proved in the appendix, nonzero localized solutions of (4) exist only for s = 1. To prove that localized solutions are staggered for sufficiently large n, let us consider a solution an of (4) such that limn→+∞ an = 0. One can define a solution of (5) vanishing as n → +∞ through un = (−1) n an+n 0 , with sup n≥0 |un| arbitrarily small provided n0 is sufficiently large. By theorem 2, it follows that un = ψn(u0) for all n ≥ 1 provided n0 is large enough. For s = 1, ψn(u0) and u0 have the same sign for all n ≥ 1 when u0 is small enough (due to properties i) and ii) of theorem 2), hence (un) n≥0 has a sign provided n0 is large enough. Consequently, an+1 and an have opposite signs for all n ≥ n0 if n0 is sufficiently large. In the same way (using the reflectional symmetry of (4)), if limn→−∞ an = 0 then an+1 and an have opposite signs for all n ≤ −n0 if n0 ≥ 0 is sufficiently large. Inequality (53) follows similarly from theorem 2, after elementary computations based on the decay estimate (27) . One can fix C = q 1−α in (27) and observe that q −1 |u0| ≤ q provided |n0| is large enough, which yields (53).
Analytical approximations of stable and unstable manifolds
In previous sections, we have proved the existence of stable and unstable manifolds of the origin for maps equivalent to the stationary DpS equation (4), and the existence of homoclinic orbits for s = 1. In what follows, we illustrate the shape of these manifolds and orbits and provide analytical approximations thereof, depending on the nonlinearity exponent α = p − 1 > 1. We shall work with the map F defined in (18) because it will be suitable for future extensions to this work taking into account lattice defects, as briefly discussed in section 7.
Numerical computation of the exact stable manifold is performed in two stages. In the first stage we construct a local stable manifold. To this end we choose N equally distant points 0 < u0,1 < u0,2 < · · · < u0,N with u0,N small enough. From each point u0,i we compute an orbit on the local stable manifold from the corresponding solution (un) n≥0 of equation (22) with u0 = u0,i. This problem is solved with a Newton-type method, for a finite lattice of size L sufficiently large and the fixed boundary condition uL = 0. This yields a set of orbits (vn,i, yn,i) n≥1 on the stable manifold, where vn,i = un−1 and yn,i = Pα(un + un−1). In a second stage, to construct the global stable manifold, we recursively apply the inverse mapping F −1 to the set of points (v1,i, y1,i) computed previously on the local stable manifold. The construction of the unstable manifold is performed in a similar manner. In addition, we shall resort to two different methods to obtain analytical approximations of stable and unstable manifolds. The first one is based on a leading order approximation of the local stable manifold and the computation of some backward iterates (section 5.1), which turns out to be efficient when α is far from unity. The second method is based on a continuum limit obtained when α is close to unity, where one recovers a logarithmic stationary nonlinear Schrödinger equation (section 5.2). These approximations will be computed for the stable manifold, and their analogues for the unstable manifold can be obtained using the reversibility symmetry R1. For the approximation of homoclinic orbits we shall restrict to the site-centered solutionã 1 n described in theorem 8, but the bond-centered solution a 2 n could be approximated similarly.
Method of local approximation and backward iterates
Let us consider the map F defined in (18) and the stable and unstable manifolds of the origin W u (0) and W s (0) defined in section 3.3. Using parametrization (42) and the fact that γ(x) = Pα(x) + o(|x| α ) when x → 0, we derive the following approximations of the local stable and unstable manifolds
which are valid close enough to the origin. To improve their validity domain, we shall consider the backward iterates of the approximate stable manifold
We define by symmetry W
We have in particular
When α is sufficiently far from unity, one observes numerically that W app with larger values of k (at the expense of working with more complex parametrizations of the manifolds). It seems that the precision can be improved arbitrarily (in some fixed neighborhood of (v, y) = 0) by increasing k, but a convergence proof is not yet available.
As an application, let us use the analytic approximations W s, (1) app and W u, (1) app to approximate the site-centered homoclinic solution of the stationary DpS equation. The fixed point (v1, y1)
T of R1 lying on W s, (1) app satisfies
which admits a unique solution y1 ∈ (0, 1) since the right side of (60) is monotone decreasing. This solution corresponds to an approximate solution of the stationary DpS equation (4) determined by the initial condition app is denoted with a solid curve with (x) marks and W u, (1) app is denoted with a solid curve with ( * ) marks. The exact and approximate stable and unstable manifolds almost coincide before crossing the line Fix(R1). Fix(R1) and Fix(R2) are denoted on both (a) and (b) with solid lines marked with the appropriate labels R1 and R2.
Obviously, due to the sensivity of the map F to initial conditions, the above approximation is only meaningful for a finite number of sites away from n = 0.
In order to obtain an approximation of the solution of (60), we introduce a new variable
Introducing (62) into (60) yields
Using the method of successive iterations to approximate η, we fix η0 = 0 and consider the following recurrence relation Using η2 as an approximation of the solution of (63) leads to
According to the results presented in figure 6 , using η2 gives a good approximation of the branch of solutions we are looking for, provided α is chosen within the range of values where approximation (60) is valid.
In figure 7 , we compare for different values of α the approximate site-centered homoclinic orbit determined by (65) and (61) with the exact site-centered homoclinic orbit (computed by a Newton-type method from the stationary DpS equation). We plot the amplitude un = (−1)
n an obtained after the staggering transformation. An approximation error is computed as 6 . Comparison of the exact value of y1 for the site-centered homoclinic orbit (dotted line), its approximation given by the exact solution of (60) (dashed line) and the analytical approximation (65) (solid line), for different values of α. The exact sitecentered homoclinic orbit is obtained by solving the stationary DpS equation with a Newton-type method, and the same iterative procedure is employed to solve (60). It appears that the solution of (60) yields in fact a slightly less precise approximation compared to analytical approximation (65).
where u = [u−2, ..., u2]. As it comes out from figure 7, analytical approximation (65) is in fairly good agreement with the results of direct numerical computations for the higher values of α, but it provides unsatisfactory results for α close to unity (e.g. α = 3/2, 2). To improve the above approximation we resort to the improved approximate stable manifold W s, (2) app , parametrized in the following way using (58),
Thus, setting (v1, y1) = (v (2) (x), y (2) (x)) and v1 = 2 y1, we obtain an approximation of the homoclinic intersection determined by
Here it is important to emphasize that in contrast to the case of the first order approximation (59) where the intersection point y1 could be analytically approximated and is given explicitly in (65), the solution of (68) is calculated numerically by a Newton-type method.
In Table 1 , we compare the accuracies of the approximate site-centered homoclinic solutions computed from the approximate stable manifolds W s,(k) app , for k = 1, 2, 3 and α = 1.5, 2, 3. The agreement obtained with the improved approximation (68) is excellent (with a strong improvement compared to approximation (60)), but at the expense of working with the more complex formula (68). As a conclusion, the approximation method of invariant manifolds and homoclinic orbits described in this section is efficient when α is far enough from unity. For α close to unity, it becomes unpractical because approximate stable manifolds W s,(k) app involving increasingly complex parametrizations must be used to reach a good precision.
Continuum limit for weak nonlinearities
In this section we develop another approximation method for invariant manifolds and homoclinic orbits based on a continuum limit, which is obtained when α is close 
1 , y
of the exact value of y1 for the sitecentered homoclinic orbit. The approximations correspond to the intersection between Fix(R1) and the approximate stable manifolds W s, (1) app , W s, (2) app , W s, (3) app . The relative errors have been calculated between the exact site-centered homoclinic solutionã 1 n described in theorem 8 and the approximate ones, according to formula (66) (5 lattice sites have been used to evaluate the error). The approximate sitecentered homoclinic solutions are computed from the iteration of the map starting from the initial conditions (v1, y1) = (2 y to unity. This method completes the one described in section 5.1, which was efficient for α far enough from unity.
Continuum limit model with logarithmic nonlinearity
We consider equation (5) for s = 1. As seen in section 2.1, yn = xn−1 satisfies
We renormalize the problem by setting
(the prefactor corresponds to a fixed point of (69)) and define fα(z) = P 1/α (z) − z. Dividing (69) by α − 1 and using (70) yields
This system has a well-defined formal limit when α → 1. Indeed, we observe that for all z > 0,
where z denotes a sufficiently smooth function and n0 will be specified later. Letting α → 1 in (71) yields the ODE
This equation can be seen as a (one-dimensional) stationary logarithmic nonlinear Schrödinger equation, a system originally introduced in the context of nonlinear wave mechanics [2] . It admits the first integral of motion
and the Gaussian homoclinic solution
In what follows we deduce an approximate solution of the stationary DpS equation from the above computations, and we compare it to the site-centered homoclinic solution of the DpS equation denoted in theorem 8 byã (51), the corresponding approximate solution of (5) is thus defined by u app n = yn+1 + yn+2, with (5) computed numerically. The left graph provides the relative error as a function of α (31 lattice sites are used to compute the error). The right graph displays both profiles for the particular value α = 1.05. The dots correspond to the numerically computed homoclinic orbit, and the blue curve to the continuum approximation.
in the left side of (79), one obtains for yn ≥ 0
Let us assume this equality holds true for all orbit of F along W s (0), lying near the origin for all n ≥ 0. Using (69) and (16) at rank n − 1, we obtain
Consequently, we obtain an approximation of (a part of) the stable manifold of the origin, given for y ≥ 0 by the parametrization
In figure 9 we compare the analytic approximation (81) of the stable manifold with the numerically computed stable manifold, and find a good agreement provided α is below 1.5.
To further illustrate the improvement of the continuum limit model, we compare the approximate site-centered homoclinic orbit deduced from the above computations with the exact solution computed numerically. The approximate site-centered homoclinics can be obtained from the point of intersection between the approximate stable manifold and Fix(R1). Thus setting v = 2y in (81), we derive a scalar nonlinear equation for the point of intersection (v, y) = (2yi, yi) which belongs to the homoclinic orbit, namely 2yi = 1 2 y The point of intersection can be obtained by solving (82) iteratively as described above. With a good approximation of yi at hand, we then iterate the map F to obtain the approximate homoclinic orbit on a few lattice sites. We iterate the map until yn becomes negative or starts to increase (such errors are due to the sensitivity of iterates of F to initial conditions), after what the values of the approximate solution are set to 0. In figure 10 we compare the approximate and exact homoclinic orbits. We observe an excellent agreement even for much higher values of α than in the previous case. Indeed, for α ≤ 3 the relative error doesn't exceed 10%. It is interesting to notice that the error does not vary monotonically with respect to α.
Breather stability and mobility
In this section we numerically analyze the spectral stability of site-centered and bond-centered breather solutions of (1) given by (3) (with Ω > 0), in connection with their possible mobility (translational motion) under suitable perturbations. These solutions correspond respectively to the site-centered homoclinic orbit a 1 n and bond-centered homoclinic orbit a 2 n described in theorem 1. Their profiles are illustrated on figures 2 and 3 for α = 3/2 and α = 1.2. This stability analysis was performed in the work [13] in the particular case α = 3/2, and we shall extend this study to some interval of physically meaningful values of α.
The stability analysis can be simplified by taking advantage of the scale invariance of (1). More precisely, if φ(t) = (φn(t)) n∈Z is a solution of (1) then so is Ω 1 α−1 φ(Ω t) for all Ω > 0. This scaling transformation allows one to generate the full family of breather solutions (3) from the particular case Ω = 1. Consequently, the stable or unstable character of these periodic solutions is independent of Ω, both for nonlinear, linear and spectral stability. For this reason we shall restrict to the case Ω = 1 of (3) without loss of generality.
The bond-and site-centered homoclinic solutions of the stationary DpS equation (4) are computed numerically with a Newton-type method, for a finite lattice of N = 21 particles with zero boundary conditions. Their spectral stability can be determined in complete analogy with the DNLS equation [15] , by adopting a perturbation of the form φn(t) = exp(i t) (an + ϕn(t)) ,
where a = (an) 1≤n≤N denotes the (real-valued) localized solution of (1) corresponding to the unperturbed breather. Substituting (83) into (1) and linearizing with respect to ϕ = (ϕn(t)) 1≤n≤N yields a linear autonomous differential equation for (ϕ, ϕ ⋆ ). Looking for solutions of the form
yields a linear eigenvalue problem M V = i λ V , where M ∈ M2N (R) and V = (αn, βn)
. Due to the Hamiltonian character of (1), whenever λ is an eigenvalue, so are λ ⋆ , −λ and −λ ⋆ . Figure 11 displays the resulting eigenvalues in the complex plane, for the siteand bond-centered homoclinic solutions and α = 3/2 (the eigenvalue problem is solved by standard numerical linear algebra solvers). For all values of α in the interval [1.2, 3.4], we find that the bond-centered breather is spectrally stable (i.e. the eigenvalues λ are purely imaginary), whereas the site-centered breather is unstable through a simple real positive eigenvalue. In figure 12 we plot M * = Max{Re(λ)}, i.e. the maximal real part reached by the eigenvalues for the site-centered breather, versus α ∈ [1.2, 3.4]. These results show that the strength of the instability increases with α, and indicate that the unstable eigenvalue goes to 0 in the limit α → 1 + . The above property can be interpreted intuitively in connection with the continuum limit derived in section 5.2, where one obtains asymptotically a translationally invariant family of Gaussian breather solutions. Such families of solutions usually correspond to an extra double (non-semi-simple) eigenvalue 0 associated with a translation mode [5] , and perturbations along the associated marginal mode (generalized eigenvector) generate a translational motion [1] . However, this analogy is purely heuristic since breather solutions delocalize when α → 1 + . To illustrate the dynamical effects of breather instability we attempt the perturbation of the site-centered breather with Ω = 1 for different values of α. We consider an eigenvector V u = (αn, α * n ) 1≤n≤N associated with the real unstable eigenvalue λ > 0, and the eigenvector V s = (α * n , αn) 1≤n≤N associated with the stable eigenvalue −λ. In formal analogy with the work [1] , we perturb the unstable breathers along the approximate marginal mode W = V u − V s , which corresponds to fixing
with c ∈ R. The parameter c is tuned in order to achieve a desired level of relative energy perturbation δH rel = (H(φ) − H(a))/H(a), where the energy H is defined through (2) . Figure 13 illustrates the dynamics of a perturbed site-centered breather for α = 3/2. For different strengths of the perturbation, the instability of the sitecentered breather leads to its translational motion. One can notice that additional breathers with smaller amplitudes are also emitted when the initial perturbation is sufficiently large. Note that random perturbations (which generally possess a nonzero component along the marginal mode) also typically generate a translational motion [13] , albeit the propagation velocity is generally smaller compared to a "pure" perturbation (of similar strength) along the marginal mode.
In figure 14 , the same type of computation is performed for α = 3. The situation is strikingly different compared to figure 13. The resulting dynamics is now mainly characterized by a pinning of the localized excitation alternating with phases of irregular motion when the initial perturbation is large enough. Such behavior may be induced by the interaction of the localized solution with other localized or extended waves generated by the initial perturbation, a situation reminiscent of numerical observations made in [24] . Fig. 13 . Space-time contour plot of the modulus of the field |φn(t)| for equation (1) with α = 3/2. The initial condition is given by (85), and corresponds to a site-centered breather (with frequency Ω = 1) perturbed in the direction of the approximate marginal mode W . Different levels of relative energy perturbation are considered : δH rel ≈ 0.001 (top plot), δH rel ≈ 0.1 (middle plot), δH rel ≈ 0.5 (bottom plot). The perturbation leads to the manifestation of the instability of the sitecentered breather which, in turn, leads to its translational motion.
The above transition from breather mobility to pinning phenomena when α is increased can be linked with a sharp increase of the Peierls-Nabarro (PN) energy barrier between site-and bond-centered breathers. The PN barrier [18] approximates the amount of energy H required for the depinning of a stable bond-centered breather, resulting in a translational motion. It is defined through EPN = |Hsc−H bc |, Fig. 14. Same as in figure 13 , but in the case α = 3. For δH rel ≈ 0.001 (top plot), the perturbed breather is wandering between two neighboring sites. For δH rel ≈ 0.1 (middle plot) and δH rel ≈ 0.5 (bottom plot), the breather is able to propagate over a few sites but get pinned subsequently. Breather trapping can be interrupted by phases of irregular motion which may originate from the interaction of the localized solution with other waves. For the largest initial perturbation, one can notice the emission of additional breathers with smaller amplitudes.
where Hsc, H bc denote the energies of site-and bond-centered breather solutions (3) having the same squared ℓ2 norm n∈Z |φn| 2 . When EPN is relatively high, a traveling breather can easily become trapped after loosing some energy through dispersion or during interaction with other waves. Figure 15 displays EPN for different values of α, as well as the relative energy difference E rel = EPN/Hsc (the frequency of the site-centered breather is set to unity in this computation). One can observe a qualitative change in the energy curves around α = 2.5. For α ≤ 2.5, the absolute and relative PN barriers are very small, and they become much larger for α ∈ [3, 12] (e.g. E rel increases by 5 orders of magnitude between α = 3/2 and α = 3). In this interval the growth of EPN becomes almost linear in α. The increase of EPN explains why traveling breathers are easily generated from static breathers when α is close to unity, whereas pinning dominates for sufficiently large values of α. Fig. 15 . Left : Peierls-Nabarro energy barrier EPN between the site-centered breather with frequency Ω = 1 and the bond-centered breather having the same ℓ2 norm. Right : relative energy difference between the site-and bond-centered breathers (note the semi-logarithmic scale).
Discussion
In this paper, we have proved an existence theorem for homoclinic orbits of the stationary DpS equation (4) , in agreement with previous numerical results [12, 26, 13] . These homoclinics correspond to breather solutions of the time-dependent DpS equation (1). This result implies the existence of long-lived breather solutions in infinite chains of oscillators with fully nonlinear nearest-neighbors interactions [3] , in particular granular chains with Hertzian contact interactions [12, 26, 13] . In addition, we have obtained analytical approximations of breather profiles and of the corresponding intersecting stable and unstable manifolds. For p ≈ 2, this was achieved by deriving a suitable continuum limit of the stationary DpS equation, consisting of a logarithmic nonlinear Schrödinger equation. We have also numerically determined the spectral stability of breather solutions depending on their odd-or even-parity symmetry, and we have studied their mobility properties.
An interesting extension to this work would be to consider a DpS equation including a localized defect i d dt φn − δ0,n ν φn = (∆pφ)n, n ∈ Z,
where ν is a real parameter defining the defect strength and δm,n denotes the Kronecker delta. For example, system (86) can be derived in a similar way as in [12] , by considering a Newton's cradle including a small mass defect or a small stiffness variation of one oscillator in the chain. If ν = 0, the Ansatz (3) defines a solution of (86) if −s an − δ0,n λ an = (∆pa)n, n ∈ Z,
where we have set ν = |Ω| λ and s = Sign(Ω). An interesting problem is to analyze bifurcations of homoclinic solutions of (87) when λ is varied, or equivalently when the defect strength and breather frequency are tuned. For example, the associated solutions of (86) may correspond to localized modes excited by a traveling breather reaching a defect [13] . In addition, it is also interesting to understand how the breathers existing in a spatially homogeneous system are affected by spatial inhomogeneities, since the latter are always present in real systems, or could be introduced dynamically to manipulate localized excitations. Similarly to what we have seen, one can reformulate (87) as a two-dimensional (nonautonomous) mapping. The map possesses a particularly simple structure at the defect site when the mixed variables introduced in section 2.2 are used. Indeed, the mapping (17) becomes vn+1 yn+1 = Id + δ0,n λ 0 0 1 0 F vn yn .
This yields an interpretation of the defect as the composition of F with the linear shear
which is quite convenient to analyze bifurcations of homoclinic solutions (note that using the maps M and T introduced in section 2 would lead to more complex perturbations induced by the defect). Indeed, the mapping (88) admits an orbit homoclinic to 0 if and only if A(λ) W u (0) and W s (0) intersect (see section 3.3 for the definition of the stable and unstable manifolds). In that case, each intersection (v1, y1) determines an homoclinic orbit of (88), hence an homoclinic solution of (87) with s = 1. Consequently, the approximations of W u (0) and W s (0) introduced in section 5 provide a theoretical tool to predict defect-induced breather bifurcations, and approximate the shape and energy of bifurcating solutions. This problem will be treated in detail in a forthcoming paper.
